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MULTIGRADED APOLARITY
MACIEJ GAŁĄZKA
Abstract. We generalize methods to compute various kinds of rank
to the case of a toric variety X embedded into projective space using a
very ample line bundle L. We use this to compute rank, border rank,
and cactus rank of monomials in H0(X,L)∗ when X is P1 × P1, the
Hirzebruch surface F1, the weighted projective plane P(1, 1, 4), or a fake
projective plane.
Contents
1. Introduction 2
1.1. Background 2
1.2. Main results 2
1.3. Acknowledgments 4
2. Ranks and secant varieties 5
2.1. Cactus rank 6
3. Toric varieties 6
3.1. Quotient construction and the Cox ring 6
3.2. Saturated ideals 7
3.3. Isomorphism between sections and polynomials 8
3.4. Generators of the class group 10
4. Apolarity 10
4.1. Hilbert function 12
4.2. Apolarity Lemma 13
5. Catalecticant bounds 14
6. Upper bound on cactus rank 17
7. Examples 19
7.1. P1 × P1 19
7.2. Hirzebruch surface F1 22
7.3. Weighted projective plane P(1, 1, 4) 27
7.4. Fake projective plane 29
References 31
Date: October 2, 2018.
2010 Mathematics Subject Classification. 14M25, 14N15.
Key words and phrases. secant variety, Waring rank, cactus rank, border rank, toric
variety, apolarity, catalecticant.
1
2 MACIEJ GAŁĄZKA
1. Introduction
1.1. Background. The topic of calculating ranks of polynomials goes back
to works of Sylvester on apolarity in the 19th century. For introductions to
this subject, see [20] and [19]. For a short introduction to the concept of
rank for many different subvarieties X ⊆ PN and many ways to give lower
bounds for rank, see [23] (see also many references there). For a short review
of the apolarity action in the case of the Veronese embedding, see [5, Section
3].
As far we know, the notion of cactus rank was first defined in [19, Chapter
5] (where it is called the “scheme length”). For motivation, basic properties
and application in the case of the Veronese embedding, see [5]. One of the
main reasons to study cactus rank is the fact that properties of the Hilbert
scheme of all zero-dimensional subschemes of a variety are better understood
than properties of the subset corresponding to smooth schemes (i.e. schemes
of points). Another reason is the fact that many bounds for rank work also for
cactus rank, for instance the Landsberg-Ottaviani bound for vector bundles
(see [16]). There is also a lower bound for the cactus rank by Ranestad and
Schreyer (see [22]).
In this paper, we see what happens when X is a toric variety. For an
introduction to this subject, see the newer [12] and the older [14]. For toric
varieties, many invariants can be computed quite easily. This can be used
to study ranks and secant varieties. In [10], the authors investigate the
second secant variety σ2(X), where X is a toric variety embedded into some
projective space. As they write there, “Many classical varieties whose secant
varieties have been studied are toric”. Here we take a different approach.
We generalize apolarity to toric varieties, and then, as an application, we
compute rank, cactus rank and border rank of some polynomials.
1.2. Main results. We need to introduce some notions to state the main
results. Suppose X is a Q-factorial projective toric variety. Let S be the Cox
ring of X. By definition, it is graded by ClX. Since X is a toric variety, S is
a polynomial ring with finitely many variables (see [12, Section 5.2]), so we
may write S ∼= C[x1, . . . , xr]. Introduce T = C[y1, . . . , yr]. We will think of
T as an S-module, where the multiplication (denoted by y ) is induced by
(1) xi y y
b1
1 · . . . · y
br
r =
{
yb11 · . . . · y
bi−1
i · . . . · y
br
r if bi > 0,
0 otherwise.
We define a grading on T in Cl(X) in an analogous way as on S:
deg ya11 · . . . · y
ar
r = deg x
a1
1 · . . . · x
ar
r .
Let α ∈ PicXΣ be a very ample class. Then we identify H
0(X,O(α))∗ with
Tα (this identification is described in Proposition 4.3 in detail). Here and
later, for any graded ring R and any degree µ, we denote by Rµ the graded
piece of R of degree µ. For a F ∈ Tα we define F
⊥ as its annihilator in S
(with respect to the action y ).
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The first main result of this paper is:
Theorem 1.1 (Multigraded Apolarity Lemma). Let ϕ : XΣ →֒ P(H
0(XΣ,O(α))
∗)
be the morphism associated with the complete linear system |O(α)|. Fix a
non-zero F ∈ H0(XΣ,O(α))
∗. Then for any closed subscheme R →֒ XΣ we
have
F ∈ 〈R〉 ⇐⇒ I(R) ⊆ F⊥.
Here I(R) is the ideal of R from Definition 3.2, and 〈R〉 is the linear span
of a subscheme (see the beginning of Subsection 2.1).
This was first proven in my master thesis (see [15]). Then it was inde-
pendently proven in [17, Lemma 1.3]. In the paper the authors use this to
determine varieties of apolar subschemes for P1 × P1 embedded into projec-
tive space by O(2, 2) and O(3, 3), and also for the Hirzebruch surface F1
embedded by the bundle O(2, 1) (in notation from Subsection 7.2).
We prove Theorem 1.1 in Section 4.2. From it we derive a corollary.
Suppose β ∈ ClX. As before, let α ∈ PicX be a very ample class giving
the embeddingX →֒ P(H0(X,O(α))∗). Consider the restriction of the action
y to
Sβ × Tα
y
−→ Tα−β .
For any F ∈ Tα we consider the linear map C
β
F : Sβ → Tα−β given by
h 7→ h y F .
Theorem 1.2. Fix F ∈ H0(X,O(α))∗. We have the following:
(1) if β ∈ ClX, then
r(F ) ≥ rank(CβF ).
(2) if β ∈ PicX, then
cr(F ) ≥ rank(CβF ).
Here r(F ) and cr(F ) denote the border rank and the cactus rank of F , re-
spectively, see Definitions 2.1 and 2.7.
We also provide an example such that the bound in point (1) does not
hold for the cactus rank, see Remark 7.4.
Theorem 1.2 is proven in Corollary 5.2 and Corollary 5.5. The bound in
point (2) was given in [19, Theorem 5.3.D] for the Veronese embedding. Also
see [16] for a version of the bound in point (2) for vector bundles of higher
rank.
As an application of Theorem 1.1, in Section 6 we provide an upper bound
for the cactus rank of a polynomial.
Theorem 1.3. Suppose X is a smooth projective toric variety, and α ∈
PicX is a very ample class. Let 0 6= F ∈ H0(X,O(α))∗. Let σ be any cone
of the fan of X of maximal dimension. Let f be the dehomogenization of F
defined by setting all the variables corresponding to rays not in σ to 1. Then
cr(F ) ≥ dimS/f⊥.
4 MACIEJ GAŁĄZKA
This theorem is a generalization of [3, Theorem 3] to the multigraded
setting. From it we derive a corollary.
Corollary 1.4. Let
Pn1 × . . .Pnk
vd1,...,dk−−−−−→ P(Symd1 Cn1+1 ⊗ . . .⊗ Symdk Cnk+1)
be a Segre-Veronese embedding. Here Symi denotes the i-th symmetric ten-
sors. Let F ∈ Symd1 Cn1+1 ⊗ . . . ⊗ Symdk Cnk+1 be a non-zero form. Then
cr(F ) ≤
∑
(e1,...,ek):
e1+···+ek≤d/2
(
n1 − 1 + e1
e1
)
· . . . ·
(
nk − 1 + ek
ek
)
+
∑
(e1,...,ek):
e1+···+ek>d/2
(
n1 − 1 + d1 − e1
d1 − e1
)
· . . . ·
(
nk − 1 + dk − ek
dk − ek
)
.
In 2016, Jarosław Buczyński communicated the proof of this corollary in
the case of Pn × Pn × Pn
v1,1,1
−−−→ P(Cn+1 ⊗ Cn+1 ⊗ Cn+1) to J.M. Landsberg
and Fulvio Gesmundo, see the second paragraph after [21, Theorem 10.2.2.3].
Then in [1] the authors prove a weaker version of the bound in Corollary 1.4.
See Section 6 for proofs of Theorem 1.3 and Corollary 1.4.
Finally, we use this to compute ranks of monomials when X is a projective
toric surface. The first example is P1×P1, see Subsection 7.1. Here we look
at the problem of ranks of monomials. The next one is the Hirzebruch surface
F1 (which can be defined as P
2 blown up in one point), see Subsection 7.2.
Here we find monomials whose border rank is less than their cactus rank (and
also their smoothable rank), see Remark 7.2. Another one is the weighted
projective plane P(1, 1, 4), see Subsection 7.3. Here we give an example of a
monomial whose cactus rank is less than their border rank. The last one is a
fake projective plane (see Subsection 7.4) — the quotient of P2 by the action
of Z/3 = {1, ε, ε2} (where ε3 = 1) given by ε · [λ0, λ1, λ2] = [λ0, ελ1, ε
2λ2].
1.3. Acknowledgments. This article an expanded version of my master
thesis, [15].
I thank my advisor, Jarosław Buczyński, for introducing me to this sub-
ject, his insight, many suggestions of examples, suggestions on how to im-
prove the presentation, many discussions, and constant support. I also thank
Piotr Achinger and Joachim Jelisiejew for suggestions on how to improve the
presentation. I am also grateful to Joachim Jelisiejew for his explaining to
me the article [2]
I was supported by the project “Secant varieties, computational complex-
ity, and toric degenerations” realized withing the Homing Plus programme
of Foundation for Polish Science, co-financed from European Union, Re-
gional Development Fund, and by Warsaw Center of Mathematics and Com-
puter Science financed by Polish program KNOW. During the process of
expanding the article (adding Section 6 and Subsection 7.1) I was supported
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by the NCN project “Algebraic Geometry: Varieties and Structures” no.
2013/08/A/ST1/00804.
2. Ranks and secant varieties
In this section we review the definitions of various kinds of ranks and
secant varieties.
Definition 2.1. Let W be a finite-dimensional complex vector space, and
X a subvariety of PW . Let
σ0r (X) = {[F ] ∈ PW : [F ] ∈ 〈p1, . . . , pr〉 where p1, . . . , pr ∈ X},
where 〈〉 denotes the (projective) linear span. Define the r-th secant variety
of X ⊆ PW by σr(X) = σ0r (X). The overline denotes the Zariski closure.
For any non-zero F ∈W define the X-rank of F :
rX(F ) = min{r ∈ Z≥1 : [F ] ∈ σ0r (X)}
= min{r ∈ Z≥1 : [F ] ∈ 〈p1, . . . , pr〉 for some p1, . . . , pr ∈ X}
and the X-border rank of F :
rX(F ) = min{r ∈ Z≥1 : [F ] ∈ σr(X)}
= min{r ∈ Z≥1 : F is a limit of points of X-rank ≤ r}.
Usually, if X is fixed, we omit the prefix and call them rank and border rank,
respectively.
The problem of calculating border rank of points is related to finding
equations of secant varieties. Namely, if we know set-theoretic equations of
σr(X) ⊆ PW for r = 1, 2, 3, . . . , then we can calculate the border rank of
any point (by checking if it satisfies the equations).
Example 2.2. Let X be the d-th Veronese variety PV ⊆ P Symd V . Then
X-rank of [F ] ∈ P Symd V is the least r such that F can be written as
vd1 + · · ·+ v
d
r for some vi ∈ V . The X-rank is called the symmetric rank, or
the Waring rank in this case.
Let us go back to the setting of a projective variety X ⊆ PW . Here are a
few results which we are going to need later.
Proposition 2.3 (Terracini’s Lemma). Let r be a positive integer. Then for
r general points p1, . . . , pr ∈ X and a general point q ∈ 〈p1, . . . , pr〉 we have
PTqσr(X) = 〈PTp1X, . . . ,PTprX〉.
Here PTqX denotes the projective tangent space of X embedded in PW at
point q, i.e. the projectivization of the affine tangent space to the affine cone
of X.
For a proof, see [20, Section 5.3] or [24, Chapter V, Proposition 1.4].
Corollary 2.4 (of Proposition 2.3). The dimension of σr(X) is not greater
than r(dimX + 1)− 1.
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Proposition 2.5. If X is irreducible, then σr(X) is irreducible for any r ≥
1.
Definition 2.6. When dimσr(X) = min(dimPW, r(dimX+1)−1), we say
that σr(X) is of expected dimension.
2.1. Cactus rank. For a zero-dimensional scheme R (of finite type over C),
let lengthR denote its length, i.e. dimCH
0(R,OR). This is equal to the
degree of R in any embedding into projective space. Also for any subscheme
R →֒ PW define 〈R〉 to be the linear span of R, i.e. the smallest projective
linear space, through which the inclusion of the scheme factors.
Definition 2.7. Define the X-cactus rank :
crX(F ) = min{lengthR : R →֒ X,dimR = 0, F ∈ 〈R〉}.
We have the following inequalities:
cr(F ) ≤ r(F ),
r(F ) ≤ r(F ).
3. Toric varieties
3.1. Quotient construction and the Cox ring. Let M and N be dual
lattices (abelian groups isomorphic to Zk for some k ≥ 1) and 〈·, ·〉 : M ×
N → Z be the duality between them. Let XΣ be the toric variety of a fan
Σ ⊆ NR := N ⊗ R with no torus factors. The term “with no torus factors”
means that the linear span of Σ in NR is the whole space. Let Σ(1) denote
the set of rays of the fan Σ. Similarly σ(1) denotes the set of rays in the cone
σ. Then XΣ can be obtained as an almost geometric quotient of an action of
G := Hom(ClXΣ,C
∗) on CΣ(1) \Z, where Z is a subvariety of CΣ(1). Let us
go briefly through the construction of this quotient. We follow [12, Section
5.1].
Since XΣ has no torus factors, we have an exact sequence
0→M → ZΣ(1) → ClXΣ → 0.
After applying Hom(−,C∗), this gives
1→ Hom(ClXΣ,C
∗)→ (C∗)Σ(1) → TN → 1,
where TN = C
∗ ⊗ N ⊆ XΣ is the torus of XΣ. So G = Hom(ClXΣ,C∗) is
a subset of CΣ(1), and the action is given by multiplication on coordinates.
Let S = SpecC[xρ : ρ ∈ Σ(1)]. In other words, S is the polynomial ring with
variables indexed by the rays of the fan Σ. The ring S is the coordinate ring
of the affine space CΣ(1). For a cone σ ∈ Σ, define
xσ̂ =
∏
ρ/∈σ(1)
xρ.
Then define a homogeneous ideal in S:
(2) B = B(Σ) = (xσ̂ : σ ∈ Σ) ⊆ S,
MULTIGRADED APOLARITY 7
which is called the irrelevant ideal, and let Z = Z(Σ) ⊆ CΣ(1) be the van-
ishing set of B. For a precise construction of the quotient map [·]
CΣ(1) \ Z (CΣ(1) \ Z)//G = XΣ
[·]
see [12, Proposition 5.1.9], where it is denoted by π.
Fix an ordering of all the rays of the fan, let Σ(1) = {ρ1, . . . , ρr}. Then S
becomes C[xρ1 , . . . , xρr ] =: C[x1, . . . , xr]. The ring S is the Cox ring of XΣ.
For more details, see [12, 5.2], where S is called the total coordinate ring.
This ring is graded by the class group ClXΣ, where
deg xi = [Dρi ],
and Dρi is the torus-invariant divisor corresponding to ρi, see [12, Chapter
4].
3.2. Saturated ideals. Take any ideals I, J ⊆ S. Let (I :S J) be the set of
all x ∈ S such that x · J ⊆ I; it is an ideal of S. It is sometimes called the
quotient ideal, or the colon ideal. For any ideals I, J,K ⊆ S we have:
• I ⊆ (I :S J),
• if J ⊆ K, then (I :S J) ⊇ (I :S K),
• (I :S J ·K) = ((I :S J) :S K).
Recall the irrelevant ideal B ⊆ S defined in Equation (2). Take any ideal
I ⊂ S. We define the B-saturation of I as
Isat =
⋃
i≥1
(I :S B
i).
Note that this is an increasing union because Bi ⊇ Bj for i < j, so Isat is an
ideal. Since S is Noetherian, the union stabilizes in a finite number of steps.
We always have I ⊆ Isat. If this is an equality, we say that I is B-saturated.
In order to show that I is B-saturated, it suffices to find any i ≥ 1 such that
I = (I :S B
i).
Moreover, if I and J are homogeneous, then so is (I :S J). It follows that
for I homogeneous the ideal Isat is homogeneous.
Example 3.1. Let us look at the projective space PkC. See [12, Example
5.1.7]. Here S = C[x0, . . . , xk], B = (x0, . . . , xk) =
⊕
i≥1 Si and Z = {0}. In
this case
Isat = {f ∈ S : for all i = 0, 1, . . . , k there is n such that xni · f ∈ I}.
Recall that in this case there is a 1-1 correspondence between closed sub-
schemes of PkC and homogeneous B-saturated ideals of S. Moreover, the ideal
given by
⊕
i≥0H
0(X,IR ⊗O(i)), where IR is the ideal sheaf of R in P
k
C, is
B-saturated. For more on this, see [18, II, Corollary 5.16 and Exercise 5.10].
For a toric variety the situation is more complicated. We will assume
that the fan Σ is simplicial for technical reasons. There can be many B-
saturated ideals defining a subscheme R. But they have to agree in the Pic
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part. See [11, Theorem 3.7 and the following discussion] for more details.
Consider the map
(3)
⊕
α∈ClXΣ
H0(X,IR ⊗O(α))→
⊕
α∈ClXΣ
H0(X,O(α))
induced by IR →֒ OXΣ . We may take I to be the image of this map. This
is done in the proof of [12, Proposition 6.A.6]. Note that in this case for any
α ∈ PicXΣ the vector space H
0(XΣ,IR⊗O(α)) can be identified with those
global sections of O(α) which vanish on R. So let us make the following
Definition 3.2. Let XΣ be a simplicial toric variety. Let R →֒ XΣ be a
closed subscheme. We define I(R) ⊆ S, the ideal of R, to be the image of
homomorphism (3).
Proposition 3.3. Suppose the fan Σ is simplicial. Let α ∈ PicXΣ be the
class of a Cartier divisor. Let R →֒ XΣ be any closed subscheme. Then
(I(R))α = (I(R) :S B
i)α for any i ≥ 1 (hence I(R) agrees with I(R)
sat in
degree α).
Proof. Take x ∈ Sα such that x · B
i ⊆ I(R). It is enough to show that
x is zero on R. Take any point p ∈ R. We will show that x is zero on R
around that point. Since the vanishing set of B is empty, we know that some
homogeneous element b ∈ B is non-zero at p. By taking a big enough power,
we may assume b ∈ (Bi)β for some β ∈ PicXΣ (here we are using that Σ
is simplicial!). Because b is non-zero at p, there is an open neighbourhood
p ∈ U ⊆ XΣ such that OXΣ(β) is trivialized on U by b. But then x is zero
when pulled back to R on U if and only if x · b is zero when pulled back to
R on U . But the latter thing is true as x · b ∈ I(R). 
3.3. Isomorphism between sections and polynomials. Let α ∈ ClXΣ.
Recall the isomorphism of H0(XΣ,O(α)) and C[x1, . . . , xr]α given in [12,
Proposition 5.3.7].
Proposition 3.4. Suppose α ∈ PicXΣ. Take any section s ∈ H
0(XΣ,O(α))
and the corresponding polynomial f ∈ Sα. Also let p be a point in XΣ and
take any (λ1, . . . , λr) ∈ C
r such that [λ1, . . . , λr] = p. Then
s(p) = 0 ⇐⇒ f(λ1, . . . , λr) = 0.
Proof. Take any σ such that p ∈ Uσ. We will trivilize the line bundle O(α)
on Uσ in order to move the situation to regular functions on Uσ. We will do
it by finding a section that is nowhere zero both as a polynomial and as a
section.
We know that Uσ = Spec(Sxσ̂)0, where x
σ̂ =
∏
ρ/∈σ xρ, the inner subscript
refers to localization, and the outer one is taking degree 0. From the defini-
tion of O(α) we have H0(Uσ ,O(α)) = (Sxσ̂)α. Our goal is to find a monomial
in (Sxσ̂)α which is nowhere zero as a section. Take any torus-invariant repre-
sentative
∑
ρ aρDρ of class α (here aρ ∈ Z). From [12, Theorem 4.2.8] there
exists an mσ ∈ M such that 〈mσ, uρ〉 = −aρ for ρ ∈ σ(1) (here M is the
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lattice of characters as in the beginning of Section 3, σ(1) is the set of rays
of the cone σ, and uρ ∈ N is the generator of ray ρ). Then∑
ρ
〈mσ, uρ〉Dρ +
∑
ρ
aρDρ =
∑
ρ/∈σ(1)
(〈mσ, uρ〉+ aρ)Dρ
belongs to the class α as well. This is a direct consequence of the exact
sequence [12, Theorem 4.2.1]. The outcome is that the monomial
(4) g :=
∏
ρ/∈σ(1)
x
〈mσ ,uρ〉+aρ
ρ
has degree α. Notice that it belongs to (Sxσ̂)α.
We want to show that g is nowhere zero as a section of O(α). Polynomial
g ∈ Sxσ̂ is invertible, with inverse g
−1 ∈ (Sxσ̂)−α. But then g
−1 · g =
1 ∈ (Sxσ̂)0. If g were zero at some point p ∈ XΣ, then we would have
0 = g−1(p) · g(p) = 1, a contradiction. An analogous proof shows that g is
nowhere zero as a polynomial.
Now we can set f¯ = g−1f and then f¯ is a regular function on Spec(Sxσ̂)0.
We need to see if f¯(p) = 0 is equivalent to f¯(λ1, . . . , λr) = 0. In fact, even
more is true: f¯(p) = f¯(λ1, . . . , λr). To see this, consider the projection
Cr \Z
[·]
−→ XΣ restricted to the inverse image of Uσ. This corresponds to the
homomorphism of algebras [·]∗σ : C[σ∨ ∩M ]→ Sxσ̂ given by
χm 7→
∏
ρ∈Σ(1)
x
〈m,uρ〉
ρ ,
see [12, Proof of Theorem 5.1.11]. Here σ∨ is the dual cone, χm is the
character corresponding to m, and 〈·, ·〉 is the standard pairing between M
and N . Let us look at the following diagram
C[σ∨ ∩M ] Sxσ̂
C,
[·]∗σ
evp
evλ
where ev means evaluation. When we apply the equivalence of categories
functor Spec to the diagram, it becomes commutative (since [λ] = p), so the
original diagram is commutative. But this means that f¯(p) = f¯(λ1, . . . , λr),
as desired. 
Corollary 3.5. Suppose α ∈ PicXΣ. Suppose f1, f2 ∈ Sα are polynomials
and s1, s2 are the corresponding sections of O(α). Also fix, as above, p ∈ XΣ
and (λ1, . . . , λr) ∈ C
r such that [λ1, . . . , λr] = p. Then if f2(λ1, . . . , λr) and
s2(p) are non-zero, we get
f1(λ1, . . . , λr)
f2(λ1, . . . , λr)
=
s1(p)
s2(p)
.
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Proof. Take µ ∈ C such that f1(λ1, . . . , λr) = µf2(λ1, . . . , λr). Then use the
previous fact for f1 − µf2 and the corresponding section s1 − µs2. 
3.4. Generators of the class group.
Proposition 3.6. Let XΣ be a smooth complete variety. Pick any σ ∈ Σ of
full dimension. Let ρ1, . . . , ρd be the rays that are not in σ. Then the classes
[Dρ1 ], . . . , [Dρd ] are a basis of the class group.
Proof. In the proof of Proposition 3.4, given a maximal cone σ ∈ Σ, and
a class α ∈ PicXΣ, we constructed a monomial g of degree α, such that
none of its rays belonged to σ (see Equation (4)). This means that the
classes generate the class group (we are using here that for smooth varieties
PicXΣ = ClXΣ).
Now consider the exact sequence
0→M → ZΣ(1) → Cl(XΣ)→ 0.
From this we get that rankCl(XΣ) = #Σ(1) − dimMC, which is equal to
the number of rays not in σ, since the cone σ is smooth. But now from the
exact sequence
0→ Zl →
⊕
ρ/∈σ(1)
Z[Dρ]→ Cl(XΣ)→ 0
we get that l = 0, so
ClXΣ ∼=
⊕
ρ/∈σ(1)
Z[Dρ],
as desired.

4. Apolarity
Recall the definition of the apolarity action from Equation (1). When
g y F = 0 we often say that g is apolar to F . The grading on T is the same
as on S:
deg yi := [Dρi ].
Remark 4.1. Notice that y defined in Equation (1) could be seen as deriva-
tion, except that we do not multiply by a constant. We only need to replace
ybi with b! ·y
b
i . This can be done by taking T to be the ring of divided powers,
see [19, Appendix A], or [13, Chapter A2.4] for a coordinate free version. For
characteristic zero, this amounts to setting y
(b)
i =
ybi
b! . But here we do not
need T to be a ring, we only need it to be a module. So we might as well
write ybi instead of y
(b)
i . It will not matter, provided we do not multiply y
b1
i
by yb2i . This will make some calculations easier.
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Remark 4.2. Notice that when we take g ∈ Sα and F ∈ Tβ , then g y F is of
degree α−β for any α, β ∈ ClXΣ. That follows from the fact that when we
multiply by subsequent xi’s, the degree of F decreases by [Dρi ]. This means
that, although T is not a graded S-module, it becomes a graded S-module
if we define the grading by
deg yi = −[Dρi ].
Futhermore, if F ∈ T is homogeneous, we will denote by F⊥ its annihila-
tor, which is a homogeneous ideal in that case.
From now on assume XΣ is a proper toric variety. Then we have S0 =
T0 = C and Sα, Tα are finite-dimensional vector spaces for any α ∈ ClXΣ.
Proposition 4.3. The map Sα × Tα → S0 = C given by (g, F ) 7→ g y F is
a duality for any α ∈ ClXΣ.
Proof. We will show that the basis
{xa11 · . . . · x
ar
r : [a1Dρ1 + . . .+ arDρr ] = α}
is dual to
{yb11 · . . . · y
br
r : [b1Dρ1 + . . .+ brDρr ] = α}.
We know that xa11 · . . . · x
ar
r y y
a1
1 · . . . · y
ar
r = 1. Consider the value of
xa11 · . . . · x
ar
r y y
b1
1 · . . . · y
br
r when (a1, . . . , ar) 6= (b1, . . . , br). We know that
(5) xa11 · . . . · x
ar
r y y
b1
1 · . . . · y
br
r =
{
yb1−a11 · . . . · y
br−ar
r if bi ≥ ai for all i.
0 otherwise.
We want to prove (5) is zero, so suppose otherwise. The degree of (5) is
zero. But the only monomial whose degree is the trivial class is the constant
monomial 1 (we are using that XΣ is proper). This implies that bi = ai for
all i. But this cannot be true, since we assumed (a1, . . . , ar) 6= (b1, . . . , br).
This contradiction means that xa11 · . . . ·x
ar
r y y
b1
1 · . . . ·y
br
r = 0, as desired. 
As a corollary, we see that T =
⊕
α∈ClXΣ H
0(X,O(α))∗.
Combining Proposition 4.3 and Corollary 3.5, we get
Proposition 4.4. For any α ∈ PicXΣ such that O(α) is basepoint free, the
map
ϕ : XΣ → P(H
0(XΣ,O(α))
∗)
associated with the complete linear system |O(α)| is given by
(6) ϕ([λ1, . . . , λr]) =


∑
b1,...,br∈Z≥0:
y
b1
1
·...·ybrr ∈Tα
λb11 · . . . · λ
br
r · y
b1
1 · . . . · y
br
r

 .
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Proof. In general, if {si : i ∈ I} is a basis of H
0(X,O(α)) (I is some finite
index set), and {si : i ∈ I} ⊆ H0(X,O(α))∗ is the dual basis, then
ϕ(p) =
[∑
i∈I
si(p) · s
i
]
,
where si(p) means evaluating section si at point p. Note that it does not
make sense to talk about the value of a section in C, but the quotient
si(p)/sj(p) ∈ C makes sense, and the sum makes sense as a class in the
projectivization of H0(X,O(α))∗.
By the proof of Proposition 4.3, the monomials yb11 . . . y
br
r ∈ Tα form
a dual basis to xb11 . . . x
br
r . So from Corollary 3.5 we know that for any
i = (b1, . . . , br), i
′ = (b′1, . . . , b
′
r) such that si′(p) is non-zero we have
si(p)
si′(p)
=
(xb11 · . . . · x
br
r )(p)
(x
b′
1
1 · . . . · x
b′r
r )(p)
=
λb11 · . . . · λ
br
r
λ
b′
1
1 · . . . · λ
b′r
r
.
The formula (6) follows. 
4.1. Hilbert function. Let α ∈ PicXΣ be a very ample class. Fix F ∈ Tα.
The ring S/F⊥ is called the apolar ring of F . It is graded by the class group of
XΣ. Let us denote it by AF . Consider its Hilbert function H : ClXΣ → Z≥0
given by
β 7→ dimC ((AF )β) .
The Hilbert function is symmetric. The proof for projective space also applies
to toric varieties:
Proposition 4.5. For any β ∈ ClXΣ:
dimC(AF )β = dimC(AF )α−β .
Proof. We will prove that the bilinear map (AF )β × (AF )α−β → C ∼= (AF )0
given by (g, h) 7→ (g·h) y F is a duality. Take any g ∈ Sβ such that g y F 6= 0.
Then there is h ∈ Sα−β such that h y (g y F ) 6= 0 (because y makes Sα−β
and Tα−β dual by Proposition 4.3). But this means that (h · g) y F 6= 0. We
have proven that multiplying by any non-zero g ∈ (AF )β is non-zero as a
map (AF )α−β → C. Similarly, multiplying by any non-zero h ∈ (AF )α−β is
non-zero as a map (AF )β → C. We are done. 
Remark 4.6. The values of the Hilbert function of S/F⊥ are the same as the
ranks of the catalecticant homomorphisms. More precisely, let
CβF : Sβ → Tα−β
be given by
g 7→ g y F .
This map is called the catalecticant homomorphism. We have
rankCβF = dimC(AF )β.
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This is because the graded piece of F⊥ of degree β is the kernel of CβF . For
more on catalecticant homomorphisms, see [23, Section 2] or [19, Chapter 1].
4.2. Apolarity Lemma. Let us work in a more general setting for a while.
Suppose X is a projective variety over C. Let L be a very ample line
bundle on X, and ϕ : X → P(H0(X,L)∗) the associated morphism. For a
closed subscheme i : R →֒ X, 〈R〉 denotes its linear span in P(H0(X,L)∗),
and IR denotes its ideal sheaf on X. Recall that for any line bundle on
X, the vector subspace H0(X,IR ⊗ L) ⊆ H
0(X,L) consists of the sections
which pull back to zero on R.
Let (· y ·) : H0(X,L) ⊗H0(X,L)∗ → C denote the natural pairing (this
agrees with the notation introduced in the beginning of Section 4). Now we
are ready to formulate the Apolarity Lemma:
Proposition 4.7 (Apolarity Lemma, general version). Let F ∈ H0(X,L)∗
be a non-zero element. Then for any closed subscheme i : R →֒ X we have
F ∈ 〈R〉 ⇐⇒ H0(X,IR ⊗L) y F = 0.
Proof. Take any s ∈ H0(X,L), let Hs be the corresponding hyperplane in
H0(X,L)∗. Then,
〈R〉 ⊆ Hs ⇐⇒ i
∗(s) = 0 ⇐⇒ s ∈ H0(X,IR ⊗ L).
Below we identify sections s ∈ H0(X,L) with hyperplanes Hs in H
0(X,L)∗.
Then for any R
F ∈ 〈R〉 ⇐⇒ ∀s∈H0(X,L)(〈R〉 ⊆ Hs =⇒ F ∈ Hs)
⇐⇒ ∀s∈H0(X,L)(s ∈ H
0(X,IR ⊗ L) =⇒ F ∈ Hs)
⇐⇒ ∀s∈H0(X,L)(s ∈ H
0(X,IR ⊗ L) =⇒ s y F = 0)
⇐⇒ H0(X,IR ⊗ L) y F = 0.

Proof of Theorem 1.1. From Proposition 4.7 we know that F ∈ 〈R〉 if and
only if I(R)α ⊆ F
⊥
α . It remains to prove that I(R)α ⊆ F
⊥
α implies I(R) ⊆
F⊥. Suppose I(R)α ⊆ F⊥α . Take any g ∈ I(R)β for some β ∈ ClXΣ. We
want to show that g y F = 0. We have Sα−β · g ⊆ Iα, because g is in the
ideal. This means that (Sα−β · g) y F = 0, i.e. Sα−β y (g y F ) = 0. Now,
g y F is an element of Tα−β, which is zero when multiplied by anything from
Sα−β, which is equal to T ∗α−β by Proposition 4.3. It follows that g y F is
zero. 
Remark 4.8. By Proposition 3.3, we might have taken I(R)sat instead of I(R)
in Theorem 1.1. By [11, Theorem 3.7], we might have taken any B-saturated
ideal defining R.
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5. Catalecticant bounds
We prove lower bounds for various kinds of rank (called catalecticant
bounds). They help us to calculate these ranks in Section 7. See [23, Section
2] for a different viewpoint on these types of lower bounds in the cases of the
Veronese variety, Segre-Veronese variety and general varieties.
Proposition 5.1. Let X be a proper variety and R be a zero-dimensional
subscheme of X with ideal sheaf IR. Then for any line bundle L
lengthR ≥ h0(X,L)− h0(X,IR ⊗ L).
Recall that for a zero-dimensional scheme lengthR is dimCH
0(R,OR).
Proof. We have an exact sequence
0→ IR → OX → OR → 0.
We tensor it with L:
0→ IR ⊗L → L → L|R → 0.
After taking global sections (which are left-exact), we get an exact sequence
0→ H0(X,IR ⊗ L)→ H
0(X,L)→ H0(R,L|R).
It follows that
h0(R,L|R) ≥ h0(X,L) − h0(X,IR ⊗ L).
But on a zero-dimensional scheme, every line bundle trivializes. This means
h0(R,L|R) = h0(R,OR), which is the length of R. 
From now on, assume again that X = XΣ is a projective simplicial toric
variety. Let us fix a very ample class α ∈ PicXΣ. Suppose β ∈ ClXΣ. The
linear map y : Sβ ⊗ Tα → Tα−β can be seen as coming from the morphism
O(β)⊗O(α− β)→ O(α)
by taking multiplication of global sections:
H0(XΣ,O(β)) ⊗H
0(XΣ,O(α − β)) → H
0(XΣ,O(α))
and rearranging the terms:
H0(XΣ,O(β)) ⊗H
0(XΣ,O(α))
∗ y−→ H0(XΣ,O(α − β))∗.
For any γ ∈ ClXΣ the space H
0(XΣ,O(γ)) is Sγ and we identify Tγ with
H0(XΣ,O(γ))
∗ by Proposition 4.3. Notice that if we fix F ∈ H0(XΣ,O(α))∗,
then the map above becomes the catalecticant homomorphism
CβF : H
0(XΣ,O(β)) → H
0(XΣ,O(α− β))
∗
from Remark 4.6.
As a corollary of Proposition 5.1 and the Apolarity Lemma (Theorem 1.1),
we get the catalecticant bound in the special case of line bundles.
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Corollary 5.2 (Catalecticant bound for cactus rank). For any β ∈ PicXΣ,
and any F ∈ H0(XΣ,O(α))
∗ we have
cr(F ) ≥ rankCβF .
Proof. Take any zero-dimensional scheme R →֒ XΣ such that F ∈ 〈R〉. Let
I be any B-saturated ideal defining R. We have
lengthR ≥ h0(XΣ,O(β)) − h
0(XΣ,IR ⊗O(β)) = dimC(S/I)β
≥ dimC(S/F
⊥)β = dimC imC
β
F ,
where the first inequality follows from Proposition 5.1, and the second from
Theorem 1.1. We also used that I(R) agrees with any saturated ideal defining
R in degrees coming from PicXΣ, see Remark 4.8, and the fact that values
of the Hilbert function are ranks of catalecticant homomorphisms (Remark
4.6). 
The bound for cactus rank does not hold for classes β /∈ PicXΣ. See
Subsection 7.3 for an example. But the bound does hold for rank and β ∈
Cl(X):
Proposition 5.3 (Catalecticant bound for rank). For any β ∈ ClXΣ, and
any F ∈ H0(XΣ,O(α)
∗) we have
r(F ) ≥ rankCβF .
The following proof is an adaptation of [23, the “suprisingly quick proof”
after equation (8)].
Proof. For any γ ∈ ClXΣ and any (λ1, . . . , λr) ∈ C
r, define a polynomial in
y1, . . . , yr
ψγ(λ1, . . . , λr) =
∑
a1,...,ar∈Z≥0:
y
a1
1
·...·yarr ∈Tγ
λa11 · . . . · λ
ar
r · y
a1
1 · . . . · y
ar
r .
First we prove the formula
g y ψα(λ1, . . . , λr) = g(λ1, . . . , λr)ψα−β(λ1, . . . , λr)
for any g ∈ Sβ (here g(λ1, . . . , λr) means evaluating the polynomial g at the
λi’s). The formula is linear in g, so we may assume g = x
b1
1 · . . . · x
br
r .
Let P be the set of all monomials ya11 · . . . · y
ar
r of degree α such that
g y ya11 · . . . · y
ar
r 6= 0 (i.e. ai ≥ bi for all i). Then the map g y · is a bijection
from P onto the set of all monomials of degree α− β in variables y1, . . . , yr
(injectivity is clear; for surjectivity note that for any y
a′1
1 · . . . · y
a′r
r ∈ Tα−β
the monomial y
a′1+b1
1 · . . . · y
a′r+br
r ∈ Tα is what we are looking for). It follows
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that
g y ψα(λ1, . . . , λr) =
∑
a′
1
,...,a′r∈Z≥0:
y
a′
1
1
·...·ya
′
r
r ∈Tα−β
λ
a′1+b1
1 · . . . · λ
a′r+br
r y
a′1
1 · . . . · y
a′r
r
= λb11 · . . . · λ
br
r ·
∑
a′1,...,a
′
r∈Z≥0:
y
a′
1
1
·...·ya
′
r
r ∈Tα−β
λ
a′
1
1 · . . . · λ
a′r
r y
a′
1
1 · . . . · y
a′r
r
= g(λ1, . . . , λr)ψα−β(λ1, . . . , λr).
Now we proceed to the proof of the catalecticant bound. Take F ∈
H0(X,O(α))∗. Then r(F ) is the least l such that F = ψα(λ1)+ · · ·+ψα(λl)
for some λ1, . . . , λl ∈ Cr (basically because ψα agrees with ϕ|O(α)| from
Proposition 4.4). We want to bound from above the dimension of the image
of the map CβF : Sβ → Tα−β, g 7→ g y F . But for any g ∈ Sβ we have
g y F = g y (ψα(λ
1)+ · · ·+ψα(λ
l)) = g(λ1) ·ψα−β(λ1)+ · · ·+g(λl) ·ψα−β(λl).
So for any g in the domain of the map, the image CβF (g) is in
〈ψα−β(λ1), . . . , ψα−β(λl)〉.
It follows that the rank of CβF is at most l. 
Proposition 5.4. Fix β ∈ ClXΣ. Then for any l ∈ Z+ the set of points
F ∈ P(H0(XΣ,O(α))
∗) such that rank(CβF ) ≤ l is Zariski-closed.
Proof. Pick a basis of H0(XΣ,O(β)) and a basis of H
0(XΣ,O(α−β)). Then
y becomes a matrix with entries in H0(XΣ,O(α)). In order to get the rank
of the map CβF = · y F , we evaluate the matrix at F ∈ H
0(XΣ,O(α))
∗.
Hence the set of those F ’s such that the rank of · y F is at most l is given
by the vanishing of the (l + 1)-th minors of the matrix. These minors are
polynomials from Sym•H0(XΣ,O(α)). We are done. 
Corollary 5.5 (Catalecticant bound for border rank). For any β ∈ ClXΣ
and any F ∈ Tα we have
r(F ) ≥ rankCβF .
Proof. Let k = r(F ). From Proposition 5.3 we know that
σ0k(X) = {[G] ∈ PTα : r(G) ≤ k} ⊆ {[G] ∈ PTα : rankC
β
G ≤ k}.
Since the set on the right hand side is closed (Proposition 5.4), we have
σk(X) = σ
0
k(X) ⊆ {[G] ∈ PTα : rankC
β
G ≤ k},
and the claim follows. 
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6. Upper bound on cactus rank
In this section, using apolarity we improve the bound for the cactus rank
given in [1]. We generalize ideas given first in [3] to the multigraded setting.
Let XΣ be a projective smooth toric variety. Denote the rays of the fan by
ρ1, . . . , ρr. Let O(α) be a very ample line bundle on XΣ. Fix σ ∈ Σ. We
want to restrict to the affine patch Uσ. Suppose the rays that are not in σ are
ρ1, . . . , ρk. Then restricting corresponds to setting x1, . . . , xk to 1. Denote
by π the dehomogenization on T (i.e. setting y1, . . . , yk to 1) and by π
∗ the
dehomogenization on S (i.e. setting x1, . . . , xk to 1).
We will need a fact on toric varieties.
Proposition 6.1. For any α ∈ ClXΣ = PicXΣ the map
π : Tα → T
is injective.
Proof. Suppose π(F ) = 0 for some 0 6= F ∈ Tα. Then there exist two
different monomials yc11 · . . . · y
cr
r and y
d1
1 · . . . · y
dr
r of degree α such that after
applying π they are the same. This means that ck+1 = dk+1, . . . , cr = dr, so
deg yc11 ·. . .·y
ck
k = deg y
d1
1 ·. . .·y
dk
k . The tuples (c1, . . . , ck) and (d1, . . . , dk) are
different, so this gives a non-trivial relation between the classes corresponding
to y1, . . . , yk, contradicting Proposition 3.6. 
Let F ∈ H0(X,O(α))∗, and let f = π(F ).
Proposition 6.2. Let G be any homogeneous polynomial in S. Let g =
π∗(G). Suppose g y f = 0. Then G y F = 0.
Proof. Let F˜ = (y1 · . . . · yk)
D · F , where D > degG and here the degree
means degree in N≥0 as a non-homogeneous polynomial. We will show that
π(G y F˜ ) = g y f . By bilinearity of y, we may assume that F˜ and G are
monomials, i.e. G = xb11 · . . . · x
br
r and F˜ = y
a1
1 · . . . · y
ar
r . We have
G y F˜ =
{
ya1−b11 · . . . · y
ar−br
r if ai ≥ bi for all i,
0 otherwise.
and
g y f =
{
y
ak+1−bk+1
k+1 · . . . · y
ar−br
r if ai ≥ bi for i ≥ k + 1,
0 otherwise.
Since for i ≤ k we have ai ≥ D > bi, we get that the conditions ai ≥ bi for all
i and ai ≥ bi for i ≥ k + 1 are equivalent. It follows that π(G y F˜ ) = g y f .
As π is injective (Proposition 6.1), we immediately get that G y F˜ = 0.
We know that F = (x1 · . . . · xk)
D
y F˜ , so
G y F = G y ((x1 · . . . · xk)
D
y F˜ ) = (x1 · . . . · xk)
D
y (G y F˜ ) = 0.

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This means that (by Theorem 1.1) f⊥ defines a scheme R such that F ∈
〈R〉, so its length gives an upper bound on the cactus rank of F . Let us
calculate it in the case of the Segre-Veronese embedding.
Let Pn1 × . . .Pnk be embedded by the line bundle O(d1, . . . , dk). Here,
after we dehomogenize F , we get that f is a polynomial in n1−1 variables of
degree (1, 0, . . . , 0), n2− 1 variables of degree (0, 1, 0, . . . , 0), . . . , and nk − 1
variables of degree (0, . . . , 0, 1). We need to bound from above
dimπ∗(S)/f⊥.
This is equal to the dimension of the space of all partial derivatives of f . We
do this just like in [3, Proof of Theorem 3]. The space of all homogeneous
polynomials of degree (e1, . . . , ek) in graded n1 − 1 + n2 − 1 + . . . + nk − 1
variables has dimension(
n1 − 1 + e1
e1
)
· . . . ·
(
nk − 1 + ek
ek
)
.
Now let d = d1 + . . . + dk be the total degree. We bound the space of
the partials of total degree at most d2 by the number of linearly independent
variables, by which we differentiate. We bound the space of the other partials
by the dimension of the space of all polynomials of total degree less than d2 .
Hence,
cr(F ) ≤
∑
(e1,...,ek):
e1+···+ek≤d/2
(
n1 − 1 + e1
e1
)
· . . . ·
(
nk − 1 + ek
ek
)
+
∑
(e1,...,ek):
e1+···+ek>d/2
(
n1 − 1 + d1 − e1
d1 − e1
)
· . . . ·
(
nk − 1 + dk − ek
dk − ek
)
.
This is better than the bound in [1], since the authors include all monomials,
and we include monomials of bounded multidegree.
Example 6.3. Consider the Segre embedding
Pn × . . .× Pn︸ ︷︷ ︸
k times
→֒ P(Cn+1 ⊗ . . .⊗ Cn+1),
which is given by the line bundle O(1, . . . , 1). Then the bound gives for any
F
cr(F ) ≤ 1 + kn+
(
k
2
)
n2 + · · ·+
(
k
k/2
)
nk/2
+
(
k
k/2 − 1
)
nk/2−1 + · · ·+
(
k
2
)
n2 + kn+ 1
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for k even, and
cr(F ) ≤ 1 + kn+
(
k
2
)
n2 + · · ·+
(
k
⌊k/2⌋
)
n⌊k/2⌋
+
(
k
⌊k/2⌋
)
n⌊k/2⌋ + · · · +
(
k
2
)
n2 + kn+ 1
for k odd.
Remark 6.4. The bound is sometimes better if we replace the condition
e1+ . . . ek ≤
d
2 by the condition l(e1, . . . , ek) ≤
l(d1,...,dk)
2 for some linear form
l.
For instance, consider P2×P2×P2 embedded by the line bundle O(3, 3, 2).
We get that l(e1, e2, e3) = e1 + e2 + e3 gives the bound
cr(F ) ≤ 255
for any F , while the form l(e1, e2, e3) = 2e1 + 2e2 + 3e3 gives the bound
cr(F ) ≤ 250
for any F , and the bound from the article [1] gives
cr(F ) ≤ 294
for any F .
7. Examples
We use what we proved to look at some examples. In this section, we
denote the coordinates of the ring S by Greek letters α, β, . . . and the cor-
responding coordinates in T by x, y, . . . (possibly with subscripts).
We calculate ranks, cactus ranks and border ranks (denoted by r(F ),
cr(F ), r(F )) of some monomials F for toric surfaces embedded into projective
spaces. See Definitions 2.1 and 2.7 for the definitions of these ranks.
7.1. P1 × P1. Consider the set
{ρα,0 = (1, 0), ρα,1 = (−1, 0), ρβ,0 = (0, 1), ρβ,1 = (0,−1)}.
Let Σ be the only complete fan such that this set is its set of rays. Then XΣ
is P1 × P1, which is smooth.
ρα,0
ρβ,0
ρα,1
ρβ,1
Its class group is the free abelian group on two generators Dρα,0 ∼ Dρα,1 and
Dρβ,0 ∼ Dρβ,1 . Here and later in this section Dρ is the toric invariant divisor
corresponding to ρ (as in Section 3) and ∼ means the linear equivalence.
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Let α0, α1, β0, β1 be the variables corresponding to ρα,0, ρα,1, ρβ,0, ρβ,1. As
a result, we may think of S as the polynomial ring C[α0, α1, β0, β1] graded
by Z2, where the grading is given by
f α0 α1 β0 β1
deg f
1 1 0 0
0 0 1 1
The nef cone in (ClXΣ)R is generated by Dρα,0 and Dρβ,0 .
Let x0, x1, y0, y1 be the basis dual to α0, α1, β0, β1. Consider the problem
of determining cactus ranks and ranks of monomials F = xk00 x
k1
1 y
l0
0 y
l1
1 , where
k0 ≥ k1, l0 ≥ l1. The annihilator ideal is (α
k0+1
0 , α
k1+1
1 , β
l0+1
0 , β
l1+1
1 ). We
have
dim(S/F⊥)(k1,l1) = (k1 + 1)(l1 + 1).
It follows that
cr(F ) ≥ (k1 + 1)(l1 + 1).
But I = (αk1+11 , β
l1+1
1 ) ⊆ F
⊥ is a B-saturated ideal of a scheme of length
(k1 + 1)(l1 + 1). This is because we can look locally, at the affine open set
where α0, β0 6= 0. There our scheme becomes
SpecC
[
αk1+11
αk1+10
,
βl1+11
βl1+10
]
∼= SpecC[uk1+1, vl1+1]
for some variables u, v. The scheme constructed in this way has desired
length. Hence, by Theorem 1.1
cr(F ) = (k1 + 1)(l1 + 1).
Now we address the problem of finding ranks of such monomials. Since
r(xk00 x
k1
1 ) = k0 + 1 and r(y
l0
0 y
l1
1 ) = l0 + 1 (see [7]), we get that
r(xk00 x
k1
1 y
l0
0 y
l1
1 ) ≤ (k0 + 1)(l0 + 1).
But the equality in the equation above does not always hold. For example,
the rank of x20x1y
2
0y1 is 8, not 9 (see [9, Remark 16], [8]).
Let F = xk00 x
k1
1 y
l
0y
l
1, where k0 > k1 ≥ 1, and l ≥ 1. We prove here that
r(F ) = (k0 + 1)(l + 1).
Suppose that r(F ) < (k0+1)(l+1). Then by Theorem 1.1 there is a radical
B-saturated ideal I of at most (k0+1)(l+1)− 1 points such that I ⊆ F
⊥ =
(αk0+10 , α
k1+1
1 , β
l+1
0 , β
l+1
1 ). By Proposition 5.1 we have that dim(S/I)(k0,l) ≤
(k0 + 1)(l + 1) − 1. We know that dimS(k0,l) = (k0 + 1)(l + 1). But this
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means that dim I(k0,l) ≥ 1. We have
F⊥(k0,l) =
〈αk1+11 α
k0−k1−1
0 β
l
0, α
k1+1
1 α
k0−k1−2
0 α1β
l
0, . . . , α
k1+1
1 α
k0−k1−1
1 β
l
0,
αk1+11 α
k0−k1−1
0 β
l−1
0 β1, α
k1+1
1 α
k0−k1−2
0 α1β
l−1
0 β1, . . . , α
k1+1
1 α
k0−k1−1
1 β
l−1
0 β1,
...
αk1+11 α
k0−k1−1
0 β
l
1, α
k1+1
1 α
k0−k1−2
0 α1β
l
1, . . . , α
k1+1
1 α
k0−k1−1
1 β
l
1〉.
Since every monomial in F⊥(k0,l) is divisible by α
k1+1
1 , there is a non-zero
polynomial
(7) αk1+11 (ηk0−k1−1α
k0−k1−1
0 +ηk0−k1−2α
k0−k1−2
0 α1+ . . .+η0α
k0−k1−1
1 ) ∈ I,
where ηi ∈ 〈β
l
0, β
l−1
0 β1, . . . , β
l
1〉.
We prove by descending induction on j that for some l ≥ 1 we have
αl1(ηjα
j
0 + ηj−1α
j−1
0 α1 + . . . + η0α
j
1) ∈ I.
The beginning of the induction is given in Equation (7) for j = k0 − k1 − 1.
Now assume that the induction assumption holds for a given j. The ideal I
is radical, so we know that
α1(ηjα
j
0 + ηj−1α
j−1
0 α1 + . . . + η0α
j
1) ∈ I.
But I ⊆ F⊥, so
α1(ηjα
j
0 + ηj−1α
j−1
0 α1 + . . .+ η0α
j
1) y F = 0.
We know that
α1(ηjα
j
0 + . . .+ η0α
j
1) y F = η¯jx
k0−j
0 x
k1−1
1 + η¯j−1x
k0−j+1
0 x
k1−2
1 + . . .+
+ η¯max(0,j−k1+1)x
k0−max(0,j−k1+1)
0 x
max(0,k1−1−j)
1 ,
where η¯i = ηi y u
lvl ∈ 〈y0, y1〉 are such that for every i if ηi 6= 0, then
η¯i 6= 0. As all the monomials in the sum are different, we get that all η¯i in
the sum are 0, which implies that all corresponding ηi are 0. At least the
first summand is present in the sum since k0 − j ≥ k1 + 1 and k1 − 1 ≥ 0.
This means that we get
αl
′
1 (ηj′α
j′
0 + . . . + η0α
j′
1 ) ∈ I,
which is our induction assumption for some j′ < j and some l′ ≥ 1.
The fact that ηi are all zero gives a contradition with the fact that the
polynomial was non-zero.
We proved that r(F ) ≥ (k0+1)(l+1). But (α
k0+1
0 −α
k0+1
1 , β
l+1
0 −β
l+1
1 ) ⊆
F⊥ is an ideal of (k0 + 1)(l + 1) points. Hence, by Theorem 1.1, r(F ) =
(k0 + 1)(l + 1).
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7.2. Hirzebruch surface F1. Consider the set
{ρα,0 = (1, 0), ρα,1 = (−1,−1), ρβ,0 = (0, 1), ρβ,1 = (0,−1)}.
Let Σ be the only complete fan such that this set is the set of rays of Σ.
The example in [12, Example 3.1.16] is the same, only with a different ray
arrangement. Then XΣ is called the Hirzebruch surface F1. It is smooth.
ρα,0
ρβ,0
ρα,1 ρβ,1
Its class group is the free abelian group on two generators Dρα,0 ∼ Dρα,1 and
Dρβ,1 . Moreover, Dρβ,0 ∼ Dρβ,1 +Dρα,0 . Let α0, α1, β0, β1 be the variables
corresponding to ρα,0, ρα,1, ρβ,0, ρβ,1. As a result, we may think of S as the
polynomial ring C[α0, α1, β0, β1] graded by Z
2, where the grading is given by
f α0 α1 β0 β1
deg f
1 1 1 0
0 0 1 1
The nef cone in (ClXΣ)R is generated by Dρα,0 and Dρβ,0 ∼ Dρα,0 +Dρβ,0 .
Example 7.1. Consider the monomial F := x0x1y0y1, where x0, x1, y0, y1
is the basis dual to α0, α1, β0, β1. It has degree (3, 2), so it is in the interior
of the nef cone, so the corresponding line bundle is very ample. We claim
that the rank and the cactus rank of F are four, and that the border rank
is three:
r(F ) cr(F ) r(F )
4 4 3
Let us compute the Hilbert function of the apolar algebra of F .
1 2 1 0
1 3 3 1
0 1 2 1
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Notice that it can only be non-zero in the first quadrant. Hence, the sym-
metry of the Hilbert function (see Proposition 4.5) implies it can only be
non-zero in the rectangle with vertices (0, 0), (3, 0), (3, 2), (0, 2). Computing
each value of the Hilbert function is just computing the kernel of a linear
map. For instance, for degree (1, 0), we have
(a0α0 + a1α1) y x0x1y0y1 = a0x1y0y1 + a1x0y0y1,
which is zero if and only if a0 = 0 and a1 = 0. Hence, the Hilbert function is
dimC(S/F
⊥)(1,0) = dimCS(1,0) − dimCF⊥(1,0) = 2− 0 = 2.
For degree (2, 1), we get
(aα20β1+bα0α1β1+cα
2
1β1+dα0β0+eα1β0) y x0x1y0y1 = by0+dx1y1+ex0y1.
So the result is zero precisely for vectors of the form (a, 0, c, 0, 0), where
a, c ∈ C. Then
dimC(S/F
⊥)(2,1) = 5− 2 = 3.
The apolar ideal F⊥ is (α20, α
2
1, β
2
0 , β
2
1). (It is independent of the grading,
so we can just copy the result from the Waring rank case, see [22].)
Firstly, we will show that the rank is at most four. By the Apolarity
Lemma, toric version (Theorem 1.1), it is enough to find a reduced zero-
dimensional subscheme of length four R of XΣ (i.e. a set of four points in XΣ)
such that I(R) ⊆ F⊥. The subscheme defined by I = (α20−α
2
1, β
2
0−α
2
1β
2
1) ⊆
F⊥ satisfies these requirements. This scheme is a reduced union of four
points: [1, 1; 1, 1], [1, 1; 1,−1], [1,−1; 1, 1], [1,−1; 1,−1]. As a consequence,
we may write
x0x1y0y1 =
1
4
(ϕ(1, 1; 1, 1) − ϕ(1, 1; 1,−1) − ϕ(1,−1; 1, 1) + ϕ(1,−1; 1,−1)) .
We will show that the cactus rank is at least four. Suppose it is at most
three. Then there is a B-saturated homogeneous ideal I ⊆ F⊥ defining a
zero-dimensional subscheme R of length at most three. From the calculation
of the Hilbert function, we know that dimC F
⊥
(2,1) = 2. Let us calculate
dimC I(2,1). Since I is B-saturated, by Proposition 3.3, the vector subspace
I(2,1) ⊆ S(2,1) are the sections which are zero on R. But from Proposition
5.1
3 ≥ length ofR ≥ dimC S(2,1) − dimC I(2,1) = 5− dimC I(2,1),
so
dimC I(2,1) ≥ 2.
By the Apolarity Lemma (Theorem 1.1), we have I(2,1) ⊆ (F
⊥)(2,1). As
the dimensions are equal, it follows that I(2,1) = (F
⊥)(2,1). This means
α20β1, α
2
1β1 ∈ I. But I is B-saturated, so α0α1β1 ∈ I ⊆ F
⊥, which implies
that α0α1β1 y x0x1y0y1 = 0, a contradiction.
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Let us show that border rank of F is at most three. Take p = [λ, 1; 1, µ] ∈
F1. Then from Proposition 4.4, we know that
[λ, 1; 1, µ] 7→ λµ ·
(
λ2µx30y
2
1 + λµx
2
0x1y
2
1 + µx0x
2
1y
2
1 +
µ
λ
x31y
2
1
+λx20y0y1 + x0x1y0y1 +
1
λ
x21y0y1
+
1
µ
x0y
2
0 +
1
µλ
x1y
2
0
)
.
But
[0, 1; 1, µ] 7→ µ ·
(
µx31y
2
1 + x
2
1y0y1 +
1
µ
x1y
2
0
)
,
and
[1, 0; 1, 0] 7→ x0y
2
0.
Hence,
− x0x1y0y1 +
1
λµ
ϕ([λ, 1; 1, µ]) −
1
λµ
ϕ([0, 1; 1, µ]) −
1
µ
ϕ([1, 0; 1, 0])
= λ2µx30y
2
1 + λµx
2
0x1y
2
1 + µx0x
2
1y
2
1 + λx0y
2
0
λ,µ→0
−−−−→ 0.
It follows that x0x1y0y1 is expressible as a limit of linear combinations of
three points on XΣ, so the border rank is at most three.
But there is another proof that the border rank of F is at most three. We
will show that the third secant variety σ3(X) = P
8. It suffices to show that
dimσ3(XΣ) is eight. We will use Terracini’s Lemma (Proposition 2.3).
Since XΣ → P(H
0(XΣ,O(α))
∗) is given by a parametrization, we can
calculate the projectivized tangent space. Take points of the form [1, λ;µ, 1],
where λ, µ ∈ C. Then
ϕ([1, λ;µ, 1]) = [1, λ, λ2, λ3, µ, µλ, µλ2, µ2, µ2λ].
The coordinates are in the standard monomial basis of H0(XΣ,O(α))
∗. The
affine tangent space at ϕ([1, λ;µ, 1]) is spanned by the vector
v = [1, λ, λ2, λ3, µ, µλ, µλ2, µ2, µ2λ]
and its two derivatives with respect to λ and µ:
∂v
∂λ
= [0, 1, 2λ, 3λ2 , 0, µ, 2µλ, 0, µ2],
∂v
∂µ
= [0, 0, 0, 0, 1, λ, λ2 , 2µ, 2µλ],
If we take three general points, say [1, x, y, 1], [1, s, t, 1], [1, u, v, 1], we can
look at the space spanned by the three tangent spaces. This will be the
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space spanned by the rows of the following matrix:
M =


1 x x2 x3 y yx yx2 y2 y2x
0 1 2x 3x2 0 y 2yx 0 y2
0 0 0 0 1 x x2 2y 2yx
1 s s2 s3 t ts ts2 t2 t2s
0 1 2s 3s2 0 t 2ts 0 t2
0 0 0 0 1 s s2 2t 2ts
1 u u2 u3 v vu vu2 v2 v2u
0 1 2u 3u2 0 v 2vu 0 v2
0 0 0 0 1 u u2 2v 2vu


We can calculate the determinant using for instance Macaulay2
detM = (s− u)(u− x)(s− x)(ys − xt− yu+ tu+ xv − sv)4.
This is non-zero for general points on the variety. This means that the
tangent space of the cone of the third secant variety at a general point has
dimension nine, so dimσ3(XΣ) = 8, hence σ3(X) fills the whole space.
Finally, the border rank is at least three by Corollary 5.5. We are using
it for the class (2, 1), recall that dimC(S/F
⊥)β = rankC
β
F .
Remark 7.2. We could also define the smoothable X-rank:
srX(F ) = min{lengthR : R →֒ X,dimR = 0, F ∈ 〈R〉, R smoothable}.
For the definition of a smoothable scheme, see [19, Definition 5.16]. For more
on the smoothable rank, see [6]. We always have cr(F ) ≤ sr(F ) ≤ r(F ), so in
the case of F1 and F = x0x1y0y1 we get sr(F ) = 4. In particular, we obtain
what the authors in [6] call a “wild” case, i.e. the border rank is strictly less
than the smoothable rank.
Example 7.3. For a similar case on the same variety, let F = x20x
2
1y0y1,
then degF = (5, 2). Here the line bundle O(5, 2) gives an embedding of XΣ
into P14. We show that here the rank and the cactus rank are six, and that
the border rank is five:
r(F ) cr(F ) r(F )
6 6 5
The apolar ideal is F⊥ = (α30, α
3
0, β
2
0 , β
2
1). The Hilbert function of S/F
⊥ is
the following:
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1 2 3 2 1 0
1 3 5 5 3 1
0 1 2 3 2 1
The ideal I = (α30 − α
3
1, β
2
0 − β
2
1α
2
1) ⊆ F
⊥ is a B-saturated radical homo-
geneous ideal defining a subscheme of length six, so the rank is at most
six.
Suppose there is a homogeneous B-saturated ideal I ⊆ F⊥ defining a
subscheme of length five. We have
S(3,1) = 〈α
2
0β0, α0α1β0, α
2
1β0, α
3
0β1, α
2
0α1β1, α0α
2
1β1, α
3
1β1〉, and
(F⊥)(3,1) = 〈α30β1, α
3
1β1〉.
From Propostion 5.1 we have dimC(S/I)(3,1) ≤ 5, so dimC I(3,1) ≥ 7− 5 = 2.
But I(3,1) ⊆ (F
⊥)(3,1) from the Apolarity Lemma (Theorem 1.1), and also
dimC(F
⊥)(3,1) = 2. This means that I(3,1) = (F⊥)(3,1).
Hence, α30β1, α
3
1β1 ∈ I. As I is B-saturated, we get α
2
0α
2
1β1 ∈ I ⊆ F
⊥,
but this is a contradiction since α20α
2
1β1 y F 6= 0.
The border rank is at least five because of Corollary 5.5. Similarly to what
we did before, we show that fifth secant variety fills the whole space, so the
border rank of any polynomial is at most five. Here ϕ = ϕ|O(5,2)| is given (in
the standard monomial basis) by
[1, λ;µ, 1] 7→ [1, λ, λ2, λ3, λ4, λ5, µ, λµ, λ2µ, λ3µ, λ4µ, µ2, λµ2, λ2µ2, λ3µ2].
The tangent space of the affine cone of XΣ is spanned by v = ϕ(1, λ;µ, 1)
and the two derivatives
∂v
∂λ
= [0, 1, 2λ, 3λ2, 4λ3, 5λ4, 0, µ, 2λµ, 3λ2µ, 4λ3µ, 0, µ2, 2λµ2, 3λ2µ2],
∂v
∂µ
= [0, 0, 0, 0, 0, 0, 1, λ, λ2 , λ3, λ4, 2µ, 2λµ, 2λ2µ, 2λ3µ].
If we take five points, say [1, x; y, 1], [1, u; v, 1], [1, s; t, 1], [1, a, b, 1], [1, c, d, 1],
we get that the tangent space of the affine cone of σ5(XΣ) is spanned by the
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rows of the following matrix:

1 x x2 x3 x4 x5 y xy x2y x3y x4y y2 xy2 x2y2 x3y2
0 1 2x 3x2 4x3 5x4 0 y 2xy 3x2y 4x3y 0 y2 2xy2 3x2y2
0 0 0 0 0 0 1 x x2 x3 x4 2y 2xy 2x2y 2x3y
1 s s2 s3 s4 s5 t st s2t s3t s4t t2 st2 s2t2 s3t2
0 1 2s 3s2 4s3 5s4 0 t 2st 3s2t 4s3t 0 t2 2st2 3s2t2
0 0 0 0 0 0 1 s s2 s3 s4 2t 2st 2s2t 2s3t
1 u u2 u3 u4 u5 v uv u2v u3v u4v v2 uv2 u2v2 u3v2
0 1 2u 3u2 4u3 5u4 0 v 2uv 3u2v 4u3v 0 v2 2uv2 3u2v2
0 0 0 0 0 0 1 u u2 u3 u4 2v 2uv 2u2v 2u3v
1 a a2 a3 a4 a5 b ab a2b a3b a4b b2 ab2 a2b2 a3b2
0 1 2a 3a2 4a3 5a4 0 b 2ab 3a2b 4a3b 0 b2 2ab2 3a2b2
0 0 0 0 0 0 1 a a2 a3 a4 2b 2ab 2a2b 2a3b
1 c c2 c3 c4 c5 d cd c2d c3d c4d d2 cd2 c2d2 c3d2
0 1 2c 3c2 4c3 5c4 0 d 2cd 3c2d 4c3d 0 d2 2cd2 3c2d2
0 0 0 0 0 0 1 c c2 c3 c4 2d 2cd 2c2d 2c3d


If we set (x, y, s, t, u, v, a, b, c, d) = (1, 2, 3, 4, 5, 6, 7, 9, 0, 2) and calculate the
determinant in the field Z/101, we get 34, something non-zero. This means
that the determinant calculated in C is also non-zero at this point, so it is
non-zero on a dense open subset. Hence by Terracini’s lemma (Proposition
2.3) the dimension of the affine cone of σ5(XΣ) is fifteen. It follows that
σ5(XΣ) = P
14. Thus the border rank of F is five.
7.3. Weighted projective plane P(1, 1, 4). Consider a set of rays {ρx =
(−1,−4), ρy = (1, 0), ρz = (0, 1)}. Let Σ be the complete fan determined
by these rays. This is a fan of P(1, 1, 4), the weighted projective space with
weights 1, 1, 4, see [12, Section 2.0, Subsection Weighted Projective Space;
and Example 3.1.17].
ρy
ρz
ρx
The class group is Z, generated by Dρx ∼ Dρy , and we know that Dρz ∼
4Dρx . The Cox ring is C[α, β, γ], where α, β, γ correspond to ρx, ρy, ρz , and
the degrees are given by the vector (1, 1, 4). Let x, y, z denote the dual
coordinates. The Picard group is generated by O(4). The only singular
point is [0, 0, 1].
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Consider the embedding given by OXΣ(4), which is a line bundle. It maps
X into P5 (since there are six monomials of degree 4: x4, x3y, x2y2, xy3, y4, z).
We calculate various ranks of F = x2y2. The results are shown it the fol-
lowing table
r(F ) cr(F ) r(F )
3 2 3
The Hilbert function of AF is (1, 2, 3, 2, 1) (here the first element of the
sequence corresponds to OXΣ , the next to OXΣ(1), and so on). This means
(by Corollary 5.5) that r(F ) ≥ 3.
We know that F⊥ = (α3, β3, γ), since the annihilator remains the same if
we change the grading. Let I = (α3, β3) ⊆ F⊥. We show that the length
of the scheme R := V (I) is two. This will mean that cr(F ) ≤ 2. Since R is
supported at the point [0, 0, 1], we can look at it on the affine open Uσ, where
σ = Cone(ρx, ρy). After localizing S = C[α, β, γ] at γ and taking degree 0,
we get the ring
C
[
α4
γ
,
α3β
γ
,
α2β2
γ
,
αβ3
γ
,
β4
γ
]
.
Ideal I becomes the ideal generated by α
4
γ ,
α3β
γ ,
αβ3
γ ,
β4
γ in this ring, so the
quotient is a two-dimensional vector space with basis 1, α
2β2
γ . Hence the
length of R is two.
But the cactus rank cannot be 1, since x2y2 is not in the image of ϕ|O(4)|
(see Proposition 4.4). It follows that cr(F ) = 2.
Now consider the ideal I = (α3 − β3, γ) ⊆ F⊥. We show that the length
of the scheme defined by I is three. Since I is radical, the scheme given
by I is reduced, hence this will show that r(F ) ≤ 3, as desired. But I =
(α−β, γ)∩ (α−εβ, γ)∩ (α−ε2β, γ), where ε = −1+
√
3i
2 , so the scheme given
by I is the reduced union of [1, 1, 0], [ε, 1, 0], [ε2 , 1, 0].
Remark 7.4. Since in this example
rankC
O(2)
F = dim(AF )2 = dim(S/F
⊥)2 = 3,
and cr(F ) = 2, we see that the bound stated in point (1) of Theorem 1.2
does not hold for the cactus rank (and reflexive sheaves of rank one that are
not line bundles).
Remark 7.5. One can also calculate that the projective tangent space in this
embedding at the singular point [0, 0, 1] is the whole P5 (this can be done by
describing the embedding by a lattice polytope and calculating the Hilbert
basis at a vertex corresponding to the singular point). It follows that the
cactus rank of every point in P5 is at most two, since any point of the tangent
space at [0, 0, 1] can be reached by a linear span of a scheme of length two
supported at [0, 0, 1].
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7.4. Fake projective plane. Consider a set of rays {ρ0 = (−1,−1), ρ1 =
(2,−1), ρ2 = (−1, 2)}. Let Σ be the complete fan determined by these rays.
Then XΣ is an example of a fake weighted projective space, see [4, 6.2].
ρ0
ρ1
ρ2
Let α0, α1, α2 be the corresponding coordinates in S. The class group is
generated by Dρ0 ,Dρ1 ,Dρ2 with relations Dρ0 ∼ 2Dρ1 −Dρ2 ∼ 2Dρ2 −Dρ1 .
This is the same as a group with two generators Dρ0 and Dρ2−Dρ1 with the
relation 3(Dρ2 −Dρ1) ∼ 0. This choice gives an isomorphism with Z× Z/3
sending Dρ0 to (1, 0) and Dρ2 − Dρ1 to (0, 1). The Picard group is the
subgroup generated by 3Dρ0 . It is free.
As a result, S = C[α0, α1, α2] is graded by ClXΣ = Z× Z/3, where
degα0 = (1, 0),
degα1 = (1, 1),
degα2 = (1,−1) = (1, 2),
and PicXΣ is generated by (3, 0).
The singular points are [1, 0, 0], [0, 1, 0], [0, 0, 1].
Consider the line bundle O(6, 0). It is ample, because by [12, Proposi-
tion 6.3.25] every proper toric surface is projective, and the line bundles
O(−3m, 0) for m < 0 have no non-zero sections. By [12, Proposition 6.1.10,
(b)] it is very ample. It gives an embedding ϕ : XΣ →֒ P
9. We denote the
dual coordinates by x0, x1, x2.
Example 7.6. Let F = x40x1x2 ∈ H
0(XΣ,O(6, 0))
∗. The apolar ideal is
(α50, α
2
1, α
2
2). We claim that the cactus rank is two, the rank is at most five,
and the border rank is two.
r(F ) cr(F ) r(F )
≤ 5 2 2
Note that F is not in the image of ϕ|O(6,0)|, so the cactus rank and the border
rank are at least two.
We show that the cactus rank is two. Consider the ideal I = (α21, α
2
2) ⊆
F⊥. It is saturated, since B in this case is (α0, α1, α2), so it is the same as
in the case of P2. We show that the length of the subscheme given by I is
two. Since the support of the scheme is the point [1, 0, 0], we check it on the
set Uσ, where σ = Cone(ρ1, ρ2). We localize with respect to α0, take degree
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zero, and get the ring
(8) C
[
α31
α30
,
α32
α30
,
α1α2
α20
]
∼= C[u, v, w]/(w3 − uv).
If we factor out by the ideal generated by α21 and α
2
2, we get
C[u, v, w]/(w3 − uv, u, v, w2) ∼= C[w]/(w2),
so the length of the scheme defined by I is two.
Now we show that the rank is at most five. Take a homogeneous ideal I =
(α50−α
4
1α2, α
3
1−α
3
2) ⊆ F
⊥. We show that the length of the subscheme defined
by I is five. From these equations we know that no coordinate can be zero,
so we can check the length on the open subset Uσ, where σ = Cone(ρ1, ρ2).
We get the same ring as in Equation 8, and we want to factor it out by the
ideal generated by α50 − α
4
1α2 and α
3
1 − α
3
2. The second generator gives the
relation u− v, and the first one the relation 1− vw. So we get the ring
C[v,w]/(w3 − v2, 1− vw).
But notice that 1 = vw implies that w is non-zero. Hence
C[v,w]/(w3 − v2, 1− vw) ∼= C[v,w,w−1]/(w3 − v2, 1− vw)
∼= C[v,w,w−1]/(w5 − 1, w−1 − v) ∼= C[w,w−1]/(w5 − 1).
We get a reduced scheme of length five, so the rank is at most five.
Now we show that r(F ) = 2. Consider the equations given by rank one
reflexive sheaves O(3, 0) and O(3, 1) (given by minors of matrices as in the
proof of Proposition 5.4). In order to find these equations, we give coordi-
nates to every point p ∈ H0(XΣ,O(6, 0))
∗:
p = t6,0,0x
6
0 + t0,6,0x
6
1 + t0,0,6x
6
2 + t4,1,1x
4
0x1x2 + t1,4,1x0x
4
1x2 + t1,1,4x0x1x
4
2
+t3,3,0x
3
0x
3
1 + t0,3,3x
3
1x
3
2 + t3,0,3x
3
0x
3
2 + t2,2,2x
2
0x
2
1x
2
2.
Now we write down the matrix of the map (· y p) : S(3,0) → T(3,0) in the
standard monomial bases α30, α
3
1, α
3
2, α0α1α2 and x
3
0, x
3
1, x
3
2, x0x1x2:
M =


t6,0,0 t3,3,0 t3,0,3 t4,1,1
t3,3,0 t0,6,0 t0,3,3 t1,4,1
t3,0,3 t0,3,3 t0,0,6 t1,1,4
t4,1,1 t1,4,1 t1,1,4 t2,2,2


We also write down the matrix of the map (· y p) : S(3,1) → T(3,−1) in the
bases α20α1, α
2
1α2, α
2
2α0 and x
2
0x2, x
2
1x0, x
2
2x1:
N =

t4,1,1 t2,2,2 t3,0,3t3,3,0 t1,4,1 t2,2,2
t2,2,2 t0,3,3 t1,1,4


We compute that the 3 by 3 minors ofM and N define an irreducible variety
of dimension 5 over Q. But it can be found by the same method as in Sub-
section 7.2 that the dimension of the second secant variety of the embedding
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XΣ →֒ P(H
0(XΣ,O(6, 0))
∗) is 5. Hence, the σ2(XΣ) is given set-theoretically
by the 3 by 3 minors of M and N over Q. But this means that it is also
defined by these equations over C. Finally, since F satisfies these equations,
the claim follows.
Example 7.7. Now take F = x20x
2
1x
2
2 ∈ H
0(XΣ,O(6, 0))
∗. Here the apolar
ideal is F⊥ = (α30, α
3
1, α
3
2). We calculate the following
r(F ) cr(F ) r(F )
3 ≥ 2 3
The cactus rank is at least two (because F is not in the image of ϕ|O(6,0)|).
Let I = (α30−α
3
1, α
3
1−α
3
2). In this case also no coordinate can be zero, so
we may calculate the length on Uσ (where σ is as before). We get the ring
as in Equation 8 and the two generators become 1 − u and u − v. So here
the quotient ring is
C[w]/(w3 − 1).
This means that the rank is at most three (notice that we get a reduced
scheme). We can calculate the Hilbert function of AF = S/F
⊥ (where
F = x20x
2
1x
2
2). We have dimC(AF )(3,1) = 3, so from Corollary 5.5 we get that
r(F ) ≥ 3.
Remark 7.8. In fact, it can be shown that cr(F ) = 3. By looking at the
polytope of the embedding by O(6, 0) we can deduce that F is not in any of
the projective tangent spaces at singular points. But the fact that r(F ) ≥ 3
means that F is neither in any projective tangent space at a smooth point
nor at any secant line passing through two points. We do not provide details
here. It follows that cr(F ) > 2.
References
[1] Edoardo Ballico, Alessandra Bernardi, and Fulvio Gesmundo. A note on the cactus
rank for segre-veronese varieties. arXiv: 1707.06389, 2017.
[2] Alessandra Bernardi, Joachim Jelisiejew, Pedro Macias Marques, and Kristian Ranes-
tad. On polynomials with given hilbert function and applications. Collectanea Math-
ematica, 69(1):39–64, Jan 2018.
[3] Alessandra Bernardi and Kristian Ranestad. On the cactus rank of cubics forms. J.
Symbolic Comput., 50:291–297, 2013.
[4] Weronika Buczyńska. Fake weighted projective spaces. arXiv: 0805.1211, 2008.
[5] Weronika Buczyńska and Jarosław Buczyński. Secant varieties to high degree
Veronese reembeddings, catalecticant matrices and smoothable Gorenstein schemes.
J. Algebraic Geom., 23:63–90, 2014.
[6] Weronika Buczyńska and Jarosław Buczyński. On differences between the border rank
and the smoothable rank of a polynomial. Glasgow Mathematical Journal, 57(02):401–
413, May 2015.
[7] Enrico Carlini, Maria Virginia Catalisano, and Anthony V. Geramita. The solution
to the Waring problem for monomials and the sum of coprime monomials. J. Algebra,
370:5–14, 2012.
[8] L. Chen and S. Friedland. The tensor rank of tensor product of two three-qubit W
states is eight. arXiv:1708.08578, 2017.
32 MACIEJ GAŁĄZKA
[9] Matthias Christandl, Asger Kjærulff Jensen, and Jeroen Zuiddam. Tensor rank is not
multiplicative under the tensor product. Linear Algebra and its Applications, 543:125
– 139, 2018.
[10] David Cox and Jessica Sidman. Secant varieties of toric varieties. J. Pure Appl. Al-
gebra, 209(3):651–669, 2007.
[11] David A. Cox. The homogeneous coordinate ring of a toric variety. J. Algebraic Geom.,
4(1):17–50, 1995.
[12] David A. Cox, John B. Little, and Henry K. Schenck. Toric varieties, volume 124 of
Graduate Studies in Mathematics. American Mathematical Society, Providence, RI,
2011.
[13] David Eisenbud. Commutative algebra, volume 150 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1995. With a view toward algebraic geometry.
[14] William Fulton. Introduction to toric varieties, volume 131 of Annals of Mathematics
Studies. Princeton University Press, Princeton, NJ, 1993. The William H. Roever
Lectures in Geometry.
[15] Maciej Gałązka. Multigraded apolarity. at University of Warsaw, 2014.
https://www.mimuw.edu.pl/~mgalazka/pracamgr.pdf
[16] Maciej Gałązka. Vector bundles give equations of cactus varieties. Linear Algebra and
its Applications, 521(Supplement C):254 – 262, 2017.
[17] Matteo Gallet, Kristian Ranestad, and Nelly Villamizar. Varieties of apolar sub-
schemes of toric surfaces. arXiv:1601.00694v1 [math.AG], 2016.
[18] Robin Hartshorne. Algebraic geometry. Springer-Verlag, New York, 1977. Graduate
Texts in Mathematics, No. 52.
[19] Anthony Iarrobino and Vassil Kanev. Power sums, Gorenstein algebras, and deter-
minantal loci, volume 1721 of Lecture Notes in Mathematics. Springer-Verlag, Berlin,
1999. Appendix C by Iarrobino and Steven L. Kleiman.
[20] J. M. Landsberg. Tensors: geometry and applications, volume 128 of Graduate Studies
in Mathematics. American Mathematical Society, Providence, RI, 2012.
[21] J. M. Landsberg. Geometry and Complexity Theory. Cambridge Studies in Advanced
Mathematics. Cambridge University Press, 2017.
[22] Kristian Ranestad and Frank-Olaf Schreyer. On the rank of a symmetric form. J.
Algebra, 346:340–342, 2011.
[23] Zach Teitler. Geometric lower bounds for generalized ranks. arXiv:1406.5145v2
[math.AG], 2014.
[24] F. L. Zak. Tangents and secants of algebraic varieties, volume 127 of Translations
of Mathematical Monographs. American Mathematical Society, Providence, RI, 1993.
Translated from the Russian manuscript by the author.
Maciej Gałązka, Faculty of Mathematics, Computer Science, and Mechan-
ics, University of Warsaw, ul. Banacha 2, 02-097 Warszawa, Poland
E-mail address: mgalazka@mimuw.edu.pl
