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We demonstrate that the Wigner function of a pure quantum state is a wave function in a
specially tuned Dirac bra-ket formalism and argue that the Wigner function is in fact a probability
amplitude for the quantum particle to be at a certain point of the classical phase space. Additionally,
we establish that in the classical limit, the Wigner function transforms into a classical Koopman-
von Neumann wave function rather than into a classical probability distribution. Since probability
amplitude need not be positive, our findings provide an alternative outlook on the Wigner function’s
negativity.
PACS numbers: 03.65.Ca, 03.67.Ac, 03.65.Sq
I. INTRODUCTION
In his seminal work [1], Wigner defined the combined
distribution of the quantum particle’s coordinate and
momentum in terms of the wave function. Since then,
the Wigner function has played a paramount role in the
phase space formulation of quantum mechanics [2–4], is
a standard tool for establishing the quantum-to-classical
interface [2, 5–7], and has a broad range of applications
in optics and signal processing [8, 9] as well as quan-
tum computing [10–16]. Techniques for the experimen-
tal measurement of the Wigner function are also devel-
oped [7, 17–19]. Despite its ubiquity, the Wigner func-
tion is haunted by the obscure feature of possibly be-
ing negative. Wigner [20] demonstrated that his func-
tion is the only one satisfying a reasonable set of ax-
ioms for a joint probability distribution. This feature of
the Wigner function has been a subject of numerous in-
terpretations [13, 21–23], including the development of
a mathematical framework for handling negative prob-
abilities [24, 25]. The Wigner function’s negativity was
also associated with the exponential speedup in quantum
computation [14, 16].
In this paper we provide insight into the negativity
by advocating the following interpretation: The Wigner
function is a probability amplitude for a quantum parti-
cle to be at a certain point of the classical phase space,
i.e., the Wigner function is a wave function analogous to
the Koopman von-Neumann (KvN) wave function of a
classical particle.
The remainder of the paper is organized as follows:
The necessary background on the KvN classical mechan-
ics and operational dynamical modeling [26] is reviewed
in Sec. II. The basic equations, on which our interpreta-
tion rests, are derived in Secs. III-V. A connection be-
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tween these equations and quantum mechanics in phase
space is established in Sec. VI. Conclusions are drawn in
Sec. VII.
II. BACKGROUND
Around the time the Wigner distribution was con-
ceived, Koopman and von Neumann [27–30] (for modern
developments and applications see Refs. [30–44]) recast
classical mechanics in a form similar to quantum mechan-
ics by introducing classical complex valued wave func-
tions and representing associated physical observables by
means of commuting self-adjoint operators. In particu-
lar, it was postulated that the wave function |Ψ(t)〉 of a
classical particle obeys the following equation of motion:
i
d
dt
|Ψ(t)〉 = Lˆ|Ψ(t)〉, Lˆ = pˆ
m
λˆx − U ′(xˆ)λˆp, (1)
[xˆ, λˆx] = [pˆ, λˆp] = i,
[xˆ, pˆ] = [xˆ, λˆp] = [pˆ, λˆx] = [λˆx, λˆp] = 0. (2)
Without loss of generality one-dimensional systems are
considered throughout. Since the self-adjoint opera-
tors representing the classical observables of coordi-
nate xˆ and momentum pˆ commute, they share a com-
mon set of orthogonal eigenvectors |p x〉 such that 1 =∫
dpdx |p x〉〈p x|. In the KvN classical mechanics, all ob-
servables are functions of xˆ and pˆ. The expectation value
of an observable Fˆ = F (xˆ, pˆ) at time t is 〈Ψ(t)|Fˆ |Ψ(t)〉.
The probability amplitude 〈p x|Ψ(t)〉 for a classical parti-
cle to be at point x with momentum p at time t is found
to satisfy[
∂
∂t
+
p
m
∂
∂x
− U ′(x) ∂
∂p
]
〈p x|Ψ(t)〉 = 0. (3)
This is the evolution equation for the classical wave func-
tion in the xp-representation, where xˆ = x, λˆx = −i∂/∂x,
pˆ = p, and λˆp = −i∂/∂p in order to satisfy the com-
mutation relations (2). Utilizing the chain rule and
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FIG. 1: (color online) The conceptual difference between
(a) Liouville and (b) KvN classical mechanics. In the Li-
ouville mechanics [equation (4)], classical particles, moving
along Newtonian trajectories, are tagged by positive weights
according to the probability distribution ρ. In the KvN me-
chanics [equation (3)], classical particles, following the same
trajectories, are tagged by arbitrary real (or complex) weights
representing the KvN classical wave function |Ψ〉.
equation (3), we obtain the well known classical Liou-
ville equation for the phase space probability distribution
ρ(x, p; t) = |〈p x|Ψ(t)〉|2,[
∂
∂t
+
p
m
∂
∂x
− U ′(x) ∂
∂p
]
ρ(x, p; t) = 0. (4)
Newtonian trajectories emerge as characteristics of ei-
ther equation (3) or (4). Hence, the essential difference
between KvN and Liouville mechanics lies in weighting
individual trajectories (see figure 1): Arbitrary complex
weights underlying the classical wave function |Ψ〉 can
be utilized in KvN mechanics (3); whereas, only posi-
tive weights having probabilistic meaning are permitted
in Liouville mechanics (4).
Note that the classical wave function and the classical
probability distribution satisfy the same dynamical equa-
tion, which reflects the physical irrelevance of the phase
of a classical wave function.
In recent work [26], we put forth operational dynam-
ical modeling as a systematic theoretical framework for
deducing equations of motion from the evolution of aver-
age values. First, starting from the Ehrenfest theorems
[45], we obtained the Schro¨dinger equation if the mo-
mentum and coordinate operators obeyed the canonical
commutation relation, and the KvN equation (1) if the
momentum and coordinate operators commuted. Then,
applying the same technique to the Ehrenfest theorems,
m
d
dt
〈Ψκ(t)|xˆq|Ψκ(t)〉 = 〈Ψκ(t)|pˆq|Ψκ(t)〉,
d
dt
〈Ψκ(t)|pˆq|Ψκ(t)〉 = 〈Ψκ(t)| − U ′(xˆq)|Ψκ(t)〉, (5)
with a generalization [xˆq, pˆq] = i~κ (0 6 κ 6 1) and
demanding a smooth classical limit κ→ 0, we established
Ehrenfest	  theorems	  
We reversed the logic: The Schro¨dinger equation was derived from the Ehrenfest theorems
(4) assuming the momentum and coordinate operators obeyed the canonical commutation
relation (15).
Unification of Classical and Quantum Mechanics. (For a detailed discussion see Sec. III
in Ref. [27].) The only fundamental di↵erence between classical and quantum mechanics
is that the momentum and coordinate operators commute in the former case and do not
commute in the latter [31, 32]. We say that the operators xˆ, pˆ,  ˆx, and  ˆp obeying Eq. (10)
form the classical operator algebra. The quantum operator algebra consists of the operators
xˆq, pˆq, #ˆx, and #ˆp satisfying
[xˆq, pˆq] = i~, [xˆq, #ˆx] = [pˆq, #ˆp] = i, (20)
0 6  6 1, and all the other commutators vanish. The operators #ˆx and #ˆp are simply
introduced so that the quantum algebra resembles the classical algebra. The limit  ! 0
defines the quantum-to-classical transition with the quantum algebra smoothly transforming
into the classical one as ! 0. Since ~ enters in the time derivative of Scho¨dinger equation
(17) as well as in the commutator relationship (15), the limit ~! 0 encompasses more than
the criterion that the coordinate and momentum operators must commute in the classical
limit. This situation motivated the introduction of the parameter .
As the first step towards unification of both mechanics, we apply the Ehrenfest quanti-
zation to
m
d
dt
h (t)| xˆq | (t)i = h (t)| pˆq | (t)i ,
d
dt
h (t)| pˆq | (t)i = h (t)|  U 0(xˆq) | (t)i , (21)
and derive the Hamiltonian
Hˆ = 1


pˆ2q
2m
+ U(xˆq)
 
+ F
⇣
pˆq   ~#ˆx, xˆq + ~#ˆp
⌘
, (22)
such that i~ |d (t)/dti = Hˆ | (t)i, where F is an arbitrary real-valued smooth function.
Note that no Ehrenfest theorems for the observables Oˆ = O (xˆq, pˆq) can specify the function
F because [Fˆ , Oˆ] = 0. Hence, the function F is experimentally undetectable. We shall
utilize this freedom by finding an F which enforces Hamiltonian (22) smoothly transforms
to becoming the Liouvillian (12) in the classical limit.
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with the adjective “quantum” removed. Importantly, we will demonstrate below that they
are su cient to capture all the features of both quantum and classical mechanics.
Koopman and von Neumann [6, 7] pioneered the recasting of classical mechanics in a form
similar to quantum mechanics by introducing classical complex valued wave functions and
representing associated physical observables by means of commuting self-adjoint operators
(regarding modern developments and applications see Refs. [8–22]).
Our operational formulation is closely related to the approach proposed in Ref. [23]
and recently successfully implemented fo quantum state tomography [24, 25]. Regarding
developments of other operational approaches see Ref. [26] and references therein.
Equations (3) rewritten in terms of the axioms are
m
d
dt
h (t)| xˆ | (t)i = h (t)| pˆ | (t)i ,
d
dt
h (t)| pˆ | (t)i = h (t)|   U 0(xˆ) | (t)i . (4)
Inference of Classical Mechanics. Let xˆ and pˆ be self-adjoint operators representing the
coordinate and momentum observables. The commutation relationship
[xˆ, pˆ] = 0, (5)
encapsulates two basic experimental facts of classical kinematics: i) the position and mo-
mentum can be measured simultaneously with arbitrary accuracy, ii) observed values do not
depend on the order of measurements taken. In terms of our axioms, dynami al obse vati s
of the classical particle’s position and momentum are su marized in Eqs. (4), which are
Newton’s equations averaged over ensemble.
We now derive the equation of motion for a classical wave function | (t)i. The application
of the chain rule to Eqs. (4) gives
hd /dt| xˆ | i+ h | xˆ |d /dti = h | pˆ/m | i ,
hd /dt| pˆ | i+ h | pˆ |d /dti = h |   U 0(xˆ) | i , (6)
into which we substitute a consequence of Stone’s theorem (see Sec. I of Ref. [27])
i |d (t)/dti = Lˆ | (t)i , (7)
and obtain
im h (t)| [Lˆ, xˆ] | (t)i = h (t)| pˆ | (t)i ,
i h (t)| [Lˆ, pˆ] | (t)i =  h (t)|U 0(xˆ) | (t)i . (8)
4
Inference of Quantum Mechanic . The hallmark of quantum kinematics is the canonical
commutation relation
[xˆ, pˆ] = i~, (15)
which implies i) th Heisenberg uncertainty principle, ii) the order of performing measure-
ments of the coordinate and momentum does matter [5]. The evolution of expectation values
of quantum c o dinate an mo entum is gover ed by t Ehr nfest theorems (4).
Before proc eding fu ther, we clarify misunderstandings. There is a widespread belief
that the Ehrenfest theorems cannot shed light on the quantum-to-classical transition. Such
claims are partially due to a terminological disagreement. Ehrenfest [28] derived Eqs. (4) to
which we will exclusively refer to as “the Ehrenfest theorems”. However, the same label is
often applied to mean that the centroid of a narrow wave-packed follows a classical trajectory,
i.e.,
m
d
dt
h (t)| xˆ | (t)i = h (t)| pˆ | (t)i ,
d
dt
h (t)| pˆ | (t)i ⇡  U 0 (h (t)| xˆ | (t)i) . (16)
While Eqs. (4) are rigorous mathematical identities, Eqs. (16) are pseudo-theorems based
n e assertion of a physical approximation, which is shown to be incorrect [29, 30].
We repeat the algorithm exercised in classical mechanics above. Substituting the defini-
tion of the motion generator Hˆ obtain from Stone’s theorem (see Sec. I in Ref. [27])
i~ |d (t)/dti = Hˆ | (t)i , (17)
into Eqs. (4), we obtain
im[Hˆ, xˆ] = ~pˆ, i[Hˆ, pˆ] =  ~U 0(xˆ). (18)
Assuming Hˆ = H(xˆ, pˆ) and utilizing Theorem 1 from Ref. [27], the commutation elations
in Eq. (18) reduces to mH 0p(x, p) = p and H
0
x(x, p) = U
0(x). Whence, the familiar quantum
Hamiltonian readily follows
Hˆ = pˆ2/(2m) + U(xˆ). (19)
The current presentation o↵ers a new perspective from the standard treatment when
the Ehrenfest theorems are expressed as consequences of the quantum mechanical axioms.
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FIG. 2: (color online) Schematic flow showing the deriva-
tion of quantum mechanics, classical echanics, and quantum
mechanical phase space representation within operational dy-
namical modeling proposed in [26].
the existence of the uniquely defined operator Hˆqc such
that
i~
d
dt
|Ψκ(t)〉 = Hˆqc|Ψκ(t)〉,
Hˆq = ~
m
pˆλˆx +
1
κ
U
(
xˆ− ~κ
2
λˆp
)
− 1
κ
U
(
xˆ+
~κ
2
λˆp
)
,
xˆq = xˆ− ~κλˆp/2, pˆq = pˆ+ ~κλˆx/2, (6)
where xˆq and pˆq represent the quantum coordinate and
momentum respectively, xˆ, pˆ, λˆx, and λˆp are the same
classical operators as in equation (2), and κ denotes the
degree of quantumness or commutativity: κ → 1 corre-
sponds to quantum mechanics whereas κ → 0 recovers
classical mechanics, and limκ→0 Hˆqc = ~Lˆ. See figure 2
for a pictorial summary of these derivations presented in
[26].
A crucial point for our current analysis is that this uni-
fied wave function |Ψκ〉 (t is dropped henceforth) in the
xp-representation is proportional to the Wigner function
W (see Ref. [26]),
〈p x|Ψκ〉 =
√
2pi~κW (x, p),
W (x, p) =
∫
dy
2pi~κ
ρκ
(
x− y
2
, x+
y
2
)
eipy/(~κ); (7)
moreover,
〈xλp|Ψκ〉 =
√
~κρκ(u, v),[
i~κ
∂
∂t
− (~κ)
2
2m
(
∂2
∂v2
− ∂
2
∂u2
)
− U(u) + U(v)
]
ρκ(u, v) = 0,
u = x− ~κλp/2, v = x+ ~κλp/2. (8)
3III. DERIVATION OF MAIN RESULTS
Since xˆ and λˆp are commuting self-adjoint operators,
the following resolution of the identity is valid in the
Hilbert phase space Hxp (i.e., a vector space with the
scalar product 〈 | 〉 of functions of two variables):
1ˆHxp =
∫
dxdλp |xλp〉〈xλp|, |xλp〉 ∈ Hxp,
xˆ|xλp〉 = x|xλp〉, λˆp|xλp〉 = λp|xλp〉; (9)
likewise,
1ˆHxp =
∫
dλxdp |λxp〉〈λxp|, |λxp〉 ∈ Hxp,
pˆ|λxp〉 = p|λxp〉, λˆx|λxp〉 = λx|λxp〉. (10)
A consequence of the commutators [xˆ, λˆx] = [pˆ, λˆp] = i is
〈λxp|xλp〉 = eipλp−ixλx/(2pi).
Let Hq denote the Hilbert space of single particle wave
functions (i.e., a vector space with the scalar product
〈〈 || 〉〉 of functions of one variable), which differs from
the Hilbert phase space Hxp defined above. We denote
by xˆq and pˆq ([xˆq, pˆq] = i~κ) two pairs of operators: one
acting on Hxp [as defined in Eq. (6)], the other acting on
Hq,
xˆq||xq〉〉 = xq||xq〉〉, pˆq||pq〉〉 = pq||pq〉〉,
1ˆHq =
∫
dxq||xq〉〉〈〈xq|| =
∫
dpq||pq〉〉〈〈pq||,
〈〈xq||pq〉〉 = e
ixqpq/(~κ)
√
2pi~κ
, ||xq〉〉 ∈ Hq, ||pq〉〉 ∈ Hq.
(11)
The density matrix ρˆκ, a self-adjoint operator acting in
the spaceHq, obeys the Liouville – von Neuman equation
i~κ
d
dt
ρˆκ =
[
pˆ2q
2m
+ U(xˆq), ρˆκ
]
=⇒ (12)[
i~κ
∂
∂t
− (~κ)
2
2m
(
∂2
∂v2
− ∂
2
∂u2
)
− U(u) + U(v)
]
×〈〈xq = u||ρˆκ||x′q = v〉〉 = 0. (13)
Comparing Eqs. (8) and (13), we conclude that
〈xλp|Ψκ〉 =
√
~κ〈〈xq = u||ρˆκ||x′q = v〉〉. (14)
Utilizing Eqs. (9), (11), and (14), we obtain
〈Ψκ|Ψκ〉 =
∫
dxdλp 〈Ψκ|xλp〉〈xλp|Ψκ〉
= ~κ
∫
dxdλp ρ
∗
κ(u, v)ρκ(u, v)
=
∫
dxqdx
′
q 〈〈x′q||ρˆκ||xq〉〉〈〈xq||ρˆκ||x′q〉〉
=
∫
dx′q 〈〈x′q||ρˆ2κ||x′q〉〉 = Tr
(
ρˆ2κ
)
; (15)
whence,
〈Ψκ|Ψκ〉 = 1⇐⇒ ρˆ2κ = ρˆκ. (16)
Setting ρˆκ = ||φκ〉〉〈〈φκ||, 〈〈φκ||φκ〉〉 = 1, where
||φκ〉〉 ∈ Hq is a one-particle wave function, and denot-
ing φκ(u) = 〈〈xq = u||φκ〉〉, φκ(v) = 〈〈xq = v||φκ〉〉,
η = p+ ~κλx/2, and ξ = p− ~κλx/2, we derive
〈Ψκ|G(xˆq)F (pˆq)|Ψκ〉 =
∫
dxdλpdx
′dλ′pdλxdp 〈Ψκ|xλp〉〈xλp|G(xˆq)F (pˆq)|λxp〉〈λxp|x′λ′p〉〈x′λ′p|Ψκ〉
= ~κ
∫
dxdλpdx
′dλ′pdλxdp φ
∗
κ(u)φκ(v)G(u)〈xλp|λxp〉F (η)〈λxp|x′λ′p〉φκ(u′)φ∗κ(v′)
=
∫
dudvdu′dv′dξdη
(2pi~κ)2
φ∗κ(u)φκ(v)G(u)F (η)φκ(u
′)φ∗κ(v
′)eiη(u−u
′)/(~κ)e−iξ(v−v
′)/(~κ)
=
[∫
φκ(v)φ
∗
κ(v)dv
] ∫
dη
[∫
φ∗κ(u)G(u)
eiηu/(~κ)√
2pi~κ
du
]
F (η)
[∫
φκ(u
′)
e−iηu
′/(~κ)
√
2pi~κ
du′
]
=
∫
dpq
[∫
φ∗κ(xq)G(xq)
eipqxq/(~κ)√
2pi~κ
dxq
]
F (pq)
[∫
φκ(x
′
q)
e−ipqx
′
q/(~κ)√
2pi~κ
dx′q
]
=
∫
dxqdx
′
qdpq 〈〈φκ||G(xˆq)||xq〉〉〈〈xq||pq〉〉〈〈pq||F (pˆq)||x′q〉〉〈〈x′q||φκ〉〉. (17)
Finally, we have demonstrated that all expectation values for the state ||φκ〉〉 coincide with those for |Ψκ〉,
〈Ψκ|G(xˆq)F (pˆq)|Ψκ〉 = 〈〈φκ||G(xˆq)F (pˆq)||φκ〉〉, (18)
4where G(xˆq) and F (pˆq) are arbitrary functions of the
quantum position and momentum, respectively.
Furthermore, in the context of the Maslov noncommu-
tative calculus [46–48] based on the most general opera-
tor ordering, identity (18) can be generalized to
〈Ψκ|F (xˆq, pˆq)|Ψκ〉 = 〈〈φκ||F (xˆq, pˆq)||φκ〉〉, (19)
valid for an arbitrary function F of two variables.
Equations (16) and (18) reveal that the Wigner dis-
tribution of a pure state behaves like a wave function.
As shown in figure 2, the Wigner function’s dynamical
equation (6) transforms into the evolution equation for a
classical KvN wave function (1). Hence, in the classical
limit, the Wigner function maps a quantum wave func-
tion into a corresponding KvN classical wave function
rather than a classical phase space distribution. Since the
vectors |p x〉 are identical in both KvN and Wigner rep-
resentations, W (x, p) is proportional to the probability
amplitude that a quantum particle is located at a point
(x, p) of the classical phase space. Note it is important
to distinguish the classical (xˆ, pˆ) and quantum (xˆq, pˆq)
phase spaces because the notion of a phase space point
arises naturally only in the commutative classical vari-
ables (xˆ, pˆ). One may take this distinction further and
interpret the Wigner function as the KvN wave function
of a classical counterpart of the analogous quantum sys-
tem. Like any wave function, the Wigner function need
not be positive.
IV. A GENERALIZATION TO MIXED STATES
Equation (17) offers a method to extend the developed
formalism to an arbitrary state. In particular, we find a
fixed vector |1〉 ∈ Hxp such that the following equation
is valid for all density matrices ρˆκ,
〈1|G(xˆq)F (pˆq)|Ψκ〉 = Tr [G(xˆq)F (pˆq)ρˆκ] , ∀ρˆκ, (20)
where the trace on the right hand side is calculated
over the space Hq. Let {||φn〉〉} be a basis in Hq
such that φn(u) = 〈〈xq = u||φn〉〉. Substituting ρˆκ =∑
n,m ρn,m||φn〉〉〈〈φm|| and 〈1|xλp〉 =
√
~κχ(u, v) into
Eq. (20) and following the steps in Eq. (17), we obtain
the equation for the unknown χ∫
χ(u, v)φ∗n(v)dv = φ
∗
n(u), (21)
which has a unique solution χ(u, v) = δ(u−v); therefore,
〈xλp|1〉 = δ(λp)√~κ , |1〉 =
∫
dx√
~κ
|xλp = 0〉. (22)
Note that according to Eq. (7), the vector |1〉 corre-
sponds to an identity density matrix.
Equation (20) is as a generalization of Eq. (18) to
the case when |Ψκ〉 represents the Wigner function of
arbitrary mixed states [see Eq. (7)].
Additionally, the ket-vector |1〉 maps an observable
F (xˆq, pˆq) ∈ L(Hxp), which is an element of the Hilbert
space L(Hxp) of linear operators acting on Hxp, into a
vector from Hxp as
F (xˆq, pˆq)|1〉 = |F (xq, pq)〉 ∈ Hxp, F (xˆq, pˆq) ∈ L(Hxp).
(23)
In other words, each observable corresponds to a vector
in the Hilbert phase space, such that the observable’s
average is calculated as the scalar product 〈F (xq, pq)|Ψκ〉
(20).
V. A REALIZATION OF THE HILBERT PHASE
SPACE Hxp
Both Hxp and Hq have been considered so far as ab-
stract infinite-dimensional vector spaces with no direct
connection between them. Following Ref. [49], we shall
construct a realization of the Hilbert phase space Hxp in
terms of the space of quantum-mechanical wave functions
Hq.
A set of linear operators acting on Hq, endowed with
the Hilbert-Schmidt inner product (Aˆ, Bˆ) = Tr (Aˆ†B),
forms the Hilbert space L(Hq). Throughout this section,
we assume that Aˆ, Bˆ, Cˆ ∈ L(Hq). In particular, the set
L(Hq) includes all density matrices and observables of
the form F (xˆq, pˆq).
Define linear operators (i.e., super operators) ω(Bˆ) and
Ω(Cˆ) acting in L(Hq) as [49]
ω(Bˆ)Aˆ = (1/2){Bˆ, Aˆ}, Ω(Cˆ)Aˆ = [Cˆ, Aˆ], (24)
where {Bˆ, Aˆ} = BˆAˆ+ AˆBˆ and ω(Bˆ)Aˆ denotes the result
of the action of the linear map ω(Bˆ) on Aˆ as an element
of L(Hq); a similar interpretation holds for the notation
Ω(Cˆ)Aˆ. One can readily demonstrate that
[Ω(Bˆ),Ω(Cˆ)]Aˆ = 4[ω(Bˆ), ω(Cˆ)]Aˆ = [[Bˆ, Cˆ], Aˆ],
[ω(Bˆ),Ω(Cˆ)]Aˆ = (1/2){Aˆ, [Bˆ, Cˆ]}. (25)
Whence, the Hilbert phase space Hxp can be equated to
L(Hq) with the classical operators (2) realized as
xˆ = ω(xˆq), λˆx = Ω(pˆq)/(~κ),
pˆ = ω(pˆq), λˆp = −Ω(xˆq)/(~κ), (26)
where xˆq, pˆq ∈ L(Hq). Other realizations of Hxp can be
similarly constructed.
Equations (20), (23), and (26) bridge the developed
Hilbert phase space formalism with the Mukunda ap-
proach to the Wigner function [49].
VI. IMPLICATIONS FOR PHASE SPACE
FORMULATION OF QUANTUM MECHANICS
The Hilbert phase space is an alternative formulation
of quantum mechanics obtained as the merger of the wave
5function and phase space representations via the opera-
tional dynamical modeling (figure 2). While the con-
nection with the wave-function formulation has already
been elucidated in previous sections [in particular, see
Eqs. (16), (18), and (20)], there is more to be considered
[in addition to Eq. (7)] regarding the connection with
quantum mechanics in phase space [2–4].
The Moyal bracket {{ , }} – a cornerstone of the quan-
tum mechanical phase space formalism – is defined as
[3, 4, 50, 51]
{{f, g}} = 2
~κ
f(x, p) sin
(
~κ
2
←−
∂
∂x
−→
∂
∂p
− ~κ
2
←−
∂
∂p
−→
∂
∂x
)
g(x, p),
(27)
for any smooth functions f(x, p) and g(x, p). Using the
identities exp(a
−−−→
∂/∂y)f(y) = f(y) exp(a
←−−−
∂/∂y) = f(y+a),
we expand the Moyal bracket
{{f, g}} = 1
i~κ
f(x, p)
[
exp
(
i~κ
2
←−
∂
∂x
−→
∂
∂p
− i~κ
2
←−
∂
∂p
−→
∂
∂x
)
− exp
(
− i~κ
2
←−
∂
∂x
−→
∂
∂p
+
i~κ
2
←−
∂
∂p
−→
∂
∂x
)]
g(x, p)
=
1
i~κ
[
f
(
x+
i~κ
2
∂
∂p
, p− i~κ
2
∂
∂x
)
− f
(
x− i~κ
2
∂
∂p
, p+
i~κ
2
∂
∂x
)]
g(x, p)
=
1
i~κ
〈p x|
[
f
(
xˆ− ~κ
2
λˆp, pˆ+
~κ
2
λˆx
)
− f
(
xˆ+
~κ
2
λˆp, pˆ− ~κ
2
λˆx
)]
|g〉, (28)
where g(x, p) = 〈p x|g〉. Thus, we established the Moyal
bracket realization in the Hilbert phase space. The func-
tion f of non-commutative variables in equation (28)
should be defined according to the Weyl calculus, as ex-
plained in Ref. [52]. The operators ±λˆx and ±λˆp (known
as the Bopp operators [52, 53]) are analogues of the left
and right derivatives.
An elementary consequence of Eq. (28) is the equiv-
alence between Eq. (6) and Moyal’s equation of motion
[3] (see also Ref. [54]),
∂W
∂t
= {{H,W}}, H(x, p) = p
2
2m
+ U(x). (29)
HereW is the Wigner function of an arbitrary (in general,
mixed) state.
VII. CONCLUSIONS
We demonstrate that the Wigner distribution of a pure
quantum state is a wave function [Eqs. (6), (16), (18)]
in the introduced Hilbert phase space. The latter is an
alternative formulation of quantum mechanics obtained
as a meld of the wave function (the Dirac bra-ket) and
phase space (the Wigner function) representations as well
as the Koopman von-Neumann classical mechanics. The
dynamical equation (6) is valid for any non-pure state,
providing a starting point for an efficient numerical algo-
rithm for the Wigner function propagation [55]. In the
current paper, we have studied dynamics in the carte-
sian coordinates. In the next work, we will extend our
formalism to rotational dynamics.
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