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A b str a c t
Today’s optical character recognition (OCR) devices ordinarily are not capable of 
delimiting or “marking up” specific structural information about the document such 
as the title, its authors, and titles of sections. Such information appears in the OCR 
device output, but would require a human to go through the output to locate the 
information. This type of information is highly useful for information retrieval (IR), 
allowing users much more flexibility in making queries of a retrieval system. This 
thesis will describe the design, implementation, and evaluation of a software system 
called Autotag. This system will automatically markup structural information in 
OCR-generated text. It will also establish a mapping between objects in page images 
and their corresponding ASCII representation. This mapping can then be used to 
design flexible image-based interfaces for information retrieval related applications.
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C hapter 1 
Introduction
Most reproduction of printed material produces a replica of the original. But if printed 
material is to be reproduced in a computer-usable form, complete duplication can be 
difficult if not impossible. The importance of transferring hardcopy documents to 
their computer-usable form needs no discussion, however the question of the most 
efficient and effective method of transferal warrants consideration. The projects that 
require this kind of conversion are usually on a grand scale. The cost of transforma­
tion, the efficiency of conversion, and the eventual usefulness of the electronic media 
will determine the rationale for the project’s continuance. Another issue in the con­
version process is the problem of retaining the document features that were included 
in its original form when it was created by its author. It has been suggested by 
Southall[35], that “every perceptible feature of an actual document that is present, 
whether it is there by the author’s intention or otherwise, plays some part in forming 
the reader’s understanding of the meaning the document conveys.” In many cases, 
when a document is converted to its electronic form, either by keyed-entry or Optical 
Character Recognition (OCR), a document’s hierarchical structure, artwork, points 
of emphasis, and the spatial relationships between its components are lost.
In the literature, a number of planned projects are documented in which the 
intentions were to transfer a document collection to its electronic form and have it 
be immediately usable for its intended purpose or for experimentation. In every 
case, the conversion process became a huge time-consuming and costly effort. One 
example is the Biological Knowledge Laboratory’s design and implementation of the 
Scientist’s Assistant (SA)[16]. The SA is a system that will access the knowledge in a
1
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collection of scientific research documents. Their intentions were to scan, OCR, and 
tag the document set using the Standard Generalized Markup Language (SGML) [17]. 
After their initial attempts, they came to the conclusion that “the effort required to 
review and correct each article after it is scanned takes more time than to type in the 
complete article from scratch.” Another example is the proposed Licensing Support 
System (LSS)[10]. The LSS is a planned system that will capture and track documents 
that pertain to the site licensing proceedings of the Nuclear Regulatory Commission. 
A prototype for this collection was constructed with both manual keyed-entry and 
OCR. After this prototype system was complete, it was determined that “costs of 
conversion of hard copy documents to electronic form dominate the life cycle cost of 
the Licensing Support System[10].” Further, the LSS contractors indicated that this 
system would incorporate only minimum document format information even though 
it was clear that other structural features would be useful:
Use of special type fonts such as boldface or italics is generally used for em­
phasis. Attempting to preserve such information in the LSS text database 
would be prohibitively expensive[lO],
For technical documents to be efficiently converted, the process of scanning, rec­
ognizing, and tagging must be streamlined and automated. But to be effective, meta 
document information is necessary, revealing a document’s elements, attributes, and 
not just physical, but also logical structure. In this paper, a  system called Autotag 
is introduced that automates the conversion process for the general class of technical 
documents. An OCR device th a t provides font and geometry information is used, and 
this information is then used to determine a document’s logical structure. Background 
information on OCR, information retrieval, and document representations follow in 
the next chapter, followed by a detailed description of Autotag, and an evaluation of 
the system along with difficulties encountered.
C hapter 2
Background
The goal of this project is to design and build a system for automatically capturing 
the logical structure of electronic documents in preparation for being processed by 
an information retrieval system. In this chapter, a brief discussion of a number of 
supporting technologies is provided. These technologies include document recogni­
tion technology, information retrieval technology, and document representation tech­
niques.
2.1 D o c u m e n t R e c o g n it io n
The first of these involves the conversion of a hard-copy document into an electronic 
form suitable for further processing. Document recognition here is defined as the 
combination of three tasks: page scanning, image zoning, and character recognition.
2.1.1 P age Scanning
Widely understood, the process of scanning involves the conversion of a hard-copy 
page of a document into a computerized “picture” of the page—a bitmap image. Most 
modern commercially available scanners produce binary (black and white) output, but 
some more expensive ones are capable of producing greyscale and color output. Also, 
the resolution offered is generally at least 300 dots per inch (dpi), and again, more 
expensive scanners offer higher quality output. For this project, pages binary scanned 
at 300 dpi are adequate.
Ideally, an image produced by the scanning process will show a straight picture
3
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Seven packra l m idden sam ples m ake possible a com parison betw een the m odem  and late Pleis­
tocene vegetation in Kings Canyon on the western side o f  the southern S ierra N evada. One modern 
sample contains m acrofossils and pollen derived from  the present-day oak-chaparral vegetation. 
M acrofossils from  the six late Pleistocene sam ples record a  m ixed coniferous forest dominated by 
the  xerophytic conifers Juniperus occidentalis, Pinus cf. p ondcrosa . and P. monophxllu. The 
pollen spectra  o f  these Pleistocene middens are  dom inated by Pinus sp ., T axodiaceae-C upres- 
s a ce a e -T a x ac e a e < T C T ),an d A r/e m r/u  sp. M esophytic conifers are represented  by low macrofos- 
sil concentrations. Sequoiadendron piqanteum  is represented by a  few pollen grains in the full 
glacial. Hdaphic control and snow dispersal a re  the m ost likely causes o f these m ixed assemblages.
T he dom inant m acrofossils record a  more xeric plant comm unity than  those that now occur on 
sim ilar substra tes at higher elevutions o r latitudes in the S ierra N evada. T hese assem blages suggest 
that late  W isconsin clim ates were cold with m ean annual precipitation not necessarily greater than 
m odem  values. T his conclusion supports a  model o f low summ er ablation allowing for the persis­
tence of the g laciers a t higher elevations during the late W isconsin. T he records in these middens 
a lso  suggest that S. piganteum  grew at lower elevations along the w estern side o f  the range and that 
P. m onophylla  was more widely distributed in cism ontane California during the Pleistocene.
Figure 2.2: Image resulting from poor scanning.
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m ip tlo n  w as g reater than  £0*C. h o t enough to  result 
In leaf death. However, volcanic SO i o r d roplets of 
HiSO« may also  have played  a role in causing leaf 
death. Site 1 w as closer to  the  volcanic crater, w as 
h ighrr in  elevation, an d  w as subjected to  tem pera­
tures nearly  200°C cooler than  site 2. A lthough hot 
rjecta w ere deposited on  site 1. this site w as at the 
southern  margin of the eruption  cloud and  it Is In­
ferred from  this study that the air tem peratures re­
m ained relatively cool. Site 2 w as 2.400 m  low er in 
e levation than  the c rater and  21 km  aw ay, b u t it was 
in one m ain pa th  of the directed blast. The higher air 
tem peratures at site 2 m ay have resulted from  heated 
air, which w as trapped and  carried betw een hot a \h  
particles tha t were falling and  flowing downhill. 
Analyses o f leaves from  additional sites (fig. 185) may 
provide further insight In to  the tem perature patterns 
In th e  seared ro n e  o f th e  blast area. These estimates 
w ould  be  o f geological interest and  could reveal p a t­
terns of heat dispersion from  the eruption  of M ay 18. 
1980.
Figure JS9 — L o u v r surfaces o f  dead  f i t  le a v tt fro m  sites 1 
a n d  2 in  the  seared z o n e  (se t fig . 1S5). W a s  p lug  (vrp) in  
n o m e to f antecham ber p o r t  lap) te em s intact in  lea f from  
itfe  I  (A ), b u t  on ly  u u u  p lu g  rrrrmant* frm l n m a tn  o n  leaf 
fro m  t i l t  2  IB). C uticle  o f  rim f t )  o f  tm ttc h a m b er p a n  and  
ribbing  frb) app ea rs  g lazed  tn leaf from  sire J  (A ), e n d  
o u tlm /s  o f guard cells ($c) are apparent in som e  stom ata  
an  lea f fro m  sile  2  (B).___________________________________
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Figure 2.3: An image tha t required zoning.
of the hard-copy page, with no tilting, no extraneous marks (such as from staples or 
paper clips), folding, or text from adjacent pages of the document. Sometimes good 
quality hard-copy is not available or scanner operators are careless, resulting in bad 
quality images, and in turn, bad quality document recognition (Figures 2.1 and 2.2). 
Reasonably good quality scanning is critical to this project, or any other document 
recognition task. Readers are referred to [28] and [37] for a more thorough discussion 
of scanning.
2.1.2 Im age Zoning
In the course of recognizing documents, in the simplest case, a page image will contain 
nothing but text and will be formatted in a single column. Unfortunately, many 
documents contain non-text objects such as figures, tables, maps, photographs, etc. 
and are formatted in two columns or may even have some other columnization. If the 
image was simply translated left to right and top to bottom, incorrect output would 
result. For these images, it is necessary to separate the text to be recognized from
6
non-text objects, and to determine the correct reading order for the page and output 
recognized text in that order. This is the process of zoning the image (also called block 
segmentation[6}). Figure 2.3 shows an example image that required zoning to ensure 
that a map was not treated as text, and tha t the correct reading order was preserved. 
Some modern recognition devices are capable of performing zoning automatically, but 
the quality of the automatic zoning varies greatly. To obtain the best possible results, 
images still need to be zoned manually.
2.1.3 C haracter R ecogn ition
The final phase of document recognition takes the bitmap image of a page, along with 
zoning information, and produces text in some format (such as ASCII) in the correct 
reading order as specified by the zones. Traditionally, these devices have been called 
page-reading optical character recognition (OCR) devices, but due to advancements 
in this technology, that term is no longer general enough. There are several “OCR” 
devices on the market today tha t are capable of outputting a significant superset of 
the ASCII character set, recognizing symbols such as © , *[f, §, and even differentiating 
between the various quote marks ", “, and ” . Even more sophisticated devices can 
recognize more than just characters or symbols. Some can give special information 
about font usage, giving the point size, type style, and typeface of words, and even 
specifying the precise (x, y ) coordinates of characters on the image. But for simplicity, 
these devices will be referred to as OCR devices from this point on.
Access to this detailed information has made this project possible. Unfortunately, 
this technology has emerged very recently and only one or two devices available 
today are capable of giving this structured information. Also, until very recently 
there has been little talk of a standard format for this detailed information and it is 
feared that even though many more vendors will provide it, each will have their own 
proprietary format. One public standard has been proposed: the Document Attribute 
Format Specification (DAFS), associated with the Document Image Understanding 
(DIMUND) ARPA program[29]. Although still in draft form, it currently the best 
hope for a common, non-proprietary output format for structured OCR information.
Similarity
M easure
Determines which items should 
be retrieved for given > 
requests.
DocumentsRequests
Figure 2.4: A conceptual view of an information system.
2.2  In fo rm a tio n  R etr iev a l S y ste m s
In order to fully understand the purpose of the Autotag system, a discussion of 
information retrieval systems is necessary. Information can be presented in many 
forms but in this paper, information in the form of typed text only is considered. 
Further, it is assumed that the collection of information consists of discrete units called 
documents. With this in mind, a high-level information system can be illustrated as 
shown in Figure 2.4[32]. A set of information needs or requests is compared to a 
document collection to determine which documents satisfy the requests.
Figure 2.4 is only a conceptual depiction of an information system. A user request 
must be formalized and an analogous representation of the documents in the collection 
must be built prior to the comparison. So before the similarity measure can be 
applied, some resolution between the requests and the documents is performed. This 
resolution is defined through information retrieval models. But before presenting the 
various models, a discussion of major implementation issues is necessary.
2.2.1 Im p lem en tation  C onsiderations
The most convenient way of perceiving a database collection is as a set of documents. 
But in practice, the most common structure for document storage in a retrieval model 
is an inverted index. An inverted index transposes the document-term relationship 
to a term-document relationship. For each term in the collection, the documents in 
which that term occurs are assigned to that term. An example collection with three 
short documents appears in Figure 2.5, and its inverted index appears in Table 2.1. 
This implementation allows for immediate responses to user requests. The documents 
which correspond to terms that are found in both the query and the index can be 
easily identified and returned. The example index stores all the words in the document
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document 1: OCR Devices
O ptical c h a ra c te r  re c o g n itio n  dev ices t r a n s la te  p r in te d  
te x t  to  a computer readab le  form.
document 2: IR  Systems
In form ation  r e t r i e v a l  systems e x tr a c t  in fo rm ation  from 
computer readab le  t e x t .
document 3: OCR and IR
O ptical c h a ra c te r  re c o g n itio n  dev ices and inform ation  
r e t r i e v a l  systems can be used s e q u e n tia lly  to  t r a n s la t e  
p r in te d  te x t  to  i t s  computer read ab le  form and th en , w ith 
an in fo rm ation  r e t r i e v a l  system , e x tr a c t  th i s  te x t  upon 
re q u e s t .
Figure 2.5: A document collection.
collection, the document names containing those words, and the frequencies of the 
words in each document. Other information can be stored in an inverted index too, 
but as the amount of information increases, so does the overhead for storing this 
structure. In one form or another, this inverted index is the structure used in most 
retrieval systems, regardless of the model.
Another common practice in most IR implementations is the removal of stop- 
words. Stopwords can be defined as those words in the text that do not add to a 
document’s substance or meaning. Most IR systems provide a minimal (or default) 
set of stopwords for exclusion during indexing, although this list can usually be tuned 
to a specific collection. An example stopword list might include: th e , and, to ,  a , 
in , th a t ,  th rough , b u t, etc. Notice that the inverted index in Table 2.1 does not 
contain the stopwords in the document collection it represents.
Another system-specific enhancement that may influence the use of OCR data is 
word stemming. Word stemming removes suffixes (and in some systems prefixes) to 
form root words. This normalization reduces many forms of the same word to a single 
common word stem to increase system effectiveness as well as reduce term storage 
overhead. The same algorithm is applied to query terms as well. There are usually
9
Term Docid:term frequency
character 1:1 3:1
computer 1:1 2:1 3:1
devices 1:2 3:1
extract 2:1 3:1
form 1:1 3:1
information 2:2 3:2
IR 2:1 3:1
OCR 1:1 3:1
optical 1:1 3:1
printed 1:1 3:1
readable 1:1 2:1 3:1
recognition 1:1 3:1
request 3:1
retrieval 2:1 3:2
sequentially 3:1
system 2:2 3:2
text 1:1 2:1 3:2
translate 1:1 3:1
Table 2.1: Document collection’s corresponding inverted index.
10
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Figure 2.6: Expanded information system.
three stemming choices offered in an IR system: full stemming, s-removal stemming, 
and no stemming. Full stemming removes an affix with the longest string of matching 
characters using a set of predefined rules. This kind of stemming usually produces 
word stems that are not actually words at all. To illustrate, s a c r i f ic e  stems to 
sacr. S-removal simply replaces plural terms with their singular equivalent.
While IR systems accept free text, structure is applied during implementation. 
The representations of both the documents and the requests are modified to improve 
efficiency and effectiveness. This modification is shown in Figure 2.6[3l]. The modi­
fications shown change the original input; this is true of both clean and OCR text.
2.2.2 B o o lea n  M od el
The boolean model is named for its method for formulating user requests. In a pure 
boolean model, the request or query is represented as a set of terms joined by the 
logical operators or, and, and not. The similarity measure in Figure 2.6 becomes 
the evaluation of a boolean query against the document collection. The documents 
retrieved represent the satisfiability of the boolean expression. If a document satisfies 
the expression, then a true value results and the document is considered relevant; a 
false value indicates non-relevance. True and false in this context refer to the presence 
or absence of the query term in a document in the database. For the document 
collection shown in Table 2.1, here are several queries and their results:
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Q uery 1: rec o g n itio n  or r e tr ie v a l
docum ents returned to  th e user: 1 2  3
Q uery 2: s e q u e n tia lly  and readable
docum ents returned to  the user: 3
Q uery 3: not tr a n s la te
docum ents returned to  the user: 2
In theory, the inverted index is searched for each query term, The documents 
assigned to each term are returned, and the logical operator(s) are applied to the 
term results. This final operation produces the set returned to the user.
Two problems associated with the boolean model are:
•  The complexity of query formulation and its interpretation.
•  The lack of ranked document output.
The syntactic structure of a boolean query language is simple. W ith unambiguous 
parsing rules and a set of axioms, the evaluation of a query is clear. But the more 
simplistic the language, the more tedious it becomes for the user to express complex 
relationships in his query. To further confuse the issue, the order in which operations 
are executed may change a query’s results. If the parsing rules are not fully understood 
by the user, it may not be clear why a certain set of documents was returned and its 
complement excluded.
A boolean query returns a result set by partitioning the document collection into 
two parts—the retrieved part and the non-retrieved part. Even if it is assumed that 
all the documents retrieved are relevant, it is still left to the user to determine which 
documents are most relevant. In a large document collection, this filtering may not 
be feasible. Document ranking addresses this problem but is not easily incorporated 
into the boolean model[31].
2.2 .3  V ector Space M odel
In the vector space model, each document is denoted by a vector of concepts (i.e. 
index terms). Further, this model extends the vector representation to its queries.
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term i document j dfi tij IVjj
character 1 2 1 0.17609
computer 1 3 1 0.00000
retrieval 3 2 2 0.35218
Table 2.2: The weights for three terms applying t f  •  iclf weighting.
Every term in the collection is represented in each document and query vector. If a 
term occurs in a document, then a 1 would be placed in the corresponding position 
in that document’s vector, the absence of a term in a document is represented by a 
0. To illustrate, using the documents in Table 2.1, the binary vector for document 1 
would be:
(1 1 1 0 1 0 0 1 1 1 1 1 0 0 0 1 1)
The 1 in the first position of the vector corresponds to the word c h a ra c te r—the first 
word in the inverted index.
An alternative approach would be to weigh the value of term i in its vector based 
on its importance to the document or query. For example, a term ’s frequency in a 
document could be used to give more weight to terms that occur more often. The 
most commonly employed term weighting algorithm is the t f  •  iclf weight which uses 
the frequency of a term in a single document ( t f  or term frequency) balanced by the 
number of documents to which the term has been assigned (iclf or inverse document 
frequency).
Table 2.2 shows the weighting for three terms using the frequencies from the 
inverted index in Table 2.1. Note that the term computer is assigned a weight of 0. 
Since computer occurs in every document in the collection, it has no discrimination 
value. From the term weights, notice that the objective of this weighting scheme 
is to assign a higher weight to document terms that have high occurrence in a few 
documents. Many other term weighting methods can be used; details of these are 
described in [34].
Queries can be submitted to an IR system as either a list of terms or as a natural 
language command. In either case, the system treats the query like a document and
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builds a vector representation. The query vector can now be easily compared with 
the documents. There are a number of similarity measures that can be used to make 
this comparison, but the most natural measure is the cosine of the angle between two 
vectors.
The vector space model resolves some of the problems of the boolean model:
• The query is easier for the user to formulate since it consists of a set of relevant 
terms, usually entered using natural language. No logical operators need be 
considered.
•  Since ranking can easily be introduced into the retrieval system through term 
weighting, the user has more information about the probability of relevance in 
the retrieved set.
Some of its disadvantages are its assumed term independence, its arbitrary selection 
of a weighting technique, and its similarity function to determine relevance[13].
2 .2 .4  P rob ab ilistic  In dexin g  M od el
In 1976, Robertson and Jones[30] introduced a probabilistic retrieval model that 
uses relevance information to weigh search terms. In principle, for a given query, 
higher weights can be assigned to terms that appear in previously retrieved relevant 
documents. Jones in 1979[22, 23] showed that by adding the relevance weighting 
from even an initial query search, a better reweigliting of search terms can result— 
and consequently better system performance.
Unfortunately, it is not realistic to expect to have access to relevance information 
in order to compute term weights. Later work by Croft and Harper[12] and Croft[11] 
led to the reformulation of the weighting function without requiring relevance infor­
mation. This formula is applied in the INQUERY retrieval systern[4].
2 .3  D o c u m e n t R e p r e se n ta tio n s
As will be described in detail in the next chapter, A utotag’s purpose is to translate a 
physical description of a document into a logical one. In order to present a document
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to the Autotag system, it is necessary to store the document in a format that can 
specify not only the words of the document, but also many other details about the 
document, such as those features described in Section 2.1.3. Ordinary ASCII text, 
while one possible means of document representation, is not sufficient for this task. 
Other ways of representing documents employ markup:
Markup is the term used to describe codes added to electronically prepared 
text to define the structure of the text or the format in which it is to 
appear. (Markup is spelt as one word when applied to electronically 
prepared copy to distinguish it from the traditional form of editorial or 
design mark up, which is handwritten onto the copy.)[3]
2.3.1  M arkup S ystem s
Several different markup systems exist in the literature, but the most widely used 
formats are the Standard Generalized Markup Language (SGML)[17] and the Office 
Document Architecture (ODA) and Interchange Format[2]. For this project, SGML 
was chosen, mainly because it seemed to be more widely used (at least in the United 
States), and seemed to be a  more accessible language since documentation and parsing 
software are readily available[7]. SGML has some other advantages over other markup 
formats. One is that instead of specifying a fixed, static document syntax that the 
markup must follow, SGML is a language for specifying grammars for document 
syntax. Users of SGML first write a Document Type Definition (DTD) which specifies 
the names of the tags to be used, their arguments (or attributes), and the order in 
which tags may appear and their nesting sequence. A short example DTD appears in 
Figure 2.7. When converting a  collection of ASCII text documents to SGML markup, 
a DTD is first specified, and then tags are manually inserted into the document text. 
An example document following the DTD appears in Figure 2.8.
SGML does have a few serious shortcomings. The most significant is that SGML 
is an extremely complex language. This is most likely due to the design decision 
that it would be a generalized markup language, meaning it can be used to design 
markup for a very wide array of document types. The language seems overburdened 
with complex syntax, making it very difficult to parse. The freely available sgmls
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< IDOCTYPE simple 
[
<!ELEMENT simple - - (title?,author?,body)>
<!ELEMENT (title | author) - - (#PCDATA)>
<!ELEMENT hody - -  (#PCDATA)>
]>
Figure 2.7: An example SGML DTD.
<simple>
<title>Characterizing Optimum Effect of Interlisp Manuals</title> 
<author>Alyssa P. Hacker</author>
<body>
It has been demonstrated that hitting undergraduate students 
over the head with thick Interlisp manuals can have quite a positive 
effect towards their education, when called for. In this paper, we 
explore the approaches for applying this technique, and offer some 
improvements over traditional types of swings used in the student- 
bonking process.
</body>
</simple>
Figure 2.8: An example SGML document, using the previous DTD.
parser[7], for example, contains about 20,000 lines of source code in C. It seems that 
a basic tradeoff has been made with SGML—getting a language that can be used for 
nearly every kind of document at the expense of syntactical and semantic complexity.
2.3.2 T yp es o f  M arkup
In their paper “Markup Systems and the Futute of Scholarly Text Processing,” 
Coombs, Renear, and DeRose [9] discuss the idea of markup and divide it into six 
types. These different types of markup are summarized in the following sections.
Punctuational M arkup
This consists of a set of marks used to specify syntactic information about text. 
Probably the oldest, most understood, and least noticed (there are more than nine 
instances of it in this paragraph alone), it suffers from a lack of richness, is language- 
specific, and opinions differ widely about its correct usage. For example, should
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footnote numbers appear before or after punctuation?
Presentational Markup
This type of markup is concerned with higher-level information about a document, 
than punctuational markup. It consists of information such as horizontal and verti­
cal spacing, paragraph division and indentation, page breaks, titles of sections and 
chapters, etc. Modern document preparation systems such as T]gX[25] perform much 
of this markup automatically.
Procedural Markup
Most word processing systems use somewhat cryptic codes embedded in documents 
in one form or another that specify how the document is to be displayed and/or 
printed. Common WYSIWYG-style1 word processors completely shield users from 
this detailed information, usually at the expense of abstraction. More powerful and 
arguably more difficult to master systems (such as TgX) allow users to specify exactly 
how a document should look. Some also allow users to define detailed document styles 
which can be interchanged to give a completely different representation of a document 
without changing any markup within the document itself. Document preparation 
systems nearly always have their own specific kind of procedural markup and one 
system’s procedural markup is not easily interchanged with other systems.
D escriptive Markup
Put simply, procedural markup describes what a text object should look like, while 
descriptive markup describes what a text object is. As an example, while 'Ij^Xusually 
is concerned with specifying exactly how a document should look, DTgX[27], through 
the use of pre-defined document styles and macros, is more concerned with describ­
ing what blocks of text are, and formatting them according to its definitions. This 
has the effect of relieving the author of many typesetting details and allows him to 
concentrate 011 the content of the work. Descriptive markup has considerable value
1 “W hat you see is what you get.”
IT
for advanced information retrieval systems. Consider a system that would load doc­
uments containing descriptive markup, and allow users to search for text, restricting 
searches to only certain types of text objects. Suppose a user were interested in 
a particular quote or a certain figure containing keywords. Such searching would 
be possible with documents using descriptive markup. Unfortunately, conversion of 
printed documents into an electronic form with descriptive markup has been possible 
only with significant manual effort, up to this point.
Referential Markup
Mainly associated with descriptive markup systems such as SGML, instances of ref­
erential markup act somewhat like macros. This markup involves defining a symbol 
to represent a body of text. Then, that symbol is used when keying a document and 
the full text is replaced for that symbol at processing time.
M eta-M arkup
Put simply, meta-markup involves markup used to define other, subordinate, markup. 
For example, the markup used to define SGML DTDs in Figure 2.7 is meta-markup. 
In an SGML DTD, it is used to define things like tags, tag attributes, value types, 
and default values.
C hapter 3 
A u totag  D esign  and  
Im plem entation
Traditionally, the building of a collection of marked-up documents proceeds as follows: 
scanning, zoning, OCR, cleanup, markup, storage. Any time manual labor is involved 
in this process, both the time and money required to build the collection soar. To 
minimize these, automation should be introduced whenever possible. Scanning can be 
partially automated with the use of automatic document sheet feeders, but a human 
will be required to orient pages, clear jams, etc. As discussed in Section 2.1.2, zoning 
can be done automatically at the expense of making some errors. OCR devices are not 
100% accurate (and probably never will be), but have an acceptable level of accuracy 
for many tasks. Nevertheless, if the highest quality text is needed, OCR can be 
replaced with manual keying of the text—at a very high cost. Regarding the cleanup 
phase, studies have shown that for tasks that call for loading the processed documents 
into a retrieval system, retrieval results are generally not affected by omitting manual 
cleanup of the OCR text[40]. However, if higher quality text is desired, but manual 
correction is infeasible, automatic post-processing techniques exist and can correct 
between 15 and 50 percent of OCR errors[41]. The next step in the sequence, markup, 
has frequently been skipped. It was thought to be impractical because it requires 
large amounts of manual labor, thus costing time and money. When this project was 
conceived, it was thought that a software system could be designed and written to 
perform document markup automatically for a general class of technical documents, 
such as those that might appear in a technical journal or conference proceedings. 
Essentially, this system would take a physical description of a document produced by
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A utolag
Physical
R epresen ta tion
Logical
R epresen ta tion
Figure 3.1: Autotag maps a document’s physical representation to its logical repre­
sentation.
an OCR device, and convert it into a logical representation (Figure 3.1). This chapter 
discusses Autotag’s physical document input and how it is prepared, the format of 
the logical document output, and details of Autotag’s internal workings.
3 .1  P h y s ic a l R e p r e se n ta tio n  o f  D o c u m e n ts
The OCR device delivers a “physical” description of the document in terms of pages, 
zones, lines, and strings of text. Referring to terminology introduced in Section 2.3.2, 
this physical description is in terms of presentational and procedural markup, con­
taining little descriptive markup. For information retrieval purposes, having the 
document marked in terms of descriptive markup would be much more useful. So 
rather than the physical description in terms of pages, zones, lines, and strings, the 
document would be described in terms of sections, paragraphs, sentences, and words, 
along with other objects such as the title and author. As described in the previ­
ous section, having access to logical information about the document, information 
retrieval systems would be able to take advantage of this information and use it to 
enhance the system’s capabilities.
One of the first tasks in the project was to choose a particular OCR device. With 
the requirement of having access to the special information described in Section 2.1.3, 
the choice was narrowed to the ScanWorX OCR package from Xerox Imaging Sys­
tems. Documents would be run through the device, producing output in a proprietary 
format called XDOC'[8] for each page. For each page of a document, this description 
provides recognized strings of text, whitespace dimensions, line delimiters, zone coor­
dinates, zone types, font information, and other special text features such as super­
script, subscript, and underlining. Example XDOC output appears in Figure 3.2. It is 
obvious how this kind of information can be useful in information retrieval, but what 
is also apparent is that it requires logical interpretation before it can be exploited.
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[a;"XD0C.9.0"]
Cd;""]
[p;1;P;1;-212;0;0;2183;2810]
[ s ; 1;1519;0;284;p;0][e;l][c;0]OOOOFj309[y;1685;0;284;0;H]
[ s ;2;331;0;508;p ;1] [e ; 2 ] [c ;1]THE[h;414;18]1980[h;510;16]ERUPTIONS 
[h;763;17]OF[h;833;14]MOUNT[h;1008;18]ST. [h;1084;20]HELENS,
[h;1272;19]WASHINGTON[y;1595;0;508;0;H]
[ s ;3;163;0;671;p ;2] [e ; 3 ] [c ;2]VOLCANO[h;449;19]MONITORING 
[h;849;20]BY[h;937;20]CLOSED-CIRCUIT[h;1420;20]TELEVISION 
[y;1763;0;671;0;H]
[s;5;517;0;831;p ;1] [ e ;5 ] [c ;4]By[h;563;13][c;1]C .[h;613;15]DAN 
[h;723;12]MILLER [h;884;12][ c ;4 ]and[h;961;11] [c ;1]RICHARD 
[h;1166;13]P. [h;1212;15]HOBLITT[y;1410;0;831;0;H]
Figure 3.2: Example XDOC output.
A direct translation from XDOC to a logical description was one possible design 
of Autotag. This approach had the advantage of having to write fewer lines of code, 
but would make Autotag dependent on the syntax of a particular OCR device—an 
undesirable quality. Newer versions of the device would likely contain modifications 
to the XDOC language, requiring a rework of Autotag code for each new release. 
Instead, it was decided to have Autotag accept input in an OCR device independent 
format. Relatively small device dependent parsers would be written to translate OCR 
device output into this independent format, which Autotag would then process. An 
SGML DTD was written for the device independent language, and it came to be 
known as the “physical SGML document” description. The physical DTD appears in 
Figure 3.3.
Parsing the XDOC language and extracting the information available turned out 
to be a nontrivial task. Some low-level computations had to be done during parsing 
to make character and spacing units of measure consistent, and make other obscure 
XDOC data more accessible to Autotag. Some of the other physical page data is 
simply parsed and output in a more convenient format. Figure 3.4 shows the physical 
structure of the intermediate representation after the XDOC format has been parsed. 
This tree, while easier to understand, corresponds directly with the physical DTD in 
Figure 3.3.
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<!DOCTYPE isri-tr-physical 
[
<!ELEMENT isri-tr-physical - - (document))
<!ELEMENT document - - (page)*)
<!ATTLIST document id CDATA #REQUIREE
<!ELEMENT page - - (fontlist?, zonelist?, zc
<!ATTLIST page id CDATA #REQUIRED
orientation CDATA #IMPLIED
columns CDATA #IMPLIED
skeu CDATA #IMPLIED
xl CDATA #IMPLIED
yi CDATA #IMPLIED
x2 CDATA #IMPLIED
y2 CDATA #IMPLIED>
<!ELEMENT fontlist - - (fontinfo)*)
<!ELEMENT fontinfo - 0 EMPTY)
<!ATTLIST fontinfo id CDATA #REqUIRED
fontstyle CDATA #IMPLIED
fontsize CDATA #IMPLIED)
<!ELEMENT zonelist - - (zoneinfo)*)
<!ELEMENT zoneinfo - 0 EMPTY)
<!ATTLIST zoneinfo id CDATA #REQUIRED
type CDATA #IMPLIED
xl CDATA #IMPLIED
yi CDATA #IMPLIED
x2 CDATA #IMPLIED
y2 CDATA ^IMPLIED)
<!ELEMENT zone - - (line)*> 
<!ATTLIST zone id CDATA #REQUIRED>
<!ELEMENT line - - (string)*)
<!ATTLIST line id CDATA #REQUIRED
baseline CDATA #IMPLIED>
<!ELEMENT string - - (#PCDATA) +(superscript I subscript I underline)>
<!ATTLIST string id 
xl
yi
x2
y2
font-id
CDATA #REQUIRED 
CDATA #IMPLIED 
CDATA #IMPLIED 
CDATA #IMPLIED 
CDATA #IMPLXED 
CDATA HIMPLIED)
<!ELEMENT superscript 
<!ELEMENT subs cript 
<!ELEMENT underline
- (#PCDATA) +(subscript I underline))
- (#PCDATA) +(superscript I underline))
- (#PCDATA) +(superscript I subscript))
<!ENTITY 
<!ENTITY 
<!ENTITY gt 
]>
amp "6") 
It "<">
Figure 3.3: The physical SGML DTD.
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f D ocu m en t)
(  Page )  (  Page )  (  Page  J
( Z o n e 1 ( Z o n e J
z \
f L i n e  )  f  L ine 1
(  S iring )  (  S iring )  (  S tring  )
Figure 3.4: Document’s physical representation after parsing.
3 .2  L ogica l R e p r e se n ta tio n  o f  D o c u m e n ts
Before starting work on the internals of Autotag, its output format had to be de­
fined. Since, like the input, Autotag’s output would be in SGML, an immediate 
question was how should the logical SGML DTD be defined. W hat would the logical 
components be that Autotag would attem pt to locate and mark with SGML tags? 
The logical components tha t are important in any particular collection may differ 
from application to application. So it was decided to identify a particular class of 
documents (scientific journal articles) and focus on logical components that in the 
literature have shown importance in an IR context. To illustrate, text analysis in 
[20, 19] for identification of topics relies heavily on sentences and paragraphs. Salton 
and others [1, 33] have shown that individual sentences can be used to identify relevant 
documents. Callan[5] has demonstrated that passage level evidence combined with 
document level evidence yields better recall than document level evidence alone. He 
also suggests that larger units such as sections may improve retrieval effectiveness. 
Experiments done by Wilkinson[45] imply that retrieval of whole documents can be 
done solely by measuring the similarity of queries to sections so long as the section 
types are known. Some studies have shown that words that have been weighted based 
on their structural context (e.g. within the title, abstract or reference section) may 
also improve retrieval[26].
In studies done by the ISRI Text Retrieval Group, it has been found that recogniz-
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Q uery  ID  T E JB -T 2-Q 2 : You would like a list of all reports authored by D. L. Bisli 
of LANL discussing mineralogical characteristics of tuff at Yucca Mountain.
Q uery  ID  T E JC -T 3-Q 1 : You would like to browse through the abstracts of all 
Sandia documents related to performance assessment modeling.
Q u ery  ID  R L JC -T 1-Q 2: You would like to see a report by Sandia on repository 
sealing concepts of the Nevada Nuclear Waste Storage Investigations Project 
(NNWSIP).
Q uery  ID  P IJD -T 1 -Q 1 : You would like to see a map or diagram showing the 
location of the water table (known as the Calico Hills aquifer) in relation to the 
repository.
Figure 3.5: Queries for the Licensing Support System requiring structured informa­
tion.
ing particular elements of document structure is important when OCR text is used in 
an IR environment. For example, Taghva et al[39] found that if floating objects had 
been marked prior to IR loading, many of the problems encountered with “graphic 
text” would have been avoided. Further, with word-for-word correspondence between 
the ASCII text and a document’s word image location, the problems with showing 
the “noisy” ASCII to the user can be avoided by displaying document images with 
search terms highlighted on the image.
Also, some idea of what logical objects Autotag should mark came from actual 
users. In the construction of the Licensing Support System (LSS) [10] for the De­
partment of Energy, user queries were recorded and later analyzed by the ISRI Text 
Retrieval Group. It was found that some queries required more information about the 
document collection than was available from a standard full-text inverted index and 
simple query language. Some queries, such as those in Figure 3.5, required structural 
knowledge of documents, such as document authors and abstracts. Queries like these 
gave additional indications about what logical components of documents would be 
worthwhile to have Autotag recognize.
Keeping these logical structures and text attributes that have applications in 
information retrieval in mind, a tree representation was defined (Figure 3.6), followed 
by the preparation of a logical SGML DTD (Figure 3.7).
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(  T itle  ) (  A u th o r ) ( A b s t r a c t  ) (  T ab les  ) (  F igu res )  (R eferences)
(  S ec lion  )  (  Section )  (  S ec tion  )
( p a ra g ra p h )  (p a ra g ra p h )
") (  Sentence )Sentence
Figure 3.6: Document’s logical representation defined by Autotag.
It should be noted that Autotag imposes no hard-and-fast requirements on doc­
uments it attempts to process. There are two reasons for not imposing strict logical 
structure. One, it was felt tha t Autotag would be generally more useful if it did 
not impose many requirements on the documents to be processed. Even though a 
certain document may be outside the target class of documents for Autotag’s logical 
markup, users may still find it useful to have basic features of a document marked 
up. The second reason is that Autotag deals with OCR text, inevitably containing 
errors in font and geometric information as well as character, case, and punctuation 
recognition. Sometimes the necessary information to mark a component is corrupt or 
absent entirely. Sometimes the expected component itself is absent entirely. As an 
example, documents which have no abstract or where the tagging clues for marking 
the abstract are corrupt, the integrity of Autotag’s logical output is not threatened; 
the abstract markup simply does not appear. Also, some documents may have other 
special components not represented by the logical structure. Currently, these com­
ponents are simply parsed without special consideration while still marking words, 
sentences, paragraphs, etc. These structures do not necessarily cause Autotag to re-
<!DOCTYPE isri-tr-logical 
[
<!ELEMENT isri-tr-logical - - (document)?
<!ELEHENT document - - (title?,author?.abstract?,section*)> 
<!ATTLIST document id CDATA #REQUIRED
autotag-version CDATA #IMPLIED
versions CDATA #IMPLIED>
CIELEMENT (title I author I section-title) - - (word)*>
<!ELEMENT abstract (section)?
CIELEMENT section - - (section-title?, paragraph*)? 
<!ATTLIST section id CDATA #REQUIRED?
<!ELEMENT paragraph - - (sentence)*?
<!ATTLIST paragraph id CDATA ♦REQUIRED?
<!ELEMENT sentence 
<!ATTLIST sentence id
(word)*?
CDATA ♦REQUIRED?
<! ELEMENT word (text, possibility*)?
<!ELEMENT text
id CDATA #REQUIRED
misspelling CDATA #IMPLIED
fontstyle CDATA #IMPLIED
fontsize CDATA #IMPLIED
page CDATA #IMPLIED
xl CDATA #IMPLIED
yi CDATA #IMPLIED
x2 CDATA #IMPLIED
y2 CDATA #IMPLIED
page2 CDATA ♦IMPLIED
ul CDATA ♦IMPLIED
vl CDATA ♦IMPLIED
u2 CDATA ♦IMPLIED
v2 CDATA ♦IMPLIED
modifiers CDATA ♦IMPLIED?
(♦PCDATA)?
Lbility - - (♦PCDATA)?
<!ENTITY amp "6"? 
<!ENTITY It "<"? 
<!ENTITY gt "?"? 
]?
Figure 3.7: The logical SGML DTD.
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ject. the document. Moreover, Autotag has been written in a modular way so that 
adding routines to locate new components will not require major design changes to 
the way Autotag functions. The flexible rules incorporated into the Autotag system 
allow it to process almost any kind of document while continuing to mark words, 
sentences, and paragraphs at the very least.
3.3  A u to ta g  In tern a ls
Once Autotag’s input and output formats were defined, work began on the internal 
code. Given the physical document representation shown in Figure 3.4, there are 
two methods presented in the literature for constructing its logical counterpart: the 
top-down approach and the bottom-up approach[21, 36, 44], The top-down method 
would begin at the root of the physical tree. Based on information found at the 
document level, upper level logical objects such as the title, sections, and references, 
would be located first. Sections would then be divided into paragraphs and so on, 
until finally words were identified. The bottom up approach starts with the leaves 
of the tree (strings of text) and translates strings into words, words into sentences, 
and continues to identify more complex logical objects as it builds the complete 
document. The first approach seems to be the preferred approach in past work. But 
looking at Figure 3.8, the string node contains more directly applicable information 
than other physical tree nodes. Information about strings include font and exact 
string location on the image. The conversion to words is a natural step, transferring 
the string information to the word nodes. The physical clues stored in the word 
simplify sentence construction and the propagation of this information to higher level 
objects continues up the tree. Since the physical document structure provides such 
detailed information at the string level, it was decided to use the bottom-up method 
for logical document construction.
After reading in the physical SGML document, Autotag performs some initial­
izations, then begins the process of converting the physical document structure into 
logical document structure. Like previous work in this area[14, 15], this process de­
pends heavily on heuristics. In the following sections, a brief description of each 
processing step is given in the sequence in which it occurs within Autotag.
27
< str in g  id=14 fon t- id = 2  xl=1340 yl=770 x2=1640 y2=870>
Montana
< /str in g>
< str in g  id=541 fon t- id = 2  xl=333 yl=3022 x2=670 y2=3064>
<superscript>0148~</superscript>227/82/oo2B-0791
< /str in g>
Figure 3.8: Example contents of string nodes.
3.3.1 H ead  and F oot R em oval
Running heads and feet (such as page numbers, chapter titles, etc.) generally have 
very little retrieval value, and they are not part of the main text of the document. 
Frequently they are added by typesetting systems, not added by the document’s 
author. Autotag attem pts to exclude these objects from the logical document by 
looking at the very top and bottom of pages for a zone that contains a single line of 
text. The only zones considered are exclusively the topmost and bottommost zones. 
If Autotag finds such a zone, it and the text it contains are removed.
3.3 .2  S tring to  W ord C onversion
“Strings,” in this paper, are defined as a sequence of characters surrounded by white­
space, as produced by the OCR device, and as represented in the physical document 
tree (Figure 3.4). A “word” in Autotag refers to a usually identical sequence of char­
acters as stored in the logical document tree (Figure 3.6). This reflects the idea that 
the word is part of a sentence in the logical tree instead of part of a line in the phys­
ical tree. Normally, there is a one-to-one and onto correspondence between strings 
and words. Strings are ordinarily copied to words in the logical document, preserving 
information about the word geometry, font, and page number. But when a word 
has been hyphenated across a line break (or column or page break), then the OCR 
device produces the word as two separate strings. This eliminates the possibility of 
retrieving the word later once the OCR text has been dumped into a retrieval system 
because the two parts of the word will be indexed separately. For retrieval purposes,
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it is necessary to dehyphenate the word—attem pt to rejoin the two strings to form 
the original word.
The heuristic used in the dehyphenation process uses a spelling checker to help 
decide whether the two strings should be joined. Before the physical document is 
traversed, converting strings into words, an Ispell[ 18] process is started and kept 
running for the duration of this step.
Autotag traverses the physical document tree, copying each string to a word in 
the logical document tree. As it goes along, it looks at a two-string moving window 
and decides if the two strings represent a single hyphenated word. When it identifies 
a string consisting of at least two characters, the last of which is a hyphen, and 
that string is the last string on a line, then that string and the first string on the 
next line (if it exists, and starts with an alphabetic character) become candidates for 
dehyphenation.
The first string (with the hyphen removed), the second string, and the first and 
second strings are concatenated are spell checked. If the two strings concatenated 
together is spelled correctly, or if either string separately is not spelled correctly, 
then it is assumed that this is a hyphenated word. If so, Autotag then chops off the 
hyphen on the first string, then copies the second string onto the end of the first.. It 
also retains information about the geometry and page number of the second string, 
so that when a search is performed on the word, both strings can be located 011 the 
original image(s). It is ordinarily enough to know the geometry information about 
the two strings, but if a word is hyphenated across pages, the page numbers of the 
two strings will be different, so that information is retained.
This word determination and dehyphenation step is what creates the initial log­
ical document tree, although it is only a flat sequence of words with 110 structure 
whatsoever at this point. All the words in the document are grouped together into 
one sentence, in one paragraph, in one section.
3.3 .3  Front M atter  H andling
Front, m atter consist of material preceding the main text of a document, such as the 
title and author. Autotag attem pts to recognize these features and mark them.
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T itle
Title determination tries to locate the title by assuming words in the title will be 
capitalized, in a bold font style, and will be in a larger than normal font size (or 
maybe the largest), or some combination of these features. A weighting scheme is 
employed, calculating a weight for each of the first 75 words of the document. Title 
determination then looks through the weights and tries to locate the longest sequence 
of words that have high weight. If it finds such a sequence, it marks that sequence as 
the title.
Author
Author determination uses a similar weighting scheme, but with different features. 
It considers whether a word follows the word “and” or “by” , whether an initial (as 
in a name) is present, and whether the word is in the dictionary or not (frequently 
surnames are not in the dictionary). If an appropriate sequence of words is located 
within limitations, it is marked as the author.
3.3.4  S en tence D eterm in ation
At this point, the logical document is a single, very long sequence of words with no 
structure. Sentence determination scans the document with a sliding window of two 
words, comparing each pair of words against a heuristic to decide if a sentence break 
should be inserted between the two words. Autotag decides that a sentence break 
exists if all of the following are true:
• The first word ends with a typical sentence-ending punctuation such as . ? or !.
•  The first word is not an uppercase letter followed by a period (which might 
indicate an initial in a name—not a sentence break).
• The first word is not in., Mr., Mrs., Ms., Dr., St., or Fig.
• The second word begins with a number or uppercase letter.
• The second word’s second character is not a period (again, possibly indicating 
an initial).
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When Autotag decides a sentence break exists between two words, it breaks the 
links between the two words, creates a new sentence node in the logical tree, and 
assigns pointers appropriately.
3 .3 .5  Paragraph D eterm in ation
Similar to sentence determination, paragraph determination scans through the docu­
ment, looking at a sliding window of two sentences and decides if there should be a 
paragraph break between them. Initially, it looks at the last word of the first sentence 
and the first word of the second sentence, and if the two words begin on the same 
physical line, then there is no paragraph break between the two sentences. Otherwise, 
the first sentence ends on a different line than the second begins. While necessary 
for a paragraph break, this condition is not sufficient. It next looks for extra vertical 
whitespace between the two lines, and if it finds any, it decides that this is a paragraph 
break. Otherwise, it checks to see if the first word of the second sentence is indented 
off the left margin and if so, it assumes that it is a new paragraph indentation and 
initiates a paragraph break. It also considers if the end of the first sentence is in­
dented off the right margin—an additional indicator of a paragraph break. Failing 
all these tests, it assumes there is no paragraph break.
3 .3 .6  Section  D eterm in ation
In the final phase of converting a physical document to a logical one, sequences of 
paragraphs are collected into sections, and possibly the section title is identified in the 
process. The basic heuristic used in section determination is that there will usually 
be more vertical space between different sections than between lines or paragraphs. 
Difficulties arise when section boundaries occur across columns and pages. Again, 
the sliding window scheme is used, testing each window of two paragraphs in the 
document. When the two paragraphs are in the same column (in a two column 
document), then the extra vertical space test is used. Otherwise, it attem pts to 
verify the existence of a section title at the beginning of the second paragraph. The 
first word of the second paragraph is examined to see if it has an unusual font style 
and/or size, and also a test is made to see if the word has left and right indentation
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(indicating centering, a common characteristic of section titles). If so, it decides that 
there is a section break between the two paragraphs.
Section T itles
After deciding that a section break exists between two paragraphs, section title de­
termination looks at the beginning of the second paragraph and tries to extract the 
section title, if it exists. It tries to locate a contiguous sequence of words set in a 
larger than normal font size or in bold font style, starting at the beginning of the 
paragraph. If it finds such a sequence, it marks that sequence as the section title.
A bstract
Currently, abstract recognition is not very sophisticated and needs considerable work. 
It consists of waiting until all sections (and section titles) have been marked, then 
going back and looking for a section whose title matches the word “Abstract” case 
insensitively. In the future, abstract recognition will be moved to the point where 
front m atter is determined.
C hapter 4 
A nalysis o f  R esu lts
In this chapter, a sample document was processed with Autotag, and it is shown here 
in its various forms. A short discussion is presented of some difficulties encountered 
during implementation and testing. Finally, an application of Autotag is described.
4.1  S am p le  D o c u m e n t
Autotag’s most notable success is the ability to process such a varied collection. This 
accomplishment can be attributed to its layered design (physical then logical) and the 
grammar of the SGML DTDs defined for both the physical and logical representations. 
Like the base design, the structure finding heuristics are general but at the same 
time directed at the information given by the OCR device. A document that has 
been scanned from hard copy, optically recognized, parsed, and run through Autotag 
appears in Figure 4.1, as viewed with Chimera[24], an X /Athena based World-Wide- 
Web browser developed at UNLV. The image of this document’s original hard copy 
appears in Figure 4.2. All the tags marking this document’s structure, its title, author, 
abstract, and paragraphs were added automatically. For display purposes only, a 
version of the document tagged with the HyperText Markup Language (HTML)[43] 
is used. The SGML tags tha t mark this portion of the document appear in Figure 4.3, 
with word tags removed due to space constraints.
Note that there are some differences between the original hard copy document, 
and the tagged viewable version. First, everything before the title has been removed. 
Currently Autotag removes all running headers that appear before the title, but these 
could just as easily have been tagged and left in place. Also, note the enumerated list
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T i t l e  :  I VOLCANO MONITORING BV CtOSED-CIRCUITTELEVISION
URL :  Ip c ir t  i t  p /5 3 0 9  htffil
VOLCANO MONITORING BY CLOSED-CIRCUIT 
TELEVISION
By C. DAN MILLER and RICHARD P. HOBLITT
ABSTRACT. V/suat monitoring o f Mount St. tte/ens vokano By dosed- drw it tefevidon diCMs ervptw  events to Be 
observed as they occur end an immediate evaluation o f potent/at hazards to be made. Use o f We rmote/y controtteef TV 
system atsoreduces rr$/ss to  personnet doting eruptions byetminattng the need for dose-In observers on the north side 
o f the volcano; and/educes the need for continuous observation (tom aireran.
INTRODUCTION
Visual monitoring of Mount St: Helens volcano by closed*-circuit te levision was started in Ju ly I960 . Trie TV system 
consists of a remotely controlled video camera (lig. 192) situated on a ridge 9 km north o f Mount St. Helens (Tig.
193), a  microwave repeater stBtion west o f trie volcano, and viewing and recording equipment (fig. 194) at the 
EmBrgericy;Coordinatlon Center (ECC) in Vancouver, WBih. There ,the  picture js monBored during daylight hours by 
personnel o f trie  U.S. Geological Survey arid US. Forest Service. The TV surveillance system was installed to allow 
direct visual, monitoring o f the volcano by personnel in Vancouver, to  reduce or.eliminate hazards to  ground 
observers during eruptions, and to  reduce trie need for, and thereby the cost of, continuous observation from 
aircraft. A  system was selected, assembled, and installed near the volcano by Ju ly IS , and became fu lly operational 
on Ju ly 20.
Advantages o f the TV surveillance system, In addition to  those mentioned above, are as follows: 1. Eruptive events 
can be observed as they occur and the ir potential dangers can be immediately assessed. 2. The volcano can be 
examined any time during daylight hours except during periods o f cloudy weather (at night. Incandescent events 
can be observed). 3. Trie video system permits events at the vo lcanoffo r example, eruption plumes, avalanches) to 
be cor related w ith other monitoring data received by telemetry at the  Emergency Coordination Center in Vancouver. 
4. W eatherconditions can be viewed each morning p rio rto  pianning the day's activities a t and n ea rthe  volcano. 5. 
The video signal can be recorded on magnetic tape to  provide a  record o f events for subsequent scientific studies
ACKNOWLEDGMENTS
We thank Guy F. Gunthorpe, Reynolds Electrical and En— eering Co., Inc., for providing descriptions and schematic
Figure 4.1: Autotag-processed document, as viewed with Chimera.
of items has not been formatted in the Autotag version. Autotag does not currently 
identify list structures. Although nicely formatted, the document’s presentation does 
not duplicate the original hard copy. This difference is partly due to the use of the 
viewer. HTML is a fairly simple language and does not support the font and position 
information that is available. This information could be used though to center titles, 
author lists, and section headings as they appear in the original document. Also, 
Autotag has removed the end-of-line hyphenations appearing in the hard copy. Many 
of the changes made by Autotag are purposeful since the assumption is that the 
documents will be loaded into an IR system. All the original geometric information 
is still available in the physical document markup if the document is to be used for 
some other purpose.
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Figure 4.2: Original hard copy image.
4 .2  P ro b lem s E n co u n tered
As described in Section 3.3, the logical document structure is built from the bot­
tom up. At each level, difficulties have been encountered with tagging a document 
automatically. Some examples follow.
1. W ords: In most cases, words are easily translated from strings. Even end-of- 
line hyphenation is simple most of the time. But there are cases that can cause 
problems. For example, OCR devices tend to have difficulty with characters 
that are not alpha-numeric—like hyphens. A number of times, the device will 
output a tilde (~) or some other character instead of a hyphen. In these cases 
the concatenation of the word parts will be missed. Since line breaks are no 
longer a part of the logical structure, a misspelling will result in the output. 
Another problem occurs when a hyphenated word crosses figures, footnotes, 
running headers or footers. If these objects are not correctly identified, then 
the word will not be correctly concatenated.
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<isri-tr-logical>
<document id="5309" autotag-version="l. 1">
<title>
VOLCANO MONITORING BY CLOSED-CIRCUIT TELEVISION 
</title>
<author>
By C. DAN MILLER and RICHARD P. HOBLITT 
</author>
<abstract>
<section id="l">
<section-title>
ABSTRACT
</section-title>
<paragraph id="l">
<sentence id="l">
Visual monitoring of Mount St. Helens volcano by closed-circuit 
television allows eruptive events to be observed as they occur and an 
immediate evaluation of potential hazards to be made.
</sentence>
<sentence id="2">
Use of the remotely controlled TV system also reduces risks to 
personnel during eruptions by eliminating the need for close-in 
observers on the north side of the volcano, and reduces the need for 
continuous observation from aircraft.
</sentence>
</paragraph>
</section>
</abstract>
Figure 4.3: SGML tagged document (partial).
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<sentence id="30">
MINTEQ2 avoids t h i s  problem by using the deDonder form ulation to  
tra n s fer  s o l id  mass between phases THERMODYNAMIC DATABASE The 
thermodynamic database fo r  MINTEQ continues to  be expanded and 
do cu~ mented.
</sentence>
| MINTEQ2 avoids this problem by using the deDonder formulation to transfer *  
i solid mass between phases.
Figure 4.4: A possible result when the OCR device misses a period.
2. Sentences: Sentences are easily identified as long as they follow a few simple 
rules. Of course, punctuation and capitalization are important. Figure 4.4 
shows one of the first attem pts at sentence recognition. Note that when the 
period after phases is missed, Autotag continues to pick up words, missing 
the end of the paragraph and the beginning of a new section. These kinds of 
mistakes are fixed by using spacing and font information.
3. A u th o r  L ist: The author and title of the document in Figure 4.5 seem obvious. 
Unfortunately, the OCR device incorrectly ordered the zones as shown here, 
causing Autotag to incorrectly identify the authors. In a document with similar 
format with correct zone ordering, Autotag correctly identifies its title and 
author.
4 .3  M A N IC U R E
Autotag is part of a larger system called MANICURE[42], designed by the Text 
Retrieval Group at ISRI. MANICURE stands for “Markup ANd Imaged-based Cor­
rection Using Rapid Editing.” It is a system designed to correct misspellings caused 
by recognition either completely automatically, or semi-automatically at the user’s 
choice. Autotag marks the document as shown in Figure 4.3. This tagged doc­
ument version is then passed to an automatic error correction module called the 
Post-Processing System (PPSYS)[38] which in turn transfers this partially corrected
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Figure 4.5: Example of incorrect zone ordering.
document to a user interface system called Rummage. Rummage applies the tagged 
information designated by Autotag to:
1. Search for strings on the image.
2. Highlight document elements on the image.
3. Spell check the document, highlighting misspellings on the image.
4. Export the document to HTML format.
Although MANICURE, by name, is only a few months in the making, its compo­
nents have been well-developed over the last two years and is already an extremely 
useful and robust system. The interface of MANICURE can be seen in Figure 4.6 as 
it highlights misspellings on document page images.
The eventual goal for Autotag is to be able to tag a general class of technical 
journal articles with an acceptable level of accuracy. Since error with OCR and
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The power system of the repeater station is iden­
tical to the camera station.
The receiver in Vancouver (fig. 197) is in a weather­
proof box on the roof of an apartment building. A 
10-ft section of Rohn tower has been temporarily in­
stalled to hold a 6-ft Andrews Parabolic antenna. 
Power for the receiver, as well as a Dynair distribu­
tion amplifier, is taken from the building. A 75-ohm
Figure 4.6: Rummage, the user interface of the MANICURE system.
Autotag is inevitable, Rummage has been designed as a back-up manual correction 
system for Autotag. In other words, if Autotag fails to mark a document correctly, 
Rummage can be used to view the image and easily retag the document.
C hapter 5 
C onclusion and Future W ork
Autotag was designed and implemented with the hope of producing large structured 
document collections from currently available printed archives. The intention is to 
capture every conceivable object that may add to a document’s representation. The 
set of document components selected for tagging have been chosen based on the doc­
ument class and their applications in IR. Using the foundation of Autotag though, 
these could easily be changed or augmented for other document classes. Like other 
software that deals with free text, Autotag will not produce perfect results for every 
document. But it is believed that by automating the conversion process, a number of 
rich electronic document collections can be constructed that previously would have 
been infeasible. Further, the mapping that Autotag creates between the ASCII text 
and corresponding images has significant implications for many IR-related applica­
tions. For example, this correspondence was applied in building the user interface of 
the MANICURE system. In any application where images and text are used, this 
relationship between the two can be quite valuable.
Currently, a specialized IR system is under development that will be able to take 
advantage of the logical document markup and word geometry information Autotag 
provides. As with most other IR systems, it will be able to accept queries and give 
a ranked list of appropriate document titles. Unlike other systems, though, it will 
be able to present original page images of retrieved documents. Also, due to the 
information provided by Autotag, the IR system will be able to highlight search 
words on the document images, and be able to restrict queries to document titles, 
authors, or abstracts. It will also be able to retrieve relevant sections of documents
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instead of entire documents, thus reducing the amount of non-relevant information 
presented to the user. These additional features have been made possible by the 
Autotag system.
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