In this paper, a new radar-camera fusion system is presented. The fusion system takes into consideration the error bounds of the two different coordinate systems from the heterogeneous sensors, and further a new fusion-extended Kalman filter is utilized to adapt to the heterogeneous sensors. Real-world application considerations such as asynchronous sensors, multi-target tracking and association are also studied and illustrated in this paper. Experimental results demonstrated that the proposed fusion system can realize a range accuracy of 0.29m with an angular accuracy of 0.013rad in real-time. Therefore, the proposed fusion system is effective, reliable and computationally efficient for real-time kinematic fusion applications.
I. INTRODUCTION
Radar, working at W-band, is becoming an important sensor in advanced driver assistance system (ADAS) and autonomous driving fields [1] - [5] . Ongoing developments in research and industry primarily focus on safety, reliability, compact and low-cost sensor systems. ADAS systems comprise of multiple sensors, such as radar, camera and Lidar, for specific applications commensurate with the sensor's offered advantage. The latest millimeter wave (mmWave) radars at W-band are surging for automobile applications, e.g., adaptive cruise control, pedestrian detection, collision avoidance, lane changing monitoring and emergency braking. mmWave radar research has gained immense popularity with the recent increasing demand of automotive radars in ADAS and autonomous driving industry, for instance, the automotive target shape (height and width) estimation using relaxation algorithm [6] ; the super-resolution automotive radars [7] ; and the automotive radar sensor fusion with other sensors to improve target tracking and classification [4] . To take advantage of other sensors for sensing accuracy and reliability, we are focusing on the mmWave radar sensor fusing with a camera sensor in this paper.
Sensors' reliability, especially for avoiding false detection, missing detection, blocking, blind spot, adverse weather and failure, is essential in ADAS and autonomous driving applications. One way to reduce all uncertainties and failures is to The associate editor coordinating the review of this manuscript and approving it for publication was Pietro Savazzi. fuse outputs from multiple sensors [8] . Sensor fusion has been developing rapidly in recent years. However, there are limited studies around fusing mmWave radars with other sensors due to the fact that radars provide a limited number of detection points representing targets-of-interest [4] , which make it difficult to recognize from a snapshot of radar detection. But if this challenge of the mmWave radar data can be solved, radar can be used to further increase the reliability of detecting moving targets, avoiding blockage and tracking dramatically. In this paper, we aim to increase mmWave radar's informative capability of targets and improve its versatility by fusion with monocameras.
In this paper, we present a new fusion-extended Kalman filter (fusion-EKF), which is designed to fuse data from heterogeneous sensors such as mmWave radar and monocamera with real-time fusion algorithm running for tracking. Sensor fusion and association are done within the fusion-EKF using a homography estimation method (HEM) [9] , timeline alignment and region search. Reliable detection and cross-validated target tracking are realized. As we have not used a machine learning approach to achieve this, we achieve a significant reduction in computational complexity. Our experimental result shows that the proposed system can provide a reliable tracking and detecting result with low calculation costs. An embedded system like Arduino or Raspberry Pi can be utilized to process the data for real-time applications.
For the new fusion-EKF, we introduced a new concept, i.e. error bounds (EBs), which is defined as the sensor's region of approximation. EBs are not from the uncertainty of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ sensors [10] but the sensors' resolutions from their respective perspectives. An HEM is applied in associating heterogeneous sensors via their EBs. The fusion-EKF is designed to take both radar and camera as inputs and associate the data inside the filter to obtain ideal target tracking outputs. Data association of the fusion-EKF is capable to support tracking of multiple targets. In summary, our contributions are: 1) Building a new real-time sensor fusion system for mmWave radar and camera. 2) Designing a new fusion-EKF to support the two heterogeneous sensors. 3) Defining a new concept, EBs, for data association and gating inside the fusion-EKF. 4) An HEM is proposed for building the transformation matrix between mmWave radar and cameras. The structure of this paper is as follows. In Section II, related work on mmWave radar sensor fusion and techniques of data fusion are studied and presented. In Section III, the proposed methodology is presented including radar and camera data preprocessing, radar-camera fusion-EKF and sensor synchronization. In Section IV, results of radar-camera fusion-EKF and root mean square errors (RMSEs) of improved EBs are shown. In Section V, we conclude the paper.
II. RELATED WORK
mmWave radars have been implemented to fuse with Lidars [11] , [12] in recent years. In [11] , Hajri and Rahal introduced radar and Lidar real-time sensor fusion that used the mean square error with radar, Lidar, and the fusion variance in the experiment, to yield convincing results. By default, radar and Lidar, both can provide detections in the birds-eye-view (BEV) plane which is the top view looking onto the ground [13] . However, Lidar works on the infrared band, which is (i) prone to interference, (ii) cost-intensive and (iii) bulky in size. Not many studies have been conducted with associating heterogeneous sensors like cameras or infrared sensors with radars [14] , [15] , primarily due to the fact that the camera's and radar's detections are unrelated and difficult to align without certain assumptions. In this case, we are implementing HEM and creating a track-oriented association and fusion algorithm for calibration and tracking.
Alternate approaches to sensor fusion have been studied using machine learning methods. The sensor fusion is typically performed via concatenating tensors inside the neural network [16] . However, it requires large neural networks for high resolution radar and cameras, which makes it difficult to implement for real-time applications. Similarly, in [17] , Zhong et al. introduced the Texas Instruments' (TI) commercial TDA3x/TDA2x boards for camera radar fusion. It is so far the most reliable fusion system for the mmWave radar's detection compounded with the camera's vision to the best of our knowledge. In their paper, a complete fusion system provides effective tracking and detections over time. The shortcomings of this research are that, the object detections and classifications rely on machine learning techniques with online computer vision libraries. Therefore, the complete pipeline is difficult to implement for real-time applications. In the meantime, radar noise handling is not ideal for various scenarios. In our work, we strongly overcome these shortcomings.
In [18] , Muresan and Nedevschi presents a two-step data association method for Lidar. It is based on spreading parameter weights from KF. In this paper, the weights are further studied to support both the heterogeneous sensors. Specifically, the EBs are introduced in the data association phase as radar provides raw Doppler velocities and camera vision generates the bounding boxes of targets. EB supports the two sensors to form a clear gating for the association of the fusion-EKF. Thus comparing to other weight-based or probability-based association methods, the proposed fusion-EKF with EBs will provide an extra dimension in association for heterogeneous sensors. Motion model selection for multi-target tracking can also be an important part of KF (Kalman Filter) tracking. In [19] , the survey on different motion models is introduced and compared. In our setup, the constant acceleration (CA) model is used because we assumed targets can have the linearity of the state transition equation which allows an optimal propagation of the state probability distribution of humans and cars, say. Yaw angle and turn rate are less essential in these models. Thus it allows tracks to have more flexibility in association from heterogeneous sensors.
Some papers [14] , [15] , [20] , [21] illustrated the alignment between radars and other heterogeneous sensors. They assumed radars and other sensors are working at identical principle. But in fact, they are heterogeneous in dimensions, processing chain and sensing wavelength. In [20] , vision lateral position improvement of radar detections are introduced that worked for radar alignment onto the vision well using cross-correlation. However, the errors are not corrected during detections. In [21] , Folster and Rohling introduced a lateral velocity estimation for automotive radar sensors for ADAS. The method simply refers to the location of the target on the actual detections. The disadvantages are obvious: there are not many cross-correlations between sensors, and the approximation relies only on locations. To overcome limitations in these cases, EBs proposed in this paper are essential to apply to radar-vision fusion-EKF to improve region search and tracking. The HEM further enhances the transformation and track-oriented association between heterogeneous sensors, which makes the proposed fusion system to takes both sensors' advantages, and be robust even one sensor is temporarily out of work.
The fusion-EKF is designed based on the Kalman filter (KF). KF typically uses a series of measurements observed over time, containing statistical noise and other inaccuracies, and produces estimates of unknown variables that tend to be more accurate than those based on a single measurement alone [22] . The difference between the EKF [23] and traditional KF is that EKF can handle linear equations as well as can adapt to non-linearities. EKF uses the Jacobian matrix to linearize non-linear functions, for instance, radar's Doppler velocities (range rates) in our case. Fusion-EKF extends EKF's ability in handling data from heterogeneous sensors. In this paper, we are not considering unscented Kalman filter (UKF) because radar's non-linearity comes from Doppler, which is the first-order approximation of range. Thus, UKF can be unstable and its results will be biased when estimating radar's Doppler velocities.
III. METHODOLOGY
In this paper, a new fusion system for mmWave radar and camera is proposed. We will first introduce the EBs in Section III-A. It is a fundamental concept that is utilized in the fusion-EKF system for data association. Then, we will discuss the preprocessing of the two sensors and the HEM method for finding out the transformation matrix between the two sensors in Sections III-B and III-C. The new fusion-EKF will be discussed in Section III-D. The data association and synchronization will be introduced in Section III-E. The fusion system performance will be evaluated based on RMSE as discussed in Section III-F.
A. COORDINATES AND ERROR BOUNDS
In this sensor fusion system, sensors operating in two different coordinate systems are used, viz., monocamera and mmWave radar. In Fig. 1 , the coordinates in this fusion system are presented. With a monocamera and linear phased array mmWave radar, the fusion can improve the detection to a 3D space. For the fused sensor system, we use a left-hand coordinate system, shown in Fig. 1a . The x-axis is the range axis which is radially away from the sensor center along the line of sight. y-axis is the cross-range axis, a.k.a., azimuth axis. z-axis is the elevation axis. In Fig. 1b , monocamera vision plane with monocamera sensor placed at zero is presented. (u, v) pixel variables at camera plane are used with u representing horizontal pixel and v representing vertical pixel, respectively. In Fig. 1c , The mmWave radar sensor is conducting measurements with (ρ, θ, v d ), which are radar measurement range, azimuth angle and Doppler velocity (a.k.a. range rate), respectively.
If both sensors are presented, with a slight vertical difference in the positions of the camera and radar, shown in Fig. 1d , a fused system reconstructs the coordinate system with planes of vision and mmWave radar detections perpendicular to each other. As vision data is not totally limited to one plane, blockage of some targets could exist on different range and azimuth locations. Thus, the vision plane is penetrating throughout range and azimuth. In this case, the fusion can be constructed with correlations of (u, v) and (ρ, θ, v d ). Additionally, Cartesian and polar conversions are made throughout the fusion process. Radar's angular θangle axis and azimuth axis are used in following statements.
Error bounds of heterogeneous sensors have different coordinate systems as stated above. Here we need to define how the fused system will behave compared to before and after the sensor fusion.
Definition 1: Measurement point of the next inquiry lays within a certain region of approximation, from either radar or camera sensors. That region is then the theoretical error bounds of the sensor.
Error bounds of the sensor fusion system is defined as following:
Definition 2: The actual localization of the detecting target lays within the approximate prediction region. The approximation is estimated by two or more sensors' system, and the region takes advantages from the sensors' error bounds. The prediction region is then the fused error bounds from the multi-sensor system.
With Definitions 1 and 2, the error bounds of fused sensor system can be plotted as Fig. 2 . For vision error, the detecting target is difficult to solve along the range axis (depth). For radar error, the detecting target is limited as solving along θ-angle axis, which is caused by 4-by-2 multipleinput and multiple-output (MIMO) transceivers configuration (15 degrees θ resolution at center). Fusion takes advantages FIGURE 2. Error bounds of fused sensor system. VOLUME 7, 2019 from both the sensors, which results in better range and angle resolutions. However, in this application, we do not solve for the elevation (height) due to the constraint of having a 1D antenna array from the mmWave radar sensor. With better mmWave radars with antenna channels along the elevation, a similar approach can be used to obtain the elevation error bounds.
B. CAMERA AND mmWave RADAR PREPROCESSING Cameras, including stereo and monocameras, have intrinsic and extrinsic parameters which are inherent due to the physical build of the pinhole and lens [24] - [27] . The extrinsic parameters with rotation and translation matrices are intended to map the world coordinates of the objects into camera coordinates. On the other hand, intrinsic parameters deal with the camera coordinates into the image pixel coordinates (u, v).
In this paper, we generally follow the four-step procedure from [27] and calibrate the monocular camera on the robotic operating system (ROS). In this case, intrinsic, extrinsic and lens distortion parameters of the camera are prepared for warping and distortion image processing [28] . The camera calibration for this fusion project is shown in Fig. 3 . Fig. 3a shows the sample of detected checkerboard points in image coordinates. With help from the extrinsic visualization in Fig. 3b , multiple samples are collected and used to estimate intrinsic parameters. For mmWave radars preprocessing, the radar sensor configuration determines its range resolution ( ρ), bearing resolution ( θ) and Doppler resolution ( v d ).
Range resolution ρ can be calculated from radar sweeping chirp bandwidth:
where c 0 : the speed of electromagnetic waves B : the bandwidth of the radar chirp signal.
The bearing resolution physically depends on the number of virtual antennas MIMO radar emulated. The angular resolution is given as:
where f c : center frequency of linear frequency modulated signal d : receiver element spacing, typically λ/2 λ : carrier signal wavelength N RX : number of receivers (RX) N TX : number of transmitters (TX) θ i : the angle of interest.
Doppler resolution provides the target range changing rate and is defined as:
where PRI : the pulse repetition interval N d : number of chirps per radar frame.
PRI is commonly the total chirp time of a single frequency modulated signal. Thus v d is typically restricted by number of chirps and chirp repetition interval. An important part for mmWave radar in fusion-EKF is that mmWave radar measures targets' scatters with compound noises. These noises come from the following effects:
1) Multipath effect [29] , that results in detecting targets to undergo ghost or fading where a phase-shifted reflection is produced by walls or ground. 2) mmWave radar has its inherent measurement noise (R radar ). In this case, we compute the noise model by calculating the variance of the point cloud and signalto-noise ratio (SNR) of actual measurement based on the set radar configuration. 3) Measurement processing noise from stretch processing, and FFTs produces noisy point cloud points. The noise is typically dense when multiple targets are being detected. At the meantime, a higher processing rate causes the processing noise to lift further. 4) Antenna gain contributes to a varied SNR at different angles. This may cause the SNR at the center (line of sight) to be higher than SNR at the sides. For the first case, which is the multipath effect in 77 GHz automotive radar, a typical symptom is the presence of ghost targets, that are produced with random phase but similar shape, Doppler and amplitude compared to the original target. A method to reduce when applied to tracking is to use a multilayer perceptron [30] . In this case, the ghost is largely alleviated and then the tracking becoming more reliable.
For the second case, R radar obeys the Gaussian distribution. R radar is then
The µ ρ µ θ µ v d matrix, corresponds to the targets' detection matrix. It specifies target's range, bearing and Doppler velocity. On the other hand, the σ 2
matrix, is the variances matrix of the targets, which in turn correspond to the uncertainty of the target's range, bearing and Doppler velocity. So the σ 2 ρ σ 2 θ σ 2 v d matrix represents corresponds to the EB of mmWave radars. With all the resolutions discussed in Section III-A, the relations are below:
Here, we have the assumptions that the discrete Fourier transform (DFT) size is the same as input data size. However, as direction of arrival (DOA) estimation can be estimated by conventional DFT/FFT method and several high resolution algorithms, e.g., MUSIC algorithm [31] and ESPIRIT algorithm [32] , the 2 θ term is modified to 2 θ DOA according to number of angle bins. The 0's in the matrix represents the uncorrelated from range to angle, angle to Doppler and range to Doppler, respectively. The 1/4 term is the minimum requirement to avoid aliasing. This way, the EB of mmWave radar is defined.
For the third case, we assume that the mmWave radar is a linear system with an output range ρ o which is the response of an input signal s, the measurement noise e can then be obtained by:
where ρ is the raw measurement from sensor and h is the transform from input signal to output signal. Using least-squares estimation from orthogonal principles [33] , and choosing appropriate h to minimize the Euclidean distance, the minimized projection error e is orthogonal to every column of s if and only if [34] :
Therefore, by orthogonality,
In this fusion-EKF, the measurement processing noise is minimized with the least sum of e 2 to reduce effects onto sensors' fusion. In the later fusion-EKF stages, this measurement noise only depends on the time variance of the receiving signal from equations. Therefore, the inherent measurement noise R radar is used to produce the EKF estimations.
In this application, the processing noise is then the variance from the processing time from the radar board. The processing covariance noise from radar, Q radar , is related to the motion variance of acceleration of the object and the processing time variance t from radar. Similarly, we have camera's Q cam which is associated with the camera's processing time variance.
In the final scenario, the antenna gain results in SNR difference, which results in the center detections to carry less noise than the surroundings. When it comes to sensor fusion, the radial detections around corners are noisy and could lead to missed detections. This potential failure should be compensated by other sensors like cameras. Note that the antenna gain in this application only reflects the SNR at different detecting angles. Measurements in the anechoic chamber are conducted and the antenna gain at 0 degrees is 10 dB compared to 0 dB at ±60 degrees for the TI mmWave radar that we used in this study. The reference can be seen in TI's document [35] .
C. HEM
The transformation between heterogeneous sensors assumes that there exists a relationship between the targets detected in different sensors' domain. An HEM is used to associate radar's detection plane and camera's image plane:
where c is a non-zero constant and x, y are the coordinates of the warped image in world coordinates. T is the transformation matrix which we are interested in, in order to warp the image plane to world plane. It is a 3-by-3 matrix and can be decomposed as:
We collect vision data with a calibrated camera, and try to associate the radar's localization of a specific point target like corner reflector. With Moore-Penrose pseudo inverse [36] , the computing of the Euclidean norm solution can be obtained by linking several measured pairs. By applying least squares to the HEM, the transformation matrix T can be obtained as:
where
x n y n 1      U = cu 1 cu 2 · · · cu n V = cv 1 cv 2 · · · cv n I : identity matrix n : number of measurements.
When collecting n samples of pairs from world coordinates to the camera image plane, the warped BEV can be best estimated by the transformation matrix T. After warped view from image towards BEV is applied, the BEV view of warped image can be used to associate with the radar's detection point cloud map. The warped BEV image with bounding box (BBox) is consistently used in fusion-EKF for further processing. With camera's (x, y) coordinates for objects, the radar's detections with range, azimuth angle and Doppler velocities are then fused and provide tracking from fusion-EKF.
The BBox generation is performed using a background subtraction algorithm (BSA) [37] . In future processing within the EKF, the BBoxes and radar clusters are associated according to the algorithm introduced in Section III-E.
D. FUSION-EKF
The full workflow of this radar-camera fusion-EKF is shown in Fig. 4 .
The radar, camera and fusion updates are shown in yellow, blue and green, respectively. Radar raw data is fed with an ultra short range (USR) config on the digital signal processing (DSP) chip module on TI radar. With output through a USB port to a host computer, the point cloud with Doppler information is extracted. Additional filtering like moving target indicator (MTI) is applied to collaborate with the camera's BSA. A DBSCAN [38] or REDBSCAN [39] clustering algorithm is then applied to obtain clusters and potential target shape from radar scans. These are important parts to identify targets and similarly create ''bounding box'' for radar targets before the radar-camera fusion-EKF. After the first stage, the noise deductions and the query data is sent to radar-camera fusion-EKF for further association and tracking.
Similarly, camera raw data is fed with intrinsic and extrinsic parameters with the exact locations and directions measured during the experiment. The calibration stage provides the BEV from warping the image onto the perspective view. The BSA is then used for image plane BBox generation.
The clustering in radar preprocessing and the BBox generation in vision preprocessing have an inherent association. But without applied machine learning or segmentation, the data association needs to be done within the radar-camera fusion-EKF. Further details are discussed in Section III-E.
The fusion-EKF uses the CA maneuvering model in our setup. The CA model is a simplified model of Singer model [40] but without the acceleration factor, thus lowering orders in time deviation and further improve the processing speed. For tracking multiple targets with different velocities and positions, the CA model can handle different preset acceleration noises.
The key difference in our setup compared to other relevant work in this area is that (i) EBs are updated by both sensors, and (ii) radar-camera fusion-EKF updates both vision BBox plane and radar localization BEV continuously. In this case, the time stamps of the prediction and update are different based on each sensor's frames-per-second (fps). This will be discussed in Section III-E. In the next set of relations, we denote the current state with k and the previous state with k − 1.
1) PREDICTION
The prediction part of this radar-camera fusion-EKF is no different from a typical single sensor maneuvering tracking, except for the CA model. If we have a state vector of a target x with position p and velocity v, we can define the state vector as a four-element vector with position and velocity projections onto x-axis and y-axis. That is:
State prediction does not depend on whether it is from the radar or camera. However, it will predict the updated state from whichever sensor it gets the current state from. Here, we need a state transition matrix which predicts the fusion-EKF output with the state transition matrix:
where F k : state transition matrix x k−1 : previous state k − 1 state vector B k : control input matrix u k : control input vector w : compound noise from system (motion noise and processing noise).
The compound noise w obeys zero mean Gaussian distribution
where Q is the processing noise introduced before as Q radar or Q cam . As time stamps are changing, the time stamp difference t should also be updated throughout the process.
From the normal distribution of noise, an uncertainty covariance can be obtained for linearity. The uncertainty covariance matrix, also often referred to priori error covariance, for the prediction step is:
2) UPDATE Similar to the prediction state vector definition, we need an update measurement vector z which consists of radar's and camera's measurement. Both measurements follow the same procedures. For radar data,
and for camera data,
The update consists of a residual y term, which is the error of the measurement from the prediction
where H k : measurement function matrix.
The y part obeys y ∼ N (0, R).
where the R is the inherent measurement noise introduced before as R radar or R cam . The random variable also has a normal distribution. Thus the measurement error covariance matrix becomes:
The optimal KF gain G can be obtained as:
The state vector update x k(update) is based on prediction:
x k(update) is then used for the next state prediction step as x k−1 . Similarly, it is also applied to the uncertainty covariance matrix P k(update) :
The uncertainty covariance, is often used to scale the response of the KF. Commonly, in terms of representing the response, the KF gain G is used. It represents the relative weight of the measurements compared to the current state estimate, and is typically changing over time as the noise keeps changing throughout time. Rewriting the Equation (21) with Equation (20):
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Thus we can conclude that G as depends on H k P k H k and R k terms, with R k is fixed in a single measurement and not changing throughout the k steps. When H k P k H k is much higher than the R k term, G is smaller. The low G will result in the model relying more on predictions. Hence, it is less responsive to measurements. On the other hand, when H k P k H k is much smaller than the R k term, G is larger, and the fusion-EKF puts more weights on the current measurement. Thus, it gets more responsive to measurements. Fusion-EKF has the ability to adjust camera's or radar's weights to obtain better EBs on different dimensions, e.g., camera's angular resolution and radar's range resolution. The G term also affects the region query and therefore the EBs of both sensors, which will be discussed in Section III-E.
3) NON-LINEARITY
One of our contributions in this paper is to exploit the non-linear property in EKF to deal with the radar's Doppler data, because Doppler is the range rate -the partial derivative of the range with time.
Because radar has detections in polar coordinates and BEV is in Cartesian coordinates, the conversion is needed for every incoming measurement. Additionally, from Equation (18), the H matrix should have a convertible formation to map radar detections from the state vector x to analyze y. If we change Equation (18) for radar observations:
The h(x k ) function represents a way to convert position and velocity of state vector to radar coordinates. Hence the h(x k ) function can be further updated as:
Heading back to the H matrix, the 3-by-4 matrix has higher dimensional components as the h(x k ) function indicates. Thus it is a first-order non-linear function in terms of radar-camera fusion-EKF. A way to deal with this is to use Jacobian matrix on H:
Combining Equations (26) and (28), the resulting H for radar is shown at the top of the next page.
E. DATA ASSOCIATION AND SENSOR SYNCHRONIZATION
The track-oriented data association is implemented using timeline alignment of sensors to (i) get updates from heterogeneous sensor's perspective, and (ii) synchronization over certain regions of fusion-EKF output to obtain the tracked target localization. This process is overlying on the radar-camera fusion-EKF in Fig. 4 . With HEM to transform between coordinates, EBs are recalled to optimize the association of radar clusters and camera BBoxes. The fusion-EKF track is created or deleted according to the existence from both sensors.
1) TIMELINE ALIGNMENT
The timeline alignment for radar-camera fusion system can be seen in Fig. 5 . With different fps from both sensors, observations of different sensor type on different time stamps are collected on the processing unit. And fusion association is shown with different t with different state steps k in Fig. 5a . The green-colored step on the fusion timeline actually means both sensors output their observations at the same time ( t ≤ 0.005s). In this case, predictions and updates follow the same rule as the radar-camera fusion-EKF. We set the model with a random acceleration vector a = (a x , a y ) with variances of σ a x 2 and σ a y 2 on x-axis and y-axis, respectively. In this case, the w noise matrix, which is
the motion EB for the tracked model, can be expressed as:
From Equation (14), the noise is described by a zero mean and a covariance matrix Q. When referring to Equations (15) and (29), with variances of σ a x 2 and σ a y 2 applied, the Q matrix can be estimated by taking expectations of the w and w matrix as:
Hence Q depends on t and the random acceleration variances. t changes from time to time because of different fps of camera and radar. With high t, the uncertainty and the large EB are generated, and vice versa.
Similarly, we apply this to measurement noise matrix R radar . Combining Equations 1 to 5. The result R radar is:
In Fig. 5b , as we have two tuned updates for each step depending on which sensor data is obtained from, the prediction and update for each observation from radar or camera are shown. As stated in the previous section, the updated x k(update) and P k(update) matrices are used for the next prediction step. In other words, the measurement update of x k(update) and P k(update) is only based on the prediction within the same step. And the prediction relies on the previous update step.
2) REGION SEARCH WITHIN EBs
From Section III-D, we have an idea of the KF gain G. The association of radar clusters and camera BBoxes based on KF gain G using HEM is shown in Fig. 6 . The fusion-EKF trajectory in blue dash line is shown with steps k − 1, k, k + 1. The different predictions after update measurements are shown with positions and velocities. The yellow region query for the upcoming measurement is set in Fig. 6 . Here are the EBs resulting from Definitions 1 and 2:
1) EB along x-axis of radar is
where θ i is the angle of interest from target, which is the target angular location. EB along azimuth (y-axis) of radar is
The assumption is that the radar has even spacing MIMO antenna with even angular resolution. Thus we can conclude that at the center, radar has better range EB and less accurate when it is on the side. On the other hand, radar has relative bad azimuth EB and needs other sensors to compensate for the angular EB. 2) EB along range of camera is
And EB along azimuth of camera is
For camera pixels using HEM, warping along the vertical axis to x-axis is typically limited compared to the horizontal axis to y-axis. Thus the range resolution is restricted especially for long ranges. The azimuth resolution is consistent when looking at horizontal pixels to angle pair. So camera's EB along the range is worse compared to radar's. And EB along the azimuth is better with adequacy horizontal pixels. 3) Combining radar and camera EBs. There exist two standalone query regions to search for cluster or BBox from heterogeneous sensors.
4) Fusion EBs use EKF output of the new prediction to
get the estimated localization of the cluster/BBox. This results in missing clusters/BBoxes or multiple clusters/ BBoxes. Even with the fusion EBs, there still exists multiple clusters/BBoxes or missing clusters/BBoxes. Reasons include: 1) Concealed by front object using the camera. 2) Sensor failure by radar or camera. 3) Radar's multipath effect. 4) Lighting condition (over-exposed or no lighting) by the camera. 5) Others. Algorithm 1 shows the region search and track updates for tracking multiple targets. Different tracks share the incoming clusters/BBoxes measurement updates from sensors. Fusion-EKF deals with the region search based on EBs estimations. The fusion-EKF provides invisible counts for heterogeneous sensors. If either sensor fails temporary, the tracking will continue using the other sensor's update. The tracking will still be valid even if misses several clusters/BBoxes. However, a track will be terminated after a certain duration of missing detections from both sensors after cross-validation. With updates for fusion localization, the improved EBs can provide a better result for the system and thus greatly decreases uncertainty errors from either sensor. In addition, new tracks are initialized based on cross-validation from different sensors with a certain threshold.
Therefore, the association is done with timeline alignment together with EBs region search within tracks. With help from different advantages from heterogeneous sensors, fusion EBs are greatly reduced: along range using the radar as it provides better localization; and along azimuth using the camera as it provides better localization. The experiment result will further approve of this association and EBs' deduction.
F. EB EVALUATION
From Fig. 6 and Definition 2, the EB of the next query is the region of the prediction and association. With RMSE, the EB evaluation can be estimated as:
where o is the operator of the estimation variable. 
where w is the window size of the estimation on the k th step. As introduced before, the EBs of radar are the radar range, angle and Doppler variances, σ 2 ρ σ 2 θ σ 2 v d . Here the sliding window applied RMSE is used to measure the EB on where the prediction region is. In this case, the EB evaluates radar's fusion performance with camera's vision.
In the experiment, the EB of radar is measured and evaluated with RMSEs in range, Doppler and angle domains, respectively.
IV. EXPERIMENTAL RESULTS
The experiment is implemented by two humans' walking inside an indoor environment. The application implemented sensor fusion in this experiment used ELP USB8MP02G-L75 monocamera with 640 × 480 YUY2 video picture encoding format [41] , transmitting at 30 fps, and a TI AWR1642 mmWave radar working at 77 GHz at 30 fps, which is a 1D 4 RX by 2 TX phased array antenna. AWR1642 is only capable of measuring target in range and azimuth plane.
The vision output and radar output from EKF can be seen from Fig. 7 . In the vision's output, bounding boxes with positions and velocities on x-axis and y-axis are shown, along with the radar's point cloud clusters. Different colors stand for different clusters with the searching radius of a human. The clusters provide median filtered centroids with a green marker and black marker edge. Red and blue markers with black marker edge are the EKF output of the tracking. In the radar's output, radar point clusters' centroid, as well as fusion-EKF prediction localization for different tracks are presented. These figures are combinations of tracks thus showing multiple targets' multiple sensors' tracking results.
As we stated in the Section III-D, we only have a 2D radar, i.e., the elevation information is ignored, and thus only points on the ground are shown. This approach is also applicable when applying to the elevation information obtained from a compatible sensor to have tracking more reliable. Additionally, in case of blockage between targets, the output bounding box shows ''radar only'' in Fig. 7p and Fig. 7r . As invisible from the camera's BSA. The ''radar only'' label still keeps tracking of different tracks until a camera's vision validates the track. Otherwise, after certain invisible counts of the track, the track is deleted because of lack of crossvalidation.
The radar's tracking, shown in Figures 7m, 7o , 7q, 7s, 7u and 7w, provides multiple targets' tracking. If camera vision data was unavailable, the output may be unreliable until the fusion EBs' update. The region search and association avoids the missed assignment of tracks and improves tracking results.
To evaluate the performance of the radar-camera fusion-EKF system, we use the RMSE metrics, and also to further validate if the fusion-EKF takes advantages from both sensors. From Equation (37), the range, angle and Doppler RMSE plots for different tracks 1 and 2 are shown in Fig. 8, 9 and 10, respectively. The memory used for RMSE is 9, 15 and 25, which are fast, median and slow windows, respectively. With fps of 30 Hz, the window is estimating a state in about 0.3 s, 0.5 s and 0.83 s, respectively. As from Fig. 8a , after initializing the track, the position RMSE drops rapidly to around 0.05 m. From Equation (1), the range resolution of the fusion system is 0.0436 m, which is the theoretical range resolution. After the fusion-EKF, the practical range resolution achieved is around 0.05 m after stabilizing from Fig. 8a . The weakness of radar's detecting cross-range objects is overcome from Fig. 8b . As for radar's cross-range objects in a typical radar scan, the cross-range velocities are close to zero because Doppler velocities are essentially range rates. This problem is solved by adding the camera's vision in the proposed fusion-EKF.
As from Fig. 9a , after initializing the track, the angular RMSE drops rapidly to around 0.015 rad, which is 0.859 degrees. From Equation (2), the angular resolution of radar at center FOV is 0.25 rad, which is the theoretical angular resolution at center FOV. Outside, that is 1/ cos θ i . After the fusion-EKF, the angular resolution achieved is around 0.015 rad after stabilizing from Fig. 9a . This track is along about the center FOV so that it verifies that the camera improves fusion's track significantly. In Fig. 9b , a similar result is achieved. This confirms the improvements on radar's EB on the azimuth axis by using the camera data. As from Fig. 10a , after initializing the track, the Doppler RMSE drops rapidly to around 0.3 m/s. From Equation (3), the theoretical Doppler resolution of radar is 0.616 m/s. After the fusion-EKF, the practical Doppler resolution achieved is around 0.3 m/s after stabilizing from Fig. 10b . The fusion-EKF improves Doppler estimations on both range rate and cross-range rate. In Fig. 10b , a resolution of only 0.5 m/s is achieved. Fusion-EKF greatly improves radar's cross-range rate detections, and thus allows for reliable cross-range objects detections.
From Figures 8 to 10 , two motion maneuvering models are handled with different tracks and different CA models from fusion-EKF. The result shows different CA models can handle tracking for different targets with different maneuvering behaviors.
Additional experiment analysis on this EB-based sensor fusion is conducted that uses the sensor fusion result of radar and camera data and compares the localization result with ground truth. The benchmark of radar-camera fusion-EKF tracking result respect to ground truth can be seen in Fig. 11 . The RMSE of fusion localization deviation from ground truth is 0.3664 m. This is a tolerable deviation that is good enough to separate human targets, and is a reasonable region search EB from Definitions 1 and 2. The average localization error comes from the track association from heterogeneous sensors and the performance of the proposed fusion-EKF can be seen in Table 1 . With EBs reduced in range, angle and Doppler dimensions, the radar-camera fusion-EKF provides a solution to heterogeneous sensor fusion. Additionally, the cumulative distributions of the localization errors in range, azimuth angle and velocity are presented in Fig. 12 . Some comparison of errors or EBs between the proposed radar-camera fusion-EKF and other radar tracking algorithms are shown in Table 2 . Because mmWave radar has better range resolution than traditional radars, range EB is much superior than the other lower frequency radars. Meanwhile, azimuth angle EB is also improved greatly due to the fusion approach with the camera. Therefore, the proposed fusion-EKF provides extra information from the camera to improve the detection and tracking of the mmWave radar sensor. 
V. CONCLUSION
In summary, the radar-camera fusion-EKF consists of fusing radar and camera raw data with EKF for tracking multiple objects at the same time. The association is carried out with coordinates transformation and error bounds estimations. The noisy outputs from the sensors are correspondingly processed by utilizing covariance matrices to ensure the reliability of detections. The fusion system takes both sensors' advantages and thus ensures error bounds minimization and better resolution on different perspectives from heterogeneous sensors. The RMSEs of range, angle and Doppler obtained from the experiment results are presented. Cross-validating camera's vision and radar's point clouds from raw data, the radarcamera fusion-EKF system provides better and more reliable detections of targets in real-time. The system provides a solution to heterogeneous sensors' fusion, association and synchronization, as well as cross-validating multiple targets and tracks with less computation load. The fusion-EKF provides a novel way to improve tracking and detecting reliability for radars in ADAS and autonomous driving applications. Future work includes using machine learning method to replace BSA and further improve the vision extractions of targets in the moving environments, as well as implementing classification algorithms like micro-Doppler signatures from radar [44] to classify targets. The dynamic reliability of sensors and sensor fusion should be further improved and evaluated.
