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This article considers discrete (game) multiple decision-
making process, which consists of a sequence of independ-
ent tours. In each round of the tour the results are of chance. 
The article identifi es best game strategy.
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1. Введение
Имеется много примеров игровых экономических ситу-
аций, когда приходится выбирать решения (стратегии): это 
множество различных деловых и азартных игр, задачи распре-
деления средств (например, формирование портфелей ценных 
бумаг) и т.д. [1,2]. 
Обычно, игровой процесс состоит из последовательности 
(или множества) туров. Задача игрока заключается в получе-
нии максимального дохода при многократном участии в играх. 
Можно рассмотреть и множество различных игр, которые име-
ют различные правила. В таком случае игрок, участвующий во 
множестве различных игр, также должен стремиться получить 
в итоге максимальный доход. 
2. Стратегия поиска оптимальных решений
Рассмотрим случай игр со многими турами. Будем считать, 
что экономический итог Si в каждом i туре игр является слу-
чайной величиной, а Si характеризуется известной плотностью 
распределения pi(x). Тогда суммарный итог 
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являются случайными величинами. Пусть дисперсии σ2[Si] 
каждой из случайных величин Si ограничены максимальным 
значением σ2m. В условиях независимости всех случайных 
величин Si (игровые туры происходят независимо друг от 
друга) дисперсия среднего значения суммарного итога рав-
на 
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σ ≤ =  Величина 2[ ]Sσ  стремится к нулю при
неограниченном увеличении N. В этих условиях следует стре-
миться к максимизации среднего значения суммарного итога. 
Понятно, что для этого в каждом туре следует выбирать реше-
ние, приводящее к наибольшему математическому ожиданию 
M[Si] . Такая простая стратегия при больших N реально обес-
печит максимальный суммарный итог S [3].
Стремление к нулю дисперсии среднего значения 
1
1 N
i
i
S S
N =
= ∑  при увеличении N есть известный результат ма-
тематической статистики, заключающийся в том, что среднее 
значение случайных величин определяется тем точнее, чем 
больше независимых выборочных значений применяется для 
его оценивания [4].
Может показаться, что этот вывод недостаточно обоснован, 
поскольку, если N стремится к бесконечности, то, как матема-
тическое ожидание суммарного итога, так и его дисперсия од-
новременно стремятся к бесконечности. Однако, это сомнение 
может быть отклонено с помощью следующих рассуждений. 
Согласно центральной предельной теореме закон распределе-
ния суммарного дохода тем ближе к нормальному закону, чем 
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больше число N слагаемых, причем 
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Пусть ε > 0 любое малое число. 
Тогда вероятность Pε того, что от-
носительное отклонение величины 
S, равное εS, от математического 
ожидания M[S] стремится к нулю 
при увеличении N для любых сколь 
угодно малых значениях ε. Действи-
тельно, имеют место соотношения 
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где m%  – наименьшее из всех mi, 
F(u) – символ функции Лапласа, 
характеризующей функцию распре-
деления нормально распределенной 
случайной величины с нулевым 
математическим ожиданием и еди-
ничной дисперсией. Величина Pε 
стремится к нулю по мере увели-
чения N, поскольку значение аргу-
мента, равного ,
m
m Nε
σ
− %  при этом
стремится к минус бесконечности. 
Поэтому вероятность относитель-
ного, даже очень малого, значения 
отклонения S величины от своего 
математического ожидания M[S] 
становится очень малой при доста-
точно больших N. 
Поскольку при любых ситуаци-
ях, требующих выбора решения в 
условиях случайного характера эко-
номического исхода, следует стре-
миться к максимизации среднего 
значения итога, то сформулирован-
ная выше стратегия (правило выбо-
ра оптимального решения) является 
достаточно универсальной. 
3. Задачи поиска оптимальных 
решений 
Обсудим правило выбора ре-
шений в известной стохастической 
задаче формирования портфеля 
ценных бумаг, где имеется риск по-
лучения убытков. Эта задача имеет 
следующую постановку [1,2]. 
Требуется распределить име-
ющиеся средства объемом K на 
составляющие x1, x2, ..., xn, каж-
дая из которых означает величину 
вклада средств в соответствующую 
статью расходов (например, покуп-
ку бумаг определенного вида). При 
этом окончательный экономичес-
кий итог R рассчитывается по фор-
муле 
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где коэффициенты βi означают эф-
фективность вложения средств в 
каждую статью расходов с номером 
i (например, во сколько раз подоро-
жает соответствующая ценная бу-
мага). 
Если коэффициенты β1, β2, ..., βn 
являются случайными, то величина 
R, как функция от них, также слу-
чайна. Можно говорить о вероят-
ности P наступления неблагопри-
ятного события, например: R < K,
то есть ожидания возможности 
убытков. В такой вероятностной 
постановке считаются известными 
математические ожидания M[β1] 
коэффициентов β1, β2, ..., βn и, при 
необходимости, другие сведения о 
законах распределения этих вели-
чин (например, дисперсии). 
На составляющие x1, x2, ..., xn  
могут быть наложены ограничения 
(обычно линейные). 
Если коэффициенты β1, β2, ..., βn 
являются не случайными, то при 
наличии линейных ограничений на 
величины x1, x2, ..., xn максималь-
ное значение величины R легко на-
ходится методами линейного про-
граммирования (решается детерми-
нированная задача). Когда же β1, β2, 
..., βn – случайные величины, то воз-
никают особенности при принятии 
решения, то есть выбора величин 
x1, x2, ..., xn. Особенность, напри-
мер, может заключаться в том, что 
при принятом решении вероятность 
получения убытков оказывается не-
допустимо высокой. В этом случае 
рекомендуется для каждого выбран-
ного среднего значения M[S] (факти-
чески это еще одно линейное огра-
ничение на величины x1, x2, ..., xn 
вида 
1
[ ] [ ]
n
i i
i
M R M xβ
=
= ∑ ) искать оп-
тимальные значения переменных 
x1, x2, ..., xn, при которых веро-
ятность выполнения неравенства 
R < K будет минимальной и прием-
лемой. 
Эту вероятность связывают с ве-
личиной риска (обозначают симво-
лом Var [1,2]).
Следует заметить, что каждое 
дополнительное ограничение на 
искомые переменные сокращает 
область допустимых значений пе-
ременных и может быть причиной 
исключения оптимальной точки из 
рассмотрения (это очевидно, напри-
мер, если рассматривается детерми-
нированная задача распределения 
средств, то есть при неслучайных 
значениях коэффициентов β1, β2, ..., 
βn). Кроме того, использование ве-
личины Var имеет ряд других недо-
статков [6]:
 не совсем ясно, как выбрать 
окончательно среднее значение 
M[R], и, соответственно, на каком 
значении вероятности получения 
убытков следует остановиться (то 
есть решение задачи выбора окон-
чательного единственного решения 
x1, x2, ..., xn не формализовано и 
оставлено на интуицию владельца 
средств); 
 каким бы ни было принято 
значение вероятности P наступ-
ления неблагоприятного события, 
всегда остаются риски получения 
больших убытков (хотя и с меньшей 
вероятностью);
 не рассматриваются такие 
рисковые ситуации, при которых не 
получается желаемый (достаточно 
большой) выигрыш, то есть не учи-
тываются возможности получения 
больших экономических итогов; 
 если случайные величины β1, 
β2, ..., βn зависимы, то приходится 
вести громоздкий анализ их закона 
распределения; 
 при зависимых величинах  β1, 
β2, ..., βn поиск решения x1, x2, ..., xn 
для выбранного значения M[P] при-
ходится проводить с применением 
громоздких алгоритмов квадратич-
ного программирования (даже при 
использовании только их корреля-
ционных моментов);
 имеются и другие недостатки 
[6]. 
Главной причиной всех этих 
недостатков является попытка при-
менения вероятностных методов к 
решению разовых вероятностных 
задач, повторения которых реаль-
но может и не быть. Эта причина 
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заключается в том, что вероятнос-
тные закономерности проявляются 
при большом числе повторяющихся 
однотипных ситуаций. Например, 
при небольшом числе бросаний не-
симметричного игрального кубика 
не удается точно определить веро-
ятности выпадения различных чи-
сел (понятно, что это вообще невоз-
можно при реализации всего одного 
бросания). В теории вероятностей 
есть соответствующий закон боль-
ших чисел, согласно которому на-
блюдаемая в опытах частота появ-
ления случайного события близка к 
вероятности события при большом 
числе испытаний [6].
4. Формирование оптимальной 
игровой стратегии
В данной работе рассматри-
вается возможность устранения 
упомянутых недостатков на осно-
ве формирования оптимальной иг-
ровой стратегии в условиях, когда 
приходится принимать решения в 
большом числе различных игровых 
ситуаций. Рассуждения ориентиро-
ваны, в частности, на анализ извест-
ной задачи формирования портфеля 
ценных бумаг.
Согласно предлагаемому ал-
горитму для каждого выбранного 
значения M[R] ищется оптимальное 
значение величин x1, x2, ..., xn, при 
которых дисперсия величины R яв-
ляется минимальной. Это обеспе-
чивает минимальную вероятность 
Pr неблагоприятного события: R < 
R∂, где R∂ – выбранная неслучайная 
величина (обычно, она выбирается 
исходя из определения неблагопри-
ятного события). Чтобы избавить 
владельца средств от необходимос-
ти выбора окончательного решения 
(это либо M[R], либо Pr) из множес-
тва возможных решений обратимся 
к процедуре оценивания случайной 
величины ξ при заданной плот-
ности pξ(x) ее распределения [6,7]. 
Сущность этой процедуры состоит 
в следующем. Какое бы не было 
выбрано прогнозное значение q для 
непрерывной случайной величины, 
вероятность нулевой ошибки про-
гноза равна нулю. Поэтому вводит-
ся вес (например, стоимость) ошиб-
ки φ(ξ – q) и величина q находится 
из условия минимума среднего веса 
[ ] ( ) ( )M x q p x dxξφ φ= −∫  ошибки. 
Это условие может быть записано 
в виде 
  [ ] 0dM
dq
φ
= . (3) 
Пусть совместная плотность 
распределения величин β1, β2, ..., 
βn равна pβ(y1, y2, ..., yn).Тогда, 
как бы ни были выбраны значения 
величин x1, x2, ..., xn, закон рас-
пределения окончательного итога 
R (это функция от случайных вели-
чин β1, β2, ..., βn) будет зависеть от 
x1, x2, ..., xn как от параметров, то 
есть pR(u, x1, x2, ..., xn), где u – ар-
гумент плотности распределения. 
Учитывая, что оцениванию подле-
жит величина R, выберем в качестве 
функции веса ошибки выражение 
  ( ) ( )R K R Kφ λ− = −% , (4)
где λ – вещественное число.
Теперь среднее значение ошиб-
ки оценивания величины R, задава-
емое выражением (4) равно 
  1 2
[ ( )]
( ) ( , , ..., )R n
M R K
u K p u x x x du
φ
λ
− =
= −∫
%
. (5) 
Пользуясь свойством линейнос-
ти интеграла (5) и учитывая, что 
∫pR(u, x1, x2, ..., xn)du = 1 при любых 
значениях величин x1, x2, ..., xn, по-
лучим 
 [ ] ( [ ]) )M M R Kφ λ= −% . (6) 
где M[R] зависит от величин 
x1, x2, ..., xn как от параметров. 
На основе анализа выражения 
(6) можно заключить, что при λ > 0 
среднее значение ошибки оценива-
ния величины R следует выбирать 
максимальным. Это приведет к до-
стижению наибольшего значения 
Mm[R] величины M[R].
Поскольку справедливо равенс-
тво 
1
[ ] [ ]
n
i i
i
M R x M β
=
= ∑ , то для при-
нятия оптимального решения сле-
дует использовать только значения 
M[β1] и ограничения на перемен-
ные x1, x2, ..., xn. Если эти огра-
ничения являются линейными, то 
оптимальные значения величин 
x1, x2, ..., xn, которые и состав-
ляют цель выбора оптимального 
решения, находятся методами ли-
нейного программирования. Если 
ограничения носят нелинейный ха-
рактер, то в силу ограниченности 
области допустимых решений оп-
тимальные значения переменных 
могут находиться на границе этой 
области. В этом случае их следует 
искать методом неопределенных 
множителей Лагранжа.
5. Заключение
Уместно заметить, что подходы, 
связанные с выбором оптимальной 
стратегии игры, применяются, на-
пример, при реализации матричных 
игр, когда формируется оптималь-
ная смешанная стратегия. Сущ-
ность ее состоит в выборе чистых 
стратегий с определенными вероят-
ностями. Понятно, что реализация 
любой смешанной стратегии, в том 
числе и оптимальной, предполагает 
большое число туров игры.
Поиск оптимального решения 
может быть значительно более тру-
доемким, если функция веса оши-
бок имеет более сложный вид по 
сравнению с выражением (4). Одна-
ко, введение другого вида функции 
веса ошибок требует дополнитель-
ного обоснования. Выражение (4) 
имеет простой смысл: на сколько 
рублей ошибся при прогнозе, столь-
ко рублей и заплати (или получи), а 
коэффициент λ можно трактовать, 
например, как переводной от одних 
денежных единиц к другим. 
Следует отметить, что откло-
нение от оптимальной стратегии в 
процессе участия в большом числе 
игровых туров приведет к сниже-
нию суммарного итога. Причиной 
такого отклонения может являться 
использование ограничений на до-
пустимое значение величины рис-
ка – Var (если придется применять 
условие M[R] < Mm[R]). Это не поз-
волит в полной мере реализовывать 
оптимальную игровую стратегию 
и является неоправданным при 
участии в большом числе различ-
ных игровых туров [8,9]. Поэтому 
использование этого ограничения 
можно рассматривать как волевое 
административное решение, кото-
рое направлено на защиту владель-
ца средств при его участии в единс-
твенном туре игры (когда, вообще 
говоря, вероятностные методы при-
менять нет оснований). 
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