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Abstract 
Influencing Emotions: How Brain Development and Social Factors Shape Affective Responses 
Rebecca E. Martin 
 
Emotion is difficult to define, quantify, and measure yet it pervades almost all aspects of an individual’s 
life, from one’s internal motivations and feelings, to his or her external responses and decisions. This 
body of work tackles three major components contributing to the experience of emotion – development, 
social influences, and the underlying role of the brain. These three components shape emotion in a 
fundamental and intertwining way, and methods like brain imaging can provide new insights into how 
emotion changes and is expressed throughout one’s life. Study 1 showed that reactivity and regulation of 
craving changes with age and are supported by frontoparietal cortical maturation. Study 2 showed that 
the value estimations of food change across development and can be heavily influenced by social factors. 
Study 3 replicated the social influence effects observed in Study 2 and revealed the neural mechanisms 
contributing to this phenomenon. Additionally, this study used a broader range of stimuli including 
negative, neutral, and positive images, in order to expand the generalizability of the findings. Taken 
together this work uncovers neural, developmental, and social influences that shape how individuals 
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Chapter 1: Introduction 
Emotions, though generated individually, can be heavily shaped by the people with whom we 
surround ourselves. The stage of life we are in also profoundly influences how we react in emotional 
situations. We learn to manage our emotions as we develop, and research in developmental cognitive 
neuroscience has demonstrated that this ability tracks with the maturity of neural systems associated with 
emotion regulation (Martin & Ochsner, 2016). Emotion regulation is not simply an innate ability, however, 
it is influenced by the people in one’s environment, most notably caregivers, friends, and the people 
within one’s various social networks (Reeck, Ames, & Ochsner, 2015). Given the strong role 
developmental and social forces play in expression and management of emotional states, the general 
questions covered in this dissertation work are:  
1. How do emotions and our ability to manage them change with development? 
2. How do other people influence our emotional states?  
3. What are the underlying neural mechanisms supporting the influences that shape 
emotional responding?  
We examine these three questions with behavioral, longitudinal, structural and functional imaging 
methods in children, adolescents, and adults. In Study 1 we look at how affective responses to food, a 
primary reward, develops in a longitudinal sample of participants between the ages of 6 and 26. Using 
behavioral and structural brain data we show how reactivity to appetitive foods, and the ability to manage 
2 
those reactions changes with age. In Study 2 we used behavioral methods to explore how other people 
can influence an individual’s valuations of appetitive foods, and we assess whether such social influence 
effects vary between adolescents and adults. Finally, in Study 3 we build from a large body of work from 
the lab on the cognitive neuroscience of emotion regulation with new research on the neural mechanisms 













Chapter 2: Prefrontal Cortical Thickness Supports the Relationship Between Age and Regulation 
of Craving 
 
The ability to assess and stop eating when one is satiated is critical for maintaining health.  In 
contrast, the inability to regulate one’s cravings can lead to excess weight and obesity, which over time 
can contribute to health problems like heart disease, stroke, and diabetes (Flegal KM, Carroll MD, Kit BK, 
& Ogden CL, 2012). Despite being a major public health concern, with over a third of children and 
adolescents in the United States labeled as overweight or obese (Lobstein et al., 2015; Ogden et al., 
2014), few studies have examined how cravings and the ability to regulate them change across 
development. Furthermore, no studies have assessed how neural structures associated with regulation of 
craving change with age. 
Prior studies on regulation of craving and brain function across development found that craving 
was associated with greater activation in ventromedial prefrontal cortex, and ventral striatum (VS), while 
regulation of craving was associated with a network of frontoparietal regions including dorsomedial 
prefrontal cortex (dmPFC), ventrolateral PFC (vlPFC), dorsolateral PFC (dlPFC), and parietal lobe 
(Giuliani & Pfeifer, 2015; Silvers et al., 2014). Additionally, these studies showed that activation in vlPFC, 
and dlPFC was greater in older individuals, and VS activation and self-reported craving was greater in 
younger individuals. VS is a grouping of ventral basal ganglia structures associated with signaling the 
reward value of stimuli (Haber & Knutson, 2009). This region undergoes changes in volume and 
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connectivity to cortex with development (Fareri et al., 2015; Raznahan et al., 2014).  Frontoparietal 
networks are implicated in self-control more broadly, and show a protracted developmental trajectory 
relative to subcortical structures associated with appetitive and emotional responding (Casey, 2015). 
While it is known that PFC undergoes dramatic structural changes across development (Gogtay et al., 
2004; Lenroot & Giedd, 2006), the effects of these developmental changes on appetitive reactivity and 
regulation remain to be discovered. 
In a cross-lagged, longitudinal design, we sought to figure out (1) how craving and its regulation 
change with age, (2) if regulation of craving employs similar brain systems to other forms of cognitive 
regulation, and (3) the developmental 
trajectory of brain regions associated with 
regulation of craving. To address these 
questions, participants ages 6-26 were 
scanned at two time points and completed a 
food regulation task where they rated how 
much they wanted to eat a series of 
appetizing unhealthy foods. We tested 
whether age predicts changes in craving for those foods, the ability to regulate those cravings, and the 
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Figure 2.1. Age and duration of scan interval for each 
participant. Each row represents a participant, each dot 
represents their age at time of scan, and each line represents 





Fifty-three healthy individuals ages 6-23 participated in the initial experiment (mean age=15.08, 
SD=4.95, 32 Female) and returned approximately two years later for retesting (Figure 2.1). Four 
participants were excluded due to excess head motion in scanner or for not completing the task, leaving 
us with a total of 49. Participants were recruited from the New York City metropolitan area and were 
prescreened for psychiatric, developmental, and eating disorders prior to participating in the experiment. 
The Columbia University Institutional Review Board approved the study, and all participants gave 
informed consent. 
 
Figure 2.2. Trial structure for the Regulation of Craving task. 1. On each trial a cue indicated which 
strategy participants should use when viewing the food stimulus. 2. Participants view the stimulus. 3. 
Participants rate their craving for the food. Close cues indicate reactivity trials, and Far cues indicate 
regulation trials.  
6 
Task 
 Participants completed a regulation of craving task that included 40 trials of appetitive high-
energy dense foods (Figure 2.2). Food stimuli were downloaded from public online sources, and pilot 
testing on another sample of children, adolescents, and adults indicated that all foods were highly 
desirable. Care was taken to ensure a variety of foods were represented with an equivalent 
representation of both sweet and salty foods.  
 Each trial began with a cue word (Close or Far) shown for 2 seconds. Close cues assessed 
baseline appetitive reactivity to the food cue, or craving. Far cues assessed regulation of craving. For 
Close cues participants were told to imagine the food being directly in front of them and were instructed to 
think about the appetitive features of the food including how it might smell and taste. For Far cues 
participants were told to imagine the food was farther away and were instructed to think about the 
perceptual features of the food, such as the color or shape. Following the cue, participants viewed the 
food picture for eight seconds, and after a jittered fixation period of approximately three seconds, 
participants rated on a five point scale via a button press, how much they wanted to eat the foods. Prior to 
doing this task in the scanner, participants were trained on the strategies they were to use in the task and 
they completed a short practice version of the task in order to become comfortable with using the 
strategies.  
7 
 Twenty trials were assigned to the reactivity (Close) condition and 20 trials were assigned to the 
regulation condition (Far). Assignment of pictures was counterbalanced across participants.  
Body Mass Index 
After scanning, participants took height and weight measurements and we calculated BMI for all 
participants using the Center for Disease Control’s BMI-for-age growth chart (Kuczmarski et al., 2002). 
BMI percentile is considered a more accurate measure of body composition in children than BMI (Mei et 
al., 2002), and is only published for individuals under the age of 20, so for continuous assessments of 
BMI percentile we excluded the 10 adult participants over 20. To compare BMI across all participants, we 
assigned each participant to a weight status category as provided by the CDC (underweight, normal 
weight, overweight, obese) for both BMI percentile, and BMI. Categories were assigned to >20 year old 
participants using the BMI scale, and >20 year old participants using the BMI percentile scale. Because 
only six participants were underweight and eight obese across both time periods, we grouped 
underweight and healthy participants together, and overweight and obese participants together. 
Behavioral data acquisition  
 Stimuli were presented using E-Prime 1.0 Stimuli were presented using E-Prime 1.0 (Psychology 
Software Tools, Inc., http://www.pstnet.). Participants viewed images by looking at a mirror located above 
the head coil that reflected a projector located just outside the scanner bore.  
Imaging data acquisition 
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 Structural images were acquired on a 3T Siemens Magnetom Trio scanner using a high 
resolution T1-weighted MPRAGE sequence with a repetition time of 2,170ms, an echo time of 4.33ms, 
and 120 1.5mm slices.  
MRI Preprocessing  
 MPRAGE scans were reconstructed using Freesurfer v5.3.0 (Fischl et al., 2002, 2004). Images 
were then processed through Freesurfer’s longitudinal processing stream (Reuter, Rosas, & Fischl, 2010; 
Reuter, Schmansky, Rosas, & Fischl, 2012). Both processing streams are described in detail in the above 
citations. After each reconstruction, data were visually assessed by two trained inspectors and minor 
edits were made as needed. We excluded scans with movement-based artifacts and bad reconstructions 
(Ducharme et al., 2016).  The volume-based longitudinal stream was used to calculate grey matter 
volume and cross-sectional stream estimated intracranial volume (ICV; Mills et al., 2016). The surface-
based longitudinal stream was used to calculate grey matter cortical thickness, which is the distance 
between white matter and the pial surface.  
Statistical Analyses 
 We used the R statistical software language to run multilevel regression models nested by 
participant assessing contributions of age to behavioral changes within and between participants (Bates, 
Mächler, Bolker, & Walker, 2014, p. 4; R Core Team, 2014).  
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 Vertex-based whole-brain surface analyses were conducted in Freesurfer 5.3 using the 
longitudinal two-step procedure in mri_glmfit. Surfaces were resampled to a common space (fsaverage) 
and smoothed with a 15-mm full-width half maximum kernel. General linear models were used to test the 
relationship between cortical thickness, craving, regulation, and age. Whole-brain analyses were 
corrected for multiple comparisons using Monte Carlo simulations with a cluster-forming threshold of p 
<.0001, and cluster-wise p=.05 (Hagler, Saygin, & Sereno, 2006). We controlled for gender in these 
analyses because we had greater representation of females in our sample, and because of observed 
differences in thickness and maturational timing between males and females across development (Giedd 
& Rapoport, 2010; Goddings et al., 2014; Mutlu et al., 2013). 
 In addition to the whole-brain vertex-wise analysis, in order to better characterize the 
contributions of age and thickness to behavior, we used a multilevel LASSO (least absolute shrinkage 
and selection operator) regression procedure to provide estimates of predictive accuracy and identify 
which regions were most important in predicting regulation success (Schelldorfer, Bühlmann, & De Geer, 
2011; Tibshirani, 1996).  A LASSO uses an l1 penalty to reduce multicollinearity among predictors, 
prevent overfitting, and perform variable selection by shrinking the coefficients toward zero, thus 
increasing model stability, and improving predictive accuracy. We fit a series of LASSO regressions with 
40 different values for the regularization parameter, lambda, which controls the size of the penalty term. 
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We determined the optimal model by selecting the lambda that produced the lowest Akaike Information 
Criterion (AIC).  
We extracted thickness estimates from regions of interest (ROIs) in the Desikan-Killiany-Tourville 
(DKT) atlas, an automated, anatomically-derived parcellation of 31 ROIs per hemisphere (Desikan et al., 
2006; Klein & Tourville, 2012) in order to reduce dimensionality down from 300,000 vertices per 
hemisphere, and also to maintain independence from the clusters derived from vertex-based results (Vul, 
Harris, Winkielman, & Pashler, 2009). Predictors included 24 DKT atlas based ROIs associated with 
clusters reported in the whole brain GLM of age predicting thickness (Appendix A, Supplementary Figure 
1 and Supplementary Table 2), and regulation and thickness GLMs (Appendix A, Supplementary Table 
1). These included 15 ROIs associated with changes in thickness with age, six ROIs associated with 
changes in thickness with regulation, and three ROIs that overlapped in both age and regulation contrasts 
(left vlPFC, left dmPFC, and left postcentral gyrus). Age, gender, and BMI group were included as 
covariates and the response variable was the average self-reported regulation score per participant per 
phase.  
 Finally, we conducted a multilevel regression analysis assessing the role of ventral striatum 
volumes in craving and regulation. VS volumes were standardized for ease of interpretation. Models with 
and without intracranial volume (ICV), whole brain volume (WBV), and gender are reported in the 
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Supplement in Appendix A (for discussion on using brain volume proportions or covariates see Mills et al., 
2016 and Tamnes et al., 2017).  
Results 
Behavioral Results 
  We found that self-reported craving decreased across age b = -.04, se = .01, t(47) = -2.75, p = 
.007. Regulation of craving also decreased across age, b = -.09, se = .01, t(47) = -5.48, p = 1.08 x 10-6. 
Both models demonstrated linear decreases in reactivity and increase in regulation with age, and 
quadratic and cubic 
age terms did not 
improve model fit. We 
found a main effect of 
condition such that 
participants reported 
less craving in the 
regulation condition 
compared to the reactivity condition b = -.75, se = .09, t(47) = -7.65, p = 7.39 x 10-10. This difference was 
magnified with age such that older individuals reported lower cravings in the regulation condition 
compared to children b = -.04 , se = .01, t(46) = -2.56, p = .01 (Figure 2.3).  
Reactivity Regulation















Figure 2.3. Behavioral results for Regulation of Craving task. Each line joined by two 
dots represents one participant and their age at time of each scan. Lower ratings = 
lower craving. Regression line represents fixed effects estimate and grey band 




Rate of change from time 1 to 
time 2 did not differ as a 
function of age (Figure 2.4), 
suggesting that decreases in 
craving, and improvements in 
regulation ability changed at a 
steady rate: age at T1 
predicting annualized 
change in reactivity b = .007, se = .01, t(47) = .70, p = .48, age at T1 predicting annualized change in 
regulation b = -.01 , se = .01, t(47) = -.83, p = .40. BMI Group was not related to self-reported craving, 
though overweight individuals trended toward having lower craving ratings, reactivity: b =- .20, se = .15, 
t(47) =-1.35, p = .17. 
Reactivity Regulation




















Figure 2.4. Annualized change in reactivity and regulation by age at time 1. Rate of 
change in behavior did not significantly vary by age.  
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Imaging Results  
 Better regulation of cravings was associated with cortical thinning in the rostral anterior cingulate 
(rACC), dmPFC, dlPFC, vlPFC, inferior parietal lobe, and postcentral gyrus (Figure 2.5; Appendix A, 
Supplemental Figure 2). When including age as a covariate to assess whether thickness-regulation 
associations were age-dependent or age-independent, no clusters remained significant at the whole-brain 
level. All clusters extracted from the Regulation of Craving contrast were highly correlated with age (min r 
Figure 2.5. Main effect of regulation of craving on cortical thinning. Brain images 
show clusters where improved regulation ability was associated with greater 
thinning. Gender was included as a nuisance regressor. Results were corrected 
for multiple comparisons by simulation-based clusterwise correction. Cluster 
statistics shown in Supplemental Table 1. 
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= -.46, p=1.27 x 10-6, max r = -.68, p=1.99 x 10-14, Figure 2.6). Self-reported craving was not associated 
with cortical thinning.  
 Similar to the whole brain 
analysis, in the ROI analysis, the 
best fit model in predicting 
regulation success as 
determined by the LASSO 
included age, gender, right 
dmPFC, right vlPFC, left 
rACC, right superior parietal 
and right lateral occipital 
thickness, null model AIC: 253.24, age only model AIC: 235.82, age + brain model AIC 228.39 (Figure 
2.7). Changes in thinning in these ROIs with age took place at slightly varying rates across age with 
superior parietal and lateral occipital regions maturing in later adolescence compared to prefrontal 
regions, which reached maturation later in early adulthood (Appendix A, Supplementary Fig. 3). BMI 
Group was not associated with cortical thinning in the vertex-wise analysis, nor did it improve model fit in 
the LASSO-based ROI analysis.  
rACC vlPFC
dlPFC dmPFC
























Figure 2.6. Changes in thinning in regulation of craving clusters across 
age. Regression line represents fixed effects estimate and grey band 
represents the 95% confidence interval. Clusters shown are largest 
non-repeating clusters found in contrast (2 per hemisphere) and are left 




Bilateral raw VS volumes were modestly associated with age such that older individuals had 
smaller VS volumes, Left: b = -.04, se = .02, t(47) = -2.24, p = .02, Right b = -.04 , se = .02, t(47) = -2.04, 
p = .04. VS volumes did not correlate with craving or regulation of craving (Figure2.8). Finally, we found 
that regardless of age overweight and obese individuals had smaller VS volumes compared to healthy 
and underweight individuals, Left: b = -.37, se = .13, t(46) = -2.78, p = .01, Right: b = -.23, se = .11, t(46) 
= -1.97, p = .05. In the sample of individuals with complete BMI percentile scores (n=27), we found that 
Figure 2.7. Results of models predictive of greater regulation of craving. A. Model comparison metrics for 
null, age only, age and gender only, and age + gender + brain models. Lower AIC values indicate a better 
fit. Age + Gender + Brain model was best predictor of regulation success. B. Age + Gender + Brain model 
coefficients with lines representing standard error of the mean. Better regulation of craving was associated 
with thinning in left dmPFC, right vlPFC, and left rACC younger individuals had higher craving ratings in 
the regulation condition. In contrast to the prefrontal regions, thicker cortex in right superior parietal and 
right lateral occipital cortex ROIs were related to lower craving ratings.  
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heavier individuals with smaller VS volumes were more likely to gain weight from time 1 to time 2 
compared to leaner individuals, Left: b = -.14, se = .08, t(22) = -1.71, p = .1, Right: b = -.22, se = .05, t(22) 
= -3.85, p = .0008.  
Discussion 
This study showed how changes in brain structure throughout development influences one’s 
cravings for foods and the ability to regulate those cravings. First, we found that across age, cravings 
decreased at a steady rate, and the ability to regulate those cravings improved at an even steeper rate 
with age. Next we found that improved regulation of craving was associated with late maturing lateral and 
medial prefrontal cortex thinning. Finally we found that holding age constant, lower VS volume was 
Figure 2.8. Relationship between ventral striatum volumes, age, and BMI group. A. Left (LH) and right (RH) 
VS volumes showed linear decreases with age. B. Left and right VS volumes were smaller in overweight and 
obese individuals in both Time 1 and Time 2. Regression lines represent fixed effects estimate and grey bands 
represent the 95% confidence interval.  
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associated with higher BMI.  These findings have implications for basic and translational research on 
obesity as well as reward processing and its regulation across development.  
While this is the first study on longitudinal changes in brain structures associated with regulation 
of craving across development, these findings converge with cross-sectional fMRI research on craving 
and its regulation in both developmental and adult samples (Giuliani, Mann, Tomiyama, & Berkman, 
2014; Giuliani & Pfeifer, 2015; Silvers et al., 2014). Craving decreased linearly with age, suggesting that 
age may be associated with a shift in valuations of primary rewards. Additionally, and to a greater extent, 
regulation of craving also improved with age. While the before mentioned prior studies did not find this 
regulation effect, this study’s findings replicate prior work on improvements in reappraisal success over 
emotion with age (McRae et al., 2012; Silvers et al., 2012, 2016). Differences may be attributed to the fact 
that this study is longitudinal and had two time points per participant rather than one, and it used a 
multilevel model framework which allowed us to pool estimates of both within and between changes in 
individuals across age. 
Regulation of craving was associated with cortical thinning in lateral and medial prefrontal regions 
associated with emotion regulation and cognitive control (Buhle et al., 2013; Crone & Steinbeis, 2017).  
These regions were highly correlated with age suggesting that associations between thinning and 
regulation are largely age-dependent. This finding is supported by prior work on brain structure changes 
across age and it’s relationship to other cognitive control mechanisms such as inhibitory control, and 
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working memory (Kharitonova, Martin, Gabrieli, & Sheridan, 2013; Tamnes et al., 2013). The LASSO-
based ROI analysis confirmed these findings by showing the best-fit model in predicting when individuals 
would regulate craving. In addition to age and gender, this model included three of the four prefrontal 
regions found in the vertex-wise analysis including dmPFC, vlPFC, and rACC. The fourth large cluster 
found in the glm, dlPFC, was not included in the model, however, when adding it back in, it did not 
significantly change AIC values. This suggests that dlPFC contributed relatively comparably to the other 
regions but was shrunk toward zero because it performed slightly less well and provided repetitive 
information. Interestingly superior parietal lobe and lateral occipital cortex were also included in the best 
fit model but showed an opposite pattern – in these regions cortical thickness was associated with better 
regulation of craving rather than cortical thinning, a pattern observed in other studies of cognitive 
performance (Grant et al., 2013; Mackey et al., 2015; Peters, Van Duijvenvoorde, Koolschijn, & Crone, 
2016). This is likely because these two regions reach maturity earlier in adolescence relative to prefrontal 
regions which mature later in early adulthood (Gogtay et al., 2004), though discrepancies remain to be 
resolved regarding whether thinning or thickening of cortex in developmental samples are better of worse 
predictors of cognitive performance (Walhovd, Fjell, Giedd, Dale, & Brown, 2017) 
Additionally, we found that bilateral VS volume was associated with age and individual 
differences in BMI. Older age was associated with smaller bilateral VS volume which is consistent with 
prior studies of subcortical volume changes (Østby et al., 2009; Raznahan et al., 2014). Heavier 
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individuals had smaller VS volumes on average, which is consistent with prior literature on brain structure 
and BMI in children and adults (Brain Development Cooperative Group, 2012; Marqués-Iturria et al., 
2013; Raji et al., 2010).  We also found in a subset of individuals that heavier individuals at time 1 with 
smaller VS volumes were more likely to increase in weight at time 2. This suggests that low VS volumes 
may be a neural vulnerability for weight gain later on, though, future work would need to replicate this 
finding with larger samples, and the causal pattern of BMI and low VS volume would need to be 
established. We did not find an association between VS volume and craving or regulation of craving. Lack 
of an association between BMI and self-reported craving and regulation underscore the limitations of this 
picture-based lab experiment, and suggest a need of future studies to examine links between real-time 
food consumption (e.g. an ad libitum task, or food-based imaging paradigm, see Galván & McGlennen, 
2012) and neural structural properties.  
Learning how to manage cravings for food is fundamental for maintaining health and keeping 
preventable diseases like heart disease and type 2 diabetes at bay. This study showed that craving for 
high sugar and fattening foods decreases with age, as does the ability to regulate those cravings.  These 
behaviors are supported by the maturation of frontoparietal systems implicated in cognitive control more 
generally, and subcortical structures associated with reward processing. Future studies testing brain 
structure and volume before and after a food regulation intervention could further elucidate how brain and 
behavior change influence each other in the adaptation of more adaptive eating habits. Reappraisal is 
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one such intervention approach since it can be easily learned and applied at all ages. With such a large 
proportion of the population being overweight or obese, understanding the underlying neural structures 




Chapter 3: Social Influence Shifts Valuation of Appetitive Cues in Early Adolescence and 
Adulthood 
For better or worse, the opinions of other people shape our beliefs and actions.  This 
phenomenon – known as social influence – has been heavily documented in social and evolutionary 
psychology, behavioral economics, cultural anthropology, sociology, and more recently, social 
neuroscience.  Studies have shown, for example, that social influence, including knowledge of social 
norms, can change a variety of behaviors, ranging from basic perceptual judgments (Asch, 1952) to more 
complex attitudes and moral beliefs (Borsari & Carey, 2003). Importantly, social influence can have 
important consequences for our physical health.  Indeed, work in applied psychology has shown that 
social norms can influence a wide variety of health-related behaviors from decreasing heavy drinking, 
smoking and drug use to increasing safe sex practices (Hansen & Graham, 1991; Perkins, Linkenbach, 
Lewis, & Neighbors, 2010; Sheeran & Taylor, 1999).  
Social influence may be especially salient during adolescence, a time period characterized by 
increased sensitivity to social information (Blakemore & Mills, 2014; Chein, Albert, O’Brien, Uckert, & 
Steinberg, 2011; Nelson, Leibenluft, McClure, & Pine, 2005).  Adolescents are believed to be more likely 
to take risky actions as a result of social influence, particularly by their peers (Gardner & Steinberg, 
2005), including smoking, drinking, drug use, unprotected sex, and reckless driving (Chein et al., 2011; 
David, Catalano, & Miller, 1992; Krosnick & Judd, 1982; Mizuno, Seals, Kennedy, & Myllyluoma, 2000; 
Steinberg, 2011).  This heightened propensity to engage in risky behaviors in conjunction with social 
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influence also has been observed in animal models.  For instance, adolescent rats are more likely to 
consume alcohol and nicotine in the presence of peers relative to adults (Logue, Chein, Gould, Holliday, 
& Steinberg, 2014; Thiel, Sanabria, & Neisewander, 2009).  
While it is known that social influence may lead teens to make riskier choices, one area that has 
been less explored – yet is a significant public health concern – is how knowledge of others’ food 
attitudes may shape our own eating choices.  At its most basic level, food is a primary reward that is 
critical for survival (Schultz, 2000a); and habits and practices surrounding eating and food choices are 
heavily mediated by social and cultural norms (Robinson, Thomas, Aveyard, & Higgs, 2014).  As with 
other reward-inducing behaviors, eating is prone to abuse and dysregulation.  One third of children and 
adolescents are overweight or obese, which carries heavy health costs (Lobstein et al., 2015; Ogden CL, 
Carroll MD, Kit BK, & Flegal KM, 2012). Obesity contributes to heart disease – the leading cause of death 
in the United States - as well as diabetes and certain types of cancers (National Institutes of Health, 
1998). Additionally, eating disorders and changes in body image most often emerge during adolescence 
(Ackard & Peterson, 2001; Fairburn & Harrison, 2003). 
Despite these facts, little work has focused on how peer influence impacts responses to 
appetitive foods in adolescence.  While some survey-based and field research is consistent with the idea 
that social factors, including one’s community and social network contribute to obesity (de la Haye, 
Robins, Mohr, & Wilson, 2010; Valente, Fujimoto, Chou, & Spruijt-Metz, 2009), to our knowledge, no 
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experimental studies have directly examined the effects of peer influence on adolescents’ food 
preferences in comparison with adults.  
Here, we used a variant of an established paradigm to ask how social norms influence food 
valuation in young adolescents and young adults. Two questions were of primary interest.  The first was 
whether young adults and adolescents differ in their baseline valuations of food.  Establishing baselines 
for food preferences as a function of age is a necessary precursor to addressing the second question, 
which was whether and how social influence affects food valuations. This is because differences in the 
average level of desire for foods – or the amount of variability or instability of these desires – could 
potentially mask age-related differences in social influence.  Turning to the second question, emerging 
work suggests that social influence can impact food preferences in adults (Croker, Whitaker, Cooke, & 
Wardle, 2009; Nook & Zaki, 2015), although little is known about adolescent susceptibility to such 
influence.  As such, our aim was to assess how social influence shapes responses to primary appetitive 
food cues in adolescents, and compare how their responses might compare to those of adults.  Finally, a 
third question of secondary interest was whether there would be individual difference factors, such as 
gender or body mass index (BMI), that would cross-cut answers to the first two questions such that some 




We tested 94 participants, 47 young adults ages 18-22 (23 female, M=20.98, SD=1.58) and 47 
young adolescents ages 10-14 (24 female, M=12.38, SD=1.40) recruited from the New York City 
metropolitan area.  These two age groups were chosen based on previous work suggesting that 
conformity behaviors may peak in the late childhood to early adolescent period and that resistance to 
peer influence is lowest in children starting at age 10, and increases linearly until adulthood (Costanzo & 
Shaw, 1966; Steinberg & Monahan, 2007). The Columbia University Institutional Review Board approved 
the study.  All participants gave informed consent. Participants were screened for psychiatric, 
developmental, and eating disorders prior to participating in the experiment.  Five additional participants 
were excluded: three for not following the instructions correctly, and two because of task interruptions 
related to computer malfunctions.  
Stimuli 
Food stimuli were collected and normed from prior studies on food craving (Kober et al., 2010; 
Silvers et al., 2014) as well as from public online sources. Care was taken to ensure that the images were 
selected to be palatable, to depict a variety of foods, both savory and sweet, and to span the spectrum of 
energy density and healthiness (e.g. from fruit and salads to desserts and fried foods).  
Procedure 
Social Influence Task. Participants were told they were taking part in a study on food preference 
and that a sample of approximately 100 people in their respective age group had rated a set of food 
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pictures.  Participants were then told that they would rate their preferences for the same foods, and in 
most cases would be shown the average rating made by the participants who had already completed the 
study.   
For each trial, participants viewed a food image and then were asked to rate their food preference 
using a 7-point scale (1 = not at all, 7 = a lot). The participant’s rating was highlighted by a green square.  
Figure 3.1. Trial Structure for social influence task.  On each trial participants rated how much they 
wanted to eat the pictured food on a seven point Likert scale.  Their rating was shown to them in green 
and shortly after making their response, they saw the peer rating for that trial in red.  Thirty minutes later, 
participants rerated the images in order to assess the effects of the prior peer ratings.  Participants 
completed 90-180 trials for each phase. 
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Participants then saw the average group rating for that food, highlighted by a red square.  They also saw 
a number indicating the difference between their rating and the group rating (See Figure 3.1).  
Group ratings were generated by a pseudorandom adaptive algorithm that assigned each trial to 
one of four peer response conditions based on initial ratings: Peers Want More, Peers Want Less, Peers 
Agree, and the control condition in which no feedback was given (“No Feedback”). Approximately 25% of 
the trials were assigned to each peer condition. In the Peers Want More and Peers Want Less trials, peer 
responses could either be one, two or three points above or below participant ratings. After rating the 
complete set of images, participants took a 30-minute break.  They then re-rated the same images a 
second time, this time without seeing peer ratings.  These procedures are modeled after prior studies 
using similar methods of social influence on preferences for other types of stimuli in adults (Klucharev, 
Hytönen, Rijpkema, Smidts, & Fernández, 2009a; Zaki, Schirmer, & Mitchell, 2011a).  
Individual Difference Measures. We collected a variety of assessments on a subset of the 
sample measuring potential factors we thought might affect participants’ responses to peer influence. 
These measures covered three main domains: general individual differences, social behaviors, and 
health behaviors. General individual difference measures included gender and age, as well as standard 
assessments of mental health including depression and anxiety. Social measures included Resistance to 
Peer Influence, Rejection Sensitivity, and other assessments of aspects of social desirability. Food-
related measures included hunger levels at time of test and time participants last ate, as well as body 
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mass index, and assessments of body image and healthy and disordered eating.  See Appendix B 
Supplement for descriptions and citations of measures.  
Analysis 
We used the R statistical software language 
(R Core Team, 2014), and in particular, its lme4 
(Bates, Maechler, Bolker, & Walker, 2014) and 
lmerTest (Kuznetsova, Brockhoff, & Christensen, 
2013) packages, to model the effects of peer influence 
on food preference within age groups. Using lme4, we 
estimated multilevel models that allowed for subject-
specific random intercepts and peer influence slopes. 
Using lmerTest, we calculated Kenward-Roger degrees 
of freedom for t tests.  To account for potential effects of 
regression to the mean, we used initial ratings as a 
covariate in our models testing social influence (Yu & Chen, 2015). Additionally, we conducted secondary 
exploratory analyses (described in Appendix B Supplement) to test individual differences that might 
impact the likelihood of being socially influenced (e.g. gender, hunger level, question type, age, body 
weight, and dieting status).  
Figure 3.2. Multikernal density estimate of 
distribution of initial ratings.  X-axis represents 
initial ratings (1-7), y-axis represents the proportion 
of trials given a particular rating. Young 
adolescents depicted in lighter shade and young 
adults in darker shade. Young adults had higher 
overall initial ratings of foods whereas young 





Age-related Differences in Baseline Food Preferences 
Young adolescent participants showed different patterns than young adults in their initial food 
preferences, the distribution of their ratings, and the stability of those preferences across phases.  
Average Levels of Preference for Foods.  Young adolescents and young adults demonstrated 
different baseline patterns of food valuations (Figure 3.2).  
Age group was a significant predictor of initial ratings, with 
young adolescents reporting lower levels of craving as 
compared to young adults, b = -.60, se = .19, t(92) = -
3.09, p = .003 (mean initial ratings: young adolescents 
4.28(1.02), young adults 4.87(.85))  
 
Distribution of Food Preferences.  We found 
that the distribution of food valuations differed between 
age groups: two-sample Kolmogorov-Smirnov test, 
D= .13, p < .001. Additionally, young adolescents 
rated a higher proportion of foods on the negative 






































Figure 3.3. Overall change in ratings across all 
peer conditions (i.e. absolute value of the change 
score).  Young adolescents demonstrated greater 
volatility across all peer response types in that they 
changed their ratings more than adults on average, 
and demonstrated greater variability. Error bars 
represent standard error of the mean.  
 
29 
(percentage of negative ratings: young adolescents 39%, young adults 25%), t(92) = 3.53, p = .0006, d = 
.73). Conversely, young adults showed a stronger positive skew and rated a larger proportion of foods on 
the positive end of the scale (percent positive ratings: young adolescents 50%, young adults 62%), 
t(91.99) = 2.88, p = .005, d = .59.  
 Stability of Baseline 
Food Preferences. In 
assessing the overall stability 
of valuations over time, we 
measured how age group 
predicted absolute change in 
ratings. We found young 
adolescents demonstrated 
more volatility in general, 
and changed their ratings to 
a greater degree than young 
adults across all peer 
response conditions (Fig. 

























Figure 3.4. The effect of social influence on food preference. Adjusted change in 
rating from Phase 1 to Phase 2 (i.e. residualized change score when controlling 
for Phase 1 ratings).  Young adolescents depicted in lighter shade and young 
adults in darker shade. Both young adolescents and adults changed their ratings 
in the direction of the peer ratings when peers wanted to eat foods more or less; 
NoFb= no peer rating, Agree = peer rating and participant ratings matched, More 
= peers rated foods higher, Less = peers rated foods lower.   
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Social Influence on Food Preferences 
Overall we found a conformity effect in both age groups such that when peers preferred foods 
more or less, participants changed their ratings in the direction of the peer ratings (Fig. 3.4), young 
adolescents: b = .14, se = .03, t(50.23) = 4.20, p =.001, young adults: b = .16, se = .02, t(41.69) = 7.51, p 
< .001.  We did not find a significant interaction with age group suggesting that neither group was more 
likely to conform than the other, b = -.009, se = .03, t(91.71) = -.265, p =.80.   
Interaction with Individual Difference Factors. Individual difference factors did not strongly 
account for differences in susceptibility to social influence between subjects. First, a full regression model 
including all measured individual differences (i.e. gender, age, depression, anxiety, resistance to peer 
influence, rejection sensitivity, social desirability, hunger level, time participants last ate, body mass index, 
body image and healthy and disordered eating habits) as covariates did not reduce the degree to which 
social influence changed ratings, b = .15, se = .06, t(85.36) = 2.40, p =.01.  Second, we looked at each 
individual difference measure separately and assessed how they related to one’s likelihood of conforming 
during the task. At an alpha level of .05, we found that for young adolescents, higher anxiety correlated 
with greater conformity, r(64) = .30, p = .01; however, no results from this exploratory analysis survived 





The study began with the question of how social influence shapes appetitive desires in young 
adolescents and young adults.  To address it, both groups of participants first expressed their preferences 
for a set of food stimuli, received feedback on normative peer preferences for them, and later re-
expressed their own preferences.  Three key findings were obtained.  First, analysis of the initial baseline 
(i.e. pre-influence), ratings demonstrated that young adolescents had stronger negative initial opinions 
about more foods.  Young adults had more positive initial ratings of more foods as demonstrated by their 
left-skewed distribution of ratings toward the positive end of the scale.  Second, adolescents changed 
their food ratings more across all conditions, irrespective of whether they were socially influenced.  Third, 
comparing initial ratings to post-influence ratings showed that exposure to group norms changed reported 
food preference in both age groups to a similar extent. Finally, we found that social influence effects were 
robust to individual differences including gender and other variables related to social processing and 
health behaviors. These data have significant implications for basic research on adolescent appetitive 
reactivity and social behavior as well as for translational research on improving health behaviors.   
First, with respect to age-related differences in baseline food valuation, there could be at least 
three factors at play.  First, young adults may have wanted to eat more foods by virtue of the fact that 
they may have had more exposure to the foods over time because of their age (Ventura & Worobey, 
2013). Future work could assess how familiarity and experience with food interacts with one’s ability to be 
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influenced by others’ food preferences across different developmental time points. Second, young 
adolescents may have more sensitive palates and may generally prefer the tastes of fewer foods (Birch, 
1999). Finally, differences in initial ratings may be a more general phenomenon of younger individuals 
having a negative response bias compared to adults as a function of their cognitive maturity. This theory, 
however, has been tested mainly in children and may not be as applicable to young adolescents 
(Chambers & Johnston, 2002; Marsh, 1986).  
Second, with respect to the finding that young adolescents were more likely to change their 
ratings in all conditions, the fact that this effect was not specific to the social influence conditions suggests 
young adolescents’ food valuations are less stable than adult food preferences, even if they aren’t more 
susceptible to peer influence. While young adolescents started out with more extreme ratings in both the 
positive and negative direction, their rate of change was also greater than the young adults.  This 
instability has been described in research on adolescent preferences more generally (Campbell, 1961) 
and also specifically with food preferences (Nu, MacLeod, & Barthelemy, 1996; von Post-Skagegård et 
al., 2002).  As noted above, this could be because young adolescents have had less experience with the 
foods presented, and thus have less stable opinions about the foods compared to adults. This begs the 
question of whether future studies could further tease apart the effects of social influence and food 
preference stability by examining social influence across different types of stimuli – including some that 
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are equivalently or even more familiar to adolescents than adults, such as popular music – or across a 
broader age range, spanning continuously from children to older adults.  
Third, with respect to susceptibility to social influence, we found that the effects of social influence 
on appetitive valuations were robust in both young adolescents and young adults across a wide range of 
food types both healthy and unhealthy. This finding replicates prior work in adults using similar 
experimental manipulations (Klucharev, Hytönen, Rijpkema, Smidts, & Fernández, 2009b; Nook & Zaki, 
2015; Zaki et al., 2011a) and extends this work by demonstrating that young adolescent populations are 
also similarly affected by such influence. This finding also supports a host of studies that have found an 
effect of social influence on food preferences (Neumark-Sztainer, Story, Perry, & Casey, 1999; Robinson, 
Blissett, & Higgs, 2013).  However, our study is unique in that rather than being survey or focus group 
based, we assessed real-time behavior in the lab, and directly compared young adolescents to young 
adults rather than studying just one group or the other. 
Notably, the equivalence of social influence effects in young adolescents and young adults 
contrasts with the theory that adolescence may be a period of increased sensitivity to social influence.  
The present finding of no age-related differences in the effects of social influence may be related to the 
stimulus type used here – food. Consider that other studies have examined responses to happy faces or 
winning money in the presence of a peer (e.g. Smith, Steinberg, Strang, & Chein, 2014; Somerville, Hare, 
& Casey, 2010), have investigated the effects of peer influence on reward learning across age (Jones et 
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al., 2014; Lourenco et al., 2015), or have examined adolescent-specific patterns of susceptibility to peer 
influence during risky decision making (Knoll, Magis-Weinberg, Speekenbrink, & Blakemore, 2015; Smith 
et al., 2014). In contrast to the secondary rewards or risky choices used in such studies, food is an 
everyday primary reward important for survival, and as such, it may be more adaptive at all age ranges to 
be sensitive to social information about food. 
Fourth, with respect to individual differences in susceptibility to social influence, we found that 
social influence effects were robust even when accounting for numerous factors.  This finding is in 
concert with a recent meta-analysis on a similar social construct - social modeling of food consumption - 
which in addition to not finding interactions with age and social modeling, also found that evidence of 
interactions with factors such as sex, hunger, weight, and eating goals were limited to inconclusive 
(Cruwys, Bevelander, & Hermans, 2015).  
Finally, the this study has implications for translational work on improving health behaviors. 
Indeed, it suggests that a social norms-based approach may be an effective strategy in improving eating 
behaviors.  This approach was successful in a study aimed at reducing bullying in middle schools 
(Perkins, Craig, & Perkins, 2011), and drinking and driving in college-aged adults (Perkins et al., 2010). 
Another study aimed at seventh graders designed to prevent drinking, marijuana and tobacco use found 
that a social norms approach was the most effective in reducing onset time and prevalence of use after a 
one year follow-up (Hansen & Graham, 1991).  Harnessing the power of social influence to improve 
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eating choices could be a strong addition to health interventions such as Michelle Obama’s “Let’s Move” 
campaign, the Coordinated Approach to Child Health program, and others.   
In sum, this study investigated how social influence shapes reactivity to appetitive food cues in 
early adolescence and adulthood.  Beyond the answers this laboratory study can provide, future studies 
in an intervention context could address how social influence impacts actual food consumption, and how 
the addition of repeated exposure of specific types of social influence may impact individuals over time.  
Overeating and obesity is currently a major public health concern.  These results highlight the effect other 
people have on one’s eating choices and underscore the potential impact of harnessing the power of 









Chapter 4: Social Influence Shapes Neural and Behavioral Reactions to Emotional Scenes 
Emotions, while generated individually, are strongly influenced by other people. Infants learn from 
their caregivers based on their emotional reactions, and caregivers model and regulate emotional 
reactions for their children. A large body of work has examined how other people shape our beliefs and 
choices (Izuma, 2013), and a separate body of work has focused on how emotions are generated and 
regulated (Ochsner et al., 2009; Ochsner, Silvers, & Buhle, 2012), however few studies have looked at 
how social influence can change potentially underlying emotional reactions.  
Classic work on social influence in social psychology such as the Asch line paradigm (Asch, 
1952, 1956), Festinger’s cognitive dissonance theory (Festinger, 1954), and Bandura’s social learning 
theory (Bandura & McClelland, 1977) have shown how other people can profoundly change the attitudes 
and behaviors of individuals. This past work is built on the idea that individuals change in order to resolve 
conflict between their opinions and those of the other person or group in their environment. More recent 
work in cognitive neuroscience has shown that a part of the dorsal medial prefrontal cortex (dmPFC), also 
referred to as the rostral cingulate zone, posterior medial frontal cortex or dorsal anterior cingulate, is 
commonly active when individuals experience disagreement with others (Izuma & Adolphs, 2013; 
Klucharev et al., 2009b; van Veen, Krug, Schooler, & Carter, 2009). While these prior studies have shown 
how disagreement with others can shift one’s reported preferences and opinions, it remains unknown how 
social influence shapes another critical component of decision-making – one’s emotions.  
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Subcortical systems including the amygdala and ventral striatum are believed to be some of the 
core neural substrates involved in affect generation in emotional responding (Buhle et al., 2013). The 
amygdala is a grouping of nuclei commonly implicated in the detection of salient stimuli, most notably to 
negative and potentially threatening cues, but also responds to positive information as well (Belova, 
Paton, & Salzman, 2008; Kim, Pignatelli, Xu, Itohara, & Tonegawa, 2016; Phelps & LeDoux, 2005).  The 
ventral striatum is a grouping of subcortical structures commonly activated during reinforcement learning 
and in response to or anticipation of rewards (Haber & Knutson, 2009; Schultz, 2000b).  
Complementarily, fronto-parietal regions are commonly active in cognitive control tasks including the 
regulation of emotion (Ochsner et al., 2012; Wager, Davidson, Hughes, Lindquist, & Ochsner, 2008).  
These regions include lateral structures such as the dorsolateral prefrontal cortex (dlPFC) and ventral 
lateral prefrontal cortex (vlPFC), as well as medial frontal regions such as the dorsal and ventral medial 
prefrontal cortex (dmPFC, vmPFC) and anterior cingulate (ACC). Few studies, however, have examined 
how other people’s preferences or choices may help to up or down-regulate emotions (Reeck et al., 
2015), and aside from studies on social rejection (Kross, Berman, Mischel, Smith, & Wager, 2011; 
Somerville, Heatherton, & Kelley, 2006), no work in the cognitive neurosciences has explicitly tested how 
social influence changes emotions.  
In this study, we examined the mechanisms underlying social influence on self-reported affect as 
the necessary precursor of emotional experiences. We measured brain activation using BOLD-fMRI while 
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participants rated how emotional images made them feel on a bi-polar valence scale (ranging from “bad” 
to “good”) before and after viewing how those images made a normative sample of peers feel. Based on 
prior work, we hypothesized that social influence would change participants’ emotion ratings, and that this 
process would be driven by neural systems associated with cognitive control and conflict monitoring. 
Extending that work, we predicted that social influence would change participants’ affective responses at 
both the behavioral and neural level.  
Method 
Participants 
26 healthy adults participated in Study 1 (15 female, mean age 21.29, SD=1.38), and 24 healthy 
adults participated in Study 2 (12 female, mean age = 24.88, SD = 4.87).  We prescreened all participants 
to ensure that they were native English speakers, had normal or corrected vision, had never been 
diagnosed with a psychiatric or developmental disorder, and had no conditions that made them ineligible 
for MRI scanning.  Two participants were excluded from analysis in Study 2: one for failure to do the task 
correctly, and the other due to a malfunction with the button box during scanning.  This study was 
approved by the Columbia University Institutional Review Board, and all participants provided informed 





 180 negative, neutral, and positive images (60 in each of the three valence categories) depicting 
social scenes and individuals were taken from the International Affective Picture System (Lang, 
Greenwald, Bradley, & Hamm, 1993) and from a set of similar pictures that had been normed and used in 
prior studies (Silvers et al., 2012; Silvers, Shu, Hubbard, Weber, & Ochsner, 2015).  
Procedure 
Participants were told they were taking part in a study on emotional responding and that a sample 
of approximately 100 people in their age group had rated a set of emotional pictures.  Participants were 
then told that they would rate how they felt about the same pictures, and in most cases be shown the 
average rating made by the participants who had already completed the study.   
For each trial, participants viewed a picture and then were asked to rate how the picture made 
them feel using a 7-point scale (1 = bad, 7 = good).  The participant’s rating was highlighted by a green 
square.  After a brief, jittered interval, participants then saw the average group rating for that food, 
highlighted by a red square.  They also saw a number indicating the difference between their rating and 
the group rating (Figure 4.1).   
Group ratings were generated by a pseudorandom adaptive algorithm that assigned each trial to 
one of four peer feedback conditions:  Peers More Negative, Peers More Positive, Peers Agree, and the 
control condition - No Feedback.  Approximately 25% of the trials were assigned to each peer condition.  
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In the Peers More Negative and Peers More Positive trials, peer feedback could be either one, two, or 
three points above or below the participant’s ratings. The algorithm was constrained such that peer 
responses would never be more than two points over the pre-established normed rating for that image 
(i.e. so negative items would not be rated by peers as positive and positive items would not be rated as 
negative) to ensure plausibility of peer ratings. 
After rating the complete set of images, participants took a 30 minute break in the scanner.  They 
then rerated the same images a second time, this time without seeing peer ratings.   
Following the scan session, participants in Study 2 completed an additional set of individual difference 
measures including the Marlowe Crowne and Resistance to Peer Influence Scales (Crowne & Marlowe, 
1960; Steinberg & Monahan, 2007) to test for individual differences in social desirability, and the Beck 
Depression Inventory (Beck, Steer, & Carbin, 1988) and the State-Trait Anxiety Inventory (Spielberger, 
Gorsuch, & Lushene, 1970) to test for symptoms of mood-based disorders (depression and anxiety) that 
may influence emotional responding.  
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Behavioral Data Acquisition and Analysis 
Visual stimuli were presented and acquired in Matlab using the Psychophysics Toolbox 
extensions (Brainard, 1997; Kleiner et al., 2007). Questionnaire responses were recorded online using 
Qualtrics (Qualtrics, 2015). Statistical analyses were performed in the R statistical software language 
(Version 3.3.1, R Core Team, 2014), using lme4 and Stan, (Bates, Mächler, et al., 2014; Stan 
Development Team, 2015, 2016a, 2016b) to run multilevel linear regression models on the relationships 
between social influence and emotion, nesting subject as a random effect with varying intercept and slope 
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Figure 4.1. Trial Structure for social influence task.  On each trial participants rated how each image 
made them feel on a seven point Likert scale.  Their rating was shown to them in green and then 
shortly after making their response, they saw the peer rating for that trial in red.  Thirty minutes later, 
participants rerated the images in order to assess the effects of the prior peer ratings.  
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terms. To account for potential effects of regression to the mean (Izuma & Adolphs, 2013; Yu & Chen, 
2015), we used initial ratings as a covariate in our models.  
Imaging Data Acquisition and Analysis 
Whole-brain functional MRI (fMRI) data were acquired on a 3 Tesla Siemens Magnetom TrioTim 
scanner with a 32-channel head coil.  Structural images were acquired using a T1-weighted MPRAGE 
sequence, with 160 1.2-mm thick sagittal slices using a 256-mm FOV at 1-mm voxel size (256x256x192 
cubic millimeter coverage). Task-based functional scans were acquired using a T2* BOLD-sensitive 2D 
EPI sequence, with 30 4.0-mm thick axial slices using a 224-mm FOV at 3.5-mm voxel size 
(224x224x120 cubic millimeter coverage).  
MRI and fMRI Preprocessing 
We preprocessed the imaging data using SPM8 (Wellcome Trust Centre for Neuroimaging, 2015, 
p. 8) automated via NeuroElf (www.neuroelf.net). The structural volume was segmented and intensity-
inhomogeneity corrected, and for subsequent steps, a skull-stripped volume was used to improve 
coregistration performance. Functional preprocessing steps were applied in the following order: slice time 
correction, realignment (motion correction) of all functional frames to the mean image (two-pass setting 
enabled), normalization to MNI space via the DARTEL algorithm, and smoothing the functional volumes 
with a Gaussian 6-mm full width at half maximum kernel. 
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To normalize the functional data into MNI space, we used the SPM DARTEL tools (Ashburner, 
2007) in the following way: first, the anatomical and functional mean images for each subject were 
coregistered. Then the anatomical files of each subject were segmented, and the first two class (c1/c2) 
images were imported to 1mm-resolution. Next, we used the "warp to template" function with a pre-
existing template previously developed in our lab (using 305 individual T1-weighted two-class 
segmentation images stemming from several studies of populations spanning a wide age range). The 
resulting flow fields were then used to warp the T1 structural and slice-time and motion-corrected 
functional images into MNI space, while at the same time applying a 6mm FWHM (full-width at half-
maximum) Gaussian kernel. We further assessed the quality of this normalization stream by comparing 
the resulting average anatomical image to an average anatomical image using the SPM Unified 
Segmentation pipeline, showing that, indeed, the structural overlap had been improved. 
fMRI Analysis 
We conducted first-level General Linear Model (GLM) regression analyses in NeuroElf.  The 
following experimental stimulus periods were modeled by box-car functions convolved with the canonical 
hemodynamic response function (HRF) in a 3 (valence) X 4 (peer responses) within-subjects design 
where negative, neutral, and positively valenced images crossed with peer conditions (Peers More 
Negative, Peers More Positive, Peers Agree, No Feedback) following each rating by the participant. For 
the Initial Rating Phase (initial image presentation followed by peer feedback), we modeled the reactivity 
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period (display of the picture, including rating scale and response) and the peer-feedback period. In 
addition, parametrically modulated regressors were constructed to account for variance caused by 
reaction-time differences across trials. For the Post Feedback Rerating Phase, only the reactivity period 
(including the reaction-time parametric modulation) was modeled, given that no more feedback was 
presented during this phase, which for the reactivity period added another factor with the two levels of 
Pre- and Post-feedback to the design. In addition to the regressors of interest, the following confounds 
were added as effects of no interest: motion parameters as well as their first (discrete) derivatives to 
account for residual motion-induced signal variability, and temporal high-pass filter regressors using a 
discrete-cosine-transform basis set with a 1/160-second cutoff frequency to account for low-frequency 
drifts.  
We then performed second level random-effects analyses to compute group-based maps. All 
maps were thresholded using combined height-and-cluster-size thresholds estimated via non-parametric 
permutation tests (as suggested by Eklund, Nichols, & Knutsson, 2016) implemented in NeuroElf to 
determine the required cluster size for a whole-brain family-wise error corrected threshold of p<0.05. 
Region of Interest Analysis 
To assess the effect of social influence on brain regions of a priori interest associated with 
affective responding, we extracted average beta estimates for amygdala, ventral striatum, and 
ventromedial prefrontal cortex (vmPFC). We created an anatomically constrained functional ROI of 
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amygdala in the initial viewing period with the contrast of all negative > all neutral items (24, -6, -17, 33 
voxels). An additional, anatomical amygdala ROI was created using the Harvard Oxford Atlas associated 
with FSL, thresholded at 50% probability (23 -3, -18, 2272 voxels). To assess changes across regions 
associated with positive affect, we created 10mm spheres of ventral striatum and vmPFC ROIs from a 
meta-analysis of regions associated with valuations of positive stimuli (Bartra, McGuire, & Kable, 2013; 
vmPFC: 0, 40, -12, 4169 voxels; right ventral striatum 12, 6, -8, 2109 voxels; left ventral striatum  -14, 10, 
-6, 2109 voxels). We treated this set of ROIs as functional localizers and to assess changes in activation 
from the initial period to the rerating period thirty minutes later.  
Single Trial Analysis  
To assess how levels of neural activation during the feedback phase predicted changes in 
emotion within subjects, an additional single-trial GLM was computed, such that for every image 
presented, three regressors were modeled by convolving the canonical HRF with boxcar functions for the 
initial presentation/rating period, peer response period, and the re-presentation period (in the Post 
Feedback Rerating Phase). This allowed us to average across idiosyncratically different sets of trials and 
then compare the activity in regions of a priori interest between specific sets of trials. 
We chose regions of interest (ROIs) based on the Peers Disagree > Peers Agree contrast in the 
whole brain analysis (coordinates provided in Appendix C, Supplementary Table 1). This contrast yielded 
seven ROIs, and beta values for each trial were extracted from each cluster and averaged. These regions 
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were dmPFC (BA6), dlPFC (BA9), bilateral vlPFC (BA47), and three regions in occipital cortex:  middle 
occipital gyrus (BA19), fusiform gyrus (BA18), and visual cortex (BA17).  
ROI extraction led to a total of 83,160 values (in a 22-subject-by-180-images-by-3-events-by-7-
ROIs array). In a single trial, brain-as-predictor model approach (Berkman & Falk, 2013; Doré, Weber, & 
Ochsner, 2017; Stokes & Spaak, 2016) we used the values extracted during the peer feedback viewing 
period only to predict changes in self-reported affective responses between the pre and post feedback 
viewing and rating periods (i.e. we used activations during peer feedback to predict changes in emotion 
ratings at the rerating period 30 minutes later).   
Our main question of interest was whether greater magnitude of activation in the brain regions 
active during peer conflict predict greater conformity to the peer ratings? We were specifically interested 
in investigating the extent to which activations in this set of brain regions predicted greater likelihood of 
conformity to peers’ emotion ratings in trials where peers disagreed with them. Thus, we tested this 
hypothesis on the trials only in which peers disagreed with participants (Peers Rate Lower or Peers Rate 
Higher) since conformity could not be assessed from Agree trials or No Feedback trials. This yielded a set 
of 16,247 values (180 images by 22 participants by 7 ROIs in Peers Rate Lower and Peers Rate Higher 
trials only during the Peer Feedback Phase only). Of these values, 85 (approximately .5%) were found to 
be outside a mean +/- 3 standard deviation interval (mainly due to fMRI typical signal spikes for at least 
one time point covered by the single-trial regressor, indicated by the fact that more than the expected .2% 
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of values were affected), and were thus removed from further analysis to avoid their undue leverage on 
test statistics. 
In order to assess within-subject changes in activation, all ROIs were centered and standardized 
by person, which allowed us to assess the predicted value in the response variable with a change of one 
standard deviation in the predictor variable. Conformity was operationalized as a binary predictor with 1 
representing if participants moved their ratings one point or more in the direction of the peer ratings 
during the post feedback rating period, and a zero if they did not change their rating or their rating moved 
in the opposite direction. We used lme4 and Stan via RStanArm (Stan Development Team, 2016a) to 
perform multilevel logistic regressions that assessed the probability the activation in a brain region or the 
set of brain regions predicted conformity to the peer ratings. For Bayesian models, we used non-
informative priors and QR decomposition to account for collinearity between ROIs.  
Results 
Behavioral Results 
Main Effects of Social Influence on Rating Change  
 In Study 1 we found a main effect of social influence on emotion rating change such that a one 
point difference between peer ratings and initial participant ratings predicted an average shift in ratings of 
a .16 of a point, b = .16, se = .02, t(27.08) = 7.94, p = 1.30 x 10-8. We replicated these results in Study 2 
(Fig. 2), b = .17, se = .02, t(23.58) = 8.02, p = 8.51 x 10-8 (Figure 4.2).  
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 Interaction of Social Influence and Emotion 
As a manipulation check, we found that valence type predicted ratings across both phases and in 
both Study 1 b = 1.72, se = .10, t(25) =16.70, p = 4.44 x 10-15 and Study 2, b = 1.65, se = .09, t(21) 
=18.27, p = 2.20 x 10-14. In Study 1 we did not find an interaction of social influence and valence type on 
emotion rating change, b = -.005, se = .01, t(4,339) = -.35, p = .72. Study 2 yielded similar results (Figure 
3), b = -.008, se = .01, t(3,738) = .67, p = .49 (Fig. 4.3). 
Figure 4.2a, 4.2b. The effect of social influence on subsequent emotion ratings for Study 1 and Study 2. Y 
axis is the residualized change in ratings from the Post Feedback rating period to the Pre Feedback rating 
period controlling for initial ratings. Participants changed their ratings in the direction of the peer ratings 
when peers rated items as more negative or more positive; NoFb= no peer rating, Agree = peer rating and 
participant ratings matched, MoreNeg = peers rated images as more negative, MorePos = peers rated 




Individual Differences in Social 
Influence on Emotion 
In Study 2 we included all individual 
difference measures as covariates in regression 
models to see their influence on the social 
influence effect on participants. After accounting 
for these measures, we found that the main 
effect of social influence on rating change was 
maintained, b = .17, se = .02, t(19.77) = 8.12, p = 
. 1.02 x 10-7. We found no significant interactions 
with individual difference measures and social 
influence. 
fMRI Results 
Tracking Social Influence 
Main Effect of Feedback. First we conducted a whole brain analysis to assess neural 
recruitment when participants received peer feedback versus when they did not (, Fig. 4.4A, Appendix C, 


















































Figure 4.3. Interaction of valence with Peer Feedback 
Conditions.  Peer condition and valence did not interact 
significantly, however, we observed trend level valence 
congruity such that participants negative items more 
negatively and positive items more positively and following 
peer feedback in the negative and positive direction 
respectively. Additionally, participants showed a 
reinforcement effect and rated neutral and positive items 
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Peers More Positive + Peers Agree > No Feedback). This contrast yielded a large cluster along the 
cortical midline with peak voxels located within the dmPFC (with peaks in BA regions 6, 8, and 10). We 
also found clusters in ventral and dorsal lateral prefrontal cortex and ventral regions in occipital cortex.   
Main Effect of Social Conflict. Next we wanted to see the effects of conflicting peer feedback 
(Figure 4; Supplemental Table 1). Thus this next contrast was peers disagree (i.e. peers rate lower + 
peers rate higher > peers agree). In this contrast our results were similar to the previous contrast in that 
we found a similar large swath of activation in dmPFC, and clusters in dorsal and ventral lateral prefrontal 
regions, and ventral regions of occipital cortex.  
Figure 4.4. A) Whole brain analysis of Peer Feedback > No Peer Feedback contrast while participants were 
viewing peer responses to the images. B) Whole brain analysis of Disagree (Peers Rate Lower + Peers Rate 
Higher) > Agree contrast while participants were viewing peer responses to the images. All contrasts were whole 
brain FWE corrected at p<.05, as determined by  non-parametric permutation test. 
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Changes in Brain Regions Associated with Affective Responding Following Social 
Influence 
Next we wanted to compare how social influence changed a priori subcortical regions associated 
with affective responses. We contrasted BOLD responses before and after feedback (Post-feedback 
Reactivity > Prefeedback Reactivity) to assess how they may have been modulated by the various types 
of peer feedback.  
Amygdala. We found that for negative items, average amygdala activation in both our anatomical 
amygdala ROI, increased from the prefeedback to postfeedback viewing and rating period when peers 
rated negative pictures as more negative compared to when peers agreed, b = .55, se = .17, t(63) = 3.19, 
p = .002 (Figure 4.5). Amygdala activation for the other peer conditions compared to the Peers Agree 
condition did not change to the same extent, More Positive: b = .30, se = .17, t(63) = 1.72, p = .08, No 
Feedback: b = .11, se = .17, t(63) = .62, p = .53. For neutral and positive pictures, with the exception of a 
weak increase when peers rated positive items as more positive, b = .37, se = .20, t(63) = 1.86, p = .06, 
we did not observe significant changes in amygdala activation after peer feedback. These valence 
congruent results (i.e. amygdala increases when peers rated negative pictures as more negative and 
positive pictures as more positive) were even more pronounced in the smaller, functionally defined 
amygdala ROI (corresponding roughly with the basolateral nuclei), Negative Condition Peers More 
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Negative b = .68, se = .18, t(63) = 3.81, p = .0003, Positive Condition Peers More Positive b = .43, se = 
.21, t(63) = 2.05, p = .04.  
 
Ventral striatum. We did not find significant changes in ventral striatum ROIs across valence and peer 
conditions with the exception of a weak increase in right ventral striatum when peers rated negative items 
as more negative, b = .43, se = .17, t(63) = 2.48, p = .01. 
vmPFC. We did not find significant changes in vmPFC in valence and peer conditions with the exception 
of a weak increase when peers rated negative items as more negative, b = .35, se = .19, t(63) = 1.82, p = 
.07. 
Figure 4.5.  Plot of average amygdala change scores (Post Feedback Ratings – Pre 
Feedback Ratings) for negatively valenced items. When peers rate negative items as 
more negative, amygdala activation increases in that condition in the Post Feedback 
Rating Phase.  Change scores are z-scored.  
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Neural Predictors of Emotion Change and Conformity 
We then wanted to see if brain regions recruited during social conflict trials predicted changes in self-
reported emotion ratings before and after feedback, and conformity to the peer ratings. On average, 
participants conformed to peer ratings on 32.5% (SD=9.35%) of the Peer Conflict trials. In a Bayesian 
model including all of the ROIs of interest, we found that within-subjects, trials where magnitude of 
activation in dmPFC was higher during the peer feedback phase predicted a greater probability of 
conformity in the post feedback rerating phase thirty minutes later. We found this effect to be strongest in 
dmPFC and to a lesser extent two of the occipital regions  (Figure 4.6A): dmPFC: b = .3, 95% CI[.13, .37] 
, R vlPFC b = -.1, 95% CI[-.23, .07], L vlPFC b = .-.1, 95% CI [-.17, .05], dlPFC b = 0.0, 95% CI [-.15, .08], 
L FFA b = .-.1, 95% CI [-.23, -.01], L Middle Occipital b = 0.0 95% CI [-.07, .14], L Visual Cortex b = .1, 
95% CI [.002, .24]. A multilevel logistic regression of dmPFC alone predicting the probability of conformity 
yielded similar results (Figure 4.6B),  b = .13, se = .04, z = 2.746, p = .006. 
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Discussion 
This study examined how social influence shifts behavioral and neural responses to emotional 
scenes. This is the first study to examine how social learning shifts emotional valuations across the full 
spectrum of valence from negative to positive. First, we found that viewing conflicting peer feedback led 
participants to shift their self-reported ratings to be more congruent with the peer ratings. This finding 
replicated across two separate cohorts. Second, we found that viewing conflicting peer ratings activated a 
Figure 4.6. Bayesian single trial analyses on effect of brain regions active when peers disagree with 
participants’ initial rating and participants subsequent conformity. A) Plot of posterior distributions of 
brain regions predicting conformity. Grey regions represent 95% credibility intervals. B) Activation of 
dmPFC (z-transformed within subjects) on a trial-by-trial basis during the Peer Feedback period, 
predicted greater probability of conformity to peer ratings in the Post Feedback Rerating period thirty 
minutes later.  
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network of regions in the medial and lateral prefrontal cortices. Third, we found that reactions to peer 
conflict were strongest for negatively valenced items compared to neutral and positive items, and when 
peer ratings for negative items were more negative than participants’ initial ratings, participants showed 
increased activation in amygdala when viewing those items a second time. Finally, we found that 
magnitude of activation in the dmPFC predicted greater conformity to peer responses. Together these 
findings elucidate the neural processes by which salient forces in our environment such as social 
information can shift our emotional states.  
We observed that social influence changed self-reported emotion ratings across two cohorts. 
When peers rated items as more negative across all valences, participants were more likely to shift their 
subsequent ratings in the direction of the peer ratings. When peers agreed, or in conditions where 
participants did not receive feedback, participants’ ratings stayed consistent with their earlier ratings. 
Several other studies using similar paradigms have found similar behavioral patterns (Huang, Kendrick, & 
Yu, 2014; Klucharev et al., 2009b; Nook & Zaki, 2015; Zaki, Schirmer, & Mitchell, 2011b), however this is 
the first study to show that emotional reactions can be shifted. Interestingly, we did not find an interaction 
with valence in this task, suggesting that social influence was not stronger or weaker as a function of 
valence. This suggests that social influence may be a more general phenomenon, independent of most 
stimulus contexts. 
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Peer feedback in all forms compared to the no feedback condition recruited dmPFC regions, 
lateral prefrontal regions, and areas within the visual cortex. We found similar regions to be active in the 
peer conflict condition, and it seems like the effects were driven by the peer conflict conditions, as a 
contrast of agree > no feedback yielded no significant clusters.  
Peer conflict in the Disagree > Agree contrast recruited a large swath of dmPFC. This finding 
replicates prior work on social influence in various decision making tasks (D. K. Campbell-Meiklejohn, 
Bach, Roepstorff, Dolan, & Frith, 2010; Izuma & Adolphs, 2013; Klucharev et al., 2009b), and this region 
is commonly implicated in tasks related to social and emotional processing and conflict (Izuma, 2013; 
Vega, Chang, Banich, Wager, & Yarkoni, 2016). Dissimilar to other studies on social influence, the peer 
conflict condition recruited bilateral vlPFC and dlPFC. This set of regions is commonly employed during 
emotion regulation reappraisal tasks: vlPFC is believed to be involved in response selection and 
associative learning, and dlPFC may serve a more domain general role in cognitive control tasks of 
maintaining attention and holding information or goals in mind (Buhle et al., 2013; Schoenbaum, 
Takahashi, Liu, & McDannald, 2011). vlPFC shares direct projections to amygdala (Bach, Behrens, 
Garrido, Weiskopf, & Dolan, 2011) and therefore may be playing a more specialized role in facilitating 
emotion-cognition interactions and value computations of emotional stimuli. We also found clusters 
ventral visual cortical regions recruited during peer disagreement, which may have been a signal of 
heightened attention to conflicting emotional information (Sabatinelli, Lang, Bradley, Costa, & Keil, 2009).  
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When assessing changes in subcortical regions associated with emotional responding we found 
that social influence increased subsequent amygdala activation when peers rated negative items more 
negatively. This supports a general “bad is stronger than good” effect that is well cited in the literature 
(Baumeister, Bratslavsky, Finkenauer, & Vohs, 2001; Cunningham, Van Bavel, & Johnsen, 2008). We 
also found a similar but weaker effect of social influence when peers rated positive items more positively. 
The amygdala increases we observed in high valence conditions supports the role of amygdala in 
attentional orienting (Ochsner et al., 2012). We didn’t find these effects in our vmPFC or ventral striatum 
ROIs, which may be the result of participants not making value assessments per se, but rather 
evaluations of how each image made them feel.  
Finally, we predicted conformity to emotion ratings on a trial-by-trial basis based on fMRI BOLD 
responses in a set of regions active during peer disagreement. Critically, we found that dmPFC had the 
best predictive value in determining when participants would conform. This finding builds off of other 
studies implicating dmPFC in conforming behavior for decision making tasks (D. Campbell-Meiklejohn, 
Simonsen, Frith, & Daw, 2017; Klucharev, Munneke, Smidts, & Fernández, 2011; Wu, Luo, & Feng, 
2016) by showing that within subjects, dmPFC modulation can predict conformity on a trial-by-trial basis. 
The similarity of these findings to prior work suggests that social influence may be a more general neural 
computation rather than one that is dependent on stimulus context.  
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Limitations and Future Directions 
In this study we used trial-by-trial BOLD responses to predict conformity and emotion change. 
Future studies could extend these findings by assessing the duration of conformity and emotional 
changes in the hours, days and weeks following peer influence. Furthermore, this study assessed how 
majority influence effects can shape emotions and it would be interesting to observe how other types of 
social influence (e.g. feedback from a close other, feedback from an adversary) might be more or less 
effective at increasing or decreasing conformity and/or shifting emotional changes. Additionally, since 
social influence effects may be heightened during adolescence (Blakemore & Mills, 2014), and responses 
to positive and negative stimuli and feedback may show different patterns across development (Martin & 
Ochsner, 2016; Palminteri, Kilford, Coricelli, & Blakemore, 2016), this study could help in better 
understanding the mechanisms supporting these changes. Finally, though other studies have replicated 
the social influence effects observed in this study, larger samples and a design suited toward multivariate 
analyses could provide stronger estimates of predictive accuracy across the whole brain.  
Judgments, emotional reactions, and decisions need to be understood within the social contexts 
in which individuals reside. This study advances our understanding of the neural computations supporting 
social influence and its role in shaping our emotional experiences. At the neural level, networks of brain 
regions associated with cognitive control reflected disagreement with peers and predicted greater 
subsequent conformity to peers. Additionally, regions associated with affective responding shifted 
59 
following peer disagreement, in particular, when scenes eliciting negative emotions were deemed worse 
than participants initially thought.  These findings support a general “it’s worse than you think” 
phenomenon which may serve the adaptive purpose of staying out of harm’s way and within the safe 






























 This dissertation work sought to answer three general questions. To address the first question - 
How do emotions and our ability to manage them change with development? – we conducted two studies 
in developing populations assessing the neural and social factors shaping affective responses. In Study 1 
we found that reactivity to high calorie appetitive foods decreased with age in a longitudinal sample of 6-
24 year olds, and even more so the ability to regulate those reactions. In Study 2 we found that young 
adolescents changed their appetitive reactions more than adults. 
To the second question - How do other people influence our emotional states? – Study 2 found that a 
majority influence effect could shift people’s appetitive responses to appetitive foods, and this effect was 
robust across age. In Study 3 we found that other people could shift not just positive stimulus sets as 
found in Study 2, but also negative and neutral stimuli. We found this social influence effect in both self-
reported emotional responses, and at the neural level.  
To that end, for the third question we asked: what are the underlying neural mechanisms supporting 
the influences that shape emotional responding? In Study 1 we found that changes in neural structure 
across age were better predictors of regulation of appetitive cues than simply age alone. In Study 3, using 
fMRI, we found that social conflict was represented by medial and lateral prefrontal cortex activation, and 
the magnitude of conflict in dmPFC predicted a greater likelihood of conformity to peers as time 
progressed. We also found that when peers rated emotional images as more extreme (i.e. a negative 
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item more negative or a positive item more positive) participants showed increased amygdala responses 
when they viewed those images a second time.  
These studies contribute new information about how our ability to manage our emotions changes with 
age in both behavior and brain. It also shows that across age social influence is a pervasive and robust 
driver of affective change at neural and behavioral levels of analysis. Future work with middle and older 
age populations could expand upon these findings and increase their generalizability. Additionally, this 
work could be applied in an intervention context in a few ways. First, given that reappraisal, the method 
used to assess regulation of emotion reduced food cravings across age, this method could be taught in 
schools, clinics, and organizations aimed at improving health behaviors. Second, given the effectiveness 
of the social influence manipulation used in Studies 2 and 3, this approach could also be used to improve 
health behaviors. Study 3 found that social influence could also shift negative affective responses, so a 
similar manipulation could also be used in clinical settings to try and improve emotional wellbeing. 
Despite the difficulty in defining and describing emotion, it is undeniably a key component of the 
human experience. This work aimed to uncover how social and developmental factors influence the ways 
in which the mind and brain react in emotional situations, and add pieces to the puzzle that comprise our 
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Appendix A: Supplement for Chapter 2 
 
Supplemental Table 1. Clusters showing significant relationships between Regulation and 
Cortical Thinning 





 (–log10 p) 
Cluster Size 
(mm^2) X Y Z Clusterwise p 
Rostral anterior cingulate Left rostralanteriorcingulate -5.442 398.48 -7.1 41.8 0.2 0.0002 
Dorsomedial prefrontal  Left superiorfrontal -5.439 261.96 -7.4 61 3 0.0002 
Dorsolateral prefrontal  Left rostralmiddlefrontal -4.741 200.37 -24.1 47.9 17.4 0.0002 
Dorsolateral prefrontal  Left rostralmiddlefrontal -4.732 145.1 -37.1 41.9 -0.5 0.003 
Dorsomedial prefrontal  Left superiorfrontal -4.361 122.35 -19.7 33 33.6 0.00798 
Postcentral  Left postcentral -4.35 93.56 -55.2 -16.1 14.6 0.02307 
Ventrolateral prefrontal  Left parsopercularis -4.344 97.97 -43.2 11.8 22.7 0.02069 
Inferior parietal  Left supramarginal -4.287 116.9 -35.7 -38.8 37.1 0.01037 
Dorsomedial prefrontal  Right superiorfrontal -5.535 497.1 10.2 12.9 44.8 0.0002 
Ventrolateral prefrontal  Right parsopercularis -5.52 190.83 46.1 18.2 18.9 0.0008 
Dorsomedial prefrontal  Right superiorfrontal -4.873 271.48 14.9 44.6 0.8 0.0002 
Lateral orbitofrontal  Right lateralorbitofrontal -4.545 240.79 27.1 49.8 -10.8 0.0002 
Sex was included as a covariate of no interest. All clusters showed negative associations. 
 
 
Supplemental Table 2. Clusters showing significant relationships between Age and 
Cortical Thinning 
    
 
        MNI Coordinates   
Region Hemi 
Annotation 
 (Max Vertex) 
Max 
 (–log10 p) 
Cluster 
Size 
(mm^2) X Y Z Clusterwise p 
Ventrolateral prefrontal  Left parsopercularis -9.877 21786.29 -38 14.1 9.4 0.0002 
Fusiform  Left fusiform -6.534 798.72 -30.8 -67.2 -7.8 0.0002 
Superior temporal  Left superiortemporal -5.714 157.42 -49.3 -11.9 -18.9 0.0012 
Superior parietal  Left superiorparietal -5.198 249.85 -27.7 -44.5 55.2 0.0002 
Inferior parietal  Left supramarginal -5.155 138.39 -55.5 -24.3 28.2 0.0028 
Fusiform  Left fusiform -5.139 147.28 -35.9 -7 -37.8 0.0018 
Dorsolateral prefrontal  Left rostralmiddlefrontal -5.096 83.21 -43.9 29.5 26.6 0.02524 
Postcentral  Left postcentral -5.07 178.26 -60.9 -16.5 15.9 0.0006 
Precuneus Left precuneus -4.659 98.86 -19 -71.7 28.2 0.01395 
Superior parietal  Right superiorparietal -10.541 2701.48 30.4 -67.8 22.1 0.0002 
Posterior cingulate  Right isthmuscingulate -10.346 3499.69 6.4 -46.1 30.7 0.0002 
Dorsolateral prefrontal  Right rostralmiddlefrontal -9.768 12700.33 29.2 54.8 -7.5 0.0002 
Posterior inferior parietal Right inferiorparietal -6.62 719.14 46.9 -56.6 8.6 0.0002 
Fusiform  Right fusiform -6.448 470.56 29.4 -68.2 -8.8 0.0002 
Posterior transverse temporal Right bankssts -6.04 1156.87 44.5 -36.6 -2 0.0002 
Lateral occipital Right lateraloccipital -5.132 118.8 33.7 -88.7 -1.9 0.0036 
Fusiform  Right fusiform -4.916 111.5 43.3 -61 -10.1 0.00499 
Lateral occipital Right lateraloccipital -4.863 129.79 44.1 -68.7 -7 0.0024 
Middle temporal Right middletemporal -4.678 93.5 62.2 -28.8 -16.2 0.01137 
Precentral Right precentral -4.404 101.07 26.3 -12.8 50.6 0.00778 




Supplemental Figure 1. Main effect of regulation of age on cortical thinning. Brain images show clusters 
where improved regulation ability was associated with greater thinning. Gender was included as a 
nuisance regressor. Results were corrected for multiple comparisons by simulation-based clusterwise 
correction. Cluster statistics shown in Supplemental Table 2. 
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Figure 2. Changes in thinning in regulation of craving clusters across age. Regression line represents fixed 
effects estimate and grey band represents the 95% confidence interval. Clusters shown are largest non-






Supplemental Figure 3. Annualized change in DKT Atlas ROIs associated with regulation of craving. Rates of 
change in prefrontal regions decrease later in age compared to superior parietal and lateral occipital cortex.  
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Supplemental Figure 4. Relationship between left and right VS volume and BMI group averaged 
across both phases. Overweight and obese individuals had smaller VS volumes than underweight 















































































































































































Age and VS, and VS and BMI controlling for Intracranial volume (ICV), whole brain volume (WBV; 
ipsilateral hemisphere only), and Gender 
 
Age predicting Left VS. 
Controlling for Gender: b = -.04, se = .02, t(46) = 2.20, p = .03  
Controlling for ICV: b = -.07, se = .02, t(46) = 2.89, p = .005 
Controlling for LH WBV: b = -.005, se = .02, t(46) = .27, p = .72 
 
Age predicting Right VS. 
Controlling for Gender: b = -.04, se = .02, t(46) = 2.01, p = .04 
Controlling for ICV: b = -.04, se = .02, t(46) = 1.90, p = .05 
Controlling for RH WBV: b = -.007, se = .01, t(46) = .38, p = .70 
 
BMI Group Predicting Left VS. 
Controlling for Gender: b = -.32, se = .13, t(46) = -2.37, p = .02 
Controlling for ICV: b = -.34, se = .14, t(46) = -2.40, p = .01 
Controlling for LH WBV: b = -.11, se = .12, t(46) =-.89, p = .37 
 
BMI Group Predicting Right VS. 
Controlling for Gender: b = -.19, se = .12, t(46) = -1.60, p = .11 
Controlling for ICV: b = -.21, se = .11, t(46) = -1.81, p = .07 











Appendix B: Supplement for Chapter 3 
Wanting Versus Liking 
Research on motivation suggests that reward-related responses can be parsed into two 
components – wanting and liking – each of which are driven by different neural systems (Berridge & 
Robinson, 2003; Finlayson, King, & Blundell, 2007). We used a between-groups manipulation to test this 
theory and determine whether baseline preferences or the effects of social influence might differ as a 
function of whether preferences for foods were expressed in terms of wanting or liking.  One group of 
young adolescent and adult participants was asked how much they wanted to eat the food and the other 
group of participants was asked how much they liked the taste of the food.  Participants in the liking 
groups completed 180 trials and participants in the wanting groups completed 90 trials. Likelihood ratio 
tests comparing the models with and without question type showed models did not differ to a significant 
extent χ(1) = .60, p=.44. Furthermore, question type did not improve model fit and thus was not included 
in final models (AICs: reduced model = 38957, full model = 38962).  
 
Individual Differences Analysis 
We conducted a between-subjects exploratory analysis to see whether individual differences in 
social and eating behaviors correlated with one’s likelihood of conforming to social influence. We 
operationalized conformity as a binary value indicating whether a participant changed their rating one or 
83 
more points in the direction of the peer rating (0= did not change rating or changed in opposite direction, 
1=changed rating) for each trial. We then created a conformity score for each subject based on the 
average number of trials in which the participant conformed, with higher values indicating more likelihood 
of conforming. In order to adjust for the observed differences in baseline ratings, we used the residuals of 
a multilevel model predicting conformity based on the initial ratings to average a conformity score rather 
than the raw conformity values. We then correlated average conformity score for each subject with their 
individual difference scores. For measurements with different questionnaires for each age group (e.g. 
rejection sensitivity), we calculated z-scores separately for each age group.   
Description of Individual Difference Measures 
General Measures 
IQ. Young adolescents completed the Wechsler Abbreviated Scale of Intelligence (WASI, 
Canivez, Konold, Collins, & Wilson, 2009). 
Pubertal status. Young adolescents completed Tanner Stages scale of pubertal status (Tanner 
& Whitehouse, 1976).  
Socioeconomic status. We used parental education level as a proxy for socioeconomic status 
(McLoyd, 1998). 
84 
Depression. We used the Beck Depression Inventory to assess depression in adults, and the 
Child Depression Inventory to assess depression in young adolescents (Beck, Steer, & Carbin, 
1988; Helsel & Matson, 1984). Z-scores were used in group comparisons. 
Anxiety. We used the State-Trait Anxiety Inventory for adults and the State-Trait Anxiety 
Inventory for children for the young adolescent group (C. D. Spielberger, Gorsuch, & Lushene, 
1970; Charles Donald Spielberger & Edwards, 1973). Z-scores were used in group comparisons. 
Social Measures. 
Resistance to peer influence. This measure assesses the degree to which individuals are able 
to withstand the influence of their peers, and has been found in studies to decrease linearly 
between the ages of 10-18 (Steinberg & Monahan, 2007; Sumter, Bokhorst, Steinberg, & 
Westenberg, 2009). Higher values indicate a greater ability to resist peer influence.  
Need to belong. This measure assesses the degree to which individuals seek to be accepted by 
other people and belong to social groups (Baumeister & Leary, 1995).  
Rejection sensitivity. Rejection sensitivity is the degree to which an individual feels anxious 
about rejection from others (Downey & Feldman, 1996; Downey, Lebolt, Rincón, & Freitas, 1998; 
McLachlan, Zimmer-Gembeck, & McGregor, 2010; Silvers et al., 2012). We used the anxiety 
subscale in the adolescent and adult versions. Z-scores were used in group comparisons. 
85 
Social desirability. Social desirability describes the extent to which individuals try to manage 
others’ impressions of them (Crandall, Crandall, & Katkovsky, 1965; Crowne & Marlowe, 1960; 
Reynolds, 1982). Z-scores were used in group comparisons. 
Health Measures 
Hunger level at time of test. Hunger was assessed on a 7-point Likert scale (1 = not hungry at 
all, 7 = very hungry) with the question, “How hungry are you?”  
Last eating time prior to test. We recorded the time participants last ate and used the number 
of hours from last eating time to time of test.  
Body mass index.  Because height and weight are still changing during adolescence we used 
BMI-for-age percentiles in our young adolescent sample to correlate with conformity scores 
(“About Child & Teen BMI | Healthy Weight | DNPAO | CDC,”).  For adult participants we 
correlated BMI with conformity scores. To compare BMI across groups we correlated participants’ 
weight status category with their conformity scores.  
Disordered eating. The SCOFF eating disorder screening test is a brief five-item questionnaire 
assessing atypical eating habits and the degree to which food dominates an individual’s life 
(Morgan, Reid, & Lacey, 1999; Walsh, Wheat, & Freund, 2000). 
Body image. For young adolescent participants, we used the Body Esteem Scale, which 
includes self-evaluations of one’s appearance (Mendelson, Mendelson, & White, 2001). 
86 
Media influence. The Multidimensional Media Influence Scale measures the extent to which the 
media influences an individual’s body image (Cusumano & Thompson, 2001).  
Youth risk behavior study measures. This questionnaire is designed for high school students 
and measures a broad range of behaviors with potential risks (e.g. drug use, sexual activity, 
healthy eating, Eaton et al., 2012). We used the body weight and healthy eating subscales to 
assess eating behaviors.  
Self-described weight. This was assessed with a single question, “How would you describe your 
weight?” where participants circled one of five options between very underweight to very 
overweight.  
Dieting status. This was assessed with a series of four questions that asked participants to 
indicate their level of satisfaction with their weight and the measures they were using to change 
their weight if any (e.g. fasting, diet pills, laxatives, etc.) 
Healthy eating. This was assessed with a series of nine questions related to healthy eating 










Supplementary Table 1 
Correlations between Conformity and Individual Differences  
 Teens Adults Full Sample 
General    
Age -.01 .02 .03 
Gender .09 .03 .06 
IQ -.13 ---- ---- 
Pubertal Status .07 ---- ---- 
Parent Education Level  -.13 ---- ---- 
Depression .15 .09 .13 
Anxiety .32* .26 .30* 
Social Cognition    
Resistance to Peer Influence -.19 .14 -.05 
Need to Belong .06 -.11 -.01 
Rejection Sensitivity .18 .36† .22 †  
Social Desirability -.06 .13 -.01 
Eating Behavior    
Hunger Level at time of test -.15 -.02 -.10 
Last Eating Time prior to test .04 -.27† -.12 
Body Mass Index -.01 -.02 -.00 
Disordered Eating .12 -.09 .02 
Body Image -.17 ---- ---- 
Media Influence .12 -.35 .03 
Self-Described Weight -.05 -.24 -.08 
Dieting Status  .29† -.18 .20 
Healthy Eating -.20 .26 -.10 
Note: † p < .10. * p < .05. (2-tailed.) 
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Appendix C: Supplement for Chapter 4 
Table 1. Whole Brain Contrasts During Peer Feedback 
    MNI Coordinates 
Region Hemi # Voxels t x y z 
All Feedback (Peers Lower, Peers Higher, Peers Agree) > No Feedback  
Dorsomedial prefrontal cortex, BA8 L 959 7.16 -6 39 45 
Superior temporal gyrus, BA38 L 81 6.74 -39 21 -24 
Fusiform face area, BA37 R 213 6.14 33 -81 -21 
Dorsolateral prefrontal cortex, BA9 L 182 5.88 -42 18 30 
Dorsolateral prefrontal cortex, BA46 R 99 5.86 48 36 24 
Orbitofrontal cortex, BA11 L 60 5.10 -45 45 -12 
Fusiform gyrus, BA37 L 96 4.57 -33 -84 -24 
Disagree (Peers Lower, Peers Higher) > Agree  
Ventrolateral prefrontal cortex, BA47 R 764 9.98 39 24 -18 
Ventrolateral prefrontal cortex, BA47 L 318 8.04 -36 24 -12 
Dorsomedial prefrontal cortex, BA6 R 735 7.44 6 45 36 
Dorsolateral prefrontal cortex, BA9 L 101 7.31 -36 12 27 
Fusiform gyrus, BA18 L 77 5.61 -30 -93 -21 
Middle occipital gyrus, BA19 L 102 5.55 -48 -87 6 
Visual cortex, BA17 L 93 5.39 -45 -69 -21 
 
Whole brain permutation test corrected at 5000 iterations, with family wise error or p<.05, cluster size. 
Feedback>No Feedback contrast smoothed at 12.4 mm, with a cluster extent threshold of 60 voxels. 
Disagree>Agree contrast smoothed at 12.8mm, with a cluster extent threshold of 62 voxels.  
 
 
