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Abstract
Let B(X) be the algebra of all bounded linear operators on a complex Banach space X. We give the
concrete forms of linear surjective maps onB(X) which preserve the nonzero idempotency of either products
of two operators or triple Jordan products of two operators.
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1. Introduction
The problem of characterizing linear maps on operator algebras preserving certain properties,
subsets or relations has attracted attention of many authors in the last decades. Recently, some
preserver problems concerning certain properties of products or triple Jordan products of operators
have been considered (cf. [1–3,5,6]). Let X be a complex Banach space and let B(X) be the
algebra of all bounded linear operators on X. In [3], we considered unital surjective maps on
B(X) preserving the nonzero idempotency of products of two operators in both directions. It is
not assumed that maps are linear but both directions preservers are assumed in [3]. In this paper,
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we consider linear maps preserving the nonzero idempotency of either products of two operators
or triple Jordan products of two operators in one direction. LetI(X),I1(X),N(X) andN1(X)
be the set of idempotent operators, the set of rank-1 idempotent operators, the set of nilpotent
operators and the set of rank-1 nilpotent operators in B(X), respectively. If X has dimension n
with 2  n < ∞,B(X) is identified with the algebraMn of n × n complex matrices andIn(X)
refers the set of idempotent matrices inMn. LetX′ denote the dual space ofX and dimX denote
the dimension of X. For an operator T ∈ B(X), R(T ),N(T ) and rank T denote the range, the
kernel and the rank of T , respectively. LetF(X) andF1(X) denote the set of finite rank operators
and the set of rank-1 operators in B(X), respectively. For every pair of non-zero vector x ∈ X
and non-zero functional f ∈ X′, the symbol x ⊗ f stands for the rank-1 linear operator on X
defined by (x ⊗ f )y = f (y)x for any y ∈ X. The rank-1 operator x ⊗ f is an idempotent if and
only if f (x) = 1 and x ⊗ f is nilpotent if and only if f (x) = 0. Given P,Q ∈ I(X), we say
P  Q if PQ = QP = P and we say P < Q if P  Q and P /= Q.
In this paper, we consider linear surjective maps ϕ on B(X) which preserve the nonzero
idempotency of either products of two operators or triple Jordan products of two operators.
2. Linear maps preserving the nonzero idempotency of products of operators
We assume that X is a Banach space with dimX  2. We may identify Mn with B(X)
for a Banach space X with dimension n. Let ϕ be a linear map on B(X) preserving the nonzero
idempotency of products of operators, that is, ϕ(A)ϕ(B) ∈ I(X)\{0} whenever AB ∈ I(X)\{0}
for all A,B ∈ B(X) in this section. Our main results are the follows.
Theorem 2.1. Let ϕ be a linear map on Mn. Then ϕ preserves the nonzero idempotency of
products of two operators if and only if there exist an invertible matrix A ∈Mn and a constant
λ ∈ {1,−1} such that one of the following forms holds.
(1) ϕ(X) = λAXA−1 for all X ∈Mn;
(2) n = 2 and ϕ(X) = λAXtA−1 for all X ∈Mn, where Xt denotes the transpose of X.
Theorem 2.2. Let X be a complex infinite dimensional Banach space and let ϕ be a linear
surjective map onB(X). Then ϕ preserves the nonzero idempotency of products of two operators
if and only if there exist an invertible operator A ∈ B(X) and a constant λ ∈ {1,−1} such that
ϕ(X) = λAXA−1 for all X ∈ B(X).
We will need some auxiliary lemmas to prove our main results. Let ϕ be a linear map onB(X)
preserving the nonzero idempotency of products of operators.
Lemma 2.3. ϕ is injective.
Proof. Assume that ϕ(A) = 0 for some non-zero operator A ∈ B(X). Then there exists a vector
x ∈ X such that Ax /= 0. Thus there exists a non-zero f ∈ X′ such that f (Ax) = 1. Setting B =
x ⊗ f, we know that AB = Ax ⊗ f ∈ I(X)\{0}, which implies that ϕ(A)ϕ(B) ∈ I(X)\{0}.
However we have ϕ(A)ϕ(B) = 0. This is a contradiction. Therefore, ker ϕ = {0} and the proof
is complete. 
Lemma 2.4. Let N ∈ B(X) be of finite rank and N2 = 0. Then ϕ(N) is a nilpotent operator.
M. Wang et al. / Linear Algebra and its Applications 429 (2008) 181–189 183
Proof. Note that R(N) is finite dimensional. ThenX = R(N)M for some closed subspaceM
of X and N has the following operator matrix
N =
(
0 N1
0 0
)
.
Put P =
(
I 0
0 0
)
. We have that P + zN ∈ I(X)\{0} for all z ∈ C. Thus, (ϕ(P ) + zϕ(N))2 ∈
I(X)\{0} for all z ∈ C. It follows that (ϕ(P ) + zϕ(N))2 = (ϕ(P ) + zϕ(N))4 for all z ∈ C. That
is,
(ϕ(P ))2 + z(ϕ(P )ϕ(N) + ϕ(N)ϕ(P )) + z2(ϕ(N))2 = (ϕ(P ))4 + · · · + z4(ϕ(N))4
for all z ∈ C. Hence (ϕ(N))4 = 0. The proof is complete. 
Lemma 2.5. If ϕ is surjective, then ϕ(I) = λI for some constant λ ∈ {1,−1}.
Proof. Sinceϕ is a surjective map, there exists a non-zero operatorA ∈ B(X) such thatϕ(A) = I.
Assume that A is a non-scalar operator. Then, there is a vector x ∈ X such that x and Ax are
linearly independent. Thus, there exists an f ∈ X′ such that f (x) = 0 and f (Ax) = 1. It is triv-
ial thatA(x ⊗ f ) = Ax ⊗ f ∈ I(X)\{0}.Thusϕ(A)ϕ(x ⊗ f ) = ϕ(x ⊗ f ) ∈ I(X)\{0}. How-
ever, x ⊗ f is a rank-1 nilpotent operator. Then ϕ(x ⊗ f ) is a nilpotent operator by Lemma 2.4.
This is a contradiction. Hence, A = μI for some non-zero complex number μ. We thus have that
ϕ(I) = λI for some constant λ ∈ C. It is easily known that λ2 = 1. The proof is completed. 
We next assume that ϕ is surjective and ϕ(I) = I . We may replace ϕ by −ϕ if ϕ(I) = −I .
Lemma 2.6. ϕ has the following properties:
(1) ϕ(I(X)) ⊆ I(X).
(2) ϕ preserves the orthogonality of idempotents.
(3) ϕ preserves the order of idempotents.
Proof. (1) It follows directly from ϕ(I) = I and ϕ(0) = 0.
(2) If P,Q ∈ I(X)\{0} and P ⊥ Q, then P + Q ∈ I(X)\{0}. So, ϕ(P + Q) = ϕ(P ) +
ϕ(Q) ∈ I(X)\{0} by (1). Since ϕ(P ), ϕ(Q) ∈ I(X)\{0}, we know that ϕ(P ) ⊥ ϕ(Q).
(3) LetP,Q ∈ I(X)\{0} andP < Q.ThenPQ = QP = P andQ = P + (Q − P).Clearly,
P ∈ I(X)\{0} and Q − P ∈ I(X)\{0}. Thus, ϕ(Q) = ϕ(P ) + (ϕ(Q) − ϕ(P )) ∈ I(X)\{0}.
We easily get that 2ϕ(P ) = ϕ(Q)ϕ(P ) + ϕ(P )ϕ(Q). It follows that ϕ(Q)ϕ(P ) = ϕ(P )ϕ(Q) =
ϕ(P ). 
Lemma 2.7. ϕ(I1(X)) ⊆ I1(X) and ϕ(N1(X)) ⊆N1(X).
Proof. Let P = x ⊗ f ∈ I1(X) for some x ∈ X and f ∈ X′ such that f (x) = 1. Then ϕ(P ) ∈
I(X)\{0} by Lemma 2.6. Assume that rank ϕ(P )  2. Then there exists a R ∈ I1(X) such that
R < ϕ(P ) and so ϕ(P ) − R ∈ I(X)\{0}. Since ϕ is bijective, there is a non-zero operator B ∈
B(X) such that R = ϕ(B). If f (Bx) /= 0, then 1
f (Bx)
BP = 1
f (Bx)
B(x ⊗ f ) ∈ I1(X), which
implies that 1
f (Bx)
ϕ(B)ϕ(x ⊗ f ) = 1
f (Bx)
Rϕ(P ) = 1
f (Bx)
R ∈ I(X)\{0}. Thus f (Bx)=1 since
R ∈ I1(X). It follows that both x ⊗ f and Bx ⊗ f are in I1(X). Thus, (λI + (1 − λ)B)(x ⊗
f ) ∈ I(X)\{0} for all λ ∈ C. Hence, (λI + (1 − λ)ϕ(B))ϕ(P ) = (λI + (1 − λ)R)ϕ(P ) =
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λϕ(P ) + (1 − λ)R = R + λ(ϕ(P ) − R) ∈ I(X)\{0} for all λ ∈ C. This contradiction implies
that f (Bx) = 0. However we have that (I + λB)(x ⊗ f ) ∈ I(X)\{0} for all λ ∈ C in this case.
Then,
ϕ(I + λB)ϕ(x ⊗ f ) = (I + λR)ϕ(P ) = ϕ(P ) + λR ∈ I(X)\{0}
for all λ ∈ C. This is also a contradiction. Therefore, ϕ(P ) ∈ I1(X).
Let N = x ⊗ f ∈N1(X) for some non-zero x ∈ X and non-zero f ∈ X′ such that f (x) = 0.
Then ϕ(N) ∈N(X) by Lemma 2.4. Take an f1 ∈ X′ such that f1(x) = 1. Setting Q = x ⊗ f1,
we know that both Q and Q + N are in I1(X). So are both ϕ(Q) and ϕ(Q + N) by above
discussion. Then there exist y1, y2 ∈ X and g1, g2 ∈ X′ such that g1(y1) = g2(y2) = 1, ϕ(Q) =
y1 ⊗ g1 and ϕ(Q + N) = y2 ⊗ g2. Putting P = 12 ((Q + N) + Q) = 12N + Q, we get that P ∈
I1(X) and then ϕ(P ) ∈ I1(X). It is known that ϕ(P ) = 12 (ϕ(Q + N) + ϕ(Q)) = 12 (y1 ⊗ g1 +
y2 ⊗ g2). It follows that eithery1 andy2 org1 andg2 are linearly dependent. Ify1 andy2 are linearly
dependent, then we may assume that y1 = y2. Thus, ϕ(P ) = 12y1 ⊗ (g1 + g2) ∈ I1(X) and then
g1(y1) + g2(y1) = 2. Since g1(y1) = 1, we have that g2(y1) = 1. Thus ϕ(N) = ϕ(N + Q) −
ϕ(Q) = y1 ⊗ (g1 − g2) and (g1 − g2)(y1) = 0. Hence, ϕ(N) ∈N1(X). We can get that ϕ(N) ∈
N1(X) by similar discussion if g1 and g2 are linearly dependent. The proof is complete. 
Corollary 2.8. ϕ(F1(X)) ⊆F1(X) and ϕ(F(X)) ⊆F(X).
Proof. Since every non-nilpotent rank-1 operator is a non-zero scalar multiple of rank-1 idempo-
tent operator, we know that ϕ(F1(X)) ⊆F1(X) by Lemma 2.7 and the linearity of ϕ. Moreover,
every finite-rank operator can be written as a linear combination of finitely many rank-1 operators.
It follows from the linear property of ϕ that ϕ(F(X)) ⊆F(X). 
Next result is Corollary 2.1.5 in [4]. We restate here. Note that a linear map ϕ on F(X)
preserves rank non-increasing if rank ϕ(X)  rank X for any X ∈F(X).
Lemma 2.9 [4, Corollary 2.1.5]. Let ϕ be a linear map on F(X) which preserves rank non-
increasing such that rank ϕ(T0) > 1 for some T0 ∈F(X). Then one of the following forms holds.
(1) There exist linear injective maps A : X→ X and C : X′ → X′ such that ϕ(x ⊗ f ) =
Ax ⊗ Cf for all x ∈ X and f ∈ X′.
(2) There exist linear injective maps A : X′ → X and C : X→ X′ such that ϕ(x ⊗ f ) =
Af ⊗ Cx for all x ∈ X and f ∈ X′.
Proposition 2.10. Let ϕ be a surjective linear map onB(X) preserving the nonzero idempotency
of products of operators such that ϕ(I) = I . Then one of the forms stated in Lemma 2.9 holds.
Proof. From Corollary 2.8, we know that the restriction ϕ|F(X) of ϕ on F(X) is a linear map
preserving rank non-increasing. On the other hand, let Q be a rank-2 idempotent operator. Then
there exists a P ∈ I1(X) such that P < Q. By Lemmas 2.4 and 2.5, we know that ϕ(P ) < ϕ(Q)
and ϕ(P ) ∈ I1(X). Then rank ϕ(Q)  2. The desired forms now follow from Lemma 2.9. 
Proof of Theorem 2.1. The sufficient part is obvious. Let ϕ be a linear map onMn preserving
the nonzero idempotency of products of operators. Then ϕ is injective by Lemma 2.3 and thus
surjective. We now have ϕ(I) = λI for some constant λ ∈ {1,−1}. we may assume that ϕ(I) = I .
Then one of two forms stated in Proposition 2.10 holds.
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If (1) holds, then we easily have that ϕ(X) = AXB for all X ∈Mn. It is clear that B = A−1.
We have the form (1).
If (2) holds, then we similarly have that ϕ(X) = AXtA−1 for all X ∈Mn. However this can
not occur if n ≥ 3. Thus in this case we have n = 2. The proof is complete. 
We next consider infinite dimensional case.
Lemma 2.11. ϕ(F1(X)) =F1(X).
Proof. By Corollary 2.8, it is sufficient to prove thatF1(X) ⊆ ϕ(F1(X)). Let T ∈ B(H) such
that ϕ(T ) = z ⊗ h be of rank-1 for some z ∈ X and h ∈ X′. If rank T > 1, then there exist x, y ∈
X such that T x and Ty are linearly independent. It follows that for any nonzero η ∈ C, there is a
non-zerofη ∈ X′ such thatfη(T x) = 1 andfη(T y) = η.SettingBη = x ⊗ fη andDη = y ⊗ fη,
we know that T Bη = T x ⊗ fη ∈ I1(X) and 1ηTDη = 1ηT y ⊗ fη ∈ I1(X). If (1) of Proposition
2.10 holds, then we get that ϕ(Bη) = Ax ⊗ Cfη and ϕ(Dη) = Ay ⊗ Cfη. Then ϕ(T )ϕ(Bη) =
(z ⊗ h)(Ax ⊗ Cfη) = h(Ax)(z ⊗ Cfη) ∈ I1(X) andϕ(T )ϕ
(
1
η
Dη
)
= 1
η
(z ⊗ h)(Ay ⊗ Cfη) =
1
η
h(Ay)(z ⊗ Cfη) ∈ I1(X). It follows that h(Ax)(Cfη)(z) = 1ηh(Ay)(Cfη)(z) = 1, which im-
plies that h(Ay) = ηh(Ax) /= 0 for any nonzero η ∈ C. This is a contradiction. If (2) of Propo-
sition 2.10 holds, we may similarly get a contradiction again. Thus T is of rank-1. The proof is
complete. 
The idea of the following proof comes from [8].
Proof of Theorem 2.2. It is sufficient to prove the necessity. We now may assume thatϕ(I) = I
by Lemma 2.5.
By Lemma 2.11, ϕ maps the set of rank-1 operators onto itself. This implies that the injective
linear maps A and C mentioned in Proposition 2.10 are bijective. Suppose (1) of Proposition 2.10
holds. By Lemma 2.7 and the linearity of ϕ, it can be shown that Cf (Ax) = f (x) for all x ∈ X
and f ∈ X′, which implies that C is the adjoint of A−1, and hence C is bounded. Thus, A−1 and
A are bounded too. Furthermore, for any y ∈ X,
ϕ(x ⊗ f )y = (Ax ⊗ Cf )y = (Cf )(y)Ax = f (A−1y)Ax = A(x ⊗ f )A−1y.
Thus, ϕ(T ) = ATA−1 for all rank-1 operator T . Replacing ϕ by A−1ϕA, we may assume that
ϕ(T ) = T for every rank-1 operator T . We next show that ϕ(T ) = T for every non-scalar operator
T ∈ B(X).
Let T ∈ B(X) be any non-scalar operator. By the property of ϕ, we know that
T R ∈ I(X)\{0} ⇒ ϕ(T )ϕ(R) = ϕ(T )R ∈ I(X)\{0}
for every R ∈ I1(X). It follows that ϕ(T ) = λI + (1 − λ)T for some λ ∈ C\{0} by Proposition
2.3 in [3]. Since T is a non-scalar operator, there exists an x ∈ X such that x and T x are linearly
independent. Thus, there is an f ∈ X′ such that f (x) = 0 and f (T x) = 1. Taking N = x ⊗ f, it
is obvious that N ∈N1(X) and TN = T x ⊗ f ∈ I1(X). Thus, ϕ(T )N ∈ I(X)\{0} and this
gives that (λI + (1 − λ)T )N ∈ I(X)\{0}. So, f ((λI + (1 − λ)T )x) = 1. Then, λ = 0 since
f (x) = 0 and f (T x) = 1. Hence, ϕ(T ) = T . Therefore, ϕ(T ) = T for every T ∈ B(X).
Suppose (2) of Proposition 2.10 holds. Then by a similar argument, we have (Cx)(Af ) = f (x)
for all x ∈ X and f ∈ X′. Then C′ = A−1K−1, where K is the natural embedding of X into X′′.
Thus, A−1 is bounded and so as (A−1)′ and C = (A−1)′K . As C and (A−1)′ are bijective, so is K
and hence X is reflexive. Now by a similar argument, we can show that ϕ(T ) = AT ′A−1 for all
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rank-1 operator T and hence ϕ(T ) = AT ′A−1 for all T ∈ B(X). AsX is infinite dimensional, it
is actually impossible for ϕ to have such form. 
3. Linear maps preserving the nonzero idempotency of triple Jordan products of operators
Let A,B ∈ B(X). The triple Jordan product of A and B is defined to be ABA. Very recently,
some preserver problems on triple Jordan products of operators are considered by several authors
(cf. [1,6]). We say that a linear map ϕ on B(X) preserves the nonzero idempotency of the triple
Jordan product of two operators if for any A,B ∈ B(X),
ABA ∈ I(X)\{0} ⇒ ϕ(A)ϕ(B)ϕ(A) ∈ I(X)\{0}.
As in Section 2, main results are the follows.
Theorem 3.1. Let ϕ be a linear map onMn. Then ϕ preserves the nonzero idempotency of triple
Jordan products of two operators if and only if there exist an invertible matrix A ∈Mn and a
constant  with 3 = 1 such that one of the following forms holds.
(1) ϕ(X) = AXA−1 for all X ∈Mn;
(2) ϕ(X) = AXtA−1 for all X ∈Mn, where Xt denotes the transpose of X.
Theorem 3.2. Let X be a complex infinite dimensional Banach space and let ϕ be a linear
surjective map onB(X). Then ϕ preserves the nonzero idempotency of triple Jordan products of
two operators if and only if there exists a constant  with 3 = 1 such that one of the following
forms holds.
(1) There is an invertible operator A ∈ B(X) such that ϕ(X) = AXA−1 for all X ∈ B(X);
(2) X is reflexive and there is an invertible operator A from X′ onto X such that ϕ(X) =
AX′A−1 for all X ∈ B(X), where X′ denotes the dual of X.
Some auxiliary results are needed to prove our main results.
Proposition 3.3. Suppose that A,B ∈ B(X) are non-scalar operators. If PAP ∈ I(X)\{0}
implies PBP ∈ I(X)\{0} for every P ∈ I1(X), then B = λI + (1 − λ)A for some λ ∈
C\{1}.
Proof. We show that A and B satisfy the condition of Lemma 2.2 in [3]. Let x ∈ X. We note that
for every pair x ∈ X and f ∈ X′ such that f (x) = 1, we have that f (Ax) = 1 implies f (Bx) = 1
by the hypothesis.
Case 1. x and Ax are linearly independent. We first claim that Bx ∈ span{x,Ax}. Other-
wise, Bx, x and Ax are linearly independent. So, there exists an f ∈ X′ such that f (x) = 1
and f (Bx) = f (x − Ax) = 0. Hence, f (Ax) = f (x) = 1 but f (Bx) = 0. This contradiction
implies that Bx = αx + βAx for some complex numbers α, β. Since x and Ax are linearly
independent, we know that x and x − Ax are linearly independent. So, there also exists a g ∈ X′
such that g(x) = 1 and g(x − Ax) = 0. Then g(x) = g(Ax) = 1. By the preceding proof, we
get that g(Bx) = α + β = 1 and Bx ∈ Gcv{x,Ax}, the set of generalized convex combination
of x and Ax.
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Case 2. x = Ax. If Bx and x are linearly independent, then there exists a g1 ∈ X′ such
that g1(x) = 1 and g1(Bx) = 0. So, g1(x) = g1(Ax) = 1 but g1(Bx) = 0. This is a contra-
diction. It follow that Bx and x are linearly dependent and Bx = λx for some complex num-
ber λ. Taking g2 ∈ X′ such that g2(x) = 1, we know that g2(Bx) = λ = 1 and Bx ∈
Gcv{x,Ax}.
By Lemma 2.3 in [3], we get that B = λI + (1 − λ)A for some λ ∈ C\{1}. 
Now we assume that ϕ is a linear map on B(X) preserving the nonzero idempotency of the
triple Jordan product of two operators.
Lemma 3.4. ϕ is injective.
Proof. If there exists a nonzero T ∈ B(X) such that ϕ(T ) = 0, then T x /= 0 for some x ∈ X. If
T x and x are linearly independent, then there is an f ∈ X′ such that f (x) = f (T x) = 1. Taking
R = x ⊗ f, it follows that RTR = x ⊗ f ∈ I(X)\{0} and then ϕ(R)ϕ(T )ϕ(R) ∈ I(X)\{0}.
But, ϕ(T ) = 0, which implies a contradiction. If T x = λx for some λ ∈ C\{0}, then there is a
g ∈ X′ such that g(x) = η with λη2 = 1. So, g(T x) = λη and (x ⊗ g)T (x ⊗ g) = λη(x ⊗ g) ∈
I(X)\{0} since λη2 = 1. Thus, ϕ(x ⊗ g)ϕ(T )ϕ(x ⊗ g) ∈ I(X)\{0}. This gives a contradiction
too. Therefore, ϕ is injective. 
The proof of the following lemma is similar to that of Lemma 2.4.
Lemma 3.5. Let N ∈ B(X) be of finite rank such that N2 = 0. Then ϕ(N) is a nilpotent operator.
Lemma 3.6. If ϕ is surjective, then ϕ(I) = I for a complex constant  with 3 = 1.
Proof. Since ϕ is a bijective map on B(X), there exists a T ∈ B(X) such that ϕ(T ) = I. If T 2
is a non-scalar operator, then there is x ∈ X such that x and T 2x are linearly independent. So,
there exists an f ∈ X′ such that f (x) = 0 and f (T 2x) = 1. Thus, T (x ⊗ f )T ∈ I(X)\{0} and
so ϕ(T )ϕ(x ⊗ f )ϕ(T ) ∈ I(X)\{0}. It follows that ϕ(x ⊗ f ) ∈ I(X)\{0} since ϕ(T ) = I. This
contradicts to Lemma 3.5. Hence, T 2 = μI for some μ ∈ C\{0}. We claim that T = I with
3 = 1.
Since T · μ−1I · T ∈ I(X)\{0}, we know that ϕ(T )μ−1ϕ(I)ϕ(T ) = μ−1ϕ(I) ∈ I(X)\{0}.
It follow that (ϕ(I ))2 = μϕ(I) and (ϕ(I ))6 = μ3(ϕ(I ))3.On the other hand, (ϕ(I ))3 ∈ I(X)\{0}.
It follows that μ3 = 1. If T is not a scalar operator, then there a constant α with α2 = μ such
that T =
(
α 0
0 −α
)
⊕ T1 for some idempotent T1 under some suitable decomposition of X. Take
Q =
(
0 0
0 1
)
⊕ 0,we get that I · (α−1T + Q) · I ∈ I(X)\{0}, which implies thatϕ(I)ϕ(α−1T +
Q)ϕ(I) = αϕ(I) + ϕ(I)ϕ(Q)ϕ(I) ∈ I(X)\{0}. Note that both μ−1ϕ(I) and ϕ(I)ϕ(Q)ϕ(I) are
nonzero idempotents satisfyingϕ(I)ϕ(Q)ϕ(I)  μ−1ϕ(I). However,αϕ(I) + ϕ(I)ϕ(Q)ϕ(I) =
αμ(μ−1ϕ(I)) + ϕ(I)ϕ(Q)ϕ(I). We then have that αμ, αμ + 1 ∈ {0, 1}. We know that αμ /= 0.
It follows that αμ = 1 and αμ + 1 = 0. This is a contradiction. Thus T = I with 3 = 1. The
proof is complete. 
As in Section 2, we next assume that ϕ(I) = I by replacing ϕ by a multiple of ϕ if necessary.
Then the proof of the following lemma is similar to that of Lemma 2.6.
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Lemma 3.7. ϕ has the following properties:
(1) ϕ(I(X)) ⊆ I(X) and ϕ(I(X)\{0}) ⊆ I(X)\{0}.
(2) ϕ preserves the orthogonality of idempotents.
(3) ϕ preserves the order of idempotents.
Lemma 3.8. ϕ(I1(X)) ⊆ I1(X) and ϕ(N1(X)) ⊆N1(X).
Proof. Let P = x ⊗ f ∈ I1(X) for some x ∈ X and f ∈ X′ such that f (x) = 1. Then ϕ(P ) is
an idempotent by Lemma 3.7. If rank ϕ(P )  2, then there is a rank-1 idempotent R such that
R < ϕ(P ) and soϕ(P ) − R ∈ I(X)\{0}.Sinceϕ is bijective, there is an operatorB ∈ B(X) such
that R = ϕ(B). Then, ϕ(P ) − ϕ(B) ∈ I(X)\{0}. On the other hand, PBP = x ⊗ f · B · x ⊗
f = f (Bx)x ⊗ f. If f (Bx) = 0, then P(λB + P)P = P ∈ I(X)\{0} for all λ ∈ C. It follows
that λϕ(P )ϕ(B)ϕ(P ) + ϕ(P ) = λR + ϕ(P ) ∈ I(X)\{0} for all λ ∈ C. This is a contradiction
since R < ϕ(P ). If f (Bx) = μ /= 0, then P( 1
μ
B)P = P ∈ I1(X). So, 1μϕ(P )ϕ(B)ϕ(P ) =
1
μ
R ∈ I(X)\{0}. Thus, μ = 1 and P = P(λP + (1 − λ)B)P ∈ I(X)\{0} for all λ ∈ C. Hence,
ϕ(P )(λϕ(P ) + (1 − λ)ϕ(B))ϕ(P ) = λϕ(P ) + (1 − λ)R = R + λ(ϕ(P ) − R) ∈ I(X)\{0} for
all λ ∈ C. This is also a contradiction. Therefore, rank ϕ(P ) = 1. We similarly have ϕ(N1(X)) ⊆
N1(X). The proof is complete. 
It is known that ϕ(F(X)) ⊆F(X) from Lemma 3.8. Now we have an analogue of Proposition
2.10.
Proposition 3.9. The restriction ϕ|F(X) of ϕ onF(X) has one of the following forms.
(1) There exist linear injective operators A : X→ X and C : X′ → X′ such that ϕ|F(X)(x ⊗
f ) = Ax ⊗ Cf for all x ∈ X and f ∈ X′.
(2) There exist linear injective operators A : X′ → X and C : X→ X′ such that ϕ|F(X)(x ⊗
f ) = Af ⊗ Cx for all x ∈ X and f ∈ X′.
The proof of Theorem 3.1 easily follows from Proposition 3.9.
We now continue to consider infinite dimensional case. We next assume that X is infinite
dimensional and ϕ(I) = I .
Lemma 3.10. ϕ preserves the rank-1 operators in both directions.
Proof. It is sufficient to show that T is of rank-1 whenever ϕ(T ) is. Let ϕ(T ) = z ⊗ f for some
z ∈ X and f ∈ X′. If rank T  2, then there exist x, y ∈ X such that T x and Ty are linearly
independent and so are x and y. We may assume that ϕ|F(X) has the form (1) in Proposition 3.9.
The form (2) can be treated with a similar way. There are three cases to be considered.
Case 1. x, y, T x, and Ty are linearly independent.
For any η ∈ C\{0}, there exists an fη ∈ X′ such that fη(x) = fη(y) = fη(T x) = 1 and
fη(T y) = η. Setting Bη = x ⊗ fη and Dη = y ⊗ fη, we know that BηT Bη = x ⊗ fη · T · x ⊗
fη = x ⊗ fη ∈ I1(X) and 1ηDηTDη = 1η y ⊗ fη · T · y ⊗ fη = y ⊗ fη ∈ I1(X). We get
that ϕ(Bη) = Ax ⊗ Cfη and ϕ(Dη) = Ay ⊗ Cfη. So, ϕ(x ⊗ fη) = Ax ⊗ Cfη ∈ I1(X),
ϕ(Bη)ϕ(T )ϕ(Bη) = (Ax ⊗ Cfη) · (z ⊗ f ) · (Ax ⊗ Cfη) = (Cfη)(z)f (Ax)Ax ⊗ Cfη ∈ I(X)\
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{0}, ϕ(y ⊗ fη) = Ay ⊗ Cfη ∈ I1(X) and 1ηϕ(Dη)ϕ(T )ϕ(Dη) = 1η (Ay ⊗ Cfη) · (z⊗f ) · (Ay⊗
Cfη) = 1η (Cfη)(z)f (Ay)Ay ⊗ Cfη ∈ I(X)\{0}. It follows that (Cfη)(z)f (Ax)(Cfη)(Ax) =
1
η
(Cfη)(z)f (Ay)(Cfη)(Ay) = 1 and ηf (Ax) = f (Ay) /= 0. Obviously, this is a contradiction
since η is arbitrary.
Case 2. x, y and T x are linearly independent and Ty = αx + βy + γ T x for some constants
α, β and γ .
Note that either α or β is not 0. Without loss of generality, we assume that β /= 0. For
any η ∈ C\{0}, there exists an fη ∈ X′ such that fη(x) = fη(T x) = 1 and fη(y) = η. Then
fη(T y) = α + βη + γ . It is known that all of x ⊗ fη, T x ⊗ fη, η−1y ⊗ fη, (x ⊗ fη) · T · (x ⊗
fη) and (η−1y ⊗ fη) · ( ηα+βη+γ T ) · (η−1y ⊗ fη) are rank-1 idempotents for those η such that
α + βη + γ /= 0. It follows that all of ϕ(x ⊗ fη), ϕ(η−1y ⊗ fη), ϕ(x ⊗ fη)ϕ(T )ϕ(x ⊗ fη) and
η
α+βη+γ ϕ(η
−1y ⊗ fη)ϕ(T )ϕ(η−1y ⊗ fη) are nonzero idempotents for those η such that α +
βη + γ /= 0. We now have that (Cfη)(z)f (Ax) = 1α+βη+γ (Cfη)(z)f (Ay) = 1. Then f (Ax) =
1
α+βη+γ f (Ay) /= 0 for all η such that α + βη + γ /= 0. This is again a contradiction.
Case 3. T x = α1x + β1y and Ty = α2x + β2y for some constants αi and βi(i = 1, 2).
By a similar way, for any η ∈ C\{0}, there exists an fη ∈ X′ such that fη(x) = 1 and fη(y) =
η. We thus have fη(T x) = α1 + β1η and fη(T y) = α2 + β2η. Note that α1β2 − α2β1 /= 0. By
considering the rank-1 idempotency of x ⊗ fη, η−1y ⊗ fη, (x ⊗ fη) · ( 1α1+β1ηT ) · (x ⊗ fη) and
(η−1y ⊗ fη) · ( ηα2+β2ηT ) · (η−1y ⊗ fη), we may get f (Ax) =
α1+β1η
α2+β2ηf (Ay) /= 0 for those η
such that α1 + β1η and α2 + β2η are not 0. This is also impossible since α1β2 − α2β1 /= 0.
Hence T is a rank-1 operator. The proof is complete. 
Proof of Theorem 3.2. By Lemma 3.10, ϕ maps the set of rank-1 operators onto itself. Hence a
similar argument in the proof of Theorem 2.2 also works here except the form (2) can occur. We
omit the proof here. 
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