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A prominent formulation of the uncertainty principle identifies the fundamental quantum feature that no particle may
be prepared with certain outcomes for both position and momentum measurements. Often the statistical uncertainties
are thereby measured in terms of entropies providing a clear operational interpretation in information theory and cryp-
tography. Recently, entropic uncertainty relations have been used to show that the uncertainty can be reduced in the
presence of entanglement and to prove security of quantum cryptographic tasks. However, much of this recent progress
has been focused on observables with only a finite number of outcomes not including Heisenberg’s original setting of
position and momentum observables. Here we show entropic uncertainty relations for general observables with discrete
but infinite or continuous spectrum that take into account the power of an entangled observer. As an illustration, we
evaluate the uncertainty relations for position and momentum measurements, which is operationally significant in that
it implies security of a quantum key distribution scheme based on homodyne detection of squeezed Gaussian states.
I. INTRODUCTION
Heisenberg’s original writing1 allows different and sometimes conflicting interpretations of what formalization of the uncer-
tainty relation he had in mind; in this work we will adopt an adversarial perspective common in quantum information theory that
has been fruitful in the context of quantum cryptography. This is sometimes referred to as preparation uncertainty and goes back
to Kennard2 and Robertson3.
For the following, assume that either a position or a momentum measurement is to be performed on a quantum system prepared
in an arbitrary state. An uncertainty relation then bounds the uncertainty of the measurement outcome from the perspective of an
external observer (without access to the measurement device), when either the position or momentum of the particle is measured.
For a particle prepared in a well-defined location, clearly the position uncertainty is low but the momentum uncertainty might
be high. For a wave-like quantum system, the opposite is true. More generally, Heisenberg’s uncertainty relation proclaims that,
independent of the prepared state, it is impossible that both uncertainties are small.
Kennard made this statement precise by showing that the variance of the position and momentum distribution Varω[Q] and
Varω[P ] satisfy the famous inequality
Varω[Q] ·Varω[P ] ≥ 1
4
, (1)
where throughout the paper units are in ~ = 1. Subsequently, several formulations of the uncertainty relation for different mea-
sures of uncertainty have been proposed. We are particularly interested in entropic formulations of the uncertainty principle4–6,
which we will discuss in more detail in Section II.
Nonetheless, it has been recently pointed out7 that the above picture is incomplete in the presence of quantum entanglement.
In fact, it is evident that the preparation uncertainty from the perspective of an external observer can be reduced significantly
if the observer is allowed to interact with the environment of the system. For example, imagine that an approximate Einstein-
Podolsky-Rosen (EPR) entangled state8 is prepared — the continuous analog of a maximally entangled state — exhibiting strong
correlations in both position and momentum measurements. Then the uncertainties of the outcome of position and momentum
measurements are reduced if the observer is given access to a quantum memory (resp. the environment) storing one part of the
approximate EPR state. And in fact, the uncertainty simply vanishes in the limit of an ideal EPR state with perfect correlations.
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2Formally, this uncertainty reduction due to entanglement can best be quantified for a three party situation which reveals an
interesting interplay between the uncertainty principle and monogamy of entanglement (see, e.g., Ref. 9). Suppose that two non-
collaborating external observers are present, one interested in the position and the other one in the momentum measurement.
Then, even though they have access to disjoint parts of the environment, the total uncertainty cannot (significantly) be reduced.
To exemplify this, assume that one observer’s quantum memory is in an approximate EPR state with the measured system
reducing his uncertainty. Because the approximate EPR state is pure the other observer is uncorrelated. Moreover, the latter
observer has high uncertainty since the measured system is in a thermal state (the partial trace of an approximate EPR state) with
larger spread as the correlations of the approximate EPR state are enhanced.
In this article, we quantify this trade-off between the uncertainties of two external observers for both discretized as well as
continuous position and momentum measurements. We show these relations if the uncertainties are quantified by the quantum
conditional entropy, the conditional version of the von Neumann entropy, and by conditional min- and max-entropies. We also
encounter the interesting phenomena for the quantum conditional entropy that the uncertainty bound is strictly lower than in the
case of no quantum memory. This is in contrast to the finite-dimensional case7.
Similar uncertainty relations have recently also been shown by Frank and Lieb10 and by one of the present authors11. In the
former work, the authors employ a more restrictive definition of the quantum conditional entropy and do not consider min- and
max-entropies which are significant for quantum key distribution. Here, we build on the latter work and use a definition which is
more suitable for systems with an infinite number of degrees of freedom. In particular, we introduce a general definition of the
differential quantum conditional entropy in which the classical system is modeled by a σ-finite measure space and the quantum
system by an arbitrary von Neumann algebra. Moreover, we show that under weak assumptions this definition is retrieved as
the limit of the corresponding regularized discrete quantities along finer and finer discretization. This provides an operational
approach to the differential quantum conditional entropy. We also introduce differential versions of the quantum conditional
min- and max-entropies and show that they similarly emerge under weak assumptions as the regularized limits along finer and
finer discretization from their discrete counterparts.
The paper is organized as follows. First, we give a non technical discussion of the results. Then, in Section III we review the
algebraic formalism to describe quantum and classical systems. In Section IV we introduce and discuss the differential quantum
conditional entropies. The entropic uncertainty relations in the presence of quantum memory are proven in Section V. We discuss
the special case of position and momentum measurements (Section C), and eventually conclude our results in Section VI).
II. DISCUSSION OF THE RESULTS
In the following, we start with the differential Shannon entropy12 to measure the uncertainty associated to the outcomes of a
position (or momentum) measurement. For the sake of the motivation, we first follow an operational approach and think of the
differential Shannon entropy as the limit of the ordinary discrete Shannon entropy for finer and finer discretization. Consider
a detector that measures if the outcome q of a position measurement falls in an interval Ik;α := (kα, (k + 1)α] where k is an
integer and α = 2−n the interval size for some n ∈ N. The Shannon entropy of this measurement is then
H(Qα)ω := −
∞∑
k=−∞
ω(Ik;α) logω(Ik;α) , (2)
where ω(Ik;α) denotes the probability of q being observed in the interval Ik;α when the state is ω and Qα is the random variable
indicating in which interval q falls.
A straightforward way to define the differential Shannon entropy would be to use the limit limα→0[H(Qα)ω + logα]. The
additional term logα elucidates the necessity of renormalization as the probability ω(Ik;α) scales with the length of the interval,
α. However, due to ambiguities that can arise by the discretization and that one has to show the existence of the limit, it is more
convenient to use the closed formula
h(Q)ω := −
∫
dq Pω(q) logPω(q) (3)
in order to define the Shannon entropy. Here Pω(q) is the induced probability density when measuring the position of the state
ω. It is clear that the two definitions coincide if for instance Pω is continuous. In the following we denote the similarly defined
differential entropy for the momentum distribution by h(P )ω .
Evaluating the differential entropy for Gaussian wave packets with variance σ2 yields h(Q)ωg =
1
2 log(2pieσ
2) and h(P )ωg =
1
2 log
epi
2σ2 , respectively. Independently, Białynicki-Birula and Mycielski
5 and Beckner6showed the entropic uncertainty relation
h(Q)ω + h(P )ω ≥ log(epi) . (4)
This bound was originally derived for pure states, but also holds for mixed states (see, e.g., Ref. 13). And as for Kennard’s
relation, Gaussian wave packets achieve equality.
3These concepts can be extended to include the effects of a quantum memory. For this purpose, we first need to define a measure
that characterizes the uncertainty for an observer holding quantum side information — the differential quantum conditional von
Neumann entropy. Let us consider two separate physical systems, A and B, in a joint state ωAB . We use the convention that A
is the system to be measured and B is a quantum system held by an observer. A natural definition of the differential quantum
conditional von Neumann entropy would again be limα→0
[
H(Qα|B)ω+logα
]
, whereQα has the same meaning as above and
H(Qα|B)ω is the discrete (quantum) conditional von Neumann entropy. For finite-dimensional systems as well as in the work
by Frank and Lieb10, the conditional von Neumann entropy of a classical variable X conditioned on quantum side-information
B is defined via the chain rule H(X|B) = H(XB) −H(B). However, this is inconvenient for our considerations here as we
want to consider a quantum system B that is fully general in which case both H(XB) and H(B) might be infinite whereas the
conditional uncertainty, expressed through the quantum conditional von Neumann entropy H(X|B), is still well-defined and
finite. We therefore define the quantum conditional von Neumann entropy as
H(Qα|B)ω := −
∞∑
k=−∞
D
(
ωk;αB
∥∥ωB) , (5)
where D(·‖·) is Umegaki’s quantum relative entropy14, ωB is the marginal state on B, and ωk;αB is the sub-normalized marginal
state on B when q is measured in Ik;α. Note the simple relation ωB =
∑
k ω
k;α
B . We emphasize here that in this definition, the
system B can be any quantum or classical system including continuous classical systems or quantized fields. Moreover, in the
finite-dimensional case the quantum relative entropy for two density matrices ρ and σ is given byD(ρ||σ) = trρ log ρ−trρ log σ
such that one retrieves the common definition H(X|B) = H(XB)−H(B).
Similar to the case without side information, it is more convenient to define the differential conditional von Neumann entropy
as a closed expression. Hence, as a natural generalization of formula (5), we define the differential quantum conditional von
Neumann entropy as (see Definition 4)
h(Q|B)ω = −
∫ ∞
−∞
dq D
(
ωqB
∥∥ωB) , (6)
where ωqB is the conditional state density on the system B in the sense that
∫
Ik;α dq ω
q
B = ω
k;α
B . In Proposition 5, we then show
that if −∞ < h(Q|B)ω and H(Qα|B)ω <∞ is satisfied for an arbitrary α > 0, it follows that
h(Q|B)ω = lim
α→0
[
H(Qα|B)ω + logα
]
. (7)
Next, let us state the obtained uncertainty relations in terms of the quantum conditional von Neumann entropies. First, we
consider measurements with finite spacing δq for q and δp for p on the A system of a tripartite state ωABC . We then find that,
for all states,
H(Qδq |B)ω +H(Pδp |C)ω ≥ − log c(δq, δp) , (8)
with
c(δq, δp) = max
k,l
‖
√
Qk[δq]
√
Pl[δp]‖ (9)
where Qk[δ] (Pk[δ]) denotes the projector onto the position (momentum) interval Ik;δ and ‖ · ‖ is the operator norm. We derive
the above relation in Proposition 11 for general positive operator valued measures (POVMs) for which the relation is exactly the
same. Note that for projections as, e.g., Qk[δq] and Pl[δp] the square root in the complementary constant is superfluous. The
complementary constant can be expressed in terms of the the 0th radial prolate spheroidal wave function of the first kind S(1)0
as15 (see Figure 1)
c(δq, δp) = (δqδp)/2 · S(1)0 (1, (δqδp)/4)2. (10)
Moreover, by taking the limits δq → 0 and δp → 0, we find that
h(Q|B)ω + h(P |C)ω ≥ log(2pi) . (11)
Here, we have to impose the same assumptions for P and Q as required for the approximation in (7). But we show that under
a finite energy constraint with respect to the harmonic oscillator potential Q2 + P 2, it is only required that h(Q|B)ω h(P |C)ω
are not −∞. The relation (11) is sharp in the sense that there exists a state which saturates it. In fact, we show in Section C that
4the approximate EPR state on AB (or likewise AC) closes the gap between the left and the right hand side of (11) in the limit of
perfect correlations (see Figure 2).
We note that the lower bound here is given by log(2pi) and not by log(epi) as in the case without quantum memory (4) (see
also Ref. 10). We note further that the relation without memory (4) generalizes straightforwardly to a classical memory system
by the concavity of the Shannon entropy, that is, h(Q|M)+h(P |M) ≥ log(epi) holds for every classical memoryM . Since (11)
is sharp, a quantum memory can reduce the state-independent uncertainty limit. Such a phenomena has not yet been encountered
in discrete variable systems and seems to be a special feature of continuous variable systems. It is related to the phenomena
that for the (approximate) EPR state there exists a gap between the accessible classical correlation and the classical-quantum
correlation, that is, h(Q|QB)−h(Q|B) ≈ log(e/2). In contrast, for the maximally entangled state in the finite case—a minimal
uncertainty state for mutually unbiased measurements—there exists a measurement such that the classical correlation is equal to
the classical-quantum correlation.
A main motivation to use entropies to quantify the uncertainty principle stems from their operational significance. Here
we consider measures important for quantum key distribution, for which the (differential) Shannon entropy or the quantum
conditional von Neumann entropy is not suitable as it only attains operational significance when an asymptotic limit of many
independent identical repetitions of a task are considered. Instead, we extend the work by Renner16 and co-workers (see Ref. 17
for a recent review and Ref. 18 and 19 for infinite-dimensional generalizations) to the position-momentum setting. In particular,
we are interested in finding bounds on the optimal guessing probability of an eavesdropper. For a discretization determined by
the intervals Ik;α as introduced above, the guessing probability (for position) is the probability that an observer with access to
the quantum system B correctly predicts which interval q falls into. A guessing strategy is characterized by a POVM on B,
that is a map k 7→ EkB where EkB are positive semi-definite operators in the observable algebra of B that sum up to identity∑
k E
k
B = 1 . Formally, we define the optimal guessing probability by
Pguess(Qα|B)ω := sup
{ ∞∑
k=−∞
ωk;αB (E
k
B)
∣∣∣ EkB is a POVM on B} . (12)
Clearly, the guessing probability is positive and at most 1. This allows one to introduce the quantum conditional min-entropy16
via the guessing probability as18,20
Hmin(Qα|B)ω := − logPguess(Qα|B)ω. (13)
As we will see, the guessing probability is related to the decoupling fidelity defined as
Fdec(Qα|B)ω := sup
{( ∞∑
k=−∞
√
F (ωk;αB , σB)
)2 ∣∣∣ σB is a state on B} , (14)
where F (·, ·) is Uhlmann’s fidelity21 and we recall that ωk;αB is not normalized. The decoupling fidelity, Fdec(Qα|B)ω , is a
measure of how much information the marginal state on B contains about Qα. If the state is independent, that is if B does not
contain any information about Qα, the decoupling fidelity takes its maximum value as Fdec(Qα) =
(∑∞
k=−∞
√
ωA(Ik;α)
)2
.
The latter expression grows with the support of the distribution, and is positive but not necessarily finite. Similarly, as in the
case of the guessing probability, we can associate an entropic quantity to the decoupling fidelity, which is known as the quantum
conditional max-entropy18,20
Hmax(Qα|B)ω = logFdec(Qα|B)ω. (15)
In this work, we introduce the differential guessing probability and the differential decoupling fidelity, and accordingly, the
differential quantum conditional min- and max-entropies. We define them by straightforwardly generalizing the infinite sums
in (12) and (14) to integrals
pguess(Q|B)ω := sup
{∫ ∞
−∞
dq ωqB(E
q
B)
∣∣∣ q 7→ EqB is a POVM on B} ,
fdec(Q|B)ω := sup
{(∫ ∞
−∞
dq
√
F (ωqB , σB)
)2 ∣∣∣ σB is a state on E} .
In analogy to before, the differential quantum conditional min- and max-entropy are then defined as hmin(Q|B)ω = − log pguess(Q|B)ω
and hmax(Q|B)ω = log fdec(Q|B)ω (see Definition 6). Similar as for the quantum conditional von Neumann entropy, we show
that the differential quantum conditional min- and max-entropies can be retrieved in the limit of finer and finer discretization
(see Proposition 7)
hmin(Q|B)ω = lim
α→0
(
Hmin(Qα|B)ω + logα
)
, (16)
hmax(Q|B)ω = lim
α→0
(
Hmax(Qα|B)ω + logα
)
, (17)
5where the notation is as in (7) and (17) holds if Hmax(Qα|B)ω <∞ for an arbitrary α > 0.
The above quantities allow us to formulate a different entropic uncertainty relation, which generalizes the relation in22 to a
countable or continuous set of outcomes and general side information. For an arbitrary tripartite system in state ωABC and finite
spacing δp, δq , we find that Pguess(Qδq |B)ω ≤ c(δq, δp) · Fdec(Pδp |C)ω , where c(δq, δp) is same as in (8). Expressed in terms of
entropies, this is equivalent to
Hmin(Qδq |B)ω +Hmax(Pδp |C)ω ≤ c(δq, δp). (18)
We prove the above relation for arbitrary POVM measurements in Proposition 9.
The analogous relation in the continuous limit is obtained via (16) and (17) and reads
hmin(Q|B)ω + hmax(P |C)ω ≥ log(2pi) . (19)
Note that we have to impose that Hmax(Pα|B)ω < ∞ for an arbitrary α > 0. But as shown in Lemma 8, this is true if the
second moments of the momentum distribution are finite. Both of these relations can be made sharp even in the absence of any
correlation between q and B and p and C. We show in Proposition 14 that for any δp, δq > 0, the discretized version (18) gets
tight for a state with no uncertainty in the momentum degree, i.e., a state with a momentum distribution with support only on one
of the intervals of length δp. However, tightness of (19) cannot be inferred from this observation because a hypothetical limit
state must have an exactly defined momentum which is unphysical. But as already shown in13, tightness of (19) is given for pure
Gaussian states.
III. PRELIMINARIES
A. Algebraic Description of Physical Systems
Opposite to the standard description of quantum mechanics where the structure of the system is related to a Hilbert space, the
basic objects in the algebraic approach are the observables or respectively, the algebra generated by the possible observables.
It is reasonable to close the observable algebra with respect to the topology which corresponds to taking quantum mechanical
expectation values, that is, the σ-weak topology. More precisely, the σ-weak topology on B(H) is the locally convex topology
induced by the semi-norms A 7→ |tr(τA)| for trace-class operators τ ∈ B(H), see Ref. 23, Chapter 2.4.1. Such an algebra is
called a von Neumann algebra: a von Neumann algebra M is a σ-weakly closed subalgebra of the linear, bounded operators
B(H) on some Hilbert space H. The algebraic approach has for instance the benefit that one can treat classical and quantum
systems on the same footing. We start with specifying general quantum systems.
Quantum Systems. We associate to every quantum system a von Neumann algebraM acting on a Hilbert space H. The set
of linear, normal (i.e. σ-weakly continuous), and positive functionals onM is denoted by P(M). The set of sub-normalized
states S≤(M) is defined as the elements in P(M) satisfying ω(1 ) ≤ 1, where 1 denotes the identity element inM. Elements
ω ∈ S≤(M) with ω(1 ) = 1 are called (normalized) states, and the corresponding set is denoted by S(M). IfM∼= B(H), then
there exists a one to one correspondence between states onM and density matrices onH. We then have for every ω ∈ S(M) a
unique positive trace-one operator ρ on H, such that for all E ∈ M, ω(E) = tr[ρE]. We denote the set of density operators on
H by S(H).
A multipartite system is a composite of different local subsystemsA,B,C associated with mutually commuting von Neumann
algebrasMA,MB ,MC acting on the same Hilbert space H. The combined system is denoted byMABC and is given by the
von Neumann algebra generated by the individual subsystems, that is,MABC =MA∨MB ∨MC is the σ-weak closure of the
algebra {abc : a ∈ MA, b ∈ MB , c ∈ MC}. If it is not clear from context, we label the correspondence of states, operators
and algebras to different subsystems by lower indexes.
By the Gelfand-Naimark-Segal (GNS) construction every ω ∈ S≤(M) admits a purification that is a triple (K, pi, ξω), K
being a Hilbert space, pi a representation ofM on K, and a sub-normalized vector ξω ∈ H such that ω(x) = 〈ξω |pi(x)ξω 〉 for
all x ∈M (see, e.g., Ref. 23, Chapter 2.3.3). We often speak of the commutant pi(M)′ of pi on K as the purifying system.
The space P(M) can be equipped with two different, albeit equivalent notions of distance21,24. The first one is the usual norm
induced byM and defined for ω ∈ P(M) as
‖ω‖ = sup
E∈M,‖E‖≤1
|ω(E)|2 . (20)
ForM = B(H) and density matrices this corresponds to the usual trace-distance. The second one is called the fidelity and was
introduced by Uhlmann21. The fidelity for ω, σ ∈ S≤(M) is defined as
F (ω, σ) = sup | 〈ξω |ξσ 〉|2 , (21)
6where the supremum runs over all purifications of ω and σ being defined with respect to the same Hilbert space. This is a
non-empty set since there exists a Hilbert space K and a representation pi ofM on K, called standard form, such that every state
onM has a purification on K, Ref. 25, Chapter 9.
Classical Systems. A classical system is specified by the property that all possible observables commute, and can thus be
described by an abelian von Neumann algebra. This perspective allows one to use the same definitions for states on classical
systems as defined for quantum systems in the previous paragraph. Since classical systems will play a major role in the sequel,
we discuss them in more detail.
For the sake of illustration, we start with countable classical systems denoted by X . In the following, we denote quantum
systems by indexes A,B,C and classical systems by indexes X,Y, Z. In the classical case we use X,Y, Z to specify the
subsystem as well as the range of the classical variable. The von Neumann algebra corresponding to a countable classical system
X is `∞(X), that is, the set of functions from X to C equipped with the supremum norm. Here, one can think of ex = (δx,k)k
as the measurement operator corresponding to the outcome x ∈ X . A classical state is then a normalized positive functional ωX
on `∞(X), which can be identified with a probability distribution on X , that is, ωX ∈ `1(X). It is often convenient to embed
the classical system `∞(X) into the quantum system with Hilbert space dimension X as the algebra of diagonal matrices with
respect to a fixed basis {|x〉}x∈X . A classical state ωX can then be represented by a density operator
ρωX =
∑
x
ωX(x)|x〉〈x| , (22)
such that the probability distribution can be identified with the eigenvalues of the corresponding density operator.
Let us now go a step further and consider classical systems with continuous degrees of freedom. In order to define such
systems properly, we start with (X,Σ, µ) a measure space with σ-algebra Σ, and measure µ. In the following, we will always
assume that the measure space is σ-finite. The von Neumann algebra of the system is given by the essentially bounded functions
denoted by L∞(X). A classical state on X is defined as a normalized positive and normal functional on L∞(X), and may be
identified with an element of the integrable complex functions L1(X), which is almost everywhere non-negative and satisfies∫
X
ωX(x)dµ(x) = 1 . (23)
Such functions in L1(X) are also called probability distributions on X . The most prominent example of a continuous classical
system is X = R with the usual Lebesgue measure. This is of course the relevant classical system in the case of position or
momentum measurement.
Note that the case of a discrete classical system is obtained if the measure space X is discrete, and equipped with the equally
weighted discrete measure µ(I) =
∑
x∈I 1 for I ⊂ X . In the discrete case, (22) defines a representation of a classical state as
a diagonal matrix of trace-one on the Hilbert space with dimension equal to the classical degrees of freedom. However, in the
case of continuous variables this representation is not possible if we demand that the image is a valid density operator. This is
easily seen from the fact that every density operator is by definition of trace class, and hence, has discrete spectrum.
Classical-Quantum Systems. Let us take a closer look at bipartite systems consisting of a classical part X and a quantum
part B. For a countable classical part X , the combined system is described by the von Neumann algebra (see, e.g., Ref. 26,
Chapter 6.3)
MXB = `∞(X) ∨MB ∼= `∞(X)⊗MB ∼= `∞(X,MB) = {f : X →MB : sup
x
‖f(x)‖ ≤ ∞} . (24)
A state on MXB is called a classical-quantum state and can be written as ωXB = (ωxB)x∈X with ωxB ∈ S≤(MB) and∑
x ω
x
B(1 ) = 1. If the quantum system B is given by the set of all bounded linear operators on a Hilbert space HB , we
can represent ωXB uniquely by the density operator
ρωXB =
∑
x
|x〉〈x| ⊗ ρωxB . (25)
It is now straightforward to generalize the above introduced classical-quantum systems from countable to continuous classical
systems. The combined system is then described by the von Neumann algebra (see, e.g., Ref. 26, Chapter 6.3)
MXB = L∞(X) ∨MB ∼= L∞(X)⊗MB ∼= L∞(X,MB) , (26)
where L∞(X,MB) denotes the space of essentially bounded functions with values inMB . The normal, positive functionals on
MXB are given by elements in L1(X,P(MB)), and states can be identified with integrable functions ωXB on X with values
in P(MB) satisfying the normalization condition ∫
X
ωxB(1 )dµ(x) = 1 . (27)
7In analogy to the discrete case, we write the argument of the map ωXB as an upper index. The evaluation of ωXB on an element
EXB ∈ L∞(X,MB) is computed by ωXB(EXB) =
∫
X
ωxB(EB(x))dµ(x). For further details we refer to Ref. 27, Chapter
4.6-4.7.
B. Channels, Measurements, and Post-Measurement States
We call an evolution of a system a channel. As we work with von Neumann algebras it is convenient to define channels as
maps on the observable algebra, which is also called the Heisenberg picture. A channel from system A to system B described
by von Neumann algebras MA and MB , respectively, is given by a linear, normal, completely positive, and unital map E :
MB → MA. A linear map Φ : N → M between two von Neumann algebras is called completely positive, if the map
(idn ⊗Φ) : Mn ⊗N →Mn ⊗M is positive for all n ∈ N. The map is called unital, if φ(1N ) = 1M . Note thatMA andMB
can be either a classical or a quantum system. If both systems are quantum (classical), we call the channel a quantum (classical)
channel.
A measurement with outcome rangeX is a channel which mapsL∞(X) to a von Neumann algebraMA. Its predual then maps
states of the quantum system A to states of the classical system X . We denote the set of all measurements E : L∞(X)→MA
by Meas(X,MA). If X is countable, we can identify a measurement E : `∞(X) →MA by a collection of positive operators
Ex = E(ex) (x ∈ X) satisfying
∑
xEx = 1 (we denote by ex the sequence with 1 at position x and 0 elsewhere). More
generally, given a σ-finite measure space (X,Σ, µ) and the associated algebra L∞(X), the mapping O → χO → E(χO),
for O ∈ Σ, χO being its indicator function, defines a measure on X with values in the positive operators of MA. Note that
therefore our definition coincides with usual definition of a measurement as a positive operator valued measure, Ref. 28, Chapter
3.1. We define the post-measurement state obtained when measuring the state ωA ∈ S(MA) with EX ∈ Meas(X,MA) by
the concatenation ωX = ωA ◦ EX , that is, ωX(f) = ωA(EX(f)) for f ∈ L∞(X). Since ωA and EX are normal, so is ωX ,
such that ωX is an element of the predual of L∞(X), which is L1(X). Hence, the obtained post measurement state is a proper
classical state and can be represented by a probability distribution on X .
In the following, we are particularly interested in the situation where we start with a bipartite quantum system MAB , and
measure the A-system with some EX ∈ Meas(X,MA). The post-measurement state is then given by ωXB = ωAB ◦ EX .
Similarly as in the case of a trivial B-system, one can show that the state ωXB is a proper classical-quantum state on L∞(X)⊗
MB as introduced in the previous paragraph.
C. Discretization of Continuous Classical Systems
Let us consider a classical system L∞(X) with (X,Σ, µ) a σ-finite measure space, whereX is also equipped with a topology.
The aim is to introduce a discretization of X into countable measurable sets along which we later show the approximation of the
differential quantum conditional von Neumann entropy and the differential quantum conditional min- and max-entropy.
We call a countable setP = {Ik}k∈Λ (Λ any countable index set) of measurable subsets Ik ∈ Σ a partition ofX ifX =
⋃
k Ik,
µ(Ik ∩ Il) = δkl · µ(Ik), µ(Ik) < ∞, and the closure I¯k is compact for all k ∈ Λ. If µ(Ik) = µ(Il) for all k, l ∈ Λ, we call P
a balanced partition, and denote µ(P) = µ(Ik). Note that the property µ(Ik ∩ Il) = δkl · µ(Ik) implies that the step functions
associated to a fixed partition form a subalgebra of all essentially bounded functions on X . If for two partitions P1, P2 all sets
of P1 are subsets of elements in P2, we say that P2 is finer than P1 and write P2 ≤ P1. A family of partitions {Pα}α∈∆ with ∆
a discrete index set approaching zero such that each Pα is balanced, Pα ≤ Pα′ for α ≤ α′, µ(Pα) = α, and
⋃
α Pα generates
Σ, is called an ordered dense sequence of balanced partitions. For simplicity, we usually omit the index set ∆.
Definition 1. We call an ordered dense sequence of balanced partitions {Pα} of a measure space (X,Σ, µ) a coarse graining of
X . A quadruple (X,Σ, µ, {Pα}) is called a coarse grained measure space if the measure space is σ-finite and {Pα} is a coarse
graining of X .
Note that not every σ-finite measure space admits a coarse graining in the sense of the above definition. As a simple example
of a measure space that admits a coarse graining consider a discrete space with the counting measure where each partition
consists of sets with measure at least one. In the case that X = R, Σ the Borel σ-algebra, and µ the Lebesgue measure, a coarse
graining can be easily constructed. For a positive real number α, let us take a partition Pα ofR into intervals Ik = [kα, (k+1)α],
k ∈ Z, with µ(Pα) = α as introduced in Section II. Choosing for α the sequence 12n , n ∈ N then gives rise to a coarse graining.
Remark 2. Every Lebesgue measurable subset X ⊂ R equipped with the Lebesgue measure restricted to X admits a coarse
graining.
8For a classical-quantum systemMXB = L∞(X) ⊗MB , and a partition P = {Ik}k∈Λ of X , we can define the discretized
state ωXPB ∈ S(`∞(Λ)⊗MB) of ωXB ∈ S(MXB) by
ωXPB
(
(bk)
)
=
∑
k∈Λ
∫
Ik
ωxB(bk) dµ(x) =
∑
k∈Λ
ωP,kB (bk) , (28)
where (bk) ∈ `∞(Λ)⊗MB . The new classical system induced by the partition is denoted by XP and it is clear that XP ∼= Λ.
In a similar way we define the discretization of a measurement E ∈ Meas(X,MA) with respect to a partition P = {Ik}k∈Λ as
the element EP ∈ Meas(XP ,MA) determined by the collection of positive operators
EPk = E(χIk) , (29)
where χIk denotes the indicator function of Ik. Note that the concept of a discretized measurement and a discretized state are
compatible in the sense that the post-measurement state obtained from the discretized measurement EP is equal to the one
which is obtained where one first measures E and then discretizes the state. Hence, we have that ωXPB = ωAB ◦ EP if
ωXB = ωAB ◦ E.
IV. QUANTUM CONDITIONAL ENTROPY MEASURES
A. Quantum Conditional von Neumann Entropy
In order to motivate our definition of the differential quantum conditional von Neumann entropy, let us first recall the situation
for discrete finite classical systems and finite-dimensional Hilbert spaces. For a classical-quantum density operator ρXB =∑
x px|x〉〈x|X ⊗ ρxB , the conditional von Neumann entropy is defined as H(X|B)ρ = H(XB)ρ −H(B)ρ, where H(XB)ρ =−tr[ρXB log ρXB ] denotes the von Neumann entropy. In the following, we use that the conditional von Neumann entropy can
also be rewritten as
H(X|B)ρ = −
∑
x
tr
[
pxρ
x
B (log pxρ
x
B − log ρB)
]
= −
∑
x
D(pxρ
x
B‖ρB) , (30)
where the quantum relative entropy of two density matrices ρ and σ acting on a finite-dimensional Hilbert spaceH is defined as
(see, e.g., Ref. 29)
D(ρ‖σ) = tr[ρ log ρ]− tr[ρ log σ] , (31)
in the case where the support of ρ is contained in the support of σ, and∞ else. Writing the conditional von Neumann entropy
in terms of the quantum relative entropy is motivated by the fact that the latter has a well behaved extension to states on von
Neumann algebras which was introduced by Araki30 and further studied by Petz and various authors (see Ref. 31 and references
therein). This generalization can be understood in the finite-dimensional case by writing
D(ρ‖σ) = tr
[
ρ1/2 log
(
∆(ρ/σ)
)
ρ1/2
]
, (32)
where the so-called spatial derivative is defined as ∆(ρ/σ) = L(σ−1)R(ρ), where L(a) and R(a) denote the left and right
multiplication by an element a ∈ B(H), respectively. Here, σ−1 denotes the pseudo inverse on the support of σ. Note that
∆(ρ/σ) defines a linear positive operator acting on the Hilbert space HS(H) of Hilbert-Schmidt operators onH. We emphasize
that the mapping pi : a 7→ L(a), a ∈ B(H) defines a representation of the algebra B(H) on the Hilbert space HS(H). Before
discussing the spatial derivative on von Neumann algebras we first consider its properties in the case of density operators (see
also Ref. 29, Chapter 3.4). The spatial derivative may then be defined by the quadratic form
q : a 7→ tr
[
ρR(σ−
1
2 a)R(σ−
1
2 a)∗
]
= tr
[
ρa∗σ−1a
]
, (33)
where again R(σ−
1
2 a) is the right multiplication by σ−
1
2 a. The sesquilinear form s : (a, b) 7→ tr [a∗∆(ρ/σ)(b)] defining
the positive linear operator ∆(ρ/σ) is derived from q by the polarization identity s(a, b) = 14 (q(a + b) − q(a − b) + iq(a −
ib) − iq(a + ib)). The operator R(σ− 12 a)R(σ− 12 a)∗ commutes with all operators acting by left multiplication, and hence is
an element of the commutant of pi(B(H)). This characterization of the spatial derivative can be generalized to states on von
Neumann algebras.
9For a von Neumann algebraM⊆ B(H), let (ξσ, piσ,Hσ) be the GNS-triple associated with σ ∈ P(M). For vectors η in the
set { η ∈ H : ‖aη‖ ≤ cησ(a∗a), a ∈ M, cη > 0 } with closure equal to the support of σ, we may define a linear bounded
operator fromHσ toH by
rσ(η) : xξσ 7→ xη . (34)
Note that the GNS construction ensures that the linear span of vectors of the form xξσ , x ∈ M are dense in Hσ . If the Hilbert
spaces Hσ and H are isomorphic and η = cxξσ for c ∈ M′, then rσ(η) = c. Moreover, the operator rσ(η)rσ(η)∗ is always
an element ofM′. Let now ω be a state onM, which is implemented by a vector ξ ∈ H, that is, ξ is a purifying vector of ω.
The vector ξ also defines a state ω′ξ on the commutantM′ by ω′ξ(y) = 〈ξ |yξ 〉 for y ∈ M′. We define the spatial derivative
∆(ω′ξ/σ) as the self-adjoint operator associated with the quadratic form onH given by
q : η 7→ ω′ξ(rσ(η)rσ(η)∗) . (35)
For a detailed derivation of its properties, see Ref. 25, Chapter 9.3, and Ref. 31, Chapter 4 and references therein. In analogy
with the finite-dimensional case, we can now define the quantum relative entropy in terms of this operator (following Araki30).
Definition 3. LetM ⊆ B(H) be a von Neumann algebra acting on a Hilbert space H, ω ∈ S(M) implemented by a vector
ξ ∈ H, and σ ∈ P(M). If ξ is in the support of σ, then the quantum relative entropy of ω with respect to σ is defined as
D(ω‖σ) = 〈ξ| log (∆(ω′ξ/σ)) ξ〉 . (36)
The logarithm of the possibly unbounded operator ∆(ω′ξ/σ) is defined via the functional calculus. If ξ is not in the support of
σ, we set D(ω‖σ) =∞.
It can be shown that the quantum relative entropy is independent of the particular choice of some purifying vector ξ of ω, see
the discussion in Ref. 31, Chapter 5 together with32. We define now the differential quantum conditional von Neumann entropy
as the integral version of (30). For later purposes, we also include an additional finite-dimensional quantum system.
Definition 4. Let MXAB = L∞(X) ⊗ B(HA) ⊗ MB with (X,Σ, µ, ) a σ-finite measure space, HA a finite-dimensional
Hilbert space,MB a von Neumann algebra, and ωXAB ∈ S≤(MXAB). Then, the conditional von Neumann entropy of XA
given B is defined as
h(XA|B)ω = −
∫
D(ωxAB‖trA ⊗ ωB) dµ(x) . (37)
where trA is the trace onHA.
In the following, we use lower case letter h(X|B)ω if X is a continuous measure space and use uppercase letter, H(X|B)ω ,
if X is discrete. In the latter case of a discrete measure space, we recover the formula in (30) with now a possible infinite sum
H(X|B)ω = −
∑
x∈X
D(pxω
x
B‖ωB) . (38)
The following statement shows that the differential quantum conditional von Neumann entropy can be retrieved from the
regularized version of its discrete counterpart in the limit of finer and finer coarse grainings.
Proposition 5. LetMXB = L∞(X)⊗MB withMB a von Neumann algebra and (X,Σ, µ, {Pα}) a coarse grained measure
space. Consider ωXB ∈ S(MXB) such that −∞ < h(X|B)ω , and assume that there exists α0 > 0 for which H(XPα0 |B)ω <∞. Then, it follows that
h(X|B)ω = lim
α→0
(H(XPα |B)ω + logα) , (39)
where ωXPαB is defined as in (28). Furthermore, if h(X)ω <∞, then it follows that
h(X|B)ω = h(X)ω −D(ωXB‖ωX ⊗ ωB) . (40)
We note that in Ref. 33, the conditional von Neumann entropy was defined as in (40) for ωAB ∈ S
(B(HA ⊗ HB)) with
H(A)ω <∞, and separable Hilbert spacesHA andHB .
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Proof. We first write the integral as a series of integrals over a covering {Xk}∞k=0 of X by compact measurable sets with
µ(Xk ∩X l) = 0 for k 6= l. Using that the Lebesgue integral can be split over positive and negative parts of the integrand, we
can use the monotone convergence theorem to obtain
−h(X|B)ω = lim
n→∞
n∑
k=1
∫
Xk
D(ωxB‖ωB) dµ(x) . (41)
For a fixed k, it follows from disintegration theory, Ref. 27, Chapter IV.7, that∫
Xk
D(ωxB‖ωB) dx = D(ωXB‖µXk ⊗ ωB) , (42)
where µXk denotes the restriction of the Lebesgue measure onXk. Note that µXk is now a positive finite functional such that we
can apply the approximation result for the quantum relative entropy of states on a von Neumann algebra along a net of increasing
subalgebras in L∞(Xk) (Lemma 28). In particular, we take the net of subalgebras given by the step functions corresponding
to the fixed partitions Pkα obtained by restricting Pα to Xk. We assume here that the covering {Xk} is taken such that it is
compatible with the partitions Pα for a small enough α such that Pkα is balanced as well. Note that such a covering exists since
one can for instance take the the sets of a fixed partition Pα for a large enough α. Let us denote the corresponding alphabet of
the induced discrete and finite abelian algebra by Xkα. Hence, we obtain that
−h(X|B)ω = lim
n→∞ limα→0
n∑
k=1
D(ωXkαB‖µXkα ⊗ ωB) . (43)
where ωXkαB and µXkα ⊗ ωB are states in `∞(Xkα)⊗MB and defined as in (28). We therefore have that µXkα = α1 , where the
identity is the one in `∞(Xkα), and it follows by an elementary property of the quantum relative entropy (Lemma 27) that
D(ωXkαB‖µXkα ⊗ ωB) = D(ωXkαB‖1 ⊗ ωB)− pk logα , (44)
where pk =
∫
Xk
ωxB(1 )dx is the probability that an event in the interval X
k occurs. Hence, in order to obtain the approximation
result in the proposition, we have to show that the limits on the right hand side of (43) can be interchanged. For that, it is sufficient
to show that the sum
∑
fk(α) with fk(α) = D(ωXkαB‖µXkα ⊗ ωB) converges uniformly. By assumption, H(XPα0 |B)ω <∞,
and due to the monotonicity of the quantum relative entropy under restrictions (Lemma 26), we then get that fk(α0) ≤ fk(α) ≤
fk(0) for all k. Together with (44) it follows that
h(X|B)ω = −
∑
k
fk(0) ≤ −
∑
k
fk(α0) = H(XPα0 |B)ω + logα0 <∞ , (45)
and since by assumption h(X|B)ω > −∞, we conclude that h(X|B)ω is finite. Further, we have that |fk(α)| ≤ |fk(α0)| +
|fk(0)| = Mk. Note that the terms fk(α) in the sum can be negative or positive and we need lower and upper bounds in order
to bound the absolute value of fk(α). Using the Weierstrass uniform convergence criteria, it remains to show that
∑
kMk is
finite. The series
∑
k |fk(0)| is finite since it is upper bounded by
∫ |D(ωxB‖ωB)| dx, which is finite since h(X|B)ω is finite.
Using (44) and the fact that D(ωXkαB‖1 ⊗ ωB) ≥ 0 for all k, it is easy to see that the series
∑
k |fk(α0)| is bounded by
H(XPα0 |B) + log(α0) (which is finite by assumption). This concludes the first statement of the proposition.
The second statement follows from the first together with the chain rule for the quantum relative entropy (Lemma 29).
B. Quantum Conditional Min- and Max-Entropy
Quantum conditional min- and max-entropy have already been investigated on infinite-dimensional Hilbert spaces18 and von
Neumann algebras11,19. For finite classical systems X , the conditional min- and max-entropy for a state ωXB on the bipartite
systemMXB = L∞(X)⊗MB withMB a von Neumann algebra are given by19
Hmin(X|B)ω = − log sup
{∑
x
ωxB(E
x
B) : E
x
B ∈MB , ExB ≥ 0,
∑
x
ExB = 1B
}
(46)
Hmax(X|B)ω = 2 log sup
{∑
x
√
F (ωxB , σB) : σB ∈ S(MB)
}
, (47)
where F (·, ·) denotes the fidelity (21). These quantities admit natural extensions to classical-quantum systems where the classical
variable takes values in an arbitrary σ-finite measure space.
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Definition 6. LetMXB = L∞(X)⊗MB with (X,Σ, µ) a σ-finite measure space,MB a von Neumann algebra, and ωXB ∈
S≤(MXB). Then, the conditional min-entropy of X given B is defined as
hmin (X|B)ω = − log sup
{∫
ωxB(E
x
B) dµ(x) : E ∈ L∞(X)⊗MB , E ≥ 0,
∫
ExB dµ(x) ≤ 1B
}
. (48)
Furthermore, the conditional max-entropy of X given B is defined as
hmax (X|B)ω = 2 log sup
{∫ √
F (ωxB , σB) dµ(x) : σB ∈ S(MB)
}
. (49)
The quantities in (48) and (49) are well defined since the integrands are measurable and positive. An important example
is given for X = R. Then, for trivial quantum memory MB = C, the differential min- and max-entropy correspond to the
differential Re´nyi entropy of order∞ and 1/2, respectively,
hmin(X)ω = − log ‖ωX‖∞ (50)
hmax(X)ω = 2 log
∫ √
ωx dx = log ‖ωX‖ 1
2
, (51)
where ‖ · ‖p denotes the usual p-norm on Lp(R). We note that like any differential entropy, the differential conditional min- and
max-entropy can get negative. In particular,
−∞ ≤ hmin(X)ω <∞, −∞ < hmax(X)ω ≤ ∞ . (52)
and the same bounds also hold for the conditional versions in (48) and (49).
In the case where the measure space X is discrete and equipped with the counting measure, we retrieve the usual definitions
as in (46) and (47), with sums now involving infinitely many terms. We therefore use uppercase letters for the entropies,
Hmin(X|B)ω and Hmax(X|B)ω , if X is discrete. For X having infinite cardinality, we can assume that X ∼= N and since all
the terms inside the sums are positive, the conditional min- and max-entropy can be obtained from finite sum approximations
Hmin(X|B)ω = − log sup
m
sup
{
m∑
x=1
ωxB(E
x
B) : E
x
B ∈MB , ExB ≥ 0,
m∑
x=1
ExB ≤ 1B
}
(53)
Hmax(X|B)ω = 2 log sup
m
sup
{
m∑
x=1
√
F (ωxB , σB) : σB ∈ S(MB)
}
. (54)
The following proposition shows that the differential conditional min- and max-entropy for coarse grained measure spaces are
retrieved from the discrete quantities in the regularized limit of finer and finer discretization.
Proposition 7. LetMXB = L∞(X)⊗MB withMB a von Neumann algebra and (X,Σ, µ, {Pα}) a coarse grained measure
space. Then, we have that for ωXB ∈ S(MXB),
hmin (X|B)ω = limα→0
(
Hmin (XPα |B)ω + logα
)
, (55)
where ωXPαB is defined as in (28). Furthermore, if there exists an α0 > 0 such that Hmax(XPα0 )ω <∞, then we have that
hmax (X|B)ω = limα→0
(
Hmax (XPα |B)ω + logα
)
. (56)
A similar result under additional conditions and with different techniques is derived in the thesis of one of the authors11. We
emphasize that the limits for α → 0 in (55) and (56) can be replaced by an infimum over α. This emerges directly from the
following proof of Proposition 7.
Proof. We start with the differential conditional min-entropy. Let us fix an α0 and consider Pα0 = {Iα0l }l∈Λ where we can
assume that Λ = {1, 2, 3, ...} ⊂ N. For k ∈ Λ, we then define Ck =
⋃k
l=1 I
α0
l which is compact according to the definition of a
coarse graining. We then write the differential min-entropy as
hmin(X|B)ω = − log sup
k
sup
{
ωXB(E) : E ∈ L∞(Ck)⊗MB , E ≥ 0,
∫
ExB dµ(x) ≤ 1B
}
. (57)
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Since Ck is compact, the set of step functions T k =
⋃
α≤α0 T kα with T kα the step functions corresponding to partitions Pkα
defined as the restriction of Pα onto Ck is σ-weakly dense in L∞(Ck). Because ωXB is σ-weakly continuous we get that
hmin(X|B)ω = − log sup
k
sup
α
{
ωXB(E) : E ∈ T kα ⊗MB , E ≥ 0,
∫
ExB dµ(x) ≤ 1B
}
, (58)
where we used that a {Pkα} is an ordered family of partitions. By exchanging the two suprema, we find that the right hand side
of (58) reduces to the infimum of Hmin(XPα |B)ω + logα over α, with ωXPαB defined as in (28). Finally, we note that since
the expression on the right hand side of (58) is monotonic in α, the infimum over α can be exchanged by the limit α→ 0.
To show the approximation of the differential conditional max-entropy, we start by using a different but equivalent expression
for the fidelity34
hmax(X|B)ω = 2 log sup
{∫
sup
U(x)∈pi(MB)′
|〈ξxω|U(x)|ξσ〉|dx : σB ∈ S(MB)
}
, (59)
where pi is some fixed representation of MB in which all ωxB and σB admit vector states |ξxω〉, |ξσ〉, respectively, and the
supremum is taken over all elements U(x) ∈ pi(MB)′ with ‖U(x)‖ ≤ 1. We note that we can always choose U(x) such that
〈ξxω|U(x)|ξσ〉 is positive. It follows by the σ-finiteness of the measure space together with the theorem of monotone convergence,
that we can find a sequence of sets Xn all having finite measure, and
hmax(X|B)ω = 2 log sup
σB∈S(MB)
lim
n→∞ supU(x)∈pi(MB)′
∫
Xn
〈ξxω|U(x)|ξσ〉dx . (60)
For later reasons we note that the sequence Xn can be chosen such that it is compatible with the partitions in the sense that for
every n the restriction of Pα onto Xn forms again a balanced partition with measure α. One can take for instance Xn to be
generated by finite increasing unions of the sets in a partition Pα0 for a fixed α0. Then for all α ≤ α0 the condition is satisfied. It
then follows from disintegration theory of von Neumann algebras, Ref. 27, Chapter IV.7, that the expression involving the second
supremum and the integral can again be recognized as a fidelity, more precisely, as the square root of F (ωXnB , µXn ⊗ σB),
where ωXnB is the state restricted to the subalgebra L∞(Xn) ⊗MB ⊆ L∞(X) ⊗MB , and µXn is the Lebesgue measure
restricted to the set Xn. Because Xn is of finite measure, µXn can be identified as a positive functional on L∞(Xn) ⊗MB .
The fidelity between the two positive forms ωXnB and µXn ⊗ σB can be approximated by evaluating35
F (ωXnB , µXn ⊗ σB) = inf
∑
j
ωXnB(ej)µXn ⊗ σB(ej)
 , (61)
where {ej} ⊂ L∞(Xn)⊗MB are finitely many orthogonal projections summing up to the identity. Using the same reasoning
as for the conditional min-entropy, we can restrict this infimum to finite sets of orthogonal projections in T ⊗MB . Since any
such projection is of the form χIαk ⊗ P kB , for a projection P kB ∈MB , we find that
F (ωXnB , µXn ⊗ σB) = inf
α>0
F (ωXnPαB , µX
n
Pα
⊗ σB) = lim
α→0
F (ωXnPαB , µX
n
Pα
⊗ σB) . (62)
Note that the infimum can be replaced by the limit since the family {Pα} is ordered and the fidelity is monotonic under restric-
tions34. This leads to
hmax(X|B)ω = 2 log sup
σB∈S(MB)
lim
n→∞ limα→0
√
F (ωXnPαB , µX
n
Pα
⊗ σB) , (63)
and in order to proceed, we have to interchange the limits. For this, we define
fn(σ, α) =
√
F (ωXnPαB , µX
n
Pα
⊗ σB) =
∑
k∈Λ(α,n)
√
α · F (ωPnα ,kB , σB) , (64)
where we have used that µXn restricted to Nα is just the counting measure multiplied by α. Since fn(σ, α) is monotonously
increasing in α, there exists by assumption an α0 such that
fn(σ, α) ≤
∑
k∈Λ(α0,n)
√
α0 · F (ωP
n
α0
,k
B , σB) ≤
∑
k∈Λ(α0,n)
√
α0 · ωP
n
α0
,k
B (1 ) (65)
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is finite in the limit n → ∞. It follows by the Weierstrass’ uniform convergence theorem that the sequence fn(σ, α) converges
uniformly in σ and α to the limiting function f(σ, α) = limn→∞ fn(σ, α). Hence, the limits in (63) can be interchanged, and
we arrive at
hmax(X|B)ω = 2 log sup
σB∈S(MB)
lim
α→0
f(σ, α) = 2 log sup
σB∈S(MB)
inf
α>0
f(σ, α) . (66)
In the last step, we need to interchange the supremum with the infimum. For this, we extend the function f(σ, α) by setting
f(σ, 0) =
∫ √
F (ωxB , σB)dµ(x) such that we can write
hmax(X|B)ω = 2 log sup
σB∈S(MB)
inf
α∈[0,α0]
f(σ, α) . (67)
Since fn(σ, α) converges uniformly in σ and α, and f(σ, α) is monotonically increasing in α, we have
inf
α>0
f(σ, α) = f(σ, 0) . (68)
Hence, we find that
sup
σB∈S(MB)
inf
α∈[0,α0]
f(σ, α) = inf
α∈[0,α0]
sup
σB∈S(MB)
f(σ, α) , (69)
and by using that f(σ, α) is monotonically increasing in α we obtain with (67) that
hmax(X|B)ω = lim
α→0
(
Hmax(XPα |B)ω + logα
)
. (70)
We note that the condition Hmax(XPα0 )ω < ∞ required for the approximation of the differential conditional max-entropy
does not follow from hmax(X)ω < ∞. Indeed, there exist states ωX ∈ L1(X) with hmax(X)ω < ∞ but Hmax(XPα)ω = ∞
for all α > 0. As an example of such a state ωX for X = R take the normalization of the function which is equal to 1 for
x ∈ [k, k − 1/k2], k ∈ N, and 0 else. But conversely, Hmax(XPα)ω < ∞ implies that hmax(X)ω < ∞ since the relation
hmax(X|B)ω ≤ Hmax(XPα |B)ω + logα holds for all α > 0 and ωXB ∈ S(MXB).
In the important case where X = R, the condition Hmax(XPα0 )ω < ∞ is satisfied under the assumption that the second
moment of the distribution ωX is finite (which is often a valid assumption in physical applications).
Lemma 8. Let X = R and ω ∈ S(L∞(X)) such that ∫ ω(x)x2dx < ∞. Then, there exists a partition Pα of X into intervals
of length α > 0 such that Hmax(XPα)ω <∞.
Proof. Let us fix α and take the partition Pα of X into intervals Ik = [kα, (k+ 1)α] for k ∈ Z. The max-entropy Hmax(XPα)ω
is finite if and only if
∑
k
√
ωk with ωk =
∫
Ik
ω(x)dx is finite. By means of the monotone convergence theorem, we can write∫
x2ω(x) dx =
∑
k≥0
∫
Ik
ω(x)x2 dx+
∑
k<0
∫
Ik
ω(x)x2 dx . (71)
For the following we only consider the sum over k ≥ 0, but the same argument can also be applied to the sum over k < 0. From
the monotonicity of the square and the definition of Ik follows that
∫
Ik
ω(x)x2dx ≥ (αk)2 ∫
Ik
ω(x)dx = (αk)2ωk. Hence, we
find that
α2
∑
k
k2ωk ≤
∑
k
∫
Ik
ω(x)x2 dx <∞ , (72)
and since all terms are positive we conclude that the sum
∑
k2ωk converges absolutely. We set ∆ = {k ∈ N : k2√ωk ≥ 1}
and write ∑
k∈N
k2ωk =
∑
k∈∆
k2ωk +
∑
k∈N\∆
k2ωk ≥
∑
k∈∆
√
ωk , (73)
where we used that absolute converging series can be reordered and that
∑
k2ωk =
√
ωk(k
2√ωk) ≥ √ωk for all k ∈ ∆. Hence,
we find that
∑
k∈∆
√
ωk converges absolutely. Moreover, by definition of ∆, it holds that
√
ωk < 1/k
2 for all k ∈ N\∆ such
that
∑
k∈N\∆
√
ωk ≤
∑
k∈N\∆ 1/k
2 <∞. Using again that absolutely converging series can be reordered, we finally obtain∑
k∈N
√
ωk =
∑
k∈∆
√
ωk +
∑
k∈N\∆
√
ωk <∞ . (74)
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V. ENTROPIC UNCERTAINTY RELATIONS IN THE PRESENCE OF QUANTUM MEMORY
In the following sections, we first derive the uncertainty relations for arbitrary measurements and then discuss the special
case of position and momentum observables. Our starting point is a recent proof technique developed by Coles et al.36 (see
also Ref. 22) for finite-dimensional Hilbert spaces, which we generalize to von Neumann algebras and continuous measure
spaces by means of the approximation results derived in Section IV. The advantage of the applied proof strategy is that it only
relies on basic properties of the involved entropies. We start with the uncertainty relation for the quantum conditional min- and
max-entropy.
A. Uncertainty Relations in Terms of Quantum Conditional Min- and Max-Entropy
An uncertainty relation for conditional min- and max-entropy was first derived in the finite-dimensional setting22, and then
generalized to measurements with a finite number of outcomes on von Neumann algebras19. Before stating the extension to
measurements with continuous outcomes, we first prove the uncertainty relation for the case of measurements with an infinite,
but countable number of outcomes. We emphasize here that this result cannot directly be inferred from the similar relation for a
finite measurement range since the uncertainty relation does not generalize to non-normalized POVMs.
Proposition 9. Let MABC be a tripartite von Neumann algebra, ωABC ∈ S(MABC), X and Y countable, and EX =
{Ex}x∈X ∈ Meas(X,MA) and FY = {Fy}y∈Y ∈ Meas(Y,MA). Then, we have that
Hmax(X|B)ω +Hmin(Y |C)ω ≥ − log c(EX , FY ) , (75)
where the overlap of the measurements is given by
c(EX , FY ) = sup
x,y
‖E1/2x F 1/2y ‖2 . (76)
Proof. The main difference to the proofs of the uncertainty relations in22,36 is that we have to take an infinite number of outcomes
into account. We achieve this by first showing an inequality for sub-normalized measurements with a finite number of outcomes,
and then use a limit argument to obtain the uncertainty relation for measurements with an infinite number of outcomes. We
describe sub-normalized measurements EX and FY by a finite collection of positive operators {Ex}x∈X and FY = {Fy}y∈Y ,
which sum up to M =
∑
xEx ≤ 1 and
∑
y Fy ≤ 1 .
Let us take a Hilbert space H whereMABC ⊆ B(H) is faithfully embedded and there exists a purifying vector |ψ〉 ∈ H for
ωABC , that is, ωABC(·) = 〈ψ| · ψ〉. We choose a Stinespring dilation (see Ref. 37, Theorem 4.1) for EX of the form
V : H → H⊗ CX ⊗ CX′ , V |ψ〉 =
∑
x
E1/2x |ψ〉 ⊗ |x, x〉 , (77)
where CX denotes a quantum system with dimension X in which the classical output of the measurement EX is embedded,
and X ∼= X ′. Since |ψ〉 ∈ H is a purifying vector of ωABC , we have that V |ψ〉 ∈ H ⊗ CX ⊗ CX′ , is a purifying vector
of ωXB = ωAB ◦ EX . Denoting the commutant of MABC in B(H) by MD, we find that the purifying system of ωXB is
B(CX′)⊗MACD. It then follows from the duality of the conditional min- and max-entropy (Lemma 23) that
Hmax(X|B)ω = −Hmin(X|X ′ACD)ψ◦V , (78)
where ψACD◦V (·) = 〈ψ|V ∗(·)V ψ〉. Since the conditional min-entropy can be written as a max-relative entropy (Definition 18),
we have that
−Hmin(X|X ′ACD)ψ◦V = inf
σX′ACD
Dmax(ψACD ◦ V ‖τX ⊗ σX′ACD) , (79)
where the max-relative entropy is given by (Definition 17)
Dmax(ψACD ◦ V ‖τX ⊗ σX′ACD) = inf{ι ∈ R : ψACD ◦ V ≤ 2ι · τX ⊗ σX′ACD} , (80)
the infimum is over σX′ACD ∈ S(MX′ACD), and τX denotes the trace on B(CX). Let us now define the completely positive
map E : B(H) → B(H ⊗ CX ⊗ CX′) given by E(a) = V aV ∗. The map is sub-unital since E(1 ) = V V ∗ and ‖V V ∗‖ =
‖V ∗V ‖ = ‖∑xEx‖ = ‖M‖ ≤ 1. Due to the monotonicity of the max-relative entropy under applications of sub-unital,
completely positive maps (Lemma 19), we obtain for fixed σX′ACD ∈ S(MX′ACD),
Dmax(ψACD ◦ V ‖τX ⊗ σX′ACD) ≥ Dmax((ψACD ◦ V ) ◦ E‖(τX ⊗ σX′ACD) ◦ E) (81)
= Dmax(ω
V
ACD‖γσ,VACD) , (82)
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where we denoted ωVACD = (ψACD ◦ V ) ◦ E and γσ,VACD = (τX ⊗ σX′ACD) ◦ E . Due to the fact that V ∗V = M , we have that
ωVACD(·) = ψACD ◦ V ◦ V ∗(·) = 〈ψ |V ∗V (·)V ∗V ψ 〉 = ωACD(M ·M) with ωACD the state onMACD corresponding to
|ψ〉. Using once more the monotonicity of the max-relative entropy under application of channels (Lemma 19), we obtain by
first restricting onto the subalgebraMAC and then measuring the A system with F ,
Dmax(ω
V
ACD‖γσ,VACD) ≥ Dmax(ωVAC‖γσ,VAC ) ≥ Dmax(ωVY C‖γσ,VY C ) , (83)
where we set ωVY C = ω
V
AC ◦FY and γσ,VY C = γσ,VAC ◦FY . By definition, we have that γσ,VY C (a) =
∑
y γ
σ,V
AC (Fyay) for a = (ay) ∈MY C . Hence, it holds for all positive ay ∈MC with y ∈ Y that
γσ,VAC (Fyay) = τX ⊗ σX′AC(V FyayV ∗) =
∑
x
σx,xAC(
√
ExFy
√
Exay) ≤ sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2 σC(ay) , (84)
where we denoted σX′ACD = (σ
x,x′
ACD), and used that ay commutes with Ex and Fy . Thus, we conclude that
γσY C ≤ sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2 · τY ⊗ σC . (85)
By using elementary properties of the max-relative entropy (Lemma 20 and Lemma 21), it then follows for any σX′ACD ∈
S(MX′ACD) that
Dmax(ω
V
Y C‖γσY C) ≥ Dmax(ωVY C‖τY ⊗ σC)− log sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2 (86)
≥ inf
η
Dmax(ω
V
Y C‖τY ⊗ ηC)− log sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2 (87)
= −Hmin(Y |C)ωV − log sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2 , (88)
where the infimum is over ηC ∈ S(MC), and we used again that the conditional min-entropy can be written as a max-relative
entropy (Definition 18). Combining this with all the steps going back to (78), we therefore obtain
Hmax(X|B)ω ≥ −Hmin(Y |C)ωV − log sup
x,y
∥∥∥E1/2x F 1/2y ∥∥∥2 . (89)
Recall that ωVY C = (ω
V,y
C )y with ω
V,y
C (·) = ω(MFyM ·), and thus, if E is normalized we obtain the uncertainty relation for
measurements with a finite number of outcomes.
Let us now lift the relation to the case of discrete X and Y with infinite cardinality. We take sequences of increasing finite
subsets X1 ⊂ X2 ⊂ ... ⊂ X and Y1 ⊂ Y2 ⊂ ... ⊂ Y such that
⋃
nXn = X and
⋃
n Yn = Y . The strategy is to apply the
inequality (89) derived for sub-normalized measurements to EXn = {Ex}x∈Xn and FYm = {Fy}y∈Ym . It is straightforward to
see that (89) for fixed n and m reads as
Hmax(Xn|B)ω ≥ −Hmin(Ym|C)ωn − log sup
x∈X,y∈Y
∥∥∥E1/2x F 1/2y ∥∥∥2 , (90)
where we denoted ωXnB = ωAB ◦ EXn and ωnYmC = (ωn,yC )y∈Ym with ωn,yC (·) = ωAC(MnFyMn·), and Mn =
∑
x∈Xn Ex.
Note that we already used that taking the supremum over X and Y instead of Xn and y ∈ Ym only decreases the right hand side
of the above inequality. We now take the limit for n→∞ on both sides. By using the definition of the conditional max-entropy
in (54), it is straightforward to see that Hmax(Xn|B)ω converges to Hmax(X|B)ω for n→∞. The only term on the right hand
side depending on n is the conditional min-entropy of the state ωnYmC , which is given by (see (46))
Hmin(Ym|C)ωn = − log sup
G
∑
y∈Ym
ωAC(MnFyMnGy) , (91)
where the supremum is taken over all G = {Gy}y∈Ym in Meas(Ym,MC). It holds for every y ∈ Ym and 0 ≤ Gy ≤ 1 that
|ωAC(FyGy)− ωAC(MnFyMnGy)| ≤ |ωAC(FyGy(1 −Mn))|+ |ωAC((1 −Mn)FyGyMn)| (92)
≤ 2
√
ωAC((1 −Mn)2) , (93)
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where we used the Cauchy-Schwarz inequality for states, that is, ω(ab)2 ≤ ω(a∗a)ω(b∗b) for any operators a, b. Hence, we have
that the functionals ωn,yC (·) = ωAC(MnFyMn·) converge uniformly to ωyC(·) = ωAC(Fy·) on the unit ball ofMC for any y ∈
Ym (since Mn converges in the σ-weak topology to 1 ). Because the set Ym is finite, this also implies that ωnYmC = (ω
n,y
C )y∈Ym
converges uniformly to ωYmC = (ω
y
C)y∈Ym on the unit ball ofMYmC . Hence, we can interchange the limit for n → ∞ with
the supremum over Meas(Ym,MA) and obtain
Hmax(X|B)ω ≥ −Hmin(Ym|C)ω − log sup
x∈X,y∈Y
∥∥∥E1/2x F 1/2y ∥∥∥2 . (94)
In a final step we take the infimum over all m ∈ N which gives the desired inequality due to the definition of the conditional
min-entropy in (53).
Using the discrete approximation of the differential conditional min- and max-entropy from Proposition 7, we obtain the
uncertainty relation for continuous outcome measurements.
Theorem 10. Let MABC be a tripartite von Neumann algebra, ωABC ∈ S(MABC) and EX ∈ Meas(X,MA) and FY ∈
Meas(Y,MA) with coarse grained measure spaces (X,ΣX , µX , {Pα}) and (Y,ΣY , µY , {Qβ}). If for the post-measurement
states ωXBC = ωABC ◦EX and ωY BC = ωABC ◦FY , there exists an α0 > 0 such that Hmax(XPα0 )ω <∞, then we have that
hmax(X|B)ω + hmin(Y |C)ω ≥ − log c(EX , FY ) , (95)
where the overlap of the measurements is given by
c(EX , FY ) = lim inf
α,β→0
sup
I∈Pα,J∈Qβ
‖(EX(χI))1/2 · (FY (χJ))1/2‖2
α · β , (96)
where EX(χI) and FY (χJ) are defined as in (29).
A similar relation derived under stronger conditions and with different techniques can be found in the thesis of one of the
authors11. Note that in the case X = R the assumption that there exists an α0 > 0 such that Hmax(XPα0 )ω < ∞ is satisfied if
the second moment of the distribution of X is finite, or equivalently, the expectation value of the observable
∫
x2EX(x)dx with
respect to ωA is finite (see Lemma 8).
Proof. We first apply the uncertainty relation for measurements with a discrete number of outcomes (Proposition 9) to obtain for
any partitions Pα and Qβ the inequality(
Hmax(XPα |B)ω + logα
)
+
(
Hmin(YPβ |C)ω + log β
)
≥ − log sup
k,l
‖(EPαk )1/2 · (FPβl )1/2‖2
αβ
, (97)
where the supremum in the logarithm is taken over all possible measurement operators EPαk = EX(χIαk ) and F
Qβ
l = FY (χJαl )
with Pα = {Iαk } and Pβ = {Jαl }. Taking the limit superior for α, β → 0 on both sides, we obtain the desired uncertainty
relation by means of Proposition 7.
B. Uncertainty Relations in Terms of the Quantum Conditional von Neumann Entropy
We follow the same strategy as in the case of conditional min- and max-entropy and start with countably many outcomes. The
following uncertainty relation for conditional von Neumann entropy was first derived in the finite-dimensional setting in Ref. 7.
Proposition 11. Let MABC be a tripartite von Neumann algebra, ωABC ∈ S(MABC), X and Y countable, and EX =
{Ex}x∈X ∈ Meas(X,MA) and FY = {Fy}y∈Y ∈ Meas(Y,MA). Then, we have that
H(X|B)ω +H(Y |C)ω ≥ − log c(EX , FY ) , (98)
where the overlap is given in (76).
Proof. The result is obtained by following the same steps as in the proof of the statement for the conditional min- and max-
entropy (Proposition 9). Doing so, one has to replace the conditional min- and max-entropy by the conditional von Neumann
entropy and the max-relative entropy by the quantum relative entropy, respectively. Again, we first assume that EX and FY are
sub-normalized measurements with a finite number of outcomes X and Y .
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In the following, we use the same notation as in the proof of Proposition 9. By a similar argument as in the case of the
conditional min- and max-entropy, the self duality of the conditional von Neumann entropy (Lemma 30) leads to
H(X|B)ω = D(ψACD ◦ V ‖τX ⊗ ω˜VX′ACD) (99)
with ω˜VX′ACD the restriction of ψACD ◦ V onto CX
′ ⊗MABC . As in the case of the min- and max-entropy, the goal of the
next step is to undo the dilated non-normalized measurement by applying V ∗. But before using the monotonicity of the relative
entropy under sub-unital maps, we first apply the projector Π =
∑
x |x, x〉〈x, x| onCX⊗CX
′
to ensure that the second argument
in the relative entropy is sub-normalized. Denoting by TO the transformation a 7→ O∗aO with a suitable operator O, we can use
the monotonicity of the quantum relative entropy under application of channels (Lemma 25) to get
D(ψACD ◦ V ‖τX ⊗ ω˜VX′ACD) ≥ D(ψACD ◦ V ◦ (TΠ + T1−Π)‖τX ⊗ ω˜VX′ACD ◦ (TΠ + T1−Π)) . (100)
Note now that the channel TΠ + T1−Π projects C
X ⊗ CX′ onto two orthogonal subspaces such that the term on the right hand
side can be written as
D(ψACD ◦ V ◦ TΠ‖τX ⊗ ω˜VX′ACD ◦ TΠ) +D(ψACD ◦ V ◦ T1−Π‖τX ⊗ ω˜VX′ACD ◦ T1−Π) . (101)
Since ψACD ◦ V ◦ T1−Π = 0, we have that the right term in the above sum is zero, and thus,
D(ψACD ◦ V ‖τX ⊗ ω˜VX′ACD) ≥ D(ψACD ◦ V ‖τX ⊗ ω˜VX′ACD ◦ TΠ) . (102)
In a next step, we apply the sub-unital map E(a) = V aV ∗ and get according to Lemma 25
D(ψACD ◦ V ‖τX ⊗ ω˜VX′ACD ◦ TΠ) ≥ D(ωVABC‖τX ⊗ ω˜VX′ACD ◦ TΠ ◦ E) + ωA(M −M2) logωA(M −M2) , (103)
where we used that τX ⊗ ω˜VX′ACD ◦TΠ(1 ) ≤ 1. Using again the monotonicity of the quantum relative entropy under sub-unital
maps (Lemma 25), the restriction onto the systems AC followed by the application of the measurement FY leads to the bound
D(ωVABC‖τX ⊗ ω˜VX′ACD ◦ TΠ ◦ E) ≥ D(ωVY C‖τX ⊗ ω˜VX′ACD ◦ TΠ ◦ E ◦ FY ) + ωVA (1 −N) logωVA (1 −N) , (104)
with N =
∑
y Fy . A straightforward computation similar to (84) shows that
τX ⊗ ω˜VX′ACD ◦ TΠ ◦ E ◦ FY ≤ c(EX , FY )τY ⊗ ω˜VC , (105)
from which by basic properties of the quantum relative entropy (Lemma 26 and Lemma 27), we obtain the bound
D(ωVY C‖τX ⊗ ω˜VX′ACD ◦ TΠ ◦ E ◦ FY ) ≥ D(ωVY C‖τY ⊗ ω˜VC )− ωVY C(1 ) log c(EX , FY ) . (106)
Plugging all the steps together we finally arrive at
H(X|B)ω ≥ D(ωVY C‖τY ⊗ ω˜VC )− ωVY C(1 ) log c(EX , FY ) (107)
+ ωA(M −M2) logωA(M −M2) + ωVA (1 −N) logωVA (1 −N) . (108)
Note that the above inequality reduces to (98) if both measurements EX and FY are normalized. This can easily be seen by
using that in such a case M = N = 1 , and thus, ωVY C = ωY C and ω˜
V
C = ωC .
We now use the inequality (107)-(108) in a similar way as in the proof of Theorem 10 to obtain (98) for an infinite number
of outcomes. For that we let Xn and Yn, n ∈ N, as well as EXn and FYn be as in the proof of Proposition 10. For fixed
sub-normalized measurements EXn and FYm , the inequality (107)-(108) then reads
H(Xn|B)ω ≥ D(ωnYmC‖τYm ⊗ ω˜nC)− ωnYmC(1 ) log c(EX , FY ) (109)
+ ωA(Mn −M2n) logωA(Mn −M2n) + ωnA(1 −Nm) logωVA (1 −Nm) . (110)
Here, we used the same notation as in the proof of Proposition 9 and set further ω˜nC(a) = ω(Mna) as well as Nm =
∑
y∈Ym Fy .
Let us take the limit inferior for n,m → ∞. According to the definition of the conditional von Neumann entropy (Defini-
tion 4) we have that H(Xn|B)ωn converges to H(X|B)ω . Furthermore, we use the lower semi-continuity of the quantum
relative entropy (see, e.g., Ref. 31, Corollary 5.12) and that ωnYmC and ω˜
n
C converge to ωY C and ωC , respectively, to get that
lim infn,mD(ω
n
YmC
‖τYm ⊗ ω˜nC) ≥ H(Y |C)ω . Using that Mn and Nm converge σ-weakly to 1A, it is straightforward to see
that ωnYmC(1 )→ 1, ωA(Mn−M2n)→ 0 as well as ωnA(1 −Nm)→ 0. Using that x log x→ 0 for x→ 0, we finally obtain (98).
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Theorem 12. Let MABC be a tripartite von Neumann algebra, ωABC ∈ S(MABC) and EX ∈ Meas(X,MA) and FY ∈
Meas(Y,MA) with coarse grained measure spaces (X,Σ, µX , {Pα}) and (Y,ΣY , µY , {Qβ}). If the post-measurement states
ωXBC = ωABC ◦ EX and ωY BC = ωABC ◦ FY satisfy −∞ < h(X|B)ω , −∞ < h(Y |C)ω , and if there exists α0 > 0 for
which H(XPα0 |B)ω <∞ as well as β0 > 0 for which H(YQβ0 |C)ω <∞, then it holds that
h(X|B)ω + h(Y |C)ω ≥ − log c(EX , FY ) , (111)
where c(EX , FY ) is as in (96).
The theorem is obtained via the approximation result for the differential conditional von Neumann entropy (Proposition 5)
using the exactly same steps as in the proof of the corresponding result for the differential conditional min- and max-entropy
(Theorem 10).
C. Entropic Uncertainty Relations for Position and Momentum Operators
Let Q and P be a pair of position and momentum operators defined via the canonical commutation relation [Q,P ] = i
where we set ~ = 1. The unique representation space is H = L2(R), with Q the multiplication operator and P the first order
differential operator. Both operators possess a spectral decomposition with a positive operator valued measure EQ and EP in
Meas(R,B(H)).
Let us start with finite spacing measurements and assume that the precision of the position and momentum measurement are
given by intervals of length δq and δp for the entire range of the spectrum. As we will see later, the overlap in the uncertainty
relation only depends on the spacings δq and δp but not on the explicit coarse grainings Qδq = {Ikδq}∞k=1 and Pδp = {Jkδp}∞k=1.
We can thus fix arbitrary coarse grainings Qδq and Pδp for given spacings δq and δp. The corresponding measurements are then
formed by the positive operators Qk[δq] = EQ(Ikδq ) and P
k[δp] = EP (J
k
δp
). Following the notation in Section II, we denote the
discrete classical systems induced by these position and momentum measurements byQδq and Pδp . In order to keep the notation
simple, we omit the dependence of the distributions on the particular coarse grainings.
According to Proposition 9 and 11, the quantity which enters the entropic uncertainty relation is the overlap of the measure-
ment operators
sup
k,l
‖
√
Qk[δq]
√
P l[δp]‖2 = sup
k,l
‖Qk[δq]P l[δp]Qk[δq]‖ . (112)
Note first that ‖Qk[δq]P l[δp]Qk[δq]‖ can only depend on the length of the intervals and is similar for any k and l, which are
taken to be k = l = 1 in the following. The reason is that the translation in position and momentum space are given by the
unitary transformations exp[−ix0P ] and exp[−ip0Q], which leave the norm invariant. Furthermore, since dilation operators are
unitary, the constant only depends on the invariant product δqδp. The operatorH(δq, δp) = Q1[δq]P 1[δp]Q1[δq] is important for
time-limiting and lowpassing signals, and its largest eigenvalue, and thus its norm, can be expressed by15 (see also, e.g., Ref. 38
and references therein)
c(δq, δp) =
1
2pi
δqδp · S(1)0
(
1,
δqδp
4
)2
, (113)
where S(1)0 (1, ·) denotes the 0th radial prolate spheroidal wave function of the first kind. For δqδp → 0, it follows that
S
(1)
0
(
1, δqδp4
)
→ 1, such that the overlap behaves as c(δq, δp) ≈ δqδp2pi for small spacing. A plot of the overlap c(δq, δp)
as well as the complementarity constant − log c(δq, δp) are shown for δq = δp in Fig. 1.
Corollary 13. LetMABC = B(L2(R)) ⊗MBC withMBC a von Neumann algebra, and consider position and momentum
measurements with spacing δq > 0 and δp > 0 on system A. Then, we have that
Hmax(Qδq |B)ω +Hmin(Pδp |C)ω ≥ − log c(δq, δp) , (114)
and
H(Qδq |B)ω +H(Pδp |C)ω ≥ − log c(δq, δp) , (115)
where c(δq, δp) is given in (113).
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Figure 1. The plot on the left hand side shows the overlap c(δq, δp) depending on δ where δ2 = δqδp. One can see that for δ ≥ 3 the value
is already approximately 1 and the uncertainty relation gets trivial. The plot on the right hand side shows the behavior of the complementarity
constant − log c(δq, δp) for small δ = √δqδp. Note that we have set ~ = 1 such that the minimal uncertainty product of the standard
deviations is
√
Var(P )
√
Var(Q) = 1/2 and the vacuum has a variance of 1/2.
The corollary follows directly from Proposition 9. Since the statement is invariant under exchanging Q and P , the uncertainty
relation in (114) also holds for the conditional min-entropy of ωQδqB and the conditional max-entropy of ωPδpC . Corollary 13
complements known results for the Shannon entropy39–43 and for the Re´nyi entropy (for the order pair ∞ − 1/2, cf. (50)
and (51))13,41,43 in the presence of quantum memories.
Let us address the sharpness of the uncertainty relations. More precisely, we say that an uncertainty relation is sharp if there
exists a state for which equality is attained.
Proposition 14. The entropic uncertainty relation in terms of the conditional min- and max-entropy in (114) is sharp for any
spacing δq and δp.
Proof. By the data-processing inequalities for the conditional min- and max-entropy (Proposition 22), it is enough to show
sharpness for
Hmax(Qδq )ω +Hmin(Pδp)ω ≥ log c(δq, δp) . (116)
Let us assume that the partitions are centralized around 0, such that they contain the intervals I = [−δq/2, δq/2] and J =
[−δp/2, δp/2], respectively. We take a normalized pure state given by a wave function ψ(q) ∈ L2(R) with support on I . It then
follows that the distribution of the discretized position measurement is peaked and thus, Hmax(Q(δq))ω = 0. The probability
distribution of the momentum measurement is given by |F [ψ](p)|2, where F denotes the Fourier transform. Therefore, we find
for the min-entropy that
2Hmin(Pδp )ω ≤
∫
χJ(p)
∣∣F [ψ](p)∣∣2dp = 1
2pi
∫
χI(q1)χJ(p)χI(q2)ψ¯(r)ψ(q)e
−i(q−r)pdq1dpdq2 (117)
= 〈ψ|Q[I]P [J ]Q[I]ψ〉 , (118)
where χI denotes the indicator function on I. But also note that the overlap is given by
‖Q[I]P [J ]‖2 = ‖Q[I]P [J ]Q[I]‖ = sup
φ∈L2(X)
〈φ|Q[I]P [J ]Q[I]φ〉 . (119)
Since the supremum over φ can be restricted to functions with support on I , we find the claim by choosing ψ as the optimal φ.
We finally note that this state ψ(q) is given by the normalized projection of the radial prolate spheroidal wave function of the
first kind onto the interval I (see, e.g., Ref. 38 and references therein).
The sharpness for the uncertainty relation in terms of the conditional von Neumann entropy (115) is a more difficult question,
since one might expect that a non-trivial quantum memory is crucial. This is because without quantum memory the uncertainty
relation
H(Qδq )ω +H(Pδp)ω ≥ log
(
epi
δqδp
)
, (120)
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with a different lower bound has been shown40, which becomes a better bound for small enough δqδp.
Let us now consider continuous position-momentum distributions. In order to compute the measurement overlap given in (96),
we can simply take the limit of c(δ, δ) for δ → 0 yielding
c(EQ, EP ) = lim
δ→0
1
2pi
S
(1)
0
(
1,
δ2
4
)2
=
1
2pi
, (121)
where we used (113), and that S(1)0
(
1, δ
2
4
)
→ 1 for δ → 0. Hence, we immediately obtain the following corollary.
Corollary 15. LetMABC = B(L2(R)) ⊗MBC withMBC a von Neumann algebra, ωABC ∈ S(MABC), and denote the
post-measurement states obtained by continuous position and momentum measurements on system A by ωQBC and ωPBC . If
there exists a finite spacing δq such that Hmax(Qδq )ω <∞, then we have that
hmin(Q|B)ω + hmax(P |C)ω ≥ log 2pi . (122)
Furthermore, if −∞ < h(Q|B)ω , −∞ < h(P |C)ω , and if there exists finite spacings δq, δp for which H(Qδq |B)ω < ∞ and
H(Pδp |C)ω <∞, then we have that
h(Q|B)ω + h(P |C)ω ≥ log 2pi . (123)
Let us first note that for states with finite expectation for the operator Q2 + P 2 we can always find a spacing for which
Hmax(Qδq )ω , H(Qδq |B)ω and H(Pδp|C)ω are less than ∞. This follows from Lemma 8, which says that the condition is
satisfied whenever ωA(P 2) and ωA(Q2) are finite. Note that due to the data processing inequality and the fact that max-entropy
is larger as the von Neumann entropy, the latter is as well bounded whenever the assumptions of Lemma 8 are satisfied. Hence,
if considering modes of an electromagnetic field, the uncertainty relation for the conditional min-and max-entropy holds for any
state with finite mean energy, while for the conditional von Neumann entropy the only further assumption is that h(Q|B)ω and
h(P |C)ω are not −∞.
The uncertainty relation for the differential min- and max-entropy (122) is already sharp without quantum memory13. The
minimal uncertainty states are pure Gaussian states, where the product of the variances of the position and momentum measure-
ments are minimal, that is, Var(Q)Var(P ) = 14 . This follows from the fact that for a Gaussian distribution X with variance σ,
Hmin(X) = log
√
2piσ and Hmax(X) = log 2
√
2piσ. However, the uncertainty relation for the von Neumann entropy (123) is
not sharp in the case of no quantum memory. This is due to the same reason as already encountered in the discrete case. Namely,
the tighter inequality
H(Q)ω +H(P )ω ≥ log epi (124)
holds in the absence of quantum memories5,6. Another sharp uncertainty relation without quantum memory has recently been
shown by Lieb and Frank44: H(Q)ω + H(P )ω ≥ log 2pi + H(A)ω (see also Ref. 45 and 46). But strikingly, the uncertainty
relation (123) is sharp if we include quantum memory. In particular, takeMB = B(L2(R)) andMC trivial, then the EPR state47
on AB for infinite squeezing saturates inequality (123). Note that the EPR state is a Gaussian state with covariance matrix
ΓAB(ν) =
1
2
(
ν1 2
√
ν2 − 1Z√
ν2 − 1Z ν1 2
)
, (125)
where ν = cosh(2r) with r the squeezing strength and Z = diag(1,−1). The covariance matrix is written with respect to a
phase space parametrization given by (qA, pA, qB , pB). In the following we denote by ωνAB the Gaussian state corresponding to
ΓAB(ν). The variance of the outcome distribution of the P measurement on the A system (which is Gaussian as well) is given
by ΓAB2,2 (ν) = ν/2, and thus,
h(P )ων = log(e)/2 + log
√
piν . (126)
In order to compute h(Q|B)ων , we first note that since h(Q)ων <∞ we can use Proposition 5 to write
h(Q|B)ων = h(Q)ων −D(ωνQB ||ωQ ⊗ ωB) . (127)
Due to ΓAB1,1 (ν) = Γ
AB
2,2 (ν), we get h(Q)ων = h(P )ων . By using disintegration theory, Ref. 27, Chapter IV.7, we can further
compute
D(ωνQB ||ωQ ⊗ ωB) =
∫
ωQ(x)tr(ω
x
B logω
x
B)dx+ h(Q)ων − h(Q)ων +H(B)ων , (128)
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Figure 2. The two plots show the gap f(ν) − log(2pi) in dependence on the squeezing r (ν = cosh 2r) for a linear (left) and logarithmic
scaling (right). The plot on the right hand side illustrates the exponential convergence in r. Note that the mean energy of an EPR state with
squeezing r with respect to the harmonic oscillator Hamiltonian Q2A + P
2
A +Q
2
B + P
2
B is given by 1 + 2 sinh(r/2)
2. Considering two-mode
squeezed vacuum states of light, an experimentally achievable squeezing of 10dB50 corresponds to a squeezing of r ≈ 1.5 for which the gap
is already negligible.
where ωxB is the normalized post-measurement state on B conditioned on the outcome x of the Q measurement on A. Note
that for every x the state ωxB is a pure Gaussian states with a covariance matrix independent on x and a displacement x (see,
e.g., Ref. 48). Thus, we end up with D(ωνQB ||ωQ ⊗ ωB) = H(B)ων . Note that in the case of a Gaussian state the von
Neumann entropy only depends on the symplectic eigenvalues of the covariance matrix47,49, and in our case it is given by
H(B)ων = t log t − (t − 1) log(t − 1) with t = (ν + 1)/2. Hence, we finally get a closed expression for the left hand side
of (123)
f(ν) = log(epiν)− ν + 1
2
log
ν + 1
2
+
ν − 1
2
log
ν − 1
2
. (129)
Note that f(ν) → log(2pi) for ν → ∞ and the uncertainty relation (123) gets sharp. As illustrated in Figure 2, the gap closes
exponentially in the squeezing parameter r, and thus, linear in the energy. We conclude the above discussion with the following
statement.
Proposition 16. The entropic uncertainty relations for continuous position and momentum measurements stated in (122)
and (123) are sharp.
VI. CONCLUSION AND OUTLOOK
We have shown entropic uncertainty relations in the presence of quantum memory for states on von Neumann algebras and
measurements with an infinite or continuous outcome range. Our relations are expressed in terms of differential quantum
conditional von Neumann entropy and differential quantum conditional min- and max-entropy. We further established a discrete
approximation theorem for those quantum conditional entropies by their discrete and regularized counterparts. We have shown
that the uncertainty relations in the continuous case are sharp in the sense that there exists a state for which equality holds.
Hence, they provide the best possible state-independent bounds. Moreover, it turned out that in the case of the von Neumann
entropy, the minimal uncertainty bound is lowered in the presence of quantum memories.
The use of quantum conditional entropy measures to express the uncertainty principle is motivated by their importance in
quantum information theory. Whereas von Neumann entropy based measures are the most studied in quantum physics and
asymptotic quantum information theory, the conditional min- and max-entropy have applications in non-asymptotic quantum
information theory and quantum cryptography. For example, an entropic uncertainty relation for finite and discrete conditional
min- and max-entropy has been used to show security for discrete variable quantum key distribution22,51. Similarly, our uncer-
tainty relation for position and momentum observables and conditional min- and max-entropy in (114) and (122) have direct
application to continuous variable quantum key distribution, and where the key ingredient for the first quantitative finite-key
security analysis against coherent attacks52,53. Moreover, the uncertainty relation for the differential quantum conditional von
Neumann entropy in has been used to obtain simple key rate formulas in the asymptotic limit54. Finally, it was already suggested
in7 to use bipartite entropic uncertainty relations in the presence of quantum memory for entanglement witnessing. This would
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be certainly interesting for continuous variable systems since it provides a simple criterion. Ideas in this direction have for
instance been developed in55–57.
An interesting open question concerns the derivation of bipartite continuous variable entropic uncertainty relations. In the
case of the conditional von Neumann entropy and rank-1 measurements, the tripartite uncertainty relation is equivalent to7
H(X|B) +H(Y |B) ≥ log 1
c
+H(A|B) , (130)
with the same constant c as in the tripartite version. Recently, Frank and Lieb10 extended the relation (130), and proved that for
any finite-dimensional bipartite quantum state ρAB as well as finite measurements {Ex}x∈X and {Fy}y∈Y on A,
H(X|B) +H(Y |B) ≥ log 1
c1
+H(A|B) , (131)
where c1 = maxx,y tr
[
ExFy
]
. The constant c1 agrees with the constant c if at least one of the measurements is rank-one
projective58, and is otherwise an upper bound. Frank and Lieb then go on and extend this to continuous position and momentum
measurements, for which they get c1 = 12pi . An alternative generalization of (130) (that is tighter than the relation (131) for
some natural applications) was presented by one of the authors in his thesis17. This approach is motivated by the following
gedankenexperiment. Consider a quantum system A comprised of two qubits, A1 and A2, where A1 is maximally entangled
with a second system, B, and A2 is in a fully mixed state, product with A1 and B. We employ projective measurements E1 and
F 1 which measure A1 in two mutually unbiased bases and leave A2 intact. Analogously, E2 and F 2 measure A2 in mutually
unbiased bases and leave A1 intact. Evaluating the terms of interest for this setup yields c(E1, F 1) = c(E2, F 2) = 12 and
c1(E
1, F 1) = c1(E
2, F 2) = 1 as well as H(A|B) = H(A1|B) + H(A2) = −1 + 1 = 0. Indeed, if the maximally entangled
system A1 is measured, we find that H(X|B) + H(Y |B) = 0, and the bound by Frank and Lieb (131) is sharp. On the other
hand, if A2 is measured instead, we expect that H(X|B) + H(Y |B) = 2 and the bound is far from sharp. Examining the
above example, it is clear that the expected uncertainty depends strongly on which of the two systems is measured and thus,
how much entanglement is consumed. However, this information is not taken into account by the overlaps c or c1, nor by
the entanglement of the initial state, H(A|B). In the above example, it is straightforward to see that if A1 (A2) is measured,
the average entanglement left in the post-measurement state measured by the von Neumann entropy is given by H(A2|B)
(H(A1|B)). Hence, (130) would turn into
H(X|B) +H(Y |B) ≥ log 1
c
+
(
H(A|B)−H(A′|B)
)
, (132)
where A′ corresponds to A2 if A1 is measured and A1 if A2 is measured instead. It is easy to verify that the above inequality
is sharp for both examples considered so far. This suggests that (130) can be generalized by considering the difference in
entanglement of the state before and after measurement. The entanglement of the post-measurement state vanishes for rank-one
projective measurements, which is why this contribution was initially overlooked — however, it must be accounted for when
considering general measurements. An alternative bipartite entropic uncertainty relation can now be stated in the following
way. Let {Ex}x∈X and {Fy}y∈Y be finite measurements on a finite-dimensional quantum system A, and denote the Stinespring
dilations of {Ex}x∈X and {Fy}y∈Y by U and V , respectively. Then, it holds for any finite-dimensional bipartite quantum state
ρAB that
H(X|B)ω◦E +H(Y |B)ω◦F ≥ − log c(EX , FY ) +H(A|B)ω −min
{
H(A|XB)ω◦V , H(A|Y B)ω◦U
}
. (133)
It is possible to reformulate the relation (133) in terms of von Neumann mutual information or von Neumann conditional mutual
information, and it would be interesting to find formulations of (133) that also hold for continuous measurements and infinite-
dimensional quantum memory.
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Appendix A: Properties of the Conditional Min- and Max-Entropy
Definition 17. Let M be a von Neumann algebra, ω ∈ P(M), and σ ∈ P(M). Then, the max-relative entropy of ω with
respect to σ is defined as
Dmax(ω‖σ) = inf{ι ∈ R : ω ≤ 2ι · σ} . (A1)
Definition 18. Let MAB = B(HA) ⊗MB with HA a finite-dimensional Hilbert space, MB a von Neumann algebra, and
ωAB ∈ S≤(MAB). Then, the conditional min-entropy of A given B is defined as
Hmin(A|B)ω = − inf
σB∈S(MB)
Dmax(ωAB‖τA ⊗ σB) , (A2)
where τA denotes the trace on B(HA). Furthermore, the conditional max-entropy of A given B is defined as
Hmax(A|B)ω = sup
σB∈S(MB)
F (ωAB , τA ⊗ σB) . (A3)
Lemma 19. LetMA,MB be von Neumann algebras, ωA, σA ∈ P(MA), and let E : MB → MA be a normal, completely
positive, and sub-unital map. Then, we have that
Dmax(ωA‖σA) ≥ Dmax(ωA ◦ E‖σA ◦ E) . (A4)
Lemma 20. LetM be a von Neumann algebra, and ω, σ ∈ P(M) with σ ≥ γ. Then, we have that
Dmax(ω‖γ) ≥ Dmax(ω‖σ) . (A5)
Lemma 21. LetM be a von Neumann algebra, ω, σ ∈ P(M), and c > 0. Then, we have that
Dmax(ω‖c · σ) = Dmax(ω‖σ) + log 1/c . (A6)
Proposition 22. Let MXBC = L∞(X) ⊗MBC with (X,Σ, µ) a σ-finite measure space, MBC a bipartite von Neumann
algebra, and ωXBC ∈ S≤(MXBC). Then, we have that
hmin(X|BC)ω ≤ hmin(X|B)ω (A7)
hmax(X|BC)ω ≤ hmax(X|B)ω . (A8)
Proof. The inequality for the differential conditional min-entropy is obtained by using that any E ∈ Meas(X,MB) can be
embedded into Meas(X,MBC) such that ωxB(Ex) = ωxBC(Ex). For the differential conditional max-entropy, one exploits
the fact that the fidelity can only increase under restrictions to a subsystem, that is, F (ωBC , σBC) ≤ F (ωB , σB) (as shown
in34).
Lemma 23. (Ref. 19, Proposition 4.14) LetMAB = B(HA) ⊗MB with HA a finite-dimensional Hilbert space,MB a von
Neumann algebra, and ωAB ∈ S≤(MAB). Then, we have that
Hmin(A
′|C)ω = −Hmax(A|B)ω , (A9)
where ωA′B′C is a purification (pi,K, |ξ〉) of ωAB withMA′B′ = pi(MAB) the principal system, andMC = pi(MA′B′)′ the
purifying system.
Appendix B: Properties of the Conditional Von Neumann Entropy
Lemma 24. (Ref. 31, Corollary 5.12 (iii)) LetMA,MB be von Neumann algebras, ωA, σA ∈ P(MA), and let E :MB →MA
be a normal, completely positive, and unital map. Then, we have that
D(ωA‖σA) ≥ D(ωA ◦ E‖σA ◦ E) . (B1)
We further need a slight extension of the above lemma to sub-unital maps.
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Lemma 25. LetMA,MB be von Neumann algebras, ωA, σA ∈ P(MA), and let E : MB → MA be a normal, completely
positive, and sub-unital map. Then, we have that
D(ωA‖σA) ≥ D(ωA ◦ E‖σA ◦ E) +D(ωA(1 − E(1 ))‖σA(1 − E(1 ))) . (B2)
Furthermore, if σ(1 ) ≤ 1, we have that
D(ωA‖σA) ≥ D(ωA ◦ E‖σA ◦ E) + ωA(1 − E(1 )) logωA(1 − E(1 )) . (B3)
Proof. LetMA ⊂ B(HA). According to Stinespring’s dilation theorem, Ref. 37, Theorem 4.1, there exists a Hilbert space K
together with a representation pi : MB → B(K) and a bounded operator V : HA → K such that E(a) = V ∗pi(a)V for all
a ∈ MB . Without loss of generality, we can assume that K ∼= HA by taking HA large enough. We define now the isometry
V˜ : HA → K⊗C2 by V˜ = V ⊗|0〉+
√
1 − V ∗V ⊗|1〉, where |0〉, |1〉 denotes an orthonormal basis of C2. Let us further define
the projectors P = 1 ⊗|0〉〈0| and P⊥ = 1 ⊗|1〉〈1| inK⊗C2. It is then easy to see that E = TV ◦TP ◦ p˜iA, where p˜iA = piA⊗ 1
and TM denotes the map a 7→ M∗aM for every M with suitable range. Applying the monotonicity of the quantum relative
entropy under unital completely positive maps, Lemma 24, we find that
D(ωA‖σA) ≥ D(ωA ◦ TV ◦ (TP + TP⊥)‖σA ◦ TV ◦ (TP + TP⊥)) (B4)
= D(ωA ◦ TV ◦ TP ‖σA ◦ TV ◦ TP ) +D(ωA ◦ TV ◦ TP⊥‖σA ◦ TV ◦ TP⊥) , (B5)
where we used in the second step that the map TP + TP⊥ divides the range into two orthogonal subspaces for which the
spatial derivative decays in a direct sum with respect to these orthogonal subspaces. Applying piA to the first term, we obtain
D(ωA ◦ TV ◦ TP ‖σA ◦ TV ◦ TP ) ≥ D(ωA ◦ E‖σA ◦ E) due to E = TV ◦ TP ◦ p˜iA and Lemma 24. To the second term we apply
the restriction onto the subalgebra generated by P⊥, which is isomorphic to C, to find D(ωA ◦ TV ◦ TP⊥‖σA ◦ TV ◦ TP⊥) ≥
D(ωA(1 − E(1 ))‖σA(1 − E(1 ))) with Lemma 24. This proves the first assertion. The second one follows from the first by
using that the term −ωA(1 − E(1 )) log σA(1 − E(1 )) is positive whenever σ(1 ) ≤ 1.
Lemma 26. (Ref. 31, Corollary 5.12 (ii)) LetM be a von Neumann algebra, and ω, σ ∈ P(M) with σ ≥ γ. Then, we have
that
D(ω‖γ) ≥ D(ω‖σ) . (B6)
Lemma 27. (Ref. 31, Proposition 5.1) LetM be a von Neumann algebra, ω, σ ∈ P(M), and c > 0. Then, we have that
D(ω‖c · σ) = D(ω‖σ) + ω(1 ) log 1
c
. (B7)
Lemma 28. (Ref. 31, Corollary 5.12 (iv)) LetM be a von Neumann algebra, and let {Mi}i∈N be a sequence of von Neumann
subalgebras ofM such that their union is weakly dense inM. If ω, σ ∈ P(M), then the increasing sequence D(ωMi‖σMi)
converges to D(ω‖σ), where ωMi denotes the restriction of ω onto the subalgebraMi.
Lemma 29. (Ref. 31, Corollary 5.20) LetMAB =MA ⊗MB be a tensor product of von Neumann algebras, and let ωAB ∈
S(MAB), σA ∈ S(MA), as well as σB ∈ S(MB). Then, we have that
D(ωAB‖σA ⊗ σB) = D(ωA‖σA) +D(ωAB‖ωA ⊗ σB) . (B8)
Lemma 30. Let MAB = B(HA) ⊗ MB with HA a finite-dimensional Hilbert space, MB a von Neumann algebra, and
ωAB ∈ S≤(MAB). Then, we have that
H(A′|C)ω = −H(A|B)ω , (B9)
where ωA′B′C is a purification (pi,K, |ξ〉) of ωAB withMA′B′ = pi(MAB) the principal system, andMC = pi(MA′B′)′ the
purifying system.
Proof. Let V be the Stinespring dilation of the trace map, i.e., trA(x) = V ∗x ⊗ 1 V for x ∈ MA. By the definition of the
quantum relative entropy (Definition 3), the assertion would follow from the identity
∆(ω′AB/V ωBV
∗) = ∆(V ωBV ∗/ω′AB)
−1 = ∆(V ωCV ∗/ω′AC) , (B10)
where the first equality can be found in Ref. 31, Chapter 4. However, the commutant ofMAC is exactlyMB , hence ω′AC = ωB ,
and similarly ω′AB = ωC . We are left to show that for c ∈MC
ωC(rV ωBV ∗(cV (ξ
′))rV ωBV ∗(cV (ξ
′))∗) = ωC(trA[rωB (cV (ξ
′))rωB (cV (ξ
′))∗]) , (B11)
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for ξ′ the GNS vector associated with ωB . Indeed, the state trA ⊗ ωB may assumed to be faithful forMAB (otherwise restrict
everything to the support of ωAB) from which it follows that bothMAB as well asMC =M′AB are faithfully represented on
the associated GNS Hilbert space H. It also follows that H = HS(HA)⊗HB , where |A| denotes the dimension of A and HB
is the GNS Hilbert space associated toMB with respect to ωB . The discussion so far implies that the linear span of vectors of
the form cV (ξ′) is dense inH and rV ωBV ∗(cV (ξ′)) = c for c ∈MC , and with this, the left hand side of (B11) becomes
ωC(rV ωBV ∗(cV (ξ
′))rV ωBV ∗(cV (ξ
′))∗) = ωC(cc∗) . (B12)
Moreover, the linear span of vectors bξ′, b ∈MB is dense inHB , and we have
rωB (cV (ξ
′))(bξ′) = bcV (ξ′) = cV (bξ′) (B13)
since the isometry V just acts as tensoring with the identity inMA (in the Hilbert-Schmidt-picture), from which it follows that
rωB (cV (ξ
′))∗ = V ∗c. It may be checked that the action of V ∗ on HS(HA) is given by
V ∗ =
|A|∑
i=1
piL(〈i|) · piR(|i〉) , (B14)
where piL respectively piR again denote the left respectively right action of some matrix on HS|A|. The operator piL(〈i|) is by
definition an element ofMC , whereas piR(|i〉) is an element ofMA. The partial trace taken onMA then reduces the operator
rωB (cV (ξ
′))rωB (cV (ξ
′))∗ to cc∗, which proves the assertion.
1W. Heisenberg. Ueber den anschaulichen Inhalt der quantentheoretischen Kinematik and Mechanik. Zeitschrift fu¨r Physik, 43:172, 1927.
2E. H. Kennard. Zur Quantenmechanik einfacher Bewegungstypen. Zeitschrift fu¨r Physik A, 44:326–352, 1927.
3H. Robertson. The uncertainty principle. Physical Review, 34:163, 1929.
4I. I. Hirschman. A note on entropy. American Journal of Mathematics, 79:152, 1957.
5I. Bialynicki-Birula and J. Mycielski. Uncertainty relations for information entropy in wave mechanics. Communications in Mathematical Physics, 44:129,
1975.
6W. Beckner. Inequalities in Fourier analysis. Annals of Mathematics, 102:159, 1975.
7M. Berta, M. Christandl, R. Colbeck, J. M. Renes, and R. Renner. The uncertainty principle in the presence of quantum memory. Nature Physics, 6:659, 2010.
8A. Einstein, B. Podolsky, and N. Rosen. Can quantum-mechanical description of physical reality be considered complete? Physical Review Letters, 47:777–
780, 1935.
9B. Terhal. Is Entanglement Monogamous? IBM J Reasearch Dev., 48(1):71–78, 2004.
10R. L. Frank and E. H. Lieb. Extended Quantum Conditional Entropy and Quantum Uncertainty Inequalities. Commun. Math. Phys., 323(2):487–495, August
2013.
11F. Furrer. PhD thesis, Leibniz University Hannover, 2012.
12C. E. Shannon. A mathematical theory of communication. Bell System Technical Journal, 27:379–423, 623–656, 1948.
13I. Bialynicki-Birula. Formulation of the uncertainty relations in terms of the Re´nyi entropies. Physical Review A, 74:052101, 2006.
14H. Umegaki. Conditional Expectation in an Operator Algebra. Kodai Math. Sem. Rep., 14:59–85, 1962.
15D. Slepian and H. O. Pollak. Prolate spheroidal wave functions, Fourier analysis and uncertainty-I. The Bell System Technical Journal, 40:43, 1961.
16R. Renner. Security of Quantum Key Distribution. PhD thesis, ETH Zurich, 2005.
17M. Tomamichel. PhD thesis, ETH Zu¨rich, 2013.
18F. Furrer, J. Aberg, and R. Renner. Min- and max-entropy in infinite dimensions. Communications in Mathematical Physics, 306:165–186, 2011.
19M. Berta, F. Furrer, and V. B. Scholz. The smooth entropy formalism on von Neumann algebras. 2011. arXiv:1107.5460v1.
20R. Ko¨nig, R. Renner, and C. Schaffner. The operational meaning of min- and max-entropy. IEEE Transactions on Information Theory, 55:4674, 2009.
21A. Uhlmann. The transition probability in the state space of a *-algebra. Report on Mathematical Physics, 9:273, 1976.
22M. Tomamichel and R. Renner. The uncertainty relation for smooth entropies. Physical Review Letters, 106:110506, 2011.
23O. Bratteli and D. W. Robinson. Operator Algebras and Quantum Statistical Mechanics 1. Springer, 1979.
24D. Bures. An extension of Kakutani’s theorem on infinite product measures to the tensor product of semifinite W*-algebras. Transactions of the American
Mathematical Society, 135:199–212, 1969.
25M. Takesaki. Theory of Operator Algebras 2. Springer, 2002.
26G. Murphy. C*-algebras and Operator Theory. Academic Press, Inc., Boston, 1990.
27M. Takesaki. Theory of Operator Algebras 1. Springer, 2001.
28E. B. Davies and J. T. Lewis. An operational approach to quantum probability. Communications in Mathematical Physics, 17:239–260, 1970.
29D. Petz. Quantum Information Theory and Quantum Statistics. Springer Verlag Berlin, Heidelberg, New York, 2008.
30H. Araki. Relative entropy of state of von Neumann algebras,. Publications Research Institute for Mathematical Science Kyoto University, 9:809–833, 1976.
31M. Ohya and D. Petz. Quantum Entropy and Its Use. Springer Verlag Berlin, Heidelberg, New York, 1993.
32A Uhlmann. Relative entropy and the Wigner-Yanase-Dyson-Lieb concavity in an interpolation theory. Communications in Mathematical Physics, 54:21–32,
1977.
33A. A. Kuznetsova. Conditional entropy for infinite-dimensional systems. Theory of Probability and its Applications, 55:782–790, 2010.
34P. M. Alberti. A note on the transition probability over C*-algebras. Letters in Mathematical Physics, 7:25–32, 1983.
35P. M. Alberti and A. Uhlmann. On Bures distance and *-algebraic transition probability between inner derived positive linear forms over W*-algebras. Acta
Applicandae Mathematicae, 60:1–37, 2000.
36P. J. Coles, R. Colbeck, L. Yu, and M. Zwolak. Uncertainty relations from simple entropic properties. Physical Review Letters, 108:210405, 2012.
37V. I. Paulsen. Completely bounded maps and operator algebras. Cambridge University Press, 2002.
38J. Kiukas and R. F. Werner. Maximal violation of Bell inequalities by position measurements. Journal of Mathematical Physics, 51:072105, 2010.
26
39M. H. Partovi. Entropic formulation of uncertainty for quantum measurements. Physical Review Letters, 50:1883, 1983.
40I. Bialynicki-Birula. Entropic uncertainty relations. Physics Letters, 103:253, 1984.
41L. Rudnicki. Uncertainty related to position and momentum localization of a quantum state. 2010. arXiv:1010.3269v1.
42L. Rudnicki. Shannon entropy as a measure of uncertainty in positions and momenta. Journal of Russian Laser Research, 32:393, 2011.
43L. Rudnicki, S. P. Walborn, and F. Toscano. Optimal uncertainty relations for extremely coarse-grained measurements. Physical Review A, 85:042115, 2012.
44R. L. Frank and E. H. Lieb. Entropy and the uncertainty principle. Annales Henri Poincare´, 13:1711–1717, 2012.
45M. Rumin. Balanced distribution-energy inequalities and related entropy bounds. Duke Mathematical Journal, 160:567–597, 2011.
46M. Rumin. An entropic uncertainty principle for positive operator valued measures. Letters in Mathematical Physics, 100:291–308, 2012.
47C. Weedbrook, S. Pirandola, R. Garcı´a-Patro´n, N. J. Cerf, T. C. Ralph, J. H. Shapiro, and S. Lloyd. Gaussian quantum information. Reviews of Modern
Physics, 84:621–669, 2012.
48J. Lodewyck, M. Bloch, R. Garcı´a-Patro´n, S. Fossier, E. Karpov, E. Diamanti, T. Debuisschert, N. J. Cerf, R. Tualle-Brouri, S. W. McLaughlin, and P. Grangier.
Quantum key distribution over 25 km with an all-fiber continuous-variable system. Physical Review A, 76:042305, 2007.
49A. S. Holevo, M. Sohma, and O. Hirota. Capacity of quantum Gaussian channels. Physical Review A, 59:1820–1828, 1999.
50E. Tobias, V. Ha¨ndchen, and R. Schnabel. Stable control of 10 db two-mode squeezed vacuum states of light. Optical Express, 21:11546–11553, 2013.
51M. Tomamichel, C. C. W. Lim, N. Gisin, and R. Renner. Tight finite-key analysis for quantum cryptography. Nature Communications, 3:634, 2012.
52F. Furrer, T. Franz, M. Berta, A. Leverrier, V. B. Scholz, M. Tomamichel, and R. F. Werner. Continuous variable quantum key distribution: Finite-key analysis
of composable security against coherent attacks. Physical Review Letters, 109:100502, 2012.
53Fabian Furrer. Reverse-reconciliation continuous-variable quantum key distribution based on the uncertainty principle. Physical Review A, 90:042325, 2014.
54N. Walk, H. M. Wiseman, and T. C. Ralph. Continuous variable one-sided device independent quantum key distribution. 2014. arXiv:1405.6593.
55S. P. Walborn, A. Salles, R. M. Gomes, F. Toscano, and P. H. Souto Ribeiro. Revealing hidden Einstein-Podolsky-Rosen nonlocality. Physical Review Letters,
106:130402, 2011.
56James Schneeloch, P. Ben Dixon, Gregory A. Howland, Curtis J. Broadbent, and John C. Howell. Violation of continuous-variable einstein-podolsky-rosen
steering with discrete measurements. Physical Review Letter, 110:130407, 2013.
57Megan R. Ray and S. J. van Enk. Missing data outside the detector range: Continuous-variable entanglement verification and quantum cryptography. Phys.
Rev. A, 88:042326, 2013.
58P. J. Coles, L. Yu, V. Gheorghiu, and R. B. Griffiths. Information theoretic treatment of tripartite systems and quantum channels. Physics Review A, 83:062338,
2011.
