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Let θ be an involution of a semisimple Lie algebra g, let gθ denote the fixed Lie
subalgebra, and assume the Cartan subalgebra of g has been chosen in a suitable
way. We construct a quantum analog of Ugθ which can be characterized as the
unique subalgebra of the quantized enveloping algebra of g which is a maximal right
coideal that specializes to Ugθ. © 1999 Academic Press
INTRODUCTION
Let g be a semisimple Lie algebra over an algebraically closed field k of
characteristic zero. Let θ be an involution of g and write gθ for the fixed
Lie subalgebra. We present quantum analogs of the symmetric pair gθ; g
when the Cartan subalgebra of g has been chosen in a suitable way. In
particular, we construct subalgebras Bθ of the quantized enveloping alge-
bra so that Bθ;Uqg is a quantum analog of the pair Ugθ;Ug. These
quantum analogs Bθ are constructed using generators fixed by an involution
of the quantized enveloping algebra. Moreover, they can be characterized
up to isomorphism as the family of maximal right coideals in Uqg which
specialize to Ugθ.
This paper grew out of studying the various subalgebras of the quan-
tized enveloping algebra in [N, NS, L], which are presented as quantum
analogs of Ugθ. In the cases studied in these papers, the subalgebra gθ
is not generated by root vectors of g corresponding to the specified Car-
tan subalgebra. Hence Uqgθ cannot be embedded in Uqg in any obvious
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way. Noumi and Sugitani suggest in [NS] that the correct analogs of Ugθ
should be coideals because Uqg contains so few Hopf subalgebras. In-
deed, none of the analogs in [N, NS, L] is a Hopf subalgebras of Uqgθ.
Thus the starting point for our investigation was to consider all coideals of
Uqg which specialize to Ugθ.
The subalgebras in [L] are actually one-sided coideals. It is shown in this
paper that the same is true for the subalgebras in [NS]. Moreover, we show
here that the subalgebras of [NS] specialize to Ugθ, a property already
established for the subalgebras in [L]. (It should be noted that the analogs
studied in [N] are not one-sided coideals and one can show that they do
not specialize to Ugθ.)
In this paper, the Cartan subalgebra h of g is chosen so that θ stabilizes
h and sends a positive root vector to itself or to a negative root vector. All
the examples in [N, NS, L] fall into this category. Other recent work on
quantum analogs of symmetric pairs [G, BF] consider the case in which gθ
is generated by a subset of the root vectors relative to the specified Cartan
subalgebra. We will not consider this situation here. It should be noted
however, that in the examples studied in [G], Uqgθ is actually a Hopf
subalgebra of Uqg. This is not the case in [BF].
The quantum analogs in this paper will provide the foundations for future
study of quantum Harish–Chandra modules. Such analogs should also have
applications to the study of quantum symmetric spaces.
This paper is organized as follows. Notation for semisimple Lie algebras
and their quantized enveloping algebras is presented in Section 1. Special-
ization of the quantized enveloping algebra is defined and discussed in Sec-
tion 2. The appropriate kq; q−1 subalgebra Uˆ of the quantized enveloping
algebra must be chosen very carefully. It is important that an element which
specializes to zero must be contained in q− 1Uˆ in order for our later ar-
guments to work (see Theorem 2.5). In Section 3, notation associated to
an involution θ of g is introduced. The relationship between θ and the
Cartan subalgebra and the root vectors assumed throughout the paper is
described here. We also lift such involutions of g to k-algebra involutions
of the quantized enveloping algebra (Theorem 3.1).
In Section 4, the subalgebras Bθ of the quantized enveloping algebra are
defined using generators fixed by one of the involutions from Section 3.
These analogs Bθ are shown to be right coideals (Corollary 4.2). They
can be used to form a quantum Iwasawa decomposition (Theorem 4.5 and
Corollary 4.6) and they specialize to Ugθ (Theorem 4.8). Moreover, if Bθ
is contained in C and C specializes to Ugθ then Bθ = C. Thus, the Bθ
are maximal right coideals which specialize to Ugθ.
The goal of Section 5 is to show that any maximal right coideal special-
izing to Ugθ is isomorphic to one of the subalgebras constructed in Sec-
tion 4. Thus we start with a maximal right coideal B specializing to Ugθ,
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and argue that B contains the generators (or elements close to the gener-
ators) of Bθ. The arguments in this section require a very careful interplay
between specialization and lifting.
The last section of the paper is a study of the subalgebras in [NS].
It should be noted that all the quantum analogs of [L] fit nicely into
the picture presented in the paper here. Indeed many of the arguments
used in Section 4 are generalizations of the proofs in [L]. However, the
Noumi–Sugitani construction uses very different methods. We show that the
Noumi–Sugitani quantum analogs of Ugθ are right coideals (Lemma 6.3).
Using results from [NS], we obtain a characterization of Ugθ (Theo-
rem 6.5) which allows us to prove that the Noumi–Sugitani subalgebras
specialize to Ugθ (Corollary 6.6). Thus by the results in Section 5, each
Noumi–Sugitani subalgebra is isomorphic to a subalgebra of one of the Bθ
introduced in this paper.
1. BACKGROUND AND NOTATION
Let g = n− ⊕ h ⊕ n+ be a semisimple Lie algebra over an algebraically
closed field of characteristic zero with Cartan matrix aij. Let di, 1 ≤ i ≤ l,
be l pairwise relatively prime integers such that diaij is a symmetric
matrix. Write pi = α1; α2; : : : ; αl for the set of positive simple roots
of g, 1+ for the set of positive roots, and let  ;  denote the Cartan
inner product with αi; αj = diaij . Write ei; fi; hi, 1 ≤ i ≤ l, for the
standard generators of g which can be completed to a Chevalley basis
eα; f−α; hi  1 ≤ i ≤ l; α ∈ 1+ with eαi = ei and f−αi = fi for αi ∈ pi.
Let Q = P1≤i≤l Zαi and Q+ = P1≤i≤l Nαi (where N denotes the set of
nonnegative integers). Given λ =Pi λiαi in Q, set hλ =Pi λidihi.
Let Uqg denote the Drinfeld–Jimbo quantized enveloping algebra. We
take the following standard generators and Hopf structure as presented
in [J, Definition 3.2.9]. In particular, Uqg is generated as an algebra by
x1; : : : ; xl; y1; : : : ; yl; t
±1
1 ; : : : ; t
±1
l satisfying the following relations.
t±11 ; : : : t
±1
l generate a free abelian group of rank l. (1.1)
tixjt
−1
i = qαi; αjxj and tiyjt−1i = q−αi; αjyj for all 1≤ i; j≤ l: (1.2)
xiyj − yjxi = δij
ti − t−1i
qdi − q−di for all 1 ≤ i; j ≤ l: (1.3)
The x1; : : : ; xl (resp. y1; : : : ; yl) satisfy the quantized
Serre relations.
(1.4)
See for example [KD, (1.2.4) and (1.2.5)].
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The Hopf structure for Uqg is given by
1t = t⊗ t t= 1 St= t−1 for all t in t1; : : : ; tl (1.5)
1xi = xi ⊗ 1+ ti ⊗ xi xi = 0 Sxi = −t−1i xi (1.6)
1yi = yi ⊗ t−1i + 1⊗ yi yi = 0 Syi = −yiti: (1.7)
Using the Hopf structure one can define an adjoint action (see [JL1,
Sect. 2]). We only need here this action for elements of t1; : : : ; tl. In
particular, if t is in the group t1; : : : ; tl and x is in U , then ad tx =
txt−1. Given an adt1; : : : ; tl submodule M of U and an element λ
in h∗, define the λ weight space Mλ to be the set m ∈ M  ad tim =
qαi; λm for each i.
Note that we can define an isomorphism τ of abelian groups from Q
onto the group t1; : : : ; tl, where ταi = ti for each 1 ≤ i ≤ l. For each
1 ≤ i ≤ l, extend Uqg to a Hopf algebra U by adding the elements
t
±1/2
i = τ±αi/2 and the scalars q±1/2 for 1 ≤ i ≤ l. In particular, U is
a kq1/2-algebra which satisfies the relations of Uqg with the added rela-
tion if v ∈ Uqg is of weight λ, then t±1/2i vt∓1/2i = q±αi/2; λv. Let T denote
the group generated by t1/21 ; : : : ; t
1/2
l . The Hopf structure can be extended
to U using (1.5) for all elements of T . In some papers, this extension U
of Uqg is taken to be the Drinfeld–Jimbo quantized enveloping algebra
(see, for example, [JL1]). We chose here a more standard set of genera-
tors partly to make the analysis in Section 5 easier and also to conform
with the now standard notation in the literature. However, it is neces-
sary to use the Hopf algebra U to fully classify the quantum analogs of
fixed subalgebras. For other similar extensions the reader is referred to
[JL2, Sect. 3.1].
Given an algebra S and subalgebras S1; S2; : : : ; Sr , we call the the map
from S1 ⊗ S2 ⊗ · · · ⊗ Sr to S which sends
P
s1 ⊗ s2 ⊗ · · · ⊗ sr to
P
s1s2 · · · sr
the multiplication map.
Let K denote the field kq1/2. Let U− (resp. U+) denote the K sub-
algebra generated by the yi (resp. xi), 1 ≤ i ≤ l, and set Uo = KT . By
[R] there is an isomorphism of vector spaces U ∼= U− ⊗Uo ⊗ U+ given
by the multiplication map. This isomorphism is referred to as the triangu-
lar decomposition of U . It is well known that both U+ and U− are direct
sums of finite dimensional weight spaces where the weights are elements
of Q+ for the former and of −Q+ for the latter subalgebra of U . Let
G− =Pβ∈Q+ U−−βτβ. Using relation (1.2) we may replace U− with G− in
the triangular decomposition of U .
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2. SPECIALIZATION AND PROJECTIONS
In this section we review the techniques of specialization from the quan-
tum to the classical case. Here, we choose a subalgebra of U which special-
izes to the classical enveloping algebra as q goes to 1 carefully so that we
may later discuss maximal subalgebras which specialize to Ugθ. We also
introduce three projection maps which will be used throughout the paper.
Let A denote the subalgebra kq1/2; q−1/2q1/2−1 of K. Given t ∈ T , set
t = t − 1/q − 1. Set Uˆ equal to the A subalgebra of U generated by
xi, yi, t
−1/2
i , and t1/2i  for 1 ≤ i ≤ l. Set Uˆ− = U− ∩ Uˆ , Uˆ+ = U+ ∩ Uˆ ,
and Uˆo = Uo ∩ Uˆ . By [KD, Sect. 1.5], Uo is generated by the elements
t
−1/2
i and t1/2i . Identify k with the quotient of A by the ideal generated
by q − 1. Using arguments similar to those in [KD, Proposition 1.5] and
[JL2, 6.11], one sees that Uˆ ⊗A k is isomorphic to Ug. We thus identify
Uˆ ⊗A k with Ug. Given a K subalgebra S of U , set Sˆ = S ∩ Uˆ . Define the
specialization of S at q = 1 (as in [JL2, 6.11]) to be the image of Sˆ in Ug
under the map which sends an element u ∈ Uˆ to u ⊗ 1. For example, U
specializes to Ug and so any subalgebra S specializes to a subalgebra of
Ug. Note that the image of xi (resp. yi, resp. t1/2i ) under specialization
is ei (resp. fi, resp. dihi/2), while each element t of T specializes to 1.
Moreover, τλ specializes to hλ.
Given x ∈ Uˆ , we write x¯ for the image of x in Ug under specialization.
If ζ is an automorphism of U and ζ¯ is an automorphism of Ug such that
ζx = ζ¯x¯ for all x ∈ Uˆ , then we say that the mapping ζ specializes to
the mapping ζ¯.
By [JL1], Uˆ− and Uˆ+ are free A-modules which specialize to Un−
and Un+, respectively. By [JL1, Proposition 4.10], Uˆ admits a triangular
decomposition: there is a vector space isomorphism via the multiplication
map Uˆ ∼= Uˆ− ⊗ Uˆo ⊗ Uˆ+. Given t ∈ T , note that
1t = t ⊗ t + t ⊗ 1: (2.1)
It follows from (2.1), the triangular decomposition of Uˆ , and the definition
of Uˆ that 1Uˆ ⊂ Uˆ ⊗ Uˆ .
Using the triangular decomposition of U and Uˆ and the defining relations
of U , we have that
U = M
λ;η∈ Q+
U+λ U
−
−ηU
o and Uˆ = M
λ;η∈Q+
Uˆ+λ Uˆ
−
−ηUˆ
o: (2.2)
We use these decompositions to define our first projection map.
Definition 2.1. Given λ and η in Q+, define 5λ;η to be the projection
of U (resp. Uˆ) onto the vector space U+λ U
−
−ηU
o (resp. Uˆ+λ Uˆ
−
−ηUˆ
o) using
the direct sum decompositions in (2.2).
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Note that the set τλ  τλ ∈ T forms a K basis for Uo. Furthermore,
U can be written as a direct sum of vector subspaces U+G−τλ as τλ
runs over the elements of T . This decomposition is used to define the
second projection map.
Definition 2.2. Given λ such that τλ ∈ T , define Pλ to be the pro-
jection of U onto the vector space U+G−τλ using the vector space de-
composition
L
t∈T U
+G−t of U . Note that Pλ restricted to Uo is the pro-
jection of Uo onto the one dimensional subspace Kτλ using the basis
τλ  τλ ∈ T of Uo.
Unfortunately, the Pλ do not respect the structure of Uˆ . In particular
PλUˆ
o is not a subset of Uˆo for any choice of λ. Thus, we provide a basis
for Uˆo so as to define projection maps which do preserve the structure
of Uˆo.
Let M be the subset of N2l such that Mi = Mi+l or Mi = Mi+l + 1 for
1 ≤ i ≤ l. Set
tM = Y
1≤i≤l
t1/2i Mi
Y
l+1≤i≤2l
t−1/2i Mi :
The next lemma describes Uˆo as an A-module.
Lemma 2.3. The algebra Uˆo is a free A-module. Moreover, for any τλ ∈
T , the set tMτλ M ∈ M is a basis over K of Uo and a basis over A of
the A-module Uˆo.
Proof. By the description of generators and elements of Uˆo over A,
the set Sλ = tMτλ M ∈ M is a subset of Uˆo. It is straightforward
to check that the elements of S0 are a basis for Uo over K. Note that
t−1 = −t − q − 1tt−1 for each t ∈ T . It follows that every element
of the form t1/2i mt−1/2i s is an A linear combination of elements in S0.
Hence any element of the form
Y
1≤i≤l
t
Ei
i

ti − t−1i
q− 1
Ni
;
where N is in Nl and each Ei ∈ 0; 1, is an A linear combination of
elements in S0. The lemma now follows from [KL, Proposition 4.4] and the
fact that if a ∈ Uˆo then aτ−λ is in Uˆo.
The third family of projections is defined below using Lemma 2.3.
Definition 2.4. Fix τλ ∈ T and let Sλ be the basis of Uˆo given in
Lemma 2.3. Define Pλ;M to be the projection of Uˆo onto the one dimen-
sional space AtMτλ.
quantized enveloping algebras 735
Both t1/2i  and −t−1/2i  specialize to dihi/2 for each 1 ≤ i ≤ l. It follows
that tM specializes to hM = Qidihi/2Mi+Mi+l . Thus the set tMτλ M ∈
M specializes to the basis hM M ∈ M of Uh. Hence, if a ∈ Uˆo and
a¯ = 0 then a ∈ q − 1Uˆo. (This is basically the same as [JL2, Lemma
6.13].) It should be noted that for other choices of A submodules of U ,
this fact does not hold. For example the subalgebra UoA of [KD] is freely
generated as an A-module with a basis which contains both t2i  and t−1i t2i 
(see [KL, Proposition 4.4]) and both of these elements specialize to 2dihi.
Since both Uˆ− and Uˆ+ are free A-modules which have the same char-
acter formulas as their classical specializations [JL1, Proposition 4.10], the
previous paragraph implies the following important property of Uˆ .
Theorem 2.5. If x ∈ Uˆ and x¯ = 0 then x ∈ q− 1Uˆ:
3. CLASSICAL AND QUANTUM INVOLUTIONS
In this section we fix our notation for involutions of g and lift the in-
volutions to the quantum case. Standard facts and their proofs about the
classical case presented here can be found in [D, Sect. 1.13].
Let θ be an arbitrary Lie algebra involution of g and write gθ for the Lie
subalgebra fixed by θ. By [D, 1.13.8 and 1.13.9], we may assume that the
Cartan subalgebra and generators for g are chosen such that
θh = h (3.1)
θei = ei and θfi = fi if θhi = hi: (3.2)
θei (resp. θfi) is a nonzero nonscalar multiple of a
root vector in n− (resp. n+) if θhi 6= hi: (3.3)
It should be noted that unlike the classical case, there is only one sub-
algebra of U which functions as the Cartan subalgebra—namely Uo. Thus
we must assume that the Cartan subalgebra of g is already specified. In
this paper, we provide quantum analogs of gθ for any involution θ satisfy-
ing (3.1), (3.2), and (3.3). By properties of Cartan subalgebras, an arbitrary
involution of g is equal to the conjugate of an involution which satisfies
properties (3.1), (3.2), and (3.3). In particular, the subalgebra fixed under
an arbitrary involution will be isomorphic to a subalgebra fixed by an in-
volution satisfying these three conditions. Thus every isomorphism class of
fixed subalgebras will have a quantum analog.
If θ satisfies (3.1), (3.2), and (3.3), then θ induces an automorphism of
the root system of g which we refer to as 2. Define an equivalence class
on the set of involutions of g which satisfy (3.1), (3.2), and (3.3) such that
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two involutions are equivalent if they induce the same root system auto-
morphism of g. Write 2 for the equivalence class of involutions satisfying
(3.1), (3.2), and (3.3) and inducing the root system involution 2.
Fix an equivalence class 2 corresponding to the root system involution
2. We define a number of objects associated to 2 which are indepen-
dent of the choice of representative of this set. Since 2 is a root system
automorphism, 2pi is a new base for the root system of g. Let pi2 =
αi ∈ pi 2αi = αi, Qpi2 =
P
α∈pi2 Zα, and Q
+pi2 = Q+ ∩ Qpi2.
Note that pi2 is a subset of 2pi. Since 2pi is a basis for the vector
space spanned by the roots we must have a permutation σ on the set
i αi ∈ pi − pi2 such that for each αi ∈ pi − pi2,
2αi + ασi ∈ Qpi2: (3.4)
Let 1+2 equal Qpi2 ∩ 1+. Let n+2 be the Lie subalgebra of g generated
by eα α ∈ 1+ − 1+2 and let a2 denote the Lie subalgebra of h generated
by hα − h2α α ∈ pi: These are exactly the Lie subalgebras used to form
the Iwasawa decomposition g = gθ ⊕ a2 ⊕ n+2 for all θ ∈ 2. Set n−2 =
θn+2 = f−α α ∈ 1+ − 1+2.
Set m′2 equal to the semisimple subalgebra generated by eα; f−α α ∈
pi2. Note that the set of positive simple roots for m′2 is just pi2. Set m2
equal to the Lie subalgebra of gθ which centralizes a2. It follows from
(3.1), (3.2), and (3.3) that m2 = m′2 + gθ ∩ h. Furthermore, m2 is the
centralizer of a2 in gθ for any θ ∈ 2. When there is no ambiguity about
which class 2 of involutions we are discussing, the subscript 2 will be
dropped from m2, m
′
2, and a2.
Fix θ ∈ 2. Let H denote the set of automorphisms of g which sends
each root vector to a nonzero scalar multiple of itself and fixes elements
of h. Let χ ∈ H with χei = ciei for 1 ≤ i ≤ l and χeα = cαeα for
α ∈ 1+. Note that θχ = χ2θ for some χ2 ∈ H . Moreover, if θhi = hi,
then χ2ei also equals ciei, while if θei is a scalar multiple of f−γ, then
χ2ei = c−1γ ei. Let θ′ be another element of 2. It is straightforward to
check that there exists χ ∈ H with χχ−12 = θ′θ−1 Indeed, finding such a χ
reduces to solving two equations in two unknowns when θhi 6= hi. Thus
χθχ−1 = θ′. It follows that for any θ ∈ 2, the equivalence class 2 equals
χθχ−1 χ ∈ H: It should be noted that all these automorphisms can be
lifted to automorphisms of Ug and will be referred to by the same names
as the ones used for g.
Let W denote the Weyl group associated to the root system of g. Since
2 is an automorphism of the root system of g there exists a w in W and a
diagram automorphism d1 such that 2 = wd1. Let ωo denote the longest
element of W . Hence ωopi = −αi αi ∈ pi. Let d2 be the diagram au-
tomorphism so that ωod2αi = −αi for all αi ∈ pi. Set v = wωo and note
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that 2 = vωod2d, where d is the diagram automorphism d−12 d1. The au-
tomorphism d induces a permutation on the set 1; : : : ; l, which we also
refer to by d, where di = j whenever dαi = αj .
For the rest of this section, we will explain how to lift the class of invo-
lutions 2 to the quantum setting. This will be done by lifting each of d,
ωod2, and v to a k-algebra automorphism of U . To lift v, we use Lusztig’s
automorphisms. Furthermore, properties of Lusztig’s automorphisms will
ensure that the lifted automorphisms are indeed involutions of U .
Let D be the K-algebra automorphism of U defined by Dxi = xdi,
Dyi = ydi, and Dt±1/2i  = t±1/2di for 1 ≤ i ≤ l. Define a k-algebra auto-
morphism ϕ of U as in [KD, 1.2.10]. In particular,
ϕxi = yi ϕyi = xi ϕt = t ϕq1/2 = q−1/2
for all 1 ≤ i ≤ l and t ∈ T . Note that ϕ specializes to the involution of
Ug induced by ωod2 which sends ei to fi and hi to −hi for 1 ≤ i ≤ l.
For 1 ≤ i ≤ l, let Ti denote Lusztig’s K-algebra automorphism of Uqg
defined in [Lu1, Theorem 3.1]. The following properties are from [Lu1] and
[Lu2] (see also [KD, Sect. 1.6]). One has the following relationship between
the Ti and ϕ:
T−1i = ϕTiϕ−1 for all 1 ≤ i ≤ l:
Let s denote an element of the Weyl group. There exists a unique auto-
morphism Ts of Uqg which equals Ti1 · · ·Tim for any reduced expression
si1 · · · sim of s. For each λ ∈ Q, we have that Tsτλ = τsλ. Hence Ts
extends uniquely to an automorphism of U , which we also refer to as Ts,
where Tsτλ = τsλ for all τλ ∈ T . Furthermore, it is easy to see
from the definition of Ti that for x ∈ Uˆ , Tix = six¯, where si is the auto-
morphism of Ug corresponding to the simple reflection in W associated
to αi.
Let κ be the k-algebra involution of U which fixes xi and yi for 1 ≤ i ≤ l,
κt = t−1 for each t ∈ T , and κq1/2 = q−1/2. Set T˜i = κTiκ. Note that
T˜i satisfies the same properties as Ti listed in the previous paragraph. In
particular,
T˜−1i = ϕT˜iϕ−1 for all 1 ≤ i ≤ l (3.5)
since κ and ϕ commute. Moreover, for any s ∈ W we may define T˜s as
κTsκ. Thus we have that T˜sτλ = τsλ for each s ∈ W .
By [Lu1], if s is an element of the Weyl group W and sαi ∈ 1+ for
αi ∈ pi, then
Tsxi ∈ U+ and Tsyi ∈ U−: (3.6)
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It follows that
T˜sxi ∈ U+ and T˜syi ∈ U− (3.7)
whenever sαi ∈ 1+. Now assume that sαi ∈ −1+. It follows from the
definition of the Ti and (3.6) that
Tsxiti ∈ U− and Tsyit−1i  ∈ U+:
Hence
T˜sxit−1i  ∈ U− and T˜syiti ∈ U+: (3.8)
when sαi ∈ −1+.
From the previous paragraphs, it follows that T˜vϕD specializes to an
involution whose restriction to h agrees with θ restricted to h for any θ ∈
2: One should remember that T˜vϕD is just a k-algebra automorphism and
in particular, T˜vϕDq = q−1 and T˜vτλ = τ−2λ for all τλ ∈ T .
Write v as a reduced expression si1 · · · sim of simple reflections. Note
that dv = sj1 · · · sjmd, where dis = js for 1 ≤ s ≤ m. It is straightfor-
ward to check from the definition of the Ti that DT˜i = T˜diD and hence
DT˜v = T˜sj1 ···sjmD. Given an automorphism σ of the root system, we have
that σωod2σ−1 is equal to ωod2 since ωod2 sends each root to its nega-
tive. Now vωod2d is the involution 2, hence vωod2d2 = vsj1 · · · sjmd2 is
the identity. It follows that both vsj1 · · · sjm and d2 equal the identity. Hence
sjm · · · sj1 can be taken as a reduced expression for v and D2 is the identity.
Using the reduced expression of v and (3.5), it follows that T˜−1i1 · · · T˜−1im =
ϕT˜i1 · · · T˜imϕ=ϕT˜vϕ. Hence DT˜−1v =DT˜jm · · · T˜j1−1=DDT˜−1j1 · · · T˜−1jm D=
T˜−1i1 · · · T˜−1im D = ϕT˜vϕD: Since D commutes with ϕ, we get that T˜vϕD is an
involution of U over k.
Let Hq denote the set of Hopf algebra automorphisms of U over K
which, for all 1 ≤ i ≤ l, sends xi (resp. yi) to aixi (resp. a−1i yi) for nonzero
elements ai in A and fixes elements of T . Let ψ be the K-algebra au-
tomorphism of U defined by ψxi = xit−1i , ψyi = tiyi, and ψt = t
for all 1 ≤ i ≤ l and all t ∈ T . Note that ψD = Dψ. Also ϕψ = ψ′ϕ,
where ψ′ = χ1ψ−1 for some χ1 ∈ Hq. Using (3.6) and (3.7) one checks
that ψT˜vψ′ = χ2T˜v for some χ2 ∈ Hq. Furthermore, we can find integers
mi for 1 ≤ i ≤ l such that χ2xi = qmixi for each 1 ≤ i ≤ l. Note that
ψT˜vϕD2 = χ2:
Now consider an arbitrary element χ ∈ Hq. It is straightforward to check
that χϕ = ϕχ−1. For 1 ≤ i ≤ l, we can find ci ∈ A such that χxi = cixi.
Note that χDD = Dχ, where χDxi = cdixi. Let χ2 be the automorphism
in Hq such that χ2b = cdib, where b ∈ U+2−αi. Set c2−αi equal to the
coefficient of χDb, where b ∈ U+2−αi. It follows that χ2xi = c2−αixi.
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By the definition of T˜v we have that T˜vχD = χ2T˜v. Now find ci ∈ A for 1 ≤
i ≤ l such that cic−12−αi = q−mi , where the mi are integers defined in the last
paragraph. (Note that this is doable. We may assume that the ci are powers
of q1/2. Thus we are either solving one equation in one unknown when
αi ∈ pi2 or solving two equations in two unknowns.) Now fix χ ∈ Hq such
that χxi = cixi for 1 ≤ i ≤ l with the ci just chosen. Set θ˜1 = χψT˜vϕD:
It follows that θ˜1 is an involution of U .
Since θ˜1 is a k-algebra involution sending q to q−1, it follows from the
definition of ψ, ϕ, D, and (3.7) that there exist elements bi ∈ ±qm/2 m is
a integer such that
θ˜1xi = bixi and θ˜1yi = b−1i yi
for all αi ∈ pi2. Let φ be the K-algebra involution of U which sends xi
to b−1i xi and yi to biyi for all αi ∈ pi2 and fixes all other yi; xi as well as
elements of T . Set θ˜2 = φθ˜1 and note that φθ˜1 = θ˜1φ−1: Thus θ˜2 is also
an involution of U . Moreover, θ˜2xi = xi and θ˜2yi = yi for all αi ∈ pi2.
Let 2q be the set of involutions of U of the form χθ˜2χ−1, where χ ∈ Hq.
Theorem 3.1. Let θ be an involution of g satisfying (3.1), (3.2), and (3.3)
and inducing the root system automorphism 2. Then θ˜2 = φχψT˜vϕD is a k-
algebra involution of U such that the set of involutions 2q specialize to the
set 2. Moreover, for all θ˜ ∈ 2q we have
θ˜τλ = τ−2λ for all τλ ∈ T (3.9)
θ˜q1/2 = q−1/2 (3.10)
θ˜xi = xi and θ˜yi = yi for all αi ∈ pi2 (3.11)
θ˜xi is a nonzero element of G−2αi for all αi /∈ pi2 (3.12)
θ˜yiti is a nonzero element of U+2−αi for all αi /∈ pi2: (3.13)
Proof. The first assertions, (3.9), (3.10), and (3.11) follow from the dis-
cussion preceding the theorem. Statements (3.12) and (3.13) follow from
the definition of ϕ, D, ψ, (3.7), and (3.8).
4. EXISTENCE OF QUANTUM ANALOGS OF Ugθ
Let 2 be a fixed equivalence class of involutions of g satisfying condi-
tions (3.1), (3.2), and (3.3) corresponding to the root system involution 2.
Let 2q be defined as in Section 3. In this section, we present quantum
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analogs of the subalgebra Ugθ of Ug for all θ ∈ 2 using a set of gen-
erators. Though the quantum analogs are not fixed by an involution, most
of the generators are. Hence, these analogs contain a large k-algebra fixed
by the type of involution described in the previous section. Furthermore,
these analogs are right coideals and specialize to their classical counterpart.
One of the key tools in the argument will be the quantum Iwasawa decom-
positon proved in this section. It should be noted that many of the results
in this section have been proven in [L] in the special case when 2 is the
negative of a diagram automorphism.
Let θ˜ be an element of 2q and let θ be the involution in 2 such
that θ˜ specializes to θ. Let T2 = τλ ∈ T 2λ = λ. Let R denote the
subalgebra of U generated by T2 and the set xi; yi αi ∈ pi2. Note that
R contains a copy of the quantized enveloping algebra Uqm′.
Set
x˜i = xit−1/2i τ2αi1/2 y˜i = yit1/2i τ2αi1/2 (4.1)
for each i such that αi /∈ pi2. Similarly, set
x˜i = xi y˜i = yiti (4.2)
for each i such that αi ∈ pi2.
Let m− ⊕mo⊕m− be the triangular decomposition of the semisimple Lie
algebra m′. Let R+ (resp. R−) be the subalgebra of R generated by x˜i (resp.
y˜i) for αi ∈ pi2. Set Ro equal to the group algebra KT2. Since R is the
subalgebra of U generated by the quantized enveloping algebra Uqm′ and
T2, it follows that R, (resp. R+, resp. R−) specializes to Um (resp. Um+,
resp. Um−). Also, the algebra R admits a triangular decomposition, or an
isomorphism of vector spaces via the multiplication map R ∼= R− ⊗Ro⊗R+
because of the triangular decomposition of Uqm′.
Set
Bi = x˜i + θ˜x˜i (4.3)
for each 1 ≤ i ≤ l. Of course, if αi ∈ pi2, then Bi = 2x˜i. Define Bθ˜ to be
the subalgebra of U generated by R and all the Bi, where αi ∈ pi − pi2.
We write B = Bθ˜ as long as it is clear which involution θ˜ is being used. It
follows from properties of the involutions in 2 that the generators of B
specialize to the generators of Ugθ. Thus the specialization of B includes
the fixed algebra Ugθ.
Note that by condition (3.9) of Theorem 3.1, it follows that the only
element of T2 preserved by θ˜ is 1. However, the Bi, 1 ≤ i ≤ l, and the
elements yi; αi ∈ pi2 are preserved by θ˜. By Theorem 3.1, it follows that
B contains a k subalgebra generated by Bi for 1 ≤ i ≤ l and yi; αi ∈ pi2
which is preserved by θ˜. It will follow from results about B below that B
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and hence this k subalgebra of B specialize to Ugθ. This parallels the
classical case where Ugθ is fixed by the involution θ.
Recall that a subspace C of a Hopf algebra D is called a right coideal if
1C ⊂ C ⊗D. The following proposition will be critical in showing that B
is a right coideal.
The observant reader will realize that the proposition and its corollary
below is one of the reasons for choosing the particular involution of U in
Section 3 used to define 2q. Recall that 2 = vωod2d (Section 3).
Proposition 4.1. Let αi be an element in pi − pi2 and set −γ = 2αi.
There exists a unique (up to a nonzero scalar) element y−γ ∈ Uˆ−−γ −
q− 1Uˆ−−γ such that
1y−γ ∈ y−γ ⊗ τ−γ + Rˆ⊗ Uˆ: (4.4)
Moreover y−γ = T˜vydj up to a nonzero scalar.
Proof. Recall the definition of the projection maps 5λ;β (Defini-
tion 2.1). Set 2αi = −γ. Note that 1Uˆ−−γ ∈
P
γ′∈Q+ Uˆ
−
−γ′ ⊗ Uˆ−−γ+γ′τ−γ′
(see (1.7)). Hence it is sufficient to find y−γ ∈ U−−γ such that 50; β ⊗
id1yγ is nonzero only when β ∈ pi2.
By assumption, 2αi = vωod2dαi = −γ. Hence v−αdi = −γ. Set
y−γ = T˜vydi. Note that if β ∈ Q+, β < γ, and 2β > 0 then by (3.4),
we must have that β ∈ pi2. Applying the Hopf algebra automorphism which
sends q to q−1, xi to yit
−1
i , and yi to tixi [AJS, Proposition C.5] implies that
y−γ satisfies condition (4.4). This completes the proof of existence.
We now check the uniqueness condition for y−γ. From the definition
of Lusztig’s automorphisms it follows that y−γ specializes to a nonzero
scalar multiple of f−γ. Recall the definition of the permutation σ used in
(3.4). Using (3.4), form a sequence of weights γ1 = ασi; γ2; : : : ; γm = γ,
where each γi is a root and γi+1 − γi ∈ pi2 for m − 1 ≥ i ≥ 1. We can
choose a basis for the −γ weight space of Un− of the form auvf−γv,
where auv ∈ Ugθ ∩ Un− and aum = 1. It is easy to check that
1auvf−γv /∈ auvf−γv ⊗ 1+ 1⊗ auvf−γv +Um ⊗Ug for v < m. Indeed,
let Sw be a projection of Un− onto the −γ + γw weight space. Then
id ⊗ Sw1auwf−γw = f−γw ⊗ auw. Now consider any x ∈
P
u; v kauvf−γv
which is not a scalar multiple of f−γ. Choose w 6= m minimal so that
the coefficient of auwf−γw is nonzero for some u. Hence id ⊗ Sw1x
is a nonzero element of
P
u kf−γw ⊗ SwUn− which is not contained in
x⊗ 1+ 1⊗ x+Um ⊗Ug.
Now choose a basis Y1; : : : ; Ym for U−−γτ−γ which is contained in
Uˆ , specializes to the set auvf−γv, and Ym = y−γ up to a nonzero scalar.
Suppose y ′ has weight −γ, satisfies the condition (4.4), and is not a scalar
multiple of y−γ. Write y ′ =
P
i aiYi, where the ai ∈ K. By (4.4) applied to
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both y−γ and y ′, we have that 1y ′ − amYm ∈ y ′ − amYm ⊗ τ−γ + 1⊗
y ′ − amYm +R⊗U . Choose s ≥ 0 such that Y = q− 1−sy ′ − amYm ∈
Uˆ − q − 1Uˆ: By Theorem 2.5 and the choice of basis for U−−γ, it follows
that Y specializes to an element y which is not a scalar multiple of y−γ and
whose coproduct is in y ⊗ 1 + 1 ⊗ y + Um ⊗ Ug. This contradiction
completes the proof of uniqueness for the y−γ.
Corollary 4.2. The subalgebra B is a right coideal. In particular, 1B ⊂
B⊗U .
Proof. Since R is generated by the quantized enveloping algebra Uqm′
and the subgroup T2, it follows that 1R ⊂ R⊗ R.
Now consider Bi = x˜i + θ˜x˜i, where αi /∈ pi2. Set γ = −2αi. Note that
τγt−1i ∈ T2. One checks using Theorem 3.1 that θ˜xi = T˜vydiτγ
up to a nonzero scalar. Set y−γ = θ˜xiτ−γ. By Proposition 4.2, y−γ
satisfies condition (4.4). By (3.9), θ˜t−1/2i τ2αi1/2 = t−1/2i τ2αi1/2.
Now t−1/2i τ2αi−1/2 is an element of T2 and hence Bit−1/2i τ2αi−1/2
is equal to xit
−1
i + θ˜xit−1i = xit−1i + y−γτγt−1i . By Proposition 4.1, we
have that 1Bit−1/2i τ2αi−1/2 is an element of
xit
−1
i ⊗ t−1i + 1⊗ xit−1i + y−γτγt−1i ⊗ t−1i + R⊗U
= Bit−1/2i τ2αi−1/2 ⊗ t−1i + R⊗U:
The corollary now follows from the fact that the Bit
−1/2
i τ2αi−1/2, αi /∈
pi2, and R generate B.
We turn now to showing that B can be used to form a quantum Iwasawa
decomposition. This result will enable us to determine the specialization
of B.
Let A denote the subgroup of T generated by t1/2i τ2αi−1/2. Let T ′ be
the subgroup of T generated by T2 and A. Clearly T ′ contains t
1/2
i if αi ∈ pi2
since T2 does. Suppose that αi /∈ pi2. By (3.4), there exists αj /∈ pi2 with
2αi +αj ∈ Q+pi2. Hence t1/2i t1/2j ∈ T ′ and t1/2i t−1/2j ∈ T2. It follows that
ti and similarly t
−1
i are elements of T
′ for all 1 ≤ i ≤ l. It is straightforward
to check that T ′ and T2 × A are isomorphic as groups. Set Uo2 = KT ′. It
follows that Uo2 ∼= KT2 ⊗KA via the multiplication map.
Set U2 equal to the algebra generated by Uqg and T ′. Recall the
definition of x˜i and y˜i ((4.1) and (4.2)). Set U
+
2 = Kx˜i  1 ≤ i ≤ l and
U−2 = Ky˜i; 1 ≤ i ≤ l. By the standard triangular decomposition of U , we
have that
U−2 ⊗Uo2 ⊗U+2 ∼= U2 (4.5)
as vector spaces via the multiplication map. Note that U2 differs from U in
that Uo2 is not necessarily all of U
o. However, U2 does contain all of Uqg
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and it is actually the triangular decomposition of Uqg and the defining
relations of U (see Section 1) that ensure (4.5).
Let N−2 = U−2 ∩ θ˜U+2  and N+2 = U+2 ∩ θ˜U−2 . Note that θ˜N+2  = N−2
and that that U+2 specializes to Un+ by [JL1, Propositon 4.10].
From properties of θ, we have that θn+ is equal to m+ ⊕ n−2. Hence
we have an isomorphism of vector spaces
θUn+ ∼= Um+ ⊗Un−2 (4.6)
given by the multiplication map.
Since θ˜ is an involution which specializes to θ, it follows that θ˜U+2  spe-
cializes to θUn+. By (3.11), θ˜ fixes the generators of R+. By (4.6), it
follows that N−2 specializes to a subset of Un−2. To show that the special-
ization of N−2 equals Un−2 it is enough to show that N−2 contains vectors
which specialize to a basis of n−2. For αi /∈ pi2, we have that 2˜x˜i ∈ N−2
and specializes to a nonscalar multiple of f−γi , where γi = 2αi. More-
over, a basis for n−2 is contained in
P
iad Un+f−γi . Now assume that −γ
is a weight of a basis vector fγ of n+ and that there exists F−γ ∈ N−2 ∩ Uˆ
of weight −γ which specializes to fγ. Assume further that
1F−γ ∈ F−γ ⊗ τ1/2−γ +2γ + R⊗U: (4.7)
Choose αi ∈ pi2 such that αi − γ is also a weight of a root vector in n−2.
Given a vector v of weight β in U , define a twisted adjoint action of xi
on v by a˜d xiv = q−β;αixiv − vxi. Set F−γ+αi = a˜d xiF−γ. A straight-
forward check shows that F−γ+αi also satisfies (4.7) with γ replaced by
γ − αi. Furthermore, F−γ+αi ∈ U−2 + U−2 t2i + U−2xi ∩ θ˜U+2 . By the defi-
nition of the Hopf structure (Section 1) on U combined with (4.7), it fol-
lows that F−γ+αi ∈ U−2 . Proposition 4.1 implies that F−γi x= 2˜x˜i satisfies
(4.7). Hence the above argument combined with induction implies that N−2
contains vectors which specialize to a basis of Un−2. In particular, N−2
specializes to Un−2 and a similar argument shows that N+2 specializes to
Un+2:
The above argument assures that N−2 is generated by weight vectors of
the form a˜d xi1 · · · a˜d xir θ˜x˜j, where αj /∈ pi2 and each αik ∈ pi2. It
follows also that N−2 contains y˜j whenever αj /∈ pi2. In particular U−2 is
generated by N−2 and R
−.
Using the arguments of the previous paragraph and of [JL1, Proposition
4.10], one has that Nˆ−2 (resp. Nˆ
+
2 ) is a free A-module with the same char-
acter formula as Un−2 (resp. Un+2). A comparison of character formulas
using (4.6) forces
U−2 ∼= N−2 ⊗ R−
via the multiplication map.
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Replacing U−2 by U
+
2 , N
−
2 by N
+
2 , and R
− by R+, a similar argument
shows that the multiplication map yields an isomorphism
U+2 ∼= R+ ⊗N+2 :
Now R+; R−; and T2 generate R, and all elements of R are weight vec-
tors for the action of all of T . Hence we have the following isomorphism
of vector spaces once again using the multiplication map:
U2 ∼= N−2 ⊗ R⊗KA ⊗N+2 : (4.8)
Define a degree function on U by setting Degyi = 1 whenever αi /∈ pi2,
Degyi = 0 whenever αi ∈ pi2, Degxi = 0 for all 1 ≤ i ≤ l, and Degt =
0 for all t ∈ T . By (3.4), Degθ˜xi = 1 whenever αi /∈ pi2.
Lemma 4.3. Every element of U2 can be written as a sum of elements of
the form ban, where b ∈ B, a ∈ KA, and n ∈ N+2 .
Proof. By (4.8), any element in U2 can be written as a sum of ele-
ments of the form sran, where s ∈ N−2 , r ∈ R, a ∈ KA, and n ∈ N+2 .
We prove the lemma by induction on Degs. If Degs = 0, then by the
definition of N−2 , s must be a scalar, and so sran is already in the proper
form. Assume that Degs = m. We may write s as a linear combinationP
aIXI , where aI ∈ K and XI = θ˜x˜i1 x˜i2 · · · x˜in with at most m of the ele-
ments in the sequence αi1; : : : ; αin not contained in pi2. Let bI = Bi1 · · ·Bim .
By the definition (4.3) of the Bi and the fact that Degs > 0, it fol-
lows that DegXI − bI < DegXI. Hence Degs −
P
I aIbI < Degs
and
P
IaIbI is an element of B. Replacing sran by s −
P
I aIbIran, the
lemma now follows by induction on degree.
To get the quantum Iwasawa decomposition, we need finer informa-
tion about the elements of B. For each m ≥ 0, let Bm denote the set
of elements of the form
P
I bIaI , where each bI = Bi1Bi2 · · ·Bij satisfies
DegbI ≤ m and aI ∈ R−Ro. One checks using (4.1) that yjx˜i = x˜iyj for
all αj ∈ pi2 and αi /∈ pi2. Hence, by Theorem 3.1 (3.11) and the definition
of the Bi, we have yjBi = Biyj for all αj ∈ pi2 and αi /∈ pi2. Furthermore,
the vector space KBi is adT2 invariant. Hence, using the triangular decom-
position of R, it follows that RBi1R · · ·BisR is an element of Bj whenever
DegBi1Bi2 · · ·Bis ≤ j. In particular, B is a union over m ≥ 0 of the Bm.
By the definition of the above degree function, every element of U+
and Uo has degree 0. Furthermore, for β ∈ Q+, every element of U−−β has
the same degree. Hence it makes sense to talk about DegU+U−−βU
o and
furthermore, DegU−β ≤ DegU−β′  whenever β′ − β ∈ Q+ with equality
if and only if β′ − β ∈ Q+pi2.
Lemma 4.4. Let Y ∈ Bm. There exists an element Z ∈ θ˜U+2 R−Ro such
that DegZ ≤ m with Y = Z+ terms of degree strictly lower than DegZ.
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Proof. Write Y = P bIaI , where bI = Bi1Bi2 · · ·Bij ∈ Bm and aI ∈
R−Ro. If m = 0, then bI is just a scalar, and the lemma is obvious. Assume
the lemma is true for all j < m.
By Proposition 4.1 and the arguments in Corollary 4.2,
1Bi ∈ Bi ⊗ T + R⊗U (4.9)
for αi /∈ pi2. Since Bi = 2x˜i for αi ∈ pi2, formula (4.9) holds for all 1 ≤ i ≤ l.
Hence
1Y  ∈ Y ⊗Uo +X
i
Yi ⊗Ui; (4.10)
where each Yi ∈ Bm−1 and the set Ui consists of linearly independent
elements of U . By induction, Yi = Zi+ terms of degree strictly lower than
DegZi, with DegZi ≤ m− 1 and Zi ∈ θ˜U+2 R−Ro.
By (4.10), we may write Y as X1 +
P
j>1XjNj , where for j ≥ 1, Xj ∈
θ˜U+2 R−Ro and the set 1;Nj  j > 1 is a linearly independent subset of
KAN+2 . We may further assume that any Ro linear combination of the
1;Nj  j > 1, where at least one of the Nj has a nonzero coefficient, is an
element of RoKAN+2 and not an element of Ro.
Recall the standard partial order on the set Q+, where λ < λ′ if and only
if λ′ − λ ∈ Q+. Choose β maximal so that 50; βXj 6= 0 for some j ≥ 1.
Suppose that for this maximal β, 50; βXj 6= 0 for at least one j with j 6= 1.
We have id⊗50; β1Y  ∈ R+RoKAN+2 ⊗U−−βUo. Furthermore, by the
choice of Ni and (4.8), id⊗50; β1Y  is an element of
R+RoKAN+2 ⊗U−−βUo − R+Ro ⊗U−−βUo:
This contradicts (4.8) and the inductive hypothesis applied to the Yi. Hence
if β is maximal with 50; βXj 6= 0 for some j ≥ 1, then 50; βX1 6= 0 and
50; βXj = 0 for all j 6= 1. It follows that DegXj < DegX1 and hence
DegXjNj < DegX1 for all j > 1. This proves the lemma.
Just as in [L, Remark 2.2], we may use the above degree function to
define a filtration on U and an associated graded ring gr U . By Lemma
4.4, we have an isomorphism of graded algebras gr B ∼= gr θ˜U+2 R−Ro.
It follows from (4.8) that the set biajns is a set of linearly independent
elements whenever bi  b ∈ B; aj  a ∈ KA, and ns n ∈ N+2 are lin-
early independent sets. In particular we have proved the quantum Iwasawa
decomposition generalizing [L, Theorem 2.4].
Theorem 4.5. The multiplication map defines a vector space isomorphism
U2 ∼= B⊗KA ⊗N+2 .
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By (3.4), we may partition the simple roots pi of g into three sets,
pi2; S1; S2, such that if σi = i then αi ∈ S1 and if σi 6= i then S1 con-
tains exactly one of the set σi; i. In particular, 2αi ∈ −S1+Q+pi2
for all αi ∈ S2. Let A′ be the subgroup of T generated by t1/2i for αi ∈ S1.
One can show that T = A′ × T2. Hence we have the following version of
the quantum Iwasawa decomposition.
Corollary 4.6. The multiplication map defines a vector space isomor-
phism U ∼= B⊗KA′ ⊗N+2 .
The next theorem also relies on Lemma 4.4. The result in Theorem 4.7
below gives a direct sum decomposition of B, suggesting there is an inter-
esting graded algebra associated to B using the filtration in [JL2, Sect. 2].
This theorem will be applied in Section 5.
Given an n-tuple I = i1; : : : ; in of positive integers we write bI =
Bi1 · · ·Bin as in Lemma 4.4. By Lemma 4.4, we can find a subset I of
the set of all nonnegative integer tuples
S
n≥0 Nn such that B is a free
R−Ro module with basis bI  I ∈ I. Moreover, we may assume that
DegbI =
P
ij
Degθ˜xij  for each I ∈ I . More precisely, there exists
an element yI ∈ θ˜U+2 R−Ro such that bI = yI+ terms of degree lower
than DegbI and the set yI  I ∈ I gives a basis for θ˜U+2 .
Given a weight β =Pi miαi, define htβ =Pi mi. Set
Q1 =
X
αi /∈pi2
N−αi and Q2 = λ  τλ ∈ T2:
Note that
Q1 +Q2 = λ  τλ ∈ T ∩U2 = T ′ ×A: (4.11)
Also, if −β and −β′ are elements of Q1 and −β + Q2 = −β′ + Q2, then
htβ = htβ′. If I is an m-tuple such that −αi1 − · · · − αim ∈ −β + Q2,
where −β ∈ Q1, then set htI = htβ.
For −β in Q1, set Iβ = I = i1; : : : ; im ∈ I m ≥ 0 and −αi1 − · · · −
αim ∈ −β+Qpi2. It follows from (4.11) that
S
−β∈Q1 Iβ = I and henceX
−β∈Q1
X
I∈Iβ
bIR
−Ro = B: (4.12)
Let Bλ = B ∩ U+G−τλ. We have the following direct sum decomposi-
tion of B.
Theorem 4.7. The algebra B is equal to the direct sum of vector spacesL
λ∈Q1+Q2 Bλ. Moreover, if −β ∈ Q1, thenX
−β′∈Q1  htβ′≤htβ
X
λ∈−β′+Q2
Bλ =
X
−β′∈Q1  htβ′≤htβ
X
I∈Iβ′
bIR
−Ro:
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Proof. Note that U is isomorphic to the direct sum of subvector spaces
U+G−τλ, where τλ runs over elements of T . Recall the definition of
the Pλ (Definition 2.2.) Let x ∈ B. We can write x =
P
λ  τλ∈TXλτλ,
where each Xλ ∈ U+G−. Note that id ⊗ Pλ50; 01x = Xλτλ ⊗ τλ.
Thus B =Pλ  τλ∈T Bλ.
Consider an element Y in Bλ, where λ ∈ −β+Q2. We can find a weight
γ such that
Y = X
htI=htγ
bIrI +
X
htI<htγ
bIrI;
where rI ∈ R−Ro. Rewriting the bIrI using the triangular decomposition of
U yields that
Y = X
htI=htγ
xIrI +
X
htJ<htγ
xJsJ;
where sJ ∈ U−Uo: (Here xI is defined to be xi1 · · ·xin .) By weight con-
siderations, we must have that each xIrI ∈ U+G−τλ for all I satisfying
htI = htγ. This forces htγ = htβ: By induction on htβ, we get
that Bλ ∈
P
−β′∈Q1  htβ′≤htβ
P
I∈Iβ′ bIR
−Ro whenever λ ∈ −β′ + Q2 and
htβ′ ≤ htβ.
The rest of the theorem follows from (4.12) if we show thatX
I∈Iβ
bIR
−Ro ⊂ X
−β′∈Q1  htβ′≤htβ
X
λ∈−β′+Q2
Bλ (4.13)
for all −β ∈ Q1. We proceed by induction on htβ. Certainly (4.13) is true
for htβ = 0.
Recall that
1Bit−1/2i τ2αi1/2 ∈ Bit−1/2i τ2αi1/2 ⊗ t−1i + T2 ⊗U
for αi /∈ pi2 and that 1Bi ∈ Bi ⊗ 1 + T2 ⊗ U for αi ∈ pi2. Since 1 is an
algebra homomorphism, it follows that for I ∈ Iβ,
id⊗ Pλ50; 01bI = bI + c ⊗ τλ
for some λ ∈ −β+Q2, where c ∈
P
ht J<ht I bJR
−Ro. By the first part of the
proof, bI + c ∈ Bλ. By induction, c ∈
P
−β′∈Q2  htβ′<htβ
P
γ∈−β′+Q2 Bγ.
Hence (4.13) and the theorem follows from the fact that bI ∈ c + Bλ:
Lemma 4.4 can also be used to determine the specialization of B.
Theorem 4.8. The algebra B specializes to Ugθ. Moreover, if B ⊆ C
and C is a subalgebra of U which specializes to Ugθ, then B = C.
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Proof. We can specialize the degree function of U to a degree function
of Ug by setting degfi = 1 if αi /∈ pi2, degfi = 0 for αi ∈ pi2, and
degei = deghi = 0 for all 1 ≤ i ≤ l. Suppose that
W =X
I
θ˜x˜i1 · · · x˜isrI
is an element of θ˜U+2 R−Ro ∩ Uˆ of degree m where each rI ∈ R−Ro,
and that W does not specialize to zero. Then
P
I Bi1 · · ·Bis rI specializes to a
nonzero element of Ugθ of degree m and W −PI Bi1 · · ·Bis rI has degree
strictly less than m.
Let Y ∈ Bˆ be such that Y¯ is a nonzero element of Ug. We may assume
that Y ∈ Bm ∩ Uˆ for some m. Furthermore if m is chosen to be as small
as possible, then by Lemma 4.4, we may write Y = Z+ terms of degree
strictly less than m, where DegZ = m and Z ∈ θ˜U+2 R−Ro ∩ Uˆ: We
can find a nonnegative integer s so that Z ∈ q − 1sUˆ but not in q −
1s+1Uˆ . By the previous paragraph, there exists X1 ∈ Bm, X1 specializes
to a nonzero element of Ugθ of degree m, and Degq− 1−sZ −X1 <
m. Furthermore Y − q − 1sX1 is an element of Bm−1. By induction on
degree, we can find nonnegative integers mi with mi > mi−1, elements Xi in
Bmi, with 0 6= X¯i ∈ Ugθ of degree mi, and nonnegative integers si such
that Y = Piq − 1siXi. Since the X¯i each have different degree, they are
linearly independent elements of Ugθ. Recall that by assumption, Y¯ 6= 0.
Hence Y specializes to a nontrivial linear combination of the X¯i. Therefore
Y¯ ∈ Ugθ and B specializes to Ugθ.
Now assume that B ⊂ C, B 6= C, and C specializes to Ugθ. Let Y ∈
C − B. By Theorem 4.5, we can write Y as a sum X1 +
P
i≥1XiZi, where
Xi ∈ B for 1 ≤ i ≤ l and Zi ∈ RoKAN+2 : If Zi = 0 for all i ≥ 0, then
Y = X1 ∈ B, contradicting the choice of Y . Thus, we may assume that
1; Zi  i ≥ 1 is a linearly independent subset of RoKAN+2 with more
than one element. By Theorem 2.5, we can absorb powers of q − 1 into
the Xi terms so that each Zi is in Uˆ and specializes to a nonzero element
of Ua ⊕ n+2. If Zi specializes to a scalar, then by Theorem 2.5, there is
some element a ∈ A with Zi − a ∈ q − 1Uˆ . Adding aXi to X1, we may
further assume that each Zi specializes to a nonzero nonscalar element of
Ua⊕ n+2. A similar argument allows us to assume that the specialization
of the set Zi is a linearly independent subset of Ua + n+2a + n+2: It
follows that q − 1sY − X1 specializes to an element not contained in
Ugθ for some integer s. This contradicts the fact that q − 1sY −X1
is an element of C since both Y and X1 are. Thus B = C which completes
the proof.
Now let θ˜′ be another element of 2q. By the definition of 2q, it
follows that there exists a Hopf algebra automorphism χ in Hq such that
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χθ˜χ−1 = θ˜′. It follows that χ defines an isomorphism from Bθ onto Bθ′ .
Thus we have the following set of quantum analogs for the fixed subalgebras
Ugθ as θ runs through the involutions in 2.
Theorem 4.9. Let 2 be a fixed class of involutions of g: There exists
a family of isomorphic subalgebras B = Bθ˜  θ˜ ∈ 2q such that for any
Bθ˜ ∈ B
Bθ˜ is generated by R and the set x˜i + θ˜xi αi /∈ pi2 (4.14)
1Bθ˜ ∈ Bθ˜ ⊗U (4.15)
Bθ˜ specializes to Ugθ, where θ˜ specializes to the involution θ (4.16)
if Bθ˜ ⊂ C and C is a subalgebra of U which specializes
to Ugθ, then Bθ˜ = C. (4.17)
5. UNIQUENESS OF QUANTUM ANALOGS
Let 2 be a fixed class of involutions satisfying (3.1), (3.2), and (3.3),
and let θ be an element of 2. In this section we start with a maximal
subalgebra which is a right coideal and specializes to Ugθ for a fixed
θ ∈ 2. We show that such a subalgebra is isomorphic to Bθ˜ for θ˜ ∈ 2q.
We further obtain a precise description of such algebras. In particular, any
subalgebra which is a right coideal and specializes to Ugθ is either equal
to Bθ˜ or a closely related algebra for some θ˜ ∈ 2q.
Let B be a subalgebra of U such that
1B ⊂ B ⊗U (5.1)
B specializes to Ugθ (5.2)
if B ⊂ C and C is a subalgebra of U satisfying (5.2)
then B = C. (5.3)
We will be working often with Bˆ = B ∩U . Since 1Uˆ ⊂ Uˆ ⊗ Uˆ , condi-
tion (5.1) ensures that Bˆ satisfies
1Bˆ ⊂ Bˆ⊗ Uˆ: (5.4)
The following lemma provides a way to uniquely enlarge a given sub-
algebra satisfying only (5.1) and (5.2) to a subalgebra satisfying all three
conditions. This will provide a better condition than (5.3) for the work that
follows. In addition, in the next section, we analyze a construction that pro-
duces algebras satisfying (5.1) and (5.2). The lemma below provides a way
to embed such an algebra uniquely in one satisfying all three conditions.
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Lemma 5.1. Let C be a subalgebra of U which satisfies (5.1) and (5.2).
Let B be the subset of U generated as a K vector space by SC, where
SC = b ∈ Uˆ  b ∈ Cˆ + q− 1sUˆ for all s ≥ 0:
Then B is a subalgebra of U which satisfies (5.1), (5.2), and (5.3). Further-
more, if C is a subalgebra satisfying (5.1), (5.2), and (5.3), then Cˆ = SC.
Proof. It is straightforward to check that SC is closed under products
and hence SC is an A subalgebra of Uˆ and B is a subalgebra of U .
Furthermore if
P
aisi ∈ SC ∩ q − 1Uˆ , where ai ∈ A and si ∈ SC,
then the defining condition of SC implies that q− 1−1P aisi is also an
element of SC. It follows that Bˆ = SC and B satisfies condition (5.2).
Now suppose
P
aisi ∈ B, where ai ∈ A and si ∈ SC. The definition of
SC implies that
1
X
aisi

⊂ Cˆ ⊗ Uˆ + q− 1sUˆ ⊗ Uˆ (5.5)
for all s ≥ 0. Let ui be a basis over A for the free A-module Uˆ and
let Pi be the projection of Uˆ onto Aui. Statement (5.5) implies that id⊗
Pi1
P
aisi is an element of Cˆ + q − 1sUˆ for all s ≥ 0. Thus B satisfies
(5.1).
Let B′ be a subalgebra of U containing B and satisfying (5.2). Suppose
that c ∈ Bˆ′ and c /∈ B. By the definition of B, there exists an integer s ≥ 0,
an element b ∈ Cˆ, and an element u ∈ Uˆ − q− 1Uˆ with
c = b+ q− 1su and c /∈ Cˆ + q− 1s+1Uˆ: (5.6)
Note that c − b and hence u is an element of B′. By Theorem 2.5, u¯ is
nonzero. Furthermore, since u is in B′, u¯ is an element of Ugθ. Since C
satisfies (5.2), Theorem 2.5 implies that u ∈ Cˆ +q− 1Uˆ , which contradicts
(5.6). Hence c ∈ B. Thus B satisfies (5.1), (5.2), and (5.3).
The further statement follows immediately from the above and condition
(5.3).
For the remainder of this section, we assume that B is a subalgebra of U
which satisfies (5.1), (5.2), and (5.3). We begin the work of showing that B
is isomorphic to one of the subalgebras described in the last section. The
next lemma, though technical, lays the critical groundwork in showing that
B must contain R.
Lemma 5.2. Let b be an element of Uˆ such that b¯ ∈ Ugθ and 1b ∈
b⊗ τη + Bˆ⊗ Uˆ , where τη ∈ T2. Then b is an element of B.
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Proof. Since B specializes to Ugθ and b¯ ∈ Ugθ, Theorem 2.5 ensures
that b is an element of Bˆ + q − 1Uˆ . Moreover, if b ∈ Bˆ + q − 1mUˆ for
all m ≥ 1 then by (5.3) and Lemma 5.1, b is an element of B. Assume
b /∈ B. Choose m maximal so that b /∈ Bˆ + q − 1m+1Uˆ . Thus there exists
x ∈ Uˆ with X = b+ q − 1mx ∈ B. Furthermore, by the choice of m, we
must have that x¯ /∈ Ugθ. We obtain a contradiction and the lemma will
follow.
By assumption
1X = b⊗ τη + 1q− 1mx + Bˆ ⊗ Uˆ;
where τη ∈ T2. Therefore
id⊗ id− id⊗ Pη; 01X = id⊗ id− id⊗ Pη; 0q− 1mx + Bˆ⊗ Uˆ:
Since 1X ∈ B⊗U , if follows that id⊗ id− id⊗Pη; 01X is also in B⊗
U . Hence id⊗ id− id⊗ Pη; 01x ∈ B⊗U . Recall that x ∈ Uˆ . Therefore
id⊗ id− id⊗ Pη; 01x ∈ Bˆ⊗ Uˆ .
Upon specializing, we get that
1x¯ − x¯⊗ 1 ∈ Ugθ ⊗Ug;
where here we are using 1 to also refer to the usual coproduct in Ug.
Recall that gθ ⊕ a ⊕ n+2 is the Iwasawa decomposition of g. Let
s1; : : : ; sm be a basis for a + n+2. Order m-tuples M = M1; : : : ;Mm in
Nm by M > M ′ if
(i)
P
i Mi >
P
i M
′
i or
(ii)
P
i Mi =
P
i M
′
i and there exists j with 0 ≤ j ≤ m and Mi = M ′i
for 0 ≤ i < j and Mj > M ′j .
Denote the monomial sM11 · · · sMmm by sM . It follows from the Iwasawa
decomposition of g that Ug is a free (left) Ugθ-module with basis
sM M ≥ 0. Write x¯ =PM≥0 rMsM , where the rM are elements of Ugθ.
Replacing x by x − d for some d ∈ Bˆ if necessary, we may assume that
rM 6= 0 only if M is strictly greater than zero.
Choose N maximal and strictly greater than zero so that rN /∈ k (if pos-
sible). Expand the one element set rN to a basis of Ug in such a way
that if r has degree less than the degree of rN , then r can be written as a
sum of basis elements of degree less than rN . (Here, degree refers to the
usual degree on Ug.) Let P denote the projection of Ug onto the one
dimensional space krN . We have
id⊗ P1x¯ − x¯⊗ 1 = id⊗ P1x¯ ∈ Ugθ ⊗Ug:
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However id⊗ P1x¯ ∈ sN +
P
M<N sMUgθ ⊗ rN which is not an el-
ement of Ugθ ⊗Ug. Thus rM ∈ k for each M such that M 6= 0. Hence
x¯ ∈ Ua⊕ n+2.
Now choose J maximal with rJ 6= 0 and let j be maximal with Jj nonzero.
Set J ′ = J1; : : : ; Jj−1; Jj − 1; 0; : : : ; 0: Let pij denote the projection ofL
I ks
I onto ksj Then
id⊗ pij1x¯ − x¯⊗ 1 = id⊗ pij1x¯ ∈

k∗sJ
′ + X
I<J ′
ksI

rJ ⊗ sj:
However, we also have id ⊗ pij1x¯ − x¯⊗ 1 ∈ Ugθ ⊗ Ug. This can
only happen if j is the only nonzero entry of J and Jj = 1. Therefore
x¯ ∈ a+ n+2.
The weights of Un+2 are contained in Q′ x= Q+ −Q+pi2. Let Un+′
denote the subalgebra of Un+ consisting of elements whose weights are
in Q′. Any element of a is a linear combination of the hj , 1 ≤ j ≤ l. Recall
the definition of the set S1 used to partition the set of simple roots in
Corollary 4.6. Recall also the bases for Uˆo given in Lemma 2.3. Subtracting
by an element q − 1md of q − 1mBˆ if necessary, we may assume that
b+ q− 1mx is an element of
b+ q− 1m

b1τη +
X
dj∈S1
At1/2j τη + q− 1y

; (5.7)
where b1 is an element of Uˆ+ which specializes to an element of n
+
2 and
y ∈ Uˆ .
We want to apply the same type of argument to y¯ that we used for x¯,
however, we have to be careful because of the extra terms. Recall (2.1) the
expression for 1t for t ∈ T . Note also that for any β ∈ Q+, 1Uˆ+β τη
is contained in X
γ
Uˆ+β−γτη+ γ ⊗ Uˆ+γ τη: (5.8)
Similar arguments as the ones used for x¯ applied to y¯ show that y¯ ∈
Un+ +Pj∈S1 Un+hj +Pds;dj∈S1khshj + khj. Subtracting by an ele-
ment of q− 1m+1Bˆ if necessary, allows us to assume that
y¯ ∈ Un+′ + X
dj∈S1
Un+hj +
X
ds;dj∈S1
khshj + khj: (5.9)
Hence we may assume that there exist elements b2 ∈
P
α∈Q′ Uˆ+α and b
′
j ∈
Uˆ+ such that q− 1−mX − b is in
b2τη +
X
αj∈S1
At1/2j τη
+ q− 1
 X
αj∈S1
b′jt1/2j τη + Uˆo

+ q− 12Uˆ: (5.10)
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If γ ∈ Q+pi2 then id⊗5γ; 01X is an element of
Bˆ⊗ Uˆ + q− 1mid⊗5γ; 01b2τη + q− 1m+1Uˆ ⊗ Uˆ
and is contained in Bˆ⊗ Uˆ . Hence
id⊗5γ; 01b2τη ∈ Bˆ + q− 1Uˆ ⊗ Uˆ: (5.11)
Note that if α /∈ Q+pi2 and γ ∈ Q+pi2 then α− γ /∈ Q+pi2. Hence for
γ ∈ Q+pi2, by (5.8) and (5.11), we have that id⊗5γ; 0b2τη must be
an element of q− 1Pβ∈Q′ Uˆ+β T ⊗ Uˆ+T . Furthermore
q− 1−mid⊗5γ; 01X − b ∈ q− 1
X
β∈Q′
Uˆ+β T ⊗ Uˆ+T
+ q− 1id⊗5γ; 01
 X
αj∈S1
b′jt1/2j τη + q− 12Uˆ

:
By the properties of θ, if a ∈ Un+, c ∈ Pαj∈S1 Un+hj , and a + c ∈
Ugθ, then c = 0. Since t1/2j  specializes to djhj/2 it follows that
5γ; 0b′j = 0 for all γ ∈ Q+pi2. This forces b′j to be an element ofP
α∈Q′ U+α .
Choose j such that αj ∈ S1 and let M be the 2l-tuple with 1 in the jth
place and 0 everywhere else. Consider id ⊗ Pη;M1X using expression
(5.10). Subtracting by 1 and dividing by the appropriate power of q− 1, we
get an element Z in B which is also contained in
Aτηt1/2j  + b′jt1/2j τη + Uˆo + q− 1Uˆ:
It follows that Z specializes to h + b¯′j , where h ∈ Uh and b¯′j ∈ Un+′.
Since Z¯ must be in Ugθ, it follows that b′j ∈ q − 1Uˆ . Repeating this
argument for each j, we get that X is an element of
b+ q− 1m(b2τη + Uˆo + q− 12Uˆ; (5.12)
where Pη; 050; 0X ∈ q− 1m+2Uˆ .
Now choose α such that 5α; 0X − b /∈ q − 1m+1Uˆ . Note that Uˆ+α Uˆo
can be written as a direct sum of A-modules of the form Uˆ+α t
Mτη. Let P
be the projection of Uˆ+α Uˆ
o onto Uˆ+τη and consider id ⊗ P1X. We
get an element of B ⊗ U which is also in Aτητα + q − 12Uˆ ⊗ U .
Thus there exists an element Z of B which is also in Aτητα + q −
1Uˆ . It follows that Z¯ = ahη + hα for some a ∈ k. If a 6= 0, then hα ∈ gθ.
However, α ∈ Q′. This contradiction forces 5α; 0X − b ∈ q − 1m+1Uˆ .
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Combining this fact with (5.7) and (5.9), we have that q− 1−mX − b is
an element ofX
αj∈S1
At1/2j τη +
X
αj; αs∈S1
j 6=s
q− 1At1/2j t1/2s τη
+ X
αj∈S1
q− 1At1/2j t−1/2j τη + q− 1Uˆ+ + q− 12Uˆ: (5.13)
Now consider id ⊗ Pη;M1q − 1−mX − b, where M is the 2l-
tuple with 1 in the jth place and 0 everywhere else. Subtracting by an
appropriate element of A and dividing by a sufficient power of q− 1, we
get an element Z of B which is contained in
Aτηt1/2j  +
X
αs∈S1
s 6=j
At1/2s τη +At1/2j τη + q− 1Uˆ:
Recall that τη ∈ T2 and so hη ∈ gθ. Thus t1/2s τη + Aτηt1/2j  +
At1/2j τη specializes to a nonzero element of g not contained in gθ for
s 6= j. Hence Z is contained in
Aτηt1/2j  +At1/2j τη + q− 1Uˆ:
Thus Z specializes to an element of khη + djhj/2 + kdjhj/2. This is only
possible if q− 1−mX − b is contained inX
αj∈S1
2ct1/2j τη +
X
αj∈S1
q− 1ct1/2j t−1/2j τη + q− 1Uˆ+ + q− 12Uˆ;
where c ∈ A.
Repeating the above analysis, we get that q − 1−mX − b is an ele-
ment ofX
αj∈S1
2ct1/2j τη +
X
αj∈S1
q− 1ct1/2j t−1/2j τη
+ X
αj∈S1
q− 12at1/2j t1/2j t−1/2j τη + q− 12Uˆ+ + q− 13Uˆ
for some a ∈ A. Choose 2l-tuples M and N so that Pη;M is the pro-
jection of Uˆo onto At1/2j t−1/2j τη and Pη;N is the projection of Uˆo
onto At1/2j τη as in Definition 2.4. Noting that both id ⊗ Pη;M1q −
1−mX − b and id ⊗ Pη;N1q − 1−mX − b are elements of Bˆ ⊗ Uˆ
forces both a and c to be elements of q − 1A. This completes the proof
of the lemma.
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Theorem 5.3. Let B be a subalgebra satisfying conditions (5.1), (5.2), and
(5.3). Then B contains R.
Proof. Note that each τη ∈ T2 satisfies the conditions of Lemma 5.2.
Therefore B contains T2.
Let αi ∈ pi2. Then 1xi = xi ⊗ 1 + ti ⊗ xi ∈ xi ⊗ 1 + Bˆ ⊗ Uˆ: Applying
Lemma 5.2 again, we get that xi is in B. Similarly, yiti is in B. Therefore B
contains R.
Our next step is to describe elements in B which specialize to elements
of the form ei + cf−γ in gθ. To do this, we need to first pass to a larger
algebra. (This will only be a temporary situation.) In particular, set C =
kq1/2 − 1 and UˆC (resp. Uˆ±C , resp. UˆoC) equal to Uˆ ⊗k C (resp. Uˆ± ⊗k
C, resp. Uˆo ⊗k C). The algebra UˆC inherits a triangular decomposition
(UˆC ∼= Uˆ−C ⊗ UˆoC ⊗ Uˆ+C ) from Uˆ . Furthermore, each of UˆC; Uˆ+C ; Uˆ−C admits
the same weight space decomposition as the analogous subalgebras of Uˆ .
Also, the projection maps defined in Definitions 2.1 and 2.3 extend to the
subalgebras of UˆC .
Let K be the quotient field of C and set UK = U ⊗K K. Note that the
results of the previous three sections hold when U is replaced by UK .
Define BC as the set b ∈ UˆC  b ∈ Bˆ + q− 1sUˆC for all s ≥ 0. By the
proof of Lemma 5.1, BC is a subalgebra of UC which satisfies conditions
(5.1), (5.2), and (5.3) with U replaced by UˆC .
Lemma 5.4. Let αi /∈ pi2: There exist elements c ∈ C and d ∈ C such that
cx˜i + θ˜x˜i + dt−1/2i τ2αi1/2 ∈ BC and c¯ = 1.
Proof. Since B contains R, it is sufficient to show that there exist c
and d in C with c¯ = 1 such that cxit−1i + θ˜xit−1i + dt−1i ∈ BC . Set b =
cxit
−1
i + θ˜xit−1i + dt−1i , where c and d are elements of C and c specializes
to 1. Initially, we assume that c = 1. We change c and d as the proof goes
along.
Since b specializes to an element of Ugθ, it follows that b is in Bˆ +
q − 1Uˆ . Assume that b /∈ B. So we may assume that there exists m with
b ∈ Bˆ+ q− 1mUˆ but b /∈ Bˆ+ q− 1m+1Uˆ . Hence there exists x ∈ Uˆ and
X ∈ Bˆ where x¯ /∈ Ugθ and X = b+ q− 1mx:
By Proposition 4.1, 1b ∈ b ⊗ t−1i + Bˆ ⊗ Uˆ . Recall that Q′ = Q+ −
Q+pi2. We cannot quite apply Lemma 5.2 since t−1i /∈ T2. However the
arguments used to obtain expression (5.12) did not use the fact that τη ∈
T2. Thus we may apply this argument here to show that X is an element of
b+ q− 1m(b2t−1i + Uˆo + q− 12Uˆ;
where b2 is an element of
P
α∈Q′ Uˆ+.
Changing c by an element of q− 1C if necessary, we may assume that
5αi; 0b2 = 0. Let α be in Q′ such that 5α; 0x /∈ q− 1Uˆ . It follows that
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id⊗5α; 01X ∈ q− 1mταt−1i + q− 12Uˆ ⊗ Uˆ+α . Hence ταt−1i ∈
T2. Since α is in Q+, it follows from (3.4), that α − αi ∈ Q+pi2. By as-
sumption αi 6= α. Hence we can find λ ∈ Qpi2 such that αi; λ 6= α; λ.
By Theorem 5.3, τλ and τ−λ are elements of B. Since Uα and Uαi have
different weights for the action of ad τλ, we may replace X with a linear
combination of X and τλXτ−λ such that 5α; 0b2 = 0. Thus, we may
assume that b2 ∈ q− 1U+:
Just as in the proof of Lemma 5.2 (see (5.13)), we may now assume that
q− 1−mX − b is an element ofX
αj∈S1
At1/2j t−1i +
X
αj∈S1
q− 1At1/2j t−1/2j t−1i
+ X
αj; αs∈S1
j 6=s
q− 1At1/2s t1/2j t−1i + q− 1Uˆ+ + q− 12Uˆ:
Furthermore, recalling the definition of S1 preceding Corollary 4.6, we may
assume the set S1 was chosen so that αi ∈ S1.
Let Mj be the 2l-tuple with 1 in the jth position and 0 everywhere
else. Set β = −αi: There exists an element a ∈ A such that the element
Z = q− 1−1−mid⊗ Pβ;Mj1X − b− a of Uˆ ⊗ Uˆ is contained in
At1/2j t−1i  +
X
αs∈S1
s 6=j
At1/2s t−1i +At1/2j t−1i + q− 1Uˆ

⊗ t1/2j t−1i :
It follows that Z¯ is in the intersection of Ugθ with Pαs∈S1 khs + kdjhj −
2dihi + khj . Since αi, αj , and αs are all contained in S1, Z¯ must equal
zero. This forces the coefficient of hs to be zero, and hj must equal hi.
Thus we may assume that q− 1−mX − b is an element of
At1/2i t−1i + q− 1At1/2i t−1/2i t−1i + q− 12Uˆ:
Since t1/2i t−1i + 12 t−1i  specializes to zero, it follows from Theorem 2.5
that
t1/2i t−1i + 12 t−1i  ∈ q− 1Uˆ:
Thus there is a scalar a ∈ A with X + q− 1m−1a = b+ q− 1m−1at−1i +
q− 1m+1Uˆ . This finishes the lemma.
By Lemma 5.4 and Lemma 5.5, for each αi /∈ pi2, there exist ci; di ∈ C
such that c¯i = 1 and
Ci = xit−1i + ciθ˜xit−1i + dit−1i (5.14)
is an element of BC .
quantized enveloping algebras 757
Unfortunately we cannot assume the di = 0 for all possible i. Consider
the following special case. Let g = sl 2 = ke + kf + kh and let θ be the
involution of g which sends e to f and h to −h. The subalgebra gener-
ated by xt−1 + yt−1 + t−1 satisfies conditions (5.1), (5.2), and (5.3) and the
coefficient of t−1 is not equal to zero. However, it is easy to see that this
subalgebra is isomorphic to the one generated by xt−1 + yt−1; they are both
polynomial rings in one variable.
In the next lemma, we limit the possibilities for di to be nonzero. Later,
we obtain an isomorphism similar to the special case of sl 2 presented in
the previous paragraph.
Lemma 5.5. Let αi ∈ pi − pi2. The coefficient di of t−1i is zero if αi 6=
−2αi. Furthermore, if di 6= 0, then λ; αi = 0 for all λ such that τλ ∈ T2:
Proof. Assume first that there exists τλ ∈ T2 such that λ; αi 6= 0.
By Theorem 5.3, both τλ and τ−λ are elements of BC . Thus 1 −
qαi; λdit−1i τλ = τλCi − qαi; λCiτλ. If di 6= 0 then t−1i ∈ BC and
t−1i  does not specialize to an element of Ugθ. Thus in this case, di = 0.
By (3.4), there exists αj ∈ pi2 such that 2αi ∈ −αj −Q+pi2. If αi 6=
αj , then ταi − αj ∈ T2 and αi − αj; αi > 0. Hence by the previous
paragraph, di = 0.
Now assume that 2αi ∈ −αi −Q+pi2. If αi 6= 2αi, then there exists
α ∈ pi2 such that α; αi 6= 0. Since τα ∈ T2, we are once again in the
situation of the first paragraph. Hence di 6= 0 implies that 2αi = −αi.
Let B′ be the subalgebra of BC generated by R and the Ci of (5.14).
By Lemma 5.5 and the definition of the Ci, yjCi ∈ KCiyj for each αi /∈ pi2
and αj ∈ pi2. Furthermore, each one dimensional vector space KCi is ad T2
invariant. By Proposition 4.1, 1Ci ∈ Ci ⊗ T +R⊗U . Also, the generators
of B′ specialize to the generators of Ugθ. Thus the results in Section 4
(except for Theorem 4.9) hold for B replaced by the subalgebra of UK
generated by B′ over K and U replaced by UK . In particular, by Theorem
4.8, BC is equal to B′.
Recall the notation used in Section 4 to prove Theorem 4.7. Given an
m-tuple I = i1; : : : ; im, set cI = Ci1 · · ·Cim . In the next lemma we show
that each Ci is actually contained in U . It then follows from the definition
of BC and Lemma 5.1 that Ci ∈ B for each i.
Lemma 5.6. For each αi ∈ pi2, ci and di are elements of A.
Proof. Fix αi /∈ pi2. As mentioned above, Theorem 4.7 applies even
when di 6= 0. By definition of BC , we can find u ∈ UˆC such that Ci + q −
1u ∈ B. Note that 5αi; 0Ci + q− 1u 6= 0.
Given λ ∈ −αi +Q2, let Pλ denote the projection of Definition 2.2. By
Theorem 4.7, we can find λ ∈ −αi + Q2 such that PλCi + q − 1u is a
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nonzero element of B. Furthermore, Theorem 4.7 implies that PλCi+q−
1u ∈ PI∈Iαi  cIR−Ro + R. Note that for each I ∈ Iαi , cI is contained in
the set R+CiR+. We may choose rj and sj in R+ such that xI =
P
j rjxit
−1
i sj ,
yI =
P
j rjθxit−1i sj , tI =
P
j rjt
−1
i sj , and cI = xI + ciyI + ditI . By the defi-
nition of the cI , it follows that the sets xI  I ∈ Iαi and yI  I ∈ Iαi are
each linearly independent over K. This forces ci ∈ A.
If di 6= 0, then by Lemma 5.5, β;αi = 0 for all β such that τβ ∈ T2.
Hence rCi = Cir for all r ∈ R. Thus we may write cI = rICi for some lin-
early independent subset rI in R. Since PλCi + q− 1u ∈ U , it follows
that di ∈ A.
The following isomorphism result generalizes the sl 2 example discussed
earlier.
Lemma 5.7. B is isomorphic to the subalgebra C of U generated by R and
the elements Xi = xit−1i + ciθ˜xit−1i for αi /∈ pi2.
Proof. We show that the mapping which fixes R and sends Ci to Xi for
each αi /∈ pi2 is an isomorphism of B onto C.
For αi ∈ pi2, set Xi = Ci = 2xi. Given an m-tuple I = i1; : : : ; im, set
xI = Xi1 · · ·Xim and cI = Ci1 · · ·Cim . Note that the only relations among
the θ˜xit−1i are the quantum Serre relations. Hence by Lemma 5.5 and
Lemma 4.4, it is sufficient to check relations involving Ci when di 6= 0 and
Cj , where αi; αj 6= 0. Fix an element αi /∈ pi2 such that di 6= 0. Choose
αj with i 6= j such that αi; αj 6= 0. By Lemma 5.5, we may further assume
that αj /∈ pi2.
Let S be the subset a−αi + b−αj  a; b, and a+ b ∈ N of Q. Note
that τλ /∈ T2 for any λ ∈ S. In particular, if λ ∈ S, then τλ does
not specialize to an element of gθ. Let M be the K subalgebra of U+
generated by xi and xj . (From the choice of i and j, we have that M
specializes to a subalgebra of Un+2.) It follows from condition (5.2) that
B ∩ Pλ∈S BτλM = 0.
Suppose that
P
I∈Iβ  −β∈S xIaI = 0, where each aI ∈ R−Ro: Note
that Xi + dit−1i = Ci and Xj + djt−1j = Cj . Also, t−1i Cj ∈ Cj − djt−1j +
Kxjt
−1
j t−1i and a similar statement can be made for i interchanged with j.
Hence X
I∈Iβ  −β∈S
cIaI ∈
X
λ∈S
BτλM:
Thus, by the previous paragraph,
P
I∈Iβ  −β∈S cIaI is also equal to zero.
Therefore B and C are isomorphic.
Consider again the subalgebra C generated by R and xit
−1
i + ciθ˜xit−1i
for each i with αi /∈ pi2. Let χ be the Hopf algebra automorphism of U ⊗ K¯,
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where K¯ is the algebraic closure of K, which sends xi to c
1/2
i xi, yi to c
−1/2
i yi
for αi ∈ pi2, and fixes elements of R and T . One can show that ci = cσi
and thus it follows that χC ∼= Bθ˜. Hence B is equal to Bθ˜′ , where θ˜′ =
χθ˜′χ−1 ∈ Hq provided that di = 0 for each choice of i. In general, we
do not have quite as strong a result. However, the following isomorphism
result follows from Lemma 5.7.
Theorem 5.8. Let 2 be an involution of the root system corresponding
to involutions of g satisfying conditions (3.1), (3.2), and (3.3). Let θ˜ ∈ 2q
and let B be a subalgebra of U satisfying (5.1), (5.2), and (5.3). Then B is
isomorphic to Bθ˜.
Remark 5.9. Consider the case g = sl 2n. Let B be the subalgebra U
generated by xnt−1n + yn + t−1n and the set xit−1i + y2n−it2n−it−1i  1 ≤ i ≤ l
and i 6= n. Then B is isomorphic to the subalgebra Bθ˜ of U , where θ˜xi =
y2n−it2n−i and θ˜ti = t2n−i. This can be checked directly using the relations
given in [L, Lemma 2.2].
Remark 5.10. Let S be the set αi ∈ pi  αj; αi = 0 for all αj ∈ pi2.
Let S be the set of l tuples s1; : : : ; sl with entries in N such that si 6= 0
only if αi ∈ S . Given θ˜ ∈ 2 and s ∈ S, define a subalgebra Bs; θ˜ of U as
the algebra generated by R and xit
−1
i + θ˜xit−1i + sit−1i . Then the results
of this section show that if B is a subalgebra of U satisfying (5.1), (5.2), and
(5.3), then B = Bs; θ˜ for some s ∈ S and θ˜ ∈ 2.
6. THE NOUMI–SUGITANI CONSTRUCTION
In [NS], Noumi and Sugitani construct quantum analogs of Ugθ for
certain involutions θ when g is a simple classical Lie algebra. Their method
uses solutions to the reflections equations. In this section, we review the
construction. We then show that their subalgebras are right coideals which
specialize to Ugθ. Thus the quantum analogs of Ugθ in [NS] are subal-
gebras of the quantum analogs presented here in Sections 4 and 5.
For the remainder of this section, let g denote a classical simple Lie
algebra. Let R denote the universal R-matrix associated to Uqg. (Note
that by the choice of generators, R is the flip of the universal R-matrix
in [CP, Sect. 8.3].) Let ρ be a standard representation of Uqg into n ×
n matrices such that ρU+ (resp. ρUo ∩ Uqg, resp. ρU−) consists
of upper triangular (resp. diagonal, resp. lower triangular) matrices. We
further assume that ρ is chosen so that ρ⊗ ρR is one of the R-matrices of
[NS, (3.2) and (3.3)] up to a nonzero scalar. Moreover, we may assume that
ρ can be specialized to a representation ρ of g such that ρg is isomorphic
to g as a Lie algebra.
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Let L+ and L− denote the matrices defined using R and ρ by
L+ij = ρij ⊗ idPRP (6.1)
and
L−ij = ρij ⊗ idR−1; (6.2)
where Pu⊗ v = v⊗ u. These are essentially the L operators of the FRT
construction (see, for example, [B]). Note that R lies in the completed ten-
sor product of the larger quantized enveloping algebra Uhg [CP, Sect. 8.3].
However, rescaling ρ if necessary, we may assume from the form of the uni-
versal R matrix [CP, p. 273] that the entries of L± are elements of Uqg
(or, more precisely, EndV  ⊗Uqg) as stated in [NS, Sect. 3]).
The following important property of the matrices L± can be derived from
properties of the universal R-matrix in [CP, Definition 4.2.6, (10) and (11)],
(see also [N, (1.13)]):
1L+ij  =
X
j
L+ij ⊗ L+jk (6.3)
and
1L−ij  =
X
j
L−ij ⊗ L−jk: (6.4)
In [NS, Sects. 3 and 4], Noumi and Sugitani provide a list of families of
solutions J to the reflection equation. We consider those J whose entries
are in A. To each such solution J, they associate a subalgebra BJ of Uqg
as the algebra generated by the entries of the matrix SL+JSL−t . Noumi
and Sugitani are actually more interested in the left ideal J generated by the
set b− b  b ∈ BJ. One can also think of J as the left ideal generated
by the entries of the matrix SL+JSL−t − J. We will use properties of
this left ideal to determine the specialization of BJ . First we study the
specialization of elements of J . The following result is stated in [N, Sect. 2]
(see especially (2.3) and (2.17).)
Lemma 6.1. The left ideal J contains all entries of the matrices L+ −
JSL−tJ−1 and SL− − JL+tJ−1.
Proof. Note that SL+ is just the inverse of L+. To see this, recall that
S ⊗ idR = R−1 [CP, Proposition 4.2.7]. Hence
SL+ = id⊗ Sρ⊗ idPRP
= ρ⊗ idPS ⊗ idRP
= ρ⊗ idPR−1P:
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Note that if X is a matrix of elements of Uqg of the same size as L+, then
entries of XJ are linear combinations of the entries of X over K. Thus J
contains the entries of L+SL−JSL−t − JJ−1 = JSL−tJ−1 − L+:
Also, the entries of J−1JSL−tJ−1 − L+J are elements of J . Taking
the transpose of a matrix just moves about the entries of the matrix. Thus
the lemma follows.
Let J¯ denote the specialization of J to a matrix with entries in k. Recall
that ρ¯ restricts to an isomorphism of g into matrices. Define an involution
θ on g by
θρ¯X = J¯S¯ρ¯Xt J¯−1 (6.5)
for all X ∈ g, where S¯ denotes the antipode map on g. By inspecting the
matrices J of [NS, Sects. 3 and 4] and their specialization J¯, one shows
that θ satisfies the properties of the involutions described in Section 3. Let
2 denote the corresponding involution on the root system of g. The next
lemma follows by inspection of the J matrices in [NS] and the resulting
involutions θ on g.
Lemma 6.2. The entries of L+ − JSL−tJ−1 and SL−− JL+tJ−1 spe-
cialize to the generators of gθ. Hence the specialization of J contains the right
ideal Uggθ of Ug.
We now turn to the coideal structure of BJ . In [NS, below (3.7)], it is
stated that the BJ satisfy the two-sided coideal property of the coproduct.
Here we show that they actually satisfy the stronger one-sided right coideal
condition.
Lemma 6.3. Let J be any n × n matrix and let G be the subalgebra of
Uqg generated by the entries of SL+JSL−t . Then 1G ⊂ G ⊗ U . In
particular 1BJ ⊂ BJ ⊗U .
Proof. By the definition of G, Gij =
P
k; l SL+il JlkSL−jk. It is a well
known property of Hopf algebras that 1 ◦ S = P ◦ S ⊗ S ◦ 1. Hence using
(6.3) and (6.4),
1Gij =
X
k; l
1SL+il Jlk1SL−jk
=X
k; l
X
s
SL+sl ⊗ SL+is

Jlk
X
t
SL−tk ⊗ SL−jt 

= X
k; l; t
X
s
SL+slJlkSL−tk ⊗ SL+isSL−jt 

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=X
s; t
X
k; l
SL+slJlkSL−tk

⊗ SL+isSL−jt 
=X
s; t
Gst ⊗ SL+isSL−jt :
Thus, the subalgebra generated by the Gij is a right coideal.
We will need the following variation of the above result. Set B+J =
b− b  b ∈ BJ = b ∈ BJ  b = 0. Note that J is just the left ideal
generated by B+J .
Lemma 6.4. For each b ∈ B+J , 1b ∈ B+J ⊗U + 1⊗ b.
Proof. Let c be any element in Uqg. We use Sweedler’s notation
1c = c1 ⊗ c2. Note that c is just a scalar for any element c in
Uqg. Moreover, by standard Hopf algebra results c = c1c2. Hence
1⊗ c = c1 ⊗ c2.
Now let b ∈ B+J .We have
1b = 1b− b = b1 ⊗ b2 − b1 ⊗ b2
= b1 − b1 ⊗ b2 + b1 ⊗ b2 − b2
= b1 − b1 ⊗ b2 + 1⊗ b− b:
By Lemma 6.3, each b1 ∈ BJ which proves the lemma.
One of the important properties of the ideal J in [NS, 3.9] is that it
annihilates a certain vector in a special Uqg-module. This property will be
used here as well. More precisely, let V be the vector space corresponding
to the representation ρ. Define ωJ in V ⊗ V by ωJ =
P
1≤i; j≤n vi ⊗ Jijvj ,
where vj is the canonical basis of V . Then [N, Proposition 2.3] proves that
JωJ = 0:
It should be noted that the crucial property in proving this is that J is a
solution to the reflection equation.
Let V¯ denote the g-module which is the specialization of the Uqg-
module V . Since J has entries in A, we may specialize the vector ωJ to
a vector ω¯J in V¯ ⊗ V¯ . Moreover, by Lemma 6.2, gθ is contained in the
specialization of the ideal J . Hence gθ annihilates the vector ω¯J .
Now consider Ug (resp. Uqg) as a left Ug-module (resp. left Uqg-
module) via left multiplication. Using the coproduct, V¯ ⊗ V¯ ⊗ Ug be-
comes a Ug-module and V ⊗ V ⊗Uqg becomes a Uqg-module.
By Lemma 6.4, 1b ∈ B+J ⊗U + 1⊗ b for b ∈ B¯. Hence ωJ ⊗Uqg is a
B+J submodule of V ⊗V ⊗Uqg. Similarly ω¯J ⊗Ug is a Ugθ submodule
of V¯ ⊗ V¯ ⊗Ug. The following theorem gives a characterization of Ugθ
using this latter module.
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Theorem 6.5. Let θ be the involution defined in (6.5). An element c of
Ug is contained in Ugθ if and only if cω¯J ⊗Ug ⊂ ω¯J ⊗Ug.
Proof. Let c be an element of Ug such that
cω¯J ⊗Ug ⊂ ω¯J ⊗Ug:
We argue that c ∈ Ugθ; the other direction of the theorem has already
been shown.
Recall the Iwasawa decomposition of g (see Section 3). Write this de-
composition in reverse as g = n+2 ⊕ a ⊕ gθ. Choose ni ∈ Un+2 ⊕ a, and
ri ∈ Ugθ such that c =
P
i niri and the set ri is linearly independent. It
follows that
cω¯J ⊗ 1 ∈ Un+2 ⊕ aω¯J ⊗Un+2 ⊕ ari:
Thus it is sufficient to show that for n ∈ Un+2 ⊕ a, nω¯J ⊗ Ug is in
ω¯J ⊗Ug if and only if n is a scalar.
We first argue that if x ∈ n+2, then xω¯J 6= 0. Recall that
ω¯J =
X
i; j
vi ⊗ J¯ijvj =
X
i; j
J¯ijvi ⊗ vj =
X
j
J¯vj ⊗ vj:
Here we are identifying vj with the column vector with a 1 in the jth
position and zeros elsewhere.
Let x ∈ n+2. Assume that xω¯J = 0; we will get a contradiction. By the
definition and properties of θ (see (6.5)), we have that
xJ¯vi = J¯x′J¯−1J¯vi = J¯x′vi
for some x′ ∈ n+. (In particular, note that if x = Jx′J−1 then x = θx′t.)
Since ρ¯n+ is upper triangular, xJ¯vi ∈ spanJ¯v1; : : : ; J¯vi−1.
Since x ∈ n+, it follows that xvj ∈ spanv1; : : : ; vj−1 for all 1 ≤ j ≤ n.
Choose i maximal with xvi 6= 0. Hence xvk ∈ spanv1; : : : ; vi−1 for all
1 ≤ k ≤ n. Now xω¯J =
P
j xJ¯vi ⊗ vj +
P
j J¯vj ⊗ xvj: Hence
xω¯J ∈
X
j≥i
xJ¯vi ⊗ vj + V¯ ⊗ spanv1; : : : ; vi−1:
It follows that xJ¯vi = 0 for n ≥ j ≥ i. Thus
xω¯J ∈ spanJ¯v1; : : : ; J¯vi−1 ⊗ V¯ + J¯vi ⊗ xvi:
Hence xvi = 0 contradicting the choice of i. Thus xω¯J 6= 0.
We can further show that xω¯J is not a scalar multiple of ω¯J . To see this,
write ω¯J as a sum of weight vectors with lowest weight β. It follows that
xω¯J can be written as a sum of weight vectors with lowest weight strictly
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greater than β because x ∈ n+. Therefore xω¯J cannot be a scalar multiple
of ω¯J .
Now choose y ∈ a: Assume that yω¯J = 0. Then there exists xα + θxα ∈
gθ with xα ∈ n+2 such that y; xα + θxα is a nonzero scalar multiple of
xα − θxα. Both yω¯J = 0 and xα − θxαω¯J = 0 ensures that xαω¯J = 0.
This contradicts what we just proved. Thus yω¯J 6= 0. The same argument
shows that y − aω¯J 6= 0 for any scalar a. Thus yω¯J is not a scalar multiple
of ω¯J for any y ∈ a.
Let s1; : : : ; sm be a basis for n+2 + a and order the m-tuples M =
M1; : : : ;Mm in Nm as in Lemma 5.2. Recall that the monomial sM11 · · · sMmm
is denoted by by sM .
Let y ∈ Un+2 + a and assume that y is not a scalar. Write y =P
M aMs
M; where the aM are scalars. Choose N maximal with aN 6= 0
and j maximal with Nj 6= 0. Write N ′ for the m-tuple N1; : : : ;Nj−1;Nj −
1; 0; : : : ; 0. Let PM denote the projection of Un+2 ⊕ a onto the one
dimensional space ksM using the basis sM of Unθ ⊕ a. We have
id ⊗ PN ′ yω¯J ⊗ 1 = aNsj + aω¯J ⊗ sN ′ for some scalar a. Since sjω¯J
is not a scalar multiple of ω¯J , it follows that yω¯J ⊗ 1 /∈ ω¯J ⊗ Ug. This
completes the proof.
Corollary 6.6. The algebra BJ specializes to Ugθ. Thus BJ is isomor-
phic to a subalgebra of Bθ˜ for θ˜ ∈ 2q.
Proof. The second assertion follows from the first and Theorem 5.7.
Since B+J annhilates ωJ , it follows from Lemma 6.4 and Theorem 6.5 that
BJ specializes to a subalgebra of Ugθ. To prove equality, we show that gθ
is in the specialization of BJ .
By (6.1) and the choice of ρ, L+ is an upper triangular matrix. One checks
the following properties of L+ using the (flip of) the universal R-matrix
given in [CP, Sect. 8.3] and (6.1). The diagonal entries L+ii are nonzero ele-
ments of T up to a power of q. The L+ij with i < j satisfy L
+
ij ∈ q− q−1Uˆ
and q − q−1−1L+ij specializes to f−α for some positive root α. Further-
more, each root vector f−α ∈ n− is in the image of the set q− q−1−1L+ij 
under specialization.
Similar comments can be made about the matrix L−. In particular, L− is a
lower triangular matrix where the diagonal entries are nonzero elements of
T up to a power of q.The set q− q−1−1L−ij  is a subset of Uˆ specializing
onto the set eα  eα ∈ n+. Note that SL+ij  (resp. SL−ij ) specializes to
the same element up to a sign as L+ij (resp. L
−
ij .)
The entries of SL+JSL−t which generate BJ are sums of terms of the
form SLijSL−kl: By the previous paragraph, we have four cases:
SL+ij SL−kl is an element of q− 12Uˆ for i 6= j and k 6= l (6.6)
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SL+ij SL−kl is an element of q− 1Uˆ − q− 12Uˆ for
i 6= j and k = l, and q− q−1−1SL+ij SL−kl specializes
to the same element of n− as q− q−1−1SL+ij 
(6.7)
SL+ij SL−kl is an element of q− 1Uˆ − q− 12Uˆ for
i = j and k 6= l, and q− q−1−1SL+ij SL−kl specializes
to the same element of n+ as q− q−1−1SL−kl
(6.8)
SL+ij SL−kl is an element of the group T up to a power
of q if i = j and k = l. (6.9)
Now fix f−α ∈ n− and find L+ij with q− q−1−1SL+ij  specializing to f−α
up to a nonzero scalar. The ikth entry of the matrix SL+J is Pj SL+ij Jjk.
Since J¯ is invertible, there exist scalars ck ∈ A such that
SLij =
X
k
ck
X
j
SL+ij Jjk

:
The ilth entry of SL+JSL−t (which is an element of BJ) isX
k
X
j
SL+ij JjkSL−lk: (6.10)
By (6.6), (6.7), (6.8), and (6.9), expression (6.10) is contained inX
j
SL+ij JjlSL−ll  + q− 1Y + q− 12Uˆ
for some Y ∈ Uˆ which specializes to an element of n+ (possibly zero.)
Hence using (6.8), there exists Y ′ such that Y¯ ′ is a possibly zero element
of n+ and SL+ij  + q− 1Y ′ is an element ofX
l
cl
X
j; k
SL+ij JjkSL−lk

+ q− 12Uˆ:
It follows that
q− 1−1X
k
ck
X
j
SL+ij JjkSL−lk

specializes to an element f−α + bα for some possibly zero bα ∈ n+. Thus
the specialization of BJ includes the set f−α + bα α ∈ 1+ and bα ∈ n+.
Interchanging the roles of L+ and L− using JL− and columns instead
of L+J and rows, it follows that the specialization of BJ includes the set
eα + cα α ∈ 1+ and cα ∈ n−. The corollary now follows from the fact
that the specialization of BJ is in Ugθ.
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Remark 6.7. Keep the notation of Corollary 6.6. The above proof
shows that BJ specializes to Ugθ. Note that by Lemma 5.1, there is only
one maximal right coideal in Uqg specializing to Ugθ and containing
BJ . By Theorem 5.7, this maximal coideal is isomorphic to Bθ˜ for θ˜ ∈ 2q.
It is unclear whether BJ is isomorphic to all of Bθ˜ or to just a proper sub-
algebra. When g = sl n and J is the identity, then it is known that BJ is
isomorphic to Bθ˜. (see [L, Remark 2.4]). A lengthy computation also shows
in the case where g = sl 4 and J is of the form AII ([NS, Sect. 3]), that
BJ = Bθ˜.
Now assume that BJ is equal to a subalgebra of B, where B is a right
coideal isomorphic to Bθ˜. Note that by Lemma 5.1, J contains B ∩ Uqg.
Now suppose that C is the largest right coideal containing BJ and contained
in J . Then the theorems in this section show that C must also specialize
to Ugθ. It follows that B must be the maximal right coideal of Uqg
contained in J .
Note also that not all the Bθ˜ can be constructed using such a matrix
J. For example, when g = sl n and 2αi = −αn−i, there does not exist
a matrix J¯ so that the involution θ ∈ 2 can be expressed in the form
described in (6.5) Thus such a Bθ˜ cannot be constructed using solutions to
reflection equations as in [NS].
In [N], Noumi constructs quantum analogs of Ugθ using solutions to
the reflection equation in a different way than in [NS]. The subalgebras in
[N] are two-sided coideals but not one-sided coideals [N, Proposition 2.1].
Using the generators given in [N, (2.14)], one can check that these subal-
gebras do not specialize to Ugθ.
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