plications for reducing complexity of the com putations in Bayesian networks have not been stated explicitly. We show how a preprocess ing step can be used to prune a Bayesian net work prior to using standard algorithms to solve a given problem instance.
We also show how our results can be used in a parallel distributed implementation in order to achieve greater savings. We define a minimal com putationally equivalent subgraph of a Bayesian network. The algorithm developed in [Geiger, Verma, and Pearl 89 ] is modified to construct the subgraphs described in this paper with O(e) complexity, where e is the number of edges in the Bayesian network.
Finally, we define a minimal computationally equivalent subgraph and prove that the sub graphs described are minimal.
Introduction
The computation of conditional probabilities for arbitrary discrete probability distributions One of the implications of this paper is that it is not necessary that evidence be available in order for a Bayesian network to be pruned. and prove that the subgraphs described here are minimal. In the conclusion we discuss how our results apply additional savings in a parallel distributed implementation and dis cuss limitations of the method.
3 Computational equivalence v.s.
d-separation
The specific problem addressed in this paper is that of finding the smallest subgraph of a Bayesian network that will correctly compute the conditional probability distributions for a subset of the variables in the network. Given DEFINITION: Let Q be a subset of the nodes in a Bayesian network. A subgraph of a Bayesian network is computationally equivalent to the network with respect to Q if, for each node q e Q, the computation at that The following theorem provides the basis for the claim that barren nodes can be removed from a Bayesian network without affecting the computation for a selected subset of nodes.
Furthermore, as one would expect, all nodes that are d-separated by the evidence set from the nodes of interest can be removed. The sub graph that is constructed by this method may not be connected but there will be at most one graph for each node in Q.
Theorem 2.1: Let Q denote the set of nodes whose values we are interested in and. K be the set nodes with known values. A subgraph, G, of a Bayesian network, D, is computation ally equivalent to D with respect to a problem instance, (Q, K), if it is constructed by ( 1) removing all nodes that are d-separated from Q by K, (2) removing barren nodes until ei ther a node in Q or a node in K is found, and (3) removing all edges that are not incident on two nodes in G.
Proof:
1. From the definition of d-separation we know that if two sets of nodes, Q and Z are d-separated from one another by a third set of nodes, K, then P(qlz,k)=P(qlk). Thus if the value of each node in K is known with cer tainty, a node in Z cannot affect the computa tion for any node in Q. l This fact can be verified by an analysis of Pearl's equations for computation in a singly connected network.
2. The fact that a childless node for which no evidence is available does not affect the com putation at any other node can be seen by ex amining Pearl's equations [Pearl 88 ] (pp 177-181) and the flow of information in the network. Figure 2 shows the information flow from a leaf, x. Information from x that will eventually propagate to other nodes in the net work, is sent to x's immediate parents via a A parameter. A x <u;) denotes the vector that x sends to it's parent, u;. The vector has one ele ment for each possible value of u;.
The equation used to compute A parameters for each of node x' s parents is,
If x is a childless node without evidence we set A(x)=(1,1, · · · 1) and the equation above becomes, """ P( x lu .,u.'-. = x-""" P( x lu .,u. ) = 1t·
Finally, substitution into the original equation gives, 'Aiu; ) = �L1t j = �L7t(ulm)7t(u2q) .. ·1t(ukp) j j
where the jth combination of values for u k"'" ; is, "tm� · · · " 1cp·
The same argument holds for each value of ui. This happens because the values of ui are reflected in the probabilities, P(xlu j 'ui), but these probabilities fail to affect the computa tion.
Since J3 can be any convenient constant we select,
Thus, regardless of the information received from its parents, x, sends Ax<ui)=(l,1, · · · 1) to each of it's parents.
The result above depended only on the fact that the parameter, A(x), was set equal to (1,1, .... 1). As long as a node receives a Ames sage from each of it's children that is a vector of ones, that node will have the property that information from it's parents will not affect outgoing A messages. This is a result of the fact that each node, n, that is neither a leaf nor inK computes, A(n) = n Ax. where X; is a child Of n • I I Therefore, the computation at a node, n, does not affect the computation at any node reach able only on a path through the node's parents if the node's A(n) parameter is (1,1, ... 1). This is the case whenever the node receives a A parameter from each of it's children that is equal to (1,1, .. 1). Since a childless node with out evidence, e.g., x, has it's A(x) parameter set to (1,1...1) and sends each of it's parents A parameters equal to (1,1...1), we can recur sively remove these nodes from the network as long as they are not members of Q. 
Minimal computationally equivalent subgraphs
We will now show that subgraphs generated by the method described in this paper are min imal in the sense intended by [Geiger, Verma, and Pearl 89] . That is, they are the best one can do using topological criteria alone.
Smaller subgraphs may be possible. For ex ample, it is conceivable that for a particular problem instance, a node could receive A parameters from each of its children whose quotient is a constant vector, e.g., (.75 2) and (1.25, .5). However, finding cases like this re2To do this, alter step (iii) of Algorithm 2 (p. 121) to read, " ... 2) v is not a head-to-head node on the trail u-v-w in D and ve: L and descendent[v] = true." We should note that by using this modification to Algo rithm 2, we can reduce the complexity of the computa tion that [Geiger, Verma, and Pearl 89] must use to achieve an equivalent result This is due to the fact that they must double the number of nodes and introduce two edges for each new node in order to apply Algo rithm 3.
quires an examination of the probability dis tributions stored at the nodes in the network. The following definition formalizes the notion that determination of m.inimality of a sub graph should be independent of any of the probabil ity distributions stored in the network.
DEFINITION: A minimal computationally equivalent subgraph is a computationally equivalent sub graph such that for every node, xe: Q, in the subgraph, either, 1. there exists a node q e Q such that the com putation at q depends on the parameters of x, or 2. the fact that there is no q e Q that depends on the parameters of x is dependent on the parameters of another node, ne: Q, that is in the subgraph.
According to this definition, a computation ally equivalent subgraph cannot be minimal until each node is removed that is d-separated by K = { n I the value of n is known} from each of the nodes in Q. This is necessary be cause a nodes which are d-separated from Q are, by definition, blocked from sending infor mation to any node in Q. In addition, a sub graph is not minimal unless nodes which have no descendent in QuK are removed because these nodes prevent incoming information from passing to nodes reachable on undirected paths through their parents.
Theorem 3.1: The computationally equivalent sub graph defined in Theorem 2.1 is minimal.
Proof:
The only way in which the probabilities stored at a node fail to affect the computation at other nodes reachable in the network is if they are d-separated from those nodes by a node with a known value or if another node along the path computes its A. parameter to be a one vector.
The probabilities stored at a node whose value is not known always affect the computation of the 1t messages that are passed out of that node. This is a result of the fact that the 1t 262 parameter that x sends to its child, Yi is com puted as,
and, because neither A. Y ; nor 1tu can be a 0 vec tor, the 1t parameter is never independent of x's probabilities, P(xlu). We have already seen that the only way a node fails to pass its probabilities to its parents is if it computes its A. message to be a one vector.
Because all the d-separated nodes have been removed, every node x in the subgraph is on at least one active path to a node qe Q. There fore there is only one class of paths to con sider: paths that reach q through a node that computes its A. parameter to be a one vector.
When a node, x, computes it's A. parameter to be a one vector, that computation must be a result of either its own parameters or of the parameters of nodes downstream of x, i.e., through descendents of x in the directed graph. This is the case because all paths in the sub graph that terminate in a leaf of the subgraph must terminate in a node in QuK.
There are two cases: (1) paths in which the childless node is in Q and (2) paths in which the childless node is in K. In the first case, there is an active path from x to a q through x's children. This implies that either x's 1t messages to its children eventually affect the computation at q or that path is blocked by a node that computes it's A. vector to be one. In the second case, assume that the node, t, inK, takes on its k th value. It computes the A. mes sages for its parents to be, A.1(u;) = ��P(t k lu j .u;)1t j J This is clearly not independent of t' s parameters. Thus the lambda messages com puted at each ancestor, including x, will be a function of t' s parameters. The results described in this paper can be util ized for additional savings in a parallel dis tributed implementation. Under these con ditions a preprocessing step need never be run. Instead, each node can use local information to determine whether its results will have an affect on the computations at other nodes.
Whenever a node computes its own lambda vector to be a constant it need not send a mes sage to any of its parents. As was pointed out in the previous section, lambda vectors may turn out to be constant as a function of the parameters stored at a node. Thus, savings beyond those achieved by a minimal subgraph can be realized in this type of implementation.
Similarly, whenever a node's value is instan tiated it may ignore any incoming information and thus (a) never recomputes it own value and (b) never needs update the messages it sends to its parents or children. Thus both the costs of communication and the cost of the 263 vector multiplication in the receiving node is saved.
A limitation of the method that uses preprocessmg to prune a network is that it may be inefficient when evidence is supplied incrementally. When the evidence is not provided all at once, nodes which had been pruned might have to be restored to the net work. The simplest way to handle incremen tal evidence is to rerun the pruning algorithm on the original network each time an ad ditional piece of evidence is encountered. If there are v nodes in the Bayesian network, in cremental evidence can result in a total cost of pruning of 0 (ve). However, as long as the benefits in reduced computational complexity that comes from pruning leaf nodes outweighs this cost, the method described in this paper would still be an improvement. Moreover, it is likely that better techniques for restoring nodes to the subgraph can be developed so that the whole pruning algorithm need not be run each time an additional piece of evidence is encountered.
