We study the Dynamic Decode and Forward (DDF) protocol for a single half-duplex relay, single-antenna channel with quasi-static fading. We analyze the Diversity-Multiplexing Tradeoff (DMT) of the DDF protocol for the case of finite block-lengths, and provide simple constructions of explicit, DMT optimal codes. Reduced complexity lattice decoding algorithms for the proposed codes are investigated.
I. INTRODUCTION AND PROBLEM DEFINITION
We consider the standard single relay channel where S, R and D denote the source, relay and destination, and h, g 1 and g 2 denote the fading coefficients between the S-R, S-D and R-D terminals, respectively. The channel fading coefficients are assumed to be i.i.d. CN (0, 1) random variables, constant over a block of MT channel uses and changing independently over blocks, corresponding to the standard i.i.d. Rayleigh quasi-static fading model [2] , [6] , [8] . We consider slotted transmission where a source codeword spans M slots of length T symbols each, resulting in a total block length of MT .
Various cooperative diversity protocols have been proposed for signalling across this channel (see for example [1] , [2] , [8] ). We will consider the half-duplex dynamic decode and forward (DDF) protocol [8] , that may be briefly summarized as follows. The block of length MT symbols is split into two phases. In the first phase the relay is in listening mode and receives the signal from the source. At a certain instant, referred to as the decision time in the following, the relay tries to decode the source information message. In the second phase, from the decision time to the end of the block, the relay switches to transmit mode and sends symbols to help the destination decode the source message. The decision time is characterized by a random variable M, and we assume without loss of generality that the relay attempts to decode at the end of a slot. Thus, M takes on values in the set {1, 2, . . . , M}, where M = M corresponds to the case where the relay does not help the destination. During phase 1 (listening phase) the signal received by the relay is y r,k = hx s,k + v k , k = 1, 2, . . . , MT,
while the signal received by the destination is
During phase 2 (relay transmit phase), the signal received by the destination is
Here, x s = [x s,1 · · · x s,M T ] T denotes the source codeword, drawn from a code X s ⊂ C MT of rate R bits per symbol.
Without loss of generality, we may assume that the symbols x r,k transmitted by the relay are from an auxiliary code X r ⊂ C MT with rate R and block length MT , where some components might not be transmitted. The noise at the relay and destination, denoted by v k ∼ CN(0, σ 2 v ) and w k ∼ CN (0, σ 2 w ), form two white mutually independent sequences. We impose the average power constraint
where E denotes the symbol energy, and define the SNRs of the S-D and the S-R links to be ρ = E/σ 2 w and ρ = E/σ 2 v , respectively. We assume perfect channel state information at the receiver, and none at the transmitter for all links.
We use the well known diversity-multiplexing tradeoff (DMT) as our performance metric, see [6] for the definition and details. The DMT of the DDF protocol, proposed and analyzed in [8] , is given by
where r is the multiplexing gain [6] . This result is obtained by analyzing the information outage probability with Gaussian inputs, and it is achievable (e.g., by using a Gaussian random coding argument) in the limit of both M → ∞ and T → ∞.
The relay decodes as soon as it is not in outage, the decision time is given by
In [9] , a variant of the DDF protocol is proposed where the relay code X r is such that the signal received at the destination reduces to an Alamouti constellation [3] . We will refer to this scheme as the "Alamouti-DDF" scheme, and refer the reader to [9] for details. We define the notation z j i [z i · · · z j ] T . Assuming that the relay decodes correctly at M = m, it can be verified that through linear processing of the received signal y MT 1 , the destination obtains the sufficient statistics for decoding, given bỹ
where the statistics ofw k are identical to those of w k . Further, the mutual information per symbol of the Alamouti-DDF scheme is the same as that of the original DDF scheme, so this modification entails no loss in the DMT [9] .
However, all practical schemes work with finite blocklengths, and (4) is only an upper bound to the DMT for this case. Our main result, presented in the subsequent section, is a characterization of the DMT for finite block-length (i.e., both M and T are finite). A few lines clarifying the difference between this result and an earlier paper [17] are in order here. In [17] , we presented the DMT for T → ∞ and finite M ; this is just an upper-bound to the case of interest here. The analysis for the finite block-length case is complicated by the fact that the outage based relay decoding criterion of (5) is no longer reliable, and undetected errors may occur.
II. DMT OF THE DDF PROTOCOL WITH FINITE LENGTH
The equivalent channel in (6) is a set of parallel channels, with dependent channel gains. In particular, there are two types of sub-channels: one representing the S-D link, and another set representing the composite (S,R)-D link. The switching point between the two channels is controlled by the random variable M. Our main result is captured by the following theorem.
Theorem 1: The DMT of the single relay DDF scheme with decision times m = 1, 2, . . . , M and finite slot length T is given by
for r ≥ 1 2 , and
for r < 1 2 . Proof: The theorem is established by proving a converse statement and an achievability result. a) Upper bound on the DMT: We compute the DMT of the channel in (6) for T → ∞ under the assumption that the destination receiver has perfect (genie aided) knowledge of M, and hence find an upper bound on the DMT exponent d * M (r) for the finite-length DDF protocol. This analysis was performed in [17] , and results in
b) Achievability: Here, we analyze the performance of Gaussian random codes with finite length, with the assumption that the destination has no knowledge of M, and find a lower bound that matches the upper bound in (10) . While we provide the main ideas behind the proof below, owing to lack of space, we refer the reader to [18] for details.
Codebook generation: for given M , T and R, we gen-
We let x s (ω) and x r (ω) denote the codewords in X s and in X r , respectively, corresponding to the information message ω ∈ {1, . . . , ρ rM T }.
Relay decoding: we define the relay outage event at slot m as
Differently from the case of arbitrarily large T , the relay may decode in error at time m even though h / ∈ O m , causing an undetected error. In order to avoid this event we consider a bounded distance relay decoding decision function ψ δ defined as follows (see [5] ): for m = 1, . . . , M − 1, define the regions
If these conditions are satisfied, then M = m and the relay switches to transmit mode, sending the signal x MT r,mT +1 ( ω) for the remaining part of the block. Otherwise, it refrains from making a decision and waits for the next slot.
Destination decoding: The destination is not aware of the relay decision time M. Hence, it makes use of an augmented decoder that simultaneously detects the decision time and the information message according to the Generalized likelihood ratio test (GLRT) rule:
where p(y MT 1 |ω, m, g 1 , g 2 ) is the decoder likelihood function. Error probability analysis. Let E denote the decoding error event at the destination and E r denote the decoding error event at the relay. 1 We can write
First, we bound the effect of the undetected decision error at the relay. Letting δ = μ log ρ, it can be shown through a sphere bound type of argument that
Hence, we may choose μT > 2 in order to make the terms the terms P (E r |M = m) exponentially irrelevant in (13) . Next, we examine the probabilities P (M = m). An analysis along the lines of [5] results in
see [18] for details.
So far we have shown that in the upper bound (13) the terms P (E r |M = m) are asymptotically negligible and the terms P (M = m) are exponentially upper bounded by the corresponding outage probability based, infinite T case. It remains to show that the terms P (E|E r , M = m) have exponent d m (r) given in (8) , (9) , and the proof will be complete.
An analysis of the pairwise error probability P (1 → ω|M = m) averaged over the ensemble of random Gaussian codebooks in conjunction with the union bound works (after quite a bit of algebra, see [18] for details), resulting in
Remark 1:
We would like to emphasize a couple of points that are a consequence of the proof of Theorem 1. The fact that bounded distance decoding at the relay is optimal shows that no additional CRC bits are required to perform error detection at the relay at high SNR (the schemes proposed in [9] for example used CRC bits to perform error detection at the relay). The subsequent section uses Forney's decision rule as a proxy for bounded distance decoding to perform decision rejection at the relay.
The prior literature in the area assumed that the destination knows perfectly the relay decision time, as side information.
The optimality of the GLRT shows that this assumption is unnecessary; this may yield much simplified actual protocol design for the DDF scheme, at the cost of an augmented decoder at the destination.
III. DMT OPTIMAL CODES FOR THE DDF CHANNEL
An explicit construction of codes derived from cyclic division algebras (CDA) was shown to achieve the DMT of the DDF channel for arbitrary number of relays [15] ; i.e., they achieve the corresponding tradeoff for a particular number of decoding instants. However, the issue of error detection at the relay was not treated by this paper. In a recent paper [17] , we have provided a construction of DMT optimal codes based on Alamouti cooperative coding and rotated QAM codes (that are approximately universal over the parallel channel). The proposed codes are of minimum delay, and are hence decodable with considerably lesser complexity that codes previously proposed. It was shown in [17] that these codes, when used in conjunction with an error detection scheme based on Forney's decision rule [7] yield performances within 1 dB from outage probability. In the present paper, we present comparisons with code constructions based on permutation codes [11] , [12] (another family of approximately universal codes for the parallel channel), and investigate the use of MMSE-GDFE lattice decoding at the relay and destination to provide for moderate complexity implementation. We begin with a brief review of the code construction presented in [17] .
In order to completely specify a signalling scheme (X s , φ, X r ) for the DDF channel, we need to define the following:
1) A code X s that is used by the source.
2) A causal decoding decision function φ(·, ·) : (C, C MT ) → {1, 2, . . . , M}, that dictates when the relay attempts to decode the source's transmission based on the S-R channel gain h and the signal y r received at the relay. In particular, if φ(h, y r ) = M , the relay will not attempt to decode the transmission of the source. If φ(h, y r ) = m, 1 ≤ m < M, then the relay attempts to decode the transmission of the source upon completion of the m th block.
3) A code X r used by the relay. In the sequel, we will only consider the case that the relay implements the Alamouti-DDF scheme [9] .
A. Decoding decision function
It is shown in [17] that the choice of a good decoding decision function φ is critical to ensuring good performance; such a φ would provide an optimal tradeoff between P (E r ) and P (E, E r ), ensuring that neither term dominates the error probability. A novel relay decoding decision function φ F based on Forney's decision rule [7] is proposed in [17] , and is shown to provide for excellent performance. Define
Notice that this is the naive outage based decoding decision function given in (5) , and is sub-optimal for finite T [17] . We define the decoding decision function φ F (h, y r ) using Forney's decision rule as follows: 1) If φ 1 (h) = M , don't decode and set φ F (h, y r ) = M (worthless trying to decode if we are in outage). 2) If φ 1 (h) = m < M, decode after the m th block and apply the following threshold test. Let ω denote the outcome of the relay decoder. Accept the decision and trigger the relay transmit phase if
where τ a suitable threshold set empirically for each ρ. If the threshold is not exceeded, wait for the next block and repeat this step until either the threshold is exceeded or m = M .
B. Approximately universal X s
Choosing X s to be an approximately universal code for the parallel channel ensures that it is DMT optimal for the Alamouti-DDF scheme, as is evident from the equivalent channel model in (6) . One such choice are rotated QAM codes from algebraic lattices, proposed in [17] . In this case, the vectorized equivalent of X s is a lattice code, i.e.,
for suitable G ∈ C MT ×MT and B ⊂ Z[ı] MT , see [13] , [17] for details. Another choice for approximately universal codes are permutation codes introduced in [11] . A general algebraic construction for any number of sub-channels from uniquely decodable matrices (UDM) was presented in [12] . In the permutation code formulation, information is encoded independently onto PAM symbols that are transmitted over the I and Q subchannels. The information map is a linear map over a Galois field, see [11] , [12] , [18] for details.
Simulation results comparing rotated QAM and permutation codes for the case of T = 1, M = 4 and rate R = 4 bpcu, where the relay implements φ F are shown in Fig. 1 . Notice that despite the DMT optimality, these codes may perform differently depending on their shaping and coding gain. In this case, it is apparent that the rotated QAM code marginally outperforms the permutation code, although they achieve the same diversity.
C. Low complexity MMSE-GDFE Lattice Decoding
As we saw in (16) , the choice of rotated QAM codes makes X s a lattice code. Let Λ be the 2MT -dimensional lattice corresponding to the generator matrix G in (16) . MMSE-GDFE lattice decoding has been shown to be DMT optimal for the class of lattice space-time (LaST) codes over MIMO channels [4] , and has also been shown to perform well for deterministic structured LaST (S-LaST) codes [14] . Let V(Λ) denote the fundamental Voronoi cell of an n-dimensional lattice Λ (See [10] for definitions relating to lattice theory). The lattice quantization function is defined by Q Λ (y) arg min λ∈Λ |y − λ| and the modulo-lattice function is given by
In the sequel, we will work with the real channel model which is equivalent to (1), (2) and (3), obtained by writing signals explicitly in terms of their real and imaginary parts (see for example [4] for details regarding the equivalence between real and complex channel models). By slight abuse of notation, we will refer to the real equivalent of the complex vectors and matrices x s , y, y r , Λ, G using the same notation. In order to use reduced complexity MMSE-GDFE lattice decoding [4] , information needs to be encoded onto cosets of a sublattice Λ s of Λ, as follows. Choose at the destination may be written as
and y = Hx s + w,
where H r ∈ C 2mT ×2MT and H ∈ C 2MT ×2MT denote the (real) equivalent channels at the relay and destination, and v and w denote the (real equivalent) noise at the relay and destination respectively. Notice from (17) that decoding at the relay corresponds to solving an under-determined system of linear equations. We follow the approach of [16] in this case, where it was shown how MMSE-GDFE lattice decoding may be used to efficiently solve under-determined systems of linear equations. We focus on decoding at the relay in the sequel, the decoder at the destination is identical upon replacing the relevant signals and parameters at the relay with those at the destination. Let F and B denote the forward and backward filters of the MMSE-GDFE (see for example [4] for the definition of these matrices in terms of H r and the relay SNR). The relay produces the modified observation The relay then decides in favor of the coset C b ω that contains the point [G z] mod Λ s . In order to work with the lattice coding and decoding scheme, Forney's decision rule (15) needs to be modified to take into account the fact that information is encoded onto cosets as against points in the lattice. Encoding information into cosets is equivalent to consider a modulo-Λ s channel with output y r modulo BΛ s . Hence, the relevant likelihood function is given by
with domain y r ∈ V(BΛ s ), where c ω is a coset representative of C ω and where p e w (w|h) denotes the pdf of the noise induced by the modulo-Λ s channel with the dithering, that is, w = y r − Bx s where x s is the transmitted signal. Unfortunately, p e w is difficult if not impossible to determine in closed form. However, a good practical choice that works well for good shaping lattices is to let p e w be a Gaussian pdf with i.i.d. components ∼ N (0, σ 2 v /2) (see [4] for a theoretical asymptotic justification of Gaussianity in this context). Then, the proposed modification of Forney's decision rule (15) 
where, again τ is a suitable threshold set empirically for each SNR. The infinite sums at numeration and denominator can be safely truncated by restricting to a number of most likely lattice points. These points can be obtained by operating the lattice decoder with a sufficiently large search radius, see [18] for details. The modified Forney's rule in (19) is seen to be quite effective for the case when MMSE-GDFE lattice decoding is performed at both the relay and the destination. 
