Introduction
In what way has the price level in the United States been related to the level of output?
At one time it was generally believed that the correlation between the price level and output is positive and to be useful a macroeconomic model should be able to predict a positive priceoutput correlation.
1 Hence Mankiw (1989, p. 88) criticizes real business cycle theory because it cannot explain the fact that "inflation tends to rise during booms and fall during recessions."
This general belief in procyclical prices began to change in the early 1990's after several authors reported finding that detrended measures of the price level and output have a negative correlation during the post-war period. One important early study is that of Kydland and Prescott (1990, p. 17) , who conclude that "any theory in which procyclical prices figure crucially in accounting for postwar business cycle fluctuations is doomed to failure. The facts we report indicate that the price level since the Korean War moves countercyclically". 2 This apparent change in the sign of the price-output correlation has resulted in a literature on the cyclical behavior of the price level.
Although this literature is largely concerned with measuring the correlation between fluctuations in the price level (or inflation) and fluctuations in output (the price-output correlation), it is also concerned with what determines whether an economy has a positive or negative price-output correlation.
This paper contributes to the literature on the cyclical behavior of prices by presenting time-varying estimates of the price-output correlation. The motivation for this research is the dependence of the estimated price-output correlation on sample period. The difference between pre-and post-war estimates is only one example. There also appears to be some disagreement about when the change in the sign of the correlation occurred. For example, Cooley and Ohanian (1991) report a negative correlation for their entire post-1945 sample; Kydland and Prescott (1990) argue it has been negative since the end of the Korean War; but Wolf (1991) presents evidence that it did not become negative until after 1973. 3 One advantage of our methodology is that it can estimate when the change in the sign occurred. Another is that it is capable of finding other changes in the sign of the correlation that until now had not been reported in the literature.
Although the previous literature clearly recognizes that the price-output correlation is sample dependent, the typical study implicitly assumes the correlation is fixed over any given sample period. By focusing only on the constant correlation within arbitrarily chosen periods, one may be losing important information about the dynamics of the comovement of output and the price level within and across regimes that might have been misspecified. This paper therefore presents time-varying estimates of the price-output correlation for the United States.
This is done by estimating a two-variable VAR in which it is assumed that the disturbances follow a bivariate GARCH process. In the GARCH process, the conditional variance-covariance matrix of the residuals changes over time, allowing quarterly estimates of the contemporaneous price-output correlation coefficient. These estimates allow the identification of periods during which the price-output correlation was generally positive, those during which it was essentially zero, and those during which it was generally negative. It also allows a comparison of whether the price-output correlation is systemically different during periods of recession than it is during periods of recovery. 4 This paper defines the price-output correlation to be the contemporaneous correlation coefficient between unexpected changes in output and the price level, a definition supported by the work of den Haan (2000) . Assuming a fixed residual variance-covariance matrix, he shows that the forecast errors from a VAR can be used to obtain consistent estimates of the price-output correlation as long as the number of lags in the VAR is sufficient to cause the disturbance to be stationary. It does not matter whether the variables in the VAR are stationary and what filter is used to detrend the data.
This paper finds that the price-output correlation is usually positive before 1945, and nearly always close to zero from 1945 through 1963. Beginning in 1963, the frequency of negative correlations increases dramatically. In addition, we find that a zero (or at least statistically insignificant) price-output correlation has been much more common than realized by previous writers. For the entire sample period (1876: 4-1999:4) , this paper reports a statistically insignificant price-output correlation 57% of the time. For the post-1944 part of the sample, the correlation is zero 70% of the time, significantly positive only 11% of the time, and significantly negative only 19% of the time. The results are supportive of macroeconomic models in which both aggregate demand and aggregate supply shocks can be important in both the short and long runs-that is, models that allow the price-output correlation to be positive, negative, or zero for extended periods of time at forecast horizons up to four years in the future.
Section 2 explains why one should expect the price-output correlation to be time-varying and in doing so offers a brief survey of previous literature on the price-output correlation.
Section 3 describes the data and presents the methodology employed by this paper. Section 4 presents and discusses the results, while section 5 offers some conclusions.
Reasons for a time-varying price-output correlation
There is some value in asking why one should expect the price-output correlation to be time-varying. The simplest possible explanation for a time-varying price-output correlation is that the relative frequency and sizes of shocks to aggregate supply and aggregate demand change. In a model with flexible prices, during periods when shocks to aggregate supply dominate, the correlation is negative, while during those when shocks to aggregate demand dominate, the correlation is positive.
Several writers, however, confront such a naive connection between the sign of the priceoutput correlation and the relative importance of supply and demand shocks. Chada and Prasad (1993) , Ball and Mankiw (1994) and Judd and Trehan (1995) show that sticky-price models with only demand shocks can yield a negative price-output correlation. 5 These models therefore imply that the price-output correlation could be time-varying because the degree of price stickiness changes over time. Den Haan (2000), however, shows that models with only a demand shock are not capable of generating the pattern of price-output correlations across different forecast horizons which he obtains. Hence his results imply that a changing degree of price stickiness by itself cannot be the only cause of a time-varying price-output correlation.
A more interesting explanation for a time-varying price-output correlation comes from the observation that monetary policy affects the price-output correlation. Pakko (2000) and Cover and Pecorino (2000) present models in which monetary policy can change the sign of the price-output correlation. 6 Since monetary policy is likely to be systematically different during recessions and expansions, their models imply that the price-output correlation is time-varying.
Pakko (2000) obtains his results by simulating a shopping time monetary model with endogenous monetary policy. He finds that the price-output cospectrum is negative at all frequencies in response to a productivity shock if there is a constant growth money rule. But if it is assumed that monetary policy is implemented in a way that makes the money stock procyclical, then Pakko finds that the price-output cospectrum can be made positive at all frequencies. Since the degree to which monetary policy is procyclical changes with economic conditions, Pakko's model implies a time-varying price-output correlation. Cover and Pecorino (2000) examine an IS-LM-AS macroeconomic model with optimal monetary policy. They find that the more successful monetary policy is in offsetting aggregate demand shocks, the less likely it is that the price-output correlation is positive. Whether or not successfully offsetting aggregate demand shocks causes the price-output correlation to be close to zero or to become negative depends upon how the monetary authority responds to supply shocks. The greater the degree to which the monetary authority allows supply shocks to affect output, the more likely it is that the correlation is close to zero. But if the monetary authority tries to prevent temporary supply shocks from affecting output, the more likely it is that the price-output correlation is negative. If the degree to which the monetary authority has been successful at offsetting aggregate demand shocks, as well as the degree to which the monetary authority has allowed temporary supply shocks to affect output has changed over time, then
Cover and Pecorino's model implies that the price-output correlation is time-varying.
Data and Methodology
The US quarterly time series data on real GDP and nominal GDP are from the United States Department of Commerce for the period 1959: 1-1999:4 and Balke and Gordon (1986) for the period 1875:1-1959:1. The data sets were spliced together so that the quarterly growth rates of real and nominal GDP through the first quarter of 1959 are equal to those in the Balke-Gordon data, while those beginning with the second quarter of 1959 are equal to those in the Department of Commerce data. 7 The price level is defined to be the GDP deflator.
In order to show that the correlation coefficient is time-varying, we start our analysis with constant conditional correlations between output and price over a variety of sample periods, as has been assumed in all previous studies. (1) where X t = [ y t P t ]′ and the order of the VAR, p, is set to be the minimum lag length that renders the residual vector ê t to be serially uncorrelated and stationary. Equation (1) is estimated by OLS. The Ljung-Box Q-test is used to test for up to 12 lags of serial correlation in ê t and the Dickey-Fuller test is used to test the stationarity of ê t . Because the lag length employed (p) is sufficiently long to eliminate serial correlation, the particular correlation coefficient we are examining is that between changes in output and the price level that cannot be explained by the past behavior of either variable. Hence the correlation coefficient examined here is similar to the one examined by den Haan (2000) and is a consistent estimate of the output-price correlation.
Previous studies [e.g., Kydland and Prescott (1990) , Wolf (1991) , Cooley and Ohanian (1991) , Smith (1992) , Backus and Kehoe (1992) , and Chada and Prasad (1993) ] have tried different measures of variables to calculate the price-output correlation, and different filtering methods to obtain stationarity for the variables. The advantage of using the VAR prediction errors to examine price-output correlations is that, as proved by den Haan (2000), it does not require assumptions about the order of integration or the types of assumptions needed for VAR decompositions, as long as (1) has sufficient lags so that e t is not integrated. Nevertheless, as den Haan points out, if the variables in the VAR are correctly filtered, then the resulting estimates of the price-output correlation are more efficient. Hence, for cautiousness and to check the robustness of our results, we estimated VAR's using several filters commonly seen in the literature.
8 Table 1 reports the results from two specifications. The "Least Restricted Model" uses the logarithms of output and the price level and includes 5 lags. The "Best Model" is selected by the augmented Dickey-Fuller and KPSS tests. The results of these tests, presented in Appendix A, show that output growth is better modeled as level stationary and inflation is better modeled as trend stationary. Therefore, the "Best Model" uses demeaned and detrended output growth and inflation and includes 4 lags. The results for the other filtered data sets are very similar to those presented in Table 1 and do not qualitatively change any of our conclusions.
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The first row of Table 1 The results reported in Table 1 , as do the results of the previous literature (summarized in Appendix B), clearly show that the price-output correlation is time variant and therefore lend support to the idea that the price-output correlation should be estimated in a manner that allows it to be time-varying. The most widely used time-varying covariance model is the multivariate GARCH model. Several parsimonious specifications of the multivariate GARCH model are available [see Kroner and Ng (1998) ]. This paper employs a specification originally proposed by Baba, Engle, Kraft, and Kroner, called the BEKK model [see Engle and Kroner (1995) ]. The important feature of this specification is that it builds in sufficient generality and at the same time, it does not require estimation of many parameters. More importantly, the BEKK model guarantees by construction that the variance-covariance matrix in the system is positive definite.
Specifically, assume that the disturbance, e t , in equation (1) is a conditionally zero-mean
Gaussian process with time-varying conditional variance-covariance matrix
where Ω t-1 is the information set at time t-1. Consider the following GARCH (1,1) process,
where the constant matrix Γ is restricted to be upper triangular so that the terms on the righthand-side of (2) are all in quadratic form, which guarantees a positive definite H t .
In order to restrict the specification for H t further to obtain a numerically tractable formulation, we set the constant matrices G and A to be diagonal. These restrictions assume that the conditional covariance (the off-diagonal terms in H t ) depends only on the past covariances and not on the variances. Finally, in order to obtain estimates that made economic sense, it was necessary to restrict the diagonal elements of G so that their product would always be positive.
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After equations (1) and (2) have been estimated jointly by maximum likelihood estimation (MLE), it is straightforward to obtain a time series of estimated correlation coefficients from the series of t Ĥ , the estimated H t obtained from the MLE. For inference, we obtain confidence intervals by a Monte Carlo simulation. This was done in the following way.
Consider the following alternative expression of the GARCH process: Finally, equations (1)- (2) are estimated by the MLE using the artificial data. The resulting it Ĥ , i = 1, …, 1000, from these 1000 simulations are used to construct the one standard deviation band for the original t Ĥ , which in turn includes the one-standard deviation band for the estimated correlation coefficients.
Results

Results for price-output correlation from one-step-ahead forecast errors.
The series of correlation coefficients obtained directly from estimating equations (1) and (2) are estimates of the time series of correlation coefficients for the stochastic error term in equation (1) . Because the residuals obtained from estimating equation (1) are one-step-ahead forecast errors, the results discussed in this subsection could be called results for one-step-ahead forecast errors, but here they are simply referred to as the correlation coefficient. Section 4.3 discusses results for other forecast horizons. -91, 1894-1906, 1947-1957, and 1986-1992 . Additionally the correlation is not significantly different from zero during the following shorter periods: 1928-1929, 1959-1963, 1967:4-1969:1 and 1971:2-1974:3 . Table 2 Table 2 suggests that rather than asking why the correlation changed from being positive before the war to being negative after the war, macroeconomists should be asking why it was nearly always zero during 1945-1963, and why negative correlations rarely appeared before 1964.
One possible criticism of the conclusion that the price-output correlation is usually zero is that it is based upon simulated standard deviations that are relatively large. Nearly all of the standard deviations are greater than 0.15, about 90% are greater than 0.17, and over one-half of them are greater than 0.2. This means that the absolute value of an estimated correlation coefficient must be greater than 0.17 to be considered significant. What sort of results do we obtain if we use more modest criteria to determine whether an estimated correlation coefficient is economically significant?
The more modest criteria used here are as follows. (1) A period with a clearly positive correlation is one in which the estimated price-output correlation is continuously positive and includes at least four consecutive quarters during which the estimated correlation coefficient is greater than 0.15. (2) A period with a clearly negative correlation is one in which the estimated correlation is always negative, but includes at least four consecutive quarters during which the estimated correlation coefficient is less than -0.15. (3) Any period of at least four quarters with an estimated correlation that is continuously less than 0.15 in absolute value, as well as any period that does not meet the above two criteria is considered a period with an essentially zero correlation. Tables 3 and 4 present average values of the estimated correlation coefficient for periods with positive and negative price-output correlation coefficients based on these modest criteria.
As shown in each of these five periods, the average value of the price-output correlation is greater than 0.3.
As can be seen from Table 4 , the above criteria continue to imply that the price output correlation was rarely negative before 1964. The period with the longest continuously negative price-output correlation (by these criteria) is the 27-quarter period that closes the sample (1993:2-1999:4) . For the least restrictive model, the second and third longest periods (1964:1-1967:3 and 1974:4-1978: 2) are both one-quarter shy of being four years long. During each of the post-1963 periods with a clearly negative price-output correlation, the average value is between -0.22 and -0.27. Table 5 Table 5 suggests that macroeconomists should look for models that allow the price-output correlation to be positive, zero, or negative for long periods.
Comparison of results for recessions and expansions
Since one purpose of macroeconomics is to explain the existence of business cycles, it is natural to ask whether the price-output correlation tends to have different values during recessions and expansions. Since the bars in Figure 2 represent periods of recession, a cursory glance at that figure shows that the correlation is rarely negative and significant during recessions. Table 6 Table 6 show that during the post-war period the correlation coefficient is more likely to be positive during recessions and more likely to be negative during expansions. The average value of the correlation during 1945:1-1963:4 is 0.084 during recessions and -0.036 during expansions. Because the correlation coefficient was essentially zero for most of this period, the small size of these numbers is not surprising. After 1963, however, the average value of the price-output correlation increases to 0.109 during recessions and falls to -0.059 during expansions.
Combining the results in Table 6 with those in Tables 2 and 5 it is reasonable to conjecture that the main reason for changes in the price-output correlation is changes in its value during periods of expansion. Although after 1944 the average value of the correlation during recessions declined, it continues to be mostly positive during periods of recession. On the other hand, the average value of the correlation during expansions not only declined after 1944, but changed from being mostly positive to mostly negative after 1963. 1945-1963, and then to 43% for 1964-1999 . Both before and after the war more than two-thirds of recessionary quarters have a positive price-output correlation. The results in Table 7 clearly suggest that the tendency of the price-output correlation to be positive during recessions has changed very little, while its tendency to be positive during expansions has declined dramatically since 1945.
Results for other forecast horizons.
As mentioned above, den Haan (2000) shows that examining the price-output correlation at different forecast horizons can provide information about what types of macroeconomic models are consistent with the data. When using quarterly data for the period 1960:2-1997:2, he finds that the price-output correlation is approximately zero at relatively short forecast horizons and negative at relatively distant forecast horizons. 13 To see if Den Haan's results hold up under our methodology, in this section we present estimates of the price-output correlation at two additional forecast horizons. Appendix C derives and presents the formula for calculating the price-output correlation, which depends on both the VAR coefficients and the parameters in the GARCH process, at various forecast horizons. Figure 3 presents the 8-step-ahead and 16-step-ahead price-output correlations along with the one-step-ahead price-output correlations previously presented in Figure 1 . Figure 3 shows that the 16-step ahead correlation is nearly always less than the 8-step ahead correlation, which in turn is nearly always less than the 1-step ahead correlation. Hence a negative correlation is much more prevalent for both the 8-and 16-step-ahead forecast periods than for the one-stepahead period. This result is broadly consistent with the findings of den Haan (2000) and Pakko (2000), both of whom find that a positive correlation tends to be a short-run or high-frequency phenomenon, while negative correlations tend to have a longer-run or lower-frequency manifestation. But it is also clear from Figure 3 that the 8-and 16-step-ahead correlations are not always less than the one-step-ahead correlation. This is particularly true during the period after 1963 when all three correlations are often approximately equal. Indeed, during much of the post-1963 period, there is very little difference between the three correlations. This implies that often since 1963 the relative importance of demand and supply shocks often has been similar in the long and short runs.
Summary and conclusions
This paper finds that the price-output correlation has changed often since 1876. The estimates suggest that the correlation is usually positive before 1945, and nearly always close to zero from 1945 through 1963. After 1963, however, the frequency of negative correlations increases dramatically. Although periods with a consistently positive or negative price-output correlation do not coincide in any obvious way with the business cycle, the paper does find that after 1944 the price-output correlation is rarely negative during recessions and rarely positive and significant during expansions. This suggests that it is reasonable to conjecture that the priceoutput correlation behaves differently after 1944 mainly because it is behaving differently during periods of expansion.
These apparent changes in the price-output correlation coefficient suggest that either the relative importance of demand-side and supply-side shocks has changed over time, the reaction of policy makers to such shocks has changed, or both. The results also suggest that economists have overemphasized the idea that there has been a negative correlation between prices and output during the post-war period. Macroeconomists should not look for models that limit the sign or size of the price-output correlation.
Dickey, David A. and Sastry G. Pantula, "Determining the Order of Differencing in Autoregressive 8. The complete set of filters considered were (1) demeaning and detrending, (2) firstdifferencing, (3) demeaning and detrending the first-differenced data, (4) using first-differenced output and the second differenced price level, and (5) demeaning and detrending first-differenced output and second differenced price level. As is stated in the text, only the third specification was not rejected by the data. The results for the filtered data are too similar to those reported in the text to be worth reporting here. We chose to report only the results for the third specification (the "Best Model") and the unfiltered data ("least restrictive model") because each of the other filters is implicitly imposing a constraint on the data rejected by our specification tests.
9. In addition to the filters mentioned above in footnote 8, we also filtered the data with the Hodrick-Prescott (H-P) filter. Again, the results obtained using this filter are very similar to those reported in the text.
10. If the product of the diagonal elements in G is allowed to be negative, it tends to dominate the other terms in equation (2), causing the covariance term in (2) to be negatively related to its lagged value. Hence any quarter with a positive covariance is almost always followed by one with a negative covariance, which in turn is followed by one with a positive covariance. The authors do not believe such a pattern makes economic sense. Furthermore, estimates in which the diagonal elements of G were not restricted to have a positive product often did not converge.
11. The plot of the correlation coefficients obtained from the least restrictive model (that is, using only the logarithms of the data) is very similar to Figure 1 . As is made clear from Tables 2-6 , the best model is slightly more likely to yield a price-output correlation that is insignificantly different from zero.
12. The period 1907:1-1914:3 is separated from the period 1915: 1-1917:4 in Table 3 because the estimated correlation for 1914:4 is -0.154 using the least restrictive model and -0.213 using the best model.
13. With monthly data den Haan finds that correlations are positive at short forecast horizons and gradually become negative as the horizon lengthens.
Appendix A
We identify the order of integration for each variable by using the augmented DickeyFuller (ADF) tests, which test the null hypothesis of a unit root, and the generalized KPSS test [Hobijn, Franses, and Ooms (1998) ], which tests the null hypothesis of stationarity against the alternatives of nonstationarity. Following a suggestion by Dickey and Pantula (1987) , the unit root tests are first conducted with two roots, and if two roots are rejected, then single unit root is tested. Column (1) of Table A1 shows that the ADF test rejects the null of a unit root for both second-differenced series and the KPSS test fails to reject the null of zero-mean stationary for both series. That is, the second-differenced series are better modeled as zero-mean stationary processes. Column (2) shows that the ADF test rejects the null of a unit root for both firstdifferenced series. The KPSS test fails to reject the null of level stationary for output growth and the null of trend stationary for inflation. That is, output growth is better modeled as a stationary process with a drift, while inflation is better modeled as a stationary with a drift and a deterministic time trend. In column (3), the results show that for the log-price level, the ADF test fails to reject the null of unit root and the KPSS tests reject the null of stationarity, i.e., the log price is better modeled as I(1). For the log-output level, the ADF test rejects the null of unit root at the 5% level but not at the 1% level. However, based on the facts that the KPSS tests reject the null of stationarity and that the estimated coefficient on the first lag is 0.968, we model the log-output as an I (1) series. 
a. This is the ADF t-test. The ADF ρ-test yields the same conclusion. The lags in the ADF test are selected by the AIC criterion. We also use Schwartz's criterion and a sequence of 5% t tests for the significance of coefficients on additional lags, as suggested by Ng and Perron (1995) . The results with these two criteria do not change the conclusions here. 1870 -1900 0.24 1900 -1928 0.24 1928 0.77 1949 -1975 -0.58 Quarterly: 1948 :2-1987 :2 -0.57 1954 :1-1973 :1 -0.36 Hodrick-Prescott 1966 :1-1987 :2 -0.68 Annual: 1870 -1900 0.05 1900 -1928 0.12 1928 0.67 1949 -1975 -0.07 Quarterly: 1948 :2-1987 :2 -0.06 1954 :1-1973 :1 -0.05 log-differencing 1966 :1-1987 :2 -0.23 Annual: 1870 -1900 -0.17 1900 -1928 -0.12 1928 0.73 1949 -1975 -0.53 Quarterly: 1948 :2-1987 :2 -0.67 1954 :1-1973 :1 -0.69 Cooley and Ohanian (1991 linear detrending 1966: 1-1987:2 -0.87 The only consistent positive correlation is between two world wars.
Appendix B
a. Estimate of contemporaneous correlation coefficient. 
Cospectrum of Real GNP and GNP Deflator after applying H-P filter and first-differencing to Gordon-Balke data set.
1950: 1-1994:4 Negative at low frequencies Correlation changes sign after the War because of changes in co-spectrum at low frequencies.
a. Estimate of contemporaneous correlation coefficient. where L is the lag operator. Taking the conditional expectation of equation (2), we have
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