Abstract-We consider detection over linear channels impaired by additive white Gaussian noise. For this general model, which describes a large variety of scenarios, novel detection algorithms are derived by applying the sum-product algorithm to a suitably designed factor graph. Being soft-input soft-output (SISO) in nature, the proposed detectors can be adopted in turbo processing without additional modifications. Among various applications, we focus on channels with known intersymbol interference, on frequency-division-multiplexed systems where adjacent signals are allowed to overlap in frequency to increase the spectral efficiency, and on code division multiple access systems. When compared with the existing interference-cancellation algorithms, the proposed schemes result very appealing in terms of tradeoff between performance and computational complexity. Particularly, the proposed schemes can approach or even outperform the performance provided by much more complex algorithms.
1 Sequences (matrices) will be written in lowercase (uppercase) bold fonts. The symbols ( 1 ) ; ( 1 ) ; k 1 k, and E [1] will denote the transpose operator, the conjugate transpose operator, the 2-norm operator, and the statistical expectation operator, respectively. Given a generic matrix M M M , we will denote by M its entry at row m and column n.
real and imaginary components of the noise samples are independent and have the same variance . The model (1) , which will be studied under the assumption of perfect knowledge of the matrix and the variance , provides a general description for different communication schemes employing linear modulations over linear AWGN channels. For example, the matrix can represent single-and multi-carrier transmissions over frequency-selective and possibly time-varying channels [1] [2] [3] [4] [5] [6] [7] , multiple access systems [8] [9] [10] [11] [12] [13] , channels with multi-dimensional intersymbol interference [14] , [15] , or even space-time architectures [16] , [17] .
We are interested in maximum a posteriori (MAP) symbol detection [1] of the finite-order modulation symbols , given the observation of . In any system modeled by (1), exact MAP detection can be carried out in a simple symbol-by-symbol processing only when the matrix satisfies suitable orthogonality conditions [1] . On the other hand, in order to increase the bandwidth efficiency, it is often not convenient to pursue such orthogonality conditions in the system design [8] , [13] , [18] , [19] . In this case, we say that interference arises and optimal MAP detection calls for algorithms whose complexity grows exponentially with the number of interferers [1] . In most practical scenarios, such a complexity is unmanageable and suboptimal approaches are mandatory.
The literature addressing suboptimal soft-input soft-output (SISO) detection algorithms for applications that can be led to the system model (1) is huge and an exhaustive survey is not feasible here. The reader is invited to refer to [20] [21] [22] [23] [24] [25] [26] [27] and references therein. The picture is also made much more complex by the fact that most of the papers in the literature address only one of these applications at a time, concentrating on the aspects which are peculiar of a specific application and the relevant performance results (e.g., see [7] , [9] [10] [11] [12] [13] [14] [15] , [17] , [28] ), or describing low-complexity techniques which are not so general as to be used in all scenarios (e.g., see [29] and references therein). An exception is represented by [30] , where the general model (1) is studied mainly assuming that is a Gaussian vector, hence with reference to linear minimum-mean-square-error (MMSE) estimation and Gaussian message passing.
Within this plethora of algorithms, most of them iterative, here we will consider as a benchmark only those with a complexity per iteration at most quadratic in the number of interferers, namely we will focus on interference cancellation (IC) algorithms originally proposed for code division multiple access (CDMA) systems and then extended to other applications. The reference benchmark is the algorithm proposed in [9] , [10] -see also [11] , [30] , where the same algorithm is derived by applying the sum-product algorithm (SPA) to a suitable factor graph (FG) [31] . This algorithm was then applied in other scenarios or extended to other applications. As an example, in [12] the algorithm has been employed in frequency-division-multiplexed systems with intentional interference, in [17] has been extended to space-time architectures, and in [4] [5] [6] has been studied for turbo equalization [32] also investigating some approaches to further reduce the complexity. The algorithm is founded upon the approximation of the probability distribution of the interferers as a circularly symmetric Gaussian probability density function (pdf) with the same mean and variance [11] , [30] . The relevant complexity per iteration grows quadratically with the number of interferers (the number of users sharing the channel in the CDMA case) [9] , which is still prohibitive in many practical scenarios. An algorithm whose complexity grows only linearly with the number of interferers is also presented in [9] , but its performance is significantly worse.
The main contribution of this paper consists of the introduction of a novel FG describing the system, based on which, through the application of the SPA with proper schedules, we derive two algorithms for SISO detection. The considered FG is exact, since no approximation is required for its derivation, but contains cycles, and thus cannot lead to an algorithm for exact MAP symbol detection [31] . On the other hand, since the shortest cycles in the FG have length six, the proposed iterative algorithms ensure very good convergence, so that they can well approximate exact MAP symbol detection [31] . Interestingly, our algorithms are characterized by a complexity per iteration that grows only linearly with the number of interferers. To prove their effectiveness, we report simulation results and performance comparisons for some selected scenarios such as CDMA systems employing iterative detection/decoding, transmissions over channels affected by intersymbol interference (ISI) with turbo-equalization at the receiver [5] , [32] , and frequency-division multiplexed (FDM) systems with intercarrier interference (ICI) [12] , [13] .
The rationale for considering as a benchmark only the class of algorithms with complexity at most quadratic in the number of interferers is thus clear-our aim is to show that the proposed algorithms can approach or, in some cases, outperform more complex algorithms. And on the other hand it is very difficult to compare algorithms with different complexity and performance. It is in general expected that a larger complexity corresponds to a better performance but in this picture our algorithms occupy a prominent position since in a scenario where the large number of interferers makes unfeasible the algorithms with a quadratic complexity, we can count on simpler algorithms with a very good performance.
The remainder of this paper is organized as follows. Section II introduces a few definitions and recalls some basic concepts related to MAP symbol detection. In Section III, we present a novel FG describing the system and, by application of the SPA, we derive two SISO-detection algorithms. Section IV provides some examples of channels that can be led to the considered model, discussing for each of them the complexity of the optimal MAP symbol detector. Section V shows some performance/complexity comparisons between our algorithms and some reference benchmarks. Finally, Section VI concludes the paper.
II. MAXIMUM A POSTERIORI SYMBOL DETECTION
We consider MAP symbol detection of symbols that requires the evaluation of the a posteriori probabilities (APPs) for all values of and , given the observation of the received sequence . Any possible correlation between the transmitted symbols will be neglected in the detection stage [5] , so that the probability mass function of the transmitted sequence can be factorized as (2) where is the a priori probability that the symbol is transmitted with index .
The conditional pdf of the received sequence given the modulation symbols is (3) the proportionality symbol denoting in this paper two quantities that differ by a factor independent of , and thus irrelevant for the detection process [31] . If we define (4) (5) the 2-norm in (3) yields so that (3) can we written as (6) In other words, if the sequence is available, the sequence is irrelevant ( is a sufficient statistic for MAP detection [1] ). Note that this was expected, since the matrix multiplication in (4) is actually a matched filtering [1] , [33] , [34] . Reminiscent of the notation used for ISI channels which, as shown in the following, is a particular case of the very general model (1), we will call and as Forney and Ungerboeck observation models, respectively [33] , [34] .
The system model corresponding to (1) is (7) where is a sequence of circularly symmetric Gaussian random variables, with mean zero and autocorrelation matrix . It is useful to write the model in the scalar form (8) which clarifies that and do not interfere with each other only if the coefficient is null. Hence, when the matrix is diagonal, no interference arises, and MAP detection can be performed symbol-by-symbol. On the other hand, when is not diagonal, the computation of the target APPs has a complexity that grows exponentially with the number of interferers [1] , and is thus computationally infeasible in most practical scenarios.
Starting from model (1) and under the obvious assumption of zero-mean modulation symbols [1] , we define the signal-tonoise ratio (SNR) as where .
III. PROPOSED GRAPH-BASED DETECTION ALGORITHMS
In this section, we introduce a novel framework for SISO detection, obtained by applying the SPA to a FG obtained from suitable manipulations of (6) . Let us first write the scalar forms of the matrix operations in (6) , that is where the Hermitian symmetry , obviously implied by (5), was exploited. Then, we define the functions (9) (10) so that (6) yields (11) Finally, we factorize the APP of the transmitted sequence as (12) by exploiting (2) and (11) . Note that, when , the factor is equal to one and can be thus dropped from the factorization (12) . In practice, the node must be included in the FG corresponding to (12) only when , that is only when and interfere with each other. An example of FG is given in Fig. 1 and discussed in the relevant caption. The node connecting and should more rigorously be denoted as the node , since the factor appears in (12) only if . We believe that the abuse of notation is acceptable, since . We point out that the factorization (12) is exact, since no approximation was adopted in its derivation. On the other hand, the marginalization of (12) required for computing the target APPs cannot be exactly carried out by applying the SPA to the FG in Fig. 1 , since it contains cycles [31] , as that indicated in the figure in bold. It is easy to prove that the FG corresponding to (12) cannot contain any cycle of length lower than six, irrespective of the number of symbols that interfere on each other. In fact, being factor nodes of at most degree 2, the necessary and sufficient condition for the arising of a cycle of length four is to have two factor nodes of degree 2 connected to the same couple of variable nodes, and this is clearly not possible, by definition of . Hence, in our case, the SPA may lead to good results since it is generally expected to provide a good approximation of the exact marginalizations when the length of the cycles is at least six (see [31] for the general treatment, and [35] for an appealing application).
The algorithm resulting from the application of the SPA to the described FG is iterative and has a complexity per iteration which is linear in the number of interferers. This is related to the adopted factorization having the appealing property that nodes , whose number linearly increases with the number of interferers, have degree two (i.e., they have two edges) irrespective of the number of interferers. A similar property is observed in some applications of detection over correlated flat-fading channels described in [36] .
As shown in Fig. 2 , we will adopt the following notation for the various messages propagated over the FG:
• is the message from the variable node to the function node ; • is the message from the variable node to the function node ; • is the message from the function node to the variable node . We define as the product of all messages incoming to the variable node , namely (13) Fig. 2 . Detail of the factor graph corresponding to (12) and relevant notation for the propagated messages.
The application of the SPA leads to the following rules for message updating [31] : (14) (15) (16) All messages and should be initialized to the same positive value-the choice of this value is irrelevant [31] . Let us discuss the various messages propagated over the graph. First, we point out the probabilistic meaning of the term , which is proportional to the (approximated) APP , and that of the term , which is proportional to the (approximated) pdf and thus gives the so-called extrinsic information produced by the algorithm [31] . Then, the message is proportional to the (approximated) APP of , estimated locally by the node [31] . Finally, the node just propagates (approximated) APPs between interfering nodes, after the averaging operation (16) .
Due to the presence of cycles in the considered FG, the SPA cannot lead to a unique schedule nor to a unique stopping criterion for message passing [31] . In the following, we will describe two different algorithms deriving from the adoption of two different schedules-we investigated other algorithms that were found to provide improvements only in particular scenarios, and are thus not described here.
The first algorithm will be referred to as parallel-schedule SPA (PS-SPA). It basically exploits the fact that the lower part of the FG in Fig. 1 is formally identical to the FG describing the low-density parity-check (LDPC) codes, and adopts the same flooding schedule used for standard LDPC decoding [35] . The PS-SPA can be formalized by the following sequence of steps: 1) update all terms ; 2) update all messages ; 3) update all messages ; 4) if the stopping criterion is not satisfied go to step 1; 5) update all terms . We will only consider stopping criteria based on the number of self-iterations, that is on the number of times that step 4 is executed. We point out that all operations at the same step can be executed in parallel. Hence, no serial operation is required by the PS-SPA, whose latency thus does not depend on the value of . This feature makes the PS-SPA very attractive for low-latency applications.
The second algorithm will be referred to as serial-schedule SPA (SS-SPA), and is inspired by the wave schedule in [37] or by shuffled LDPC decoding [38] . Let us define the forward recursion as the following sequence of steps, to be serially executed for each value of from 1 to : a) update the messages ; b) update the term ; c) update the messages . Let us also define the backward recursion as the following sequence of steps, to be serially executed for each value of from down to 1: a) update the messages ; b) update the term ; c) update the messages . Finally, the SS-SPA can be formalized by the following sequence of steps:
1) run the forward recursion; 2) run the backward recursion; 3) if the stopping criterion is not satisfied go to step 1. Again, we will only consider stopping criteria based on the number of self-iterations, that is on the number of times that step 3 is executed. Due to the presence of serial recursions, the SS-SPA is characterized by a latency that linearly increases with the value of .
There exist some scenarios where both PS-SPA and SS-SPA, when implemented in the basic version described above, provide a poor performance. After deep investigations on this behavior, we can state that the most significant problem is the overestimation of the reliability of the propagated messages-this is a known issue of the SPA when applied to FGs with cycles [31] . A very simple way for overcoming this problem consists of adopting in (9) and (10) a value of larger than the actual one. The rationale of this trick is the following: since the problem is the overconfidence in the computed messages, we can make the algorithm less confident simply by describing the channel as if it added more noise than it really does. The effectiveness of this trick, which is equivalent to weight the extrinsic information, as often made in suboptimal iterative detection/decoding schemes [32] , [39] , is proved by the simulation results reported in Section V.
IV. EXAMPLES OF CHANNELS

A. Channels With Known ISI
We consider a single-carrier transmission over a channel affected by known time-invariant ISI. The continuous-time equivalent channel impulse response at the receiver will be denoted by . Assuming ideal synchronization, at the output of a whitened matched filter the received sample at time epoch can be expressed as [2] (17)
having implicitly assumed that for , and denoted by the channel memory and the discrete-time equiv- Sequence collects, in this case, the samples at the output of a filter matched to (Ungerboeck observation model [34] ). The optimal MAP symbol detection algorithm for this application is the so-called BCJR algorithm [40] whose complexity is linear in and exponential in . This algorithm has been originally devised for the Forney model (17) and only recently extended to the Ungerboeck observation model [41] .
Several algorithms have been proposed in the literature to reduce its complexity (see [42] , [43] , and references therein). In particular, the algorithm in [42] , was derived still using the FG/SPA framework. From (2), (3), and (17) we may write [42] (18) where (19) The corresponding FG is shown in Fig. 3 in the case of and . From this figure it is clear that this factorization, derived by using the whitened matched filter output, leads to cycles of length four unless a sparse channel satisfying proper conditions is considered or proper graph transformations are adopted [42] . In any case, the complexity is linear in and exponential in the number of nonzero interferes [42] , since this number gives the degree of nodes . On the contrary, the factorization we adopted and based on the matched filter output always leads to a graph with cycles of length 6 and algorithms with a complexity per iteration which is linear in .
On the other hand, the algorithm in [43] works on the trellis describing the channel memory but explores only the most promising paths, chosen according to the MAP criterion. The IC algorithm proposed in [9] , [10] for CDMA systems and briefly recalled in the next section, has been also extended to the case of ISI channels in [4] [5] [6] . However, it is still based on the whitened matched filter output and its complexity per iteration is linear in and quadratic in when the sliding window approach described in [4] [5] [6] is adopted. For this reason, it will be denoted in the following as IC-Q, where "Q" stands for "quadratic." An alternative approach is described in [28] , [30] based on Gaussian message passing but the complexity per iteration is still quadratic in . Approximate algorithms with complexity linear in have also been derived in [4] [5] [6] . Among them, in the following we will consider that with the best performance and we will denote it as IC-L, where "L" stands for "linear."
The low-complexity algorithms for ISI channels in the literature (see [42] , [43] , and references therein) provide a satisfactory performance when the Forney observation model is adopted, but, for reasons discussed in [43] , [44] , do not work well when the Ungerboeck model is adopted. On the other hand, the technique proposed here works on the samples at the output of the matched filter-beside the theoretical relevance, this is of interest because the implementation of the whitening filter is critical in several practical scenarios [45] , and also for applications when the detector is designed to cope only with a portion of the existing interference. In fact, in this case, a receiver working on the matched filter output results to be more robust to the unmanaged interference [46] .
All these considerations straightforwardly extend to the case of a time-varying ISI channel.
B. CDMA Systems
The model (1) can describe any CDMA system observed through a linear channel with AWGN [8] . In the simplest case of a synchronous CDMA system and a non-dispersive channel, the matrix includes the spreading sequences of the users, possibly scaled so that the different transmission powers (or the near-far effect) are properly accounted for [8] .
In the more general case of an asynchronous CDMA system and/or a dispersive channel, the model (1) is still valid, but the expression of the matrix is more involved [8] . For simplicity, we will here focus on a synchronous CDMA system impaired only by AWGN. In this case, the values of and represent, respectively, the number of users that share the channel and the length of the spreading sequences, measured in samples at chip rate [8] , while the matched filtering (4) just consists of the correlation between the received signal and the spreading sequences of the users.
Let us now briefly recall the alternative factorizations available in the literature. From (2) we may write (20) The corresponding FG is shown in Fig. 4 in the case of . The application of the SPA to this cycle-free FG gives the optimal multiuser detector (MUD) with exponential complexity in [8] . In [9] and [10] (see also [11] and [30] ), to reduce the complexity, when computing the marginals , in the graph of Fig. 4 probabilities , are replaced with complex circularly symmetric Gaussian pdfs with the same mean and variance. The resulting algorithm, still working on samples , has a complexity per iteration which is quadratic in . A lower-complexity version that results if the correlation between the received samples is neglected and whose complexity is linear in has been also described in [9] [10] [11] . In the following, these algorithms will be referred to as IC-Q and IC-L, respectively. In this scenario, the complexity of the algorithms proposed here is linear in .
C. Spectrally Efficient FDM Systems
We consider an FDM system where synchronous and independent users simultaneously access an AWGN channel transmitting at the same power-the extension to the case of asynchronous users with different power is straightforward. We assume that all users transmit the same number of symbols and employ the same linear modulation format, whose corresponding base pulse will be denoted by . We also denote by the difference between the carrier frequency of user and the frequency assumed as reference for the computation of the complex envelope, and by the -ary symbol transmitted by user at discrete-time . Moreover, is the vector of the symbols transmitted by user . A set of sufficient statistics for MAP symbol detection can be obtained through a bank of filters matched to the pulses , and the model (7) holds with . The vector contains the symbols transmitted by all users, i.e., . The matrix is a block matrix and we denote by , the submatrix with rows and columns, accounting for the correlation between users and . Its entries are where is the symbol period common to all users. When Nyquist pulses are employed, no ISI among symbols of the same user arises and the submatrices are diagonal. We consider spectrally efficient FDM transmissions, where interference among adjacent users is intentionally introduced in order to increase the bandwidth efficiency [12] , [13] . In other words, the spectral efficiency is increased by reducing the spacing between two adjacent channels, allowing overlap in frequency. As a consequence, the number of nonzero off-diagonal elements in the matrix is not negligible and multiuser detection becomes necessary [12] . The optimal MUD for this scenario has a computational complexity which increases exponentially with the cardinality of the interference set. Hence, suboptimal reduced-complexity multiuser detection techniques are required. The IC-Q and IC-L algorithms, already described for CDMA systems and based on a Gaussian approximation of the multiple access interference, can be easily extended to this scenario [12] , [47] , [48] . Their complexity per iteration is, respectively, quadratical and linear in the cardinality of the interference set.
The proposed algorithm has a complexity per iteration which increases linearly with the cardinality of the interference set. As we will see, its performance is better than that of IC-Q and IC-L schemes for the following reason. Since we are considering an FDM scenario, even if we increase the total number of users , there are in practice only a couple of adjacent users (or at most 4) that interfere with the considered user. As a consequence, the central limit theorem and the Gaussian approximation used to derive IC-Q and IC-L schemes could not be advocated.
D. Multiple-Antenna Channels
Model (1) can describe a channel with multiple transmit and receive antennas. Focusing on frequency-flat fading, and represent the number of receive and transmit antennas, respectively, whereas the entries of matrix in (1) are the channel coefficients [16] .
Computational complexity of the optimal MAP symbol detector grows exponentially with . Many suboptimal solutions have been proposed in the literature (see [17] and references therein) all with complexity much larger than that of the proposed algorithm.
E. OFDM Systems With ICI
In single-carrier communication systems, multipath channel spreads may cause severe ISI, which requires sophisticated and computationally demanding equalization techniques. Transmission schemes based on orthogonal frequency-division multiplexing (OFDM) have emerged as a more convenient solution, with the key advantage that, in time-invariant channels, modulation symbols transmitted over different subcarriers do not interfere with each other even after propagating over frequency-selective channels, so that simple symbol-by-symbol detection can be adopted [3] . Unfortunately, this property no longer holds on time-varying channels and/or in the presence of synchronization errors, as ICI arises [7] . In this case, the matrix in (1) is a square matrix where the entry describes the ICI between the th and th subcarriers. See [49] and references therein for an extensive survey on ICI mitigation in OFDM systems and its analogy with ISI mitigation in single-carrier systems
F. Multi-Dimensional ISI Channels
In the previous examples, except for the spectrally efficient FDM systems, we have considered scenarios in which interference arises in a single domain (e.g., code domain in CDMA systems, time domain in frequency-selective ISI channels, frequency domain in OFDM systems with ICI). On the other hand, the model in (1) can describe more general scenarios, in which interference among the modulation symbols arises simultaneously in different domains. For example, in the case of the spectrally efficient FDM systems described above, interference arises in the frequency domain as well as in the time domain. See also [14] and references therein for a general treatment of bidimensional ISI, and [15] for an introduction to bidimensional ISI in storage systems.
V. SIMULATION RESULTS
The performance of the described detection schemes is here assessed by means of computer simulations. We consider coded transmissions with iterative detection/decoding at the receiver side [5] . In such systems, the MAP symbol detector is the inner SISO detection algorithm, while, according to the turbo principle [5] , the terms are iteratively updated by a SISO decoder. In the case of the IC-Q and IC-L algorithms mentioned before, the terms are used to compute soft estimates of the transmitted symbols, which are then exploited for interference mitigation [9] [10] [11] , [30] .
In the case of the proposed algorithms, extensive analyses, carried out by means of extrinsic information transfer (EXIT) charts [50] as well as bit-error rate (BER) simulations, omitted here due to the lack of space, show that it is often not convenient to execute more than one self-iteration when either the PS-SPA or the SS-SPA are employed in systems with iterative detection/ decoding. Although particular scenarios were found in which self-iterations provided non negligible gains, both algorithms typically provide a satisfactory performance when, each time the SISO decoder updates the intrinsic information , they execute just one self-iteration before feeding out the extrinsic information . Hence, the possibility of executing more self-iterations will not be discussed hereafter.
In iterative detection/decoding schemes, a further design option consists of resetting all messages in the detection FG each time the PS-SPA and the SS-SPA are provided with intrinsic information, so that any memory of the previous iterations is removed. These algorithms will be referred to as PS-SPA-R and SS-SPA-R.
A. Channels With Known Intersymbol Interference
In this section, the performance of the proposed algorithms, implemented in the logarithmic domain [31] , is assessed by means of computer simulations. All results reported in the following are related to a binary transmission with alphabet and real-valued sequence . We consider two ISI channels, referred to as C1 and C2. Channel C1 is characterized by a shaping pulse being a Lorentzian pulse with density [1] -this model is commonly used for magnetic-storage systems. Channel C2 corresponds to faster-than-Nyquist signaling with roll-off factor and time-compression factor [19] -this system provides a very attractive spectral efficiency by introducing intentional ISI [19] . Both channels are characterized by an infinite value of and were truncated by setting , 2 which implies that the full-complexity BCJR works on a 4096-state trellis. To further reduce the complexity of the PS-SPA and the SS-SPA, we neglect the coefficients with the lowest magnitudes. 2 We chose L such that jG j=G < 0:01 for i > L. Therefore, we introduce the integer parameter , and define a new FG that does not include all function nodes , but only the function nodes related to the coefficients with the largest magnitudes, so that a reduction factor equal to about results with respect to the original FG. Fig. 5 reports EXIT charts related to transmissions over channel C1 when the value of the SNR is equal to 3 dB-see [50] for details on the EXIT charts related to detection algorithms, including the standard notation adopted also for labelling the axes in Fig. 5 . We notice that, when the assumed value of is properly optimized, the EXIT charts of the PS-SPA and the SS-SPA significantly improve with respect to when the assumed value of equals the actual one-in particular, is increased by 9 dB for the PS-SPA and by 5 dB for the SS-SPA. Moreover, we notice that the SS-SPA is noticeably more effective than the PS-SPA in this scenario, and fairly close to the performance of the optimal BCJR.
Finally, in Fig. 6 , we report the BER performance of various algorithms in a turbo equalization scheme. The results related to channel C1 and channel C2 are denoted by solid and dotted lines, respectively. An LDPC code with codeword length of 50 000 bits and rate is used in both cases. A detection instance is executed before each iteration of the SISO decoder, for a maximum of 50 iterations. The process also stops if, by checking the code syndrome, a valid codeword is found before the 50th iteration. No interleaver is used because of the random nature of the LDPC code. In all cases, the algorithms are implemented after a (coarse) optimization of the assumed values of . We point out that the simulation results related to the full-complexity BCJR, yet sufficient for estimating the performance loss due to the proposed algorithms, are incomplete, since it is nearly unfeasible to obtain reliable BER curves for turbo equalizers working on a 4096-state trellis. In the case of channel C1, the performance of the algorithms in [4] , [5] is also reported when considering only interferers for a couple of values of and employing a linear MMSE filter of length symbols. Let us notice the impressive performance of the proposed algorithms over channel C2. First, we remark that there is no need for considering more than five function nodes , since the SS-SPA practically performs as the BCJR when implemented A binary modulation and an LDPC code with rate 1=2 are adopted.
with message resetting and . Then, we point out that the PS-SPA loses only few tenths of dB when implemented without message resetting and , and can be thus considered as the most convenient solution thanks to the low-latency properties discussed before. The proposed algorithms result just slightly less effective over channel C1. In particular, we notice that the SS-SPA loses about 0.7 dB with respect to the BCJR and is also less effective than IC-Q with . Since, however, its complexity is much lower, as we will see in the following, this is still a very satisfactory result-to our knowledge, over this magnetic channel, the proposed solution is by far that providing the best performance/complexity tradeoff. Fig. 6 also shows the impact of the value of and message resetting in this scenario. Interestingly, the SS-SPA performs better when message resetting is implemented, while the PS-SPA does when message resetting is not implemented. The reader can also observe that the proposed SS-SPA-R algorithm with exhibits a very limited loss with respect to the case with . This is due to the above mentioned property of receivers working on the matched filter output-they result to be more robust to the unmanaged interference.
Regarding the complexity of the schemes considered in Fig. 6 for channel C1, in Table I we report the relevant number of operations per symbol and per iteration. Note that, since the parallel/serial implementation impacts the latency but not the complexity, the table reports only one entry for both PS-SPA and SS-SPA. The reported results refer to the logarithmic-domain implementation of the algorithms, which is known to provide better numerical stability and to reduce the computational complexity [51] . The evaluation of a nonlinear function is counted as an access to a look-up table (LUT). In evaluating the complexity of the IC-Q algorithm, we considered the recursive implementation proposed in [9] for the required matrix inversion. Even with this optimization, the matrix inversion represents the bottleneck of the algorithm from a complexity point of view. From this table, the complexity advantage of the proposed algorithm is thus clear. In particular, in case of channel C1, the proposed solution for has a better performance than the IC-L algorithm with with roughly the same complexity and it is much less complex than IC-Q algorithm with at the price of a limited performance loss.
Other simulation results, which are not shown here for a lack of space, confirm the effectiveness of the proposed algorithms even when non-binary modulations and different ISI channels are considered.
B. CDMA Systems
In this section, we show how the proposed SISO-detection framework can be employed in CDMA systems.
First of all, we address the computational complexity of the proposed detection algorithms, assuming a binary phase-shift keying (BPSK) modulation. The number of operations per user, per symbol, and per iteration of these detection algorithms are reported in Table II . Note that the proposed algorithm is characterized by a complexity that increases linearly with the number of users, like the IC-L algorithm but unlike the IC-Q algorithm, whose complexity grows quadratically with [9] .
The values reported in Table II were computed assuming that the users all interfere on each other, and that the detector tries to cope with all of them. In general, the value of in Table II should be read not as the number of users that actually interfere, but as the number of users that the detector assume to interfere. For example, when the number of users is large, it is mandatory for the complexity of the detector to be reduced that only a few of them are considered (clearly those characterized by the largest interference weights).
We now consider the performance. The simulation results reported in Fig. 7 refer to the case of users that share the channel, all transmitting with the same power. For simplicity, constant cross-correlation of the spreading sequences is also assumed, that is All users employ the same non-recursive rateconvolutional code with generators , a BPSK modulation, and a different random interleaver of length 256 bits. A maximum of 15 iterations between detector and decoder are allowed. We compare the BER performance of the considered algorithms versus , at a fixed SNR of 1.35 dB. Aimed at low-latency detection, all algorithms are implemented in their parallel version. The performance of the optimal MAP multiuser detector is also shown for comparison. It should just be considered as a reference benchmark for the performance of the suboptimal algorithms, since its complexity is unaffordable in all practical scenarios [9] .
Note that the various IC algorithms achieve the ISI-free BER (about ) at different values of , which implies that they can manage different levels of interference. Namely, the IC-Q algorithm is able to completely cancel out the interference for any value of up to 0.75, while the IC-L algorithm achieves the ISI-free performance only if . For the proposed PS-SPA algorithm described in Section III, in Fig. 7 , we reported two curves, with and without the optimization of , respectively. Interestingly, the same optimization was found not to improve at all the performance of the IC-Q and IC-L algorithms. Note that the PS-SPA with optimized achieves the ISI-free performance when . In practice, the proposed linearcomplexity algorithm significantly outperforms the linear-complexity IC-L algorithm, and approaches the performance of the quadratic-complexity IC-Q algorithm. In scenarios with a large number of users, the proposed algorithm can thus provide the most convenient performance/complexity tradeoff.
C. Spectrally Efficient FDM Systems
Let us finally consider an FDM scenario in which users, equally spaced in frequency, transmit at the same power by using an octal phase-shift keying (8-PSK) modulation with a square-root raised-cosine shaping pulse having roll-off 0.35. We define the normalized channel spacing as . In these conditions, adjacent users do not interfere when . Each user employs an outer non-recursive rateconvolutional code with generator polynomials , concatenated with the Gray mapper through a random bit interleaver (different for each user). At the receiver, the described suboptimal MUDs are employed as SISO detector, and iterative detection/decoding is allowed with a maximum of ten iterations. As a possible field of application, we consider the reverse link of a satellite system, following the Digital Video Broadcasting Return Channel via Satellite (DVB-RCS) standard [52] , where a transponder is shared by multiple users using an FDM access strategy. For this reason, we consider the case of short data bursts-codewords of length 512 bits are adopted.
In Fig. 8 , we show the BER curve for the middle user when using the proposed PS-SPA, the IC-Q, or the IC-L algorithm. 3 Since the interference from adjacent channels dominates, we can reduce the complexity of MUD receivers assuming that the interference among non-adjacent users is negligible. In other words, is a block tridiagonal matrix where for To further limit the receiver complexity, we assume that the memory associated with the interference is of only three symbols, i.e., for . We remark that the above approximations are exploited only by the receiver. As mentioned, all algorithms are implemented in the logarithmic domain. As far as the proposed graph-based is concerned, for computing messages as in (16) we also used the approximation [53] . In Fig. 8 , we consider two channel spacings, resulting in strong-interference scenarios, and in both cases the proposed algorithm achieves the best performance among the considered suboptimal receivers. For , the PS-SPA and the IC-Q algorithm exhibit a good performance despite the presence of strong interference, achieving the interference-free performance for dB and for dB, respectively. When the spacing is , the performance gain of the PS-SPA increases. In particular, at a BER of the proposed algorithm exhibits a gain of about 3.5 dB with respect to the IC-Q algorithm, despite the lower computational complexity. Moreover, the loss of the proposed algorithm with respect to the interference-free case is only about 0.8 dB. In both scenarios, the IC-L algorithm is definitely unable to manage the interference.
In Table III , we show the computational complexity of the considered MUD algorithms in the same scenario of Fig. 8 . We report the number of additions between two real arguments and Finally, we would like to give some hints on the optimization of the value of assumed by the receiver. Extensive simulation results, have shown that the optimal value may strongly depend on the adopted schedule and the considered scenario (ISI channel, CDMA, or FDMA system) but is practically independent of the SNR. The dependence on the channel is often very weak-only a coarse optimization is required in all cases. As an example, in the scenario in Fig. 7 the optimal value of is 5.5 dB larger than the real value, independently of the value of .
VI. CONCLUSION
We have presented novel algorithms for SISO detection over linear channels impaired by additive white Gaussian noise. These algorithms, which have been derived by applying the SPA to a suitably designed FG, are characterized by a complexity that grows only linearly with the number of interferers.
With focus on some selected scenarios, we have shown that the proposed receivers represent a very good tradeoff between performance and complexity, approaching or even outperforming the performance provided by much more complex receivers.
