The main aim of the paper is to show how, and how many, simulations carried out using the Land Surface Model UTOPIA (University of TOrino model of land Process Interaction with Atmosphere) are representative of the micro-meteorological conditions and exchange processes at the atmosphere/biosphere interface, with a particular focus on heat and hydrologic transfers, over an area of the Piemonte (Piedmont) region, NW Italy, which is characterized by the presence of many vineyards. Another equally important aim is to understand how much the quality of the simulation outputs was influenced by the input data, whose measurements are often unavailable for long periods over country areas at an hourly basis. Three types of forcing data were used: observations from an experimental campaign carried out during the 2008, 2009, and 2010 vegetative seasons in three vineyards, and values extracted from the freely available Global Land Data Assimilation System (GLDAS, versions 2.0 and 2.1). Since GLDAS also contains the outputs of the simulations performed using the Land Surface Model NOAH, an additional intercomparison between the two models, UTOPIA and NOAH, both driven by the same GLDAS datasets, was performed. The intercomparisons were performed on the following micro-meteorological variables: net radiation, sensible and latent turbulent heat fluxes, and temperature and humidity of soil. The results of this study indicate that the methodology of employing land surface models driven by a gridded database to evaluate variables of micro-meteorological and agronomic interest in the absence of observations is suitable and gives satisfactory results, with uncertainties comparable to measurement errors, thus, allowing us to also evaluate some time trends. The comparison between GLDAS2.0 and GLDAS2.1 indicates that the latter generally produces simulation outputs more similar to the observations than the former, using both UTOPIA and NOAH models.
Introduction
Numerical models and, in particular, models including soil-vegetation-atmosphere transfer schemes (hereafter referenced to as "land surface models", or LSMs), can be considered useful tools to estimate microclimatic conditions in specific sites. These kinds of models can simulate hydro-energetic and gas exchange processes in the layer including atmosphere, soil, and vegetation. Recent studies demonstrate that the accuracy of land surface processes diagnosed by land surface models can be further improved by considering specific aspects of vegetation growth, such as vegetation structure parameterizations [1] and LAI (Leaf Area Index) seasonality [2] .
Environmental conditions, especially microclimatic conditions, strongly influence agricultural production. For this reason, there is an increasing interest in assessing plant responses to environmental variables, especially in periods characterized by climatic changes, as the actual one [3] .
Grapevine is a robust plant, but it is extremely sensitive to environmental conditions, and the characterization of its microphysics variability, in functions of field-dependent factors and external weather conditions, is useful to understand its growth process [4] .
The interest in grapevine is increasing, which is also due to the great economic weight of its product: the wine [5] . This is particularly true for the areas in which famous wines are produced, such as the Italian region Piemonte (Piedmont), with its Barolo and Barbaresco (among others) world-renowned wines. For this reason, many studies were conducted to evidence the relationships between physical variables (temperature, radiation, soil water content) and plant development [6] [7] [8] [9] [10] . It is also evident that, conversely, management practices can influence the microclimate within a vineyard [11, 12] . For this reason, the employment of an instrument, such as a LSM, can drive grower decisions for decreasing the environmental impact of vineyard management [13, 14] . Vineyards can thus be seen as a complex system where many variables interact between themselves to determine the plant growth, and ultimately the quantity and quality of grapevine production.
A tool able to estimate plant responses to environment at the microscale is represented by numerical models, and more specifically LSMs and crop growth models [15] [16] [17] . In particular, LSMs evolved over time from a very simple approach (first generation models), representing simplified surface energy and hydrological balances (for instance, [18] ) to the second generation models [19] [20] [21] , in which the surface was interacting with the atmosphere and the presence of vegetation was explicitly represented in the exchange processes, and then to the third generation models, that further improved the simulation of the evapotranspiration pathway and considered the plant carbon uptake by means of an explicit canopy conductance (among others, the UTOPIA-University of Torino model of land Process Interaction with Atmosphere [22] -used in this work and described in the section "Material and methods"). LSMs and crop models (such as STICS -Simulateur mulTIdisciplinaire pour les Cultures Standard [15, 16] and IVINE -Italian Vineyard Integrated Numerical model for Estimating physiological values [23] ) can help the winemakers in supporting their decision system [24] . Eventually, LSMs can also include eco-physiological modules able to simulate variables related to vegetation growth, expressly optimized for different kinds of vegetation, as it is the case of the UTOPIA.
In this context, the land surface becomes a key driver of the hydrological cycle and is fundamental to the overall functioning of the atmospheric and climate processes [25] . It is the surface layer that controls the partitioning of the available energy, between sensible and latent heat fluxes, and surface water, between evaporation, runoff, precipitation, and soil storage. It is also the location in which the carbon is stored or emitted, as the result of the processes of photosynthesis and respiration. Because the accurate knowledge of these processes is important for weather and climate predictions, most numerical weather predictions centers incorporated simplified LSMs in their models, as internal routines.
The purpose of the complete study of our group, included in the frame of the MACSUR2 project (the second phase of the project MACSUR-Modelling European Agriculture with Climate Change on Food Security, whose full proposal is available here (MACSUR phase 1: https://macsur.eu/images/ download/fullproposal.pdf. MACSUR phase 2: https://macsur.eu/images/download/MACSUR2% 20Proposal.pdf)), is to understand the effects of climate change on a specific kind of vegetation: the vineyards. This goal was pursued using a crop model [23] whose input consisted of hourly or sub-hourly parameters, derived in part from GLDAS (Global Land Data Assimilation System) and in part from the simulations performed with the UTOPIA (we needed to run a LSM as the data included in GLDAS were insufficient to drive the crop model). This paper concerns the first part of the study, e.g., the simulation of the components of hydrological and energy budgets, and soil variables using a LSM. There were three scientific questions of this study:
• to determine if, and to what extent, the simulations carried out using the Land Surface Model UTOPIA were representative of the micro-meteorological conditions and exchange processes at the atmosphere/biosphere interface over an area in Piemonte region planted with vineyards; • to understand how much the simulation outputs were influenced by the quality of the input data; • to intercompare the two LSM UTOPIA and NOAH, driven by the same datasets, in order to find eventual deficiencies or misrepresentations of the UTOPIA.
Three types of forcing data were used: (i) observations from an experimental campaign carried out during the 2008, 2009, and 2010 vegetative seasons in three Piedmontese vineyards, and (ii) values extracted from the freely available global database GLDAS (versions 2.0 and 2.1).
To answer to the scientific questions, different analyses have been considered: Note that, since the GLDAS2.0 database contains at least sixty years of gridded data, its use also allows for performing long-term simulations, in order to get a climatological database and eventually assess possible trends for surface or soil variables, to be eventually correlated with grapevine production and quality (this last point was already analyzed in [23] ).
Materials and Methods

The Observations
Measurements were collected during the 2008, 2009, and 2010 vegetative seasons (e.g., from May to September) in three hilly sites (Cocconato, hereafter CO; Fubine, hereafter FB; and Castiglione Falletto, hereafter CF), in which Barbera and Nebbiolo grapevines were planted.
In these sites, the vineyards were placed in rows 2.5 m apart from each other and trained on vertical shoot-positioned (VSP) systems, perpendicular to the contour lines (rittochino) at CC and aligned with them (giropoggio) at FB and CF. The orientation of the three slopes was south for CC, south-east for FB and east for CF. Fast response velocity and temperature measurements were sampled at 21 Hz using a three-dimensional ultrasonic anemometer (Solent R2, Gill Instruments) installed at 3 m above the soil surface (i.e., about 1 m above the seasonal vegetation height peak).
Such measurements (air temperature, air humidity, photosynthetically active radiation, wind speed and direction, heat fluxes, net radiation, soil water content and temperature) were performed in the frame of the regional project MASGRAPE (adoption of a Multidisciplinary Approach to Study the GRAPEvine agro-ecosystem: analysis of biotic and abiotic factors able to influence yield and quality) and aimed to assess several factors related to grape productivity. The experimental campaign was described (the experiment outline and some preliminary results were published in [26] ) and analyzed [27] in order to investigate vineyards microclimate and create a database of data suitable to perform the analysis of exchange processes between soil, vegetation and atmosphere, with a particular focus on the influence of terrain morphology and vineyards system. The fast response data, measured by sonic anemometers and Krypton lamps, were processed, to evaluate the turbulent fluxes of momentum, heat and water vapor, using the methods proposed in Reference [28] , and subsequently the method of planar fit, proposed in Reference [29] , was preferred to the one of double-triple rotation (described in Reference [28] ) in order to neglect the effects of streamline distortion, eventually caused by the "rough" hilly surface. Finally, to prevent missing data in the dataset, interpolations were carried out on the data required by the LSM using the data of the neighbor stations [30] [31] [32] [33] [34] (see Appendix A).
The Models: UTOPIA (University of Torino model of land Process Interaction with Atmosphere)
The LSM selected for this study is the UTOPIA (University of Torino model of land Process Interaction with Atmosphere [22] (A minimal web page containing basic information about the UTOPIA is available here: http://personalpages.to.infn.it/~{}cassardo/utopia/utopia.html)). UTOPIA is a third-generation land surface model developed at the University of Torino (Physics Department) and is the upgraded version of the LSPM (Land Surface Process Model [35, 36] ). It is a diagnostic one-dimensional model studying the interactions at the interface between atmospheric surface layer, vegetation and soil.
Both models, UTOPIA and LSPM, were tested using measured data from experimental campaigns or coupled with an atmospheric circulation model.
The UTOPIA can be categorized as a big leaf model, meaning that a single vegetation element contributing to the various processes is considered, without considering its real extension. It is a soil multilayer model, where the number of the layers can be defined by the user. UTOPIA works on a single point in which the only direction allowed is the vertical one. Energy exchanges are evaluated by a resistance network taking into account the kind of surface. Momentum, heat and water vapor fluxes are the main processes considered. In addition, the model simulates the soil thermal, hydrological and photosynthetic processes.
UTOPIA needs, as mandatory requirements, some data to run: air temperature, specific or relative humidity, the two horizontal components of wind speed, precipitation rate (rain and/or snow), low and total cloudiness or solar global incoming radiation. Other variables, if not provided in input, are calculated in specific routines of the model. All UTOPIA simulations were initialized on 1 January 2007, e.g., about one year before the beginning of observations, in order to avoid any spin-up problem. In this analysis, the first year of UTOPIA simulations was not considered.
Vegetation parameters were initialized depending on vegetation code, which is a number identifying the main vegetation types in the world. The dataset used in the UTOPIA model is an extension [22] of the Land Cover/Vegetation type taken from Reference [20] , and the code numbers employed for the UTOPIA simulation were: 10 (irrigated crop) and 26 (vineyards).
Soil parameters were taken from an extension [22] of the [37] soil texture table, where they are classified by soil type code. The types of soil are determined from the percentage of sand, silt and clay through the [38, 39] soil textural database.
The Models: NOAH
GLDAS contains the main outputs of the simulations carried out using the NOAH LSM. NOAH is an acronym deriving from the initial letters of the four agencies who collaborate for developing the model: National Centers for Environmental Prediction (NCEP), Oregon State University (OSU), the Air Force, and the Hydrology Research Laboratory at the National Weather Service. The NOAH is a well-known second generation LSM, incorporated in the WRF (Weather Research and Forecasting) mesoscale atmospheric model, and was evolved from the Oregon State University (OSU) model created in 1980s [40] . It can simulate water and energy fluxes, soil and land surface temperature, snow depth and snow water equivalent. The standard model configuration commonly has four soil layers and one vegetation canopy layer and includes a detailed snow parameterization. For further details about NOAH configuration, please refer to Reference [41] . We underline here that we did not run NOAH, but we just extracted the 3-hourly simulation outputs from GLDAS.
Global Land Data Assimilation System (GLDAS)
The GLDAS (Global Land Data Assimilation System) database was created and developed by NASA to assemble satellite and ground-based observational data products, using advanced land surface modelling and data assimilation techniques, in order to generate optimal fields of land surface states and fluxes [42] . It is available from the NASA Goddard Earth Sciences Data and Information Services Center (GES DISC).
The GLDAS archive, which is always in evolution, drives currently different land surface models: NOAH, Mosaic, Catchment, the Community Land Model (CLM) and the Variable Infiltration Capacity (VIC). Two different datasets compose the archive: GLDAS-1 and GLDAS-2. The first one consists of data with temporal coverage from 1979 to present (spatial resolution of 1.0 • ) and from 2000 to present (spatial resolution of 0.25 • ). Recently, GLDAS-2 was restructured into two components: GLDAS-2.0, forced entirely with the Princeton meteorological forcing data and currently extending from 1948 through 2010, and GLDAS-2.1, forced with a combination of models and observations based forcing datasets and extending from 2000 to present [43] [44] [45] , with a monthly update. Regarding LSMs included in GLDAS, the GLDAS-2.0 simulations were initialized on 1 January 1948, using soil moisture and other state fields from the LSMs climatology for that day of the year, and were forced by the global meteorological forcing dataset from Princeton University [46] . The GLDAS-2.1 simulations were initialized using the conditions from the GLDAS-2.0 on 1 January 2000, and were forced with national oceanic and Atmospheric Administration (NOAA)/Global Data Assimilation System (GDAS) atmospheric analysis fields [47] , the disaggregated Global precipitation Climatology Project (GPCP) precipitations fields [48] , and the Air Force Weather Agency AGRicultural METeorological modelling system (AGRMET) radiation fields. Basic characteristics of the GLDAS-2 database are listed in Table 1 . GLDAS represents an important data source for global water cycle research, and its products were evaluated by many studies. A systematic evaluation of the monthly scale precipitation and temperature forcing inputs of GLDAS-2.0-2.1 over China was performed in Reference [49] : in this study, the authors demonstrated that air temperature and humidity from the GLDAS-1/NOAH model had a high accuracy, while downward solar radiation and wind speed data results were overestimated [50] . Another study related to the four LSMs included in GLDAS-1 showed different estimates of river discharge and distinct geographic patterns in the accuracy of each model, when compared with gauged discharge data [51] . In addition, the simulation of moisture of first soil layer (0-5 cm) resulted underestimated. Other authors [52] , instead, discovered that the four models included in GLDAS simulated well the soil moisture of the 20-40 cm layer over the Tibetan Plateau.
Methods
In this paper, we describe the five different simulations carried out with UTOPIA driven by observations in the vineyards and by data extracted by GLDAS-2.0 and GLDAS-2.1 (since the selected period was included in both datasets), in which the vegetation type was set respectively to vineyards and irrigated crops. The data were extracted from GLDAS in the three grid points nearest to the three selected vineyards, whose coordinates are reported in Table 2 . The second vegetation type (irrigated crops) was selected in order to compare UTOPIA outputs with NOAH simulations already included in GLDAS: in fact, the land use selected in NOAH simulations in the three grid points is irrigated crops. Regarding soil types, we performed the UTOPIA simulations driven by GLDAS data prescribing the soil types used by NOAH in the three grid points, while the soil types deduced by in-situ measurements performed in the three sites were used for the UTOPIA simulations driven by the observations. The list of simulations and their names used in the paper, as well as vegetation and soil types used, are reported in Table 3 . The results were compared with energy budget components (net radiation, turbulent fluxes of sensible and latent heat), soil temperature and water content measurements, carried out during the experimental campaign.
Two types of comparisons were performed. In a preliminary step, the aim was to compare if UTOPIA can give a satisfactory representation of such variables. In this case, the selected simulations were the EXP1a, EXP2a, and EXP3a, in which the vegetation type chosen for UTOPIA was vineyards. The aim of the experiments was twofold: from one hand, to verify the UTOPIA behavior over a complex terrain as a specific vineyard, and from the other hand to see how and how much the use of GLDAS input instead of observations was degrading the quality of outputs.
The other simulations (EXP1b, EXP2b, and EXP3b), in which the vegetation type selected was irrigated crops, were considered in order to see which kind of difference in output data was present using the land use extracted by GLDAS.
The second intercomparison was instead aimed to compare UTOPIA and NOAH between each other. In this case, the comparison was performed using "irrigated crop" as vegetation type, in order to have UTOPIA and NOAH initialized uniformly (thus EXP2b and EXP3b were compared with EXP4 and EXP5), to have an indication of the uncertainty in using different land use.
Results
As already pointed out, the evaluated time period involved three years (2008-2010) and three stations (CF, CO, and FB: see Table 2 ). The variables used for the intercomparisons are: net radiation (RNET, available at CF and CO), sensible heat flux (SHF, measured at all stations), latent heat flux (LHF, available at FB), soil temperature (TS, available at CO and FB), and soil volumetric water content (VWC, available at CO), both relative to the first soil layers, 10 cm deep. Statistical results of intercomparisons were shown in comprehensive tables containing all values, while figures depict only the most relevant results, by using violin plots, and are reported in the Supplementary material. In all cases, the original data are expressed as daily means. A preliminary analysis on three input data used in the UTOPIA simulations (solar global radiation, precipitation, and temperature) is reported in the first subsection, with the aim of underlining the differences in the forcing data and possibly interpret eventual differences in the output data.
Input Data Intercomparison
The input data used as forcing for UTOPIA simulations in experiments EXP1-3 come from the observations carried out in the three experimental vineyards mentioned above, and from the two databases, GLDAS2.0 and GLDAS2.1. While the observations refer to a specific environment and have been measured within the vineyards, with the sensors located above the vegetation, the data of GLDAS belong to a database of gridded data in which each grid point, at the latitudes of the three vineyards, refer to an area of about 225 km 2 , in which the conformation of the territory is smoothed and thus the site characteristics are different. In addition, the two GLDAS databases have been created using different "data" sources, with a massive use of model outputs to accomplish for the irregular distribution of available observations. Differences in the data are thus expected. An inspection on Tables S1-S18, in the Supplementary Data section, confirm the expectations and allows for quantifying these differences. Moreover, differences are similar in the three sites.
Regarding solar global radiation, for instance, we can see that GLDAS2.1 data are closer than GLDAS2.0 data to the observations, particularly concerning the range of the data distribution and the correlation. Differences of mean values between GLDAS2.1 and observations are about 5-15 W m −2 , and standard deviations are similar, while for GLDAS2.0 differences are 0-40 W m −2 , and standard deviations are much lower. Minima and maxima are often not well captured, thus, range is much lower for GLDAS2.0.
Regarding precipitation, the two GLDAS databases show similar distributions and tend to exceed the observations, in terms of mean values, maxima, standard deviations, and ranges, however, they are well correlated with observations. Finally, air temperature shows some differences generally larger for GLDAS2.0 than GLDAS2.1 for each statistical parameter: mean values of GLDAS2.1 are lower than observations (0.5-2.5 • C) while those of GLDAS2.0 are higher (0.2-1.2 • C), ranges and standard deviations are slightly (quite) smaller than those of observations for GLDAS2.1 (GLDAS2.0), with minima higher for GLDAS2.0, and correlation coefficients are closer to 1 for GLDAS2.1.
UTOPIA (University of TOrino land surface Process Interaction model in Atmosphere) Simulations Compared with Observations
The experiments considered in this subsection are EXP1a, EXP2a, and EXP3a, compared with the observations (OBS) in the vineyards, if any. In order to consider the effect of having a different vegetation type, also experiments EXP1b, EXP2b, and EXP3b were considered. The comparison was carried out only in the days in which observations were sufficient, in number, to evaluate a daily mean, the number of data, thus, changes for each variable and is indicated in the Tables.
Net Radiation (RNET)
In the CO station (Table 4 , Figures S1 and S24), EXP1 and EXP2 have quite similar results, with maxima slightly lower for EXP2, while EXP3 cuts both minima and maxima, resulting in a lower range. Experiments "b" have maxima slightly larger than those of experiments "a". This is not surprising, considering that net radiation is inversely proportional to albedo, since albedo of vineyards (0.23, experiment "a") exceeds the one of irrigated crops (0.18, "b"). EXP1b/2b have distributions closer to the observations, and the uncertainty of the mean value for EXP1a is about 20 W m −2 and rises to about 25 W m −2 for EXP3a. Both values are reasonable, especially considering that the typical measurement error of a radiometer (that measures the most important component of net radiation, e.g., the incident solar radiation) in standard commercial sensors is 20-30 W m −2 . 
Sensible Heat Flux (SHF)
Even if the number of days in which it is possible to evaluate a daily mean is limited (sonic anemometer was only installed during the vegetative season), analyzing the statistical values reported into Tables 5-7, and looking at Supplementary Figures S2-S4, S25 and S26, it is evident that the simulations tend to amplify the range with respect to observed values, showing some negative values, especially when GLDAS-2.0,2.1 is used and the vegetation is irrigated crop. In more detail, EXP1a shows mean and median values closer to observations (about 2-20 W m −2 of difference) than EXP2a (~9-23 W m −2 of difference) and EXP3a (difference:~22-28 W m −2 ) in all stations, due to the maxima being too low in EXP2a and in EXP3a, while EXP1b shows larger mean values (~28-50 W m −2 of difference). EXP2b values (difference:~2-10 W m −2 ) seem more similar to the observations than EXP3b ones (difference:~10-16 W m −2 ), but all "b" experiments show extremes too large (in absolute value), with quite negative values in EXP2b and EXP3b, thus producing ranges even four times bigger than the observations (as for EXP2b in FB). Thus, in the case of sensible heat flux (SHF), the use of vineyards as vegetation type appears fundamental in getting the best results, and the use of GLDAS-2.0,2.1 data as boundary conditions slightly deteriorates the quality of the outputs, even if the differences, on daily basis, remain approximately in the range 20-30 W m −2 , value that could also be considered as the typical uncertainty of measurements with sonic anemometers [53, 54] . Regarding latent heat flux (LHF), measurement was available only at FB ( Table 8 , Figures S5 and  S27) . Despite only about the 40% of data in the three vegetative seasons was measured, the number of available data allows a comparison. The observation range appears slightly larger than the one of SHF, without negative values as for SHF. EXP1a values have the peak of the distribution in the lower range (0-50 W m −2 ) and too large maxima (over 100 W m −2 ). EXP2a values are equally distributed in the range 0-150 W m −2 , with peaks at about 200 W m −2 . EXP3a values have a lower range with the peak of the distribution in the range 50-100 W m −2 . The output relative to experiments "b" show characteristics similar to those of the "a" ones, but with larger maxima. As a summary, the maxima are overestimated by UTOPIA in all simulations. Soil temperature (TS) in the upper soil layer (0-10 cm, Tables 9 and 10 and Supplementary Figures S6 and S7) were observed in CO and FB. Surprisingly, the worse result is the one of EXP1, which shows the largest difference in mean and median values, and the largest standard deviation due to the more extreme minima (underestimation by about 4 • C) and maxima (overestimation by about 5-7 • C), and consequent larger range. Simulations with GLDAS2.1 give similar outputs than EXP1, with lower maxima and similar minima, and a larger number of values in the lower half of the distribution. The initialization with GLDAS-2.0 seems to give the best results in both stations, with minima slightly lower than the observations. It is also noticeable that, for the TS variable, the differences between the two vegetation types are small. In the case of TS, the obtained differences exceed the instrumental precision (which can be assumed as 0.1 • C). However, as it can be seen in Supplementary Figure S28 , the simulations appear shifted with respect to observations, while fluctuations of daily values are captured, as testified by the high values of the correlation coefficient ( Supplementary Table S19 ).
Soil Moisture (VWC)
The soil volumetric water content (VWC) of the upper layer (0-10 cm), expressed in m 3 water m −3 soil , reveals a surprising behavior (Table 11 and Figure S8 ). The observation range is quite extended, from 0.10 to 0. 
Intercomparison between UTOPIA and NOAH Simulations Initialized with GLDAS
The experiments considered in this intercomparison are EXP2b, EXP3b for UTOPIA and EXP4, EXP5 for NOAH. In EXP2b and EXP4 the boundary conditions used are retrieved from GLDAS2.1 and in EXP3b and EXP5 from GLDAS2.0. Since vegetation type for NOAH was "irrigated crops", only UTOPIA simulations with the same vegetation type were considered, to avoid any problem of result interpretation. In any case, previous subsection already investigated the role of vegetation type in UTOPIA simulations. Finally, as in this section the intercomparison involve only model simulations and not observations, the dataset includes all days in the considered three-year period, and, as a result, the values are different from those in Tables 4-11.
Net Radiation (RNET)
The values of RNET estimated by NOAH (Tables 12-14 and Supplementary Figures S9-S11) show daily mean and median values larger than those evaluated by UTOPIA (by about 40-50 W m −2 ). In addition, maxima and minima are higher for NOAH (by about 30-50 W m −2 the former and 20-30 W m −2 the latter). In previous section EXP1,2,3a show that, compared with the observations, UTOPIA maxima are too low, while minima are consistent, with discrepancies of a similar magnitude, and comparable with the accuracy of solar radiation measurements. Here, UTOPIA and NOAH values differ by about 20-30 W m −2 , the former being lower than the latter, for both GLDAS2.0 and GLDAS2.1. Regarding value distribution, the most frequent for NOAH are in the class 150-200 W m −2 , while for UTOPIA they are around 0 W m −2 . As a conclusion, it seems that both models (UTOPIA and NOAH) can give a sufficiently good representation of the net radiation (NOAH overestimating the minima, and UTOPIA underestimating the maxima). We also notice that the initializations with GLDAS-2.0 (EXP3b and EXP5) show the smallest ranges for both models, because minima are higher and maxima smaller, and in EXP5 minima are never negative in all sites, while observed minima in vineyards at CO (Table 13 ) are negative and correctly captured by UTOPIA (EXP1,2,3a). Thus, it seems that GLDAS-2.1 gives more correct boundary conditions for RNET to LSMs. (Tables 15-17 and Supplementary Figures S12-S14 ) differ by 0-25 W m −2 between NOAH and UTOPIA, NOAH values being larger (except for the CO station): these differences are compatible with SHF measurement errors using fast response instruments [53, 54] . However, individual values (daily means) differ more, as it may be seen looking at ranges and extremes. UTOPIA ranges are larger than those of NOAH. One reason is that, compared to NOAH, minima of UTOPIA are lower (10-80 W m −2 ), while maxima are higher (20-90 W m −2 ). Also considering the results of EXP1,2,3a (Tables 5-7) , perhaps both models capture the mean value of daily means and can be considered able to get the climatology of the sites, but individual NOAH daily values may be considered more accurate. Regarding the two versions of GLDAS, results are puzzling: often, but not always, GLDAS-2.1-based mean values exceed those based on GLDAS-2.0, while ranges of GLDAS-2.1 simulations are larger than those of GLDAS-2.0 ones. Ranges of GLDAS2.1 are larger than those of GLDAS2.0 in almost every site, and maxima of EXP5 (NOAH) appear truncated above 50-70 W m −2 ( Supplementary Figures S12-S14 ). For this reason, it is not clear to conclude which version would provide more reasonable values.
Latent Heat Flux (LHF)
LHF, in terms of differences among mean and median values, shows similar results between the two models and the two versions of GLDAS, with mean differences of about 0-15 W m −2 (Tables 18-20 and Supplementary Figures S15-S17) with respect to SHF. The larger range of UTOPIA simulations (about 60-130 W m −2 ) and the more extreme values of extremes (for UTOPIA, minima are about −2-20 W m −2 lower, and maxima about 40-120 W m −2 higher) indicate a situation similar to that for SHF, but with larger values and weaker deviations. In particular, the LHF maxima reached by UTOPIA sometimes exceed net radiation (in EXP2b and sometimes EXP3b), causing SHF to be negative in those occasions. This is not occurring for NOAH. Also, regarding the two versions of GLDAS, conclusions are similar to those for the SHF variable (often, but not always, GLDAS-2.1-based mean values exceed those based on GLDAS-2.0, while ranges of GLDAS-2.1 simulations are larger than those of GLDAS-2.0 ones). Thus, also for LHF, we can conclude that perhaps both models capture the mean value of daily means and can be considered able to get the climatology of the sites, but individual NOAH daily values may be considered more accurate. ST shows (Tables 21-23 and Supplementary Figures S18-S20 ) differences in the range of 1-4 • C for mean and median values and 1-5 • C for extremes, with UTOPIA generally warmer than NOAH, and also 1-3 • C for the range, with UTOPIA showing the largest. A difference exists between the two different boundary conditions: while the two models almost conserve their departure from each other, the GLDAS-2.1 initialization produces the coldest minima for NOAH, and these are the coldest values, while the GLDAS-2.0 produces minima compatible between the two models. Maxima and ranges are lower in EXP2b and EXP5, e.g., those initialized with GLDAS-2.0, while mean and median values are slightly larger. Considering also what we said in analyzing Tables 9 and 10, we can conclude that GLDAS initialization seems not influencing too much soil temperature, as well as the vegetation type, and that UTOPIA values, whose minima are lower than those of NOAH, seem more compatible with the data. A possible reason for this behavior may consist in the special scheme used by UTOPIA to represent the phenomenon of freezing water in the soil with negative temperatures [22] . VWC (soil moisture) shows (Tables 24-26 and Supplementary Figures S21-S23 ) the largest variations among models and boundary conditions, FB being the site in which mean and median values almost equal between each other. NOAH extremes in EXP4 exceed those of UTOPIA in EXP2b, with lower minima and higher maxima. UTOPIA distribution of values is similar among EXP2b and EXP3b, while for NOAH difference in distribution between EXP4 and EXP5 are quite large in CF (mean values in EXP5 much larger than in EXP4) and CO (mean values in EXP5 much smaller than in EXP4), and more reasonable in FU (EXP4 ranges being anyway larger than those of EXP5). However, also in this site, the NOAH range was much larger than UTOPIA one. Remembering that, in EXP1,2,3a (Table 11) , UTOPIA was able to reproduce VWC maxima but overestimated the minima, in EXP4,5 we can notice that the NOAH minima, being lower than those of UTOPIA, may be more realistic, but the NOAH maxima, being larger than those of UTOPIA, may be more unrealistic. Regarding the version of GLDAS, GLDAS2.1 seems able to allow the calculation of more realistic values, if compared with GLDAS2.0. 
Discussion
UTOPIA Simulations Compared with the Observations
The comparison between simulated and observed data shows several different results. Each of the analyzed variables performs better in one of the experiments, which is not the same of other variables.
We expected that the use of measurements carried out "in situ", and more precisely within the vineyards (EXP1), could produce model outputs closer to the observations than the use of data coming from the GLDAS database, in which each grid point represents an average area of about 225 km 2 , with smoother topography and microclimate. In effects, even if a general conclusion appears not easy to be derived, generally the simulations belonging to EXP1 give overall the best result, and the differences can be regarded as the typical expected errors when a model instead of observations is used.
When GLDAS is used for the boundary conditions, the differences with respect to the observations generally increase, still remaining in the range of instrumental errors for most variables. An inspection on the input values given to the LSMs UTOPIA and NOAH (see Tables S1-S18) reveals that the differences between the two databases appear not small and not negligible, and that generally the data of GLDAS2.1 appear closer to the measurements than those of GLDAS2.0. Thus, it is not surprising that, between GLDAS-2.1 and GLDAS-2.0, the former gives generally better performances with respect to the latter.
The most critical variables to be simulated are the maxima of soil temperatures and the minima of soil moistures. Regarding the latter, a possible explanation is the tendency, in the GLDAS databases, to overestimate the amount of precipitation, while for the soil temperature we think that a possible reason is the combined effect of higher air temperature and solar radiation.
Regarding the simulations of energy fluxes, UTOPIA well reproduces SHF, LHF and RNET when the used boundary conditions are the vineyard observations and the selected vegetation type is "vineyard" for SHF at CF and CO stations, and LHF at FB station, and with "irrigated crop" for RNET at the CO station.
At the FB station, the simulations performed using the vineyard dataset as boundary conditions also overestimate the observed values for SHF and TS. We are unable, at this stage, to understand why this departures are present, however, we think that these values could be considered as a sort of maximum error when a model such as UTOPIA is used. The fact that UTOPIA and NOAH outputs in this site are also quite similar may lead us to think that perhaps the quality of the data used for the reconstruction of the Fubine dataset may be a concomitant cause.
Note that vegetation parameters are: albedo for short-and long-wave radiation, height of the vegetation and its root length, the Noilhan coefficient, the inverse square root of leaf dimension, the seasonal variation and the maximum value of vegetation cover, the maximum value of LAI and its yearly excursion, and some coefficients used in photosynthesis evaluation. According to our previous experience in using UTOPIA, the most important parameters that affect net radiation and turbulent heat fluxes are the albedo for the net radiation, and the LAI and the vegetation cover for the fluxes.
Comparison of simulated and measured energy balance fluxes has been also done in [55] in three experimental sites, hourly values of fluxes have been compared obtaining good model performances, but the results also showed that the effects of topography on energy balance were significant even on moderate slopes, and this aspect could also be true for our experimental sites. In particular, this may be true considering the simulations performed with forcing given by observations versus GLDAS.
Latent heat fluxes have also been analyzed in [2] over forest sites, showing that LHF exhibited distinct seasonal changes and that the modeled values resulted to be overestimated before the initiation of the growing season. Also, UTOPIA LHF values exhibit an overestimation of maxima for all the different boundary conditions. Regarding the mean values, they are overestimated, except for the experiment EXP1b.
The results of simulations of temperature of upper soil layer differ from those of the other variables. The experiments EXP1a/b (boundary conditions: vineyard observations) give, in particular, minima and maxima quite different from observations: minima were slightly underestimated, and maxima were widely overestimated. Since the range of simulations driven by GLDAS2.0 is usually lower for all variables, if compared with those driven by GLDAS2.1, this variable is the only case in which the outputs of UTOPIA driven by GLDAS2.0 are closer to observations than those of GLDAS2.1.
Measurements of soil water content were performed only in CO site, and minimum observed value was rather low (0.09 m 3 water m −3 soil ), whereas maxima were similar to those simulated. Simulations of all experiments overestimated mean values and minima.
For deep soil layers, UTOPIA minima were fixed, in all simulations, at the values of the wilting point for the considered soil (respectively 0.155 m 3 water m −3 soil for loam soil, 0.250 m 3 m −3 soil for clay loam soil, 0.1794 for silty loam soil and 0.2181 for silty clay loam soil). When soil moisture is lower than the wilting point in the root layer, transpiration is not effective, and gravitational drainage is negligible, as it depends from soil moisture with a power law [37] . The only process able to extract moisture from this soil layer is thus the evaporation from the surface, that depends on the moisture itself (the resistance increases with low moistures). Thus, it is quite difficult to extract water from a soil in which the VWC is below the wilting point, and for this reason the soil moisture may remain constant. This is what happens in UTOPIA simulations, while in the case of NOAH model, there are some additional mechanisms allowing to extract water from a soil below the wilting point threshold. The observations carried out at CO site show some values which are quite small, well below the wilting point threshold for that particular soil type, this behavior seems in contrast with the physical process of water removal from soil by transpiration. We can hypothesize that the concept of fixed wilting point for a given soil type may be wrong since some plants (present between the vineyards) may have a lower wilting point with respect to vineyards, and this effect could eventually explain the VWC lowering in such a dry environment.
Intercomparison between UTOPIA and NOAH Simulations Initialized with GLDAS
The intercomparison between the two land surface models UTOPIA and NOAH has been performed in the experiments EXP2b and EXP3b for UTOPIA, and EXP4 and EXP5 for NOAH. The only vegetation type considered here was 'irrigated crop', and the analyzed period time was three years because the comparison involved only simulated data and not field observations. Note that UTOPIA and NOAH have been driven by the same dataset in each experiment, thus eventual differences can be attributed to the respective model parameterizations.
In all experiments, the RNET mean values simulated by UTOPIA were lower than those of NOAH. All initial and boundary conditions being equal for the models, the difference can be attributed to the soil surface temperature, larger for UTOPIA, which means a larger infrared upward flux and then a lower net radiation.
The comparison of SHF and LHF mean values did not show a definite conclusion, because values vary with experiment and location not uniformly. The heat fluxes from NOAH model have been analyzed and compared with products of different land-surface models, reanalysis and satellite-based products [41] . Noah model latent heat flux correlates well with CLM and Mosaic model fluxes regarding the monthly means. Regarding the annual means of LHF, SHF and RNET, the NOAH model had values similar to the CLM model.
The analysis of soil temperatures shows that mean values simulated by the UTOPIA model were larger than those of the NOAH model in all experiments, and minima and maxima were also larger. The reason can be, being that the boundary conditions were the same for both models, a different parameterization of the processes involved in the calculation of different soil layers temperatures, or an imprecision in the determination of the energy budget, which influences the soil heat flux and hence the soil temperature. At this purpose, we can remember that the UTOPIA model consider nine soil layers, whereas the NOAH model only considers four, and that UTOPIA parameterizes the soil freezing.
Also, the results of volumetric water content simulations did not show a clear behavior: mean values were very different, depending on site and experiment, except for the FB station, where mean values were coincident (but ranges were very different). The largest differences between the two models were in the extremes: minima were lower for NOAH and maxima were higher for UTOPIA, while mean values did not show a unique behavior. These differences could have some impacts in the evaluation of photosynthetic processes, vegetation resistance, hydrological budget, and carbon assimilation. Unfortunately, this study is unable to give a definite answer about which model gives the best performance about this variable, nor justify why this behavior is present, perhaps further observations are required. We can just remember here that GLDAS databases overestimate the precipitation in all sites, and that VWC minima of UTOPIA over vineyards were overestimated (but not the corresponding maxima), perhaps due to the presence of some grasses within the vineyards, not considered by the model.
Conclusions
This paper described a study performed by analyzing the simulations of some variables referred to the surface boundary layer in a vineyard environment, using suitable models able to process the micro-meteorological conditions and exchanges processes at the atmosphere/biosphere interface. Two models were used: The Land Surface Model UTOPIA (University of Torino model for land Process Interaction with Atmosphere), and the NOAH model. We performed the simulations with UTOPIA, while for NOAH we retrieved its data from the GLDAS2.1 and GLDAS2.0 databases. The selected areas were located in the Piemonte (Piedmont) region, NW Italy, which is characterized by the presence of many vineyards. In particular, the forcing data used in the input for UTOPIA came from an experimental campaign carried out during the 2008, 2009, and 2010 vegetative seasons in three Piedmontese vineyards. Additional simulations were performed using the meteorological data gathered from the freely available global database, GLDAS (version 2.0 and 2.1): the same data were used by the GLDAS team to perform the NOAH simulations. The results of simulations allow us to evaluate the daily values of the following variables: turbulent heat fluxes (sensible and latent), temperature and humidity of the soil. The UTOPIA output driven by observations within the vineyard were compared with the measurements carried out in the experimental campaign. The results showed that energy budget components on a daily basis generally agree with observations, with average overor under-estimations comparable with the errors in the evaluations of such variables. Regarding soil variables, UTOPIA exaggerates the annual variations of temperature and predicts too-large soil moisture. Subsequently, the UTOPIA simulations driven by GLDAS were compared with the one driven by observations. The results of this comparison showed that, when GLDAS2.1 input were used, the quality of UTOPIA outputs was slightly worsened, with the deviations still remaining within the range of the experimental measurement errors. On the contrary, when GLDAS2.0 input were used, the outputs presented larger deviations with respect to outputs from UTOPIA driven by observations, almost for every variable, with the deviations often being beyond the measurement errors.
Finally, the UTOPIA simulations driven by GLDAS were compared with the outputs of the NOAH model: in this case, UTOPIA soil and vegetation was initialized as for the NOAH simulations, in order to have the same initial configuration for both models. The results of this comparison showed that the two models can be considered more or less equivalent, with average differences among them comprised within the range of the measurement errors. However, for soil variables, the largest differences between the models appear in the extremes. Since NOAH minima of VWC (maxima of TS) appear to be too low (high) considering the physical processes acting on temperatures and moistures, such as the limitation to evapotranspiration due to dry soil, and the limitation of soil cooling due to the water freezing, perhaps we may conclude that UTOPIA values for soil variables appear slightly more realistic.
Supplementary Materials:
The following are available online at http://www.mdpi.com/2076-3417/9/18/3880/s1, Sections S1-S4: statistics of the input data used for the UTOPIA simulations, statistics of the simulations expressed in form of violin plots, time series of a term of simulated and observed soil temperatures, and correlation coefficients between observed and simulated data in experiments EXP1-3. 
Appendix A
Method Used for the Interpolation of Data Observed in Vineyards
Measurements in the three experimental sites CF (Castiglione Falletto), CO (Cocconato), and FB (Fubine) were mainly carried out during the three vegetative seasons from 2008 to 2010, even if most instruments remained active throughout that time. To run simulations with the UTOPIA, to eliminate the spin-up problem, we decided to start all simulations one year earlier, disregarding the first year, thus the complete data period needed was of four years, e.g., 2007-2010. In order to have in this 4-year period the complete dataset of variables needed by UTOPIA (temperature, humidity, pressure, precipitation, horizontal wind speed components, and solar radiation), some interpolation procedures were performed, using the data of the available neighbor meteorological stations coming from the regional meteorological and agrometeorological networks. For some data, such as pressure and precipitation (and, for CF, also humidity), measurements within vineyards were unavailable, thus the reconstruction was performed on the basis of the data of neighboring stations, using as weight the inverse square distance among the station and the vineyard. For humidity, data were converted in dew-point temperatures before interpolation, and then reconverted into relative humidity after. For precipitation, the data were converted in rates. For all other variables, the regression between daily mean data recorded at the experimental sites and those measured in all neighbor stations was firstly performed. Subsequently, an interpolation was performed on half hourly data, using as weights the fourth power of the correlation coefficients evaluated for daily mean values. For air temperature, it was investigated if, using separate regressions for minimum and maximum temperatures (and then weighting the instantaneous value with the difference between minimum and maximum temperatures), the quality of interpolated data was improving. Since the result was not positive, the method was not used. The comparison between the data reconstructed with this method and those measured in the experimental sites [30] [31] [32] (Table A1 ) revealed a good agreement for all variables. The errors were larger considering daily extreme values (minima and maxima), their average remaining under the uncertainty of the instrument. Despite the fact that some variables (such as pressure and precipitation) were entirely reconstructed using neighbor stations, we think that the dataset created with this method can be considered as the closest possible group of complete data, close to the observations, to drive UTOPIA. In the paper, these data will be hereafter referred to as "observations".
