Abstract-Deep convolutional neural network (DCNN) has achieved remarkable performance on object detection and speech recognition in recent years. However, the excellent performance of a DCNN incurs high computational complexity and large memory requirement. In this paper, an equal distance nonuniform quantization (ENQ) scheme and a K-means clustering nonuniform quantization (KNQ) scheme are proposed to reduce the required memory storage when low complexity hardware or software implementations are considered. For the VGG-16 and the AlexNet, the proposed nonuniform quantization schemes reduce the number of required memory storage by approximately 50% while achieving almost the same or even better classification accuracy compared to the state-of-the-art quantization method. Compared to the ENQ scheme, the proposed KNQ scheme provides a better tradeoff when higher accuracy is required.
I. INTRODUCTION
Convolutional neural network (CNN) has been widely used in recent years due to its remarkable performance in object detection and speech recognition. It was shown in [1]- [3] that deep convolutional neural network (DCNN) achieves remarkable accuracy in image classification. Recently, lots of research efforts [4] , [5] have been devoted to improve the performance of DCNNs and reduce the gradient vanishing [6] , [7] in the training process. Due to the fantastic performance of CNN, many computer vision applications also employ CNN to improve their performance. For example, CNN has achieved great performance in image annotation [8] , visual QA system [9] , 3D interpreter [10] and many other areas. Moreover, CNN was applied in speech recognition in [11] and was shown to achieve higher accuracy compared to previous methods.
DCNN performs well at the cost of dramatically increased computational complexity. Hence, efficient hardware implementation of these networks for real time processing is very challenging. The deep structure of DCNNs not only increases the computational complexity, but also incurs significant storage requirement. The weights and activations dominate the overall storage. Activations are the pixels of feature maps in a CNN. For the VGG-I6 [2] net, the memory required to store all weights and activations is around 2Gb and 200Mb, respectively, when each weight and activation are half-precision floating-point numbers. In [12] , the number of trained parameters of DCNNs has been reduced to less than 5% of their original size.
One important approach to reduce the storage requirement is to replace the full or half-precision floating-point number with fixed-point number for the computations of DCNNs. Researchers have proposed various fixed-point quantization schemes for the activations of DCNNs. A cross layer nonuniform quantization (CLNQ) scheme was proposed in [13] to minimize the number of bits required to store all activations. In [14] , a nonuniform quantization scheme and the approximate computing technique were combined together to reduce the power consumption of a CNN. However, the number of required memory bits to store all activations is still very large even with these fixed-point quantization schemes.
In this paper, we focus on the efficient quantization of activations in a DCNN. The main contributions of this work are as follows.
• Two intra-layer nonuniform quantization (ILNQ) schemes, equal distance intra-layer nonuniform quantization (ENQ) scheme and K-means clustering based intra-layer nonuniform quantization (KNQ), are proposed for the quantization of activations in DCNNs.
Compared to the state-of-the-art quantization scheme in [13] , the proposed ILNQ schemes reduce the number of required memory bits to store all activations while maintaining almost the same accuracy.
• Compared to the ENQ scheme, the KNQ scheme improves the accuracy and slightly reduces the number of required memory bits at the cost of small hardware overhead when hardware implementations are considered.
The KNQ scheme provides a tradeoff between hardware complexity and accuracy.
• Both the ENQ and KNQ schemes are applied to the quantization of VGG-I6 and AlexNet [1] with the ILSVRC-2012 [15] data set. Compared to the quantization scheme in [13] , it is demonstrated that both of the ENQ and KNQ schemes reduce the number of required memory bits to store all activations by approximately 50% while achieving almost the same or even better accuracy. Compared to the floating-point implementation, the accuracy loss is less than 2% for both of the ENQ and KNQ schemes.
The rest of the paper is organized as follows. Related works are discussed in Section II. The proposed intra-layer nonuniform quantization schemes are presented in Section m. the corresponding fixed-point value associated with Pi. The quantization of an activation a is the following mapping:
where k E {O,l,oo. ,N -I}. The storage of an quantized activation requires K = pog2 Nl bits. Let K' denote the number of bits used to store a Vi for i = 0,1,' .. , N -1. It
As shown in Fig. 1 , it can be concluded that most activations within a layer are relatively small. It is reasonable to assign more QPs to represent the smaller activations without incurring obvious degradation of accuracy. In more detail, the proposed two ILNQ schemes are described as follows.
• For uniform quantization, Le., each activation in a DCNN is quantized with q bits (2 q QPs in total). Note that all activations are non-negative since we are storing activations after the ReLU step. Let F denote the number of fractional bits in the q-bit uniform quantization. For the uniform quantization mentioned below in this paper, 
II. RELATED WORK
The quantization of DCNNs has been widely discussed in the open literatures. These works can be categorized into weight compression and activation quantization. Many previous works focus on weight compression of convolutional and fully-connect layers. A partial pruning algorithm was proposed in [16] to reduce the memory required by all weights. A compression method, which consists of pruning, quantization and Huffman coding, was proposed in [12] to compress the weights of a DCNN. The coding technology [17] was also employed to perform the quantization of DCNN as well. In [18] , it was showed that the weight of fully-connected layers can be compressed by truncated singular value decomposition. A hash trick was proposed in [19] to compress the DCNN. Moreover, binary weights were employed in [20] , [21] to reduce both computational complexity and storage requirement at the cost of certain accuracy loss. On the other hand, the quantization of activations has rarely been discussed. In [13] , the signalto-quantization noise ratio (SQNR) metric was employed to compute the number of quantization bits for each activation. The quantization of activations in the fully-connect layer was discussed in [22] .
III. PROPOSED INTRA-LAYER NONUNIFORM QUANTIZATION OF DCNNs
The proposed ILNQ of DCNN is based on the empirical distributions of activations of each convolutional layer. The distribution of activation data for each layer of a CNN on the CIFAR-IO benchmark was shown in [13] . According to their experiments, the distribution of both activations and weights in most layers are roughly Gaussian distribution. To find out whether the distribution of activations in a deeper CNN is Gaussian-like distribution as well, we check the data of some deeper networks such as VGG-16 and AlexNet on the data set of ILSVRC-2012. Take the VGG-16 as an example, the distribution of activations with each layer is shown in Fig. 1 , where the horizontal and vertical coordinates denote the magnitude and the corresponding probability, respectively. Note that the activations after ReLU are quantized in this paper. Since the ReLU function has non-negative output, all activations discussed in this paper are non-negative. As shown in Fig. 1, for VGG-16 , the distribution of activations in each convolutional layer is kind of similar to Gaussian distributions. Most of the activations are zero for each convolutional layer shown in Fig. 1 . Similar observations are obtained for the AlexNet based on the same data set.
A. Proposed ENQ and KNQ Schemes
The quantization process can be viewed as a mapping of activations to a set of quantization points (QPs), where each QP corresponds to a fixed-point value that will be used in the future computations. Let {Po, p l ,'" ,P N -l } denote a set of QPs with N elements. For i = 0, 1, ... ,N -1, let Vi denote (2) (b) in the next layer, it should be converted to a qm -bit activation first based on the relationship between QPs and fixed-point values. In this paper, exhaustive search is employed to find the minimal E i for each layer i such that the resulting accuracy is close to A'.
• Considering that the distribution of activations within a convolutional layer is Gaussian-like, the proposed ENQ scheme does not take full advantage of the distribution. The proposed KNQ scheme employs K-means clustering method to assign each QP with a fixed-point value. Let 8 denote the set of all activations within convolutional layer i. Suppose T i bits are used to quantize all these activations. Let 
can be implemented with a multiplexor which selects out the corresponding centroid values for the input QP. For the cross-layer nonuniform quantization, the exhaustive search is employed. Since there are 13 convolutional layers in the VGG-16, the combination of quantization bits, which achieves the best tradeoff between accuracy and the size of all activations, is (8, 8, 10, 11, 11, 11, 11, 11, 11, 10, 10, 9, 8) . The quantization results on the AlexNet is similar to that in [13] .
IV. NUMERICAL RESULTS AND COMPARISONS
In this paper, based on the ILSVRC-2012 data set, the proposed ILNQ schemes are applied on the VGG-16 and AlexNet. The VGG-16 achieves remarkable performance on image classification and its deep structure can be modified to adapt to various applications. Moreover, the size of activations in the VGG-16 is very huge. Hence, VGG-16 is a typical representation of DCNNs. For all the implementations in this paper, all the weights and bias take a 14-bit uniform quantization.
A. Uniform Quantization and Cross-Layer Nonuniform Quantization
We first perform the uniform quantization of VGG-16 according to the distribution shown in Fig. 1 . As shown in Table I , the accuracy of the full precision is 88.5%. We use the same bit-width for all layers without fine-tuning. According to our observations, some activations are even larger than 15000. However, 12 bits are enough for the uniform quantization of all activations. 
X is quantized to 2T, -1. For k = 0,1"" ,2T, -1, quantization point P;,k corresponds to d k . Similar to the ENQ method, a quantized activation will be mapped to the corresponding fixed-point value first when it is needed in the future computation. For the KNQ scheme, in order to reduce the accuracy loss, the set 8 is pre-processed in this paper. All activations larger than a threshold value M is saturated to M. In this paper, M = (2 Q ", -1) 2-F, since the uniform quantization demonstrates that considering larger qm is not necessary.
B. Proposed Data Conversion Units
In terms of hardware implementation, compared to the uniform quantization scheme and the quantization scheme in [13] , the proposed ENQ and KNQ schemes need extra circuits to convert between QPs and corresponding fixed-point values. In this paper, the efficient data conversion hardware architectures for the ENQ and KNQ schemes are proposed in Figs. 2 and 3 , respectively. Let WI and W2 denote a fixed-point value and the corresponding quantization point. For the ENQ scheme, the quantization unit of ENQ (QE) is in Fig. 2(a) , where C is the number of different quantization bits and Lidx is the index of the convolutional layer. The DECI unit takes Lidx as input to generate selection signal for the multiplexor. The right shift (RS) unit shift the input to right by a bits. The conversion unit for ENQ (CE) is shown in Fig. 2(b) , where the left shift (LS) unit shifts the input to left by a bits.
Let M denote the number of centroid values generated by the K-means clustering method. The QC of KNQ (QK) is shown in Fig. 3(a) , where cmp is a comparator. DEC 2 is a priority encoder unit which generates the quantized value. As shown in Fig. 3(b) , the conversion unit for KNQ (CK) For the VGG-16, the numbers of quantization bits generated by the ENQ scheme are shown in Tables II and III, where several combinations of E/s and the corresponding accuracy are shown. Index 6 is the combination which achieves the best tradeoff between accuracy and the number of required memory bits.
The results generated by the KNQ scheme on VGG-16 and AlexNet are shown in Tables IV and VI. As shown  in Table IV , E i = 5 for each convolutional layer i in the VGG-16. The corresponding computed 32 centroid fixed-point numbers for each convolutional layer are shown in Table IV. For the AlexNet, E i = 3 for each convolutional layer i. The centroid fixed-point numbers are not shown here for simplicity. Besides, for both VGG-16 and AlexNet, the pre-processing can improve the accuracy as shown in Table VI .
In this paper, the proposed quantization unit and data conversion unit for VGG-16 are implemented based a TSMC 90nm CMOS technology.
C. Comparisons and Discussions
In Table VII , we compare the proposed ENQ and KNQ schemes with the cross-layer nonuniform quantization scheme [13] in terms of accuracy and the number of required Table VII , NB denotes the number of bits required to store all activations and NNB denotes the normalized NB. As shown in Table VII , compared to that in [13] , both of our quantization schemes reduce the number of required memory bits by around 50% for both considered DCNNs. On the other hand, for the VGG-16, the ENQ and KNQ schemes increase the accuracy by 0.03% and 0.36% compared to the scheme in [13] , respectively. For the AlexNet, the accuracy of ENQ and KNQ schemes is slightly worse than that of the scheme in [13] . As shown in Fig. 1 , most of activations are 0 after ReLU computing. With various data compression techniques, the number of required memory bits can be reduced in further. Besides, it is believed that the fine-tuning can help improve the accuracy.
V. CONCLUSION
In this paper, we have applied several methods on the quantization of DCNN including the VGG-16 and AlexNet. It has been demonstrated that only 5 and 3 bits are needed for quantizing activations of the VGG-16 and AlexNet, respectively. Compared to the state-of-the-art quantization schemes, the proposed ENQ and KNQ schemes achieve significant reductions on the required memory storage for activations. The memory saving feature of the proposed schemes will facilitate the embedded hardware implementations of DCNNs.
