Abstract. The singular values of the logarithmic potential transform on the generalized Bergmann space is calculated explicitly, too behavior in infinity.
Introduction
Let D be the complex unit disk endowed with its Lebesgue measure µ and let ∂D be its boundary. Denote by L 2 (D, dµ) the space of complex-valued measurable functions which are dµ square integrable on D. The logarithmic potential transform :
This operator is very important as the transformed Cauchy and it often appears in Analysis [6] . The dimensional analysis [3, 6] and scaling arguments [5] form an integral part in theoretical physics to solve some important problems without doing much calculation. The logarithmic potential in physics forms an interesting one as it provides some unusual prediction about the system. Moreover, this potential can be used suitably to illustrate some of the important features of field theory such as dimensional regularization and renormalization. In most of our text books, this potential is not discussed at detail; although the calculations are quite simple to demonstrate some of its unique features. We have obtained the bound state energy of this logarithmic potential through uncertainty principle, phase space quantization and Hellmann-Feynman theorem.
In [2] the authors have been dealing with the restriction of L to the space L 
of the second order differential operator
known as the σ-weight Maass Laplacian and its discrete eingenvalues are given by
with their corresponding eigenspaces
are here called generalized Bergman spaces since... After noticing that, we here deal with analogous questions as in [2] in the context of the weighted Cauchy transform (1.2) and for its restriction to the space A For k = m, can be expressed as
where
and
For k = m can be expressed as
Secondly, we show that these singular values behave like
where C is a constant. The paper is organized as follows. In section 2, we review the definition of the weighted logarithmic potential transform as well as some of its needed properties. Section 3 deals with some basic facts on the spectral theory of Maass Laplacians on the Poincaré disk. In Section 4, a precise description of the generalized Bergmann spaces is reviewed. Section 5 is devoted to the computation of the singular values of the weighted logarithmic potential transform The asymptotic behavior of theses singular values is established in Section 6. 
2.2. The case of ν ≥ 1. We fix a real parameter ν such that 2ν > 1 and we consider the following weighted Logarithmic Potential transform
As a convolution of L 2,ν -functions with the compactly supported 
D is a complete Riemannian manifold with all sectional curvature equal −1. It has an ideal boundary ∂D identified with the circle {ω ∈ C, ωω = 1} . One refers to points ω ∈ ∂D as points at infinity. The geodesic distance between two points z and w is given by
By [10] the Schrödinger operator on D with constant magnetic field of strength proportional to ν > 0 can be written as :
which is also called Maass Laplacian on the disk. A slight modification of L ν is given by the operator
For our purpose, we shall consider the unitary equivalent realization H ν of the operator H ν in the Hilbert space
which is defined by (2.7) .Then, we have
in terms of Jacobi polynomials constitute an orthonormal basis of
Proof. Write the connection between the 2 F 1 -sum and the Jacobi polynomial
Here, m ∧ k := min (m, k) and m ∨ k := max (m, k). Thus, the set of functions 
by making appeal to the identity [12, p. 63] 
Computation of the singular values λ k
Elements of this basis are given in terms of Jacobi polynomials as , we have
Proof. By [2] , it remain to prove that this lemma for k < m. We have
is a periodic mapping with the period equal 2π, then
For all λ ∈ ∂D. L ν commutes with the rotations R λ , where
Proof. We observe that 
Where
Calculus of I 1 .
We use the formula
We have
By [11] , we have
implies that
Calculus of I 2 .
Use the previous formula in [11] and the integration by part gives
Use the following formula which has place in [13] = 0, then
By the change 1 − t = s, we get
In [11] page 44,
, and α = 2ν − m + 1 we have
and by the change t = −s
. We get
We set
Calculus of I 3 .
By the formula
we have
Calculus of I 4 .
As the previous
and put s = m − k and α = 2(ν − m) − 1, we have
it's the same formula for k > m, which prove the same formula of
Remark 1. By the previous formula in [13] , we have
A n Γ(4ν − 2m − 1)Γ(2n + 2) Γ(2n + 4ν − 2m + 1) and
, and I 4 = I 4 (ρ) we have
Calculus of
Use the fact that where C is a constant
