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Résumé
La reconnaissance de visages 3D basée sur les courbes
faciales 3D de différentes natures (courbes de niveaux,
courbes iso-géodésiques, courbes radiales, profils, polari-
sation géodésique, etc), est une problématique de recon-
naissance des formes largement abordée dans la littéra-
ture. Cette représentation par des courbes permet notam-
ment d’analyser localement la forme de la surface faciale
contrairement aux approches basées sur les surfaces en-
tières. Elle a l’avantage de faire face aux variations de
la pose (le visage test peut correspondre seulement à une
partie du visage enrôlé) ou dans le cas des données man-
quantes (visage altéré par les occultations). Deux ques-
tions qui n’ont pas été abordés dans la littérature sont : Est
ce que l’utilisation de toutes les courbes du visage abou-
tissent aux meilleures performances ? Y a-t-il des courbes
faciales plus pertinentes que d’autres ? Nous essayons de
répondre à ces questions dans cet article. Premièrement,
nous représentons les surfaces faciales comme des collec-
tions de courbes de niveaux et radiales. Ensuite, en uti-
lisant la géométrie Riemannienne nous analysons leurs
formes. Enfin nous utilisons l’algorithme AdaBoost pour
sélectionner les courbes (caractéristiques géométriques)
les plus discriminantes. Les expérimentations, réalisées sur
la base FRGCv2 avec le protocole standard, donne un taux
de reconnaissance de 98.02% qui est un résultat compétitif
vis-à-vis de l’état de l’art.
Mots Clef
Géométrie Riemannienne, Chemin géodésique, Courbes
faciales, AdaBoost.
Abstract
The 3D face recognition literature has many papers that
represent facial shapes as collections of curves of dif-
ferent kinds (level-curves, iso-level curves, radial curves,
profiles, geodesic polarization, iso-depth lines, iso-stripes,
etc.). In contrast with the holistic approaches, the ap-
proaches that match faces based on whole surfaces, the
curve-based parametrization allows local analysis of fa-
cial shapes. This, in turn, facilitates handling of pose va-
riations (probe image may correspond to a part of the face)
or missing data (probe image is altered by occlusions). An
important question is : Does the use of full set of curves
leads to better performances ? Among all facial curves, are
there ones that are more relevant than others for the recog-
nition task ? We explicitly address these questions in this
paper. We represent facial surfaces by collections of radial
curves and iso-level curves, such that shapes of correspon-
ding curves are compared using a Riemmannian frame-
work, select the most discriminative curves (geometric fea-
tures) using boosting. The experiment involving FRGCv2
dataset demonstrates the effectiveness of this feature selec-
tion by achieving 98.02% as rank-1 recognition rate. This
selection also results in a more compact signature which si-
gnificantly reduces the computational cost and the storage
requirements for the face recognition system.
Keywords
Riemannian geometry, Geodesic path, Facial curves, Boos-
ting.
1 Introduction
Afin de répondre aux besoins croissants de reconnais-
sance des individus, la biométrie se présente comme une
technologie potentiellement puissante. En effet, les diffé-
rents moyens biométriques visent à utiliser des caractéris-
tiques comportementales et/ou physiologiques spécifiques
à chaque personne. Ces caractéristiques présentent l’avan-
tage d’être universelles, uniques, permanentes et qu’elles
ne peuvent être falsifiées à la différence des moyens clas-
siques tels que les mots de passe ou les badges. Les em-
preintes digitales et l’iris ont montré de bonnes perfor-
mances. Cependant, ces modalités exigent une coopération
des utilisateurs qui les trouvent intrusives. Par conséquent,
la tendance actuelle se dirige vers les biométries qu’on
peut collecter à la volée, comme le visage. Bien que les
approches 2D aient donné de bonnes performances, elles
restent très sensibles aux problèmes de changements de
conditions d’éclairage, de pose et d’expressions faciales.
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Dans ce travail, nous nous concentrons plus particulière-
ment sur les approches basées sur les courbes faciales et
aux approches qui utilisent les techniques de sélection des
caractéristiques, pour optimiser les performances de recon-
naissance :
A. Approches basées sur les courbes. Ici, nous nous
sommes intéressés aux méthodes d’extraction des courbes
faciales 3D. Ces courbes peuvent être explicitement analy-
sées et comparées. Plusieurs représentations de courbes ont
été utilisées dans la littérature. Samir et al. [1] ont utilisé
les courbes planes de niveaux. Les auteurs ont utilisé
l’analyse de forme des courbes planes afin d’analyser les
déformations du visage. En revanche, aucune étude n’a
été faite pour la sélection des courbes pertinentes. Dans
[2] les mêmes auteurs ont utilisé la distance géodésique
pour extraire les courbes de niveaux 3D. Selon l’étude
de Bronstein et al. [3], les changements de la distance
géodésique dus aux expressions faciales est négligeable
comparée aux changements de la distance euclidienne.
Dans [4], les auteurs ont utilisé des points échantillons
prélevés de l’intersection entre les courbes de niveaux
et les profils radiaux, qui ont comme origine le bout du
nez, ensuite ils ont calculé les distances euclidiennes entre
les points correspondants des différents visages. Cette
approche, permet de sélectionner des sous-ensembles de
courbes faciales pour une mise en correspondance efficace
du visage. Drira et al. [5] ont exploré l’utilisation de la
forme de différents types de nez. Les auteurs extraient
les courbes iso-géodésique, ensuite, ils ont construit les
différents chemins géodésiques dans une variété Rieman-
nienne de courbes fermées. La même approche permet
de faire des calculs statistiques (moyennes) pour une
recherche efficace dans des bases de visages 3D. Dans [6],
les mêmes auteurs ont proposé une approche similaire afin
d’analyser la forme des courbes radiales 3D. Mpiperis et
al. [7] proposent une paramétrisation polaire, au sein de
cette nouvelle paramétrisation intrinsèque, les attributs
du visages sont invariants aux déformations isométriques.
Quand la bouche est ouverte, cette paramétrisation n’est
plus valable. les auteurs proposent donc de déconnecter
les lèvres sur toutes les surfaces faciales et changent cette
paramétrisation en se basant sur trois points de références.
B. Approches basées sur la sélection des caractéris-
tiques. Plusieurs méthodes ont été proposées pour analyser
le pouvoir discriminant des différentes parties du visage.
Daniyal et al. [8] ont proposé un algorithme dans lequel
le visage est représenté comme un vecteur de distance
entre les points d’intérêts (landmarks) du visages. Ils ont
sélectionné les points par brute-forcing des combinaisons
possibles des points utilisés/non-utilisés et ils ont comparé
les taux de reconnaissance. Ils ont conclu que la meilleure
sélection correspond aux points situés autour des yeux et
du nez. Kakadiaris et al. [9] utilisent un modèle de visage
annoté qui est déformé élastiquement pour s’adapter
à chaque visage, ainsi lui permettre automatiquement
l’annotation de ses différentes zones comme le nez, yeux,
bouche, etc. Pour résoudre le problème des expressions
faciales, les auteurs classent les visage en utilisant les
coefficients d’ondelettes qui représentent les zones non
affectées par les expressions, telles que les yeux et le
nez. Cependant, le meilleur taux de reconnaissance est
atteint pour le visage entier, ce qui implique que le rejet de
certaines zones, affectées par les déformations du visage,
conduit à la perte de l’information discriminante. Dans
[10], un appariement de plusieurs régions du nez a été
proposé. Les premiers résultats montrent une amélioration
par rapport à une seule grande région frontale. Faltmier
et al. [11] proposent de recaler, en utilisant l’algorithme
ICP, différentes parties du visage puis de les fusionner
pour améliorer les performances biométriques. Récem-
ment, Wang et al. [12] calculent la carte de différence
de forme signée (SSDM), calculée entre deux visages
alignés, comme une représentation intermédiaire pour
la comparaison de formes. Basé sur le SSDMs, trois
types d’opérateurs ont été utilisés pour coder à la fois
la similarité locale et le changement des caractéristiques
de différentes formes du visage. Les caractéristiques
locales les plus discriminantes ont été sélectionnées, par
AdaBoost, en les utilisant comme des classifieurs faibles.
Les caractéristiques individuelles sont du type : Haar-like,
Gabor et local binary pattern (LBP). En utilisant les
caractéristiques similaires, Li et al. dans [13] proposent
de concevoir un dispositif commun et un système de
classement afin de collecter différentes caractéristiques
géométriques bas-niveau, telles que la courbure, et les
classer selon leurs sensibilités aux expressions faciales.
Pour les approches basées sur les courbes, l’analyse de la
forme du visage, devient l’analyse des courbes faciales 3D.
Cependant, est ce que l’utilisation de toutes les courbes du
visage donnent de meilleures performances ? Y a-t-il des
courbes faciales plus pertinentes que d’autres ? Dans cet
article nous allons donc essayer d’apporter quelques ré-
ponses à ces questions.
2 Aperçu de l’approche proposée
Nous proposons un nouvel algorithme de reconnaissance
du visage 3D qui combine la représentation des visages 3D
par une collection de courbes et les techniques de sélection
des caractéristiques. La figure 1 illustre les différentes
étapes de notre approche. Après l’acquisition des visages
3D nous avons effectué quelques pré-traitements afin
d’extraire la partie informative du visage et corriger
certaines imperfections telles que les points aberrants,
les trous ou encore la présence de parties indésirables,
comme les cheveux et les habits. On extrait les courbes
faciales (radiales et de niveaux). Puis, selon la nature des
courbes (fermées ou ouvertes), nous utilisons l’un des
cadres géométriques pour analyser les formes des courbes
faciales [14].
Dans l’étape d’apprentissage (hors-ligne), de sélection des
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Approche d’analyse de forme
des courbes ouvertes
Approche d’analyse de forme
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FIGURE 1 – Aperçu de notre approche de reconnaissance
du visage 3D.
caractéristiques géométriques, nous avons utilisé l’algo-
rithme AdaBoost [15] sur un ensemble de scores de si-
milarités, calculés par rapport aux courbes, pour trou-
ver les courbes du visage les plus discriminantes. Dans
l’étape de reconnaissance (en-ligne), les scores de simila-
rité des courbes sélectionnées sont cumulés pour produire
un score final. Dans ce qui suit, la procédure d’extraction
des courbes est expliquée dans la section 3. La section 4
détaille l’approche géométrique pour comparer et analyser
la forme des courbes faciales (ouvertes et fermées). Dans la
section 5, nous détaillons notre approche basée sur l’algo-
rithme AdaBoost pour sélectionner les courbes les plus per-
tinentes pour la reconnaissance du visage. Les évaluations
expérimentales et l’étude comparative avec les approches
de l’état de l’art sont présentés dans la section 6. La der-
nière section présente la conclusion et ouvre quelques pers-
pectives.
3 Extraction des courbes faciales
Soit S une surface faciale obtenue après l’étape de pré-
traitement. S est un maillage triangulaire, nous commen-
çons par considérer les surfaces faciales comme des sur-
faces continues, bien qu’elles soient en réalité formées de
données discrètes. Nous extrayons les courbes radiales qui
ont comme point de référence le bout du nez et les courbes
de niveaux ayant le même point comme point de référence.
Les détails de ces procédures sont donnés dans les para-
graphes suivants.
3.1 Extraction des courbes radiales
Soit βα la courbe radiale sur S qui fait un angle α avec un
plan de référence. En pratique, chaque courbe radiale βα
est obtenue par une coupe de la surface du visage par un
plan Pα qui a le bout du nez comme origine et fait l’angle
α avec le plan de référence, comme illustré par la figure 2.
L’intersection de Pα avec S donne βα. Nous répétons cette
étape pour extraire toutes les courbes radiales de la surface
faciale à égale séparation angulaire. Afin d’éviter les varia-
tions de la pose frontale, tous les visages tests sont alignés
à un visage de la galerie avant l’extraction des courbes ra-
diales.
Visage prétraité
Collection des 
courbes radiales
Bout du Nez
FIGURE 2 – Extraction des courbes radiales.
Si nécessaire, nous pouvons reconstruire approximative-
ment S à partir de ces courbes radiales, S ≈ ∪αβα =
∪α{S ∩ Pα} comme illustré dans la figure 2. Cette col-
lection indexée de courbes radiales capture la forme de la
surface du visage.
3.2 Extraction des courbes de niveaux
Soit βλ la courbe de niveau sur S qui fait une distance λ du
point de référence (bout du nez). Une procédure similaire
a été utilisée pour extraire ces courbes. La seule différence
est la fonction de coupe qui est maintenant une sphère Mλ
qui a le point de référence comme centre et un rayon va-
riable λ. L’intersection de la sphère et la surface du visage
donne des points équidistants du point de référence. La fi-
gure 3 illustre les résultats de la procédure d’extraction des
courbes de niveaux.
Visage prétraité
Bout du Nez
Collection des 
courbes de niveaux
FIGURE 3 – Extraction des courbes de niveaux.
Si nécessaire, nous pouvons reconstruire approximative-
ment S à partir de ces courbes de niveaux, S ≈ ∪λβλ =
∪λ{S ∩ Mλ} comme illustré dans la figure 3. Nous no-
tons que dans la présente étude, 40 courbes radiales et
26 de niveaux sont utilisées. Selon la nature des courbes
(ouvertes/fermées), nous décrivons les approches géomé-
triques qui permettent d’analyser et comparer ces courbes.
4 Analyse Riemannienne des sur-
faces faciales
Ces dernières années ont vu le développement de plusieurs
approches pour décrire les formes des courbes 2D. Nous
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pouvons citer, les approches basées sur les descripteurs
de Fourier, celles basées sur les moments ou celles ba-
sées sur les axes médians. Cependant, il semble qu’au-
cune de ces méthodes ne s’est imposée ni du point de vue
conceptuel ni de point de vue calculatoire, pour décrire la
forme des courbes. Une approche très récente et promet-
teuse, consiste à considérer l’espace des formes à comparer
comme un objet géométrique à part entière qui s’apparente
à une variété Riemannienne sur lequel nous pourrons avoir
recours aux outils "classiques" de la géométrie Rieman-
nienne. Les résultats récents de Michor et Mumford [16] et
Klassen et al. [17] dans le cas des courbes planes montrent
toute la puissance de cette approche. Joshi et al. [18] ont
proposé récemment une généralisation de ces travaux pour
les courbes définies dans Rn. Nous allons adopter ces der-
niers résultats [18] à notre problème.
4.1 Représentation des courbes dans R3
Nous commençons par considérer que les courbes faciales
(niveaux et radiales) β sont des courbes dans R3. Elles sont
paramétrées par β : S1 → R3, en supposant que la courbe
est non singulière, en d’autres termes ‖β˙(t)‖ 6= 0 pour tout
t, la norme utilisée ici est la norme euclidienne de R3 notée
par ‖.‖. Il est à noter que les courbes ne sont pas paramétri-
sées par l’abscisse curviligne. Pour analyser la forme de la
courbe β, nous utilisons la paramétrisation par la fonction
SRVF (Square Root Velocity Function) suivante :
q(t)
.
=
β˙(t)√
‖β˙(t)‖
. (1)
q(t) est alors une fonction spéciale qui capture la forme de
β. La métrique classique élastique pour comparer la forme
des courbes devient une métrique dans L2 en vertu de cette
représentation [18]. Suivant la topologie des courbes (ou-
verte ou fermée), nous détaillerons ci-après les fondations
de l’analyse des formes des courbes faciales.
4.2 Analyse des courbes radiales dans R3
Nous définissons l’ensemble des courbes ouvertes {βα}
dans R3 par C = {q : I → R3|‖q‖ = 1} ⊂ L2(I,R3)
Avec
L
2(I,R3)
la métrique sur son espace tangent, C devient une variété
Riemannienne. En particulier, les éléments de C disposent
d’une unique norme L2, C est une hypersphère dans l’es-
pace de Hilbert L2(I,R3). Afin de comparer les formes
des deux courbes radiales, nous pouvons calculer la dis-
tance entre elles dans C avec la métrique choisie. Cette
distance est définie comme la longueur de la géodésique
reliant les deux points dans C. C est une sphère, le che-
min géodésique ainsi que sa longueur peuvent être calculés
analytiquement. La distance géodésique entre deux points
quelconques q1, q2 ∈ C est donnée par :
dc(q1, q2) = cos
−1(〈q1, q2〉) , (2)
et le chemin géodésique α : [0, 1] → C, est donné par :
α(τ) =
1
sin(θ)
(sin((1− τ)θ)q1 + sin(θτ)q2) , (3)
où θ = dc(q1, q2).
Il est facile de voir que plusieurs éléments de C peuvent
représenter différentes courbes de la même forme. En
effet, bien que la forme d’un visage 3D ne change pas suite
à une rotation dans R3, les fonctions SRVFs changent.
Une autre situation similaire se pose quand une courbe
est reparamétrée, la reparamétrisation change SRVF de la
courbe, mais pas sa forme. Afin de gérer cette variabilité,
nous définissons les orbites du groupe des rotations SO(3)
et la reparamétrisation du groupe Γ comme des classes
d’équivalence dans C. Ici, Γ est l’ensemble des orientations
qui préservent les difféomorphismes I et les éléments de Γ
sont considérés comme la reparamétrisation des fonctions.
Par exemple, pour une courbe βα : I → R3 et une
fonction γ ∈ Γ, la courbe βα ◦γ est une re-paramétrisation
de βα. La SRVF correspondante change en fonction
de q(t) 7→
√
γ˙(t)q(γ(t)). Nous définissons la classe
d’équivalence de q par :
[q] = {
√
γ˙(t)Oq(γ(t))|O ∈ SO(3), γ ∈ Γ} ,
L’ensemble des classes d’équivalence est appelé l’espace
forme S des courbes élastiques [18].
FIGURE 4 – Exemples de chemins géodésiques intra-et
inter-classes entre les surfaces faciales ainsi leurs collec-
tions de courbes radiales.
La figure 4 illustre quelques exemples de chemins géo-
désiques entre les surfaces faciales et leurs collections de
courbes radiales. Les deux premières lignes donnent le che-
min géodésique intra-classe (même personne, des expres-
sions différentes), alors que les deux autres lignes montrent
le chemin géodésique inter-classe (différentes personnes).
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4.3 Analyse des courbes fermées dans R3
Nous définissons l’ensemble des courbes fermées {βλ}
dans R3 par :
C˜ = {q : S1 → R3|
∫
S1
q(t)‖q(t)‖dt = 0} ⊂ L2(S1,R3) .
(4)
Où L2(S1,R3) désigne l’ensemble de toutes les fonctions
intégrables de S1 à R3. La quantité
∫
S1
q(t)‖q(t)‖dt dé-
signe le déplacement total dans R3 tout en se déplaçant
depuis l’origine de la courbe jusqu’à la fin. Lorsqu’elle est
nulle, la courbe est fermée. Ainsi, C˜ représente l’ensemble
de toutes les courbes fermées de R3. Cet ensemble est une
variété non linéaire vue la propriété non linéaire de ferme-
ture. Elle sera munie alors d’une structure Riemannienne
en utilisant le produit scalaire suivant : pour deux vecteurs
tangents u, v ∈ Tq(C˜), nous définissons :
〈u, v〉 =
∫
S1
〈u(t), v(t)〉 dt . (5)
Pour tout q ∈ C˜, l’espace tangent est défini par :
Tq(C˜) = {v : S
1 → R3| 〈v, w〉 = 0, w ∈ Nq(C˜)} ,
Où Nq(C˜) désigne l’espace des vecteurs normaux à q. Les
courbes sont ainsi représentées dans l’espace de Hilbert ce
qui permet de profiter des propriétés de cet espace, voir
[18]. En outre, pour définir une forme, la représentation
doit être indépendante des différentes rotations et repara-
métrisations. Ce qui se traduit mathématiquement par l’es-
pace quotient du groupe des rotations SO(3) et le groupe
des reparamétrisations Γ.
Nous définissons alors les orbites du groupe de rotation
SO(3) et le groupe de re-paramétrisation Γ comme classes
d’équivalence dans C˜. Les éléments de l’ensemble :
[q] = {
√
γ˙(t)Oq(γ(t))|O ∈ SO(3), γ ∈ Γ} ,
sont alors équivalents à la même forme q, et l’ensemble
de ces classes d’équivalence hérite la structure Rieman-
nienne de C˜ et représente alors notre espace d’étude, la
classe d’équivalence est défini par : S˜ .= C˜/(SO(3)× Γ).
L’objectif de notre approche est la construction d’un che-
min géodésique entre deux éléments de S˜ , sous la métrique
Riemannienne donnée par l’équation 5. Étant données deux
courbes βλ1 et βλ2 représentées par leurs SRVF respectives
q1 et q2, nous cherchons à trouver un chemin géodésique
entre les orbites [q1] et [q2] dans l’espace S˜ . Nous utilisons,
à ce propos, une méthode numérique, appelée méthode de
dressage qui consiste à relier les deux points [q1] et [q2] par
un chemin arbitraire α puis mettre à jour ce chemin ité-
rativement dans le sens négatif du gradient de son énergie
donnée par : E[α] = 1
2
∫
s
〈α˙(s), α˙(s)〉 ds. Il a été démon-
tré dans [19] que les points critiques de E sont des che-
mins géodésiques dans S˜ . Nous noterons dS˜([q1], [q2]) la
distance géodésique ou la longueur de la géodésique dans
S˜ , entre deux représentations βλ1 et βλ2 .
FIGURE 5 – Exemples de chemins géodésiques intra-et
inter-classes entre les surfaces faciales ainsi leurs collec-
tions de courbes de niveaux.
La figure 5 illustre quelques exemples de chemins géo-
désiques entre les surfaces faciales et leurs collections de
courbes de niveaux. Les deux premières lignes donnent
le chemin géodésique intra-classe (même personne, des
expressions différentes), alors que les deux autres lignes
montrent le chemin géodésique inter-classe (différentes
personnes).
5 Sélection des caractéristiques géo-
métriques
Les courbes de niveaux et radiales capturent localement la
forme du visage. En fait, leurs formes sont affectées par
les changements dus aux expressions faciales. Pour cette
raison, nous introduisons une étape de sélection pour lo-
caliser les courbes les plus stables et les plus discrimi-
nantes. Nous proposons d’utiliser la technique d’apprentis-
sage AdaBoost introduit par Freund et Schapire dans [15].
Ce dernier, est basé sur la sélection itérative des classifieurs
faibles en utilisant un ensemble d’échantillons. A chaque
itération, le meilleur (pertinent) classifieur faible est fourni
et pondérées par la qualité de sa classification. En pratique,
les courbes de niveaux et radiales sont utilisées comme des
classifieurs faibles. AprèsM itérations, les courbes faciales
les plus pertinentes T (T < M) sont retournées par l’algo-
rithme.
Pour apprendre et tester l’algorithme AdaBoost, nous uti-
lisons la base FRGCv2 qui contient plus de 4000 scans
3D de 466 sujets. Pour chaque courbe (radiale ou de ni-
veau), nous avons calculé les matrices de similarité (Tout
vs. Tout) pour chaque courbe. Nous avons alors partagé les
matrices en deux sous ensembles disjoints une pour l’étape
d’apprentissage (Hors-ligne) et l’autre pour le test (En-
ligne) comme illustré dans la figure 6. Dans la partie ap-
prentissage, nous avons extrait deux types de partitions (i)
les match scores (comparaisons intra-personne) et (ii) les
non-match scores (comparaison inter-personne). Les deux
listes de scores représentent l’entrée de l’algorithme Ada-
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(3541)
Galerie
Premier scan(466)
Courbes de niveaux
Courbes radiales
Appren ssage
Test
FIGURE 6 – Extraction des deux bases disjointes, galerie et
test, à partir de la grande matrice de similarité
Boost. Plus formellement, nous considérons un ensemble
de paires (xα,λn , yn)1≤n≤N où xα,λn est un score de simili-
tude entre les deux courbes de même niveau α, λ et yn peut
prendre deux valeurs : 0 dans le cas de non-match score
et 1 dans le cas de match score. Pour chaque courbe βj ,
on associe un classifieur faible permettant de determiner le
poids optimal pour la classification à une itération donnée,
le nombre minimal d’échantillons mal classés. Un classi-
fieur faible hj(xkn) est une caractéristique géométrique βj
et un seuil θ, tels que :
hj(x
k
n) =
{
1 si xkn < θ (intra-personne)
0 sinon. (inter-personne) (6)
ht représente l’hypothèse faible donnée par ht : X →
{0, 1}. La sortie de AdaBoost est un ensemble de T clas-
sifieurs faibles sélectionnés basés sur les courbes de ni-
veaux ou radiales. L’ensemble des courbes sélectionnées
est donné dans la figure 7. La première ligne de cette fi-
gure montre l’emplacement des courbes sélectionnées sur
les différentes sessions de la même personne dont cer-
taines avec des expressions différentes alors que, la se-
conde ligne donne l’emplacement des courbes sur diffé-
rents sujets. Nous notons que l’algorithme AdaBoost sé-
lectionne les courbes de niveaux de la région nasale, région
robuste aux expressions faciales, et les courbes radiales des
régions les plus stables.
FIGURE 7 – L’emplacement des courbes sélectionnées par
AdaBoost sur la surface faciale.
Pour montrer l’amélioration des performances de l’étape
de sélection de courbes, différentes courbes dans la figure
8 montrent le taux des faux rejets en fonction du taux des
fausses acceptations (courbes ROC/DET) pour différentes
configurations. L’erreur minimale est donnée par la fusion
des scores des courbes de niveaux et radiales sélectionnées
(courbe noire sur la figure 8).
A la fin de l’étape d’apprentissage les courbes les plus
stables et discriminantes sont sélectionnées, nous pouvons
passer à l’étape de test (en-ligne). Elle consiste à comparer
les visages s1 et s2 par la fusion des scores liés aux courbes
sélectionnées comme suit :
d(s1, s2) =
∫
λselected
ds(β
1
α, β
2
α)dλ+
∫
αselected
ds˜(β
1
λ, β
2
λ)dα.
(7)
6 Résultats expérimentaux
Nous avons mené des expériences d’identification suivant
le protocole FRGCv2 qui consiste à garder dans la gale-
rie les premiers scans (466) et le reste dans la base de
test. Nous avons obtenu 98,02% de taux de reconnaissance
au rang-1 qui est compétitif vis-à-vis à l’état de l’art. Le
tableau 1 donne les résultats de reconnaissance des ap-
proches précédentes (basée sur les courbes, basée sur la sé-
lection des caractéristiques et autres). En utilisant une com-
binaison des courbes (niveaux et radiales) sélectionnées en
utilisant les techniques d’apprentissages sur la base d’ap-
prentissage, l’algorithme proposé donne de meilleurs per-
formance par rapport à la plupart des travaux de l’état de
l’art. Wang et al. [12] ont obtenu le meilleur résultat 98.3
%, cela signifie que leur approche a reconnu une dizaine
de visages de plus que notre approche. Nous rappelons que
leur méthode utilise les techniques d’apprentissage auto-
matique (machine learning) pour sélectionner les meilleurs
descripteurs (Haar-like, Gabor, and Local Binary Pattern
(LBP)) calculé sur la Shape Difference Map entre les vi-
sages.
Le tableau 2 présente les performances et le temps de cal-
cul (en secondes) pour différentes configurations (toutes les
courbes, les courbes sélectionnées, ...). La meilleure perfor-
mance est affichée par la fusion des courbes sélectionnées,
en terme de stockage (26 courbes au lieu de 70) et le temps
de calcul (0,68 (secondes) au lieu de 1,6 (secondes)). Cela
a un impact direct sur l’efficacité de notre algorithme de
reconnaissance faciale 3D. L’analyse de ce résultat montre
que les courbes sélectionnées sont les courbes associées
aux régions les plus stables du visage. Nous constatons
aussi que les courbes radiales donnent de meilleures per-
formances par rapport aux courbes de niveaux. Le nombre
de courbes radiales, qui passent à travers la bouche ouverte
(la région qui change sérieusement la forme des courbes),
est plus petit que le nombre total des courbes. En revanche,
la plupart des courbes de niveaux passe par cette région
(bouche ouverte). Par conséquent toutes les courbes de ni-
veaux sélectionnés sont de la région nasale, ce qui confirme
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FIGURE 8 – Courbes ROC logarithmique de la moyenne arithmétique des courbes de niveaux et radiales sélectionnées et
celle de toutes les courbes de niveaux et radiales.
TABLE 1 – Comparaison avec les approches de l’état de l’art sur FRGCv2 (taux de reconnaissance au rang-1).
Méthodes
A. Basée sur les courbes B. Basée sur la sélection des caractéristiques Autres
ter Haar Berretti(∗) Mpiperis Faltemier Kakadiaris Wang Hang Mian(∗) Cook
[4] [20] [21] [11] [22] [12] [23] [24] [25]
Rank-1 97% 94.1% - 97.2% 97% 98.3% 97.2% 91.9% 92.9%
Notre méthode 98.02%
(∗)
"E-N-S" signifie le premier scan neutre de chaque personne dans la galerie et le reste dans le test.
la robustesse de cette région aux expressions faciales.
TABLE 2 – Rang-1/Temps de calcul (en secondes) pour dif-
férentes configurations.
Performances Toutes SélectionnéesRang-1 Temps(s) Rang-1 Temps(s)
Radiales 88.65% 1.6 89.04% 0.48
Nivaux 66.51% 1.04 85.65% 0.20
Fusion 91.81% 2.64 98.02% 0.68
7 Conclusion et perspectives
Dans ce papier, nous avons démontré l’efficacité de la sé-
lection des courbes faciales 3D dans la reconnaissance de
visages. Le principal ingrédient est l’utilisation des tech-
niques d’apprentissage (AdaBoost) pour sélectionner les
caractéristiques géométriques 3D pertinentes du visage.
Premièrement, nous avons considé deux types de courbes
(courbes de niveaux et radiales) comme une approxima-
tion de la surface faciale. Puis, les courbes les plus dis-
criminantes (caractéristiques) sont alors choisies de ma-
nière optimale, par AdaBoost, et forment le classifieur fi-
nal. Les expérimentations, réalisées sur la base FRGCv2,
démontre l’efficacité de l’approche proposée. AdaBoost sé-
lectionne les courbes passant par les régions les plus stables
du visage. Avec 17 courbes dont 12 radiales et 5 de ni-
veaux, le taux de reconnaissance au rang-1 est de 98,02
%, le temps d’exécution de l’algorithme est de l’ordre de
0.68 secondes pour comparer deux visages avec les courbes
sélectionnées au lieu de 2,64 secondes avec toutes les
courbes. Nous allons poursuivre notre approche, en l’ap-
pliquant pour d’autres caractéristiques du visages telles que
les courbes pertinentes pour la classification du genre.
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