We study generalised additive models, with shape restrictions (e.g. monotonicity, convexity, concavity) imposed on each component of the additive prediction function. We show that this framework facilitates a nonparametric estimator of each additive component, obtained by maximising the likelihood. The procedure is free of tuning parameters and under mild conditions is proved to be uniformly consistent on compact intervals. More generally, our methodology can be applied to generalised additive index models. Here again, the procedure can be justified on theoretical grounds and, like the original algorithm, possesses highly competitive finite-sample performance. Practical utility is illustrated through the use of these methods in the analysis of two real datasets. Our algorithms are publicly available in the R package scar, short for shape-constrained additive regression.
Introduction
Generalised additive models (GAMs) Tibshirani, 1986, 1990; Wood, 2006) have become an extremely popular tool for modelling multivariate data. They are designed to enjoy the flexibility of nonparametric modelling while avoiding the curse of dimensionality (Stone, 1986) . Mathematically, suppose that we observe pairs (X 1 , Y 1 ), . . . , (X n , Y n ), where X i = (X i1 , . . . , X id ) T ∈ R d is the predictor and Y i ∈ R is the response, for i = 1, . . . , n. A generalised additive model relates the predictor and the mean response µ i = E(Y i ) through
where g is a specified link function, and where the response Y i follows an exponential family distribution. Here c ∈ R is the intercept term and for every j = 1, . . . , d, the additive component function f j : R → R is assumed to satisfy the identifiability constraint f j (0) = 0. Our aim is to estimate the additive components f 1 , . . . , f d together with the intercept c based on the given observations. Standard estimators are based on penalised spline-based methods (e.g. Wood, 2004 Wood, , 2008 , and involve tuning parameters whose selection is not always straightforward, especially if different additive components have different levels of smoothness, or if individual components have non-homogeneous smoothness.
In this paper, we propose a new approach, motivated by the fact that the additive components of f often follow certain common shape constraints such as monotonicity or convexity. The full list of constraints we consider is given in Table 1 , with each assigned a numerical label to aid our exposition. By assuming that each of f 1 , . . . , f d satisfies one of these nine shape restrictions, we show in Section 2 that it is possible to derive a nonparametric maximum likelihood estimator, which requires no choice of tuning parameters and which can be computed using fast convex optimisation techniques. In Theorem 2, we prove that under mild regularity conditions, it is uniformly consistent on compact intervals. shape constraint label shape constraint label shape constraint label linear 1 monotone increasing 2 monotone decreasing 3 convex 4 convex increasing 5 convex decreasing 6 concave 7 concave increasing 8 concave decreasing 9 Table 1 : Different shape constraints and their corresponding labels
More generally, as we describe in Section 3, our approach can be applied to generalised additive index models (GAIMs), in which the predictor and the response are related through
where the value of m ∈ N is assumed known, where g is a known link function, and where the response Y i again follows an exponential family distribution. Here, α 1 , . . . , α m ∈ R d are called the projection indices, f 1 , . . . , f m : R → R are called the ridge functions (or sometimes, additive components) of f I , and c ∈ R is the intercept. Such index models have also been widely applied, especially in the area of econometrics (Li and Racine, 2007) . When g is the identity function, the model is also known as projection pursuit regression (Friedman and Stuetzle, 1981) ; when m = 1, the model reduces to the single index model (Ichimura, 1993) . By imposing shape restrictions on each of f 1 , . . . , f m , we extend our methodology and theory to this setting, allowing us to estimate simultaneously the projection indices, the ridge functions and the intercept.
The challenge of computing our estimators is taken up in Section 4, where our algorithms are described in detail. In Section 5, we summarise the results of a thorough simulation study designed to compare the finite-sample properties of scar with several alternative procedures. We conclude in Section 6 with two applications of our methodology to real datasets concerning doctoral publications in biochemistry and the decathlon. The proofs of our main results can be found in the Appendix; various auxiliary results are given in the online supplementary material.
This paper contributes to the larger literature of regression in the presence of shape constraints.
In the univariate case, and with the identity link function, the properties of shape-constrained least squares procedures are well-understood, especially for the problem of isotonic regression. See, for instance, Brunk (1958) , Brunk (1970) and Barlow et al. (1972) . For the problem of univariate convex regression, see Hanson and Pledger (1976) , Groeneboom, Jongbloed and Wellner (2001) , Groeneboom, Jongbloed and Wellner (2008) and Guntuboyina and Sen (2013) . These references cover consistency, local and global rates of convergence, and computational aspects of the estimator. Mammen and Yu (2007) studied additive isotonic regression with the identity link function. During the preparation of this manuscript, we became aware of the work of Meyer (2013a) , who developed similar methodology (but not theory) to ours in the Gaussian, non-index setting. The problem of GAMs with shape restrictions was also recently studied by Pya and Wood (2014) , who proposed a penalised spline method that is compared with ours in Section 5. Finally, we mention that recent work by Kim and Samworth (2014) has shown that shape-restricted inference without further assumptions can lead to slow rates of convergence in higher dimensions. The additive or index structure therefore becomes particularly attractive in conjunction with shape constraints as an attempt to evade the curse of dimensionality.
2 Generalised additive models with shape constraints
Maximum likelihood estimation
Recall that the density function of a natural exponential family (EF) distribution with respect to a reference measure (either Lebesgue measure on R or counting measure on Z) can be written in the form f Y (y; µ, φ) = h(y, φ) exp yg(µ) − B(g(µ)) φ ,
where µ ∈ M ⊆ R and φ ∈ Φ ⊆ (0, ∞) are the mean and dispersion parameters respectively.
To simplify our discussion, we restrict our attention to the most commonly-used natural EF distributions, namely, the Gaussian, Gamma, Poisson and Binomial families, and take g to be the canonical link function. Expressions for g and the (strictly convex) log-partition function B for the different exponential families can be found in Table 2 . The corresponding distributions are denoted by EF g,B (µ, φ), and we write dom(B) = {η ∈ R : B(η) < ∞} for the domain of B. As a convention, for the Binomial family, the response is scaled to take values in {0, 1/T, 2/T, . . . , 1} for some known T ∈ N. Table 2 : Exponential family distributions, their corresponding canonical link functions, logpartition functions and mean and dispersion parameter spaces.
If (X 1 , Y 1 ), . . . , (X n , Y n ) are independent and identically distributed pairs taking values in R d × R, with Y i |X i ∼ EF g,B g −1 (f (X i )), φ for some prediction function f : R d → dom(B), then the (conditional) log-likelihood of f can be written as
log h(Y i , φ).
Since we are only interested in estimating f , it suffices to consider the scaled partial log-likelihood
say. In the rest of this section, and in the proof of Proposition 1 and Theorem 2 in the appendix, we suppress the dependence ofl n,d (·) and ℓ i,d (·) on d in our notation. LetR = R ∪ {−∞, ∞} denote the extended real line. In order to guarantee the existence of our estimator, it turns out to be convenient to extend the definition of each ℓ i (and thereforel n ) to all f : R d →R, which we do as follows:
1. For the Gamma family, if f (X i ) ≥ 0, then we take ℓ i (f ) = −∞. This is because the log-partition function of the Gamma family has domain (−∞, 0), so f must be negative at X i in order for
Gaussian, Poisson or Binomial setting), then we define ℓ i (f ) = lim a→∞ Y i a − B(a). Note that both limits always exist inR.
For any
, where for every j = 1, . . . , d, f j : R → R is a function obeying the shape restriction indicated by label l j and satisfying f j (0) = 0, and where c ∈ R. Whenever f has such a representation, we write f
For a specified shape vector L d , we define the shape-constrained maximum likelihood estimator (SCMLE) asf
Like other shape restricted regression estimators,f n is not unique in general. However, as can be seen from the following proposition, the value off n is uniquely determined at X 1 , . . . , X n .
. . , X n .
Remarks:
1. As can be seen from the proof of Proposition 1, if the EF distribution is Gaussian or Gamma,
Under the Poisson setting, if Y i = 0, then it might happen thatf n (X i ) = −∞. Likewise, for the Binomial GAM, if Y i = 0 or 1, then it is possible to havef n (X i ) = −∞ or ∞, respectively. This is why we maximise over the closure of F L d in our definition of SCMLE.
Consistency of the SCMLE
In this subsection, we show the consistency off n in a random design setting. We will impose the following assumptions:
. . is a sequence of independent and identically distributed pairs
2) The random vector X has a Lebesgue density with support R d .
φ 0 ∈ (0, ∞) denote the true prediction function and dispersion parameter respectively.
We are now in the position to state our main consistency result:
as n → ∞.
Remarks:
1. When the EF distribution is Gaussian, SCMLE coincides with the shape-constrained least squares estimator (SCLSE). Using essentially the same argument, one can prove the the same consistency result for the SCLSE under a slightly different setting where Y i = f 0 (X i ) + ǫ i for i = 1, . . . , n, and where ǫ 1 , . . . , ǫ n are independent and identically distributed with zero mean and finite variance, but are not necessarily Gaussian.
2. Assumption (A.2) can be weakened at the expense of lengthening the proof still further. For instance, one can assume only that the support supp(X) of the covariates to be a convex subset of R d with positive Lebesgue measure. In that case, it can be concluded thatf n converges uniformly to f 0 almost surely on any compact subset contained in the interior of supp(X). In fact, with some minor modifications, our proof can also be generalised to situations where some components of X are discrete.
3. Even without Assumption (A.4), consistency under a weaker norm can be established, namely
4. Instead of assuming a single dispersion parameter φ 0 as done here, one can take φ ni = φ 0 /w ni for i = 1, . . . , n, where w ni are known, positive weights (this is frequently needed in practice in the Binomial setting). In that case, the new partial log-likelihood can be viewed as a weighted version of the original one. Consistency of SCMLE can be established provided that lim inf n→∞
Under assumption (A.3), we may write f 0
. From the proof of Theorem 2, we see that for any a 0 > 0, with probability one, for sufficiently large n, anyf n ∈Ŝ L d n can be written in the formf n (x) = d j=1f n,j (x j ) +ĉ n for x ∈ [−a 0 , a 0 ] d , wheref n,j satisfies the shape constraint l j andf n,j (0) = 0 for each j = 1, . . . , d. The following corollary establishes the important fact that each additive component (as well as the intercept term) is estimated consistently by SCMLE.
3 Generalised additive index models with shape constraints
The generalised additive index model and its identifiability
Recall that in the generalised additive index model, the response Y i ∈ R and the predictor X i = (X i1 , . . . , X id ) T ∈ R d are related through (1), where g is a known link function, and where conditional on X i , the response Y i has a known EF distribution with mean parameter g −1 (f (X i )) and dispersion parameter φ.
Let A = (α 1 , . . . , α m ) denote the d×m index matrix, where m ≤ d, and let f (z) = m j=1 f j (z j )+ c for z = (z 1 , . . . , z m ) T ∈ R m , so the prediction function can be written as
As in Section 2, we impose shape constraints on the ridge functions by assuming that f j : R → R satisfies the shape constraint with label l j ∈ {1, 2, . . . , 9}, for
To ensure the identifiability of the model, we only consider additive index functions f I of the form (1) satisfying the following conditions, adapted from Yuan (2011):
(B.1b) α j 1 = 1 for j = 1, . . . , m, where · 1 denotes the ℓ 1 norm.
(B.1c) The first non-zero entry of α j is positive for every j with l j ∈ {1, 4, 7}.
(B.1d) There is at most one linear ridge function in f 1 , . . . , f m ; if f k is linear, then α T j α k = 0 for every j = k.
(B.1e) There is at most one quadratic ridge function in f 1 , . . . , f m .
(B.1f ) A has full column rank m.
GAIM estimation
be the true prediction function, and write f 0 (z) = m j=1 f 0,j (z j ) + c 0 for z = (z 1 , . . . , z m ) T ∈ R m . Again we restrict our attention to the common EF distributions listed in Table 2 and take g to be the corresponding canonical link function. Let
and if there exists k ∈ {1, . . . , m} s.t.
Given a shape vector L m , we consider the set of shape-constrained additive index functions given 
where the dependence of Λ n (·) on L m is suppressed for notational convenience. We argue, however, that this strategy has two drawbacks:
can lead to a perfect fit of the model. We demonstrate this phenomenon via the following example.
Example 1. Consider the Gaussian family with the identity link function. We take d = 2.
Assume that there are n observations
We assume here that X 11 < . . . < X n1 . Note that it is possible to find an increasing function f 1 , an decreasing function f 2 (with f 1 (0) = f 2 (0) = 0) and a constant c such
,
is a strictly increasing sequence, so one can find a decreasing function f * 2 such that f
We remark that this 'perfect-fit' phenomenon is quite general. Actually, one can show (via simple modifications of the above example) that it could happen whenever L m / ∈ L m , where 
it can be shown that Λ n (A) = 3/32 by fittingf I (X 1 ) = − 1 4 ,f I (X 2 ) =f I (X 3 ) = 1/4 and f I (X 4 ) = 3/4. However, for any sufficiently small ǫ > 0, if we define
This lack of upper semi-continuity means in general we cannot guarantee the existence of a maximiser.
As a result, certain modifications are required for our shape-constrained approach to be successful in the context of GAIMs. To deal with the first issue when L m / ∈ L m , we optimise Λ n (·) over the subset of matrices
for some pre-determined δ > 0, where λ min (·) denotes the smallest eigenvalue of a non-negative definite matrix. Other strategies are also possible. For example, when L m = (2, . . . , 2) T , the 'perfect-fit' phenomenon can be avoided by only considering matrices that have the same signs in all entries (cf. Section 6.2 below).
To address the second issue, we will show that given
satisfying the identifiability conditions, to obtain a consistent estimator, it is sufficient to findf I n from the set
is the estimated index matrix andf n (z) = m j=1f n,j (z j ) +c n is the estimated additive function satisfyingf n,j (0) = 0 for every j = 1, . . . , m. We callf I n the shape-constrained additive index estimator (SCAIE), and writeÃ n andf n,1 , . . . ,f n,m respectively for the corresponding estimators of the index matrix and ridge functions. Note that if a maximiser of Λ n (·) does not exist, there must exist someÅ n such that Λ n (Å n ) > Λ n (A 0 ). It then follows from Proposition 4 that lim inf
so any A sufficiently close toÅ n yields a prediction function inS Lm n . A stochastic search algorithm can be employed to find such matrices; see Section 4.2 for details.
Consistency of SCAIE
In this subsection, we show the consistency off I n under a random design setting. In addition to (A.1) -(A.2), we require the following conditions:
0 and the corresponding index matrix A 0 satisfy the identifiability conditions (B.1a) -(B.1f ).
Consistency of the estimated index matrix and the ridge functions is established in the next corollary.
as n → ∞, where P m denotes the set of permutations of {1, . . . , m}.
Note that we can only hope to estimate the set of projection indices, and not their ordering (which is arbitrary). This explains why we take the minimum over all permutations of {1, . . . , m} in Corollary 6 above. Without loss of generality, we assume in the following that only the first
assume that the order statistics
and define the basis functions g 0j (x j ) = x j for j = 1, . . . , d 1 and, for
Note that all the basis functions given above are zero at the origin. Let W denote the set of weight
. . , n and every j with l j ∈ {2, 3, 5, 6, 8, 9}
w ij ≥ 0, for every i = 2, . . . , n and every j with l j ∈ {4, 7}.
To compute SCMLE, it suffices to consider prediction functions of the form
subject to w ∈ W. Our optimisation problem can then be reformulated as maximising
over w ∈ W. Note that ψ n is a concave (but not necessarily strictly concave) function. Since
our goal here is to find a sequence ( Table 3 , we give the pseudo-code for our active set algorithm for finding SCMLE, which is implemented in the R package scar (Chen and Samworth, 2014) . We outline below some implementation details:
(a) IRLS.
Step 3 solves an unrestricted GLM problem by applying iteratively reweighted least squares (IRLS). Since the canonical link function is used here, IRLS is simply the Newton-
Raphson method. If the EF distribution is Gaussian, then IRLS gives the exact solution of the
Step 1: Initialisation -outer loop: sort {X i } n i=1 coordinate by coordinate; define the initial working set as S 1 = {(0, j)|j ∈ {1, . . . , d 1 }} ∪ {(1, j)|l j ∈ {4, 7}}; in addition, define the set of potential elements as
set the iteration count k = 1.
Step 2: Initialisation -inner loop: if k > 1, set w * = w (k−1) .
Step 3: Unrestricted generalised linear model (GLM): solve the following unrestricted GLM problem using iteratively reweighted least squares (IRLS):
where for k > 1, w * is used as a warm start. Store its solution in w (k) (with zero weights for the elements outside S k ).
Step 4: Working set refinement: if k = 1 or if w ij > 0 for every (i, j) ∈ S k \S 1 , go to
Step 5; otherwise, define respectively the moving ratio p and the set of elements to drop as p = min
and go to Step 3.
Step 5: Derivative evaluation:
Step 6: Working set enlargement:
, STOP the algorithm and go to Step 7; otherwise, pick any single-element subset S * + ⊆ S + , let S k+1 = S k ∪ S * + , set k := k + 1 and go back to Step 2.
Step 7: Output: Table 3 : Pseudo-code of the active set algorithm for computing SCMLE problem in just one iteration. Otherwise, there is no closed-form expression for the solution, so a threshold ǫ IRLS has to be picked to serve as part of the stopping criterion. Note that here IRLS can be replaced by other methods that solve GLM problems, though we found that IRLS offers competitive timing performance.
(b) Fast computation of the derivatives. Although
Step 5 appears at first sight to require O(n 2 d) operations, it can actually be completed with only O(nd) operations by exploiting some nice recurrence relations. Define the 'nominal' residuals at the k-th iteration by
are the fitted mean values at the k-th iteration. Then
For simplicity, we suppress henceforth the superscript k. Now fix j and reorder the pairs
Step 1). Furthermore, define
for i = 1, . . . , n, where we suppress the explicit dependence of r (u) on j in the notation. We have R n,j = 0 due to the presence of the intercept w 00 . The following recurrence relations can be derived by simple calculation:
• For l j ∈ {2, 3}, we have D 1,j = 0 and nD i,j = −R i−1,j for i = 2, . . . , n.
• For l j ∈ {4, 5, 7, 9}, the initial condition is D n,j = 0, and
• For l j ∈ {6, 8}, the initial condition is D 1,j = 0, and
Therefore, the complexity of Step 5 in our implementation is O(nd).
(c) Convergence. If the EF distribution is Gaussian, then it follows from Theorem 1 of Groeneboom, Jongbloed an (2008) that our algorithm converges to the optimal solution after finitely many iterations. In general, the convergence of this active set strategy depends on two aspects:
• Convergence of IRLS. The convergence of Newton-Raphson method in Step 3 depends on the starting values. It is not guaranteed without step-size optimisation; cf. Jørgensen (1983) . However, starting from the second iteration, each subsequent IRLS is performed by starting from the previous well-approximated solution, which typically makes the method work well.
• Accuracy of IRLS. If IRLS gives the exact solution every time, then ψ n (w (k) ) increases at each iteration. In particular, one can show that at the k-th iteration, the new element S * + added into the working set in Step 6 will remain in the working set S k+1 after the (k + 1)-th iteration. However, since IRLS only returns an approximate solution, there is no guarantee that the above-mentioned phenomenon continues to hold. One way to resolve this issue is to reduce the tolerance ǫ IRLS if ψ n (w (k) ) ≤ ψ n (w (k−1) ), and redo the computations for both the previous and the current iteration.
Here we terminate our algorithm in Step 6 if either ψ n (w (k) ) is non-increasing or D (k) < ǫ IRLS .
In our numerical work, we did not encounter convergence problems, even outside the Gaussian setting.
Computation of SCAIE
The computation of SCAIE can be divided into two parts:
1. For a given fixed A, find f ∈ cl(F Lm ) that maximisesl n,m f ; (A T X 1 , Y 1 ), . . . , (A T X n , Y n ) using the algorithm in Table 3 but with A T X i replacing X i . Denote the corresponding maximum value by Λ n (A).
For a given lower-semicontinuous function Λ
as appropriate, find a maximising sequence (A k ) in this set.
The second part of this algorithm solves a finite-dimensional optimisation problem. Possible strategies include the differential evolution method (Price, Storn and Lampinen, 2005; Dümbgen, Samworth and Schuhm 2011) or a stochastic search strategy (Dümbgen, Samworth and Schuhmacher, 2013 ) described below. In Table 4 , we give the pseudo-code for computing SCAIE. We note that Step 4 of the stochastic search algorithm is parallelisable.
Step 1: Initialisation: let N denote the total number of stochastic searches; set k = 1.
Step 2: Draw random matrices: draw a d × m random matrix A k by initially choosing the entries to be independent and identically distributed N (0, 1) random variables.
For each column of A k , if there exists a j ∈ {1, . . . , m} such that l j = 1, subtract its projection to the j-th column of A k so that (B.1d) is satisfied, then normalise each column so (B.1b) and (B.1c) are satisfied.
Step
otherwise, if k < N , set k := k + 1 and go to Step 2.
Step 4: Evaluation of Λ n : for every k = 1, . . . , N , compute Λ n (A k ) using the active set algorithm described in Table 3 .
Step 5: Index matrix estimation -1: let A * ∈ argmax 1≤k≤N Λ n (A k ); setÃ n = A * ;
Step 6: Index matrix estimation -2 (optional): treat A * as a warm-start and apply another optimisation strategy to find A * * in a neighbourhood of A * such that Λ n (A * * ) > Λ n (A * ); if such A * * can be found, setÃ n = A * * .
Step 7: Output: use the active set algorithm described in Table 3 to find 
Simulation study
To analyse the empirical performance of SCMLE and SCAIE, we ran a simulation study focusing on the running time and the predictive performance. Throughout this section, we took ǫ IRLS = 10 −8 .
Generalised additive models with shape restrictions
We took X 1 , . . . , X n i.i.d.
The following three problems were considered:
2. Here d = 4. We set L 4 = (5, 5, 5, 5) T and
3. Here d = 8. We set L 8 = (4, 4, 4, 4, 5, 5, 5, 5) T and
For each of these three problems, we considered three types of EF distributions:
where g(µ) = log µ;
• Binomial: for i = 1, . . . , n, draw N i (independently of X 1 , . . . , X n ) from a uniform distribution on {11, 12, . . . , 20}, and then draw independently
Note that all of the component functions are convex, so f 0 is convex. This allows us to compare our method with other shape restricted methods in the Gaussian setting. Problem 3 represents a more challenging (higher-dimensional) problem. In the Gaussian setting, we compared the performance of SCMLE with Shape Constrained Additive Models (SCAM) (Pya and Wood, 2014) , Generalised Additive Models with Integrated Smoothness estimation (GAMIS) (Wood, 2004) , Multivariate Adaptive Regression Splines with maximum interaction degree equal to one (MARS) (Friedman, 1991) , regression trees (Breiman et al., 1984) , Convex Adaptive Partitioning (CAP) (Hannah and Dunson, 2013) , and Multivariate Convex Regression (MCR) (Lim and Glynn, 2012; Seijo and Sen, 2011) . Some of the above-mentioned methods are not suitable to deal with nonidentity link functions, so in the Poisson and Binomial settings, we only compared SCMLE with SCAM and GAMIS. SCAM can be viewed as a shape-restricted version of GAMIS. It is implemented in the R package scam (Pya, 2012) . GAMIS is implemented in the R package mgcv (Wood, 2012) , while MARS can be founded in the R package mda (Hastie et al., 2011) . The method of regression trees is implemented in the R package tree (Ripley, 2012) , and CAP is implemented in MATLAB by Hannah and Dunson (2013) . We implemented MCR in MATLAB using the interior-point-convex solver. Default settings were used for all of the competitors mentioned above.
For different sample sizes n = 200, 500, 1000, 2000, 5000, we ran all the methods on 50 randomly generated datasets. Our numerical experiments were carried out on standard 32-bit desktops with 1.8 GHz CPUs. Each method was given at most one hour per dataset. Beyond this limit, the run was forced to stop and the corresponding results were omitted. Tables 13 and 14 Unsurprisingly SCMLE is slower than Tree or MARS, particularly in the higher-dimensional setting.
On the other hand, it is typically faster than other shape-constrained methods such as SCAM and MCR. Note that MCR is particularly slow compared to the other methods, and becomes computationally infeasible for n ≥ 1000.
To study the empirical performance of SCMLE, we drew 10 5 covariates independently from
using Monte Carlo integration. Estimated MISEs are given in Tables 5 and 6 . For every setting we considered, SCMLE performs better than Tree, CAP and MCR. This is largely due to the fact that these three estimators do not take into account the additive structure. In particular, MCR suffers severely from its boundary behaviour. It is also interesting to note that for small n = 200, SCAM and GAMIS occasionally offer slightly better performance than SCMLE. This is also mainly caused by the boundary behaviour of SCMLE, and is alleviated as the number of observations n increases.
In each of the three problems considered, SCMLE enjoys better predictive performance than the other methods for n ≥ 500. SCMLE appears to offer particular advantages when the true signal exhibits inhomogeneous smoothness, since it is able to regularise in a locally adaptive way, while both SCAM and GAMIS rely on a single level of regularisation throughout the covariate space.
Generalised additive index models with shape restrictions
In our comparisons of different estimators in GAIMs, we focused on the Gaussian case to facilitate comparisons with other methods. We took X 1 , . . . , X n Method n = 200 n = 500 n = 1000 n = 2000 n = 5000 Method n = 200 n = 500 n = 1000 n = 2000 n = 5000 Method n = 200 n = 500 n = 1000 n = 2000 n = 5000 5. Here d = 2 and m = 2. We set L 2 = (4, 7) T and f I 0 (x) = (0.5x 1 + 0.5x 2 ) 2 − |0.5x 1 − 0.5x 2 | 3 .
In both problems, conditional on X i , we drew independently Y i ∼ N (f I 0 (X i ), 0.5 2 ) for i = 1, . . . , n. We compared the performance of our SCAIE with Projection Pursuit Regression (PPR) (Friedman and Stuetzle, 1981) , Multivariate Adaptive Regression Splines with maximum two interaction degrees (MARS) and regression trees (Tree). In addition, in Problem 4, we also considered the Semiparametric Single Index (SSI) method (Ichimura, 1993) , CAP and MCR. SSI was implemented in the R package np (Hayfield and Racine, 2013) . SCAIE was computed using the algorithm illustrated in Table 4 .
We picked the total number of stochastic searches to be N = 100. Note that because Problem 4 is a single-index problem (i.e. m = 1), there is no need to supply δ. In Problem 5, we chose δ = 0.1.
We considered sample sizes n = 200, 500, 1000, 2000, 5000. Table 15 in the online supplementary material gives the average running time of different methods per training dataset. Although SCAIE is slower than PPR, MARS and Tree, its computation can be accomplished within a reasonable amount of time even when n is as large as 5000. As SSI adopts a leave-one-out cross-validation strategy, it is typically considerably slower than SCAIE.
Estimated MISEs of different estimators over [−0.98, 0.98] d are given in Table 7 . In both Problems 4 and 5, we see that SCAIE outperforms its competitors for all the sample sizes we considered. It should, of course, be noted that SSI, PPR, MARS and Tree do not enforce the shape constraints, while MARS, Tree, CAP and MCR do not take into account the additive index structure.
In the index setting, it is also of interest to compare the performance of those methods that directly estimate the index matrix. We therefore estimated Root Mean Squared Errors (RMSEs),
given by E α n,1 − α 0,1 2 2 in Problem 4, where α 0,1 = (0.25, 0.25, 0.25, 0.25) T . For Problem 5, we estimated mean errors in Amari distance ρ, defined by Amari et al. (1996) as Table 8 . For both problems, SCAIE performs better in these senses than both SSI and PPR in terms of estimating the projection indices.
Estimated MISEs: Additive Index Models Problem 4
Method n = 200 n = 500 n = 1000 n = 2000 n = 5000 Method n = 200 n = 500 n = 1000 n = 2000 n = 5000 
Real data examples
In this section, we apply our estimators in two real data examples. In the first, we study doctoral publications in biochemistry and fit a generalised (Poisson) additive model with concavity constraints; while in the second, we use an additive index model with monotonicity constraints to study javelin performance in the decathlon.
Doctoral publications in biochemistry
The scientific productivity of a doctoral student may depend on many factors, including some or all of the number of young children they have, the productivity of the supervisor, their gender and marital status. Long (1990) studied this topic focusing on the gender difference; see also Long (1997) . The dataset is available in the R package AER (Kleiber and Zeileis, 2013) , and contains n = 915 observations. Here we model the number of articles written by the i-th PhD student in the last three years of their PhD as a Poisson random variable with mean µ i , where
for i = 1, . . . , n, where kids i and mentor i are respectively the number of that student's children that are less than 6 years old, and the number of papers published by that student's supervisor during the same period of time. Both gender i and married i are factors taking values 0 and 1, where 1 indicates 'female' and 'married' respectively. In the original dataset, there is an extra continuous variable that measures the prestige of the graduate program. We chose to drop this variable in our example because: (i) its values were determined quite subjectively; and (ii) including this variable does not seem to improve the predictive power in the above settings.
To apply SCMLE, we assume that f 1 is a concave and monotone decreasing function, while f 2 is a concave function. The main estimates obtained from SCMLE are summarised in Table 9 and Figure 1 . Outputs from SCAM and GAMIS are also reported for comparison. We see that with the exception off n,2 , estimates obtained from these methods are relatively close. Note that in Figure 1 , the GAMIS estimate of f 2 displays local fluctuations that might be harder to interpret than the estimates obtained using SCMLE and SCAM.
Finally, we examine the prediction power of the different methods via cross-validation. Here we randomly split the dataset into training (70%) and validation (30%) subsets. For each split, we compute estimates using only the training set, and assess their predictive accuracy in terms of Root Mean Square Prediction Error (RMSPE) on the validation set. The reported RMSPEs in Table 10 are averages over 500 splits. Our findings suggest that whilst comparable to SCAM, SCMLE offers Table 9 : Estimates obtained from SCMLE, SCAM and GAMIS on the PhD publication dataset.
slight improvements over GAMIS and Tree for this dataset. Method SCMLE SCAM GAMIS Tree RMSPE 1.822 1.823 1.838 1.890 Table 10 : Estimated prediction errors of SCMLE, SCAM, GAMIS and Tree on the PhD publication dataset.
The smallest RMSPE is in bold font.
Javelin throw
In this section, we consider the problem of predicting a decathlete's javelin performance from their performances in the other decathlon disciplines. Our dataset consists of decathlon athletes who scored at least 6500 points in at least one athletic competition in 2012 and scored points in every event there. To avoid data dependency, we include only one performance from each athlete, namely their 2012 personal best (over the whole decathlon). The dataset, which consists of n = 614 observations, is available in the R package scar (Chen and Samworth, 2014) . For simplicity, we only select events (apart from Javelin) that directly reflect the athlete's ability in throwing and short-distance running, namely, shot put, discus, 100 metres and 110 metres hurdles. We fit the following additive index model:
∼ N (0, σ 2 ), and where javelin i , 100m i , 110m i , shot i and discus i represent the corresponding decathlon event scores for the i-th athlete. For SCAIE, we assume that both f 1 and f 2 are monotone increasing, and also assume that A 11 , . . . , A 41 , A 12 , . . . , A 42 are non-negative. This slightly restricted version of SCAIE aids interpretability of the indices, and prevents 'perfect-fit' phenomenon (cf. Section 3.2), so no choice of δ is required. Table 11 gives the estimated index loadings by SCAIE. We observe that the first projection index can be interpreted as the general athleticism associated with the athlete, while the second can be viewed as a measure of throwing ability. Note that, when using SCAIE,Â n,12 andÂ n,22
are relatively small. To further simplify our model, and to seek improvement in the prediction power, we therefore considered forcing these entries to be exactly zero in the optimisation steps of SCAIE. This sparse version is denoted as SCAIE s . Its estimated index loadings are also reported in Table 11 . To compare the performance of our methods with PPR, MARS with maximum two degrees of interaction and Tree, we again estimated the prediction power (in terms of RMSPE) via 500
repetitions of 70%/30% random splits into training/test sets. The corresponding RMSPEs are reported in Table 12 . We see that both SCAIE and SCAIE s outperform their competitors in this particular dataset. It is also interesting to note that SCAIE s has a slightly lower RMSPE than SCAIE, suggesting that the simpler (sparser) model might be preferred for prediction here. 
Appendix
Proof of Proposition 1
Define the set
We can rewrite the optimisation problem as findingη n such that
, and where Note thatl n is continuous on the non-empty set Θ and sup η∈Θln (η) is finite. Moreover, by Lemma 9 in the online supplementary material, Θ is a closed subset of the compact setR n , so is compact. It follows thatl n attains its maximum on Θ, soŜ L d n = ∅. To show the uniqueness ofη n , we now suppose that both η 1 = (η 11 , . . . , η 1n ) T and η 2 = (η 21 , . . . , η 2n ) T maximisel n . The only way we can have η 1i = ∞ is if the family is Binomial and
is well-defined, and η * ∈ Θ, since Θ is convex. Now we can use the strict concavity ofl n on its domain to conclude that η 1 = η 2 = η * .
To prove Theorem 2, we require the following lemma, which says (roughly) that if any of the additive components (or the intercept) of f ∈ F L d are large somewhere, then there is a non-trivial region on which either f is large, or a region on which −f is large. 
, and owing to the shape restrictions, this is equivalent to
We will prove the lemma by construction. For j = 1, . . . , d, consider the collection of intervals
The two cases below validate our construction: f j (x j ) ≥ 0 or inf
For l j ∈ {1, 4, 7}, by the convexity/concavity, sup
Without loss of generality, we may assume that f 1 (−a) = M . Since f 1 (0) = 0 and |f 1 (a)| ≤ M , we can assume l 1 ∈ {1, 3, 4, 6}.
Proof of Theorem 2
For convenience, we first present the proof of consistency in the case where the EF distribution is Binomial. Consistency for the other EF distributions listed in Table 2 can be established using essentially the same proof structure with some minor modifications. We briefly outline these changes at the end of the proof. Our proof can be divided into five steps.
Step 1: Lower bound for the scaled partial log-likelihood. It follows from Assumption (A.1) and the strong law of large numbers that
Step 2:
We will prove that there exists a deterministic constant M = M (a) ∈ (0, ∞) such that, with prob-
for sufficiently large n. To this end, let C a = {C 1 , . . . , C N } be the finite collection of compact subsets of [−2a, 2a] d constructed in the proof of Lemma 7, and set
+ min
Now (4) is non-positive, since
By reducing to a subsequence if necessary, we may assume η m → η 0 , say, as m → ∞, where
is continuous onR n , and we deduce that (
a,M is also a maximising sequence, which establishes our claim.
Recall that by Lemma 7, for any
a,M , we can always find C k * ∈ C a such that max inf
Combining the non-positivity of (4) and our argument above removing the closure in (5), we deduce by the strong law of large numbers that
where, we have used the property that B(t) = t + B(−t) for the penultimate inequality, and the definition of M for the final equality. Comparing this bound with the result of Step 1, we deduce
a,M ), and the result follows.
Step 3: Lipschitz constant for the convex/concave components off n on [−a, a]. For
∀j with l j ∈ {1, 4, 5, 6, 7, 8, 9} .
For notational convenience, we define W (a) = M (a) + M (a + 1) + 1. By Lemma 10 in the online
From this and the result of Step 2, we have that for any fixed a > 0, with probability one,
for sufficiently large n.
Step 4: Glivenko-Cantelli Classes.
) j is a P X -Glivenko-Cantelli class, where P X is the distribution of X. To see this, note that by Theorem 2.7.5 of van der Vaart and Wellner (1996) , there exists a universal constant C > 0 and functions
1 ) and such that for every monotone function g :
By Corollary 2.7.10, the same property holds for convex or concave functions from [−a, a] to [0, 1], provided we use N 2 brackets, where
It follows that if j corresponds to a monotone component, then the class of functions
in the L 1 (P X )-norm. Similarly, if j corresponds to a convex or concave component, we can define in the same way an ǫ-bracketing set for
. We deduce by Theorem 2.4.1 of van der Vaart and Wellner
is P X -Glivenko-Cantelli. We now use this fact to show that the class of functions
is P -Glivenko-Cantelli, where P is the distribution of (X, Y ). Define f * , f * * :
Now F 1 , F 2 and F 3 are P -Glivenko-Cantelli, ψ is continuous and (recalling that |Y | ≤ 1 in the Binomial setting),
which is P -integrable. We deduce from Theorem 3 of van der Vaart and Wellner (2000) that
Step 5: Almost sure convergence off n . For ǫ > 0, let
where we suppress the dependence of B ǫ (f 0 ) on a 0 in the notation. Our aim to show that with
In Lemma 11 in the online supplementary material, it is established that for any ǫ > 0,
is positive and a non-decreasing function of a * > a 0 + 1. Since we also have that (in the Binomial setting), − log 2 ≤ g −1 (t)t − B(t) ≤ 0, we can therefore choose a * > a 0 + 1 such that
Let
Observe that by the result of Step 2, we have that with probability one,Ŝ L d n ⊆ F * ∪ cl(B ǫ (f 0 )) for sufficiently large n. By Lemma 12 in the online supplementary material,
Here the closure operator in (8) can be dropped by the same argument as in Step 2. Now note that
so the class is P -Glivenko-Cantelli, by the result of Step 4. We therefore have that with probability one,
where (9) is due to (6), and where (10) is due to (7). In addition, under the Binomial setting, for
We deduce from (8), (10) and (11) that with probability one, Consistency of other EF additive models. The proof for other EF models follows the same structure, but involves some changes in certain places. We list the modifications required for each step here:
• In Step 1, we add a term independent of f to the definition of the partial log-likelihood:
Note that sup t∈dom(B)
This allows us to prove that E{l n (f 0 )} ∈ (−∞, 0] in all cases: in particular, in the Gaussian case, E{l n (f 0 )} = −φ 0 /4; for the Poisson, we can use Lemma 13 in the online supplementary material to see that E{l n (f 0 )} ∈ [−1, 0]; for the Gamma, this claim follows from Lemma 14 in the online supplementary material. It then follows from the strong law of large numbers that almost surely
• In Step 2, the deterministic constant M = M (a) ∈ (0, ∞) needs to be chosen differently for different EF distributions. Let C a = {C 1 , . . . , C N } be the same finite collection of compact subsets defined previously. We then can pick
if EF is Gamma.
•
Step 3 are exactly the same for all the EF distributions listed in Table 2 .
• In
Step 4, we define the class of functions
In the Gaussian case, we can rewrite
By taking the P -integrable envelope function to be
we can again deduce from Theorem 3 of van der Vaart and Wellner (2000) thatH a,M 1 ,M 2 is P -Glivenko-Cantelli. Similarly, in the Poisson case, we can show thatH a,M 1 ,M 2 is PGlivenko-Cantelli by taking the envelope function to be
The Gamma case is slightly more complex, mainly due to the fact that dom(B) = R. For
Again, we can show thatH δ a,M 1 ,M 2 is P -Glivenko-Cantelli by taking the envelope function for
Step 5 for the Gaussian and Poisson settings are essentially a replication of that for the Binomial case. Only very minor changes are required:
(a) where applicable, add the term − sup t∈R [Y t − B(t)] to {Y f 0 (X) − B(f 0 (X))} and {Y f (X)−B(f (X))}; make the respective change to {Y i f (X i )−B(f (X i ))} and {yf (x)− B(f (x))};
The analogue of
Step 5 for the Gamma distribution is a little more involved.
Note that the above supremum is attained as f 0 is a continuous function. Then one can prove in a similar fashion to Lemma 11 that
Next we pick a * > a 0 + 1 such that
With F * defined as in
Step 5, we have
Again we apply Glivenko-Cantelli theorem to finish the proof, where we also use the fact that
Proof of Corollary 3
By Theorem 2, we have
using Theorem 2 again and the triangle inequality.
Proof of Proposition 4
Fix an index matrix A = (α 1 , . . . , α m ) ∈ R d×m . For any sequence A 1 , A 2 , . . . ∈ R d×m with lim k→∞ A k −A F = 0, where · F denotes the Frobenius norm, we claim that lim k→∞ (A k ) T X i − A T X i 1 = 0 for every i = 1, . . . , n. To see this, we write A k = (α k 1 , . . . , α k m ). It then follows that
where we have applied the Cauchy-Schwarz inequality twice. Now write Z i = (Z i1 , . . . , Z im ) T = A T X i for every i = 1, . . . , n and take
|Z ij |.
Therefore, for any ǫ > 0, there exist M ǫ > 0 and
We can then find piecewise linear and continuous functions f * * 1 , . . . , f * * m such that f * * j (Z ij ) = f * j (Z ij ) for every i = 1, . . . , n, j = 1, . . . , m. Consequently, the additive function f * * (z) = m j=1 f * * j (z j )+c * is continuous. It now follows that lim inf
Since both ǫ > 0 and the sequence (A k ) were arbitrary, the result follows.
Proof of Theorem 5
The structure of the proof is essentially the same as that of Theorem 2. For the sake of brevity, we focus on the main changes and on the Gaussian setting. Following the strategy used in the proof of Theorem 2, we work here with the logarithm of a normalised likelihood:
So in
Step 1, we can establish that El n,m (f 0 ; A 0 ) = −φ 0 /4.
In
Step 2, we aim to boundf I n on [−a, a] d for any fixed a > 0. Three cases are considered:
(a) If m ≥ 2 and L m ∈ L m , thenf I n is either convex or concave. One can now use the convexity/concavity to show that lim sup n→∞ sup x∈[−a,a] d |f I n (x)| < M (a) almost surely for some deterministic constant M (a) < ∞ that only depends on a. See, for instance, Proposition 4 of Lim and Glynn (2012) for a similar argument.
∈ L m , we will show that there exists deterministic M (a) ∈ (0, ∞) such that with probability one,S
for sufficiently large n, where we define (Gerschgorin, 1931; Gradshteyn and Ryzhik, 2007) . Let C 1 , . . . , C N be the sets constructed for f in Lemma 7. Then, writing ν d for Lebesgue measure on R d ,
Thus (13) 
Then, instead of using the strong law of large numbers to complete this step, we apply the Glivenko-Cantelli theorem for classes of convex sets (Bhattacharya and Rao, 1976, Theorem 1.11 ). This change is necessary to circumvent the fact that the set D f I depends on the function f I (via its index matrix A). 
is P -Glivenko-Cantelli, where P is the distribution of (X, Y ). This follows from an application of Corollary 2.7.10 and Theorem 2.4.1 of van der Vaart and Wellner (1996) , as well as Theorem 3 of van der Vaart and Wellner (2000) .
(b) Otherwise, we need to show that the set of functions 
Proof of Corollary 6
This result follows from Theorem 1 of Yuan (2011) and our Theorem 5. See also Theorem 5 of Samworth and Yuan (2012) for a similar type of argument.
ONLINE SUPPLEMENTARY MATERIAL
Recall the definition of Θ from the proof of Proposition 1.
Lemma 9. The set Θ is a closed subset ofR n .
Proof. Suppose that, for each m ∈ N, the vector η m = (η m 1 , . . . , η m n ) T belongs to Θ, and that
. . , n. It follows that we can find k m ∈ N such that f m,km (X i ) → η i as m → ∞, for each i = 1, . . . , n. . Applying the same argument inductively, we find subsets
, M (a) and W (a) from the proof of Theorem 2.
converges pointwise inR to f . Our first claim is that there exists a subsequence (f km ) such that
Indeed, suppose for a contradiction that there exists K ∈ N such that for every k ≥ K, we have
It follows from our hypothesis and the shape restrictions that max j=1,...,2d+1 b k j > M (a + 1) + 1 for k ≥ K. Furthermore, we cannot have argmax j=1,...,2d+1 b k j = 2d + 1 for any k ≥ K, because 2|c k | = 2|f k (0)| ≤ M (a) < M (a + 1) + 1 for every k ∈ N. We therefore let j k = argmax j=1,...,2d b k j , where we choose the largest index in the case of ties. Since j k can only take 2d values, we may assume without loss of generality that there is a subsequence (j km ) such that j km = 2d for all m ∈ N. But, writing x 0 = (0, . . . , 0, a + 1) T ∈ R d , this implies that
This contradiction establishes our first claim. Since (a+1) and such that f k converges pointwise inR to f . By the shape restrictions,
Proof. Since B ′ = g −1 , we have that for every
is uniquely maximised by taking f (x) = f 0 (x). Moreover, since f 0 is continuous by assumption
We may therefore assume that for any
. . , d and every 4, 5, 6, 7, 8, 9}. Define C x * ,2 similarly, but with the intervals in the cases l j = 2 and l j = 3 exchanged. Then the shape constraints ensure that max{inf x∈C x * ,1 |f (
Lebesgue measures of C x * ,1 and C x * ,2 do not depend on x * , and min{P(X ∈ C x * ,1 ), P(X ∈ C x * ,2 )} is a continuous function of x * , so by (A.2), we have
, and using the fact
Lemma 12. For any a * > a 0 + 1, we have
Proof. The proof is very similar indeed to the proof of Lemma 10, so we omit the details.
Recall the definition ofl n (f 0 ) from the proof of Theorem 2.
Lemma 13. Suppose that Z has a Poisson distribution with mean µ ∈ (0, ∞). Then µ log µ ≤ E(Z log Z) ≤ µ log µ + 1.
It follows that, under the Poisson setting, E{l n (f 0 )} ∈ [−1, 0].
Proof. The lower bound is immediate from Jensen's inequality. For the upper bound, let Z 0 = (Z − µ)/ √ µ, so E(Z 0 ) = 0 and E(Z 2 0 ) = 1. It follows from the inequality log(1 + z) ≤ z for any z > −1 that E(Z log Z) = E (µ + √ µZ 0 ){log µ + log(1 + Z 0 / √ µ)}½ {Z 0 >− √ µ} ≤ E (µ + √ µZ 0 )(log µ + Z 0 / √ µ) = µ log µ + (log µ + 1) √ µE(Z 0 ) + E(Z 2 0 ) = µ log µ + 1.
Finally, we note that and α j ∈ R d with α j 1 = 1 is P -Glivenko-Cantelli for every j = 1, . . . , m. In the following, we present the proof in case l j = 2.
Other cases can be shown in a similar manner.
By Theorem 2.7.5 of van der Vaart and Wellner (1996) , there exists a universal constant C > 0 such that for any ǫ > 0 and any α 0 ∈ R d , there exist functions g L k , g U k : R → [0, 1] for k = 1, . . . , N 3
with N 3 = e 4M 1 C/ǫ such that E|g U k (α T 0 X)− g L k (α T 0 X)| ≤ ǫ/(4M 1 ) and such that for every monotone function g : R → [0, 1], we can find k * ∈ {1, . . . , N 3 } with g L k * ≤ g ≤ g U k * . Since X has a Lebesgue density, for every k we can find τ L k , τ U k > 0 such that
.
By picking τ = min{τ L 1 , . . . , τ L N , τ U 1 , . . . , τ U N }/a (which implicitly depends on α 0 ), we claim that the class of functions It follows by monotonicity that for k = 1, . . . , N 3 ,
k=1 is indeed an ǫ-bracketing set. Now for every α 0 ∈ R d with α 0 1 = 1, we can pick τ (α 0 ) > 0 such that a finite ǫ-bracketing set can be found forF Method n = 200 n = 500 n = 1000 n = 2000 n = 5000 Method n = 200 n = 500 n = 1000 n = 2000 n = 5000 Method n = 200 n = 500 n = 1000 n = 2000 n = 5000 Method n = 200 n = 500 n = 1000 n = 2000 n = 5000 Method n = 200 n = 500 n = 1000 n = 2000 n = 5000 Table 15 : Average running times (in seconds) of different methods for the shape-constrained additive index models (Problems 4 and 5).
