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Abstract 
According to the image characters in the process of vision guided Autonomous Underwater Vehicle (AUV) docking, 
an image-matching algorithm based on Quanta Particle Swarm Optimization (QPSO) and grey relational analysis is 
proposed. The algorithm combines the speediness of QPSO and the robustness of the grey relational analysis. The 
grey absolute correlative degree of the image gray histogram was used as fitness function, and the image-matching 
algorithm based on QPSO was detailed. Using images from tank test, experimental results presented to demonstrate 
that the proposed algorithm can fit vision guided docking need.  
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1.Introduction  
Image matching has broad application in machine vision, target following, aero design cruise homing, 
three- dimensional reconstructions and motion analysis and so on. Image matching is an important part in 
vision guided AUV docking; the precision of the whole system is decided by the matching precision in a 
great degree, the matching operation time account for quite a proportion of the whole operation time [1]. 
Because of ocean current and other sea environment, AUV, can hardly keep itself staying at cabin upside, 
so the images, which got from AUV will have changes such as rotation, translation. Besides, the images 
from underwater are sensitive to varies of yawp and disturb, in different illumination condition, sea current 
and suspend have great influence in finally imaging and identification. Generally, the quality of target 
image is not good and there is information redundancy. Therefore, in the process of vision guided AUV 
docking, the image matching algorithm is requested to possess veracity and speediness, besides the 
algorithm should not sensitive to the changes including rotation, translation, brightness change and so on.  
The commonly used methods of image matching   are based on the gray and feature points of images 
[2-6]. The previous method was easy to realize and can reach high precision, but it had a large amount of 
calculation and quite susceptible to noise influence; the later one was used the attribute of feature points to 
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match images, the disadvantages of this method was difficult to obtain correct matching results in multi-
target environment. In order to overcome the shortcomings of traditional matching algorithms, this paper 
presents a new image-matching algorithm based on QPSO and grey relational analysis. QPSO has the 
ability of optimization faster and more exact than standard particle swarm optimization (PSO), so it makes 
particles approach optimal matching position. To get better robustness, the grey absolute correlative degree 
of the image gray histogram was used as fitness function. 
In this paper, an approach combining QPSO with grey relational analysis (GQPSO) is presented to 
speed up image matching and to get the precision and robust of the matching algorithm. 
2.Basic Algorithm  Description 
2.1.Standard PSO  
PSO (Particle Swarm Optimization) is a bionic algorithm that simulates the flight of flocks of birds, 
performing well for the various multidimensional continuous space optimization problems. In PSO 
algorithm, very few parameters needed to be adjusted, which makes it particularly easy to implement. In 
the algorithm, a swarm of random particles is initialized and they update themselves by following two 
optimum solutions in each iteration. One is the best solution of each particle, which is called individual 
historical optimum (denoted by pbest ); the other is the best solution of the whole swarm, which is called 
globe optimum (denoted by gbest ). When two optimum solutions are achieved, the velocity and position 
of particles are updated by formula (1) [7] 
1
1 1 2 2* *( ) * *( )
k k k k k k
ij ij ij ij ij ijv v c r pbest x c r gbest x
                  
1 1k k k
ij ij ijx x v
                               (1) 
Where kijv and
k
ijx refers to the position and velocity of 
thi  particle in the thj  iteration. 1c and 2c  are 
acceleration coefficients, which are used to adjust the maximum step of particles flying to gbest and pbest .
Generally, 1c ǃ 2c ę [0,4]; 1r  and 2r  are two random numbers between [0,1]. 
2.2.QPSO  
QPSO (quanta particle swarm optimization) was presented based on PSO, which simulates the theory 
of quanta physics. Different from the PSO, in quanta space, the state of particle is denoted by wave 
function instead of position and velocity in QPSO. The particle is defined in quanta space, making the 
scale of the problems which could account for more extensive .Besides particle can search in the whole 
quanta space, so the ability of searching optima in globe is better than PSO. 
The position of the particle is decided by the wave function| | ( , )x t\ :
2| | 1dxdydz Qdxdydz\
f f
f f
  ³ ³               (2) 
Where Q  refers to the probability of the position of the particle is ( , , )X Y Z  at the time of 
T .Transform  the quanta state to common state by the Monte-Carlo method and finally get the iterant 
formula through evolvement . Thereat, the position and velocity come down to one parameter. The formula 
of the algorithm as follow:
1
1 M
i
i
mbest p
M  
 ¦                           (3) 
            * (1 )*p pbest gbestI I                  (4) 
 Yan Zhe-ping et al. /  Energy Procedia  17 ( 2012 )  991 – 1000 993
1
( 1) * | ( ) | *lnX t p mbest X t
u
E  r              (5) 
Where M refers to the number of the particles in the swarm, ip is the current position of the particle, 
pbest   is individual historical optimum, gbest  is globe optimum and mbest  refers to median optimum, 
I and u are  two random numbers between [0,1]. E refers to coefficients creativity, which is the exclusive 
coefficients in QPSO algorithm, so the setting of E  is important to the astringency of the algorithm. In the 
process of iterance, ±is decided by random numbers between [0,1], + when the random number bigger than 
0.5, else - . E  is decided by formula (6): 
1 2 2
MIter Iter
MIter
E E E E ˄  ˅          (6) 
Where E and 2E  refers to the initial value and final value of E . Iter is currently iteration˗MIter is
maximal iterations. Experiment results show the QPSO algorithm have better capability when 1E =1ˈ
2E =0.5.
2.3.Grey Relational Analysis  
The method of grey relational analysis adapts to apply in whatever swatch, more, less, have rules, have 
no rules and so on. Besides, the method has a small amount of calculation and applies quit easy [14]. The 
basic thought of grey relational analysis is estimating the relation of two sequences according to their curve 
similitude. The more similar the curve, the higher the sequence correlative degree. Grey absolute 
correlative degree is only related to the geometric figure of the two sequences, so translation cannot change 
the value of the grey absolute correlative degree. Besides, the grey absolute correlative degree takes no 
account of other factor, so environment has no   effect to it. Suppose two sequences 
( (1), (2), , ( ))i i i iX x x x n 
( (1), (2), , ( ))j j j jX x x x n 
The two sequences which first points are zero of the two sequences above ˖
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3. The GQPSO Algorithm 
A model-matching algorithm based on the gray of the image is proposed in this paper. We utilize the 
QPSO to find the best matching point, and use the gray absolute correlative degree of the model image and 
matching image as the fitness function. 
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3.1.Grey Absolute Correlative Degree of the Image Gray Histogram  
The gray histogram indicates the number of pixels in each grey rank; it is the important statistical 
character of the image gray value.  The gray histogram of the matching template is taken as reference 
sequence, the formula as follow: 
( (0), (1),..., ( ),... (deg 1))T T T T T TX x x x i x     (9) 
Where ( )Tx i  indicates the number of pixels in 
thi  grey rank of the matching template. The gray 
histogram of sub source image ijS  is taken as compared sequence, the formula as follow: 
( (0), (1),..., ( ),... (deg 1))ij ij ij ij ij SS S S S SX x x x i x   (10) 
  Where degT  and degS  indicate the number of pixels gray ranks 
   In this paper, the grey absolute correlative degree between the matching image and sub source image 
is used to weigh the matching degree of the two images. The basic idea as follow: 
Suppose the length of the reference sequence TX  and the compared sequence ijSX  is equal, viz. the 
number of gray ranks of the two sequences is equal. Because the distance among the pixels gray ranks is 1, 
so TX and ijSX  both are 1-interval sequence, and 
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  The grey absolute correlative degree of the gray histogram sequence can be calculated according to 
the formula (7). The higher the grey absolute correlative degree between the reference sequence and the 
compared sequence, the higher the matching degree of the two images, and the two images match 
completely when 0iH is equal 1. 
The approach to calculate the fitness function is written as: 
Step 1 Calculate the gray histogram of the matching template image and sub source image; 
Step 2 Calculate the reference sequence TX  and the compared sequence ijSX according to the gray 
histogram of the two images and formula (9), (10); 
Step 3 Calculate 0TX and
0
ijS
X according to formula (11) and calculate 0s  is DQG 0is s  according to 
formula (12) to (14)
Step 4 Calculate the grey absolute correlation degree 0iH , and the fitness function 01 if H   according 
to formula (7). 
3.2.The GQPSO Algorithm  
Utilizing fitness function detailed in section A to weigh the matching degree, a GQPSO (Grey Quanta
Particle Swarm Optimization) algorithm is designed.
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Suppose ( , )T i j is the M Nu matching template and ( , )S i j  is the P Qu source image, ,P M Q N! ! ,
the size of the searching area is ( 1, 1)P M Q N    , ( , )ijS m n  indicates the sub source image with the 
vertex ( , )i j , whose size is equal to the matching template. According to the fitness function of ( , )T i j
and ( , )ijS m n , get the best matching point and the matching image. 
The approach of the GQPSO algorithm is shown as follow: 
Step 1 Initialize the swarm randomly generate M particles (the position of the source image).  Initialize 
the present position ip  with the fitness function of each particle, and initialize the globe optimum ( gbest )
with the optimum value of fitness function of each particle. 
Step 2 Calculate the median optimum ( mbest ) of all particles in the swarm according to the formula 
(3). Calculate p  according to formula (4) and generate the next swarm according to formula (5)  
Step 3 Calculate the fitness function of each particle according to the method detailed in section A and 
update gbest  and mbest .
Step 4 Estimate whether it satisfies the terminate condition (the iterative loop is the end or the fitness 
function is approach to 0). If it is true, gbest  is the optimum position (i, j). Output the optimum position 
and the algorithm is over. If it is false, turn to step 3.The flowchart as Fig.1 shows. 
3.3.The Characters of Images in The Process of Vision Guided AUV Docking  
Usually, AUV works underwater with the power by itself. It limited the working time and the distance 
of sailing. The power and the maintenance must be supplied and the information should be read 
immediately. The docking callback manner refers to the manner using upward dock and rise-fall platform 
to accomplish the underwater docking callback work [15-16]. 
Initialize the 
swarm(M, pi,gbest)
Calculate mbest, p, x(t+1)
Calculate the reference sequence  and the compared 
sequence according to the gray histogram of the two 
images, and calculate the gray absolute correlative degree.
Calculate the fitness function 
of each particle and update 
gbest and mbest
Estimate whether it satisfies the 
Terminate condition (the iterative 
Loop is the end or the fitness function is
approach to 0).
Output the optimum 
position
Algorithm is over
\HV
QR
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Figure 1. Flowchart of the GQPSO Algorithm 
In the experiment of AUV docking, using shelf to simulate the dock, and the lamp system is installed 
under the dock, as Fig.2 shown. 
The camera is fixed in the center of the AUV bottom. In the target lamp system, the center position is 
corresponding to the center of the AUV bottom. 
In the process of docking, when AUV is approaching to the dock, AUV moves down slowly by the 
Vision Guided, until it gets in the dock. The altimeter variance is corresponding to the scale of the images. 
The position adjustment is corresponding to the translation and rotation. The illumination variance is 
corresponding to the lightness variance of the image. 
Figure 2. Target Lamp System 
4.Experiment  and  Discusion 
Using images from tank test in the process of vision guided AUV docking as source images in the 
experiment. The computer configuration is as follows: CPU: Intel(R) TM6600; Main Frequency: 2.4GHz; 
EMS memory: 1.0G. The algorithm is realized under MatlabR2008a environment. The images in the 
experiment are from Tornado low light monochrome camera, as Fig.3 shows and the main parameters as 
Table 1. 
4.1.Test the Veracity and Speediness of the Algorithm  
Choosing a image which AUV shot practically to test the veracity and speediness of the algorithm. The 
source image is 576 768u , as Fig.4 (a), and  cut out a 148 121u  matching template image from the source 
image. The matching template as Fig.4 (b) shows indicates the center position of the docking platform.  
The parameter setting in the algorithm is as fol1ows:GQPSO=30ˈ 1E =1ˈ 2E =0.5, and the particle 
dimension is 2. Thirty image matching experiments were taken to analyze the matching precision and the 
average runtime of the GQPSO algorithm statistically. The matching result as Fig.5 shows. Compared to 
the capabilities of the PSO, SSDA and QPSO, the compared result as Table 2 shows. 
Figure 3. Tornado Camera 
TABLE I. TABLE TYPE STYLES
Manufacturer TritechˈBritain 
Type Tornado low light monochrome 
camera 
Pick-up element 1/2” interline CCD
Effective pixels 768*494
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resolution >570TV Lines
Minimum illumination 0.00015Lux F1.4
Focal Length  3.8mm  F0.8
Angle of view(in air) H 89.2e-V 68.6e
Dimension 78mm(diameter),
172mm(length)
Iris Auto Iris
Water corrected or not yes
                  (a)                                   (b) 
Figure 4. Concept of Matching: (a) is the source image; (b) is the matching template. 
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Figure 5. The Veracity and Speediness Test Result: (a) is matching result; (b) is the value of gbest fitness function.  
TABLE II. THE VERACITY AND SPEEDINESS OF GQPSO TEST RESULT
Algorithm Iterant times Matching
precision (%)
Average matching
time (s) 
GQPSO 
N=30
N=40
86.78 
100.00 
2.4532 
3.0679 
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N=50 100.00 3.4925 
QPSO
N=30
N=40
N=50
86.78 
100.00 
100.00 
3.0374 
3.7632 
4.5149 
PSO
N=30
N=40
N=50
83.33 
90.00 
96.67 
3.0129 
3.5783 
4.4137 
SSDA 100.00 257.3210 
gbest  refers to the globe optimum (viz. the best solution of the whole swarm and the minimum of the 
fitness function value). Fig.5 (b) shows that the optimum fitness function value of the swarm got to zero 
when the iterant times over 30 times. Temporality, the optimum matching position is (242,218) ( viz. the 
148 121u matching sub image with (242,218) as vertex matches the matching template completely).
In Table 2, matching precision = correct matching times / total matching timesh100%. Table 2 shows 
that the average matching time increases as the iterant times increase, and the matching precision up to
100% when the iterant times greater or equal 40. Besides, the GQPSO algorithm can implement the correct 
matching faster than QPSO and SSDA, and the veracity of GQPSO is higher than PSO. 
4.2.Test the Robust of the GQPSO Algorithm  
In the images AUV shot practically, choose a image which indicates different depth from the source 
image as Fig.4 (a) shows and cut out a matching template image  
whose size is equal to the matching template as Fig.4 (b) shows. The parameter setting is the same to the 
setting in section A but the iterant times is 40. Matching experiment has been done 30 times, the matching 
result and test data as Fig.6 and Table 3 shows. 
In order to analyze the robustness of the GQPSO algorithm statistically, 20 times experiments has been 
carried out for each image in Fig.7 and has compared to SSDA, the matching result and test data as Fig.7 
and table 4 show. 
(a)                             (b) 
Figure 6. The Depth Change Test: (a) is the matching template; (b) is the test result.  
TABLE III. THE HIGHNESS  TEST RESULT
Algorithm Correct 
matching times
Matching 
precision (%)
Matching 
time (s)
GQPSO 30 100.00 3.0719
QPSO 29 96.67 4.2861 
PSO 27 90.00 3.9415
SSDA 30 100.00 259.7384
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(a)                                            (b)
(c)                                          (d) 
Figure 7. The Robustness of GQPSO Test : (a) is the image after translated; (b) is the translation matching result; (c) is the rotation 
matching result; (d) is lightness matching result.  
TABLE IV. THE ROBUST  TEST RESULT
Test image
SSDA GQPSO
Correct
matching
times
Matching
precision
(%)
Correct 
matching  
times
Matching
precision
(%)
Figure 2 and
Figure 4(a) 
rotation
13 65 20 100
Figure 2 and
Figure 4(b) 
translation
6 30 18 90
Figure 2 and
Figure 4(c)
brightness
6 30 19 95
   In Fig.7, (b) is the matching result of (a), and the optimum matching position is (125,211). The 
GQPSO algorithm can still match exactly when the translation of AUV is exist. (a) rotates 5 degree got the 
matching result (c), and the optimum matching position is (150,226). (a) rotates 5 degree and then change 
brightness got the matching result (d), and the optimum matching position is (151,226). Table 4 shows that 
GQPSO has higher robustness than QPSO,PSO and SSDA, i.e. the matching precision of GQPSO higher 
than other algorithms when there are changes including rotation, translation, brightness change to the 
source image and the matching template is fixed.  
5.Conclusion and Future Work 
In this paper, a new algorithm for image matching has been developed using QPSO and grey relational 
analysis .The images obtained in the tank test are used for test. When there are noises in the images, or the 
motion of AUV have changed, or the light environment have changed, the suggested algorithm is very 
precision and fast enough to be executed to find the best matching position. 
However, there are still a few shortcomings in the proposed algorithm. The further application and the 
improvement of the presented algorithm has not been fully investigated in this paper but left as a future 
work. In addition, the current work has yet to investigate to speed the matching of the GQPSO algorithm 
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through combining the shape of the lamp as well as changing the programming language, so these methods 
should be explored in future research.  
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