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We consider ameasure ~b of computational complexity. The measure 9 determines 
a binary relation on the recursive functions; F is no harder to compute than G iff for 
every index g of G there is an index f o f f  such that for nearly all x, the difficulty of f  
at x (as measured by ~) is no more than the difficulty of g at x. The corresponding 
symmetric relation is an equivalence relation, and the set of equivalence classes (the 
degrees of complexity) is partially ordered. In this paper we give a simple proof of 
a result of McCreight: An arbitrary countable partial ordering can be embedded in 
this ordering of degrees of complexity. 
1. All recursive functions are computable, but some are more computable 
than others. To make this idea meaningful, an axiomatic approach to computational 
complexity has been utilized by Rabin [8], Blum [2], and others. (Further references 
may be found in [1, 4].) Let q~1(x) measure the "difficulty" of applying the 
computational procedure with index f to the input x. (Formally, 9 is any recursive 
partial function satisfying some modest axioms to be stated shortly.) 
DEFINITION. F is no harder to compute than G (written: F -~ G) if 
(V indexg of G)(3 indexfofF)(W ~x) @~(x) <~ @g(x). 
(Cf. [1, p. 267].) Here "V * x" means "for all but finitely many values of x," or more 
briefly, "for nearly all x." The corresponding equivalence relation (F _= G if F ~ G 
and G ~, F) partitions the class of recursive functions into equivalence classes, the 
degrees of (computational) complexity. These degrees are partially ordered by the 
relation (which is well defined on equivalence classes). This partial ordering turns 
out to be very wild indeed. In this paper we will give a simple proof that any countable 
partial ordering can be embedded in the ordering of the degrees of complexity. This 
theorem follows from a result of McCreight announced in [6] and proved in his 
dissertation [5]. (See 5.2 and 5.3 of [6].) But we believe the present proof to be 
conceptually simpler. 
9 This research was supported in part by National Science Foundation Grant #GP-28737. 
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The degrees of complexity are closely related to the complexity classes. For a 
recursive function T we can form the class 
C r = {F : (3 indexfofF)(V ~ x) q~1(x) ~ T(x)}. 
Then F ~ G iffF belongs to every complexity class C r to which G belongs. Similarly, 
F and G are in the same degree of complexity iff they belong to exactly the same 
complexity classes. 
We are indebted to the referee for calling attention to [5, 6], and for suggesting 
improvements in an earlier version of the paper. 
2. We will now state our assumptions explicitly. We let q~1 be the recursive 
partial function with index f. We assume that 9 is a two-place recursive partial function 
such that 
1. @1(x) is defined iff q01(x ) is defined. 
2. The relation {(f, x, y) : q~1(x) ~ y} is recursive. 
These are the standard conditions for q) to be a measure of complexity. The following 
lemma will be useful in evaluating the complexity of a function defined by cases in 
terms of the complexity of its components. 
LEMMA. There is a total recursive function S (depending only on q~) that is strictly 
increasing in each variable and such that if go i is total, g and h are indices of recursive 
functions G and H, and 
F(x) = t G(x) if ~,(x) = 0 
IH(x) /f ~,(x) > 0 
then there is an index f ofF such that for nearly all x, 
q)1(x) ~ S(x, q~i(x), q)a(x)) whenever goi(x ) -~ 0 
9 1(x) ~ S(x, ~i(x), q)h(x)) whenever q~i(x) > O. 
Proof. Certainly we can find a measure 7t of complexity for which the lemma holds 
(with S~,(x, y, z) roughly y + z). And by Theorem 3 of [2] there is a recursive function 
J such that for all i and nearly all x we have 
~,(x) ~ J(x, ~,(x)) and ~,(x) ~ J(x, g~,(x)). 
We may suppose that J is monotonically increasing in each variable. Thus for some 
index f of F, 
9 ,(x) <. j(x, ~,,(x)) 
<<. j(x, S~(x, %(x), ~(x)) 
<~ J(x, s~.(x, J(x, ep,(x)), J(x, q~.(x)))) 
DEGREES OF COMPUTATIONAL COMPLEXITY 391 
for nearly all x for which 9 i (x )= O. The corresponding inequality holds when 
9i(x) > O. We may therefore take the desired function S to have at (x, y, z) the value 
J(x, S~(x, J(x, y), J(x, z))). 
Before proving the main theorem, we will first show that there exist two 
incomparable degrees of complexity. Of course, the main theorem implies that there 
are ~t o incomparable degrees. But the proof of the preliminary case will reveal the simple 
ideas involved, which tend to be obscured by the machinery in the later proof. 
Begin with a recursive function F meeting some conditions to be stated presently. 
Define F 0 and F 1 by 
Fo(x) ~_ ~Flo(X) if x is even 
if x is odd 
IF(x) if x is odd 
Fl(X) = t0 if x is even. 
Let z be an index, henceforth fixed, of the function constantly equal to zero. Similarly 
let e be a fixed index of the function 
9e(2x) ~-- 0 9e(2x -/  1) ~- 1. 
Suppose that F 0 ~ F 1 . There is an index fa of F 1 that follows z (and hence is fast) 
on the evens: 
q~l(x) ~ S(x, (b~(x), q~z(x)) for nearly all even x. 
Since F o ~ F1, there must be an index fo of F o that is equally fast on the evens. 
We can usefo to construct an indexf  o fF  that is fast on the evens: 
9 ,(x) ~< S(x, ~o(x), ~,o(X)) 
S(x, ~(x), S(x, ~(x), q~z(x))) for nearly all even x. 
Thus we need only choose F such that for any index f of F, 
q)l(x) > S(x, ~e(X), S(x, q)e(x), q)~(x))) for nearly all x. (1) 
Such an F exists by Rabin's theorem [8]. Then we have F 0 ~ F1, and, by the same 
reasoning, F 1 ~ F o . Thus we have two incomparable degrees. 
With a little additional effort, we can arrange for the degree of F to be the least 
upper bound of the two incomparable degrees. Choose F such that in addition to our 
previous requirement, we also have that for any index f of F there is another index f '  
of F for which 
S(x, qbe(x), (Pf(x)) < (/)1(x) for nearly all x. 
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(This is possible by Blum's speed-up theorem [2].) We claim that F o ~ F. For given 
any index f of F, we can obtain f '  satisfying the above inequality. Then there is an 
indexfo o f f  o which follows f '  on the evens and follows z on the odds: 
~b10(x ) ~< S(x, ~e(x), q~1,(x)) for nearly all even x. 
q)1o(X) ~< S(x, Ce(X), q~(X)) for nearly all odd x. 
Since #f,(x) > r for nearly all x by (1), we have 
q)lo(X) ~< S(x, q)~(x), ~b1,(x)) < ~bl(x ) for nearly all x. 
Hence F o ~ F. Similarly, F z --<~ F. And, of course, F ~ F0, F ~ F 1 . 
Now let G be any upper bound o fF  o and Fz, and let g be an index of G. There are 
indices f0, f l  of Fo, F z such that ~t (x) ~< ~bg(x) and q~f (x) ~< q)g(x) for nearly all x. 
9 0 1 
We can combine fo and fz to make an index f of F such that 
q~1(x) ~ S(x, ~5,(x), qbfo(x)) for nearly all even x, 
q)r ~ S(x, qSe(x), q)r for nearly all odd x. 
Hence ~f(x) ~ S(x, q~,(x), qgo(x)) for nearly all x. By speeding up f we get an index 
f '  of F such that for nearly all x, 
S(x, r < S(x, 
By the monotonicity of S we conclude that q)1,(x) < ~bg(x) for nearly all x. Thus 
F ~-~ G, and we arrive at 
THEOREM 1. In the foregoing construction, the degrees o f f  o and F 1 are incomparable, 
and the degree of F is their least upper bound. 
3. We now consider the problem of mapping an infinite partial ordering 
into the degrees. 
THEOREM 2. Any countable partial ordering can be embedded in the degrees of 
complexity. 
Proof. As a universal such ordering we will use the collection of periodic sets of 
natural numbers, ordered by inclusion. The periodic sets form a countable atomless 
Boolean algebra (under the set-theoretic operations). It is known that any countable 
partial ordering is embeddable (as a partial ordering) in any countable atomless Boolean 
algebra. (One way to do this is as follows. The partial ordering can be extended to 
a countable Boolean algebra M. The ordered basis [7] of ~ can then be mapped into 
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the rationals. This map induces an imbedding of ~ into the Boolean algebra having 
the rationals as ordered basis. Since this is a countable atomless Boolean algebra, it is 
isomorphic to any other such [5, p. 28], and in particular is isomorphic to the field 
of periodic sets of natural numbers.) So it suffices to embed the periodic sets in the 
degrees of complexity. 
Let E be a recursive function enumerating indices of the periodic sets (at least 
one index of each). That is, 
{~oe(i) : i = O, t,...} 
is the class of representing functions of periodm sets. Let d s be the periodic set q~e(i) 
represents; then 
CpF.(i)(n) = iO if n E A i 
tl if n6A i . 
We must construct recursive functions Fo, F1 ,... such that F~ % F s iff As _C A s . 
First let G be a recursive function (whose existence is assured by Blum's speed-up 
theorem [2]) such that for any index g of G there is another index g' such that 
HI(x , q~r < r for nearly all x (2) 
where H 1 is a function to be chosen presently. Let b be some fixed index of G. Then 
let F be a recursive function such that (a) for any index f of F, 
9 1(x) > H2(x ) for nearly all x (3) 
and (b) for any index f of F there is another index f '  such that 
H3(x , q~f(x)) < q)s(x) for nearly all x, (4) 
where again//2 and H 3 are functions to be determined presently. Finally define iv/by 
IF(x) if x~As ,  i.e., if 9~E(i)(x) = 0, 
Fi(x) = IG(x) if x6Ai, i.e., if 9E(i)(x) = 1. 
The idea is that Fi is very difficult to compute on the set Ai ,  but can be computed 
fairly rapidly on the set Ai .  
First assume that Fi ~ Fj .  There is an index of F s which is fast on A s ; i.e., there 
is an index fs of F s such that 
q~lj(x) <~ S(x, qSz(i)(x), ~b(x)) for nearly all x ~ A j .  
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There must be an equally fast index f i  of Ft 9 Since Fi agrees with F on At ,  we can 
useft  to make an indexf  o fF  that is fast on As --  At : 
9 l(x) ~ S(x, ~E(i)(x), (l)1,(x)) for nearly all x ~ A i 
S(x, q)e(i)(x), S(x, (/)E(3-)(x), Cl)b(X)) ) for nearly all x c A i - -  A t . 
Define 
O(x) ---- max ~E(k)(X). 
k<x 
Then for any k we have ~E(k)(X) ~< O(X) for nearly all x. We will choose H 2 in such 
a way that for any index f of F, 
9 1(x) > S(x, O(x), S(x, O(x), (bb(x))) for nearly all x. 
Comparison of this inequality with the preceding one shows that A i -- Aj  is finite. 
Since Ai  --  A j  is periodic, it must be empty. Thus At C Aj .  
For the converse assume that Ai  C_ A t . Let f j  by an index of F~; we need an 
equally fast index of Ft 9 First we wxll use f j  to make indices for F and G. There is an 
index g of G that follows f~ on .~ .  Consequently 
qbo(x ) <~ S(x, ~bE(~-)(x), ~f~(x)) for nearly all x ~ A~. (5) 
Now speed up g to obtain an index g' of G such that (2) holds. Similarly there is an 
index f of F that follows f~. on Aj .  Then 
dPi(x ) ~ S(x, ~bE(j)(x), (/)1j(x)) for nearly all x ~ Aj .  (6) 
Now speed up f to obtain an index f '  of F such that (4) holds. 
F romf '  and g' we now construct an indexft fo rF  t that follows f '  on Ai ,  follows g' 
on .~., and follows b on A t --  A i  9 (This involves two applications of the lemma. 
We first obtain an index following g' on ~/5 and b on all of A t ; then from this index 
we define f i ,  which follows f '  on Ai). We then have 
O1,(x) ~ S(x, ~e(i)(x), (b1"(x)) for nearly all x E Ai  , (7) 
qbl,(x ) <~ S(x, q)e(t)(x), S(x, q)e(~), ~o'(x))) for nearly all x e A j ,  (8) 
qb1,(x ) <~ S(x, q)E(t)(x), S(x, q)E(~)(x), ~b(x))) for nearly all x E A t --  A i . (9) 
We must piece these inequalities together to verify that qb1,(x ) <~ q)j~(x) for nearly 
all x. 
First take the case of x in Ai  9 By (7) it is enough to show that 
S(x, oE,)(x), o,,(x)) ~< o,,(x). 
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Since S is monotone, it suffices to show that 
S(x, g%)(x). S(x. ~,)(x). 4,@))) <~ S(x. 4~(j)(x), .dx)).  
This inequality will follow from (4) and (6) if we have 
S(x, 4e(,)(x), S(x, @E{,)(x), @1,(x))) ~< Ha(x, 41,(x)). 
We therefore choose to define 
H~(x, y) = S(x, O(x), S(x, O(x), y)). 
We are then assured that 4t~(x ) ~< q~lj(x) for nearly all x in A i . 
The other two cases are similar. Consider the case of x in z{j. By (8) it is enough 
to show that 
S(x. 4~,)(x). S(x, r ~,(x))) <~ ~,,(x), 
which in turn is implied by 
S(x, r X(x, ~) (x ) ,  S(x, 4~,(x), C/x)))) ~< S(x, g,~,(x), 4~,(x)). 
This will follow from (2) and (5) if we first have 
S(x, 4e(j)(x), S(x, 4e(,)(x), S(x, #e~)(x), @~.(x)))) ~ el(x, 4~.(x)). 
We therefore choose to define 
Hdx, y) - s(x, o(x). s(x, o(~). S(x. O(x), y))). 
The case of x in A s -- Ai is the same, with g' now replaced by b. The inequalities 
required are (9), (3), and (6). We choose to define 
H~(x) : s(~, o(x), s(x. e(x), X(x, O(x). a)d~)))). 
Then in all cases we have 4i{(x ) ~< ~1j(x) for nearly all x. 
4. It would be very interesting to know the extent to which the structure 
of the degrees of complexity is independent of the choice of ~. Of course, for any one 
function F, the location of the degree of F in the partial ordering will be highly 
dependent on 4. But it is a priori conceivable that, under some reasonable conditions 
on 4, the isomorphism type of the ordering of the degrees might be completely 
determined. A more modest hope is that the g,~ theory of the ordering might be 
completely determined for some small n. (In the absence of additional conditions on @ 
very little in this direction seems possible; see [3, 10].) 
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