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Abstract: Yang-Mills theories are an important building block of the standard model and in
particular of quantum chromodynamics. Its correlation functions describe the behavior of its
elementary particles, the gauge bosons. In quantum chromodynamics, the correlation functions
of the gluons are basic ingredients for calculations of hadrons from bound state equations. They
also provide access to the phase diagram.
Correlation functions of gluons are defined only in a gauge fixed setting. The focus of many
studies is the Landau gauge which has some features that alleviate calculations. I discuss recent
results of correlation functions in this gauge obtained from their equations of motions. Besides the
four-dimensional case also two and three dimensions are treated, since the effects of truncations,
viz., the procedure to render the infinitely large system of equations finite, can be studied more
directly in these cases. In four dimensions, the anomalous running of dressing functions plays
a special role and it is explained how resummation is realized in the case of Dyson-Schwinger
equations.
Beyond the Landau gauge other gauges can provide additional insights or can alleviate the
development of new methods. Some aspects or ideas are more easily accessible in alternative
gauges and the results presented here for linear covariant gauges, the Coulomb gauge and the
maximally Abelian gauge help to refine our understanding of Yang-Mills theories.
Keywords: Yang-Mills theory, quantum chromodynamics, functional equations, Dyson-Schwinger
equations, nPI effective actions, correlations functions, propagators, vertices, Landau gauge,
Coulomb gauge, linear covariant gauges, maximally Abelian gauge, confinement
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1. Introduction
Quantum chromodynamics is the theory of quarks and gluons describing the strong interaction
[1, 2]. It is part of the Standard Model of particle physics which since its formulation in the
1960’s serves as the basic theoretical description of elementary particles and their interactions.
The Standard Model was successfully tested in many different ways and the search for physics
’beyond the Standard Model’ is one of the driving forces in modern physics. To be able to
separate ’new’ physics from Standard Model physics, it is necessary to understand the latter as
good as possible including the strong interaction.
Quantum chromodynamics (QCD) is an asymptotically free theory which means that the
interaction becomes weak at high energies [3, 4]. This makes perturbative studies reliable at
high scales. But QCD has many nonperturbative properties as well. The two most prominent
ones are confinement and chiral symmetry breaking. Confinement describes the fact that no free
quark or gluon has ever been observed [5–9]. Many different mechanisms have been proposed
to explain this, see, e.g., Refs. [10, 11] for an overview. Some of them might just be different
viewpoints and the picture that will finally emerge will most likely contain aspects of several
of them. The second property refers to the breaking of an approximate symmetry of QCD,
chiral symmetry. It is explicitly broken by the nonzero quark masses. In addition, it is broken
dynamically. This explains observations like the low masses of some mesons, which are the
Goldstone bosons of the broken symmetry, and the high masses of other bound states, which
consist mostly of dynamically created mass.
For the nonperturbative description of QCD different methods exist, each with its own advan-
tages and disadvantages. A very prominent and successful method are Monte Carlo simulations
on discretized spacetime [12]. With lattice QCD one can successfully describe many aspects of
QCD including parts of the meson and baryon spectrum [13–16]. Also thermodynamic quanti-
ties are described nicely for vanishing density [17, 18]. When a chemical potential is introduced,
however, lattice methods encounter a technical problem in form of a complex phase of the weight
factor of the path integral [19]. Besides, many state of the art calculations in lattice QCD require
a lot of manpower and large computing resources. This makes alternative methods interesting
which require less resources and do not suffer from the complex action problem.
The approach followed in this work is functional equations. They constitute sets of integral,
differential or integro-differential equations. They can be applied directly to the action of QCD,
so they start from first principles, but they also can be applied to effective model descriptions of
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it. However, actual calculations typically introduce some modeling, as the underlying equations
need to be approximated. The determination of the reliability of such approximations is one of
the challenging problems of this method. Via such models, also effective models can be introduced
into the system which allow a phenomenological successful description of some quantities, as, for
example, bound states and their properties, e.g., [20–22].
In recent years, though, we have steadily progressed towards a description from first principles.
This required the extension of previous truncation schemes and testing the impact of neglected
or modeled parts. Giving up modeling and employing dynamically calculated quantities instead
was an instructive process, since models sometimes had circumvented problems which had not
been perceived as such.
In this work, recent developments for functional equations are described with a focus on the
equations of motion of correlation functions. Calculations of three- and four-point functions are
covered as are advancements in solving untruncated propagator equations. Some aspects, which
may initially seem only technical, are treated in detail, because they turn out to be important
for self-consistent solutions of the equations.
Physical observables are by definition gauge independent, but it is often helpful to calculate
them in a gauge-fixed setting. Since the choice of gauge should not matter for the result, one
has the freedom to choose a gauge that is convenient for the specific task. Functional equations
also operate in a gauge-fixed setting and the choice of gauge plays an important role to keep
calculations feasible. The most advanced studies were done in the Landau gauge, both on the
technical and the conceptual level, but a handful of other gauges was used as well. The purpose of
employing alternative gauges is thereby twofold: First, some quantities are more easily accessible
in certain gauges. Second, some techniques are naturally developed in one gauge before they are
transferred to other gauges. We will encounter examples for both cases in this work.
In the second chapter, the basics of QCD and its gauge fixed continuum formulation are in-
troduced. In Chapter 3, a general introduction to functional methods is given. After setting
up the quantum field theoretical framework, Dyson–Schwinger equations, the functional renor-
malization group, nPI effective action techniques and the Hamiltonian approach are introduced.
This chapter also contains a section dedicated to the discussion of computational tools which
are becoming more and more important these days. The chapter concludes with an overview of
alternative methods to study correlation functions.
Readers familiar with functional equations and their use in QCD might skip chapters 2 and 3
and proceed directly to Chapter 4 where developments and results in Landau gauge Yang-Mills
theory are presented. This gauge is in many respects the most accessible gauge for functional
but also other methods, as explained in detail in Sec. 4.1. Fundamental aspects important for
the future development of Dyson–Schwinger equations like the treatment of spurious divergences
and perturbative resummation are discussed. Technical advances treated in this chapter include
the inclusion of two-loop diagrams in the gluon propagator equation and the calculation of non-
primitively divergent correlation functions and estimates of their impact on other correlation
functions. For completeness, also results for three-point functions are discussed. Besides four
dimensions, also two and three dimensions are considered. In particular, in three dimensions a
detailed analysis of the truncation dependence is presented.
Correlation functions in gauges other than the Landau gauge are treated in Chapter 5. Inves-
tigations of linear covariant gauges, the maximally Abelian gauge and the Coulomb gauge are
presented. Although the Landau gauge is a special case of a linear covariant gauge, most meth-
ods need to be refined for the general case. With several methods progress in this direction was
achieved recently, so that linear covariant gauges receive again more attention. The attractive
feature is that ideas, concepts and methods can be tested with a continuous connection to the
Landau gauge. Another example of a covariant gauge is the maximally Abelian gauge. It is of
interest, because it provides access to the dual superconductor picture of confinement. Again,
similar methods can be employed as in the Landau gauge due to its covariance. An example
for a non-covariant gauge is the Coulomb gauge. Different functional methods were used in this
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gauge. An interesting case is a variational approach, which was developed specifically in this
gauge and later extended to the Landau gauge.
Chapter 6 contains conclusions and is followed by two appendices. They provide some integral
kernels for reference and details on the analytic calculation of the two-loop diagrams in the gluon
propagator Dyson–Schwinger equation.
2. Quantum chromodynamics and gauge fixed correlation
functions
This chapter contains details on QCD and its correlation functions in linear covariant gauges.
It serves as a reference for the rest of this work. In particular, the Dyson–Schwinger equations
(DSEs) and equations of motion from the 3PI effective action as well as the notation of all
correlation functions is presented in Sec. 2.2.
2.1. Basics of QCD
2.1.1. The Lagrangian density of QCD
The fundamental matter fields of QCD are quark fields. They appear in three generations with
two types each resulting in six flavors: up and down, strange and charm, bottom and top. The
masses of quarks range from a few MeV (up and down) to 173GeV (top). The interaction between
quarks is mediated by gluons. The Lagrangian density of QCD is [23, 24]
LQCD =
∑
f={u,d,s,c,b,t}
ψf (− /D +m)ψf + LYM , (1)
LYM = 1
2
Tr{FµνFµν}, (2)
where the sum is over all flavors of quark fields ψf (x). In the following, the flavor index will be
suppressed again. The covariant derivative Dµ contains the gluon field Aµ(x) as gauge field:
Dµ = ∂µ + i g Aµ. (3)
The second term, LYM, contains only gluons. Since QCD is a non-Abelian gauge theory, the
gluons interact among themselves. In the limit of infinitely heavy quarks, only LYM remains
and we have a pure Yang-Mills theory [24]. Note that in this work the Euclidean metric is used
exclusively.
The field strength tensor Fµν is given by
Fµν = ∂µAν − ∂νAµ + i g [Aµ, Aν ]. (4)
The gauge field Aµ lives in an algebra defined by the hermitian generators T r of a generic gauge
group. For QCD this is SU(3). They obey the relations
[T r, T s] = if rstT t, (5)
Tr{T rT s} = Tfδrs, (6)
with Tf = 1/2 for the gauge group SU(N). The decomposition of the gauge field is
Aµ = A
r
µT
r (7)
and similarly for the field strength tensor:
Fµν = F
r
µνT
r, (8)
F rµν = ∂µA
r
ν − ∂νArµ − g f rstAsµAtν . (9)
5
In components, the Yang-Mills Lagrangian reads
LYM = 1
4
F rµνF
r
µν . (10)
An important property of the Lagrangian density of QCD is that it is invariant under gauge
transformations. In particular, both terms in LQCD are gauge invariant by themselves. A gauge
transformation is given by
ψU (x) = U(x)ψ(x), (11)
ψ
U
(x) = U−1(x)ψ(x), (12)
AUµ (x) = U(x)Aµ(x)U(x)
−1 +
i
g
(∂µU(x))U(x)
−1, (13)
where U(x) is
U(x) = ei g ω(x) (14)
with ω(x) the Lie algebra valued gauge parameter:
ω(x) = ωr(x)T r. (15)
In infinitesimal form a gauge transformation reads
ψ(x)→ (1 + i g ω(x))ψ(x), (16)
ψ(x)→ ψ(x)(1− i g ω(x)), (17)
Arµ → Arµ + δArµ = Arµ − ∂µωr − g f rstωsAtµ = Arµ −Drsµ ωs, (18)
where the covariant derivative in the adjoint representation Drsµ is defined as
Drsµ = δ
rs∂µ + g f
rstAtµ. (19)
2.1.2. Gauge fixing
The Lagrangian density (1) cannot be used in functional equations as it stands. Functional
equations are formulated in terms of correlation functions of quarks and gluons, which are gauge
dependent objects. Consequently, a gauge must be fixed. The standard procedure to choose
one representative of a class of gauge equivalent configurations, called a gauge orbit, is realized
by the Faddeev-Popov method [25]. Although it was shown that this is insufficient to fix a
gauge uniquely [26, 27], it is the standard method for perturbation theory and also functional
equations. For the former, this can be understood by the fact that standard perturbation theory
is an expansion around Aµ(x) = 0. Gauge equivalent configurations, so-called Gribov copies,
however, appear for large amplitudes far away from Aµ(x) = 0. Thus, they do not have any
influence in perturbation theory. Functional equations, on the other hand, are expected to
be applicable also non-perturbatively and thus in the regime where Gribov copies are possibly
relevant. The role of Gribov copies for functional equations is currently an open question. More
in Gribov copies can be found in Sec. 3.2.2.
Following the Faddeev-Popov method, we choose a gauge fixing functional f [A]. Its purpose
is to select a representative of each gauge orbit. For now, we ignore the caveat of Gribov copies
mentioned above. A standard choice is f [A] = ∂ ·A. One can insert the condition f [A] = 0 into
the path integral by writing unity as
1 = ∆[A]
∫
DUδ(f [AU ]). (20)
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DU is the integration over the gauge orbit and ∆[A] is the Jacobian for switching from variables
A to U . It is explicitly given by
∆rs[A] = det
(
δf r[A(x)]
δωs(y)
)
=: det M rs(x, y). (21)
M(x, y) is the Faddeev-Popov operator. A determinant in the path integral can be localized
using auxiliary fields. They need to be scalar Grassmann fields and are thus unphysical, since
they violate the spin-statistics theorem:
det M rs(x, y) =
∫
D[c¯c]e
∫
dx dy c¯r(x)Mrs(x,y) cs(y). (22)
The delta functional is regularized by writing it as a Gaussian distribution with a width ξ.
Although only the limit ξ → 0 recovers the original gauge fixing condition, also the case with a
non-zero width can be considered as a valid choice of gauge. It corresponds to a weighted sampling
over the complete gauge orbit.1 The complete gauge fixing part added to the Lagrangian density
is then
Lgf = 1
2ξ
f [A]2 −
∫
dy c¯r(x)M rs(x, y) cs(y). (23)
Adding Lgf to the Lagrangian density breaks gauge symmetry explictly. However, there is
another symmetry named Becchi-Rouet-Stora-Tyutin (BRST) symmetry after Becchi, Rouet,
Stora [28, 29] and Tyutin [30]. It is very useful in proving renormalizability and unitarity of
a theory, see, for example, refs. [31, 32]. For the quark and gauge fields, the corresponding
transformations take the form of a gauge transformation with the gauge parameter ω replaced
by a ghost field c. The transformations of the ghost fields are constructed such that Lgf is
invariant after a new field is introduced.
This field, called Nakanishi-Lautrup field b [33, 34], is not dynamical and takes the role of a
Lagrange multiplier for gauge fixing:∫
Dbr e−
∫
dx(ibrfr[A]) = Nδ(f r[A]). (24)
N is a normalization factor. One can then relax the gauge fixing condition f [A] = 0 into
f [A] = i ξ b/2: ∫
Dbr e−
∫
dx(ibrfr[A]+ ξ2 b
rbr) = Ne
− 1
2ξ
(f [A])2
. (25)
This corresponds to the Gaussian averaging over the gauge orbit in linear covariant gauges.
In Landau gauge the off-shell BRST transformation is:
sArµ = −Drsµ cs, (26a)
s cr = −1
2
g f rstcsct, (26b)
s c¯r = i br, (26c)
s br = 0. (26d)
The on-shell form is obtained by integrating out the Nakanishi-Lautrup field what amounts to
replacing br by −i (∂µArµ)/ξ. The off-shell BRST transformation is nilpotent, viz., s2 = 0. Via
the nilpotency one can fix the gauge without the need for a path integral [35]. This relies on the
possibility to add any quantity that is the result of a BRST transformation, a so-called BRST
exact quantity, to the Lagrangian without spoiling its BRST invariance. We construct such
1See Sec. 3.2.1 for more details on choosing a configuration on the gauge orbit.
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Correlation function Dressings Tensors
Ghost propagator G 1
Gluon propagator Z, ZL P , L
Quark two-point function A, B /p, 1
Ghost-gluon vertex DAc¯c,T/L pµ, kµ
Three-gluon vertex CAAAi τ
i
µνρ
Quark-gluon vertex GAq¯qi λ
i
µ
Four-gluon vertex FAAAAi ρ
i,abcd
µνρσ
Two-ghost-two-gluon vertex DAAc¯ci ρ
i,abcd
µν
Four-ghost vertex E c¯c¯cci σ
i,abcd
Table 1: Overview of names for tensors and dressing functions. The general pattern for the
tensors is: Lorentz tensors τ , color tensors σ, combined Lorentz and color tensors ρ,
Dirac tensors λ. Dressing functions contain the fields in the superscript.
a term by noting that the gauge fixing condition f [A] has ghost number zero and the BRST
transformation raises the ghost number by one. Thus we introduce the factor c¯ in front of f [A]
to get ghost number zero. In the case of the Landau gauge this leads to the already known gauge
fixing terms:
Lgf = s(c¯rf [A]r) = s(c¯r∂µArµ) =
= i br (∂µA
r
µ)− c¯r ∂µ(−Drsµ cs) = i br(∂µArµ)− c¯rM rs cs. (27)
This method is very general and can also be employed, for example, for gauge fixing conditions
including ghost fields [35]. Finally, it should be noted that the expectation value of any gauge
invariant quantity remains unaffected by adding such a BRST exact form. Thus, all physical
observables are independent of the chosen gauge as required.
2.2. Correlation functions of QCD in linear covariant gauges
This section contains general information about the correlation functions of QCD in linear co-
variant gauges.2 Their structures in color, Lorentz and Dirac spaces are described and their
DSEs are given. This section is intended as a reference for the following chapters which discuss
different subsets of these correlation functions and their functional equations.
Since also higher correlation functions will be treated, it will be convenient to use a common
notation where the field content of the correlation functions is put in the upper index. A denotes
a gluon leg, c¯/c a ghost/anti-ghost leg, and q¯/q a quark/anti-quark leg. When the field content is
clear because of the explicitly given Lorentz and color indices, the field indices may be omitted.
The tree-level expression is denoted by a superscript (0). The transverse or longitudinal parts
of a correlation function can be denoted by T or L, respectively, in the upper index. Tab. 1
contains an overview of all dressings and tensors introduced in the following.
2.2.1. Ghost propagator
The ghost field is a scalar field and hence its propagator has one dressing function only. The
negative norm of the ghost field can be taken into account directly in the propagator via a minus
2 In the literature, also the term Green’s function is used for a general correlation function, although mathemat-
ically only a propagator fulfills its definition. Both terms Green function and Green’s function are in use, the
latter being correct from the historical linguistic viewpoint. Despite the fact that Green function corresponds
to the prevalent style in modern English, Green’s function is predominantly used [36].
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−1
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+ −16 −12
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=
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Figure 1: Top: The ghost propagator DSE. Center: The gluon propagator DSE. The loop di-
agrams are called tadpole, gluon loop, ghost loop, sunset, and squint. Bottom: The
quark propagator DSE.
Here and in other figures, internal propagators are dressed, and thick blobs denote
dressed vertices, wiggly lines gluons, dashed lines ghosts and continuous lines quarks.
sign:
DabG (p) = −δab
G(p2)
p2
. (28)
The tree-level corresponds to G(0)(p2) = 1. The DSE of the ghost propagator is given in Fig. 1.
2.2.2. Gluon propagator
The gluon propagator in linear covariant gauges is uniquely split into a transverse and a longi-
tudinal part parametrized by two dressing functions:
Dabµν(p) = δ
abDµν(p) = δ
ab(DTµν(p) +D
L
µν(p)), (29)
DTµν(p) =
(
gµν − pµpν
p2
)
Z(p2)
p2
, (30)
DLµν(p) =
pµpν
p2
ZL(p2)
p2
. (31)
At the tree-level we have Z(0)(p2) = 1 and ZL,(0)(p2) = ξ. The Slavnov–Taylor identity (STI) of
the gluon propagator fixes the longitudinal part to be equal to the gauge fixing parameter also
beyond tree-level, ZL(p2) = ξ. The DSE of the gluon propagator is given in Fig. 1.
2.2.3. Quark propagator
The quark propagator depends on two dressing functions which can be chosen in various ways.
A typical parametrization starts from its inverse:
(Sij(p))−1 = δij(iA(p2)/p+B(p2)). (32)
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The tree-level is A(0)(p2) = 1 and B(0)(p2) = m0 with m0 the bare quark mass. The propagator
in terms of the two scalar functions A(p2) and B(p2) reads then
Sij(p) = δij
−iA(p2)/p+B(p2)
p2A(p2)2 +B(p2)2
. (33)
Two alternative parametrizations use the scalar and the vector dressing functions σs(p2) and
σv(p
2), respectively, or the quark renormalization function Zf (p2) = 1/A(p2) and the quark
mass function M(p2) = B(p2)/A(p2):
Sij(p) = δij(−iσv(p2)/p+ σs(p2)) = δij Zf (p
2)
p2 +M(p2)2
(−i/p+M(p2)) . (34)
The DSE of the quark propagator is given in Fig. 1.
2.2.4. Ghost-gluon vertex
Three-point functions depend on two independent external momenta from which one constructs
three variables. Possible sets are three squared momenta, two squared momenta and the angle
between the two or even more complex combinations, see, e.g., [37]. In the following, typically
the three external momenta are used as arguments. However, in plots for specific momentum
configurations either three momentum squares or two momentum squares and the angle between
the two corresponding momenta are used, e.g., DA¯cc(k2; p2, q2) or DAc¯c(k2; p2, α). With semi-
colon, the first two arguments refer to the gluon and and anti-ghost momenta, without it, they
refer to the anti-ghost and ghost momenta.
The full ghost-gluon vertex can be parametrized as
ΓAc¯c,abcµ (k; p, q) = i g f
abc(A(k; p, q)pµ +B(k; p, q)kµ), (35)
where the momentum arguments correspond to the order of the fields in the superscript. For a
discussion of the color part see Sec. 2.2.5. All momenta are taken as incoming. The bare vertex
has A(0)(k; p, q) = 1 and B(0)(k; p, q) = 0. This parametrization of the vertex contains a part
that is proportional to kµ and thus vanishes upon contraction with the transverse projector.
However, it is misleading to call B(k, p, q) the longitudinal part. The following parametrization
explicitly splits the vertex into its transverse and longitudinal parts:
ΓAc¯c,abcµ (k; p, q) = i g f
abc(DAc¯c,T (k; p, q)Pµν(k)pν +D
Ac¯c,L(k; p, q)kµ). (36)
Pµν(k) = gµν − kµkν/k2 is the transverse projector.
The ghost-gluon vertex has two different DSEs differing by the leg that is attached to the bare
vertex. They are called A- and c-DSE. A third one, the c¯-DSE, is due to the ghost–anti-ghost
symmetry of the Landau gauge [20, 38] equivalent to the c-DSE in this gauge. The two full DSEs
and the equation of motion from the 3PI effective action in a three-loop expansion are depicted
in Fig. 2. It should be noted that truncations can have different effects on the equations. This
is discussed in detail in Secs. 4.2.5 and 4.3.3.
2.2.5. Three-gluon vertex
The three-gluon vertex has 14 tensors:
Γabcµνρ(p, q, r) = i g f
abc
14∑
i=1
τ iµνρC
AAA
i (p, q, r). (37)
A possible color structure with the symmetric structure constant dabc is ignored here, since it
would be in conflict with the charge invariance of QCD [39, 40]. In Sec. 4.2.5 it will be explained
that in three-point DSEs dabc can only arise from a decoupled part of the four-point functions.
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Figure 2: The c- (top) and A-DSEs (center) and the equation of motion from the 3PI effective
action (bottom) of the ghost-gluon vertex.
Of the 14 Lorentz tensors, only four are transverse and thus sufficient in the Landau gauge:
Γabc,Tµνρ (p, q, r) = i g f
abc
4∑
i=1
τ iµνρC
AAA,i(p, q, r). (38)
The superscript T to indicate that this is the transverse part will be suppressed whenever calcu-
lations in the Landau gauge are discussed. An explicit transverse basis can be constructed from
the naive basis, viz., the set of all possible combinations of the two independent momenta and
the metric tensor with three Lorentz indices. Upon transverse projection, six tensors survive,
but only four are linearly independent. They can be chosen as
τ1µνρ = Pµµ′(p)Pνν′(q)Pρρ′(r)gµ′ν′(p− q)ρ′ , (39)
τ2µνρ = Pµµ′(p)Pνν′(q)Pρρ′(r)gµ′ρ′pν′ , (40)
τ3µνρ = Pµµ′(p)Pνν′(q)Pρρ′(r)gν′ρ′qµ′ , (41)
τ4µνρ = Pµµ′(p)Pνν′(q)Pρρ′(r)qµ′pν′(p− q)ρ′ . (42)
Alternatively, considerations of the symmetry group S3 underlying the Bose symmetry of the
vertex can be used to construct a basis that has specific properties under permutations of the
legs [37]. The bare vertex is given by
Γ(0),abcµνρ (p, q, r) = −igfabc [(p− q)ρδµν + (q − r)µδνρ + (r − p)νδµρ] . (43)
The DSE of the three-gluon vertex and its equation of motion from the 3PI effective action in
a three-loop expansion are depicted in Fig. 3.
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Figure 3: The DSE (top) of the three-gluon vertex and its equation of motion from the 3PI
effective action (bottom).
2.2.6. Quark-gluon vertex
The full quark-gluon vertex has twelve tensors:
ΓAq¯q,a,ijµ (k; p, q) = i g T
a,ij
12∑
l=1
λlµ(k; p, q)Gl(k; p, q), (44)
where T a,ij is the generator of the gauge group. The transverse subspace is eight-dimensional:
ΓAq¯q,a,ij,Tµ (k; p, q) = i g T
a,ij
8∑
l=1
λlµ(k; p, q)Gl(k; p, q). (45)
Again, the superscript T can be skipped in discussions of the Landau gauge. The tree-level
vertex is
ΓAq¯q,a,ij,(0)µ (k; p, q) = i g T
a,ijγµ. (46)
In the calculation of the quark-gluon vertex a good choice of the basis is particularly important.
In particular, a bad choice can lead to numeric instabilities. Various versions have been used in
the literature [41–49], among them the traditional Ball-Chiu basis [41] and variants thereof, but
also bases that have a simpler structure.
The diagrammatic structure of the quark-gluon vertex DSEs is the same as for the ghost-gluon
vertex. Two of its three DSEs are depicted in Fig. 4 as well as its equation of motion from the
3PI effective action in a three-loop expansion. The q¯-DSE, which is not shown, is equivalent to
the q-DSE in the Landau gauge.
2.2.7. Four-gluon vertex
With four-point functions, which have three independent momenta, the size of the tensor space
increases drastically. Writing down all tensors with four Lorentz indices constructed from the
three independent momenta or the metric tensor leads to 138 tensors:
g g : 3 combinations, (47)
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Figure 4: The q- (top) and A-DSEs (center) and the equation of motion from the 3PI effective
action (bottom) of the quark-gluon vertex.
g p p : 6× 32 = 54 combinations, (48)
p p p p : 34 = 81 combinations. (49)
However, the basis is spanned by 136 tensors only, since some tensors are not linearly independent
[50]. The transverse subspace has 41 tensors [50].
In addition, the color space is also more complicated. With four color indices, one can con-
struct from the basis elements of the Kronecker delta δab and the symmetric and anti-symmetric
structure constants dabc and fabc, respectively, the following 15 combinations:
δ δ : 3 combinations, (50)
f f : 3 combinations, (51)
d d : 3 combinations, (52)
d f : 6 combinations. (53)
However, several identities relate tensors to each other [51]:
fabodcdo + facodbdo + fadodaco = 0 and 2 permutations, (54)
fabof cdo =
2
N
(
δacδbd − δadδcb
)
+ dacodbdo − dadodcbo (55)
and 2 permutations.
The Jacobi identity is a combination of the permutations of Eq. (55). These identities reduce
the number of independent tensors by six. Finally, for SU(3) an additional identity reduces the
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σ1 σ2 σ3 σ4 σ5 σ6 σ7 σ8
a↔ b + + + - - - - +
c↔ d + + + - - + - -
Table 2: Symmetry properties of the color basis tensors for four-point functions given in Eq. (58).
final number of independent tensors to eight [51]:
δabδcd + δacδbd + δadδbc = 3(dabodcdo + dacodbdo + dadodbco). (56)
For SU(2), there is no symmetric structure constant which reduces the number of tensors even
further to three. In the following we will restrict ourselves to SU(3). Hence, for SU(N), N > 3
one needs to generalize.
A full basis can be chosen as
σabcd1 = f
acdf bde,
σabcd2 = δ
abδcd,
σabcd3 = δ
acδbd,
σabcd4 = δ
adδbc,
σabcd5 = f
abef cde,
σabcd6 = f
abedcde,
σabcd7 = f
adedbce,
σabcd8 = f
cdedabe.
(57)
Combining these tensors such that they have clear permutation symmetries would be advanta-
geous. For now, however, we restrict ourselves to the permutations of a with b and c with d, as
these symmetries are those relevant for the two-ghost-two-gluon vertex. The full symmetrization
is discussed in Ref. [50]. The partially symmetric basis reads
σabcd1 = −2facdf bde + fabdf cde,
σabcd2 = δ
abδcd,
σabcd3 = δ
adδbc + δacδbd,
σabcd4 = −δadδbc + δacδbd,
σabcd5 = f
abef cde,
σabcd6 = f
abedcde,
σabcd7 =
1
2
fabedcde + fadedbce +
1
2
f cdedabe,
σabcd8 = f
cdedabe.
(58)
The symmetry properties are summarized in Tab. 2.
If the symmetric structure constant is neglected, the number of independent tensors reduces
to five. Based on the relations in Eq. (55), one might expect that neglecting dabc leads to
problems with an incomplete basis. However, it was already noted in Ref. [52] that the set
{σ1, . . . , σ5} closes under DSE iterations if no symmetric color part from three-point functions is
taken into account. Indeed, the sets {σ1, . . . , σ5} and {σ6, . . . , σ8} are orthogonal to each other
for SU(3). The former set is called the reduced basis in the following. Furthermore, the second
set only couples to the symmetric color part in the DSEs of three-point functions as discussed in
Sec. 4.2.5.
The tree-level tensor of the four-gluon vertex is given by
Γ(0),abcdµνρσ (p, q, r, s) = −g2
[ (
facn
′
f bdn
′ − fadn′f cbn′
)
δµνδρσ
+
(
fabn
′
f cdn
′ − fadn′f bcn′
)
δµρδνσ +
(
facn
′
fdbn
′ − fabn′f cdn′
)
δµσδρν
]
. (59)
The full transverse vertex can be written as
ΓAAAA,abcd,Tµνρσ (p, q, r, s) = g
2
328∑
k=1
ρk,abcdµνρσ F
AAAA
k(i,j) (p, q, r, s), (60)
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Figure 5: One-loop truncated DSE of the four-gluon vertex.
where the tensors ρk,abcdµνρσ are given by
ρk,abcdµνρσ = σ
abcd
i τ
j
µνρσ (61)
with k(i, j) = 41(i− 1) + j. A full list of the Lorentz tensors τ jµνρσ is not given here. For testing
purposes, some specific dressing functions are used statically in Sec. 4.2.5, for example,
Gabcdµνρσ(p, q, r, s) = (δ
abδcd + δacδbd + δadδbc)(δµνδρσ + δµρδνσ + δµσδνρ), (62)
P˜ abcdµνρσ(p, q, r, s) = (δ
abδcd + δacδbd + δadδbc)
sµrνqρpσ + rµsνpρqσ + qµpνsρrσ√
p2 q2 r2 p2
. (63)
Two other tensors, V2 and V3, are constructed by transverse projection and orthonormalization
of the set consisting of the tree-level tensor and these two tensors [53, 54]:
V˜ abcd2,µνρσ = δ
abδcdδµνδρσ + δ
acδbdδµρδνσ + δ
adδbcδµσδνρ, (64)
V˜ abcd3,µνρσ = (δ
acδbd + δadδbc)δµνδρσ + (δ
abδcd + δadδbc)δµρδνσ + (δ
abδcd + δacδbd)δµσδνρ. (65)
Four-point functions depend on three independent momenta. They can be chosen as follows:
s = S

0
0
0
1
 , r = R

0
0
sin(θr)
cos(θr)
 , q = Q

0
sin(θq) sin(ψq)
sin(θq) cos(ψq)
cos(θq)
 . (66)
The three radial variables S, R and Q and the three angles θr, θq and ψq can then be taken to
span the six-dimensional space for four-point functions.
The DSE of the four-gluon vertex truncated to one-loop diagrams is depicted in Fig. 5.
2.2.8. Two-ghost-two-gluon vertex
The two-ghost-two-gluon vertex has two Lorentz indices what simplifies its treatment in Lorentz
space considerably compared to the four-gluon vertex. In Lorentz space, the following basis is
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Figure 6: The c-DSE of the two-ghost-two-gluon vertex.
explicitly transverse and has clear (anti-)symmetry properties under the exchange of the gluon
momenta:
τ1µν(p, q; r, s) = tµν(p, q), τ
2
µν(p, q; r, s) = tµα(p, p)tαν(r, q) + tµα(p, r)tαν(q, q),
τ4µν(p, q; r, s) = tµα(p, p)tαν(q, q), τ
3
µν(p, q; r, s) = tµα(p, p)tαν(r, q)− tµα(p, r)tαν(q, q),
τ5µν(p, q; r, s) = tµα(p, r)tαν(r, q).
(67)
Here, tµν(p, q) = gµνp · q − qµpν , the two gluon momenta are p and q and the anti-ghost/ghost
momentum is r/s. The full basis is constructed as the direct product in color and Lorentz space:
ρk,abcdµν = σ
abcd
i τ
j
µν (68)
with k(i, j) = 5(i− 1) + j. The vertex is then written as
ΓAAc¯c,abcdµν (p, q; r, s) = g
4
40∑
k=1
ρk,abcdµν D
AAc¯c
k(i,j)(p, q; r, s). (69)
Note that a factor of g4 is put in front to account for the fact that the lowest diagrams are of this
order, since there is no tree-level contribution as for the four-gluon vertex. In Sec. 4.2.5, it will
be explained that 25 dressings are sufficient corresponding to the reduced set of color tensors,
because the other three color tensors do not couple to the reduced set or to three-point functions.
As defined here, the dressing functions are dimensionful, because the vertex is dimensionless, but
the Lorentz tensors are chosen as dimensionful.
As typical for vertices of mixed types of fields, the two-ghost-two-gluon vertex has several
DSEs. In analogy to the ghost-gluon vertex, they are called A-DSE and c-DSE based on which
type of field is attached to the bare vertices. Due to the existence of a bare four-gluon vertex, the
A-DSE contains also two-loop terms, while the c-DSE has a one-loop structure. An additional
advantage of the c-DSE is that in contrast to the A-DSE, it does not contain a four-ghost vertex.
The c-DSE is shown in Fig. 6.
2.2.9. Four-ghost vertex
The four-ghost vertex is a comparatively simple four-point function, because it is a scalar in
Lorentz space. Thus, it features only eight tensors in total. The full vertex is written as
Γc¯c¯cc,abcd(p, q, r, s) = g4
8∑
k=1
σk,abcdE c¯c¯cck (p, q, r, s). (70)
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Figure 7: The DSE of the four-ghost vertex.
As for the two-ghost-two-gluon vertex, the reduced color basis is completely decoupled from the
other three tensors and thus sufficient.
A DSE of the vertex is shown in Fig. 7. Another one, where the bare vertex is attached to the
anti-ghost leg, has the same structure.
3. Methods
Many methods are used to calculate correlation functions nonperturbatively. Sec. 3.1 contains
details on different functional equations with a focus on equations of motion from nPI effective
actions and the functional renormalization group. The Hamiltonian approach is also sketched.
Furthermore, an overview over available technical tools is given. The section concludes with
a short comparative summary of functional methods. In Sec. 3.2, further methods are shortly
discussed.
3.1. Functional equations
Functional equations relate correlation functions via integral, differential or integro–differential
equations. They come in different variants, for example, as equations of motion of correlations
functions or as equations expressing underlying symmetries. In the main part of this work only
the correlations functions of QCD are considered, but functional methods are very general and
can be used in many different fields of physics, ranging from condensed matter to quantum field
theory to gravity. This section is kept general and describes the derivation of different functional
equations. Before details on specific functional equations are given, some general definitions are
provided.
In the following, the path integral formalism is used as it is the most natural way to deal with
functional equations. To keep things general and to avoid cumbersome notation, a super-field φi
is introduced where the index i represents a field-type and all of its indices as well as position or
momentum. Repeated indices are summed/integrated over. The action can then be represented
as
S[φ] =
1
2!
Srsφrφs − 1
3!
Srstφrφsφt − 1
4!
Srstuφrφsφtφu + . . . . (71)
For conventional reasons, minus signs were put in front of the interaction terms. The coefficients
Srs, Srst and Srstu denote the bare two-, three and four-point functions and the statistical
factors are chosen for convenience. Here, only three- and four-point functions are included, but
it is straightforward to add higher terms.
The path integral is given by
Z[J ] =
∫
D[φ]e−S+φiJi = eW [J ], (72)
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where the sources J were introduced as well as the generating functional of connected correlation
functions, W [J ]. The central object we are interested in is the effective action Γ[Φ] which is
obtained as the Legendre transformation of W [J ]:
Γ[Φ] = −W [J ] + ΦiJi. (73)
The effective action depends on the averaged field Φ in the presence of the external source J :
Φi := 〈φi〉J =
δW [J ]
δJi
= Z[J ]−1
∫
D[φ]φie
−S+φjJj . (74)
The inverse relation is
Ji =
δΓ[Φ]
δΦi
. (75)
The effective action can be expanded in n-point functions Γi1...in , also called vertex functions,
as
Γ[Φ] =
1
2
Γi1i2Φi1Φi2 −
∑
n>2
1
n!
Γi1...inΦi1 . . .Φin . (76)
The derivatives of the effective action are denoted as ΓJi1···in where the superscript J is kept to
indicate that the sources are not set to zero3:
ΓJi1i2 :=
δΓ[Φ]
δΦi1δΦi2
, (77)
ΓJi1···in := −
δΓ[Φ]
δΦi1 · · · δΦin
, n > 2. (78)
The coefficients in the vertex expansion correspond to
Γi1...in = Γ
J=0
i1...in . (79)
The two-point functions Γi1i2 play a special role, since they are the inverse of the propagators
Dij . For non-zero sources the relation is
DJij :=
δ2W [J ]
δJiδJj
=
(
δ2Γ[Φ]
δΦiδΦj
)−1
, (80)
and the physical propagator is given by
Dij := D
J=0
ij . (81)
It should be noted that Eq. (80) is a matrix relation in field space.
3.1.1. Dyson–Schwinger equations
In the path integral formalism, DSEs are derived from a total derivative:
∫
D[φ]
(
− δS
δφi
+ Ji
)
e−S+φjJj =
− δS
δφ′i
∣∣∣∣∣
φ′i=δ/δJi
+ Ji
Z[J ] = 0. (82)
3The negative sign is a choice of convention. It counteracts the minus sign appearing from the derivative in
Eq. (87b) below.
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Figure 8: DSE for a generic theory with three- and four-point interactions. The double lines
represent the super field. Encircled crosses denote external fields Φ.
This is the generating equation for the DSEs of full correlation functions. To switch to connected
correlation functions, the generating functional Z[J ] is replaced by eW [J ] and the identity
e−W [J ]
(
δ
δJi
)
eW [J ] =
δW [J ]
δJi
+
δ
δJi
(83)
is used. After multiplying with e−W [J ] from the left, Eq. (82) becomes
− δS
δφi
∣∣∣∣∣
φi=
δW [J]
δJi
+ δ
δJi
+ Ji = 0. (84)
Finally, we perform a Legendre transformation to obtain the generating equation for the DSEs
of one-particle irreducible (1PI) correlation functions. In the transformation, the derivative with
respect to the sources becomes
δ
δJi
=
δΦj
δJi
δ
δΦj
=
δ
δJi
δW [J ]
δJj
δ
δΦj
=
δ2W [J ]
δJiδJj
δ
δΦj
= DJij
δ
δΦj
(85)
and we finally have
− δS
δφi
∣∣∣∣∣
φi=Φi+DJij δ/δΦj
+
δΓ[Φ]
δΦi
= 0. (86)
An example for this equation is shown Fig. 8. From Eq. (86), all DSEs of 1PI correlation functions
are obtained by differentiating with respect to fields and then setting the fields to their physical
values. In the course of such derivations, the following differentiation rules are required:
δ
δΦi
Φj = δij , (87a)
δ
δΦi
DJjk =
δ
δΦi
(
δ2Γ[Φ]
δΦjδΦk
)−1
=
= −
(
δ2Γ[Φ]
δΦjδΦm
)−1(
δ3Γ[Φ]
δΦmδΦiδΦn
)(
δ2Γ[Φ]
δΦnδΦk
)−1
= DJjmΓ
J
minD
J
nk, (87b)
δ
δΦi
ΓJj1···jn = −
δΓ[Φ]
δΦiδΦj1 · · · δΦjn
= ΓJij1···jn . (87c)
These rules are depicted in graphical form in Fig. 9.
An example for a two-point function, obtained by performing one derivative of Eq. (86) with
respect to a field, is shown in Fig. 10. It is important to keep diagrams with external fields until
the end. Only then the sources are set to zero and thus the external fields take their physical
values. In the cases considered in this work, the expectation value of fields is always zero.
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Figure 9: Pictorial representation of the differentiation rules given in Eq. (87). The propagators
are explicitly denoted by a blob.
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Figure 10: One derivative of the generating equation (86). Since the sources are not yet set to
zero, there are diagrams with external fields which will lead to nonvanishing contri-
butions for higher derivatives.
A special application of DSEs in gauge field theories is the combination of the pinch technique
[55–58] with the background field method [59, 60] which is referred to as PT-BFM [61–64]. A
special advantage of this approach in QCD is that individual subsets of diagrams in the gluon
propagator equation are fully transverse [63]. It was successfully employed for the study of
propagators, e.g., [61, 65–72], and three-point functions [71].
A method alternative to the one typically used in QCD to solve DSEs is based on the homotopy
analysis method and Monte Carlo sampling and was introduced in Ref. [73]. This method is
relatively new and has been applied to φ4 theory only [73, 74].
3.1.2. Equations of motion from nPI effective actions
The effective action Γ[Φ] is given by the Legendre transformation of W [J ] where Φ = δW [J ]/δJ
is the expectation value of the field variable. One can treat the propagator Dij and the proper
vertices Γij... on the same footing as the expectation value of the field by adding corresponding
sources:
eW [J,R
(2),R(3),...] = Z[J,R(2), R(3), . . .] =
∫
D[φ]e−S+φiJi+
1
2
R
(2)
ij φiφj+
1
3!
R
(3)
ijkφiφjφk+.... (88)
The R(n)i... are source terms for the propagator Dij , defined in Eq. (81), and the vertices Γ
(n)
i1i2...in
=
Γi1i2...in , defined in Eq. (79), where the superscript (n) was added to denote the order of a vertex.
With W = W [J,R(2), R(3), R(4), . . .] follows
δW
δJi
= 〈φi〉J = Φi, (89)
δW
δR
(2)
ij
=
1
2
(
DJij + ΦiΦj
)
, (90)
δW
δR
(3)
ijk
=
1
6
(
D
(3),J
ijk +D
J
ijΦk +D
J
ikΦj +D
J
jkΦi + ΦiΦjΦk
)
. (91)
D
(3),J
ijk is the third derivative of W with respect to J .
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Performing additional Legendre transformations, the corresponding nPI effective action Γ =
Γ[Φ, D,Γ(3), . . .] is obtained:
Γ = −W + δW
δJi
Ji +
δW
δR
(2)
ij
R
(2)
ij +
δW
δR
(3)
ijk
R
(3)
ijk + . . . . (92)
From Eq. (92), one can show
δΓ
δΦi
= Ji,
δΓ
δD
(2)
ij
=
1
2
R
(2)
ij ,
δΓ
δΓ
(3)
ijk
= −1
6
DaiDbjDkcR
(3)
abc. (93)
For the last equation, D(3)ijk = −DaiDbjDckΓ(3)ijk was used. For vanishing sources Ji = R(2)ij =
R
(3)
ijk = . . . = 0 this leads to the stationarity conditions
δΓ
δΦi
= 0,
δΓ
δDij
= 0,
δΓ
δΓ
(3)
ijk
= 0, (94)
from which the equations of motion of correlations functions follow.
The effective action Γ[Φ, D] is called 2PI effective action as it contains only 2-particle irre-
ducible diagrams [75], viz., it only contains diagrams which cannot be separated by cutting two
lines. The 3PI effective action Γ[Φ, D, V (3)] is obtained by performing an additional Legendre
transformation with respect to three-point functions [76, 77]. It contains only 3-particle irre-
ducible diagrams. Effective actions depending on even higher vertices are called correspondingly.
All effective actions are equivalent, viz.,
Γ[Φ] = Γ[Φ, D] = . . . = Γ[Φ, D,Γ(3), . . . ,Γ(n)]. (95)
However, in nPI effective actions with n ≥ 2, propagators and vertices are not all treated on the
same footing, because m-point functions with m > n are not dressed. Thus, only correlation
functions up to n legs are treated self-consistently.
For practical calculations, typically loop expansions of nPI effective actions are considered. For
a self-consistent expansion of an nPI effective action at least an n-loop expansion is necessary
[76]. Higher nPI effective actions are equivalent at the same expansion order:
Γ1-loop[Φ] = Γ1-loop[Φ, ...], (96)
Γ2-loop[Φ, D] = Γ2-loop[Φ, D, ...], (97)
Γn-loop[Φ, D, . . . ,Γ(n)] = Γn-loop[Φ, D, ...,Γ(m)] ∀n ≤ m. (98)
As an example, the three-loop expansion of the 3PI effective action of a scalar theory with
cubic and quartic interactions is considered in the following. The generalization to QCD can be
done diagrammatically following the usual rules, viz., by endowing the fields with the appropri-
ate indices and the diagrams with closed loops of Grassmann fields with additional minus signs.
Details for QCD can be found in Ref. [76]. For the derivation of the 3PI effective action, it is
convenient to start with the 2PI effective action [75] and perform another Legendre transforma-
tion. The loop expansion of the 2PI effective action itself is derived using a loop expansion of
the 1PI effective action [78]. The resulting expression is [76, 77]
Γ[Φ, D,Γ(3)] = S[Φ] +
1
2
lnD−1ii +
1
2
Sij [Φ]Dij − Γ2[Φ, D,Γ(3)],
Γ2[Φ, D,Γ
(3)] = Γ02[Φ, D,Γ
(3)] + Γint2 [Φ, D,Γ
(3)]. (99)
Sij [Φ] is the field dependent inverse propagator defined as δ2S[Φ]/δΦiδΦj . Γ02 contains bare
vertices, whereas Γint2 depends only on dressed quantities. They are given by
Γ02[Φ, D,Γ
(3)] =
1
8
SijklDijDjk +
1
3!
SabcDaiDbjDckΓ
(3)
ijk
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Figure 11: Γ02[φ,D,Γ(3)] and Γint2 [Φ, D,Γ(3)] of the 3PI effective action at three-loop order.
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Figure 12: Equation of motion for the three-vertex in the three-loop expansion of the 3PI effective
action.
+
1
2 · 4!SabcdDaiDbjDckDdlSijkl +
1
8
SabcdDaiDbjDckDdlΓ
(3)
ijeDefΓ
(3)
klf , (100)
Γint2 [Φ, D,Γ
(3)] = − 1
2 · 3!Γ
(3)
abcDaiDbjDckΓ
(3)
ijk +
1
24
Γ
(3)
abcDaiDbdDclΓ
(3)
ijkDjeDkmΓ
(3)
defDfnΓ
(3)
lmn.
(101)
Graphically, these expressions are depicted in Fig. 11.
The equations of motion for the propagator D and the vertex Γ(3) are derived from the sta-
tionarity conditions in Eq. (94). For the propagator one obtains
D−1 = D−10 − 2
δΓ2
δD
, (102)
where D0 is the bare propagator. Following through with the derivative one arrives at an ex-
pression that does not yet resemble the corresponding DSE. However, it can be rewritten using
the equation for the vertex Γ(3) which is shown in Fig. 12. It is used to replace the vertex in the
diagram with two dressed vertices. This insertion corrects the prefactors of the other diagrams
and leads to the equation depicted in Fig. 13. The equation is identical to the DSE except for the
four-point functions which are bare here. This is a direct consequence of using the 3PI effective
action in which only the bare four-vertex appears.
=
−1 −12 −12 −12−16
Figure 13: Equation of motion for the propagator in the three-loop expansion of the 3PI effective
action.
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3.1.3. Functional renormalization group
The functional renormalization group (FRG) is a versatile tool used in a wide range of fields
including ultracold fermion gases, e.g., [79–81], supersymmetric models, e.g., [82–86], gravity,
e.g., [87–98], Higgs physics, e.g., [99–102] and the phase diagram of QCD, e.g.,[103–116]. This
list is necessarily incomplete. For general reviews see Refs. [103, 117–119]. A short overview of
the idea of the functional renormalization group is given in the following.
The central object in the FRG is the effective average action Γk[Φ]. It introduces an artificial
momentum scale k that allows to interpolate between the ultraviolet (UV) and the infrared
(IR). In the limit k → Λ, where Λ is the UV cutoff of the theory, the effective average action
corresponds to the bare action at the cutoff, ΓΛ[Φ] → S. Lowering the scale k, all quantum
fluctuations above k are integrated out successively. For k → 0, the full quantum effective action
Γ[Φ] is recovered.
To introduce the scale k, the action is modified by a regulator term:
W k[J ] = ln Zk[J ] = ln
∫
Dφe−S[φ]+Jiφi−
1
2
φiR
k
ijφj . (103)
The regulator function Rkij needs to possess the following properties: (1) It has to vanish for
k → 0 to obtain the standard effective action in this limit. (2) It has to diverge for k → ∞ so
that the classical action is recovered in this limit. (3) For small momenta q2 < k2 it must be
proportional to k2, thus behaving like an effective mass acting as an IR cutoff for fluctuations
with small momenta. (4) It has to vanish for large momenta q2 > k2 so that it does not interfere
with the high momentum behavior.
The effective average action is obtained via a modified Legendre transformation:
Γk[Φ] = −W k[J ] + JiΦi − 1
2
ΦiR
k
ijΦj (104)
with
Φi =
δW k[J ]
δJi
= 〈φi〉J . (105)
The dependence of the effective average action on the scale k is described by a flow equation:
∂kΓ
k[Φ] =− ∂kW k[J ]− δW
k[J ]
δJi
∂kJi +
∂Ji
∂k
Φi − 1
2
Φi∂kR
k
ijΦj =
=
〈
1
2
φi∂kR
k
ijφj
〉
J
− 1
2
Φi∂kR
k
ijΦj =
=
1
2
∂kR
k
ij
(〈φiφj〉J − ΦiΦj) =
=
1
2
∂kR
k
ijD
k,J
ij . (106)
Here, ∂k := ∂/∂k and Eq. (105) was used to cancel the second and third terms in the first line.
〈φiφj〉J was decomposed as Dk,Jij + 〈φi〉J〈φj〉J = Dk,Jij + ΦiΦj . Dk,Jij is the connected propagator
in presence of the sources J at the regulator scale k:
Dk,Jij :=
δ2W k[J ]
δJiδJj
. (107)
Its inverse is the two-point function but with an additional contribution from the regulator Rk:
δij =
δΦi
δΦj
=
δJl
δΦj
δ
δJl
δW k[J ]
δJi
=
δ
(
Γk[Φ] + 12ΦmR
k
mnΦn
)
δΦjδΦl
δ2W k[J ]
δJlδJi
=
(
Γk,Jjl [Φ] +R
k
jl
)
Dk,Jli
(108)
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Figure 14: The flow equation from Eq. (111). A gray blob denotes the regulator insertion ∂kRk.
The dressed propagator is explicitly depicted by a black blob.
with
Γk,Jij :=
δ2Γk[Φ]
δΦiδΦj
(109)
and
Jl =
δ(Γk[Φ] + 12ΦmR
k
mnΦn)
δΦl
. (110)
Hence, Eq. (106) can also be written as [120]
∂kΓ
k[φ] =
1
2
(
Γk,Jij [Φ] +R
k
ij
)−1
∂kR
k
ij . (111)
This equation is shown diagrammatically in Fig. 14. Solving the flow equation (111) corresponds
to integrating out all fluctuations and going from a microscopic description, determined by the
classical actions S, to a macroscopic description. It should be noted that the trajectory in
theory space but not the endpoint depends on the regulator function R. However, this equation
cannot be solved exactly and the necessary approximations lead to a regulator dependence of
the endpoint.
From Eq. (111), flow equations for all correlation functions can be derived by applying deriva-
tives with respect to fields. To this end, the following differentiation rules are required:
δDk,Jij
δΦl
=
δ
(
Γk,Jij +R
k
ij
)−1
δΦl
= Dk,Jim Γ
k,J
mlnD
k,J
nj , (112a)
δ
δΦi
Γk,Jj1···jn = −
δΓk[Φ]
δΦiδΦj1 · · · δΦjn
= Γk,Jij1···jn . (112b)
Again, the external sources are set to zero at the end and Dk,J=0 and Γk,J=0 correspond to the
propagators and vertices of the theory for fixed k. For Grassmann fields, the expected minus
signs arise directly from their anticommutativity. As an example, consider the two-point function
of a scalar theory. Two derivatives yield
∂kΓ
k,J
ij =
δ2
δΦiδΦj
∂kΓ
k[Φ] =
=
δ2
δΦiδΦj
1
2
(
Γk,Jmn +R
k
mn
)−1
∂kR
k
mn =
1
2
δ
δΦi
DJmrΓ
k,J
rjsD
J
sn∂kR
k
mn =
= DJmtΓ
k,J
tiuD
J
urΓ
k,J
rjsD
J
sn∂kR
k
mn +
1
2
DJmrΓ
k,J
irjsD
J
sn∂kR
k
mn. (113)
The flow equation is obtained by setting the external source J = 0. The resulting integro-
differential equation is depicted in Fig. 15.
As is clear from the flow equation of the effective average action, flow equations only contain
one-loop diagrams. From a technical point of view, this is very convenient. At the same time,
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Figure 15: The flow equation for the two-point function. A black blob denotes a dressed n-point
function. Propagators are all dressed.
for an n-point function all vertices up to order n + 2 appear. For example, in QCD the flow
equation for the quark propagator contains tadpole diagrams with quark-gluon, quark-quark and
quark-ghost scattering kernels in addition to the diagram with the quark-gluon vertices. This is
in marked contrast to the quark propagator DSEs which contains only a single loop diagram.
A technical advantage of the FRG is that renormalization is implemented automatically via
the regulator function. It makes the integrals UV finite and thus no extrapolation of correlation
functions in the UV is required as is often the case otherwise. Solving a flow equation requires to
calculate the integrals at fixed scale k and solve the differential equation in k. This adds an ad-
ditional layer of complexity. However, often flow equations are considered under approximations
that allow certain simplifications.
3.1.4. Hamiltonian approach
The Hamiltonian approach is shortly discussed here as it has some similarities with other func-
tional methods. In contrast to the other sections, here solely its application to Yang-Mills theory
is discussed. It uses the canonical quantization in the Weyl gauge, viz., Aa0 = 0. The residual
gauge freedom in form of time-independent gauge transformations is fixed to the Coulomb gauge,
∂iAi = 0. Resolving Gauss’s law for the longitudinal part of the momentum operator leads to
an extra term in the Hamiltonian, the so-called Coulomb Hamiltonian. The final Hamiltonian
depends only on transverse gauge fields. The method was extended to Landau gauge in Ref. [121].
Correlation functions are calculated from the corresponding vacuum expectation values:
〈K[A]〉 =
∫
D[A] JA |Ψ [A]|2 K[A], (114)
where K[A] is a polynomial of fields. The functional integral runs over all configurations in
Coulomb gauge. Ψ [A] is the vacuum wave functional and JA = det(G−1A ) is the Faddeev-Popov
determinant of Coulomb gauge with the Faddeev-Popov operator given by4
G−1A
ab(~x, ~y) =
(−δab∂2 − gfabcAci (~x)∂i)δ(~x− ~y). (115)
The vacuum wave functional cannot be obtained exactly by solving a functional Schrödinger
equation with the exception of 1+1 dimensions [122]. Hence, one uses an ansatz. It is convenient
to rewrite the square modulus of the vacuum wave functional as
|Ψ [A]|2 = exp(−S[A]). (116)
The functional integral in Eq. (114) has then strong similarities with the standard path integral
formulation. Indeed, one can interpret S[A] as an action and make the ansatz [123]
S[A] = ωA2 +
1
3!
γ3A
3 +
1
4!
γ4A
4. (117)
4In Sec. 2.1.2, the Faddeev-Popov determinant was called ∆[A] and the Faddeev-Popov operator M(x, y). The
notation with JA and G−1A is used in some literature on the Coulomb gauge.
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Figure 16: Truncated equation for the three-gluon vertex. Bose symmetrization in the implemen-
tation is taken into account by including only one swordfish diagram with a four-gluon
variational kernel but a modified prefactor. Empty boxes represent variational kernels.
= + +
= + +
Figure 17: The truncated equations for the ghost-gluon vertex arising from operator identities.
The equation with the bare vertex attached to the ghost leg is equivalent to the
equation at the top.
For γ3 = γ4 = 0, the integral is purely Gaussian [124–126]. The coefficients ω, γ3 and γ4 are
variational kernels that have to be determined by minimization of the vacuum energy 〈HYM〉 =
E[ω, γ3, γ4] [123]. They are given explicitly in Sec. 5.3.
In analogy with the standard path integral, one can directly derive equations relating the
different correlation functions from the identity
0 =
∫
D[A]
δ
δA
(
JA e−S[A] K[A]
)
. (118)
The truncated equation for the three-gluon vertex is shown in Fig. 16. For correlation functions
involving ghost legs, one can also start from the inversion of the Faddeev-Popov operator given
in Eq. (115), multiplies it with the appropriate number of gluon fields and takes the expectation
value, see Ref. [127] for details. For the ghost-gluon vertex, for example, this leads as in the case
of DSEs to two different equations. They are depicted in Fig. 17 in truncated form.
3.1.5. Technical tools
Part of the progress with functional equations in recent years was driven by new tools that
were partially developed specifically for use with functional equations. The development of such
tools became necessary with the systems of equations growing in size over the years. This was
made possible by the increase in available computing power but also the improved conceptual
understanding of the equations.
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The calculation of a particular correlation function from a functional equation consists of two
steps, the derivation of the equation and the actual process of solving it. For both steps dedicated
programs exist which can also interface with each other. Advantageously, some of these programs
were made publicly available and can be used by everyone. Of course, it depends on the specific
problem if it is worth spending the time to learn how to use these programs. However, it should
be clear that beyond a certain complexity of the problem automatizations become necessary.
The first publicly available program for the derivation of functional equations was DoDSE
which is short for ’Derivation Of DSEs’ [128]. It is a Mathematica [129] package that can derive
DSEs and represent them graphically. The output are DSEs in a symbolic form that does not
refer to any specifics of the fields beyond their type. A single index contains all physical specifics
like color, flavor or component similar to the notation used in Sec. 3.1.1. The commutation and
anticommutation properties of the fields are taken into account as well. To use the abstract
output in numeric calculations, it has first to be translated manually into the full algebraic form
and then the contractions of indices have to be performed. Finally, these expressions have to be
put into the numeric program.
While DoDSE represented the first step towards automatization and was capable of deal-
ing with large systems of equations like arising for the maximally Abelian gauge (MAG) [130]
or the Gribov-Zwanziger (GZ) action [131], the lack of output usable for numeric calculations
constituted a major bottleneck. With the upgrade to version 2.0, a possibility was added to
transform the symbolic output into algebraic form. To this end, the user needs to supply the
corresponding Feynman rules. A tool to derive such rules from a given action was also added.
The definition of Feynman rules also provides control over which parts of a correlation function
to include. To contract the indices of the algebraic expression only rudimentary functions are
provided like handling Kronecker deltas. The user is free to choose other available programs
to perform such contractions of which there is a fair choice, e.g., FORM [132–136], FeynCalc
[137–139], HEPMath [140] or TRACER [141]. The program FORM has a long tradition in high
energy physics calculations as it is very efficient in corresponding calculations due to its spe-
cialization. However, using it requires learning the programming language. The Mathematica
package FormTracer [142] makes the features of FORM relevant for functional calculations, viz.,
contractions of Lorentz, color and Dirac indices, directly available in Mathematica while still
having a very flexible syntax.
The new version of DoDSE added the derivation of functional flow equations. Hence the
name was changed to DoFun, ’Derivation Of FUNctional equations’. The inclusion of flow
equations expanded the applicability of DoFun to gravity [95] and QCD model studies like
the Nambu–Jona-Lasinio (NJL) model [143]. It was also used for QCD and Yang-Mills theory
[47, 49, 116, 144–147], the Thirring model [148] and for calculations of spectral functions in the
O(N) model [149]. At the time of writing, the current version number is 2.0.4. The newest version
is available via https://tinyurl.com/dofun2. Bugfixes and updates are also made accessible via
this webpage. The documentation of DoFun is contained in Mathematica’s help browser and in
html format also on the webpage.
For solving functional equations numerically, a wide range of programs can be used, e.g., C,
C++, Fortran, Python or Julia. Various packages can be used to deal with standard opera-
tions like integration or interpolation. Technical details on solving DSEs can be found, e.g., in
Refs. [150–153]. A framework for handling DSEs is provided by CrasyDSE [152] written in C++.
The name is an acronym for ’Computation of RAther large SYstems of DSEs’. It does not rely
on any particular packages to make it as autonomous as possible. Hence it can be deployed easily
on different systems without worrying about dependencies. Naturally, this comes at the price
of not being as fast as some dedicated packages. CrasyDSE consists of separate modules for
integration, interpolation and handling DSEs which can be used independently from each other.
A useful tool contained in CrasyDSE is a Mathematica package that provides the functionality
to create kernel files from expressions in Mathematica. This can be used directly with the output
of DoFun, but it works with general expressions.
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DSEs nPI FRG
Effective action Γ[φ] Γ[φ,D,R(3), . . . , R(n)] Γk[φ]
Loops fixed loop expansion possible 1
Bare vertices one per diagram yes none
Remarks integrated RGEs differential DSEs,
regulator
Table 3: Comparison between DSEs, equations of motion from nPI effective actions and flow
equations.
FORM [132–136] was already mentioned as a tool for contracting indices. In addition, it
provides an optimization routine [135, 136] that brings large expressions into a form that not only
reduces their size but also speeds up their evaluation considerably. For large kernels as appearing,
for example, for four-point functions [154, 155], such optimization routines are extremely helpful.
Expressions can be passed on from Mathematica to FORM, optimized with it and then be read
back in to export them to dedicated kernel files, e.g., with CrasyDSE. Alternatively, FormTracer
also provides access to this FORM feature.
In summary, recent years have seen an increased use of automated tools for deriving and
solving functional equations. Such tools are helpful not only to reduce errors and allow an
efficient treatment, but given the size and complexity of modern truncations their use has become
obligatory in many cases and their importance will most likely grow. It should also be noted
that public availability and exposition of technical details increase the accessibility of the field
and the trust in the results by researchers from other fields. Thus, any effort to make tools and
programs public in the future is welcome.
3.1.6. Summary: Similarities and differences of functional approaches
All of the functional equations described above share some similarities. They can be represented
with Feynman diagrams of dressed and, in some cases, bare quantities. The Feynman diagrams
correspond to integrals, but also differential forms of the equations exist, e.g., [156].
An interesting difference lies in the role of bare quantities. While in DSEs every diagram
contains one bare vertex, flow equations contain only dressed vertices. Thus, although some
diagrams look very similar except for one bare/dressed vertex, there are also diagrams appearing
only in one set of equations. In the equations of motion of nPI effective actions, bare quantities
appear either because the corresponding vertex has more than n legs, or because a resummation
takes place that leads to the same diagrams as for the 1PI effective action. In the Hamiltonian
approach, some bare vertices are replaced by variational kernels which are determined separately
by a variational principle. The variational kernels thus contain already more nonperturbative
information than the standard bare vertices. Tab. 3 contains an overview over the differences
between equations of motion and flow equations.
DSEs and equations of motion of nPI effective actions are naturally very similar on the technical
level, since DSEs are nothing else than the equations of motion of the 1PI effective action. Thus,
the same techniques can be used to solve them. The equations of the Hamiltonian approach
have a similar structure as well. However, the appearance of variational kernels instead of bare
vertices requires to rethink the renormalization procedure, since variational kernels can have
a different momentum structure than the bare vertices, see, e.g., Ref. [157]. Flow equations,
finally, can be handled in a similar fashion for fixed renormalization group (RG) scale k, but
in addition the solution of the differential equation in k is required. The appearance of the
regulator has advantages as far as regularization is concerned. However, it also complicates
real-time calculations by introducing additional poles [158].
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3.2. Other methods
QCD correlation functions are studied with a range of methods. Their complementarities, e.g.,
analytic vs. numerical, continuous vs. discrete spacetime, are useful and sometimes lead to
additional benefits. In this section, methods other than functional methods are shortly reviewed
to sketch the landscape of approaches used for studying nonperturbative QCD.
3.2.1. Monte Carlo simulations on the lattice
Lattice QCD, viz., Monte Carlo simulations of QCD on a discretized spacetime [12], are very
successful in describing many aspects of QCD e.g., [13–18]. It relies on making spacetime discrete
and finite by reducing it to a lattice on a four-dimensional torus. The quark fields live on the
sites of the lattice and the gauge fields on the links. This formulation is very convenient from
the conceptual point of view, because the UV regularization via the lattice spacing a does not
break gauge symmetry. In addition, physical quantities, viz., gauge independent quantities, can
be calculated directly without fixing a gauge.
However, to make contact with other nonperturbative methods it is useful to fix the gauge
nevertheless. Then, quantities like correlation functions of elementary fields can be calculated
and directly compared. Unfortunately, the gauge fixing procedure is not unique due to the Gribov
problem mentioned in Sec. 2.1.2. This directly affects lattice calculations as different algorithms
to fix the gauge can be used. Based on the specific way to choose a gauge copy, ’different’
gauges can be defined which are equivalent on the perturbative level. For example, in case of the
Landau gauge, choosing the first copy found is known as minimal Landau gauge and choosing
the copy with the lowest norm of the gauge configuration as absolute Landau gauge. Many other
choices are possible, see, e.g., [159–172]. Averages over the full gauge orbits constitute also a valid
choice [173–185], but this approach has not been realized yet with lattice methods. Results for
correlations functions are available for propagators, e.g., [163, 165–168, 186–216] and three-point
functions [190, 194, 198, 217–221] in two, three and four dimensions at zero and nonvanishing
temperatures.
These results are very useful for comparisons with the results from functional methods. How-
ever, care must be taken in such comparisons. In lattice studies questions of infinite volume and
continuum limits are not always fully clarified. In addition, it is not clear which gauge fixing
prescription on the lattice corresponds to which solution of functional equations. In some cases,
the two approaches were also combined. For example, fits to gluon propagator results can be
used as input in functional equations at nonvanishing temperatures [222–230].
3.2.2. (Refined) Gribov-Zwanziger framework
As mentioned in Sec. 2.1.2, it is not possible to fix a gauge uniquely in the continuum. For
example, many gauges can be implemented by introducing a delta functional of a gauge fixing
functional or a Gaussian smearing of it together with the Jacobian, the Faddeev-Popov operator.
However, this always leaves some remnant gauge copies. Gribov suggested a way to alleviate
the situation [26] by restricting the integration in field configuration space on the gauge fixing
hypersurface to a smaller region defined as the region where the Faddeev-Popov operator is
positive. This region is nowadays known as first Gribov region, bounded by the Gribov horizon.
At the boundary, the first eigenvalue of the Faddeev-Popov operator becomes zero and directly
beyond the horizon the Faddeev-Popov determinant is negative. Where the second eigenvalue
becomes negative and the determinant becomes positive again, the second Gribov horizon is
crossed from the second to the third Gribov region. However, even if the restriction to the first
Gribov region can be implemented, there are still gauge copies [231].
Formally, one can define a copy-free region called the fundamental modular region (FMR)
[231]. It is contained within the first Gribov region and shares some of its boundary. Some of its
boundary points are identified which makes the FMR a nonlocal and highly nontrivial object.
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It is not known how to fix the gauge to this region in the continuum. On the lattice, finding
the absolute minimum is also not feasible, since this minimization problem is of the spin-glass
type. However, one can approximate the search by taking the lowest minimum of the gauge
fixing functional found in a (finite) sampling of the gauge orbit. This is known as the absolute
Landau gauge.
For the Landau gauge, the first Gribov region is defined by
Ω := {A | ∂µAµ = 0, M > 0}. (119)
M is the Faddeev-Popov operator which is related to the ghost propagator as
Dabc¯c (k) = −
δab
k2
cc¯c(k) = −(M−1)ab. (120)
Gribov’s idea to restrict the integration in field configuration space to the region where M is
positive relied on parametrizing the ghost propagator as [26]
Dabc¯c (k) = −
δab
k2
1
1− σ(k,A) . (121)
It can be shown that σ(k,A) increases with decreasing k. Thus, it is sufficient to demand
σ(0, A) < 1. This relation is known as no-pole condition. The ghost-self-energy can be calculated
as a series in the external field A. In the path integral, the no-pole condition can be implemented
via a Heaviside functional as
θ(1− σ(0, A)) =
∫ ∞
−∞
dβ
2pi i
ei β(1−σ(0,A))
β − i  . (122)
Using the saddle-point method, the integral over β can be evaluated. β then takes a certain
value γ which is also known as Gribov parameter. It has the dimension of mass and must be
calculated separately.
The generalization to all orders shows that one can add the so-called horizon condition to the
Lagrangian density that implements the restriction to the first Gribov horizon [232]:
h(x) = γ4 g2
∫
dxdyfabcAcµ(x)
(
M−1
)ad
(x, y)fdbeAeµ(y). (123)
This expression can be localized by introducing four new fields forming a BRST quartet leading
to the so-called Gribov-Zwanziger (GZ) action [233]. The resulting action has a gluon propagator
that vanishes at tree-level [234]. The ghost dressing function at one-loop level is IR divergent [159,
233]. Among other things, the breaking of the standard BRST symmetry [235], the definition of
a nonperturbative BRST transformation for this action [236, 237] or the construction of physical
operators [238–240] were also investigated.
A generalization of the GZ action takes into account the existence of several condensates [241].
This is known as the refined Gribov-Zwanziger (RGZ) action. The form of the action depends
on details of the considered condensates [241–243], but it is always chosen such that the gluon
propagator at tree-level and the ghost dressing function at one-loop level are IR finite. The
condensates are difficult to calculate dynamically. Thus, they are typically determined by fits to
lattice data [196]. Such results can then be used in further calculations as input in analytic form.
For example, glueball masses [244–246], the Polyakov loop [247] or the topological susceptibility
[248] were calculated. The method, originating in Landau gauge, was extended also to the
maximally Abelian gauge [249–253] and linear covariant gauges [254–257].
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3.2.3. Massive extensions of Yang-Mills theory
The fact that lattice simulations find a non-zero and finite value for the gluon propagator at
zero momentum has motivated several model studies that contain a mass term for the gluon
in the Lagrangian. This term is sometimes considered only on a phenomenological level, but
there are also approaches with a physical motivation. The refined Gribov-Zwanziger framework,
mentioned in Sec. 3.2.2, belongs to the latter class, ascribing the mass term to the existence of
certain condensates arising from the restriction of the integration in the path integral to the first
Gribov region.
Another approach that links a gluon mass to the Gribov problem leads to a massive extension of
Yang-Mills theory in form of the Curci-Ferrari model [184, 185]. In contrast to the refined Gribov-
Zwanziger framework, which contains many nonperturbative condensates, only one additional
parameter appears in form of a mass term for the gluon. With perturbative one-loop calculations,
an effective description of the nonperturbative regime is obtained, e.g., for two- [258–261] and
three-point functions [262, 263]. Besides the coupling, the gluon mass is also a free parameter
which can be fixed by fitting to lattice data. The analysis was also extended to two loops
[264]. This model was also successfully applied to studies at nonzero temperatures and densities
[265–271]. Other studies of massive extensions of Yang-Mills theory include [272–283].
4. Correlation functions of Landau gauge Yang-Mills theory
The correlation functions of Yang-Mills theory have been studied with various methods ranging
from phenomenological modeling to studies from first principles. While consensus has been
reached in some questions, there are also some open issues pending further investigation. In
particular, although several methods agree qualitatively and even quantitatively, there are still
some subtle issues concerning details of gauge fixing.
In this chapter, the status of results from DSEs is reviewed. First, an overview of the Landau is
given. In the subsequent section, Yang-Mills theory in four dimensions is discussed. A particular
focus lies on testing truncation dependences and clarifying some aspects which are important
for a self-contained solution. The cases of three and two dimensional Yang-Mills theory are
then investigated in Secs. 4.3 and 4.4, respectively. These theories are not only interesting by
themselves, but they also allow insights on the general structure of functional equations and their
truncations.
4.1. Landau gauge Yang-Mills theory
The Landau gauge is the gauge investigated best with functional methods. It is, technically
speaking, more accessible than other gauges and was always a preferred gauge also for other
methods. This allowed useful comparisons and complementary combinations of methods. Quite
generally, it is also advantageous that the Landau gauge has the lowest number of ’terms’ possible.
This refers, on the one hand, to the number of primitively divergent correlation functions. On the
other hand, the physically relevant transverse correlation functions form a closed system [284]
and the longitudinal ones do not need to be computed. Another set of functional equations,
the STIs, constrains the longitudinal part only. Turning to other gauges, more dressings, for
instance, the longitudinal ones in linear covariant gauges, or even more fields and interaction
terms are needed. An example for the latter case is the maximally Abelian gauge where the
diagonal and off-diagonal parts of all fields are treated separately thus doubling the field content.
It should also be mentioned that the Landau gauge has some interesting perturbative prop-
erties. Very often, Feynman gauge is used for perturbative calculations due to the simpler
structure of the gluon propagator. However, when momentum subtraction (MOM) renormaliza-
tion schemes are used, it turns out that the dependence on which vertex is used to define the
coupling is weakest in the Landau gauge [285].
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For studies of hadrons using bound state equations, the Landau gauge is also a standard choice.
A vast list of calculations using effective interactions exists, see Refs. [21, 22] for recent reviews,
but also results directly from calculated correlation functions were obtained, e.g., [48].
Historically, the nonrenormalization of the ghost-gluon vertex played an important role in the
investigation of the Landau gauge. The observation that his vertex is finite in the Landau gauge
is attributed to Taylor and thus known as Taylor’s nonrenormalization theorem [1, 286]. Using
an approximated STI, one can show that in the limit of the ghost momentum going to zero the
vertex is bare. Variations for deriving this can be found, e.g., in [1, 286–290]. Although it can
only be shown for this special limit, it was often used as justification to employ a bare ghost-gluon
vertex as ansatz. This was the entry point for many calculations of propagators. For the ghost
propagator it is the only vertex that is needed and in the one-loop truncated gluon propagator
only the three-gluon vertex remains to be specified. In dedicated calculations of the ghost-
gluon vertex using lattice, functional and other methods, it was later found that the ghost-gluon
vertex indeed shows only a quantitative deviation from a bare vertex [194, 217, 218, 262, 290–
298]. This explained the success of using this vertex ansatz. Investigations of other gauges,
with the exception of the Coulomb gauge where the ghost-gluon vertex shows a similar behavior
[127, 157, 299], are aggravated by the fact that corresponding simplifications are not known.
Another factor contributing to the widespread use of the Landau gauge in functional calcu-
lations is its accessibility with lattice methods which can thus be used for comparisons. The
calculation of correlation functions with lattice methods has a long history itself. A break-
through was achieved when finally lattice calculations were able to probe propagators also
in the IR regime [203, 204, 207, 210]. Since then, the corresponding results in the midmo-
mentum regime are often used as benchmarks for other methods. Propagators were studied
heavily in two [166–168, 187–190, 196, 198], three [166–168, 186–189, 191–198] and four dimen-
sions [163, 165, 189, 193, 195, 196, 199–214] and some results for vertices are available as well
[190, 194, 198, 217–221]. Also for lattice calculations of correlation functions the Landau gauge
is investigated best with only very limited results available beyond this gauge. However, some
issues like gauge fixing ambiguities due to the Gribov problem are not fully settled yet and still
actively investigated, e.g., [170, 189, 198] and references therein.
An aspect of correlation functions of Yang-Mills theory that is most likely related to the
unresolved Gribov issue is the existence of several solutions. Historically, the first calculation
that solved the ghost and the gluon propagators together [300, 301] found a solution that is
characterized by power laws of all dressing functions [288, 302]. The gluon propagator was found
to be IR vanishing and the ghost dressing function IR enhanced. This is in qualitative agreement
with predictions in relation to the confinement scenario by Kugo and Ojima [31, 303] and in the
GZ framework. The exponents of the corresponding power laws,
Z(p2) ∝ (p2)δA , G(p2) ∝ (p2)δc , (124)
were shown to be related by [300, 301, 304]
κ = −δc = κA
2
. (125)
The value obtained for κ was 0.595353 [38, 293, 305]. Lattice calculations at that time could
not reach low enough momenta to confirm that. Only ten years later, first calculations on large
enough lattices were made that showed a direct conflict with this behavior [203, 204, 207, 210].
What was found was an IR finite gluon propagator and an IR finite ghost dressing function.
The solution of this type was named massive or decoupling solution and the earlier one scaling
solution. Soon after these lattice results, solutions with this behavior were also found with
other methods [65, 241, 284, 306, 307]. However, the idea of the dynamic generation of a gluon
mass goes back to the 80’s [55] and was investigated previously, for example, in Refs. [61, 308].
The current status is that both types of solutions can be obtained with functional and other
continuum methods while on lattice only the decoupling solution is found. In particular, with
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functional equations it is possible to find an infinite number of decoupling solutions and the
scaling solution corresponds to the endpoint with an infinite gluon mass [284]. It should be
noted that only the scaling solution possesses an intact standard BRST symmetry [31] and this
symmetry is not realized in lattice calculations [174, 309].
The fact that for the Landau gauge many results from lattice simulations exist also led to this
gauge being a preferred gauge for many other methods. For example, models with a gluon mass
term fix the value of this mass by fits to lattice results, e.g., [258–260, 276]. Such approaches are
discussed in Sec. 3.2.3. In the RGZ framework, originating in restricting the integration in the
path integral to the first Gribov region [26, 233, 234], see Sec. 3.2.2, also fits to lattice data are
often used, e.g., [190, 196], since a self-consistent determination of the corresponding quantities
is difficult [243].
Beyond the vacuum, correlation functions have also been studied best in the Landau gauge.
At vanishing density and nonzero temperature, lattice studies are less abundant than in the
vacuum but still provide useful guidelines, e.g., [222, 310–315]. At nonzero density there are
currently no lattice results for correlation functions of QCD due to the complex action problem.
However, results for the gauge group SU(2) exist [316, 317]. With functional methods, studies
range from using effective actions originally designed for hadron phenomenology, e.g., [318–320],
to combinations with lattice methods, e.g., [223, 224, 226, 227, 321], to pure functional studies,
e.g., [110, 116, 322–325]. For a recent review on the DSE approach to the phase diagram of QCD
see Ref. [326]. Also other methods rely on the Landau gauge for studies of the phase diagram of
QCD, e.g., [247, 268, 270].
Finally, in the Landau gauge also results on the analytic structures of its propagators are avail-
able from different sources, e.g., [327–340]. As far as the Yang-Mills propagators are concerned,
the only direct functional calculation for complex momenta up to now was done in this gauge
[330]. These results were used for solving bound state equations for the scalar and pseudoscalar
glueballs [341]. The direct calculation of the analytic structures of propagators is possible with
functional methods. However, there are technical obstacles related to calculating dressing func-
tions for complex momenta [158, 342]. To overcome them, various techniques were developed
[328, 329, 331, 342–347], but they have not been applied to state-of-the-art truncations yet. More
details are given in Sec. 4.2.4.
Since other gauges are investigated even less than the Landau gauge, one can consider the
situation in the Landau gauge as the state of the art of gauge fixed nonperturbative studies of
QCD. And despite the plethora of studies using the Landau gauge there is still much work to
be done. There are some conceptual questions that need to be answered, for example, what role
Gribov copies play and how different ways to fix the Landau gauge on the lattice are mirrored
in functional equations. In recent years, studies with functional methods have made some big
steps forward and provided interesting results on the question of the impact of truncations. Yet,
when it comes to studies of the phase diagram, most results still rely on input from lattice
results. Obtaining reliable results at nonvanishing density requires to repeat calculations in a
more complicated setting and possibly extend the truncation setup. Such comprehensive studies
should be the goal for the coming years.
4.2. Correlation functions from Dyson–Schwinger equations
Yang-Mills theory, being the limit of QCD with infinitely heavy quarks and describing the gluonic
part of QCD, has been studied intensively with functional methods. For quite some time, it was
assumed that the gluonic part of QCD constitutes the main obstacle to use functional methods
for nonperturbative studies of QCD. The reason was that for a long time no quantitative results
could be obtained and even the qualitative behavior in the IR was debated. The latter issue
seems to be resolved nowadays, and the former is most likely close to a resolution. Results from
the FRG give good reasons to believe that [146] and results presented here also point in this
direction. In this context it should be noted, though, that the matter sector of QCD turned out
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not to be as simple as expected for a long time. Recent studies indicate that in order to desert
the successfully employed modeling in the quark sector and proceed to a self-contained solution,
some unexpected subtleties still have to be resolved, see, e.g., [42–49, 348–352].
In this section several aspects important for a self-contained description from Dyson–Schwinger
equations (DSEs) are discussed. Some of them have been an obvious item on the to-do list of DSE
practitioners, for example, the inclusion of two-loop diagrams in the gluon propagator. Others,
like the issue of quadratic divergences or the correct perturbative RG resummation, are only
becoming important now, as their impact is only noticeable in new truncations. Secs. 4.2.1,
4.2.2 and 4.2.3 treat these points. The final section, Sec. 4.2.5, contains results for three- and
four-point functions. In particular, the study of non-primitively divergent correlation functions in
Sec. 4.2.5 is of interest with regard to the importance of higher correlation functions in functional
equations.
4.2.1. Spurious divergences
QCD is a renormalizable quantum field theory. Employing the usual power counting, the super-
ficial degree of divergence of correlation functions can be determined [353, 354]. The ghost and
gluon propagators turn out to have a superficial degree of divergence of two (quadratic). All
other correlation functions have a lower degree. However, the ghost two-point function must be
proportional to the external momentum p2. Thus, any calculation automatically leads to a sepa-
ration of this factor and the effective degree of divergence is zero (logarithmic) [353]. The gluon
two-point function, on the other hand, has two tensors, gµν and pµpν . For the latter, the same
argument as for the ghost propagator applies, but for the former a quadratic divergence remains.
Here, gauge symmetry comes to the rescue. It entails via an STI that the longitudinal part of
the gluon propagator does not receive any quantum corrections and equals the tree-level. Only
the transverse part of the propagator gets dressed where one can pull out a factor p2gµν − pµpν .
And again the effective degree of divergence gets reduced to zero. Also for three-point functions
the effective degrees of divergence are zero.
So in QCD all divergences are logarithmic. However, when calculating the gluon propagator
explicitly, it turns out that it has quadratic divergences when a hard UV cutoff is employed.
This also happens for other regularizations. Their common property is that they break gauge
covariance. A notable exception to this is dimensional regularization [355, 356], which is widely
employed for perturbative calculations. Unfortunately, its applicability to numeric calculations
is difficult at best. It was tested for logarithmic divergences in quantum electrodynamics (QED)
[357, 358] and for the Lippmann-Schwinger equation [359]. However, the regularization of power
law divergences has not been attempted yet. In Ref. [359] it was noted that the employed
technique relies on being able to directly take the limit  = (4−d)/2→ 0. Power law divergences
appear as poles in  6= 0 and the techniques must then be adapted accordingly.
Since dimensional regularization can (currently) not be applied to deal with the quadratic
divergences of the gluon propagator, one has to find alternative ways. As it is numerically most
convenient, one typically uses an O(4) invariant Euclidean cutoff Λ. In analytic calculations,
one can then discard the part of the result that contains the quadratic cutoff dependence. In
numeric calculations, this cannot be done directly. In addition, the question of mixing between
high and low momentum regimes arises, as we will see below.
Based on the observation that the gluon propagator corrections must be proportional to p2gµν−
pµpν and the individual parts do not scale differently, Brown and Pennington argued that it
would be sufficient to project onto pµpν , since the quadratic divergences only reside in the part
proportional to gµν [360]. This can be achieved with what has become known as the Brown-
Pennington projector. It is a special case of the generalized projector
P ζµν(p) = gµν − ζ
pµpν
p2
. (126)
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Acting on the two parts of the transverse tensor with this projector yields
P ζµν(p)gµν = d− ζ, (127)
P ζµν(p)pµpν = 1− ζ. (128)
The Brown-Pennington projector corresponds to P dµν(p) for which the first projection vanishes.
While the quadratic divergences can be discarded with this projector, some new problems arise
[38, 293]. First of all, when acting with P ζµν(p) on the right-hand side of the gluon propagator
DSE, only ζ = 1, which corresponds to the transverse projector Pµν , ensures the absence of the
longitudinal parts of the vertices. This would not be a problem if the longitudinal parts were
known. However, we want to avoid calculating them. Furthermore, a projection with ζ 6= 1
introduces a spurious parameter dependence [38]. To see this, the ghost-gluon vertex is written
as (neglecting a part proportional to the gluon momentum for now)
ΓAc¯c,abcµ (k; p, q) = i g f
abc (η pµ − ηˆ qµ) . (129)
η and ηˆ are parameters related by η + ηˆ = 1. A possible dressing of the vertex is taken to be
one here. This approximation is sufficient in the UV and the arguments below would not be
changed by a more general dressing. Th employed parametrization reflects that one can always
shift contributions from the ghost to the anti-ghost legs due to the transversality of the Landau
gauge:
Pµν(p+ q)pµ = −Pµν(p+ q)qµ. (130)
Plugging this vertex into the gluon propagator DSE and projecting with P ζµν(p), the kernel of
the ghost loop becomes with x = p2 and y = q2 [361]
Kgh,ζZ (p, q) =
x2 (ζ − 2− 4 ηηˆ (ζ − 1)) + 2x(y + z)− ζ(y − z)2
12x2yz
. (131)
Appendix A.1 contains the full expressions for the DSE. One can see that only for ζ = 1 the
dependence on η vanishes and for ζ 6= 1 an undesired dependence on η remains. Hence, only
ζ = 1 will be used in this work for calculations. Nevertheless, it will be kept explicitly in some
analytic expressions.
The divergences in the gluon propagator DSE can be identified by analyzing the UV behavior
of the equation. To this end, one approximates all dressing functions by their UV expressions
and discards the external momentum in their arguments, since we are interested in the case
p < q. Then, all angle integrals can be performed. For the one-loop diagrams one obtains
1
ZUV(p2)
= Z3 − Z4Nc g
2
64pi2
1
x
∫ Λ2
x
dy (3(ζ − 4))ZUV(y)
+ Z˜1
Nc g
2
192pi2
∫ Λ2
x
dy
x (ζ − 2− 4 ηηˆ (ζ − 1))− (ζ − 4)y
xy
GUV(y)
2
+ Z1
Ncg
2
384pi2
∫ Λ2
x
dy
7x2 + 12(−4 + ζ)y2 − 2xy(24 + ζ)
xy2
CAAAUV (y)ZUV(y)
2. (132)
ZUV andGUV are the dressing functions Z andG of the gluon and ghost propagators, respectively,
in the UV. The dressing function of the three-gluon vertex in the UV is denoted by CAAAUV . The
renormalization constants that appear are
√
Z3 for the gluon field,
√
Z˜3 for the ghost field, Z1
for the three-gluon vertex, Z˜1 for the ghost-gluon vertex and Z4 for the four-gluon vertex. The
quadratically divergent part is proportional to ζ − 4.
To remove this part from the gluon propagator equation, various methods have been used in
the past. Besides the Brown-Pennington projector, also modifications of the integrands [290,
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322, 362–366], modifications of the vertices [284], fitting the momentum [226, 328] or the cutoff
dependence [154], or additional counterterms [155, 293, 367, 368] were used. In the combination
of the pinch technique with the background field method, so-called seagull identities get rid
of the quadratic divergences [66, 369]. Also in the functional renormalization group spurious
divergences are introduced by the regulator. In practical calculations, it is overcome by fine-
tuning the initial value of the gluon mass at the initial cutoff scale [146]. For a more detailed
overview see Ref. [361].
For simple truncations, viz., using models for the vertices and only one-loop diagrams in the
gluon propagator DSE, the subtraction terms can be calculated analytically [361]. In the UV,
all dressings Zi(p2) take their perturbative form. Here, we take for this the one-loop resummed
expression discussed in detail in Sec. 4.2.2:
Di(s)
(
1 + ω ln
p2
s
)γi
= Di(s)(ω tp)
γi . (133)
γi is the corresponding anomalous dimension and tp = ln
(
p2/Λ2QCD
)
with ΛQCD = s e−1/ω. s
is any perturbative scale and ω = ω(s) is given by 11Nc α(s)/12/pi = β0g2(s) with α(s) the
coupling. One can then perform the quadratically divergent integral in Eq. (132):∫ Λ2
x1
dy (ω ty)
γ = I(Λ2, γ)− I(x1, γ) = Λ2QCD(−ω)γ
(
Γ (1 + γ,−tΛ)− Γ (1 + γ,−t1)
)
. (134)
Γ is the incomplete Gamma function. Its arguments are
tΛ = ln
(
Λ2/Λ2QCD
)
, t1 = ln
(
x1/Λ
2
QCD
)
, (135)
where x1 is the lower boundary of the integral. x1 can be chosen equal to Λ2QCD. This corresponds
to the Landau pole of the employed parametrization of the perturbative dressings. Using an
alternative parametrization, one can show that if x1 is chosen as the lowest possible value, the
results for both parametrizations agree [361]. For this choice of x1, the second term in Eq. (134)
only cancels the imaginary part of the first part and leaves the real part untouched. Rewriting the
incomplete Gamma functions into a convenient representation, the final subtraction coefficient
is
Csub := Λ
2
QCDb ω
2δ
∞∑
n=0
(tΛ)
1+2δ+n
n!(1 + 2δ + n)
. (136)
δ is the anomalous dimension of the ghost propagator and b is a coefficient that depends on the
details of the vertex models. It should be noted that the result is not proportional to Λ2 but to
Λ2QCD. The dependence on the cutoff is more intricate and completely encoded in the incomplete
Gamma functions. This is a direct consequence of resummation in four-dimensional Yang-Mills
theory. If we had used the leading tree-level contributions of the dressings, the result would be
proportional to Λ2.
With this subtraction term, the quadratically divergent part can be subtracted from the gluon
self-energy by adding −Csub/p2. Assuming that all dressings behave like in Eq. (133), b reads
for the ghost and gluon loops of Eq. (132)
b =
Ncg
2
64pi2
(
G(s)2 − 6CAAA(s)Z(s)2) . (137)
Note that RG improvement terms as discussed in Sec. 4.2.2 are not taken into account in this
expression and still must be added appropriately. To test the precision of this method, the
derivative with respect to the cutoff can be calculated which must agree with the original inte-
grand. For an example calculation, this is shown in Fig. 18. It should be noted that a precise
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Figure 18: Left: Cutoff dependence of the full solution ZΛ(p2) [361]. The big gray (small
black) dots represent results for the largest (smallest) external momentum used in the
calculations. The solid line shows the corresponding analytic expression. The cutoff
Λ is given in arbitrary internal units. Right: Absolute values of differences ∆ in the
left plot between smallest and largest momentum results (thick, gray dots), as well as
numerical (smallest momentum) result and analytic expression (thin, black dots).
determination of the coefficient b is important and that already tiny changes have an effect, see,
for example, Fig. 36 below.
Unfortunately, this method of calculating the subtraction term is not feasible when dynamic
vertices or two-loop diagrams are included. In that case, a convenient method is to introduce a
mass counterterm for the gluon [368]. Although a mass term for the gluon is forbidden by gauge
invariance of the Yang-Mills action, a counterterm can be introduced once a gauge is fixed [370].
One can then explicitly calculate this counterterm with a second renormalization condition. In
practical calculations it is easiest to fix the gluon propagator at a low momentum value. Writing
the gluon propagator DSE as
Z−1(x) = Z3 + Σ(x)− Csub
x
, (138)
one can determine the renormalization constant Z3 by choosing a fixed value for Z(xs):
Z3 = Z
−1(xs)− Σ(xs) + Csub
xs
. (139)
Csub is determined by demanding that the propagator D(x) = Z(x)/x has a fixed value at xm:
Csub =
xmxs
xs − xm (Σ(xm)− Σ(xs)) +
xmxs
xs − xmZ
−1(xs)− xs
xs − xmD
−1(xm). (140)
This method is employed for the two-loop calculation in Sec. 4.2.3.
4.2.2. Resummed perturbative behavior
In many studies of the QCD propagators using DSEs from the last 20 years, the one-loop re-
summed perturbative behavior is recovered. This means that the dressing functions behave at
high momenta like a logarithm with a power known as anomalous dimension. The usual way
to extract this behavior is solving the corresponding renormalization group equations which are
based on the invariance of bare correlation functions under a change of the renormalization scale.
A one-loop RG calculation leads to this anomalous running, whereas direct perturbative one-
loop calculations yield only pure logarithms. However, the corresponding coefficients contain the
anomalous dimensions. This is related to a general structure in perturbation theory that allows
to predict certain aspects already from lower orders [370].
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Figure 19: The DSEs of the propagator and the vertex of ϕ3 theory. Small black dots represent
bare vertices with a renormalization constant Z1.
Unfortunately, this structure can be violated by truncations of DSEs. For example, it is in
general not possible to solve a DSE self-consistently to a fixed order in perturbation theory. Self-
consistency means here that the expression on the left-hand side of the equation is the same as
on the right-hand side. A perturbative calculation lacks this consistency, as the right-hand side
is calculated with a fixed input and the result is assigned to the left-hand side. A DSE, when
solved self-consistently, has contributions up to infinite order. In the simplest case, a solution
can be obtained by iteration. In this case, the left-hand side is repeatedly inserted on the right-
hand side until it does not change any more. In every iteration step, a subset of higher order
perturbative contributions is included. The best we can say perturbatively about the solution of
a DSE is that it contains all contributions up to a certain order and some contributions beyond
that.
Resummation in Dyson–Schwinger equations So how can the anomalous running be obtained
from a DSE? As the name resummed perturbative behavior suggests, its origin is in the resumma-
tion of certain diagrams. The renormalization group is a natural way to realize this resummation,
but without exposing the individual contributions beyond one-loop. This is due to the afore-
mentioned structure of perturbation theory. To perform resummation in DSEs, it is necessary
to actually calculate these diagrams. The resulting series in the coupling constant can partially
be resummed. To see how this works it is easiest to start from the other end. The one-loop
resummed expression for a propagator dressing function reads
Z(p2) = Z(µ2)
(
1 + g2β0 ln
p2
µ2
)γ
. (141)
The anomalous dimension is denoted by γ. µ is the renormalization scale and β0 the first
coefficient of the β-function. A series expansion yields(
1 + g2β0 ln
p2
µ2
)γ
= 1 + γβ0g
2 ln
p2
µ2
+
1
2
γ(γ − 1) (β0g2)2 ln2 p2
µ2
+O(g6). (142)
Thus, the resummation contains all terms which contain a logarithm of the same power as g2.
To illustrate how such terms are generated, we consider as an example a scalar theory in six
dimensions with a cubic interaction:
L = ϕ(−∂2 +m2)ϕ+ g
3!
ϕ3. (143)
The propagator DSE is shown in Fig. 19. The self-energy has one diagram at the perturbative
one-loop level. At two-loop level, there are two diagrams, one from the one-loop vertex correction
and one from the one-loop correction of the internal propagators. The corresponding diagrams
are depicted in Fig. 20.
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Figure 20: The propagator of ϕ3 theory up to two-loop level. The counterterms, denoted by
crosses, are explicitly shown in the second row. Small gray dots denote bare vertices
without a renormalization constant.
For simplicity, the following calculations are done in dimensional regularization considering
d = 6− 2 dimensions and with m = 0. The calculation of the one-loop diagram yields [371]
Π(1)(p2, µ2) = g2
(
µ2
p2
)3− d
2
p2
Γ
(
2− d2
)
Γ
(
d
2 − 1
)2
2(4pi)
d
2 Γ(d− 2)
=
g2
(4pi)3
p2
12
(
1

− 8
3
− γE − ln
(
p2
4piµ2
)
+

36
(
18 ln
(
p2
µ2
)
+ . . .
)
+O(2)
)
. (144)
Here and in the following, the numbers in parentheses in the superscript refer to the loop order.
γE is the Euler-Mascheroni constant. The terms at order  denoted by the dots will not be
relevant in the following. We will also need the one-loop result for the vertex up to order −1:
Γ(1)(p2, q2, k2) =
g2
(4pi)3
1
2
+O(0). (145)
Using the minimal subtraction (MS) scheme to fix the finite parts, the counterterms at one-loop
level are:
Π(1),ct = − g
2
(4pi)3
1
12
, (146)
Γ(1),ct = − g
2
(4pi)3
1
2
. (147)
(148)
The two two-loop diagrams yield [371]
Π(2)a (p
2, µ2) =
(
g2
(4pi)3
)2
p2
144
(
− 1
2
+
1
6
(
12γE − 43 + 12 ln
(
p2
4piµ2
))
− 1
36
(
72 ln2
(
p2
µ2
)
+ . . .
)
+O(2)
)
, (149)
Π
(2)
b (p
2, µ2) =
(
g2
(4pi)3
)2
p2
24
(
1
2
− 2

(
γE − 3 + ln
(
p2
4piµ2
))
+
1
6
(
12 ln2
(
p2
µ2
)
+ . . .
)
+O(2)
)
. (150)
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Π
(2)
a (p2, µ2) is the propagator correction and Π
(2)
b (p
2, µ2) the vertex correction depicted by the
third and fourth diagrams, respectively, in the right-hand side in Fig. 20. As expected, terms
proportional to ln2 p2/µ2 appear in the finite parts. They will contribute at order g4 to the
resummation.
Renormalization beyond one-loop order requires that subdivergences are subtracted before the
overall divergences are subtracted. At two-loop level, this is achieved by adding diagrams with
appropriate counterterm insertions as shown in the second row of Fig. 20. For DSEs, the coun-
terterms enter automatically at the right places and they do not need to be added explicitly, since
one is working with renormalized quantities only. In this way, also overlapping divergences are
automatically dealt with correctly in DSEs. As an example, consider the overlapping divergence
arising from the second perturbative two-loop diagram shown in Fig. 20. It corresponds to a
correction of the vertex and is also known as kite diagram. It contains two subdivergences which
overlap and require separate counterterms. These are shown as the last two diagrams in Fig. 20.
In the propagator DSE, Fig. 19, these counterterms enter differently: One is automatically in-
cluded directly as the bare vertex comes with the renormalization constant of the vertex which
is Z1 = 1 − Γct. The second one is contained in the dressed vertex. Its DSE contains as lowest
order term also the renormalization constant Z1 and thus the appropriate counterterm.
The one-loop diagrams containing the one-loop counterterms are of order g4. The required
integrals can be calculated from the expressions we already encountered, since they correspond
to the one-loop diagram with additional momentum independent factors:
Π(2),cta = −2Π(1),ctΠ(1) (151)
Π
(2),ct
b = 2Γ
(1),ctΠ(1). (152)
The minus sign for Π(2),cta stems from the fact that the counter term for the propagator at
one-loop order is −Π(1),ct, because it is the inverse of the two-point function. The one-loop
counterterms in the MS scheme contain only the terms of order −1. Thus, since we are here
interested in the finite parts, we need the one-loop self-energy terms of order . The resulting
expressions contain the following squared logarithms:
Π(2),cta =
(
g2
(4pi)3
)2
p2
144
ln2
(
p2
µ2
)
+ . . . (153)
Π
(2),ct
b = −
(
g2
(4pi)3
)2
p2
24
ln2
(
p2
µ2
)
+ . . . . (154)
Note that the disappearance of subdivergences, which is required for renormalizability, is reflected
in the fact that all terms containing −1 ln p2/µ2 cancel out in the sum of all expressions.
Finally, if we sum all relevant terms from Fig. 20 and drop a factor of p2, we obtain
1− 1
12
g2
(4pi)3
ln
(
p2
µ2
)
+
(
g2
(4pi)3
)2(
− 1
72
+
1
12
+
1
144
− 1
24
)
ln2
(
p2
µ2
)
=
1−1
9
3
4
g2
(4pi)3
ln
(
p2
µ2
)
+
(
g2
(4pi)3
)2
1
2
(
−1
9
)(
−1
9
− 1
)(
3
4
)2
ln2
(
p2
µ2
)
=
1−γβ0 g
2
(4pi)3
ln
(
p2
µ2
)
+
1
2
(−γ)(−γ − 1)
(
g2
(4pi)3
)2
β20 ln
2
(
p2
µ2
)
. (155)
The prefactors were rearranged and expressed in terms of β0 = 3/4/(2pi)3 and γ = 1/9. Eq. (155)
corresponds to the first terms of the Taylor series of(
1 + β0g
2 ln
(
p2
µ2
))−γ
. (156)
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This, however, is the one-loop solution to the renormalization group equation for the two-point
function, (
µ
∂
∂µ
+ β(g)
∂
∂g
− 2γ(g)
)
Γ2(p, µ, g) = 0. (157)
Thus, Eq. (156) corresponds to the one-loop resummed expression for the inverse propagator.
The resummed expressions thus contains all one-loop contributions and a subset of the higher
terms. To realize the resummation in a DSE calculation, all contributions required for each
order must be calculated. In particular, the renormalization constants have to be included
correctly. In a one-loop truncation of the QCD propagator DSEs, already many terms of order
g4 ln2(p2/µ2) and higher are contained via the nonperturbative propagators and possibly even
the employed vertex models. However, in the gluon propagator DSE, the two-loop diagrams
are required as they contain a sizable contribution to the second order. Higher terms can be
included systematically, although this has been done only up to two-loop level up to now [155].
It turns out that this is sufficient and approximates the one-loop resummed behavior very well
as discussed in Sec. 4.2.3. In particular, Fig. 22 in that section shows that the UV behavior of
the propagator dressing functions recovers the pure perturbative one-loop resummed behavior
quite well.
RG improvement in propagator equations: Yang-Mills propagators and other examples In
the remainder of this section it is discussed how the one-loop resummed behavior can be obtained
in one-loop truncations. Most truncations do not contain two-loop terms for reasons of technical
complexity. However, having the correct one-loop resummed perturbative behavior is advanta-
geous and can be obtained by modifying the equations. This is done in many calculations and
can be considered as part of the employed modeling of the missing parts. The modifications are
derived by enforcing the self-consistency of a DSE in the perturbative regime. One possiblity to
realize this is to interpolate between a given vertex model and an expression with the correct
UV behavior [372]. However, since the necessary modification is part of the modeling anyway,
once can include it directly in the vertex models. To see how this works, we consider the system
of ghost and gluon propagator DSEs by following [290, 362, 373]. The dressing functions of the
ghost and gluon propagators, G(p2) and Z(p2), respectively, can be parametrized as follows at
the one-loop resummed level:
G(p2) = G(s)
(
1 + ω ln
(
p2
s
))δ
, (158a)
Z(p2) = Z(s)
(
1 + ω ln
(
p2
s
))γ
. (158b)
Here, ω is used as, for now, generic coefficient of the logarithm. Also the anomalous dimensions
γ and δ are not specified yet. s is a perturbative momentum scale.
The kernels of the propagator equations are given in App. A.1. We are interested in high
external momenta p2. The integrals in the DSEs are dominated then by the region p2 < q2 < Λ2,
where Λ is a UV cutoff. In this regime, the momentum dependence of all dressing functions is
dominated by the loop momentum q. Hence, we approximate all dressing functions by ignoring
the external momentum in their arguments, e.g., G((p+ q)2) is replaced by G(q2), see also above
Eq. (132). This allows calculating all three angle integrals analytically:
1
G(p2)
→ Z˜3 + Z˜1Nc g
2
64pi2
∫ Λ2
x
dy
x− 3y
y2
Z(y)G(y)DAc¯c(y) (159)
1
Z(p2)
→ Z3 + Z˜1 Nc g
2
192pi2
∫ Λ2
x
dy
−y(ζ − 4) + x(ζ − 2)
x y
G(y)G(y)DAc¯c(y)
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+ Z1
Ncg
2
384pi2
∫ Λ2
x
dy
7x2 + 12y2(−4 + ζ)− 2xy(24 + ζ)
xy2
Z(y)2CAAA(y). (160)
Here, x = p2 and y = q2 and ζ is a parameter from the projector kept for convenience. For the
dressed ghost-gluon and three-gluon vertices only their tree-level structures, which dominate in
the UV, were taken into account. They were dressed with the dressing functions DAc¯c and CAAA,
respectively, and the coupling g was explicitly split off. Also the vertex dressings are taken to
depend only on the large momentum scale q with a form similar to Eqs. (158) with anomalous
dimensions δghg and δ3g. From counting the powers in y in the integrals, the quadratic and
logarithmic parts can be identified. The quadratic terms are discussed in Sec. 4.2.1. Here
we are only interested in the logarithmic behavior and discard the other terms. Note that
perturbatively the ζ dependence cancels for the logarithmic terms between the ghost and the
gluon loops. Plugging in the perturbative expressions for the dressings, the radial integral can
also be performed:
G(s)−1
(
1 + ω ln
(x
s
))−δ
= Z˜3 − Z˜1 3Nc g
2DAc¯c(s)G(s)Z(s)
64pi2(1 + γ + δ + γghg)ω
×
[(
1 + ω ln
(
Λ2
s
))1+γ+δ+γghg
−
(
1 + ω ln
(x
s
))1+γ+δ+γghg ]
(161)
Z(s)−1
(
1 + ω ln
(x
s
))−γ
= Z3 + Z˜1
(ζ − 2)Nc g2DAc¯c(s)G(s)2
192pi2(1 + 2δ + γghg)ω
×
[(
1 + ω ln
(
Λ2
s
))1+2δ+γghg
−
(
1 + ω ln
(x
s
))1+2δ+γghg ]
(162)
+ Z1
(−(24 + ζ))Nc g2CAAA(s)Z(s)2
192pi2(1 + 2γ + γ3g)ω
×
[(
1 + ω ln
(
Λ2
s
))1+2γ+γ3g
−
(
1 + ω ln
(x
s
))1+2γ+γ3g ]
. (163)
The first terms in the brackets contain the cutoff dependence and are canceled by the renormal-
ization constants. Of interest are the second terms. Self-consistency requires that the exponents
of the logarithms are the same on the left- and right-hand sides. The dressings at the point s
are also discarded for the moment. Normally one discards these terms by choosing appropriate
renormalization conditions [362]. We will see below that this is actually not necessary.
The ghost-gluon vertex is UV finite. Thus, its anomalous dimension is zero, γghg = 0, and was
only kept for illustration purposes, as was the renormalization constant Z˜1, which will be chosen
as 1 in the following. Matching the exponents in the ghost propagator DSE yields
2δ + γ + 1 = 0, (164)
which is a sum rule known from the perturbative renormalization group. The ghost-loop in the
gluon propagator DSE leads to the same relation. If the exponents should match also for the
gluon loop, the anomalous dimension of the three-gluon vertex must be γ3g = 2(δ−γ). Plugging
this in and setting Z1 = 1, there are three equations (the exponents and the two coefficients in
the two equations) from which one can determine ω, δ and γ as
ω =
11Nc
3
g2
(4pi)2
= g2β0, (165)
δ = − 9
44
, (166)
γ = −13
22
. (167)
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The first coefficient of the Yang-Mills β function, β0 = 11Nc/3/(4pi)2 was used to highlight that
ω corresponds to the expression used in Eq. (141).
Two things need to be emphasized with regard to the preceding calculation. First, the anoma-
lous dimension of the three-gluon vertex is not 2(δ − γ). Second, taking into account also the
dressings at s, the solution does not look so simple anymore and depends on the relative sizes
of G(s), Z(s), DAc¯c(s), and CAAA(s). On the other hand, the approximation of taking only the
loop momentum as argument of the dressing functions is not problematic. It actually turns out
to work very well, as can be seen in the analysis of the quadratically divergent part which is
extremely sensitive to even small deviations [361].
So how can one fix the analysis? The correct anomalous dimension of the three-gluon vertex
is actually only half of the one above, viz., γ3g = δ − γ = 17/44. One could thus think of
replacing the dressed three-gluon vertex by the squared three-gluon vertex. This indeed leads
to self-consistency also of the gluon propagator DSE. The same can even be done for the ghost-
gluon vertex, as it does not change the exponents. It also cures the second problem by changing
the coefficients as explained below.
It is known that from every vertex one can extract an expression for the running coupling
[37, 288, 374], for example:
αghg(p
2) = α(µ2)
(
DAc¯c(p2)
)2
G2(p2)Z(p2), (168a)
α3g(p
2) = α(µ2)
(
CAAA(p2)
)2
Z3(p2), (168b)
α4g(p
2) = α(µ2)FAAAA(p2)Z2(p2). (168c)
Here, α(µ2) = g2/4pi2. For a review on the QCD running coupling see Ref. [375]. The definitions
above should be contrasted with the so-called MiniMOM coupling [300, 376]:
αMM(p
2) = α(µ2)G2(p2)Z(p2). (169)
It agrees with αghg(p2) for a bare ghost-gluon vertex. From the momentum dependent STIs it
follows that the couplings (168) must agree in the perturbative regime. This entails(
CAAA(p2)
)2
Z2(p2) =
(
DAc¯c(p2)
)2
G2(p2). (170)
To make the coefficients of the two diagrams agree so that the STI can be used, we square the
vertex dressings. ω then becomes
ω =
11Nc
12
α(µ2)
(
DAc¯c(s)
)2
G2(s)Z(s)
=
11Nc
12
α(µ2)
(
CAAA(s)
)2
Z3(s) (171)
=
11Nc
12pi
αghg(s). (172)
The only term that is not accounted for is the renormalization constant of the three-gluon
vertex, Z1. The doubling of the vertex introduces an additional factor which modifies the be-
havior under changes of the renormalization scale. To maintain multiplicative renormalizability,
we must counterbalance this change. By construction, the new term behaves under changes of
the renormalization scale exactly as Z1. Thus, we do not need it and discard it. There are two
ways to do this: One can include a term 1/Z1 in the vertex model or interpret the additional
term as a momentum dependent renormalization constant [301]. The renormalization constant
is related to the renormalization constants of the propagators via an STI:
Z1 =
Z3
Z˜3
. (173)
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Figure 21: The gluon dressing function and propagator calculated with CAAARG from Eq. (174)
(red, continuous) and with CAAARG from Eq. (175) (green, dashed) [361].
The renormalization constants Z˜3 and Z3 run with the negative anomalous dimension, as can
be seen from Eq. (161). Thus the ’anomalous dimension’ of Z1 is indeed δ − γ. However, it
runs with the cutoff, not with the momentum. Since the extra terms fix the RG running of the
dressings, they are sometimes referred to as RG improvement terms [290].
It is interesting to compare these modifications with the flow equations of the functional RG.
In these equations all vertices are dressed and no renormalization constants appear. Thus,
dressing the bare vertices in DSEs seems like a natural choice. However, there is no one-to-
one correspondence between a one-loop truncation with all vertices dressed and the complete
equation.
While RG improvement terms are useful to get a self-consistent UV behavior, they also in-
troduce problems, because the connection to the nonperturbative regime is not clear. There
are various ways to continue the UV running to the nonperturbative regime and unfortunately
results depend quantitatively on this choice. For the propagators, this was explicitly studied in
[361]. Fig. 21 shows an example where two different versions of RG improvement terms were
used. One version uses
CAAARG (p
2) = G(p2)αZ(p2)β, (174)
where α and β are determined such that the anomalous dimension of the expression corresponds
to the one of the three-gluon vertex. The remaining parameter is fixed such that the vertex
becomes IR finite. For the scaling solution one obtains then α = −2 − 6δ = −17/22 and
β = −1 − 3δ = −17/44 and for a decoupling solution α = 3 + 1/δ = −17/9 and β = 0. This
vertex model leads to the correct logarithmic running, but in the coefficients the factors of G(s)
and Z(s) do not combine as they should. However, it turns out that the inconsistency between
the ghost and the gluon loops is not problematic in practical calculations, probably due to the
fact that the gluon loop is perturbatively much larger then the ghost loop.
A second variant reads
CAAARG (p
2) =
GRG(p
2)
ZRG(p2)
. (175)
It is motivated by the STI Eq. (173) and thus the factors of G(s) and Z(s) combine as they
should. The employed propagator dressings have the perturbative form with the Landau pole
regularized:
GRG(x) := G(s)
(
ω ln
(
agh +
x
Λ2QCD
))δ
, (176)
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ZRG(x) := Z(s)
(
ω ln
(
agl +
x
Λ2QCD
))γ
, (177)
with
agl = e
Z(s)−1/γ
ω , agh = e
G(s)−1/δ
ω . (178)
Fig. 21 shows the influence of the choice of the RG improvement term. It is large enough that this
effect has to be taken into account in modern truncations. For vertices such RG improvement
terms were used in the past [37, 54, 296] as well. For the three-gluon vertex it was found that
the RG improvement terms have a sizable impact also on the nonperturbative regime [37].
The usage of RG improvement terms works also in other cases. Let me illustrate this with
the previous example of ϕ3 theory in six dimensions. The propagator dressing function behaves
asymptotically as
Z(p2) = Z(s)
(
1 + ω ln
p2
s
)γ
. (179)
We calculated in Sec. 4.2.2 that γ = 1/9 and ω = β0g2 with β0 = 3/4/(2pi)3. The DSE of the
propagator has the form depicted in Fig. 19:
p2Z(p2)−1 = p2Z3 − Σ(p2). (180)
Z3 is the field renormalization constant. The integral of the self-energy reads
Σ(p2) =
g2
2
Z1
∫
d6q
(2pi)6
Z(q2)Z((p+ q)2)Γ3(q,−p− q, p)
q2(p+ q)2
. (181)
The coupling g was explicitly pulled out from the dressed three-point function. For the prop-
agators we use now Eq. (179) and for the dressed three-point function we use a perturbative
model that contains an RG improvement term and discards the renormalization constant Z1 in
the self-energy:
Γ3(p, q, r) =
Γ3(s)
2
Z1
(
1 + ω ln
p2
s
)2γ3
. (182)
p2 is given by (p2 + q2 + r2)/2 and the anomalous dimension of the vertex is γ3. For large loop
momenta q we approximate the arguments of the dressing functions by their dominant part and
obtain
Σ(p2) =
g2
2
∫
d6q
(2pi)6
Z(s)2Γ3(s)
2
q2(p+ q)2
(
1 + ω ln
q2
s
)2γ+2γ3
. (183)
Four angle integrals can be performed trivially: The fifth one can be done analytically as well,
but the cases p < q and p > q have to be distinguished. We are only interested in the former
case:
Σ(p2)→ g
2
6(2pi)4
∫ Λ2
p2
dq2 q4pi
p2 − 3q2
8q4
1
q2
Z(s)2Γ3(s)
2
(
1 + ω ln
q2
s
)2γ+2γ3
→− g
2
12(4pi)3
p2
∫ Λ2
p2
dq2
1
q2
Z(s)2Γ3(s)
2
(
1 + ω ln
q2
s
)2γ+2γ3
=− g
2
12(4pi)3
p2Z(s)2Γ3(s)
2
(
1 + ω ln Λ
2
s
)2γ+γ3+1 − (1 + ω ln p2s )2γ+2γ3+1
ω(1 + 2γ + 2γ3)
. (184)
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In the second step only the logarithmically divergent part was kept. The renormalization constant
Z3 is determined by the expression depending on the cutoff Λ. The second part must match the
inverse dressing function on the left-hand side. From the exponents we obtain
1 + 3γ + 2γ3 = 0. (185)
Matching the coefficients yields
1 = − 1
12(4pi)3
g2Z(s)3Γ3(s)
2
ω(1 + 2γ + γ3)
=
1
12(4pi)3
g2Z(s)3Γ3(s)
2
ωγ
(186)
from which we infer
ω =
g2
(4pi)3
Z(s)3Γ3(s)
2 1
12γ
= α(s)
1
12γ
= g2β0 (187)
with the running coupling α(p2) = g2Z(s)2Γ3(s)2/(4pi)3. In the Yang-Mills case the anomalous
dimension could be calculated, because we used γghg = 0. Here, we also need some external
information and took the anomalous dimension γ = 1/9 from the one-loop coefficient in Eq. (155).
Similar mechanisms to obtain the one-loop resummed behavior have also been employed in the
quark sector. A version that is very close to the one explained above employs for the quark-gluon
vertex a model that runs like the ghost dressing function squared. As in the previous examples,
the self-consistency of the quark propagator equation using this ansatz can be shown by counting
the powers of the logarithms. For simplicity we consider only the chiral case. The loop diagram
contains a gluon propagator (anomalous dimension γ), a quark propagator (γq) and a quark-gluon
vertex (γqg). The integration leads to another power of the logarithm so that one ends up with
γ+γq+γqg+1 as exponent of the logarithm on the right hand side. Since the anomalous dimension
of the quark propagator wave function renormalization is zero, one can see that γqg = 2δ, where
δ is the anomalous dimension of the ghost propagator, leads to the same relation as in the Yang-
Mills sector: γ + 2δ+ 1 = 0. The case where the anomalous dimensions of the integrand add up
to −1 as here is actually not well behaved, but a more detailed analysis, including also the quark
mass function, shows that the general statements made here hold [373, 377]. The true anomalous
dimension of the quark-gluon vertex, however, is γqg = δ. Again we see that an effective UV
dressing of the bare vertex is necessary to enforce perturbative self-consistency at the one-loop
level. In practical calculations of the quark propagator DSE, the modification of the anomalous
dimension is realized, for example, by introducing an additional ghost dressing function in the
model for the quark-gluon vertex, e.g., [68, 373, 377], or by directly changing the anomalous
dimension from δ to 2δ [378]. The latter option was often used for calculations at nonvanishing
temperatures and/or densities, e.g., [223–230, 379].
An alternative version to fix the one-loop resummed behavior was already used much earlier
in form of the Maris-Tandy interaction. It also has a term that repairs the UV behavior at
one-loop level [380, 381]. This interaction replaces the gluon propagator and the quark-gluon
vertex dressing functions. The UV term of the interaction reads
GUV(k2) =
4pi2γm
(
1− e−
k2
Λ2t
)
1
2 ln
(
e2 − 1 +
(
1 + k
2
Λ2QCD
)2) . (188)
At high momenta it behaves as
4pi2γm
ln
(
k2
Λ2QCD
) . (189)
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However, the combination of gluon propagator and quark-gluon vertex should run with the
exponent γ + γqg = γ + δ = −1 − δ. Again we see that a missing δ was added. With this
interaction, the integrand has the same asymptotic behavior as in the previous case and the
anomalous dimension of the quark wave function vanishes. Although this approach can be
employed also at nonvanishing temperature [382], the UV part is typically ignored in such studies.
4.2.3. Two-loop diagrams in the gluon propagator DSE
The DSEs of QCD are two-loop exact, viz., only one- and two-loop diagrams appear.5 At fixed
order of perturbation theory, the hierarchy of diagrams is clear. For example, in the gluon
propagator DSE the contributions at order O(g4) stem from the explicit two-loop diagrams and
the one-loop corrections of the propagators and vertices in the one-loop diagrams. However,
as discussed in Sec. 4.2.2, they contribute to the one-loop resummed perturbative behavior.
Here, it should only be noted that (some) two-loop diagrams are required to obtain the one-
loop resummed perturbative behavior. In any case, in the perturbative regime there is a clear
hierarchy of diagrams and one-loop diagrams are more important than two-loop diagrams. In
the non-perturbative regime, on the other hand, the role of two-loop terms is a priori unclear,
since no obvious ordering scheme exists. Hence, two-loop diagrams can become quantitatively
more important than one-loop diagrams.
Unfortunately, two-loop diagrams are conceptually and numerically more difficult to calculate
and corresponding studies are scarce. In DSEs they come in two types called sunset and squint
diagrams, see App. B. Analytically, the importance of two-loop diagrams in the non-perturbative
regime was analyzed for the scaling type of solutions in the Landau gauge [131, 304, 307, 383–
385] and the maximally Abelian gauge (MAG) [130, 386–388]. Such analyses were made possible
by the combination of the functional RG and DSEs as initially introduced in [383] or under
the assumption of a convergent skeleton expansion [307, 384]. A general structure, which was
worked out in Ref. [130, 387], emerges that explains why in the Landau gauge diagrams with the
highest number of ghost propagators are dominant in the IR. This holds provided no cancellations
appear, which, at least at the level of the propagator equations, would be very difficult to realize
in this specific case. The corresponding analysis can also be applied to the Gribov-Zwanziger
action [131]. Due to the mixing of fields at the two-point level the algebraic analysis yields four
possible solutions at first, two of which could be discarded right away [131]. A third one was
discarded later numerically [385], leaving as only solution the one which is equivalent to the
solution from the Faddeev-Popov action.
The MAG constitutes a nice example where the hierarchy of diagrams is inverted in the IR.
A scaling analysis revealed that certain sunset diagrams yield the dominant contributions in the
IR with the corresponding squint diagrams possibly contributing as well [130]. The generalized
method developed in Ref. [130] to determine the hierarchy of diagrams at low momenta was
necessary to find this solution, since previously typically only the one-loop diagrams had been
taken into account. More details on the MAG can be found in Sec. 5.2.
Numerical studies of two-loop diagrams were initially limited by the available computing power.
A first inclusion via approximating one of the two loops was realized in [389]. Full numerical
calculations were done later [154, 155, 368, 390–392]. In the Landau gauge, an early finding was
that the sunset diagram leads only to a very small change [390]. The squint diagram, on the
other hand, has a larger impact as was shown in the case of four [368, 391] and three dimensions
[154]. In Ref. [368], models for the vertices were used and their couplings were fitted to match
lattice results of the propagators. In the latter case of Ref. [154], dynamically calculated vertices
were employed that agree well with available lattice results. A solution in four dimensions with
partially coupled vertices was obtained in [155].
The analysis of two-loop diagrams is aggravated by the fact that analytic expressions are more
5The reason lies in the structure of the bare action of QCD that has only three- and four-point interactions.
Higher interactions would lead to higher loop diagrams.
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difficult to obtain. A calculation using power laws for all the dressing functions as required for
scaling type solutions can be realized using the negative dimension integration method (NDIM)
[393–396]. The case of two-loop diagrams is treated, e.g., in Ref. [397]. For the specific case of
massless propagators and including a tensorial structure it was explicitly worked out in Ref. [387].
As in one-loop diagrams, spurious divergences appear in the two-loop diagrams which are best
exposed when using a hard UV cutoff. However, in most perturbative studies, dimensional
regularization is employed which cannot be used to identify these divergent terms. The sunset
diagram was worked out for a UV cutoff in [390, 392]. The general method, which can also
be applied to the squint diagram, is described in Appendix. B. The corresponding results are
discussed below. A numeric solution for the gluon propagator concludes the discussion of two-
loop diagrams.
Analytic calculation of two-loop diagrams in the gluon propagator Dyson–Schwinger equa-
tion The two-loop diagrams of the gluon propagator DSE, see Fig. 1, can be calculated analyti-
cally in the perturbative regime. The involved part are the angle integrations. With the method
described in App. B, one can derive the following expressions for the squint and sunset integrals.
Only the tree-level structure of the vertices is taken into account and all dressing functions have
been set to one, so these are the perturbative results of leading order:
Isquint(p
2) =
∫ Λ2
p2
dy1
∫ Λ2
y1
dy2
(15y2 − y1)(−6y1(ζ − 4) + p2(9 + ζ))
24576pi4p2y1y22
+
∫ Λ2
p2
dy1
∫ y1
0
dy2
(9y1 + 5y2)(−6y1(ζ − 4) + p2(9 + ζ))
24576pi4p2y31
+
∫ p2
0
dy1
∫ y1
0
dy2
−(921 + 5y2)(3p2(ζ − 11) + 2y1ζ)
24576pi4p6y1
+
∫ p2
0
dy1
∫ y1
y1
y1(y1 − 15y2)(3p2(ζ − 11) + 2y1ζ)
24576pi4p6y22
, (190)
Isunset(p
2) =
∫ Λ2
p2
dy1
∫ Λ2
y1
dy2
p2(ζ − 1)− (y1 − 21y2)(ζ − 4)
8192pi4p2y22
+
∫ Λ2
p2
dy1
∫ y1
0
dy2
(
3y31(21y1 − y2)(ζ − 4) + 5p4y2(y1 − y2)ζ
24576pi4p2y51
+
p2(9y1 + 5y1y
2
2ζ − 2y21y2(ζ + 6)
24576pi4p2y51
)
+
∫ p2
0
dy1
∫ y1
0
dy2
3(y1ζ + 3p
2(2ζ − 9))
8192pi4p6
+
∫ p2
0
dy1
∫ Λ2
y1
dy2
y1(−4y21ζ + 13y1y2ζ + p2(y1(9 + 4ζ) + 2y2(−126 + 25ζ)))
24576pi4p6y22
. (191)
The projector from Eq. (126) was used. yi = q2i with the qi being the loop momenta. The
quadratic divergences can be identified as the terms proportional to ζ−4 as in the one-loop case.
The remaining radial integrals can be done directly:
Isquint(p
2) =
(ζ − 20)p2
49152pi4Λ2
− 13(ζ − 4)Λ
2
2048 (pi4p2)
+
700ζ + 45(ζ + 9) ln2
(
p2
Λ2
)
− 12(34ζ − 9) ln
(
p2
Λ2
)
− 1836
147456pi4
, (192)
Isunset(p
2) =
ζp2
73728pi4Λ2
+
−1423ζ + 108(5ζ − 21) ln
(
p2
Λ2
)
+ 5562
442368pi4
+
41(ζ − 4)Λ2
8192pi4p2
. (193)
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Of direct relevance is the squared logarithm in the result for the squint diagram which is im-
portant for the resummation of logarithms. The sunset diagram does not yield such a term and
thus does not contribute to the perturbative one-loop resummation at two-loop order.
Two-loop complete calculation of the Yang-Mills propagators Being able to solve the two-
loop diagrams in the gluon propagator DSE, one can solve the untruncated system of propagator
DSEs of Yang-Mills theory. The vertices still need to be specified. For the ghost-gluon vertex, a
bare vertex should be sufficient. However, since it is not problematic and actually advantageous
for using the obtained propagator solutions as input for the vertex equations in Sec. 4.2.5, the
ghost-gluon vertex will be included in a one-configuration approximation, see Sec. 4.2.5 for details.
The four-gluon vertex is taken as bare. This vertex appears here only in the sunset diagram,
which, however, is quantitatively not as important as the squint diagram. For the three-gluon
vertex only the tree-level is dressed with the model function
CAAA(p2, q2, r2) =
G(p2)
Z(p2)
p2
p2 + Λ2s
. (194)
p2 is given by (p2 + q2 + r2)/2. This is a simple model with the correct UV behavior. The reason
for choosing the structure G(p2)/Z(p2) is motivated by the UV analysis of the propagator DSEs,
see Sec. 4.2.2. However, since this term is IR divergent, a damping function is added to tame it
in the IR. The damping scale is chosen as Λ2s = 1.54GeV
2. Note that neglecting non-tree-level
dressings should be irrelevant for the perturbative resummation, since such dressings decay with
a power law and thus do not yield terms proportional to g4 ln2 p2/µ2.
One comment needs to be made about the tadpole diagram. Its role was scrutinized in
Ref. [361]. While a small quantitative impact could not be excluded, it is clear that it be-
haves like a constant over p2. Thus, in most variants to subtract quadratic divergences it will be
absorbed directly without any possibility to influence the results [361]. This is also the case for
the method employed here where a second renormalization condition for the gluon propagator is
used, D(0) = 15.54GeV−2. Any tadpole contribution will be absorbed in this condition and the
tadpole is thus discarded.
The employed renormalization scheme is the MiniMOM scheme [301, 376], viz. the propa-
gators are renormalized with a momentum subtraction. The specific renormalization conditions
are G(0) = 10 for the ghost and Z(xs) = 1, with xs = 7720GeV2, for the gluon. The momentum
subtraction scheme entails that the renormalization constants of the ghost and the gluon prop-
agators, Z˜3 and Z3, respectively, are fixed implicitly and only once a solution is obtained, they
can be calculated exactly. However, the renormalization constants of the three- and four-gluon
vertices, Z1 and Z4, respectively, are required as prefactors of the gluon loop and the two-loop
diagrams. They are obtained from the corresponding STIs:
Z1 =
Z3
Z˜3
, Z4 =
Z3
Z˜23
. (195)
As a starting point, the solution of a one-loop truncated system of propagators is used. This
gives access to values for Z1 and Z4 which are reasonable close to their final values so that the
system can be solved with fixed values for Z1 and Z4. From the solution, their new values are
calculated and the system is solved again. This meta iteration process is continued until Z1 and
Z4 do not change anymore. In these calculations, the value for the renormalized coupling was
chosen as α(µ2) = 0.05, since it is advantageous for the convergence of the resummed series to
have a small value. However, α(µ2) must be large enough that the scale s is inside the considered
momentum region.
The results for the propagators are shown in Fig. 22. The two most important consequences of
including the two-loop diagrams concern the UV behavior of the propagators and the quantitative
changes in the midmomentum regime. A comparison of the obtained dressing functions with the
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Figure 22: The solutions of the Yang-Mills propagator DSEs including the two-loop diagrams
[155]. The top row shows the gluon dressing function (left) and the gluon propagator
(right), the bottom row the ghost dressing function (left) and the propagator dress-
ing functions in the UV compared to the perturbative one-loop resummed behavior
(right).
analytic expression for the resummed one-loop behavior is also shown in Fig. 22. The plot
shows that the solutions respect the expected behavior. It should be stressed, though, that only
up to order g4 all contributions are included. Beyond that, many contributions are included,
for example, nested propagator self-energy insertions. Missing contributions are, for instance,
contributions of order g4 from the ghost-gluon vertex. Nevertheless, the agreement is quite good
and is sufficient for practical purposes.
As expected, the inclusion of two-loop diagrams has an impact on the midmomentum regime.
The more sizable contribution comes from the squint diagram, whereas the sunset diagram is
relatively small. This can be tested by discarding the latter. The dressing functions do not
change much then.
The present calculation still depends on models for the three- and four-gluon vertex. For a
future complete analysis, full expressions for these vertices need to be used including non-tree-
level dressings. The status of corresponding calculations of vertices is discussed in Sec. 4.2.5.
4.2.4. Analytic structure of the gluon propagator
The analytic structure of the gluon propagator is of interest for several reasons. In bound state
equations the correlation functions of the constituent particles are accessed at complex values of
the momenta, see, e.g., [20–22, 153]. Futhermore, the spectral function of a particle provides in-
formation about its spectrum. And finally, real-time quantities like transport coefficients require
knowledge of the real-time properties of particles.
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Functional equations are typically solved after a Wick rotation to Euclidean metric is per-
formed, viz., the time coordinate is rotated to the imaginary axis as t → −i tE , where the
subscript E indicates now Euclidean time. In momentum space this corresponds to p → i pE .
This entails p2 → −p2E . Calculations are then performed for real p2E > 0 where no poles or
branch cuts exist.
To undo the Wick rotation, Euclidean results need to be continued analytically to k2E < 0. This
is an ill-posed inverse problem and always requires some form of bias. Possible reconstruction
methods are, for example, the maximum entropy method [113, 115, 398–408], fits motivated
by analytic results or phenomenology [338, 409–411], Padé approximants [412], the Schlessinger
point method [413, 414], the Tikonov regularization [332], or the Backus-Gilbert method [409].
Alternatively, it is possible to solve the equations for complex momenta. However, this compli-
cates any calculations considerably as care has to be taken which regions of the complex plane are
probed in the integration. Poles or branch cuts constitute obstructions that have to be avoided.
Methods suitable for this task include the shell method [343, 344], the Cauchy contour method
[328, 329, 344], and others [331]. A very flexible method is based on contour deformation. Un-
fortunately, it is also very intricate and was thus not used extensively up to now. It was already
successfully applied in QED [343], QCD [327, 330, 415] and for the scalar glueball propagator in
the Born approximation [346]. The challenge is to deform the contour of the radial integration in
q2 such that any non-analyticities in the complex plane are avoided. Such non-analyticities can
also be created by the angle integration [327, 342, 343]. For massless particles the contour defor-
mation can be done along rays starting at the origin, see Ref. [416] for details. This ensures that
the branch cut created by the angle integration is avoided via the only possible point q2 = p2,
where p is the complex external momentum. The integration path can then be continued outside
the branch cut to the UV cutoff.
The analytic structure of a propagator is directly reflected in the spectral function. In general,
one expects a branch cut for time-like momenta starting at a threshold value s0 and possibly
poles.6 As a direct consequence of Cauchy’s integral formula the propagator can then be written
as
D(p2) =
∫ ∞
s0
ds
ρ˜(s)
p2 + s
+
∑
i
Ri
p2 +m2i
, (196)
where the sum is over the potential pole contributions with residues Ri and masses mi which are
either real with m2i < s0 or complex. If there is only a real pole at −m2, this expression can be
rewritten as
D(p2) =
∫ ∞
0
ds
ρ(s)
p2 + s
, (197)
with
ρ(s) = ρ˜(s) +Rδ(s−m2) (198)
and ρ(s) = 0 for s < s0. Eq. (197) has the form of a Stieltjes representation for the propagator
[417, 418]. The inversion operation is formally known but includes infinitely many derivatives
[417–419]. The difficulties in inverting this expression also become obvious when rewriting it as
a double Laplace transform:
D(p2) =
∫ ∞
0
du e−u p
2
∫ ∞
0
ds e−u sρ(s). (199)
Eq. (197) has a physical interpretation as a sum of free propagators with density ρ(s). This
is called Källén-Lehmann spectral representation. It requires ρ(s) to be nonnegative so that
6The possible existence of a term proportional to the Dirac delta functional is discussed in Refs. [336, 337, 340].
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the field is part of the physical state space of the theory. This is not necessarily the case for
gauge theories, but Eq. (197) can be used even if ρ(s) contains negative contributions. Turning
the argument around, negative norm contributions mean that the particle cannot describe an
asymptotic phyiscal particle and is thus confined. This is a sufficient but not a necessary condition
for confinement. Mathematically, it is encoded in the axiom of reflection positivity for Euclidean
quantum field theory as formulated by Osterwalder and Schrader [420, 421]. It boils down to
calculating the Schwinger function defined as the time Fourier transformation of the momentum
space propagator for vanishing spatial momentum:
∆(t) = D(t, ~p = ~0) =
∫ ∞
−∞
dp0
2pi
e−i p0 tD(p0,~0) =
1
pi
∫ ∞
0
dp0 cos(p0 t)D(p0,~0). (200)
If the propagator can be written as in Eq. (197), this is the Laplace transform of the spectral
density:
∆(t) =
∫ ∞
0
dωe−ω tρ(ω2) (201)
Cleary, if one can show that ∆(t) is negative somewhere, then ρ(s) must also contain negative
contributions. If the propagator vanishes at zero momentum, as it does for a solution of the
scaling type, positivity violation is obvious from
D(p2 = 0) =
∫
d4xD(x) =
∫
dt∆(t) = 0. (202)
From the derivative of Eq. (197) with respect to p2, one can infer that a non-monotonous prop-
agator also violates positivity. Such a behavior is seen in lattice and functional results in three
dimensions, e.g., [154, 190, 215, 216, 422]. In four dimensions, the peak in the gluon propagator
is only very small and not yet confirmed with lattice calculations. Functional methods, on the
other hand, find such a peak, e.g., [49, 71, 146, 155, 284] so that one can conclude without
explicit calculation of the Schwinger function that positivity is violated also for decoupling type
solutions.
The Schwinger function can be calculated from Euclidean data alone and thus provides an
easy means of testing for positivity violation. For the gluon propagator, the positivity violation
in the Schwinger function was explicitly calculated with lattice and functional methods, e.g.,
[189, 284, 295, 301, 327, 423–425]. The Schwinger function of the gluon propagator from Fig. 22
is shown in Fig. 23. Positivity violation is observed at a typical scale of about 1 fm. For quarks,
on the other hand, positivity violation is more subtle. In particular, it depends on the employed
quark-gluon interaction and also the quark masses, see, for example, Refs. [326, 327].
4.2.5. Vertices of Yang-Mills theory
In this section, results for the primitively divergent vertices of Yang-Mills theory, viz., the ghost-
gluon, three-gluon and four-gluon vertices, as well as for two non-primitively divergent vertices,
the two-ghost-two-gluon and four-ghost vertices, are discussed.
Ghost-gluon vertex Three-point functions have for a long time only been modeled. This worked
quite well for the ghost-gluon vertex, because using a bare vertex is close enough to the correct
vertex that it is sufficient for many calculations. Only once quantitative precision is required,
its quantum corrections need to be added. First semi-perturbative calculations using fits for
the propagators recovered the qualitative behavior of the vertex actually quite well [291]. Later
dynamical calculations only showed some quantitative changes [290, 294]. The full momentum
dependence of the vertex is known up to two loops [426]. Further pertubative calculations can
be found, for example, in Refs. [426–432].
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Figure 23: The Schwinger function of the gluon propagator of Fig. 22.
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Figure 24: The ghost-gluon vertex at the symmetric point (left) and the soft gluon configuration
(right) [290]. The latter is compared to lattice results from Ref. [433] (blue circles:
N = 48 at β = 6). The two solutions shown were obtained with different models for
the three-gluon vertex.
The results from a combined calculation of propagators and the ghost-gluon vertex are shown
in Fig. 25. A comparison to lattice results is presented in Fig. 24. The general features of
available lattice results are reproduced, viz., there is a bump in the midmomentum regime and
the dressing goes down to one at zero momentum. A noteworthy anomaly concerns the scale
of the bump for the gauge group SU(2) [194]. All continuum results have the bump at a lower
scale than the lattice results [262, 290, 294, 297, 298].
Three-gluon vertex The three-gluon vertex is a crucial ingredient for the solution of the gluon
propagator DSE as discussed in Sec. 4.2.2. An important property of initial models was a UV
behavior that leads to a consistent UV behavior of the gluon propagator DSE [362]. Lattice
calculations in lower dimensions indicated later [192, 194] that the tree-level dressing of the
three-gluon vertex could become negative in the IR. In first exploratory continuum studies it
was found that the ghost triangle indeed becomes negative [434]. The first full calculation
was then done for two dimensions and the zero crossing was confirmed [293]. By now this
feature was found in many approaches, e.g., [37, 48, 71, 262, 296, 435–437]. Also lattice methods
find evidence of it [219, 220, 438], although the low position of the crossing makes a definite
confirmation difficult. Continuum methods show that the vertex diverges logarithmically in
four dimensions [37, 71, 262, 296]. The possibility of additional kinematic IR singularities, viz.,
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Figure 25: Selected momentum configurations of the ghost-gluon vertex for a decoupling (top)
and a scaling solution (bottom) [290]. Fixed momentum (left) or angle (right) as
indicated at the top of the plots.
54
only one momentum goes to zero, was ruled out for the decoupling solutions [304, 307]. For
the scaling solution they can be present, although they are weaker than the overall IR ones
[304, 307, 439, 440]. Perturbatively the full momentum dependence of the vertex is known up to
two-loop order [426]. More perturbative studies can be found, for example, in Refs. [285, 426–
432, 441]. String inspired methods for the decomposition of the vertex [442] are also known
[443–446].
A model that implements this zero crossing is given by [290]
CAAA(p, q,−p− q) = DAAA,IR(p, q,−p− q) +DAAA,UV (p, q,−p− q), (203)
where the UV part is (with x = p2, y = q2 and z = (p+ q)3)
DAAA,UV (p, q,−p− q) = G
(
x+ y + z
2
)α
Z
(
x+ y + z
2
)β
(204)
and the IR part
DAAA,IR(p, q,−p− q) = hIRG(x+ y + z)3(f3g(x)f3g(y)f3g(z))4, (205)
with the damping factors
f3g(x) :=
Λ23g
Λ23g + x
. (206)
The exponents α and β can be determined such as to reproduce the correct anomalous running
and make the vertex finite at zero momentum. For decoupling one obtains α = 3 + 1/δ = −17/9
and β = 0 and for scaling α = −2 − 6δ = −17/22 and β = −1 − 3δ = −17/44, see also below
Eq. (174). The parameter hIR is typically chosen as −1. The scale Λ3g can then be used to
move the zero crossing. To obtain the correct anomalous dimension of the gluon propagator in
a one-loop truncation, the final expression used for the three-gluon vertex is (see Sec. 4.2.2 for
details)
ΓAAA(p, q,−p− q) = 1
Z1
CAAA(p, q,−p− q)DAAA,UV (p, q,−p− q). (207)
It turned out that this model can be used to obtain a gluon propagator in good agreement
with lattice results. However, it was clear that with the choice of parameters required for that
agreement, the model can only be considered an effective model, because the zero crossing was at
momenta so high that there was a clear disagreement with lattice results. Nevertheless, results
from this calculation, which are shown in Figs. 27 and 28, proved as useful input for subsequent
studies of vertices.
First dynamical calculations of the three-gluon vertex were done in Refs. [37, 296]. These
calculations confirmed the existence of the zero crossing. A comparison with lattice results for
different kinematic configurations is shown in Fig. 29 [296]. The employed truncation is shown
in Fig. 26. An important step when solving the equation is the manual symmetrization of the
results. Since the Bose symmetry of the vertex is broken by the truncation, one has to restore
it by hand by averaging over all three distinct permutations of the external legs. When this
procedure is used, one can discard one swordfish diagram and multiply another one with 2 as
indicated in Fig. 26.
The results are shown in form of a band that was obtained by varying the parameters of the
employed four-gluon vertex model given by
FAAAA(p, q, r, s) = (a tanh(b/p¯2) + 1)G
(
p¯2
)α4g Z (p¯2)β4g (208)
where p¯2 = (p2 + q2 + r2 + s2)/2 and a determines the additional IR interaction strength and b
the momentum scale of its onset. The exponents α4g and β4g are determined from the leading
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= −2 + +12 +
Figure 26: The truncated DSE of the three-gluon vertex. Due to manual symmetrization of the
solution, modified prefactors of the swordfish diagrams are used and only two instead
of three appear.
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Figure 27: The gluon dressing function (left) and propagator (right) obtained with the effective
three-gluon vertex model Eq. (207) with Λ3g = 2.1GeV and a dynamic ghost-gluon
vertex compared to lattice results [290]. The red/continuous line was obtained with
the optimized effective three-gluon vertex. For comparison the green/dashed line is
shown, which was obtained with the three-gluon vertex model of Ref. [362] and a bare
ghost-gluon vertex. Lattice data is for β = 6 and lattice sizes of L = 32 (blue circles)
and L = 48 (orange squares) [433].
anomalous dimension of the four-gluon vertex, γ4g = 2/11, and from the requirement that the
vertex approaches a constant value in the IR. This yields α4g = −8/9 and β4g = 0 for decoupling
and α4g = −4/11 and β4g = −2/11 for scaling. The qualitative agreement of the tree-level
dressing with lattice results is quite good and it was shown in Ref. [37] that the other three
dressing functions are smaller than the tree-level one. The vertex results from Fig. 29 were
also fed back into the gluon propagator equation. To fix the UV behavior, the gluon loop was
amended by Eq. (204) as RG improvement term. Assuming that the vertex results are close
enough to the true form of the vertex, one can in this way estimate the importance of the
missing two-loop diagrams in the gluon propagator DSE. The gap of the results to the lattice
results can be interpreted as an estimate of the missing contributions of the two-loop diagrams
[296]. In Sec. 4.2.3, the importance of two-loop diagrams was confirmed by a direct calculation.
Four-gluon vertex The first truncations that were realized for the ghost-gluon and the three-
gluon vertex DSEs involved models for the four-gluon vertex and set the other four-point functions
to zero [37, 48, 155, 290, 291, 293, 294, 296]. A motivation for discarding the latter is that the
corresponding diagrams are of order g4 and thus suppressed in the UV. The diagrams with a four-
gluon vertex, on the other hand, contribute to the leading perturbative order. It was also found
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Figure 28: The ghost propagator corresponding to Fig. 27 [290].
that this vertex plays a role for the convergence of the three-gluon vertex DSE [37, 155, 296].
Thus, a more detailed analysis of the four-gluon vertex is of interest. Up to now this vertex was
investigated with its DSE [54, 154, 155, 447–451], the FRG [49, 146, 422] and perturbatively
up to one-loop for various kinematic configurations [51, 441, 452], in particular the symmetric
point [51, 452]. String inspired methods for the decomposition of the vertex [442] are also known
[445, 453].
The four-gluon vertex is the most complicated four-point function, because it not only has four
color indices but also four Lorentz indices as detailed in Sec. 2.2.7. Its DSE has 60 diagrams.
39 of them are two-loop and 20 are one-loop diagrams. For the presently employed truncation,
all of the former are dropped as are all one-loop diagrams containing the two-ghost-two-gluon
vertex (3 diagrams) or five-point functions (2 diagrams). This leaves 15 one-loop diagrams and
the tree-level diagram. The impact of the discarded diagrams with two-ghost-two-gluon vertices
is discussed in Sec. 4.2.5. However, the Bose symmetry of the four-gluon vertex allows reducing
the number of diagrams to be calculated even further. If the complete kinematic dependence
of a diagram is known, one can extract also the information about the diagrams obtained by
permutations of legs. Thus, instead of calculating similar diagrams several times, only a single
calculation is necessary. In total, five diagrams need to be calculated as can be seen in Fig. 5,
where also the other one-loop diagrams are shown.
The employed truncation violates Bose symmetry. This can be repaired by averaging over
all four distinct four-gluon vertex DSEs. Finally, there are twelve diagrams of each type which
correspond to all possible permutations and the DSE is schematically calculated as
D4g(p, q, r, s) = (209)
Z4 +
1
4
[
L(p, q, r, s) + L(q, r, s, p) + L(r, s, p, q) + L(s, p, q, r)+ (210)
L(p, r, s, q) + L(q, s, p, r) + L(r, p, q, s) + L(s, q, r, p)+ (211)
L(p, s, q, r) + L(q, p, r, s) + L(r, q, s, p) + L(s, r, p, q)
]
. (212)
Here, L(p, q, r, s) is the transverse projection of the one-loop diagrams Λabcdµνρσ contracted with
the tree-level tensor Γ(0),abcdµ′ν′ρ′σ′ . The normalization is chosen such that the tree-level corresponds
to one:
L(p, q, r, s) :=
Λabcdµνρσ P
T
µµ′ P
T
νν′ P
T
ρρ′ P
T
σσ′ Γ
(0),abcd
µ′ν′ρ′σ′
Γ
(0),efgh
αβγδ P
T
αα′ P
T
ββ′ P
T
γγ′ P
T
δδ′ Γ
(0),efgh
α′β′γ′δ′
. (213)
As another approximation, only the tree-level tensor out of the 41 transverse dressing functions
is considered.
57
●
● ●
●
● ● ●
■
■
■ ■
◆
◆
◆ ◆ ◆
◆
◆
◆
◆
▲
▲
▲
▲
▲ ▲
0 1 2 3 4 5
-1
0
1
2
● ●
● ●
●
●
●
■
■
■
■ ■ ■
■
◆ ◆
◆
◆
◆ ◆
◆◆
◆
◆
▲
▲
▲
▲ ▲ ▲
▲ ▲
▲
▲
0 1 2 3 4 5
-1
0
1
2
●
● ●
●
●
●
●
■
■ ■ ■
■
■
■
◆
◆
◆ ◆
◆
◆
◆
◆
◆
▲
▲
▲
▲
▲
▲
▲
▲
0 1 2 3 4 5
-1
0
1
2
Figure 29: Three-gluon vertex dressing function with restricted kinematics as indicated in the
plot labels [296]. For comparison, lattice data from Ref. [194] is shown. Different
colors/symbols refer to different values of β ∈ {2.2, 2.5} and different lattice sizes
1.4 fm < L < 4.7 fm. Solid red line: Standalone solution with the parameters a = 1.5
and b = 1.95 GeV2 in the four-gluon vertex model Eq. (208). Upper (yellow) band:
Variation with b down to 1.46 GeV2. Lower (green) band: Strengths up to a = 2.
Green dashed line: Solution of fully coupled system (a = 1.5, b = 1.94 GeV2). The
lower right plot shows the momentum dependence for a fixed angle ϕ = 2pi/3.
For solving the four-gluon vertex DSE in this approximation, fixed input given by the propa-
gators from Refs. [290, 361], a bare ghost-gluon vertex and the three-gluon vertex from [54, 296]
is used. Both decoupling and scaling type solutions are considered and the results are shown in
Fig. 30 for three different kinematic configurations. The shaded area indicates the angle depen-
dence which seems to be quite large. Fig. 31, however, shows that the angle dependence is in
general very mild and only at the boundaries a strong dependence can be observed. As can be
seen in Fig. 30, the dressing is very close to the tree-level. Thus, it is interesting to note that
the contributions of the individual diagrams are not small by themselves but they largely cancel
out as can be inferred from the results of the individual diagrams shown in Fig. 32.
Since the four-gluon vertex has many dressings, it is interesting to investigate if some of them
are sizable. For a first impression, one can evaluate alternative projections of the four-gluon
vertex DSE using the obtained results as input. The result for three projections is shown in
Fig. 33. As can be seen, they are not larger than the corrections to the tree-level projection.
Thus, within the tested set of tensors, the tree-level tensor is dominant due to its constant
contribution from the bare vertex.
Two-ghost-two-gluon vertex Landau gauge Yang-Mills theory has two non-primitively diver-
gent four-point functions, the two-ghost-two-gluon and the four-ghost vertices. For the scaling
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Figure 30: Four-gluon vertex dressing function for three momentum configurations [54]. The
angle dependence is indicated by the colored gray area. The dashed line corresponds
to a fit [54]. Left: Decoupling solution. Right: Scaling solution.
Figure 31: Left: The angular dependence of the dressing function for four variables fixed: The
squared momenta and the angle ψq are kept constant: S2 = R2 = Q2 = 160GeV2,
ψq = 0. The shown configuration corresponds to the point with the largest angle
dependence found. Right: Momentum dependence of the dressing function: S2 =
R2 = p2, Q2 = q2, θr = θq = ψq = pi/2. Both plots are for decoupling [54].
type solution it is known that diagrams with the two-ghost-two-gluon vertex can belong to the
class of IR leading diagrams [384]. Neglecting them does not change the scaling laws themselves,
but in a quantitative study, the contributions of these diagrams might be important. If this is
true for scaling, one might expect that for decoupling they might play a similar role. Thus, a
detailed study of their influence on lower correlations functions is warranted. Perturbatively this
vertex was studied in Ref. [452] and with its DSE in Ref. [155].
The two-ghost-two-gluon vertex, being non-primitively divergent, does not appear in the La-
grangian density. Thus, its lowest perturbative order is one order higher than that of the four-
gluon vertex. Its impact in the midmomentum regime is hardly studied due to the technical
complexity of corresponding calculations. However, its structure reveals a few simplifications
that alleviate its study. This also includes the fact that its DSEs can be truncated such that
almost all contributions are retained as discussed below.
As the ghost-gluon vertex, the two-ghost-two-gluon vertices has formally three different DSEs.
The two with the ghost and anti-ghost legs attached to the bare vertex can be transformed
into each other by exchanging ghost and anti-ghost. They yield identical equations. The third
equation, with the gluon leg attached to the bare vertices, is the more complex equation due to
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Figure 32: Contributions of individual diagrams to the tree-level dressing function for a specific
momentum configuration for the decoupling (left) and scaling solutions (right) [54].
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Figure 33: Comparison of the dressing functions D4g, D4g,V2 , D4g,V2 and D4g,P for a specific
momentum configuration [54].
the appearance of two-loop diagrams. Thus, the equation with the ghost attached to the bare
vertices is used here, see Fig. 6. The employed truncation discards only one diagram, namely
the one containing a five-point function.
The study of the two-ghost-two-gluon vertex is complicated by the absence of a tree-level tensor
which is a good first approximation of the full tensor bases in case of the three- and the four-
gluon vertices [37, 54, 451]. A possible guide could be the fact that the anti-symmetric structure
constants contracted with the vertex in the corresponding diagrams of the ghost-gluon and three-
gluon vertex DSEs annihilate the color part symmetric with respect to the two corresponding
legs. However, in the generation of the relevant dressing functions the complete color space may
play a role. Thus, the full basis as given in Eq. (69) is used.
The kinematic dependence of the two-ghost-two-gluon vertex is approximated by a single
momentum scale. Given the size of angle dependences observed in three-point functions, see,
for example, Fig. 25, the error induced in the two-ghost-two-gluon vertex, which is smaller
in magnitude than the three-point functions, is expected to be small. The advantage of this
approximation is that calculations are much faster compared to calculations of the full kinematic
dependence with six variables [54]. The chosen kinematic configuration is the average of the
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squared momenta:7
p2 =
p2 + q2 + r2 + s2
4
. (214)
To calculate the 40 individual dressing functions DAAc¯ck (p
2), the DSE of the two-ghost-two-
gluon vertex is contracted with the basis tensors yielding 40 scalar equations. Due to the non-
orthogonal basis, the dressing functions are extracted by multiplication with the corresponding
rotation matrix R−1, where R is given by
Rkl = ρk,abcdµν ρ
l,abcd
µν . (215)
The chosen basis leads to dimensionful dressing functions. For plotting, it is advantageous to
work with the dimensionless dressing functions DAAc¯ck (p2) instead by multiplying with appropri-
ate power laws:
D
AAc¯c
k (p
2) =
DAAc¯ck (p
2)
(p2)dk
. (216)
The dk are the dimensions of the dressings DAAc¯ck (p
2) given by the negative dimensions of the
basis tensors. Thus, the quantities DAAc¯c reflect the actual momentum behavior that enters
in other equations. Power laws with the dimensions of the dressings are also used for the UV
extrapolations. The suppression from these power laws is crucial to avoid spurious UV contri-
butions.
The two-ghost-two-gluon vertex is calculated together with the ghost-gluon, three-gluon and
four-gluon vertices for which also one-configuration approximations are used. In their DSEs, the
diagrams with the two-ghost-two-gluon vertex were included. The propagators are taken as fixed
input and correspond to the results shown in Fig. 22. In this context it should be noted that the
dynamic inclusion of the ghost-gluon vertex for the results of Fig. 22 is important, as otherwise
the three-gluon vertex did not converge. This could be an artifact of the employed truncation
and the sensibility of the three-gluon vertex DSE on the employed input in general. The results
for the two-ghost-two-gluon vertex are shown in Fig. 34 in form of the dimensionless dressing
functions DAAc¯ck (p2). The behavior of the dressing functions in the UV shows that the leading
behavior is, as expected, in agreement with the power laws from the dimensional analysis. In
the IR, the dressing functions are power law suppressed compared to the UV. This is expected
from a power counting analysis of the corresponding diagrams: Every gluon dressing function,
behaving like p2 in the IR, suppresses the integral. The power law behavior is exposed in the
lower right image of Fig. 34 for a few dressing functions. The other five images show the 25
dressing functions corresponding to the reduced set of color tensors, see Sec. 2.2.7, grouped by
their Lorentz parts. The scales on the ordinate have been chosen the same for easier comparison.
Clearly, the largest dressing functions are those belonging to τabcd5 followed by those belonging to
τabcd2 and τabcd4 . The group belonging to τabcd3 is basically negligible. Also the dressing function
corresponding to the color tensors σ4 and σ5 are very small. These two are anti-symmetric under
exchange of the two gluon legs, see Tab. 2.
The dressings of the remaining three color tensors can be considered separately, because they
decouple from the reduced set of color tensors. Projecting with these three tensors, only the
diagrams with a two-ghost-two-gluon vertex remain. In this vertex, only these three color tensors
remain so that this part of the vertex does not couple with the rest. It should be noted that
this part of the vertex only contributes to the color symmetric part of the three-point functions,
which, however, should be zero as discussed in Sec. 2.2.5. In the present case, the equation
reduces in this color subspace to a homogeneous linear equation. For such an equation the trivial
7The same variable name p is used for all n-point functions, since it is clear from the context the average of
which momentum squares is meant.
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Figure 34: Results for the two-ghost-two-gluon vertex [155]. Each plot shows the results corre-
sponding to one Lorentz tensor τi. The dressing functions related to the color tensors
σ6, σ7 and σ8 are zero. The lower right image shows selected dressing functions in
a double-logarithmic plot to expose the power law behavior. Negative values are
depicted dashed.
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Figure 35: Comparison of results for the ghost-gluon (top left), three-gluon (top right) and four-
gluon (bottom left) vertices obtained from truncations with and without the two-
ghost-two-gluon vertex [155]. Results for the four-ghost vertex (bottom right) [155].
The dressing functions E6, E7 and E8 are compatible with zero.
solution of all dressings equal to zero always exists. The attempt to find an alternative solution
by starting from a simple ansatz always led to the trivial solution. A nontrivial solution cannot
be excluded at this point, but it would be irrelevant due to the complete decoupling from the
rest of the system of equations.
To assess the influence of the two-ghost-two-gluon vertex on other correlation functions, the
same system as above can be solved without this vertex. The results for the ghost-gluon and
the three-gluon vertices are shown in Fig. 35. Most remarkably, the three-gluon vertex does not
change. This can be traced back to the color structure. In the three-gluon vertex DSE the gluon
legs of the two-ghost-two-gluon vertex are contracted with an antisymmetric structure constant.
Consequently, all contributions which are symmetric in the color indices of the two gluon legs
vanish and only contributions from the color tensors σ4 and σ5 remain. However, Fig. 34 shows
that these are the dressing functions which are very small. They cannot have any substantial
influence on the three-gluon vertex. There could be indirect effects via the dependence of the
other vertices on the two-ghost-two-gluon vertex, but as it turns out that they are not influenced
largely either, this effect is tiny. In the four-gluon vertex the effect is also very small. Only the
ghost-gluon vertex shows some difference, which, however, is 1.7% at most.
Four-ghost vertex The second non-primitively divergent four-point function is the four-ghost
vertex. It was studied perturbatively in Ref. [452] and with its DSE in Ref. [155]. This vertex
does not appear in the three-gluon vertex DSE. For the ghost-gluon vertex, it appears only in
the A-DSE. However, having the two-ghost-two-gluon vertex available, one can use the c-DSE
for the ghost-gluon vertex which is complete then and thus the preferred choice. At the four-
point level, the four-ghost vertex does neither appear in the four-gluon vertex nor the c-DSE for
the two-ghost-two-gluon vertex. Hence, the four-ghost vertex does not couple back within this
63
truncation.
The four-ghost vertex can thus be calculated a posteriori. Its setup is similar to the two-ghost-
two-gluon vertex calculation. Its DSE is depicted in Fig. 7. Only one diagram is dropped in
the truncation, namely the one with a five-point function. The full tensor basis, in this case
consisting of eight color tensors, is employed, but the momentum dependence is approximated
by a single momentum configuration. The result for the reduced color basis is shown in Fig. 35.
The other three color tensors lead also in this case to a homogeneous linear equation for which
only the vanishing solution is found.
4.3. Correlation functions of three-dimensional Yang-Mills theory
The study of Yang-Mills theory in three dimensions is interesting for several quite different
reasons.8 First of all, the high temperature limit of four-dimensional Yang-Mills theory is a
three-dimensional Yang-Mills theory with an adjoint Higgs field which is the leftover of the
fourth component of the gluon field. This was studied, for example, in Ref. [424]. On the
other hand, there are technical reasons as well for such studies. In lattice studies, three and
also two dimensions were studied to reach lower momenta. For example, propagators were
calculated in [166–168, 186, 189–198, 207, 215, 216, 423, 454, 455] and there are a few studies of
vertices as well [192, 194]. Studies of the Gribov problem are also simpler in lower dimensions
[166–168, 189, 197, 198, 215, 455]. While the problem of reaching the deep IR does no exist
for continuum studies, three dimensions are of interest as well, since they have a simpler UV
behavior than four dimensions. This alleviates the treatment of spurious divergences as will
be explained below. Further previous studies of the correlation functions of three-dimensional
Yang-Mills theory were done with functional methods in [71, 384, 422, 424, 439, 451, 456–458],
with the (refined) GZ framework in [459] and with a massive extension of Yang-Mills theory in
[258, 259, 262, 272].
In this section I will present results for Yang-Mills theory in three dimensions obtained from
the equations of motion of the 1PI and the 3PI effective actions. The employed truncation does
not contain any model parameters and is fully self-contained. This allows studying modifications
of this truncation to test its stability. Furthermore, the hierarchy of diagrams in the gluon
propagator DSE is identified.
In the following, the differences between three- and four-dimensional Yang-Mills theory will
be explained. Results for the primitively divergent correlation functions will be presented in
Sec. 4.3.2. In Sec. 4.3.3 the stability of the employed truncation will be discussed and Sec. 4.3.4
contains a discussion of the results.
4.3.1. Specifics of three-dimensional Yang-Mills theory
In four dimensions, Yang-Mills theory is only logarithmically divergent due to gauge symmetry.
Lowering the dimension by one, the theory becomes finite. One-loop diagrams behave then like
g2/p, which can directly be inferred from the fact that the coupling has a mass dimension of 1/2.
In addition, the UV finiteness leads to a trivial behavior under the renormalization group and,
consequently, the absence of anomalous dimensions. This difference in the UV behavior makes
three dimensions somewhat easier to treat numerically.
As discussed in detail in Sec. 4.2.1, the standard regularizations employed by functional meth-
ods break gauge covariance which entails the appearance of spurious divergences. In three di-
mensions, these spurious divergences are of degree one. As a remnant of resummation in four
dimensions, also logarithmic divergences appear. This can be seen by considering that the one-
8All results in this section were obtained for the gauge group SU(2), since all lattice results in three dimensions
shown here are for this gauge group. However, within the employed truncations, the solutions are invariant
under rescaling g2Nc.
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Figure 36: Left: Gluon dressing function calculated from the system of ghost and gluon propaga-
tors with a bare ghost-gluon vertex and a modeled three-gluon vertex with the correct
and a rescaled value for Csub [154]. Right: Cutoff dependence of the right-hand side
of the gluon propagator DSE. The dots correspond to calculated values, and the line
corresponds to the fit function.
loop UV behavior of the propagator dressings is of the form 1 + c g2/p [460]:
G(p2) = 1 +
g2Nc
16p
, Z(p2) = 1 +
11g2Nc
64p
. (217)
In contrast to four dimensions, where the dressing functions behave logarithmically, the dressing
functions in three dimensions become constant at asymptotically high momenta. Plugging the
one-loop result into a one-loop expression, the second part lowers the degree of divergence by one
leading to a logarithmic divergence proportional to g4. For dimensional reasons, it is obvious that
no divergences can arise from higher orders in g since the mass dimension of g must be canceled
by a corresponding momentum. This reflects the absence of resummation in three dimensions.
The general form for the divergent term in three dimensions is then
Zspur(p
2,Λ) =
Csub
p2
= asub
g2Nc Λ
p2
+ bsub
g4N2c ln Λ
p2
. (218)
The coefficients asub and bsub can be calculated perturbatively [451]. A term proportional to
log g [460] would require a quadratic cutoff dependence, which, however, was not found in the
actual calculations. However, once full vertices and propagators are employed numerically, this
influences their values. In the present truncation, differences of up to 5 % were observed. Thus,
it is best to fit the coefficients to the cutoff Λ. In this way, also two-loop diagrams can be
handled without having to calculate them analytically in the perturbative regime. Furthermore,
the contribution of the tadpole diagram is automatically absorbed in Csub, as it can produce only
powers of the cutoff or a logarithm thereof. The perfect agreement of the fit with the analytic
result can be illustrated by plotting p2∂Z−1Λ /∂Λ
2, where Z−1Λ corresponds to the unrenormalized
right-hand side of the DSE, see Fig. 36. The reason for the perfect agreement is that the fit
function contains all possible dependencies on the cutoff Λ, namely ln Λ and Λ. This is different
in four dimensions where fitting is thus not practicable. The subtraction coefficient Csub must
indeed be known very precisely. As an example, consider the solution when it is artificially
modified as Csub → 0.9999Csub as shown in Fig. 36. Any larger change has a correspondingly
larger influence.
The subtraction of spurious divergences contains a possible ambiguity, namely, a constant
term can always be added to Csub without changing the asymptotic UV behavior or the cutoff
independence of the results. Thus, technically the subtraction term can be used to generate
65
10
-2
10
-1
10
0
10
1
10
2
0.5
1.0
1.5
2.0
10
-2
10
-1
10
0
10
1
0.0
0.5
1.0
1.5
Figure 37: Ghost/Gluon dressing functions from the one-loop truncation using bare ghost-gluon
and three-gluon vertices [451]. Different solutions correspond to different values of
the gluon propagator at zero momentum.
a family of solutions. In this case, instead of fitting Csub, it is set such as to obtain a given
value for the gluon propagator at zero momentum in a similar way as discussed in Sec. 4.2.1.
In Fig. 37, this possibility is shown for a simple test system that consists of the propagators
and uses bare vertices [451]. Clearly, different solutions arise akin to the family of decoupling
solutions. However, since the back reaction on the vertices is not contained in the system, the
observed effects are most likely larger than they would be in a more elaborate truncation. It
should also be noted that the ghost dressing function is not set to any value in the IR and, hence,
there is only one effective parameter for choosing different solutions. In fact, it was found that
doing so leads to the wrong UV behavior of the form a+ c g2/p with a 6= 1. In four dimensions,
the procedure of fixing the ghost dressing function via a boundary condition [284] does not face
this problem because of the anomalous running of the dressings.
As mentioned above, the coupling g is dimensionful in three dimensions. Thus, one could
express all dimensionful quantities as multiples of powers of g. A physical value is determined
using lattice results where the scale is set via a string tension of σ = (440MeV)2. To transfer
this scale to the continuum results, the peak of the gluon dressing function is matched to that
of lattice results. However, since the heights of the dressing functions are not the same, one has
some freedom to match the forms of the peaks. From this an interval of 90 to 125 % around the
lattice maximum is used to set the continuum maximum. In the plots where a band is shown, it
represents this freedom in setting the scale. In plots with single lines, the maxima are matched
using a value of 1.025GeV.
4.3.2. Results for the primitively divergent correlation functions
Before the details of testing the truncation dependence are discussed, I present the results for all
primitively divergent correlation functions and compare them to lattice results in the minimal
Landau gauge. The results shown below were calculated with the largest truncation up to date:
The propagator equations were fully included and the vertex equations were truncated to the
perturbative one-loop level. In other words: All correlations functions are dynamical except for
the non-primitively divergent ones which are set to zero. For the three- and four-gluon vertices
only the dressings of the tree-level tensors were used.
The result for the ghost propagator is shown and compared to lattice results in Fig. 38. Below
1GeV, the DSE result is systematically below the lattice result. Since the equation for the ghost
propagator is complete, the source of this discrepancy must be caused by deviations in the other
correlation functions. Such deviations are indeed found, as discussed below. The sensibility of
the ghost dressing function on the gluon propagator was already visible in Fig. 37. However,
also the existence of a family of solutions is reflected in the ghost propagator. Thus, the overall
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Figure 38: Left: Ghost dressing from the full system [154] in comparison to lattice results [216].
Right: Contributions of individual diagrams to the gluon propagator DSE [154]. Con-
tinuous/dotted lines denote positive/negative values.
effect is most likely a mixture of both.
For the gluon propagator there is also a difference to lattice results. It is largest in the
midmomentum regime. In particular, the peak in the dressing function is lower than in lattice
results. As for the ghost propagator, the existence of the family of solutions has most likely
an effect here. In particular, one can see in Fig. 37, that the height of the bump varies for
different solutions. In addition, while the equation for the gluon propagator is complete in terms
of diagrams, two vertices are not taken with their full tensor structure. Thus, those missing
contributions may also have their share in the missing strength of the gluon dressing function.
Calculating each single diagram from the obtained solution, one can also assess the quantitative
importance of single diagrams. Spurious divergences are subtracted in the same way as for the
full equation, viz., by fitting the cutoff dependence. Note that for other methods it might not
be possible to calculate individual diagrams. The contributions of all five diagrams are shown in
Fig. 38. The hierarchy in the UV is as expected: The one-loop diagrams are dominant with the
gluon loop being larger than the ghost loop as expected perturbatively. In the low momentum
regime, the ghost loop becomes important. The sunset diagram is overall very small. The second
most important contribution in the midmomentum regime comes from the squint diagram. As
far as two-loop diagrams are concerned, it is interesting to see that the squint diagram clearly
dominates over the sunset diagram. However, one has to bear in mind that in this calculation
only restricted tensor bases for the gluonic vertices were taken into account and it cannot be
excluded that the full bases would alter the relative importance of the diagrams.
As discussed in Sec. 2.2.4, the ghost-gluon vertex has two DSEs. Here, the one with the bare
vertex attached to the ghost leg is employed. The obtained dressing function features some angle
dependence. In particular, the height of the bump around 1GeV varies. The contributions of the
two diagrams contained in the employed truncation are shown in Fig. 40. As can be seen, the
non-Abelian diagram is the more important one. The comparison to lattice results [194] shown
in Fig. 40 makes evident that the position of the bumps do not match. This is also known from
results for the gauge group SU(2) in four dimensions, see Sec. 4.2.5. A change in scale within
the range discussed in Sec. 4.3.1 is insufficient to explain this. The source of this discrepancy is
currently not known.
The three-gluon vertex has only a small angle dependence. The structure of the dressing
function is very simple, being close to one, the asymptotic value, at high momenta and only
moving away below 1GeV. In the IR it diverges linearly. In general, the result is remarkably
close to lattice results [194]. Seeing this structure, it is surprising to find that the individual
diagrams are not small. They start to deviate from zero roughly below 10GeV. The smallness of
deviation from the tree-level is thus the consequence of cancellations between the contributions
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Figure 39: Gluon dressing function (left) and gluon propagator (right) from the full system [154]
in comparison to lattice results [216]. Lattice momenta are along one axis. The shown
lattice results correspond to lattice sizes between N = 68 and N = 88 and β values
between 3.48 and 19.2. The band is obtained by varying the maximum of the gluon
dressing function between 922 and 1282MeV.
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Figure 40: Ghost-gluon vertex dressing from the full system [154] in comparison with lattice
results [461] (left) and the contributions from single diagrams (right). The shown
lattice results correspond to lattice size N = 60 and β = 3.18, 5.61 and 10.5.
of the individual diagrams. Only the ghost triangle is not compensated and causes the divergence
in the IR.
The last correlation function to be discussed is the four-gluon vertex. Similar to Sec. 4.2.5,
three specific configurations are chosen for illustration purposes. The calculation itself was done
for the full momentum dependence. As can be seen in Fig. 42, there is a similar pattern as for
the three-gluon vertex although not as extreme. Still, the deviation from the tree-level is small.
The dominant contribution at low momenta is again the ghost diagram. The gluonic diagrams,
on the other hand, partially cancel each other. As can also be seen in Fig. 42, the four-gluon
vertex has a stronger angle dependence, at least in the variables chosen here, than the three-gluon
vertex. To get an idea about the possible influence of other dressing functions not taken into
account, alternative projections were evaluated taken the previously obtained solution as input.
The results for three further projections including the corresponding contributions from single
diagrams is shown in Fig. 43. The only sizable contributions appear around 1GeV, but compared
to the tree-level dressing, which gets a constant contribution from the tree-level diagram, they
are small.
Finally, the couplings as extracted from the different vertices, see Eq. (168), are shown in
Fig. 44. The couplings from the ghost-gluon, the three-gluon and the four-gluon vertices agree
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Figure 41: Three-gluon vertex dressing from the full system [154] in comparison with lattice
results [194] (left) and the contributions from single diagrams (right). The shown
lattice results correspond to lattice sizes N = 40 and 60 and β = 4.1 and 6.
very well from the perturbative regime down to a few GeV.
4.3.3. Testing the truncation
While the truncation used in the previous section is already quite large, it is not clear whether
it is already sufficient to obtain quantitatively reliable results. However, since the truncation
is large enough, it allows various modifications to test the influence of different parts. For
small truncations such tests are often not possible, because all the ingredients are crucial and
tampering with them too much changes the solution drastically. In this section, the truncation
dependence is tested in two different ways. First, the influence of choosing different equations is
tested. Second, the influence of the highest included correlation function, the four-gluon vertex,
is assessed.
As explained in Sec. 2.2.4, the ghost-gluon vertex has two different DSEs, one with the gluon
leg attached to the bare vertex, the A-DSE, and one with the ghost leg attached to the bare
vertex, the c-DSE. The ghost-gluon vertex also fulfills an equation of motion derived from the
three-particle irreducible (3PI) effective action, see Fig. 2. Here, the results from all three
equations are tested. The two DSEs are truncated to the two triangle diagrams. The difference
between the three equations lies only in the number and position of dressed vertices. One
should keep in mind, though, that the truncations drop a different number and different types of
diagrams: For the A-DSE, nine diagrams are dropped (seven two-loop diagrams and two one-loop
diagrams containing a quartic ghost vertex or a two-ghost-two-gluon vertex) and for the c-DSE
only one diagram containing the two-ghost-two-gluon vertex is dropped. The 3PI effective action
is expanded up to three loops. The resulting equation of motion contains the same diagrams as
the DSEs, but all three vertices are dressed. So while formally the truncation specified above is
the same in all three cases, it has different effects on the equations. The resulting difference can
thus be interpreted as the systematic error of this truncation.
For this comparison fixed input from the full system discussed in Sec. 4.3.2 is used to avoid
a backcoupling of the truncation effects. Fig. 44 shows the results for two different kinematic
configurations from the three equations. The contributions of single diagrams are shown in
Fig. 45. Taking as a measure of the truncation error eghg the maximum of the ratios of dressings,
we obtain eghg = 13 %. The difference for the configurations shown is even lower and typically
below 10 %.
As a second test, the full system was calculated with the equations of motion from 1PI and 3PI
effective actions. For the DSE system, the c-DSE was used. The ghost dressing functions from
the two systems differ only below 1GeV, see Fig. 46. For the gluon propagators the situation
is similar and the main difference in the gluon dressing functions occurs at 1GeV, see Fig. 47.
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Figure 42: Tree-level dressing of the four-gluon vertex for different kinematic configurations (top
left) and the individual contributions of single diagrams (top right and bottom) [154].
Fig. 48 shows the differences for the ghost-gluon and three-gluon vertices. For the former, it
is similar to the ghost-gluon vertex-only calculation discussed above and depicted in Fig. 44.
For the three-gluon vertex the main difference is a shift of the zero crossing for the 3PI system
towards the IR. Overall the differences between the DSE and the 3PI setup are relatively small
with the largest effects observed in the deep IR.
Finally, the effect of the four-gluon vertex is discussed. The corresponding results of this
vertex, which show only a small deviation from the tree-level behavior, suggest that it has only
a minor influence on lower correlation functions. It appears in the gluon propagator and the
three-gluon vertex equations and we already saw that the corresponding diagram in the former,
the sunset diagram, has only a minor quantitative influence. The ghost propagator and the
ghost-gluon vertex are only influenced indirectly. To quantify the effects, the system is solved
with a bare four-gluon vertex and compared to the results from Sec. 4.3.2. The comparison is
shown in Fig. 49 and Fig. 50. Clearly, the effect is very small indeed. However, it should be
noted that the four-gluon vertex plays a decisive role in the convergence of the three-gluon vertex
DSE in four dimensions as mentioned in Sec. 4.2.5.
4.3.4. Discussion
Overall, the tests of the truncation performed here show that the changes are only of quantitative
nature. On the one hand, it is promising that finally a truncation was found that exhibits this
degree of stability. First of all, because simpler truncations are more sensitive to the input, and
second, because the present truncation does not have the freedom to tune any model parameters.
On the other hand, the question is now why there is still a discrepancy to results from lattice
calculations. Several possible explanations exist.
First, one must ask how meaningful a quantitative comparison between lattice and continuum
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Figure 43: Various dressing functions of the four-gluon vertex (top left) and the individual con-
tributions of single diagrams (top right and bottom) [154].
results is at all, because the ways how the gauge is fixed in the two methods are different and
no direct one-to-one correspondence is known. The dependence on the gauge fixing algorithm
is well established on the lattice for three [168, 172, 189, 197, 215] and also four dimensions
[161, 163, 168, 170, 189, 433]. Results exist [172, 198] where the difference between two ghost
dressing functions is 50 % at 500MeV and even more below. As demonstrated in Sec. 4.3.1, also
with functional equations different solutions can be obtained. However, at the moment it is not
clear how close the present results should be to the lattice results using the minimal Landau
gauge, because the gauge employed here is most likely a different gauge.
Of course, another source for the differences are contributions that are still missing in the con-
tinuum results. There are two types of such contributions: Incomplete equations and incomplete
tensor bases. In the present truncation, neither applies to the propagators and the latter also
does not apply to the ghost-gluon vertex.
For the ghost-gluon vertex different equations were tested in Sec. 4.3.3. The found differences
of the order of 10 % can clearly be attributed to truncation artifacts. Thus, it will be necessary
to include more diagrams and check how the results change. In case of the c-DSE, this requires
only the two-ghost-two-gluon vertex, which was discussed for four dimensions in Sec. 4.2.5, to
make the equation complete, whereas the A-DSE contains two-loop diagrams as well.
In addition to missing diagrams, the calculation of the three-gluon vertex also lacks a full
tensor basis. In four dimensions, the three-gluon vertex DSE was solved with fixed input with
a full tensor basis [37]. It was found that the dressing of the tree-level dressing is the domi-
nant contribution and the other three transverse dressings are quite small. This should hold
also in three dimensions and hence one would expect the effect of completing the basis to be
correspondingly small. However, one should not forget about the non-linearity of the equations
which could make the suppressed dressings at least somewhat important. On the other hand,
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Figure 44: Left: The coupling constants from the ghost-gluon, three-gluon and four-gluon vertices
[451]. Right: Ghost-gluon vertex dressing function calculated with fixed input from
different equations [154]. Dark/light lines correspond to x = 0/x = p2.
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Figure 45: Contributions of the Abelian (left) and non-Abelian (right) diagrams of the ghost-
gluon vertex DSE calculated with fixed input from different equations [154].
Dark/light lines corresponds to x = 0/x = p2.
the three-gluon vertex shows the best agreement with lattice results. From this one would expect
that the truncation works quite well for this particular quantity.
For the four-gluon vertex, the cancellations between diagrams do not work as well as for the
three-gluon vertex. In addition, there are many more dressing functions so that the sum of even
small contributions could, if no cancellations appear, be sizable. Thus, for the four-gluon vertex
the choice of a proper basis could well be quite important. An enlarged tensor basis could also
change the importance of the sunset diagram if additional tensors are taken into account.
In summary, there remain a few extensions of the present truncation the effects of which still
have to be tested. In the meantime, it is reassuring that with the FRG results with similar
deviations from lattice results were found [422, 462]. Taking into account also information from
four dimensions, extensions of the three and four-gluon vertex bases currently seems to be a
promising approach, especially since these vertices directly enter in the gluon propagator DSE.
4.4. Correlation functions of two-dimensional Yang-Mills theory
Yang-Mills theory in two dimensions is another testing ground for lattice and functional methods.
One of the reasons for a more detailed investigation with lattice methods was the hints found in
three and four dimensions that the three-gluon vertex could become negative at low momenta
[192, 194]. A calculation in two dimensions can probe even deeper into the IR. Besides the
confirmation of the zero crossing of the three-gluon vertex, it was also found that the correlation
functions in two dimensions behave qualitatively different to three and four dimensions in the
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Figure 46: Comparison of results from the DSE and the 3PI systems for the ghost dressing
function [154].
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Figure 47: Comparison of results from the DSE and the 3PI systems for the gluon dressing
function (left) and the gluon propagator [154].
IR regime [187]. Within the available statistics, the scaling solution seemed to be realized for
propagator and vertices [187, 305, 384]. Later studies, however, raised some questions, since the
scaling laws seem not to respect the sum rule [167, 196, 213, 455, 463].
The absence of a decoupling solution sparked some additional interest in the study of two-
dimensional Yang-Mills theory. A study with the (refined) GZ framework found that the con-
densates responsible for making the gluon propagator finite in three and four dimensions do not
exist in two dimensions due to IR divergences [464]. Also in other approaches, IR divergences
were found to play a decisive role [258, 259, 272, 293, 465, 466].
In DSE calculations the relevant divergences appear in the ghost propagator equation. They
need to be counteracted by a gluon propagator that vanishes at zero momentum [465]. This holds
as long as the ghost-gluon vertex does not vanish itself, which, however, is not found in explicit
calculations [293]. Note, though, that these calculations of the vertex are done for the scaling
case. For the vertex to vanish at zero momentum in the decoupling case, the contribution of
the tree-level would need to be canceled by the loop contributions. Thus, a decoupling solution
is unlikely to be realized in two dimensions. Quantitatively, for the decoupling case the IR
divergences lead to an explicit dependence on the IR cutoff as shown in Fig. 51.
Another effect in two dimensions is the mixing of different momentum regimes. In four di-
mensions, a clear separation is possible. For example, the UV behavior can be determined
self-consistently without referring to low scales. In three dimensions, the influence of different
momentum regimes on each other is already noticeable [154, 424], see also Sec. 4.3. However,
a perturbative calculation can still be performed for high momenta. In two dimensions, on the
other hand, perturbation theory does not work anymore again due to arising IR divergences.
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Figure 48: Comparison of results from the DSE and the 3PI systems for the ghost-gluon vertex
(left) and three-gluon vertex (right) dressing functions [154].
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Figure 49: Ghost (left) and gluon (right) dressing functions from the full system with a bare
(green, dashed line) and a dynamic four-gluon vertex (red, continuous line) [154].
They are cured by the nonperturbative behavior of the gluon propagator that vanishes at zero
momentum. Thus, the asymptotic high momentum behavior in two dimensions can only be
determined qualitatively from dimensional arguments as
G(p2)−1 = 1 + cgh
g2
p2
,
Z(p2)−1 = 1 + cgl
g2
p2
. (219)
The coefficients cgh and cgl can be determined numerically in a nonperturbative calculation.
The strong entanglement of different momentum regimes makes it difficult to recover the
correct UV behavior in a truncated system, since any defects in other regimes have an impact
on the UV regime. This problem appears also in three dimensions but is less severe there, see
Sec. 4.3. However, as long as models are used for the vertices, once can use them to tune the
UV behavior of the dressing functions to approach 1 in the UV.
Truncating the system of propagators to the one-loop diagrams without tadpole diagram [384],
only the ghost-gluon and three-gluon vertices are required. In the following, three choices for
the vertices will be tested. Two use a model for the ghost-gluon vertex and one includes it
dynamically. In the former case, it is once taken as bare and once the following model is employed:
DAc¯cmod(r, p, q) = 1 +
1
Λ2 + p2 + q2 + r2
(
fIR + fIM
Λ2(p2 + q2)
Λ4 + p4 + q4
)
. (220)
For the three-gluon vertex, two models will be tested. The first one, which is constructed to
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Figure 50: Ghost-gluon vertex (left) and three-gluon vertex (right) dressing from the full system
with a bare (green, dashed line) and a dynamic four-gluon vertex (red, continuous
line) [154].
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Figure 51: Ghost dressing functions in two dimensions resulting from a decoupling type gluon
propagator [293]. The various curves correspond to different IR cutoffs.
mimic the known behavior of the vertex, is
CAAAmod,1(p, q, r) = hIR(p
2 + q2 + r2)−3κ−1 +
p2 + q2 + r2
p2 + q2 + r2 + hIMΛ2
. (221)
The correct UV behavior is ensured by the second term, whereas the first term implements the
IR divergence [384]. Choosing hIR negative leads to a zero crossing. The position of the zero
crossing resulting from the employed parameters is higher than one would expect from lattice
results. In this way, the gluon loop can make up some missing strength coming from the neglected
two-loop diagrams. An alternative model, inspired by a model in three-dimensions [424] that
was created before the qualitative IR behavior of the vertex was known, is
CAAAmod,2(p, q, r) =
(
(G(p2)G(q2)G(r2))−2−1/κ
Z(p2)Z(q2)Z(r2)
)α
. (222)
The three combinations of vertices tested in the following are:
• A bare ghost-gluon vertex and Eq. (222) for the three-gluon vertex.
• Eq. (220) for the ghost-gluon vertex and Eq. (221) for the three-gluon vertex.
• A dynamically coupled ghost-gluon vertex and Eq. (221) for the three-gluon vertex.
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Figure 52: Ghost (left) and gluon (right) dressing functions (top) and propagators (bottom)
obtained with different ghost-gluon vertices [293]: For the red/continuous lines a
dynamic ghost-gluon vertex was used, for the green/dashed lines a bare ghost-gluon
vertex, and for the blue/short-dashed lines the model from Eq. (220). The three-
gluon vertex model of Eq. (221) was used with the parameters given in Tab. 4.4. The
bottom row shows a comparison of the propagators for SU(2) with lattice data (black
points) from [189]. The scale was set by matching the positions of the maxima in the
gluon propagators to the lattice results.
The parameter values for the models are listed in Tab. 4.4.
Two-dimensional Yang-Mills theory is in principle superrenormalizable. However, also here
spurious divergences arise in the gluon propagator DSE, see Sec. 4.2.1. They are logarithmic and
appear in the following form:
1
Z(p2)
= 1 + Σ(p2) = 1 +
g2
p2
Σ′(p2) + c g2
ln Λ2
p2
. (223)
Here, Σ(p2) is logarithmically divergent and Σ′(p2) is finite. The logarithmic divergence can be
handled by a subtraction of the self-energy at s multiplied by s2/p2:
1
Z(p2)
− 1
Z(s2)
s2
p2
= Σ(p2)− Σ(s2)s
2
p2
=
g2
p2
Σ′(p2)− g
2
p2
Σ′(s2), (224)
Alternatively, other methods discussed in Sec. 4.2.1 could be used.
The results for the three setups are shown in Fig. 52. Clearly, the models have a large impact
on the midmomentum regime. The ghost-gluon vertex result is shown in Fig. 53. Due the large
deviations between the functional and the lattice results in the propagators of the combined
calculation, the agreement of the ghost-gluon vertex result with lattice results is not very good
either [293]. The employed level of truncation is rather basic, though, and it would be interesting
to see how the results of all quantities would change in a more elaborate truncation as used in
Sec. 4.3 for three dimensions.
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Figure 53: Dressing of the ghost-gluon vertex for various momentum configurations obtained
from the coupled system of propagators and the vertex itself [293]. For the three-
gluon vertex the ansatz of Eq. (221) with the parameters given in Tab. 4.4 was used.
Fixed angle (left) and fixed ghost momentum q2 (right) as indicated at the top of
each plot. Note the different scales on the z-axes.
Ghost-gluon vertex Bare Model 220 Dynamic
Three-gluon vertex Model 222 Model 221 Model 221
α 0.09 Λ 1GeV Λ 1GeV
fIR 2.14189 hIR −31.5/− 14.75
fIM 0.6 hIM 9.88
hIR −109.616/− 54.2
hIM 9.88
Table 4: Values employed for the parameters of the ghost-gluon and three-gluon vertex ansätze
given in eqs. (220), (221) and (222). The second value for hIR is for SU(2).
For the three-gluon vertex, results are shown in Fig. 54. They were calculated from the
solution of the propagators and the ghost-gluon vertex using a bare four-gluon vertex. The
employed truncation is the same one used in Sec. 4.3, viz., all diagrams with two loops or non-
primitively divergent vertices are discarded. This provides the correct IR behavior and includes
also the leading corrections to the tree-level behavior in the UV. Fig. 54 also shows the effect
of different diagrams. Clearly, the ghost triangle is leading in the IR. As in higher dimensions,
a cancellation between the gluon triangle and the swordfish diagrams is observed: The gluon
triangle introduces a bump in the dressing which is removed completely by the inclusion of the
swordfish diagrams.
In summary, two-dimensional Yang-Mills theory, for which vertex DSEs were solved for the
first time self-consistently, proved to be a useful testing ground for developing the necessary
methods and get a first impression of the general problems like cancellations between diagrams
in the gluonic vertices. The results also hinted at the fact that, in the absence of resummation,
the three-gluon vertex can be recovered in good agreement with lattice results, while a good
description of the propagators is more difficult.
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Figure 54: Tree-level dressing of the three-gluon vertex [293]. Top: Angle fixed at
arccos(−0.41625) (left) and one momentum fixed at √0.00007786 g (right). Bot-
tom: Three-gluon vertex in the symmetric configuration (left) and for two orthog-
onal momenta (right). The continuous/red line is with the ghost triangle only, the
dashed/green one with both triangles and the dotted/blue line with all five diagrams.
The comparison with lattice data is done for SU(2) [187]. Black up-triangles are for
β = 10/L = 21 fm−1 and orange down-triangles for β = 22.5/L = 12 fm−1.
5. Correlation functions in different gauges
The correlation functions of quarks and gluons are necessarily gauge dependent. As explained
in Sec. 4.1, the Landau gauge has many advantages that make it very convenient to work with.
However, beyond that, also other gauges are investigated. An obvious reason for using different
gauges is to check the gauge dependence of gauge invariant quantities introduced by the trun-
cation. Another reason to investigate different gauges is that they might provide alternative
perspectives at specific physical problems. For example, the color-Coulomb potential, viz., the
instantaneous part of the 00-component of the gluon propagator in Coulomb gauge, is related
to the potential of a quark–anti-quark pair [467]. This is known as ’no confinement without
Coulomb confinement’. Another example is the maximally Abelian gauge which allows the in-
vestigation of the Abelian dominance conjecture related to the dual superconductor picture of
confinement.
In this section, results for various gauges beyond the Landau gauge are reviewed. The first
example are linear covariant gauges in Sec. 5.1. The Landau gauge is actually just one specific
gauge of this class. In Sec. 5.2, the maximally Abelian gauge is discussed and the Coulomb
gauge in Sec. 5.3. Beyond these examples, infinitely many more gauges exist, for example, the
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axial gauge, the planar gauge, and the light-cone gauge, see, e.g., Ref. [468], or exotic ones like
the Palumbo gauge [469, 470]. However, they are hardly used in functional equations and some
gauges like the Laplacian gauge [471] are not accessible with functional methods at all.
Before the discussion of results from the different specific gauges, an interesting possibility
should be mentioned here, namely the interpolation between different gauges. In the strict sense,
also linear covariant gauges are such an interpolating gauge, but it is also possible to interpolate,
for instance, between linear covariant and maximally Abelian gauges. However, with the different
levels of sophistication in studies of different gauges, calculations using interpolating gauges are
currently rather limited. Nevertheless, the prospect of connecting confinement scenarios that
are more easily accessible in one or the other gauge makes them interesting for possible future
calculations.
A prime example of an interpolating gauge is the so-called λ gauge which interpolates between
the Landau and the Coulomb gauges via the gauge fixing condition
fλ[A] = [∂
′
µAµ(x)]
2, ∂′µ = λ∂0 + ∂i. (225)
The case λ = 1 corresponds to the Landau gauge, while the limit λ → 0 corresponds to a
Coulomb-like gauge. For λ = 0 an additional condition must be supplemented for a full gauge
fixing condition. Note that also the Faddeev-Popov operator depends now on λ:
M rs(x, y) = −δ(x− y)∂′µDrs. (226)
The λ gauge was studied on the lattice in Refs. [472–474].
Besides the Coulomb-Landau gauges example many other realizations of interpolating gauges
exist, for example, formulations for interpolation between the Landau gauge and the maximally
Abelian gauge [130, 387, 475]; linear covariant gauges, the Coulomb gauge and the maximally
Abelian gauge [476, 477]; or linear covariant gauges, the maximally Abelian gauge and the Curci-
Ferrari gauge [478].
5.1. Linear covariant gauges
The most natural choice of gauge beyond the Landau gauge are linear covariant gauges, also
called Rξ gauges. They have the same gauge fixing condition as the Landau gauge, ∂A = 0, but
it is not enforced strictly. Rather, the gauge orbit is sampled around the Landau gauge with a
Gaussian weight e−
1
2ξ
(∂A)2 where the gauge fixing parameter ξ determines the width:
Lgf = 1
2ξ
(∂µA
r
µ(x))
2 −
∫
dy c¯r(x)M rs(x, y) cs(y). (227)
The endpoint ξ = 0 is the Landau gauge where the Gaussian distribution becomes a delta
functional. For ξ > 0, the gauge field is not transverse. Consequently, the Faddeev-Popov
operator M rs(x, y) = M rs(x)δ(x − y) = −∂µDrsµ δ(x − y) is no longer Hermitian because of the
term −gf rst(∂A). Thus, its eigenvalues are not real as in the Landau gauge and a Gribov region
cannot be defined in the same manner. However, there is a generalization of the Gribov-Zwanziger
procedure [479] that can be applied also to linear covariant gauges [254].
For lattice calculations, the gauge fixing process of linear covariant gauges poses an additional
challenge, since it cannot be formulated in the standard way as a minimization problem [480].
A suitable implementation was suggested in Ref. [481].
The relaxation of the gauge fixing condition entails that the gluon propagator in linear co-
variant gauges has a second dressing function. However, it is fixed by gauge symmetry via a
corresponding STI. Thus, the gluon propagator has the form
Dµν(p) = Pµν(p)
Z(p2)
p2
+ ξ
pµpν
p4
. (228)
79
Due to the longitudinal part of the propagator also the longitudinal parts of the vertices are
relevant in functional equations. In the Landau gauge, on the other hand, it is straightforward
to see that the transverse part constitutes a closed set [284].
In Sec. 5.1.2, results for the propagators in linear covariant gauges are presented. Details on
how the longitudinal parts of the vertices are obtained are described in Sec. 5.1.1. There, also the
dependence of correlation functions on the gauge fixing parameter ξ is discussed using Nielsen
identities.
5.1.1. Nielsen and Ward identities
In this section the Nielsen and Ward identities for linear covariant gauges are derived. The
former, encoding the gauge parameter dependence, can be used to calculate correlation functions
for different values of the gauge fixing parameter from a solution for a fixed value. The latter
can be used to fix the longitudinal parts of correlation functions.
The fact that physical quantities must be independent of the gauge fixing parameter ξ can be
expressed via the Nielsen identity. One starts with the derivative of the effective action with
respect to a gauge fixing parameter:
∂Γ[Φ]
∂ξ
= −∂W [J ]
∂ξ
= − ∂
∂ξ
ln
∫
D[φ]e−S+φiJi
=
〈
∂S
∂ξ
〉
= −
〈
1
2ξ2
f [A]2
〉
. (229)
The notation from Sec. 3.1.1 was used where Φ represents all classical QCD fields and J the
corresponding sources. For linear covariant gauges, we have f [A] = ∂A. The Nielsen identity
reads then
∂Γ[Φ]
∂ξ
=
1
2ξ2
∫
q
qµqν〈Aaµ(q)Aaν(−q)〉 =
1
2ξ2
∫
q
qµqνD
aa,J
µν . (230)
Equations for correlation functions can be obtained by applying further derivatives with respect
to fields. For the ghost and gluon two-point functions, Γab(p) and Γabµν(p), respectively, one
obtains
∂ξΓ
ab(p) =
∫
q
ΓAc¯c,cdaρ (−q; p− q, p)ΓAc¯c,cbdρ′ (q; p, p− q)
qρqρ′
q4
D(p− q)+
+
1
2
∫
q
ΓAAc¯c,abccρρ′ (q,−q, p,−p)
qρqρ′
q4
, (231)
∂ξΓ
ab
µν(p) =
∫
q
ΓAAA,adeµρσ (p,−q,−p+ q)ΓbdeAAA,νρ′σ′(−p, q, p− q)Dρρ′(p− q)
qσqσ′
q4
+
+
1
2
∫
q
ΓAAAA,abccµνρρ′ (p,−p, q,−q)
qρqρ′
q4
. (232)
Following a different route, the explicit equations for the ghost and gluon propagators were also
derived in [482].
Ward identities are derived from the invariance of the path integral under gauge transforma-
tions, see Refs. [118, 119, 483, 484] for details:
1
Z
∫
DΦGae−SYM−Sgf−Sgh−Ssources = 0, (233)
where the Ward operator Ga,
Ga = Dabµ (x)
δ
δAbµ(x)
+ g fabc
(
cc
δ
δcb
+ c¯c
δ
c¯b
)
, (234)
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is the generator of infinitesimal gauge transformations. Eq. (233) is the generating equation for
the Ward identities of all Yang-Mills correlation functions. By applying appropriate derivatives,
the Ward identities for the ghost-gluon and three-gluon vertex follow. Keeping only the (dressed)
tree-level terms, as indicated by TL= , they read
i kµ Γ
abc
µ (k; p, q)
TL
= −g fabc(q2G−1(q2)− p2G−1(p2)− k2 − p · k) (235)
(236)
for the ghost-gluon vertex and
i pµ Γ
abc
µνρ(p, q, r)
TL
= g fabc
(
ΓTνρ(r)− ΓTνρ(q)
)
(237)
for the three-gluon vertex. Note that the result for the three-gluon vertex does not assume any
specific choice of basis tensors. The inhomogeneous terms of the ghost-gluon vertex are a direct
consequence of the Faddeev-Popov term.
5.1.2. Propagators of linear covariant gauges from Dyson–Schwinger equations
Generally, linear covariant gauges have not been extensively investigated with the exception for
their endpoint, the Landau gauge. In the following, I will only refer to the case ξ > 0, as the
Landau gauge is discussed in detail in Chapter 4. Another special case of linear covariant gauges
is the Feynman gauge, defined by ξ = 1. However, its special role is limited to perturbation theory
because the gluon propagator reduces to the simple form gµν/p2 at tree-level. This property does
not extend to the non-perturbative regime, where the transverse part acquires a dressing. The
case ξ = 3 is called the Yennie gauge. Its special property is that the ghost one-loop self-energy
becomes finite. The same happens for the gluon for the value ξ = 13/3.
In recent years, some progress has been made in nonperturbative investigations of linear co-
variant gauges: In lattice techniques the obstacle of how to fix the gauge was overcome [481, 485],
and also continuum methods have shed some light on the nonperturbative behavior of its corre-
lation functions. The picture that has emerged during the last few years by combining several
methods is the following: The gluon propagator is affected only very little by varying the gauge
fixing parameter. In particular, it stays constant at zero momentum. This was seen in lat-
tice calculations [485], Dyson–Schwinger calculations [486], the pinch technique-background field
method (PT-BFM) [72] and the refined Gribov-Zwanziger framework [255, 256, 487, 488]. The
ghost dressing function, on the other hand, vanishes logarithmically for ξ > 0, as seen with
Nielsen identities [482] and DSEs [482, 486]. Also in the refined Gribov-Zwanziger framework
this holds [255]. First lattice results do not reach far enough into the IR to say anything about
the asymptotic behavior [489].
For ξ > 0, calculations are aggravated compared to the Landau gauge by the explicit appear-
ance of the longitudinal parts of correlation functions. In the case of the gluon propagator, this
can easily be handled, because the exact result is know from an STI, see Eq. (228). However,
due to the necessary truncations, the calculation of the longitudinal part from its DSE or flow
equation would show deviations from the exact result. For higher correlation functions, the STIs
cannot be solved exactly. Alternatively, one can use Ward identities to derive closed expressions.
The form of these equations is similar to DSEs and to render them useful they have to be trun-
cated. As the simplest truncation, the UV leading terms can be kept, viz., only the tree-level
terms are retained, see Sec. 5.1.1.
For an explicit calculation, also the transverse parts of the three-point functions need to be
specified. As a minimal requirement, the models should obey the correct anomalous running in
the perturbative regime. Since the ghost-gluon vertex is no longer finite for ξ > 0, it also runs
logarithmically. This can be accommodated by the following model for the transverse part:
DAc¯c,T (k2; p2, q2) = G(p¯2)α
gg
1 Z(p¯2)β
gg
1 . (238)
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The exponents αgg1 and β
gg
1 are determined by demanding the correct UV behavior of the dress-
ing. A natural choice for the second condition would be IR finiteness. However, this cannot
be achieved, since the ghost dressing function vanishes logarithmically. So the exponents are
determined assuming that the ghost dressing function is constant which should give a reasonable
approximation. The exponents can be found in Tab. 6. The full ghost-gluon vertex is then given
by
Γabcµ (k; p, q) = i gf
abc
(
DAc¯c,T (k2; p2, q2)Pµν(k)pν +D
Ac¯c,L(k2; p2, q2)kµ
)
(239)
with
DAc¯c,L(k2; p2, q2) =
q2G−1(q2)− p2G−1(p2)− k2 − p · k
k2
. (240)
The three-gluon vertex consists of four transverse dressing functions. In the Landau gauge, the
dressing of the tree-level term is dominant [37], so as a first approximation for the transverse part
we will take into account the transversely projected tree-level tensor only. For the corresponding
dressing function we make a similar ansatz as for the ghost-gluon vertex:
D3g(k2, p2, q2) = G(p¯2)α
3g
1 Z(p¯2)β
3g
1 . (241)
The exponents are determined in the same manor and can be found in Tab. 6. Whenever the
three-gluon vertex is longitudinally contracted, Eq. (237) is used.
The anomalous dimensions of propagators and vertices are given in Tab. 5. The sum rules in
linear covariant gauges are γ + 2δ + 2γghg + 1 = 0 and 3γ + 2γ3g + 1 = 0.
Having specified these vertex models, the propagator DSEs can be investigated. First, the
ghost propagator DSE is analyzed from which the IR behavior of the ghost propagator can
directly be inferred. After plugging in Eq. (239), it reads
G(x)−1 = Z˜3 +
g2NcZ˜1
8pi3
∫
dy dϕ
sin(ϕ)2
z
G(z)
×
(
− sin(ϕ)2DAc¯c,T (y, z, x)Z(y) + ξ q cosϕ
p
DAc¯c,L(y, z, x)
)
(242)
= Z˜3 +
g2Nc Z˜1
8pi3
∫
dy dϕ
sin(ϕ)2
z
G(z)
×
(
− sin(ϕ)2DAc¯c,T (y, z, x)Z(y) + ξ p cosϕ
q G(x)
+ ξ cos(ϕ)2
)
, (243)
where x = p2, y = q2 and z = (p+ q)2. From the third term in the parentheses, the IR behavior
of the ghost dressing function can be determined [486]. For low external momentum p it becomes
ξ
g2Nc Z˜1
8pi3
∫
dy dϕ
sin(ϕ)2
y
cos(ϕ)2G(y). (244)
If G(y) were IR divergent or constant, this term would be IR divergent what would require
the ghost dressing function on the left-hand side to vanish, in contradiction to the original
assumption. Consequently, the ghost dressing function must vanish for low momenta. As no
terms exist that would allow for a power law divergence on the right-hand side, corresponding
to a power law suppression of the ghost dressing function, it must vanish logarithmically.
The gluon propagator DSE is truncated by retaining only the one-loop diagrams. Furthermore,
the tadpole is dropped. The missing two-loop diagrams, however, would most likely contribute
quantitatively. Thus, this study gives only a qualitative picture.
The level of truncation of this system of equations requires the usual additional tweak of
using an RG improvement term discussed in Sec. 4.2.2 to obtain the correct one-loop resummed
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Correlation function Anomalous dimension
Ghost propagator δ = −9−3ξ44
Gluon propagator γ = −13−3ξ22
Ghost-gluon vertex γghg = − 3ξ22
Three-gluon vertex γ3g = 17−9ξ44
Table 5: The anomalous dimensions of the propagators and vertices in linear covariant gauges.
α3g1 − 9ξ−173(ξ−3) αgg1 − 2ξξ−3
α3g2 −4(3ξ−2)3(ξ−3) αgg2 −2(3ξ+13)3(ξ−3)
α3g3 −2(ξ+3)ξ−3
Table 6: The exponents α for the RG improvement terms. The β’s are all 0 because the exponents
were derived as if the ghost dressing function were IR constant.
anomalous running. Here, in contrast to the Landau gauge, it is necessary also for diagrams
with a ghost-gluon vertex, since the ghost-gluon vertex acquires an anomalous running for ξ > 0.
Thus, also the ghost propagator DSE is affected. In addition, in the gluon loop several terms
are required due to different combinations of dressing functions introduced by the longitudinal
terms. The final equations read
G−1(x) = Z˜3 +
g2Nc
8pi3
∫
dy dϕ
sin(ϕ)2
z
(
− sin(ϕ)2DAc¯c,T (y, z, x)Z(y)F (αgg1 , βgg1 ; p¯2)
+ ξF (αgg2 , β
gg
2 ; p¯
2)
(
p cosϕ
q G(x)
+ cos(ϕ)2
))
G(z), (245)
Z−1(p2) = Z3 + g2Nc
∫
q
G(y)G(z)KghZ (x; y, z)D
Ac¯c,T (x; y, z)F (αgg1 , β
gg
1 , p¯
2)
+ g2Nc
∫
q
(
Z(y)Z(z)KglZ (x; y, z)D
3g(x, y, z)F (α3g1 , β
3g
1 ; p¯
2)
+ ξK˜gl,ξZ + ξ
2Kgl,ξ
2
Z Z(x)
−1
)
. (246)
The detailed kernels are given in Appendix A.2. The renormalization group improvement is
encoded in the function F (α, β; p¯2):
F (α, β; p¯2) = G(p¯2)αZ(p¯2)β (247)
with p¯2 = (x+ y+ z)/2. For different terms, different exponents α and β are required which are
detailed in Tab. 6. They are determined such as to reproduce a self-consistent UV behavior of
the equations while being constant in the IR assuming a constant ghost dressing function. The
kernel K˜gl,ξZ contains additional factors of F (α, β; p¯
2).
The spurious divergences in the gluon propagator DSE are subtracted analytically by sub-
tracting the perturbatively calculated counterterms [361], see also Sec. 4.2.1. The corresponding
coefficient b of the subtraction term
Csub = Λ
2
QCD b ω
−1−γ
∞∑
n=0
(
ln
(
Λ2/Λ2QCD
))−γ+n
n!(−γ + n) (248)
is given by
b =
g2Nc
64pi2
(
G(s)2+2α
gg
1 Z(s)2β
gg
1 − 6G(s)2α3g1 Z(s)2+2β3g1 − 3ξG(s)α3g3 Z(s)β3g3
)
. (249)
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Figure 55: Ghost (left) and gluon (right) dressing functions for various values of ξ [486].
Solving the coupled system of ghost and gluon propagator DSEs yields the results depicted in
Fig. 55. The ghost dressing function vanishes in the IR as expected logarithmically, while the
gluon propagator remains constant. The bump in the gluon dressing function becomes larger
for increasing ξ and moves to higher momenta. This shows that the employed truncation is not
very suitable for higher values of the gauge fixing parameter, since the bump finally enters the
regime which should be determined mainly by perturbation theory. For low momenta, on the
other hand, the results should suffer only from the same quantitative effects as the equivalent
solution for the Landau gauge to which it connects smoothly, viz., the missing two-loop terms
lead to missing strength in the mid-momentum regime of the gluon dressing function.
The results for the propagators in linear covariant gauges obtained with a simple truncation
show that calculations with functional equations are feasible. To push such investigations fur-
ther, also vertices need to be calculated. However, in that case the longitudinal parts could be
problematic and it would be interesting to see how well the approximations of the Ward identi-
ties derived here work. Other improvements, like the inclusion of two-loop terms, which would
discard the necessity of RG improvement terms, are expected to be straightforward.
5.2. Maximally Abelian gauge
The maximally Abelian gauge (MAG) is an example of a non-linear covariant gauge. It can be
defined by a minimization procedure similar to the Landau gauge and is thus also amenable to
lattice simulations in a standard way. The physical motivation for this gauge is the role played
by the diagonal part of the gauge field in the dual superconductor picture of confinement. This
gauge breaks the global color symmetry and treats the diagonal and off-diagonal parts separately.
The plain MAG only gauge fixes the off-diagonal part and is thus an incomplete gauge fixing
which has to be supplemented by an additional condition on the diagonal part. The standard
choice for this is the Landau gauge.
In this section, investigations of the IR behavior of the MAG are presented. In general,
investigations in this gauge are by far not as advanced as in the Landau gauge. The results
presented here offer an explanation why this gauge constitutes a particular challenging gauge for
functional equations.
5.2.1. The dual superconductor picture of confinement and Abelian infrared dominance
The dual superconductor picture of confinement explains confinement of chromoelectric charges
by the QCD vacuum being a dual superconductor [490, 491]. In this scenario, chromoelectric
charges are confined by chromomagnetic vortices which correspond to the flux tubes between
quarks. Such vortices can form when chromomagnetic monopoles condense. The condensation
of monopoles was observed later in lattice calculations [492, 493]. Motivated by the dual
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superconductor picture, an order parameter based on the chromomagnetic charge was developed
[494–499]. By choosing a certain class of gauges, the so-called Abelian gauges, monopoles can be
identified [500, 501]. These gauges impose only a partial gauge fixing and leave the Abelian part
of the gauge field unfixed. For a theory with gauge group SU(N), this is the subgroup U(1)N−1.
There are infinitely many possibilities to realize an Abelian gauge. One is the maximally Abelian
gauge (MAG), in which the gauge field itself is made as Abelian as possible. Thereby, Abelian
refers to the part of the gauge field living in the Cartan subalgebra, which consists only of
diagonal matrices and is thus also referred to as diagonal part.9 The gauge field is maximally
Abelian if the norm of the parts of the gauge field not in the Abelian subalgebra is minimized.
Based on the assumption that chromomagnetic monopoles cause confinement, Ezawa and
Iwazaki conjectured that the Abelian parts of the gauge fields should be dominant at large
distances, since classic magnetic monopoles live in the Cartan subalgebra [502]. This conjecture is
called Abelian IR dominance. Indeed, for many quantities it is observed that they are only slightly
affected by removing the off-diagonal part, a procedure called Abelian projection. For example,
the string tension between a static pair of quarks has almost the same value if calculated from the
diagonal part of gauge fields alone or from the complete fields, see, for example Refs. [503, 504].
An extension of Abelian dominance is monopole dominance. In that case, only the monopoles
are retained and still many observables remain close to the values from the full theory [505, 506].
Monopoles are also investigated as a mechanism to create a gauge invariant mass in Yang-Mills
theory [507].
5.2.2. Definition of the maximally Abelian gauge
As explained above, the MAG is defined by minimization of the norm of the off-diagonal part of
the gauge field denoted by Bµ(x):
RMAG =
1
2
∫
dxBaµ(x)B
a
µ(x). (251)
This leads to
Dabµ B
b
µ = 0, (252)
where Dab is the covariant derivative with respect to the diagonal field Aµ(x) only:
Dabµ :=δ
ab∂µ + g f
abiAiµ. (253)
The full gluon field is defined by
Aµ = T
iAiµ + T
aBaµ. (254)
Here, T i denotes the generators of the Cartan subalgebra and T a the other generators. The
identification of the two parts is often done in the literature via using indices i, j, . . . and a, b, . . .,
respectively. In addition, the two different symbols A and B are chosen here for the gauge fields.
This splitting leads to an increase in the number of interaction vertices. However, some vertices
are not allowed because the corresponding structure constants vanish. It can easily be inferred
from the definition of the Cartan subalgebra,
[T i, T j ] = 0, (255)
9The Cartan subalgebra is defined by the generators that commute with all other generators. For SU(2), this
is σ3/2 and for SU(3) λ3/2 and λ8/2, where σi are the Pauli matrices and λi the Gell-Mann matrices. For
general SU(N), the Cartan subalgebra consists of the matrices
T j =
1
2
(
2
j(j + 1)
)1/2
× diag(1, . . . , 1︸ ︷︷ ︸
j times
,−j, 0, . . . , 0), j = 1, . . . , N − 1. (250)
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that the structure constants with two or more diagonal indices vanish, f ija = 0, f ijk = 0. In
addition, fabc is zero for SU(2), because it only has two off-diagonal generators and the structure
constants are fully anti-symmetric.
The Lagrangian density of QCD, Eq. (1), is written for the MAG explicitly in diagonal and
off-diagonal components:
LQCD = ψ(− /D(A+B) +m)ψ + 1
4
F iµνF
i
µν +
1
4
F aµνF
a
µν . (256)
The gauge fixing for the off-diagonal components can directly be inferred from Eq. (23) using
the gauge fixing condition Eq. (252). However, an additional complication arises, because the
action is not renormalizable: A quartic ghost interaction emerges that requires the introduction
of a quartic ghost term in the bare action with a corresponding counterterm [508, 509]. The
prefactor of this term is determined by a Ward identity called the diagonal ghost equation [509].
It requires the prefactor to be equal to the gauge fixing parameter α. Since the limit α → 0
corresponds to the MAG, also the quartic ghost term vanishes. However, this limit can only be
performed at the end, since the vertices contain terms proportional to 1/α. The complete gauge
fixing term plus the additional quartic ghost interactions for the MAG reads then
Lgf+R,MAG =
∫
dx
(
c¯aDabµ D
bc
µ c
c − g f bcdc¯aDabµ Bcµcd−
− g2 fabif cdiBbµBcµc¯acd +
1
2α
(Dabµ B
b
µ)
2 +
α
8
g2fabcfadec¯bccc¯dce−
− 1
2
g fabc(Dadµ B
d
µ)c¯
bcc +
1
4
g2αfabif cdic¯ac¯bcccd + α
1
8
g2fabcfadec¯bc¯ccdce
)
. (257)
The diagonal part is still invariant under U(N − 1) gauge transformations. A typical choice
to fix it to a gauge is a Landau gauge-like condition, viz., ∂A = 0. However, in this case, the
diagonal ghosts can be integrated out [249, 510] similar to QED and the gauge fixing part with
gauge fixing parameter ξ reads
Lgf,diag =
∫
dx
1
2ξ
(∂µA
i
µ)
2. (258)
The total Lagrangian density is the sum of Eqs. (256), (257) and (258). For the gauge group
SU(2) some terms vanish due to fabc = 0. Thus, often SU(2) is considered instead of SU(3).
Finally, let me remark that the MAG has a BRST symmetry based on the splitting of the
BRST transformations from Eq. (26):
sBaµ = −(Dabµ cb − g fabcBbµcc − g fabiBbµci), sAiµ = −(∂µci − g f iabBaµcb), (259)
s ca = −1
2
g fabccbcc − g fabicbci, s ci = −1
2
g f iabcacb, (260)
s c¯a = i ba, s c¯i = i bi, (261)
s ba = 0, s bi = 0. (262)
Consequently, gauge fixing can also be derived from BRST exact terms. They are for the off-
diagonal and diagonal terms:
Lgf,MAG = sc¯a(Dabµ Bbµ − i
α
2
ba), (263)
Lgf,diag = sc¯i(∂µAiµ − i
ξ
2
bi). (264)
For full BRST invariance it is necessary that also the additional quartic ghost part can be written
as a BRST exact term:
LR = s(−1
2
λ g fabic¯ac¯bci − 1
4
λ′ g fabcc¯ac¯bcc). (265)
Here, the two possible parameters are made explicit. Above it was argued that they both have
to be equal to the gauge fixing parameter of the off-diagonal part, α.
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5.2.3. Abelian dominance in the correlation functions of the maximally Abelian gauge
The correlation functions of the MAG were studied in perturbation theory in different renormal-
ization schemes [508, 511–513]. For example, the propagators are known up to three loops in the
modified minimal subtraction (MS) scheme [511] and the three-point functions up to two-loops in
the MOM scheme [513]. Since the MAG can be introduced in the same way as the Landau gauge
by minimizing a Lorentz invariant gauge fixing functional, it is not only also directly accessible
for lattice calculations [514–519], but also the Gribov-Zwanziger construction of an improved
gauge fixing can be done in a similar way [249, 251, 253, 520]. Finally, also functional methods
were used to investigate the correlation functions of the MAG [130, 388, 390, 521].
With functional equations, the focus was on the study of the scaling solution. For details on
solutions of the scaling type see Sec. 4.1 below Eq. (124). The propagators in the MAG can be
parametrized as
DijA(p
2) = δij
cA(p
2)
p2
(
gµν − pµpν
p2
)
, (266)
DabB (p
2) = δab
cB(p
2)
p2
(
gµν − (1− α)pµpν
p2
)
, (267)
Dabc (p
2) = −δab cc(p
2)
p2
. (268)
For the scaling solution, all dressing functions obey power laws:
cA(p
2)
p2→0
= dA · (p2)δA , cB(p2) p
2→0
= dB · (p2)δB , cc(p2) p
2→0
= dc · (p2)δc . (269)
With a scaling analysis, relations between the different exponents can be determined. However,
only after a general method was developed [130], the behavior of the correlation functions could
be unraveled. The reason lies in the more complex structure of the functional equations compared
to the Landau gauge which is not only a consequence of having three instead of two different fields
(in the Yang-Mills case) but also of the more intricate possibilities of interactions. The latter
contain many four-point functions which are responsible for changing the qualitative behavior
compared to the Landau gauge.
The scaling relation found is
κMAG := −δA = δB = δc ≥ 0 (270)
and identifies certain two-loop diagrams as IR leading [130]. This complicates finding a suitable
but simple truncation for the propagator equations, since besides the IR dominant two-loop dia-
grams also all UV leading diagrams are required even only for an exploratory but self-consistent
solution. What makes the found scaling solution interesting is that the diagonal gluon dressing
function was found to be IR divergent. This is in marked contrast to the Landau gauge, where
the ghost dressing function is IR divergent for the scaling solution. Another difference is that
the other propagators in the MAG do not vanish in the IR. In fact, they can be IR divergent but
less than the tree-level propagator. A numeric value for the exponent of the power laws found
by taking into account only the sunset diagrams is κMAG ≈ 0.74 [521].
With hindsight, the dominance of the diagonal gluon propagator is not so surprising. First
of all, the Gribov region looks different in the MAG and in the Landau gauge [510, 522]. It is
bounded in the latter case in all directions, while the diagonal direction is unbounded for the
MAG. Furthermore, Abelian dominance in terms of correlation functions corresponds to domi-
nance of the diagonal gluon propagator. Finally, although lattice calculations find a decoupling
type solution, these results are in agreement with what one would expect if in the MAG the re-
lation between the scaling and decoupling solution is similar to the Landau gauge. Interpreting
the lattice results as massive propagators, it turns out that the diagonal gluon propagator has
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the lowest mass [516, 517]. Thus, it is quantitatively IR enhanced and it is conceivable that the
scaling solution is the endpoint of a family of decoupling type solutions.
In summary, the study of the maximally Abelian gauge with functional methods is currently
only exploratory. The reason is the importance of two-loop diagrams. Although this was found
for a scaling type solution, it can be expected that the hierarchy of diagrams is similar for a
decoupling solution. In a quantitative calculation of the propagators in the MAG, the importance
of the vertices is currently unclear. A key point for the success of such calculations is probably
a better understanding of them. However, albeit cumbersome, even a brute force attempt seems
possible that calculates propagators and vertices.
5.3. Coulomb gauge
The Coulomb gauge could for a long time be considered the gauge investigated most often after
the Landau gauge until in recent years linear covariant gauges received more attention. The list
of quantities calculated in Coulomb gauge includes the ’t Hooft loop [523], the color dielectric
function of the Yang-Mills vacuum [524], and the transition temperatures at vanishing density
[525–530]. Correlation functions were studied with continuum, e.g., [123, 127, 290, 299, 531–533]
and lattice methods, e.g., [534, 535]. An inconvenient aspect of the Coulomb gauge is the breaking
of Lorentz covariance which makes its investigation technically more complex. Furthermore, the
question of the renormalizability of Coulomb gauge has not been answered yet.
In Sec. 3.1.4 the Hamiltonian approach to Yang-Mills theory was described and functional
identities leading to equations similar to DSEs were introduced. The largest difference to DSEs
is the replacement of purely gluonic bare vertices by variational kernels. These kernels contain
themselves already some nonperturbative information. The equations for the ghost-gluon and
three-gluon vertices are shown in Figs. 16 and 17. Only the lowest order diagrams are shown.
To solve these equations, the variational kernels are required in explicit form. They can be
calculated by minimization of the vacuum energy 〈HYM〉 = E[ω, γ3, γ4] [123]. The kernel for the
three-gluon vertex is given by
γabcijk (~p, ~q,
~k) =
2 g T abcijk (~p, ~q,
~k)
Ω(~p) + Ω(~q) + Ω(~k)
(271)
and that for the four-gluon vertex by[
Ω(~k1) + Ω(~k2) + Ω(~k3) + Ω(~k4)
]
γabcdijkl (
~k1,~k2,~k3,~k4) = 2 g
2 T abcdijkl (272)
−1
2
{
γabeijm(
~k1,~k2,−~k1 − ~k2)Pmn(~k1 + ~k2) γcdekln(~k3,~k4,~k1 + ~k2) (273)
+ γaceikm(
~k1,~k3,−~k1 − ~k3)Pmn(~k1 + ~k3) γbdejln (~k2,~k4,~k1 + ~k3) (274)
+ γadeilm(
~k1,~k4,−~k1 − ~k4)Pmn(~k1 + ~k4)γbcejkn(~k2,~k3,~k1 + ~k4)
}
(275)
−2g2
{
fabef cdeδijδkl
[
Ω(~k1)− Ω(~k2)
]
F (~k1 + ~k2)
[
Ω(~k3)− Ω(~k4)
]
(276)
+ facef bdeδikδjl
[
Ω(~k1)− Ω(~k3)
]
F (~k1 + ~k3)
[
Ω(~k2)− Ω(~k4)
]
(277)
+ fadef bceδilδjk
[
Ω(~k1)− Ω(~k4)
]
F (~k1 + ~k4)
[
Ω(~k2)− Ω(~k3)
]}
. (278)
Ω(~k) is the gluon energy defined by the static gluon propagator
〈
Aai (
~k)Abj(~q)
〉
= δab
Pij(~k)
2Ω(~k)
(2pi)4δ(~p+ ~q), (279)
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where Pij(~k) is the transverse projector
Pij(~k) = δij − kikj~k2
. (280)
In Eq. (272) the Coulomb interaction kernel F (~k) appears which is approximated by
F (~p) = ~p2G2(~p). (281)
The quantities T abcijk and T
abcd
ijkl correspond to the negative spatial parts of the three- and four-gluon
vertices without coupling, see Eq. (43) and Eq. (59), respectively:
T abcijk (~p, ~q,
~k) = i fabc
[
δij(p− q)k + δjk(q − k)i + δki(k − p)j
]
(282)
and
T abcdijkl = f
abef cde(δik δjl − δil δjk) + facef bde(δij δkl − δjk δil) + fadef bce(δij δkl − δik δjl). (283)
The solutions for the propagators obtained in SU(2) are fitted very well by the following
expressions [123, 531, 534]:
Ω(~k) =
√
~k2 +
m4A
~k2
, m2A = 0.6σC ' (880MeV)2 (284)
G(~k) =
d(~k2)
g ~k2
, (285)
d(x2) = a
√
1
x2
+
1
ln(x2 + c2)
, x2 ≡ ~p
2
σC
, c ' 4, a ' 5. (286)
σC is the Coulomb string tension. The coupling is set in the following to g = 3.5 what corresponds
to a renormalization of µ = 2.4
√
σC. With this input the equations for the three-point functions
were solved.
The momentum dependence of the ghost-gluon vertex with the angle fixed at 2pi/3 is shown in
Fig. 56 for its two equations. For equal momenta, the angle dependence is shown in more detail
in the left plot of Fig. 57. For vanishing gluon momenta, the results from the two equations
basically agree as can be seen in the right plot of Fig. 57. In general, differences between the
two equations are very small, even smaller than the ones observed for a similar test in three-
dimensional Yang-Mills theory, see Sec. 4.3.3.
Lattice data for the ghost-gluon vertex in Coulomb gauge is not available. However, a quali-
tative comparison can be done with results form three-dimensional Yang-Mills theory [194]. A
quantitative agreement can naturally not be achieved. Not only do the lattice results contain too
many uncertainties, but also some basic differences exist. The foremost difference is expected
in the UV. In Coulomb gauge, the ghost-gluon vertex possess an anomalous dimension while in
three-dimensional Yang-Mills theory it approaches one rapidly. At small momenta, the shown
results approach a value above one, whereas the lattice results are compatible with one. This
is due to the lattice results supporting a solution of the decoupling type, whereas the results
from the variational approach are of the scaling type. This difference in the IR behavior of the
ghost-gluon vertex is known already from Landau gauge [290] and can be traced back to the
fact that for the scaling type solution the integrals can have a nonzero contribution in the IR
limit, whereas for decoupling they vanish in the IR. Despite these differences, it is instructive
to compare the results to three-dimensional Yang-Mills theory due to the similar structure of
the equations. And indeed the qualitative behavior of the ghost-gluon vertex is very similar
in both cases. Also, in agreement with an IR analysis in three dimensions [439], no kinematic
singularities are seen.
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Figure 56: Dressing function of the ghost-gluon vertex [157]. The anti-ghost momentum is de-
noted by p, the gluon momentum by k. Left/Right: Ghost/Gluon legs attached to
bare vertices, see top/bottom plot of Fig. 17.
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Figure 57: Comparison of the results from the two different ghost-gluon vertex equations [157].
Continuous/Dashed lines are from the versions with the ghost/gluon legs attached
to the bare vertices. Left: Equal ghost and gluon momenta, different angles. Right:
Zero gluon momentum.
In Fig. 59 the effect of self-consistency is shown by comparing results for the c-DSE to a
semiperturbative calculation [127]. In that calculation, dressed propagators but bare ghost-
gluon vertices were used. Clearly, solving the equation self-consistently increases the strength
of the vertex. This is mostly due to the Abelian diagram. The non-Abelian diagram has in the
c-DSE only one ghost-gluon vertex so that backcoupling effects are not that large.
For the three-gluon vertex only the tree-level dressing is considered. It is then convenient to
consider the dressing function divided by the variational kernel, CAAA/γAAA. This quantity is
more similar to the dressing function in other functional approaches, since the variational kernel
plays here the role of the tree-level dressing. Thus, in some figues both CAAA and CAAA/γAAA
are shown. The calculation was done using a bare ghost-gluon vertex. It should also be noted
that the appearance of the variational kernel instead of a bare vertex at the tree-level requires
some additional steps in the renormalization procedure [157].
The kinematic dependence for the angle fixed to 2pi/3 is shown in Fig. 60. The bump in the
midmomentum regime appears due to the variational kernel and is not present in CAAA/γAAA.
The results are qualitatively indeed similar to calculations of the three-gluon vertex in three
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Figure 58: Comparison to lattice results [194] at the symmetric point (left) and for vanishing
gluon momentum (right) [157]. Different colors correspond to different lattice sizes
N ∈ {40, 60} and values for β ∈ {4.2, 6}; see Ref. [194] for details.
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Figure 59: Comparison of the full non-perturbative calculation [157] with the semi-perturbative
calculation of Ref. [127]. Left: Dressing function of the ghost-gluon vertex. Right:
Contributions from the Abelian and non-Abelian diagrams, ΣAb and Σnon-Ab, respec-
tively. For this comparison the coupling constant g was not factored out as in Fig. 2
of Ref. [127] explaining the difference to that plot.
dimensions. However, here a larger angle dependence is observed, as shown in Fig. 61. In the IR,
the vertex becomes negative and diverges with a power law, since the solution corresponds to a
scaling type solution. The overall IR exponent of the full three-gluon vertex is −3, in agreement
with the results obtained in Refs. [123, 384]. As in Landau gauge, the IR divergence is driven
by the ghost triangle. The gluon triangle has only a small impact, as can be seen in Fig. 62,
where the results from solving only with different subsets of diagrams are shown. From this
figure, it is also evident that the swordfish diagrams do have a quantitative impact that should
not be neglected. Due to the variational kernel of the four-gluon vertex, γAAAA, one swordfish
diagram also diverges as the ghost triangle with p−5. This is in contrast to the Landau gauge,
where all swordfish diagrams are IR suppressed compared to the ghost triangle. However, the
coefficient of this power law is much smaller than that of the ghost triangle. It has only 8 % of the
magnitude of the ghost triangle with the present truncation [157]. In general, the corresponding
swordfish diagram does not have a large impact on the solution. Although its contribution is
small, a reliable calculation of this diagram requires an increased precision compared to similar
calculations in the Landau gauge [37, 290, 296].
With the ghost triangle being the dominant part, the question of the importance of the ghost-
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Figure 60: Momentum dependence of the three-gluon vertex with the angle fixed to 2pi/3 [157].
Left: Dressing of the three-gluon vertex. Right: The ratio of three-gluon vertex over
the variational kernel. The deviation from Bose symmetry at the boundaries is a
numerical artifact due to the smallness of γ3 which enhances small numerical errors
considerably.
gluon vertex arises. Fig. 63 shows the ghost triangle calculated with a bare and with a dressed
ghost-gluon vertex. As can be expected, the ghost-gluon vertex shifts the zero crossing, but
overall the effect is not very large and smaller than, e.g., the impact of the swordfish diagrams.
Results from the Hamiltonian approach in the Coulomb gauge including the ones presented
here show that this gauge constitutes a reasonable alternative choice to the Landau gauge. With
corresponding effort, calculations using similar sophisticated truncations as in the Landau gauge
should be possible. Although the available results indicate a favorable answer, the question of the
quantitative reliability of such calculations needs to be asked again. In any case, the Hamiltonian
approach provides an interesting alternative perspective on the nonperturbative regime and can
also be applied to full QCD [536, 537].
6. Conclusions
The investigation of the strong interaction has been an important topic in particle physics for
the past decades, and we have not yet run out of problems to solve. Despite its deceptively
simple form, the Lagrangian density of QCD still holds many secrets to be revealed. Functional
methods constitute a promising approach in this endeavor. However, the fact that the exact
equations have to be truncated is problematic as long as it is not known what the effect of a
certain truncation is. By pushing truncations further and enlarging the systems of equations
to be solved, the use of models can be reduced or in some cases even be eliminated. Such
calculations demand a certain level of automatization for deriving and solving the equations
which was made possible by tools that have been developed in recent years. Some of them were
reviewed in Sec. 3.1.5.
The positive outcome of these efforts is increasing evidence that a self-contained and quan-
titative description of QCD from functional methods is achievable. To realize this, individual
steps of understanding correlation functions and their mutual influence on each other must be
taken and technical improvements must continue to be adopted. Within the last few years, some
correlation functions were calculated for the first time nonperturbatively and we are learning
to separate the important from the irrelevant facts. The emerging picture is promising, and
although calculations are not getting easier, the potential benefit from establishing functional
methods as a reliable nonperturbative method is motivating, for example, with regard to studies
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Figure 61: Angle dependence of the three-gluon vertex [157]. Two momenta are chosen with
equal magnitude. Left: Dressing function of the three-gluon vertex. Right: Dressing
function over variational kernel.
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Figure 62: The three-gluon vertex from the full calculation (continuous line), from a simplified
four-gluon kernel (dashed line), from a triangles-only calculation (dot-dashed line) and
from a ghost-triangle-only calculation (dotted line) [157]. Left: Three-gluon vertex
dressing function. Right: Ratio of the three-gluon vertex over the variational kernel.
Different colors correspond to different angles as indicated in the left plot.
of the phase diagram of QCD.
The way to improve the reliability of functional equations seems simple: enlarge the trunca-
tion. However, it must be noted that this is not a plain brute force attack on the problem but
involves also conceptual challenges. In particular, when replacing models with dynamic quanti-
ties new problems can surface and results might initially even get worse before the full picture
is understood. The reason is simply that when models are used for unknown quantities, they
provide a level of freedom that helps to overcome certain problems. Some of these problems may
not even appear as such and one has to deal with them only once a certain level of truncation is
reached. One example of the latter are the spurious divergences of the gluon propagator as dis-
cussed in detail in Sec. 4.2.1. Various methods to deal with them are known, but the results differ
quantitatively. Only once we want quantitative results, care has to be taken how to subtract
these divergences in order not to artificially influence the result. Another aspect that becomes
relevant when one wants to obtain a self-contained solution is perturbative resummation. In this
case, the problem lay dormant for a long time, because either no correct anomalous dimension
was obtained, or the employed models guaranteed the self-consistency of the equation at the
one-loop level. How to correctly realize resummation in DSEs is treated in Sec. 4.2.2.
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Figure 63: The three-gluon vertex dressing function at the symmetric point from the calculated
ghost-gluon vertex (green, dashed line) compared to results calculated with a bare
ghost-gluon vertex (red, continuous line) [157]. The right panel shows a zoom to the
region around the zero crossing.
To understand quantum field theory, functional equations and correlation functions better, it is
often useful to consider variations of the physical theory, for example, by changing the number of
dimensions. In the case of Yang-Mills theory, investigations of two and three dimensions proved
to be helpful to scrutinize the structure of the solutions and the impact of different truncations
as discussed in Sec. 4.3 and 4.4. Since in these dimensions the theory is finite, no anomalous
running occurs. This simplifies the analysis. A consistent treatment of the anomalous running
poses a challenge in four dimensions and links back to Sec. 4.2.2.
As argued in Sec. 4.1, the Landau gauge is the most widely adopted gauge for calculations
with functional equations. To complete the picture, it is also useful to look at other gauges.
Some examples were described in Chapter 5. Among them, in particular linear covariant gauges
are receiving more attention lately. The reason is that their endpoint is the better understood
Landau gauge and recently several problems related to the non-transverse gluon field have been
addressed successfully.
For the future, the understanding of individual equations and insights into their interplay will
be useful to unravel the nonperturbative regime of QCD. A particular challenge will be the study
of its phase diagram. This is a field where functional equations can exert their advantages of
being a continuum method without any inherent technical problems akin to the complex action
problem of lattice QCD. Of course, nonvanishing temperature and density introduce another two
layers of complexity. Having a good control over the vacuum results is a prerequisite to get on
the right track to overcome also these problems.
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Some plots were created with Jaxodraw [538]. The programs C++, Mathematica [129], FORM
[133–136], DoFun [128, 539] and CrasyDSE [152] were used.
A. Kernels
For reference some DSEs kernels are collected here. Two-loop kernels and vertex kernels are not
given. Except for the ghost-gluon vertex, the kernels of which can be found in Ref. [290], they
are too long to be useful in written form. To solve the corresponding DSEs, it is advised to create
the required kernels with the help of some algebra program; see Sec. 3.1.5 for more information.
A.1. Landau gauge
For generality, the bare ghost-gluon vertex from general covariant gauges of Refs. [540–543] is
employed:
ΓAc¯c,abcµ (k; p, q) = i g f
abc (η pµ − ηˆ qµ) (287)
with η + ηˆ = 1. For most applications one can set η = 1. For the dressed vertex the dressing
DAc¯c,T (k2; p2, q2) is added. For the gluon DSE the projector
P ζµν(p) = gµν − ζ
pµpν
p2
(288)
is used. P ζ=1µν corresponds to the transverse projector which is typically chosen. This leads to
the following expressions for the one-loop truncated propagator DSEs:
1
G(p2)
= 1 +Nc g
2
∫
q
Z(q2)G((p+ q)2)KG(p, q)D
Ac¯c(q2; (p+ q)2, p2), (289)
1
Z(p2)
= Z˜3 +Nc g
2 Z4
∫
q
Z(q2)Ktad,ζZ (p, q)
+Nc g
2 Z˜1
∫
q
G(q2)G((p+ q)2)Kgh,ζZ (p, q)D
Ac¯c,T (p2; q2, (p+ q)2)
+Nc g
2 Z1
∫
q
Z(q2)Z((p+ q)2)Kgl,ζZ (p, q)C
AAA(p2, q2, (p+ q)2). (290)
There is no dependence on η in the ghost equation, because its ghost-gluon vertex is contracted
with a transverse projector, and the ghost-gluon vertex dressing was put explicitly. In the ghost
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loop of the gluon equation, the two structures of the bare vertex are contained in the kernel
Kgh,ζZ (p, q). The integral measure is defined as∫
q
=
∫
d4q
(2pi)4
. (291)
The kernels are given by
KG(p, q) =
(
x2 + (y − z)2 − 2x(y + z))
4xy2z
, (292)
Kgh,ζZ (p, q) =
x2 (ζ − 2− 4 ηηˆ (ζ − 1)) + 2x(y + z)− ζ(y − z)2
12x2yz
, (293)
Kgl,ζZ (p, q) =
z2ζ
24x2y2
+
z(5x− xζ + 4yζ)
12x2y2
+
x2(−19 + ζ) + 2xy(−17 + ζ)− 18y2ζ
24x2y2
+
(x− y)2 (x2 + 10xy + y2ζ)
24x2y2z2
+
4x3 + xy2(−17 + ζ) + 4y3ζ − x2y(15 + ζ)
12x2y2z
, (294)
Ktad,ζZ (p, q) = −
ζx2 − 2x((18− 5ζ)y + ζz) + ζ(y − z)2
12x2y2
, (295)
where x = p2, y = q2 and z = (p+ q)2.
A.2. Linear covariant gauges
The kernels for the gluon propagator DSE in linear covariant gauges, Eq. (246), are
KghZ (x; y, z) = −
(
x2 − 2x(y + z) + (y − z)2)
12x2yz
, (296)
KglZ (x; y, z) =
(
x2 − 2x(y + z) + (y − z)2) (x2 + 10x(y + z) + y2 + 10yz + z2)
24x2y2z2
, (297)
K˜gl,ξZ (x; y, z) =
(
x3(y + z) + x2
(
9y2 − 4yz + 9z2))
24x2y2z2
F (α3g3 , β
3g
3 ; p¯
2)
+
(
x
(−9y3 + y2z + yz2 − 9z3)− (y − z)2 (y2 + z2))
24x2y2z2
F (α3g3 , β
3g
3 ; p¯
2)
− Z(z)(x− z)
(
x2 − 2x(y − 5z) + (y − z)2)
24xy2z2Z(x)
Z(x)F (α3g2 , β
3g
2 ; p¯
2)
− Z(y)(x− y)
(
x2 + 2x(5y − z) + (y − z)2)
24xy2z2Z(x)
Z(x)F (α3g2 , β
3g
2 ; p¯
2), (298)
Kgl,ξ
2
Z (x; y, z) =
(
x2 − 2x(y + z) + (y − z)2)
24y2z2
. (299)
B. Calculation of two-loop diagrams with a hard momentum
cutoff
The calculation of a two-point two-loop integral of the type sunset or squint using a hard UV
cutoff is described here. The generic integral reads
I(p2) =
∫
d4q1
(2pi)4
∫
d4q2
(2pi)4
f(p, q1, q2)
(q21)
n1(q22)
n2 [(q1 − q2)2]n3 [(q1 + p)2]n4 . (300)
As can be seen in Fig. 64, the squint and sunset diagrams have similar integral structures except
for the factor (q21)n1 in the denominator. In actual perturbative calculations, the exponents ni
are only one or two.
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Figure 64: The sunset (left) and squint (right) diagrams and the routing of momenta.
The external momentum p is chosen to define the 4-direction, the loop momentum q2 the
3-4-plane and the loop momentum q1 the 2-3-4 volume:
p = P

0
0
0
1
 , q1 = Q1

0
sin θ11 sin θ12
cos θ11 sin θ12
cos θ12
 , q2 = Q2

0
0
sin θ22
cos θ22
 . (301)
Two angles of q2 and one angle of q1 can be integrated trivially as they do not appear in any
scalar products. The integral measure reduces then to∫
d4q1
(2pi)4
∫
d4q2
(2pi)4
→
∫
dy1dy2dθ11dθ12dθ22 sin θ11 sin
2 θ12 sin
2 θ22
2(2pi)6
. (302)
The integrals over the moduli of q1 and q2 have been rewritten to integrals over y1 = q21 and
y2 = q
2
2.
In the one-loop case, the angle integrals have to be considered separately for q < p and q > p.
The same applies here, only that now there are four different regions:
(I) p < q1 < q2
(II) q1 < p, q1 < q2
(III) p < q1, q2 < q1
(IV) q1 < p, q2 < q1
For illustration, the angle integrals for f(p, q1, q2) = 1, n1 = n2 = 0 and n3 = n4 = 1 are
calculated in the following for q2 < q1.
Since for the angle integrals only the ratio of q21 and q22 is relevant, we introduce a2 = q22/q21 < 1:
J1(p
2, q21, q
2
2) =
∫ pi
0
∫ pi
0
∫ pi
0
dθ11dθ12dθ22 sin θ11 sin θ
2
12 sin θ
2
22
(q1 − q2)2(q1 + p)2 =
=
∫ pi
0
∫ pi
0
∫ pi
0
dθ11dθ12dθ22 sin θ11 sin θ
2
12 sin θ
2
22a
4
q22(a
2p2 + q22 + 2 a p q2 cos θ12)
× 1
1 + a2 − 2 a cos θ12 cos θ22 − 2 a cos θ11 sin θ12 sin θ22 . (303)
First, the integral over θ11 is performed. It should be noted that this reduces the power of sin θ22
by one:
J1(p
2, q21, q
2
2) =
∫ pi
0
∫ pi
0
∫ pi
0
dθ12dθ22 sin θ
2
12 sin θ22 a
3 ln
(
1+a2−2 a cos(θ12+θ22)
1+a2−2 a cos(θ12−θ22)
)
2q22(a
2p2 + q22 + 2 a p q2 cos θ12)
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=∫ pi
0
∫ pi
0
dθ12 sin θ
2
12 a
3 q22
2q22(a
2p2 + q22 + 2 a p q2 cos θ12)
K1(a, θ12). (304)
K1(a, θ12) is the integral over θ22. To calculate it, the logarithm is split into a sum and the
variable transformations θ22 → u− θ12 and θ22 → u+ θ12 are employed:
K1(a, θ12) =
∫ pi+θ12
θ12
du sin(u− θ12) ln(1 + a2 − 2 a cosu)
+
∫ pi−θ12
−θ12
du sin(u+ θ12) ln(1 + a
2 − 2 a cosu). (305)
Using the symmetry properties of the integrals, this expression can be rewritten to
K1(a, θ12) = −2
∫ pi
0
du cosu sin θ12 ln(1 + a
2 − 2 a cosu) = 2pi sin θ12
a
(306)
and Eq. (304) becomes
J1(p
2, q21, q
2
2) = pi
∫ pi
0
dθ12 sin θ
2
12
q22(p
2 + q21 + 2 a p q1 cos θ12)
, (307)
where a2 = q22/q21 was plugged in. The final result is
J1(p
2, q21, q
2
2) =
pi2
2q22
(
1
q21
θ(q21 − p2) +
1
p2
θ(p2 − q21)
)
. (308)
θ is the unit step function. The case q1 < q2 can be done in the same way, only that in this case
one sets a2 = q21/q22.
For the complete calculation of two-loop diagrams, many different f(p, q1, q2) are required. To
keep calculations manageable, the calculation is automated. To this end, all required integrals are
extracted from the expressions and precalculated analytically with Mathematica. Unfortunately,
the correctness of the results is not guaranteed and different versions ofMathematica give different
results. The trick to have correct results is quite simple, though. Every integral is checked
numerically. If a wrong result is detected, the integral is recalculated after performing some
simple rewritings like cos2 θ12 → 1 − sin2 θ12. The final list of results is converted into a list of
simple replacement rules.
A tricky part is the required transformation of variables, as many different combinations
appear. However, one can deal with that algorithmically and bring all expressions into the
desired form before applying the rules. As a final test, all analytically derived results can be
tested numerically at random points.
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