T here are two simple caricatures of evolutionary dynamics: the phenotypic caricature focuses on continuous and predictable selection on variability of quantitative traits, whereas the genotypic caricature focuses on discrete, stochastic mutations. Although the apparent contradictions between these pictures were reconciled long ago, our quantitative understanding of the interplay between them is still surprisingly primitive. Indeed, even the simplest models of the dynamics of large asexual populations in which many alleles and many new mutations contribute to the evolving fitness have resisted solution. The PNAS paper by Hallatschek (1) is a substantial advance in the development of the mathematical methods needed to analyze these and more complex models.
What is the source of the basic difficulty? The Fundamental Theorem of Natural Selection describes, quantitatively, how a diverse population subject to selective pressure evolves. It states that the rate of change of the average of a quantitative trait is proportional to the hereditable part of the variance of that trait times the strength of selection for it. But what determines the variance of a trait that is under selection? Initially, the frequencies of the various alleles that contribute to it: if there are many of these, the sum of their positive and negative contributions will give rise to a roughly normal bell-shaped distribution of the fitness. However, as selection proceeds, some of the alleles will rise to fixation and others die out. Thus, under steady selection, after a modest time, only the beneficial alleles will remain and there will be no variance at all: the increase in fitness then comes to a grinding halt. But of course there can be new beneficial mutations. If only one such mutation arose at a time, it would sweep through the population before another occurred: this is the simple population genetics caricature of discrete mutation-selection events. But in large populations, many beneficial mutations can appear and grow in the population before others have swept to fixation: these will maintain some variations of the fitness whose mean then increases at a rate given simply by the fitness variance.
In a continually evolving population, a balance must be maintained between the loss of diversity from selection and its increase resulting from new mutations. The most important new mutations are those that increase the maximum fitness and stop the variance running out. These most often occur at the high-fitness "nose" of the fitness distribution (Fig. 1) . The new mutants are stochastic and initially appear insignificant-like the quick random snuffling of an exploring dog's nose. Meanwhile, the bulk of the populationthe dog's body-is advancing smoothly. Yet after some time, those small random motions of the nose determine the direction of the whole body: the nose leads the dog. The balance between the irregular snuffling and the inertial motion of the body determine the overall speed; yet, as any owner of a large, headstrong dog knows, predicting its speed is very hard!
The study of evolution is on the cusp of a transition from a primarily historical and qualitative to a predictive and quantitative science. Crucial for this is the interplay between laboratory experiments and theory. For evolution experiments, microbial populations are ideal (2) . Populations are usually very large and can be selected for the simplest aspect of fitness: their growth rate. The growth rate of a clone has many factors contributing to it, and even in simple environments there are many mutations of modest effect that can increase its fitness further (3). In addition, microbes can evolve without the complications of sex. Thus, one can hope that simple models of evolutionary dynamics will be useful for understanding experiments (4), as well as for addressing general issues, but much theoretical progress is needed.
Experience from physics and many other fields is that, when numbers are very large, many things simplify and can be understood in general terms that are independent of much of the details. The classic example is thermodynamics and statistical mechanics to describe large systems close to equilibrium. Thus, for very large populations with very many alleles that contribute to the fitness and very many potentially beneficial mutations, one might expect general analysis to be straightforward (like the Fundamental Theorem). However, there is a crucial difference: no matter how large the dog may be, the things that affect the nose are tiny and stochastic, and these control its future course.
For several decades, the simplest possible model of continual evolution-large asexual populations with many beneficial mutations potentially available-resisted multiple attacks. Indeed, even such seemingly trivial questions as how the rate of increase of the fitness-the "speed" of evolution-depends on the population size or on the mutation rate, were not known. Progress was made during the past decade by various clever tricks, heuristic arguments, and some well-controlled approximations (5, 6), but the results are still controversial, and none of these enabled a framework to be built for analyzing more complicated-let alone realistic-models. Ironically, the new approach of Hallatschek (1) to models of continual asexual evolution goes back to a traditional maxim of statistical mechanics: "if you can't solve the model you love, love the model you can solve."
The conventional way to model overall limits on resources is to fix the total population size so that one individual dies for each one born. However, this is a tradition, rather than a fact of nature, and Hallatschek (1) conjectures that any constraint that functions in a qualitatively similar way will result in the same "universal" features: i.e., those that are independent of most of the details. He starts with a well-studied model that focuses simply on the distribution of fitnesses of a population, ignoring details of the genotype or phenotype (6) . The dynamics of the distribution are determined by selection and new mutations. However, instead of constraining the total population to be fixed, he uses a different constraint, cleverly chosen to enable the distribution of fitnesses in a steadily moving wave to be found exactly. Other quantities of primary interest, including how the rate of increase of the fitness depends on the average population size, he can then also compute.
The constraint that Hallatschek (1) chooses is based on solvability, but it turns out to have many nice features. As he shows, the particular constraining function is related to the probability that an individual's descendants will take over the population: in phylogenetic (or, for mathematicians, "branching process") language, this is the probability that it is the root of the family tree that continues forever (5) . Is it special in other ways as well, or is Hallatschek correct that any constraint would be similarly good?
I believe that, in fact, Hallatschek's constraint (1) is considerably more special, and indeed, in some ways, is close tooptimal. Essentially, his constraint acts on those aspects of the "nose" of the distribution that most affect (in a way that can
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be made precise) the future dynamics of the whole distribution: although constraining its ear or tail would also constrain the motion of a dog, constraining its nose is the most effective. A related feature is what happens if the constraint is turned off after being enforced for some time. A while later, the population size will start to fluctuate greatly, leading to a population explosion or to extinction. I suspect that, with Hallatschek's constraint (1), the time before the population goes unstable is the longest possible. Basically, the constraint on the nose determines, as well as possible given the stochasticity, both the position of the body and the new position of the nose after the dog has moved by half a body length.
One can hope, by analogy with many problems in statistical physics, for multiple benefits of models that can be analyzed exactly in some large-number limit. The first is a degree of universality: that many features will only depend on a small set of "effective" parameters [although these typically depend in a complicated way on the many more parameters of an underlying model of interest, e.g., the distribution of the selective advantages or disadvantages of the new mutations (6)]. At this stage, however, it is not clear which set of features will be universal, nor is their range of validity clear. The second benefit is that an exactly solvable limit can serve as the basis for systematic methods to go beyond it, e.g., treatment of fluctuations, or effects of features left out of the model. Both of these are likely if a renormalization group framework can be developed: the results of Hallatschek (1) give reason for hope.
The third benefit is already borne out by Hallatschek's further results (1): his method is applicable to other problems, such as spatial invasion of a species (or new strain) into a new region. We can hope that the progress made, together with better models, will help enable advances in understanding the far thornier problems of sexual evolution (7) (8) (9) .
