Passive Optical Networks (PONs) with their proven performance in access networks can provide solutions to the challenges facing modern data centres. In this paper, we study a PON architecture where Arrayed Waveguide Grating Routers (AWGRs) and servers are used to route traffic. We optimize the wavelength routing and assignment in the design and show through a benchmark study that the PON data centre architecture reduces the power consumption by 83% compared to the Fat-Tree architecture and 93% compared to the BCube architecture.
Figure 1. Proposed PON cell architecture.
A Mixed Integer Linear Programming (MILP) model is developed, where the routing and wavelength assignment within the AWGRs of the PON cell are optimized to support inter group interconnections. This model guarantees that the connection between two groups is established by using only one wavelength. This model is used to optimize the wavelength routing and assignment for the proposed PON cell architecture shown in Fig. 1 which consists of 92 servers placed into 6 groups. 
POWER CONSUMPTION BENCHMARK
A benchmark study which compares the power consumption of our design to a switch-centric traditional data centre architecture (Fat-Tree) and a server-centric traditional data centre architecture (BCube) is presented in this section.
The Fat-Tree architecture [7] is characterized by the employment of unified commodity switches in all layers: core, aggregation, and access. As shown in Fig. 2 , this architecture is composed of a number of pods that matches the number of commodity switch's ports k. Each pod hosts k servers that are connected by On the other hand, the BCube architecture [8] is characterized by the use of servers for routing and forwarding decisions along with the switches. As shown in Fig. 3 , this recursive architecture's elementary unit is called BCube0. Accordingly, BCube0 hosts a number of servers, n, that matches the number of ports of the single commodity switch connecting them. Furthermore, combining n BCube0s by connecting them via an n commodity switches forms BCube1. In general, BCube data centre architecture is referred to as BCubek which is composed of n BCubek-1s, switches, and +1 k+1-port servers. For the benchmarking, a Fat-Tree architecture of 24 pods hosting 3456 servers, and 48 pods hosting 27648 servers are considered. Cisco 2960-24TC-L switches are employed to connect servers in the 24 Pod scenario while Cisco 2960-48TC-L switches are used to connect servers in the 48 pod scenario.
BCube architectures with n = 8 are also considered with k = 2 hosting 512 servers, k = 3 hosting 4096 servers, and k = 4 hosting 32768 servers. The switches used to connect servers in BCube architecture are Cisco 2960-8TC-L switches. Finally, our proposed architecture's power consumption is evaluated using 6 groups hosting 92 servers. The power consumption of the devices of the different architectures used in this benchmark study are shown in Table 2 . As illustrated in Fig. 4 , our proposed design resulted in reducing power consumption compared to the Fat-Tree and BCube architectures. The main reason behind energy savings is the reliance on the passive optical elements rather than using the power hungry switches used in traditional architectures. Accordingly, our design succeeded in minimizing the power consumption by 83% compared to a Fat-Tree topology of 3456 servers and by 93% compared to a BCube architecture of 32768 servers. It can be noticed that the BCube topology is the highest power consumer in this study. This is due to the fact that the BCube architecture depends on servers for routing in addition to the commodity switches. This results in servers having multiple transceivers in order to handle connectivity with all the levels. Therefore, as the number of levels increases in the BCube topology, the power consumption increases as more transceivers are needed to establish connections to switches in every level. Accordingly, the power saving of our proposed design compared to BCube increases with the increase in the number of BCube's levels. On the other hand, the savings of our design compared to the Fat Tree architecture decreases with increase in the number of servers. This is due to the fact that the power consumption of Fat-Tree topology increases non-linearly when the number of pods increases.
CONCLUSIONS
This paper has studied a PON data centre architecture where Arrayed Waveguide Grating Routers (AWGRs) and servers are used to route traffic. The architecture is a scalable design that can be expanded to support hundreds of thousands servers. We have optimized wavelength routing and assignment for the inter group communication using a MILP model and presented a range of results. The PON data centre design is energy efficient as it discards the power hungry switches and replaces them by passive optical devices. A benchmark study shows that our proposed architecture reduces the power consumption by 83% compared to the Fat-Tree architecture and by 93% compared to the BCube architecture.
