Compressibility Measures for Affinely Singular Random Vectors by Charusaie, Mohammad-Amin et al.
1On the Compressibility of
Affinely Singular Random Vectors
Mohammad-Amin Charusaie, Stefano Rini, Senior, IEEE, and Arash Amini, Senior, IEEE
Abstract—There are several ways to measure the compressibil-
ity of a random measure; they include the general rate-distortion
curve, as well as more specific notions such as Renyi information
dimension (RID), and dimensional-rate bias (DRB). The RID
parameter indicates the concentration of the measure around
lower-dimensional subsets of the space while the DRB parameter
specifies the compressibility of the distribution over these lower-
dimensional subsets. While the evaluation of such compressibility
parameters is well-studied for continuous and discrete measures
(e.g., the DRB is closely related to the entropy and differential
entropy in discrete and continuous cases, respectively), the case
of discrete-continuous measures is quite subtle. In this paper,
we focus on a class of multi-dimensional random measures that
have singularities on affine lower-dimensional subsets. These
cases are of interest when working with linear transformation of
component-wise independent discrete-continuous random vari-
ables. Here, we evaluate the RID and DRB for such probability
measures. We further provide an upper-bound for the RID
of multi-dimensional random measures that are obtained by
Lipschitz functions of component-wise independent discrete-
continuous random variables (x). The upper-bound is shown
to be achievable when the Lipschitz function is Ax, where A
satisfies spark(A) = rank(A) + 1 (e.g., Vandermonde matrices).
The above results in the case of discrete-domain moving-average
processes with non-Gaussian excitation noise allow us to evaluate
the block-average RID and to find a relationship between this
parameter and other existing compressibility measures.
Index Terms—Discrete-Continuous Random Variables, Infor-
mation Dimension, Moving-Average Processes, Rate-Distortion
Function.
I. INTRODUCTION
Data compression has been widely utilized for cutting the
storage and transmission costs for various sources of data. The
Shannon entropy [1] is possibly the most fundamental notion
of compressibilty, which presents the minimum achievable
rate to describe the outputs of a discrete source in bits using
any lossless method. For continuous sources, we are dealing
with infinite number of bits, and the compressibility notion
needs to be cautiously defined. A well-known compressibility
measure is the differential entropy, in which a diverging term
is excluded from the entropy of the quantized source outputs.
While the differential entropy is a natural extension of the
entropy, it is not defined for singular or discrete-continuous
sources. An alternative notion of compressibility which also
takes into account the lossy methods is the Rate-Distortion
Function (RDF) [2]; the RDF represents the minimum bit-rate
required to describe a source within some fidelity criterion. It
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is shown that when the distortion tends to zero, the limiting
value of the RDF is closely related to the differential entropy
(if it exists) [3]. The compressibility notations are not limited
to discrete and continuous sources: there has been some recent
efforts to define this notion for sequences [4], [5], [6] and
random processes [7], [8], [9], [10].
The Rényi Information Dimension (RID) defined in [11]
measures the compressibility of a general random vari-
able/vector (RV) (beyond the discrete/continuous cases). Intu-
itively, the RID notion measures the fraction of the continuous
part of the random measure in the scalar case. 1 The RID
plays an important role in a number of applications such
as signal quantization [12], sparse signal recovery [13] and
chaos theory [14]. Despite the generality of its definition,
Rényi evaluated the RID only for discrete-continuous random
variables, absolutely continuous random vectors, and a class
of singular RVs with self-similar measures [15]. Dembo et
al. in [16] showed that the RDF in the high-resolution case
(vanishing distortion) has an asymptotic log-scaling behavior
with the rate equal to half the RID.
In this paper, we study the compressibility of n-dimensional
random distributions that are composed of finitely or countably
many components each with an absolutely continuous distri-
bution on an affine subset of Rn. A typical example is an
n-dimensional distribution that has singularities on a number
of hyperplanes and points. This is particularly helpful when
studying linear transformations of independently distributed
discrete-continuous random variables. More specifically, if Xis
are independent and have discrete-continuous measures, the
random vector AXn, where A is an arbitrary matrix and Xn =
(X1, . . . , Xn)
T , has singularities over affine subsets that are
determined by A. For this class of measures, we investigate the
RDF in the high-resolution case. We further study Lipschitz
transformations –instead of the linear ones– and derive a bound
for the resulting RID. As a generic example, we derive various
compressibility measures for discrete-domain moving-average
processes with discrete-continuous excitation noise. With this
result, we establish a link between the studied compressibility
measures (e.g., undersampling rate in the compressed sensing
problem) and the RID of the corresponding excitation noise.
Related works
After the notion of information and entropy were intro-
duced in [1], Kolmogorov studied the rate-distortion curve for
continuous measures with `∞-norm (and quadratic) distortion
function in [17] under the name -entropy. Specifically, he cal-
culated the -entropy for Gaussian processes. Again, Shannon
1For brevity, we use the same acronym for random variables and vectors.
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2returned to the rate-distortion problem in [2] and provided a
general lower-bound, which is now known as the Shanon lower
bound (SLB). For the case of the difference distortion function,
Lin’kov provided a set of equations in [18] to evaluate the
SLB. Under certain conditions, he further proved that SLB
is asymptotically (vanishingly small distortion values) tight.
The SLB for the more general expected `p-norm distortion
functions was investigated in [19]. For these distortion func-
tions, the tightness of the SLB was again confirmed in [3]
in the low-distortion regime. The study of SLB for discrete-
continuous probability measures appeared later in [20] and
[21], for the one-dimensional and multi-dimensional random
vectors, respectively.
In [11], instead of the previously common rate-distortion
function, Rényi introduced the notions of information dimen-
sion (RID) and the dimensional entropy (RDE) to measure
the compressibility of continuous-domain random variables
(whether continuous or discrete-continuous). In simple words,
RID corresponds to the asymptotic log-scaling of the entropy
when the random variable is uniformly quantized with a
vanishing step size. For bounded random variables, Rényi
observed that the slope of the -entropy in low distortion
regimes coincides with the RID. Interestingly, the case of
multi-dimensional discrete-continuous random vectors is ex-
cluded from the Rényi’s work (Rényi leaves this part as an
open problem). While the RID of n-dimensional continuous
random variables is shown to be n in [11], Csiszár in [22]
proved the converse that the RID is strictly below n if the
distribution is not continuous (e.g., contains singularities).
The exact evaluation of the RID for a class of self-similar
probability measures with singularity was carried out in [15].
In [16], a link between the RID and rate-distortion curve was
found; it was shown that for a class of distortion functions, the
asymptotic (vanishingly small distortion values) log-scaling of
the rate-distortion function (called rate-distortion dimension or
RDD) coincides with the RID.
More recently, RID was given an operational interpretation
in almost lossless compression of analog memoryless sources
in [7]. Specifically, it was shown that in a compressed sensing
problem where the high-dimensional vector is generated by
a memoryless source, the minimum achievable undersampling
rate is given by the RID of the source. The class of memoryless
sources is extended to bounded Ψ∗-mixing processes in [9].
The compressed sensing problem is a typical example of
projecting a high-dimensional source onto a lower dimensional
subspace. Obviously, the RID of the projected source cannot
exceed the RID of the original source. Interestingly, it is shown
in [23] that RID remains constant with probability 1, if the
projection is selected with Haar measure among all possible
projections.
The concept of compressibility has also been generalized
for discrete-domain stochastic processes. In particular, the
notation of rate distortion dimension (RDD) is defined in [16]
using the log-scaling constant of the rate distortion function
under vanishing distortion condition when asymptotically large
number of samples are considered. It is later proved in
[24] that memoryless processes (e.g., white noise) have the
maximum RDD values among stationary processes. The RDD
value is computed for two special cases of discrete-domain
autoregressive Gaussian processes in [25].
The extension of RID to discrete-domain stochastic pro-
cesses was considered in both [9] and [26]. In [9], the average
RID of a block of samples with increasingly large block size
is defined as the block-average information dimension (BID).
It was later shown in [8] that BID coincides with RDD under
certain conditions. The generalization in [26], however, relies
on the log-scaling behavior of the entropy rate of the quantized
samples. Unlike the BID, the latter notion always coincides
with RDD.
For continuous-domain innovation processes (i.e.,
continuous-domain white noise), the notions of RID
and RDE are defined in [10] by vanishingly fine quantization
of the time axis and the amplitude range.
Contributions
Sequences of independent and identically distributed (i.i.d.)
random variables (alternatively known as discrete-domain
white noise), are widely used in stochastic modeling of phys-
ical phenomena. Most natural signals (such as images) have
correlated structures, which enables us to compress them. It is
therefore common to decorrelate a signal by means of linear
transformations so as to derive the most incompressible form
of the signal without losing information. The decorrelated
signal is oftentimes modeled by a discrete-domain white noise.
As a result, the signals of interest are modeled by linear
transformations of i.i.d. random variables. Because of the
sparsity and compressibility properties, discrete-continuous
random variables such as the Bernoulli-Gaussian law are of
special interest. This in turn implies that we are dealing
with linear transformations of independent discrete-continuous
random variables in such models.
To measure the compressibility of the resulting linear trans-
formations, we focus on the RDF of the outcome in the
high-resolution case. While the RDF of absolutely continu-
ous random vectors and independent collection of discrete-
continuous random variables are studied in the past, there is
not much to mention for the case of statistically dependent
collection of discrete-continuous random variables. In this
paper, we study the RDF of linear transformations of discrete-
continuous random variables as a subclass of statistically
dependent collection of discrete-continuous random variables.
To describe the random vectors with singular distributions,
for i ∈ N let di ∈ [m] and define Z(i) as
Z(i) = Ui
(
CTi , 0, . . . , 0︸ ︷︷ ︸
m−di
)T
+ bi, (1)
where Ui is an m × m unitary matrix, bi ∈ Rm is a fixed
vector, and Ci is a di-dimensional random column vector with
an absolutely continuous distribution. Obviously, if di < m,
then, Z(i) has a singular distribution (in m dimensions) that
is supported on an affine subset of Rm. Now, if we combine
such Z(i)s into Zm via
Zm =
∑
i∈N
1{Vm=i}Z
(i), (2)
3where Vm is a random variable supported on N and indepen-
dent from Z(i), then, we have a random vector with multiple
singularities on affine subsets of Rm which we call an affinely
singular random vector.
In this paper, we derive the RID and DRB of affinely
singular random vectors in a closed form.
As a special application, let Xn = (X1, . . . , Xn)T denote
a vector of discrete-continuous random variables with
Xi
d
= νiXci + (1− νi)Xdi , (3)
where νi is a Bernoulli RV (P(νi = 1) = αi), Xci is a RV
with absolutely continuous distribution, and Xdi is a discrete
RV. We further assume that the set of RVs {Xci}ni=1 is a set of
jointly continuous independent of {Xdi}ni=1 and {νi}ni=1. On
the other hand, the dependence of the set of RVs {Xdi}ni=1
and νis are encoded in the joint probability mass function
Pν,Xd(·). Note that, if α1 = · · · = αn = 1, then Xn has an
absolutely continuous distribution; otherwise, the distribution
of Xn contains singularities that are supported on hyper-planes
aligned with some of the coordinate axes; hence, we refer to
this setting as the case of orthogonally singular. Now, if we
consider a linear transformation of Xn such as
Ym = AXn, (4)
then, Ym is likely not to be orthogonally singular as we
show in Lemma 6. In this paper, besides finding the RDF of
non-orthogonally singular random vector Ym for vanishing
distortion, we derive an expression for the RID of Ym that
is determined by Pν,Xd(·) and the rank of some of the
submatrices of A. Moreover, among all Lipschitz functions
f : Rn → Rm of Xn, we prove that the RID of f(Xn) is max-
imized when f(Xn) = AXn, where A is a full-rank matrix
with spark(A) = rank(A) + 1. Interestingly, for Xn vectors
with equal marginal (i.e. one-dimensional) distributions, the
RID of AXn (with A satisfying spark(A) = rank(A) + 1) is
neither minimized nor maximized when Xis are independent.
Paper Organization
Preliminary notions are introduced in Sec. II. An example to
illustrate the class of affinely singular distributions is presented
in Sec. III. Some useful lemmas are derived in Sec. V. The
main results of the paper are presented in Sec. IV. Finally,
Sec. VI concludes the paper.
Notation
Lower case and Boldface lower case letters, denote fixed
scalars and vectors, respectively; capital and capital Boldface
letters denote random variables and vectors, respectively; the
notation Xnm = [Xm, Xm+1, . . . , Xn] with n ≥ m is used for
random vectors. When m = 1, the subscript is omitted. The set
of random vectors {Xm, . . .Xn} is indicated as {Xi}mi=n. For
brevity, we define {Xi}∞i=−∞ = {Xi}. Equality in probability
is indicated as d=. Matrices are also indicated with capital
letters. The rank/spark/span of the matrix A is denoted as
rank(A)/spark(A)/span(A). The conjugate transpose of the
matrix A is indicated as A†. The Euclidean norm is indicated
as ‖ · ‖2. For vn ∈ {0, 1}n, then vn is the vector obtained by
complementing all the elements in the vector v. Logarithms
are taken in any base. The matrix of all zeros/ones are
indicated as 0n×m/1n×m.
Calligraphic capital letters are reserved for sets. Set subtrac-
tion is shown as A\B = A∩Bc. Minkowski difference of two
sets A and B is indicated as A−B = {a−b : a ∈ A,b ∈ B}.
Bernoulli RV X ∈ {0, 1} with P(X = 1) = p is indicated
with Bern(p).
II. PRELIMINARIES
Our main contribution in this paper revolves around singular
probability measures. Therefore, in this section, we first define
various types of probability measures (including the singular
ones). Next, we review some of the known results regarding
the compressibility of a sequence of random variables and
stochastic processes.
A. Types of measures
Below, we define absolutely continuous, discrete-continuous
and singular measures according to [27] (see page 121).
Definition 1 (Absolutely continuous measures): Let Σ be a
σ-algebra of Rn. The RV Xn with probability measure µ(·)
on Σ is called absolutely continuous if for every set S ∈ Σ
with zero Lebesgue measure, we have µ(S) = 0.
Definition 2 (Discrete measures): The RV Xn is called
discrete, if there exists a finite or countable subset S ⊂ Rn
such that
µ(Rn \ S) = 0. (5)
Definition 3 (Singular measures): The RV Xn is called
singular, if there exists a subset S ⊂ Rn with zero Lebesgue
measure such that
µ(Rn \ S) = 0. (6)
It is easy to verify that discrete measures are special
cases of singular measures. The well-known Lebesgue-Radon-
Nikodym theorem states that the absolutely continuous and
singular measures are the building blocks of all probability
measures.
Theorem 1 (Lebesgue-Radon-Nikodym): For every probabil-
ity measure µ on Rn, there exist unique singular and absolutely
continuous measures µs, µa, respectively, and non-negative
reals p, q such that
µ = p µa + q µs, (7)
where p+ q = 1.
It is common to call a measure discrete-continuous if the
singular component in the Lebesgue-Radon-Nikodym decom-
position is purely discrete (and both weights p, q are nonzero).
B. Compressibility of random vectors
The classical notion of entropy is well-defined for discrete-
valued random variables. For continuous-valued random vari-
ables, this notion could be defined via the limiting entropy of
4the quantized random variable [28]. The uniform quantization
of the RV Xn with precision m is defined as
[Xn]m ,
[
bmXc
m , . . . ,
bmXc
m
]
, (8)
with [Xn]m ∈ (N/m)n.
Definition 4 ([11]): For an RV Xn, the Rényi information
dimension (RID) is defined as
d(Xn) = lim
m→∞
H([Xn]m)
logm , (9)
if the limit exists, where H(·) is the Shannon entropy function.
Definition 5 ([26]): The quadratic rate-distortion function
(QRDF) of an RV Xn is defined as
R2(X
n, D) = inf
µX̂n|Xn (·,·): E‖Xn−X̂n‖22<D
I(Xn; X̂n), (10)
where µX̂n|Xn is the conditional probability measure of X̂
n
given Xn.
Definition 6 ([16]): For an RV Xn, the rate distortion
dimension (RDD) is defined as
dR(X
n) = 2 lim
D→0+
R2(X
n, D)
− logD , (11)
if the limit exists.
The next definition follows naturally to that in Definition 6.
Definition 7: If b(Xn) exists that satisfies
lim
D→0
∣∣R2(Xn, D) + dR(Xn)2 log(2pieD)− b(Xn)∣∣ = 0, (12)
then, it is called the dimensional rate bias (DRB) of Xn.
The established link between the rate distortion function and
the information dimension is as follows:
Theorem 2 (Prop. 3.3, [16]): For every RV Xn in the metric
space (Rn, ‖ · ‖2), we have that
d(Xn) = dR(X
n). (13)
Theorem 3 ([3, Cor. 1]): For an absolutely continuous RV
Xn, if h(Xn) > −∞ and E‖Xn‖α2 < ∞ for some α > 0,
then
d(Xn) = n
b(Xn) = h(Xn) + n2 log n.
C. Compressibility of stochastic processes
Next, we describe three measures of compressibility for
discrete-domain stochastic processes and explain their rela-
tionships.
Definition 8 ([9]): For a generic stationary process {Xn},
the block-average information dimension (BID) is defined as
dB
({Xn}) = lim
n→∞
d(Xn)
n . (14)
Definition 9 ([26]): For a generic stochastic process {Xn},
the information dimension rate (IDR) is defined as
dI
({Xn}) = lim
m→∞ limn→∞
H([Xn]m)
n logm . (15)
One can interpret the IDR as the average number of bits
needed to transmit a source normalized by the maximum
average number of bits in the high-resolution regime.
Definition 10 ([16]): For a generic stochastic process {Xn},
the RDD is defined as
dR
({Xn}) = 2 lim
D→0+
lim
n→∞
R2(X
n,nD)
−n logD . (16)
The existence of the above limit for stationary processes is
proved in [29, Thm. 9.8.1].
Theorem 4 ([26, Thm. 9]): For every stochastic process
{Xt} we have
dR
({Xn}) = dI({Xn}), (17)
provided that dR
({Xn}) and dI({Xn}) exist.
Definition 11: [7] Let {Xn} be a random process. For a
given n ∈ N, we call (fn, gn) an -encode-decode pair with
rate Rn, if fn : Rn → RbnRnc, gn : RbnRnc → Rn, and
P
(
gn
(
fn(X
n)
) 6= Xn) ≤ . (18)
Given the set of all achievable rates Rn (i.e., all values of
Rn such an -encode-decode pair with rate Rn exists), we
call lim infn→∞Rn the minimum -achievable rate. If fn is
further restricted to be linear, we call the result of lim inf
the minimum linear-encode -achievable rate and denote it by
R∗(). If gn is restricted to be Lipschitz, then, we call the
result of lim inf the minimum Lipschitz-decode -achievable
rate and denote it by R().
Lemma 1: [7, Lem. 10] The minimum linear-encode -
achievable rate R∗() coincides with the lim infn→∞Rn given
that there exists a Borel set Sn ⊂ Rn and a subspaceHn ⊂ Rn
of the dimension at least d(1−Rn)ne such that
P(Xn ∈ Sn) ≥ 1− , (19)
and (Sn − Sn) ∩Hn = {0}. (20)
III. AN ILLUSTRATIVE EXAMPLE
As mentioned earlier, our goal in this paper is to derive
the RID and DRB for linearly transformed random vectors
in which entries have independent discrete-continuous distri-
butions. To better clarify the problem formulation and our
contributions, let us present in this section a rather simple
but illustrative example.
Let X3 be a three-dimensional random vector in which each
entry has and independent Bernoulli-Gaussian distribution,
that is
µBGi (σi, α) = (1− α)δ(0) + αµGauss(0, σ2i ), (21)
for i ∈ {1, 2, 3}, with α = 1/2, σ = (0.2, 0.4, 0.8)T and
where δ(x) indicates the Dirac’s delta function and µGauss
is the Gaussian (normal) measure. Since each coordinate
has a mass probability (of 1 − α = 1/2) at zero, the
three-dimensional product measure has a mass probability in
the origin. The singularity in zero in each dimension also
yield one-dimensional singularities along the axes and two-
dimensional singularities on principal planes (x − y, y − z
and x−z planes). Figure 1(a) depicts the singular parts of the
distribution of X3: because of the structure of the singularities,
we call X3 an orthogonally singular RV. As the singular parts
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Fig. 1. A representation of orthogonally, affinely and degenerate affinely singular random vectors (RVs).
of X3 belong to orthogonal planes, it is straightforward to
check that d(X3) = d(X1) + d(X2) + d(X3) = 3/2.
Next, Let us consider the RV Y3 obtained as the linear
transformation AX3 for
A =
 1 −1 0.31 0.5 1
0.5 −1 0.5
 .
Note that A is full-rank, i.e. rank(A) = 3. Figure 1(b) shows
the singularity pattern of Y3. As we can observe, the full-
rank linear transformation causes three-dimensional rotation
on the singularity patterns. Therefore, it is no longer possible
to decompose the singularities and derive the RID according to
one-dimensional distributions. Our results in this paper show
that d(Y3) = 3/2 for any invertible matrix A.
Finally, we consider a rank-deficient transformation on X3
as Y˜3 = A˜X3, where
A˜ =
 1 1 00 1 1
1 0 −1
 .
Since rank(A˜) = 2, Y˜3 has a two-dimensional structure; i.e.,
the distribution of Y˜3 as a 3-dimensional vector is purely sin-
gular. See Figure 1(c). Besides, it consists of one dimensional
singularities as well as a point mass. Quite interestingly, our
results in this paper are general enough to even include this
case; in particular, we show that d(Y˜3) = 11/8.
IV. MAIN RESULTS
Our main contribution in this paper is the derivation of the
RDF for affinely singular random vectors described in (2).
We use this tool to address the RDF of affinely transformed
orthogonally singular random vectors. In this Section, we first
explain our RID results. Next, we focus on moving average
processes as special cases that could be studied with our RID
results. Moreover, we check whether BID of the moving-
average processes is equal to other comoressibility measures.
Finally, we study the DRB of the affinely transformed singular
random vectors.
A. RID of affinely transformed singular random vectors
In Lemma 2, we derive an expression for the RID of Zm in
(2); as a reminder, the probability measure of Zm is formed by
a union of absolutely continuous measures indexed by i ∈ X ⊂
N, where the ith measure is supported on a di-dimensional
affine subset of Rm and consists of P (Vm = i) of the total
probability measure.
Lemma 2: The RID of Zm as in (2) is
d(Zm) = E[dVm ], (22)
provided that H(Vm) <∞.
Proof: See Appendix A.
Lemma 2 deals with the RID of a general m-dimensional
vector with singular probability measure components.
As a special case, we consider the linear transformation
Ym = AXn where Xn is an orthogonally singular RV. In this
setting (as explained in (3)), based on the Bernoulli random
vector ν, each Xi is drawn from a continuous distribution Xci
(if νi = 1) with probability αi, or from a discrete distribution
Xdi (if νi = 0) with probability 1−αi. Therefore, the vector ν
represents the continuous/discrete status of each Xi in Xn. To
study the singularity patterns of Yn, we check the vector Xn
for each realization of ν = s ∈ {0, 1}n. Let the zero entries of
s be si1 = si2 = · · · = sik = 0. If we fix the discrete choice of
Xil = Xdil for l = 1, . . . , k and let the remaining continuous
components vary, then, AXn −∑kl=1Xdilail (aj stands for
the jth columns of A) will have a continuous distribution on
the subspace span
(∪i6∈{il}lai). For simplicity of the notation,
we refer to the latter
(
rank(As)
)
-dimensional subspace as
span (As). Hence, with this choice of ν and discrete values of
Xis, Yn is distributed on an affine subset parallel to span (As)
which is specified by the shift vector
∑k
l=1Xdilail . As a
result, we conclude that Ym = AXn is an affinely singular
random vector.
Theorem 5: Let Xn be a random vector with each element
following a distribution as in (3) (e.g., we have νis, Xcis and
Xdis), such that H(ν,Xd) < ∞. Then, the RID of Ym =
AXn satisfies
d(Ym) = Eν [rank(Aν)], (23)
where As with s = [s1, . . . , sn], si ∈ {0, 1} is a matrix formed
by the columns i ∈ [n] of A for which si = 1.
Proof: See Appendix B.
As a special case, Theorem 5 implies that if all the com-
ponents in Xn are absolutely continuous (i.e. αi = 1 for all
i) and independent of each other, then, d(Ym) = rank(A).
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Another special case is when A is of full column-rank, i.e.
rank(A) = n. In this case, rank (As) =
∑n
i=1 si, and the
expectation in (23) simplifies to d(Ym) =
∑n
i=1 αi. This
result is in agreement with a similar result for bi-Lipschitz
transformations in [30, Theorem 2]. It is worth mentioning
that for Xn with independent components, the expression in
(23) is increasing in terms of each αi. To check this fact, note
that
∂
∂αi
d(Ym) =
∑
s ∈{0,1}n,si=1
rank(As)
∏
j∈[n]\{i}
α
sj
j (1− αj)(1−sj)
−
∑
s′∈{0,1}n,q′i=0
rank(As
′
)
∏
j∈[n]\{i}
α
s′j
j (1− αj)(1−s
′
j).
(24)
If s and s′ are identical except for the ith entry (si = 1,
q′i = 0), it is straightforward to see that rank(A
s) ≥ rank(As′)
(indeed, As is formed by adding the ith column of A to As
′
).
Hence, the first summation in (24) is not less than the second
summation, which proves that ∂∂αi d(Y
m) ≥ 0.
Remark 1: A closer look at (23) reveals that d(Ym), besides
A depends on {αi = P(νi = 1)}. In other words, the choice
of the continuous and discrete distributions of the elements of
X are not important (we only need to know how much weight
is assigned to the continuous components). Besides, d(Ym)
is an increasing function of each αi.
For fixed Xn, the maximum value of d(Ym) is achieved
when
rank(As) = min
{
m,
n∑
i=1
si
}
, ∀ s ∈ {0, 1}n. (25)
Using the compressed-sensing terminology, the above con-
dition is equivalent to spark(A) = rank(A) + 1. The Van-
dermonde matrices are among the examples that satisfy this
condition. Therefore, Vandermonde matrices can be consid-
ered among the transformations that maximally preserve the
information (alternatively, d(AXn)). This maximal behavior
is even valid among Lipschitz functions:
Lemma 3: If Xn has discrete-continuous components fol-
lowing (3) with H(Xd,i) <∞, i ∈ [n], and Am×n is a matrix
that satisfies spark(A) = rank(A)+1, then, for any Lipschitz
function f : Rn → Rm we have that
d
(
f(Xn)
) ≤ d(AXn). (26)
Proof: See Appendix C.
B. Moving-average processes
Using Theorem 5, we study a compressed sensing problem
below: consider the moving average (MA) process defined by
Yi =
l2∑
j=−l1
ajWi−j , (27)
where Wjs are i.i.d. random variables (excitation noise) with
discrete-continuous distribution (e.g., Bernoulli-Gaussian)
with d(Wj) = α, and ajs are constants such that a−l1 , al2 6= 0.
Now, we would like to recover a truncated version of the
process {Yt} (e.g., Y1, . . . , Ym) from noisy random projections
onto lower dimensional subspaces. The problem is to deter-
mine the minimum dimension of such subspaces in terms of
the truncated length (i.e., m). More formally, we would like to
find the minimum value of k such that Ym = (Y1, . . . , Ym)T
could be fairly recovered from Hk×mYm+Nk where Hk×m
is a random projection matrix and Nk stands for the noise
vector. Below, we shall show that k = O(mα).
Theorem 6: For every discrete-domain stochastic process
{Zt} with samples as in (2) we have
dB
({Zt}) = lim
m→∞E
[dVm
m
]
. (28)
Moreover, if Vm has a finite sample space for all m, and for
all , δ ∈ R+ and large enough m we have that
PV
(
i :
∣∣∣dim − dB({Zt})∣∣∣ < δ) > 1− , (29)
7then, for the process {Zt} (the concentrated source) we know
that
R∗() = RB() = R() = dB
({Zt}), (30)
where RB() is the Minkowski-dimension compression rate
defined in [7, Definition 10].
Proof: See Appendix D.
The concentration inequality (29) is not necessarily valid
in generic cases. However, we later show in Corollary 8 that
if the sample space of the discrete part of Wis is finite in
the moving-average process, then, this inequality holds. As a
result, we can evaluate R() in such cases.
Next, we find the IDR and BID of the moving-average
process in the general case (the alphabet of the discrete
component is not necessarily restricted to be finite). For a
better explanation of the linear transformation in (27), we can
express the truncated process {Yt} as
Ym =

a−l1 . . . al2 0 . . . 0
0 a−l1 . . . al2 . . . 0
... . . .
. . . . . . . . .
...
0 . . . . . . a−l1 . . . al2

︸ ︷︷ ︸
A
Wm+l1+l2 ,
(31)
where ajs are the constants introduced in (27). Due to the
Lipschitz dependence of Ym on Wm+l1+l2 , we know that
d(Ym) ≤ (m+ l1 + l2)α, (32)
where α stands for the probability of Wis being drawn
from the continuous component (αi in (3)). To lowerbound
d(Ym), let us consider Wis separately and assume each
has its own αi (i.e., αis could be different). From Remark
1, we know that d(Ym) does not depend on the choice
of the discrete component of Wis; thus, if we assume Wi
takes the value 0 with probability αi (and is drawn from
a continuous distribution with probability 1 − αi), d(Ym)
remains unchanged. Furthermore, if we decrease any αi, then,
d(Ym) decreases or remains unchanged. In particular, if we
set α1 = · · · = αl1+l2 = 0 and assume that the discrete
component of W1, . . . ,Wl1+l2 consists solely of value 0, we
can lowerbound d(Ym) as
d(Ym) ≥
∑
s∈{0,1}m
rank(Qs)α‖s‖1(1− α)(1−‖s‖1), (33)
where Q is a matrix formed by columns [l1+l2+1 : l1+l2+m]
of A. 2 Since Q is a lower triangular matrix with non-zero
diagonal elements, we conclude that it is full-rank. Hence, we
have
d(Ym) ≥ mα. (34)
By combining (32) and (34) at m→∞, we have that
dB
({Yt}) = lim
m→∞
d(Ym)
m
= α. (35)
For a = [−2, 0.5, 1] and α = 0.7, the evolution of d(Ym)m ,
2 The matrix Qs is defined as the matrix As as in (23).
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Fig. 3. Block-average information dimension of a moving-average process
samples and its bounds as in (32) and (34), in the special case in which
a = [−2, 0.5, 1] and α = 0.7.
as well as the upper and lower-bounds in (32) and (34) are
depicted in Fig. 3.
This is an improvement over [9, Thm.5 ] in which the
proved equality in this work is presented only as an upper-
bound. Moreover, since MA processes are ψ∗- mixing accord-
ing to the definition in [9], due to [26, Cor. 15] we conclude
that
dI
({Yt}) = α. (36)
Furthermore, [9, Thm. 9] implies that if a bounded MA process
is sampled using an m × n random matrix with independent
standard normal entries, then, the Lagrangian-MEP algorithm
reconstructs the realization of MA process with no asymptotic
loss as n→∞.
C. DRB of affinely singular vectors
As expressed in Definition 7, the RDF can be decomposed
into two terms: the RID and the DRB. So far we have studied
the RID of various random vectors: we now turn our attention
to the second term, the DRB. We first state the following
lemma about the DRB of a sum of distributions each with an
absolutely continuous distribution on a linear subset of Rm,
possibly singular if observed in Rm.
Lemma 4: Let Zm be defined as in (2) and with h(Ci) >
−∞ and E[‖Zm‖βα] <∞ for some α, β ∈ R+ and let P(Vm =
i) = pi, then
b(Zm) = H(Vm) +
∞∑
i=1
pih(Ci) +
d(Zm)
2
log d(Zm), (37)
where d(Zm) =
∑∞
i=1 pidi as in Lemma 2.
Proof: Appendix E.
We now study the DRB of the linear transformation Ym =
AXn. We first recall that Ym is composed of continuous
components parallel to span (As) for each s ∈ {0, 1}n;
besides, the support of each component differs by the subspace
span (As) with the shift vector
∑k
l=1Xdilail , where Xdil s
stand for the discrete components of Xil . To provide a unique
representation of the latter affine subset, let bs,xsd be the
projection of this shift vector onto
(
span (As)
)⊥
, where
8xsd = [Xdi1 , . . . , Xdik ]. With this notation, each singularity
affine subset of Ym = AXn can be represented via the pair(
span (As) , bs,xsd
)
, where xd ∈ Xd. Nevertheless, different
choices of (s ,xsd) might result in the same affine subset. Let
K = {Ki}i be the set of distinct affine subsets (there are at
most countable number of subsets) and for each i, let Ti be the
set of all pairs of (s , xsd) that generate the same affine subset
Ki. Hence, the total probability measure of Ym corresponding
to Ti is given by
∑
(s,xsd)∈Ti Pν,Xνd (s,x
s
d). To simplify the
following arguments, let us define the discrete RV V on N as
P(V = i) =
∑
(s,xsd)∈Ti
Pν,Xνd (s,x
s
d). (38)
Further, for each i ∈ N let V ′i be a discrete RV over Ti that
is independent of V and V ′j for j < i and satisfies
∀ (s,xsd) ∈ Ti : P
(
V ′i = (s,x
s
d)
)
=
Pν,Xνd (s,x
s
d)
P(V = i)
. (39)
Then, for each pair of (s,xsd) ∈
⋃
i
Ti, we define the random
vector W(s,xsd) by
W(s,xsd) = D˜sUs
↼
†Xsc + U˜s
⇀
†
Asxsd, (40)
where Xsc is the set of continuous measures in (3) and Us
↼
, D˜s,
and U˜s
⇀
stand for the m×m matrix of left-singular vectors of
As, an rs×m matrix formed by the first rs = rank(As) rows
of matrix of the singular values, and an m×rs matrix formed
by the first rs columns of right-singular vectors of As.
Next, we form Y˜i as
Y˜i =
∑
(s,xsd)∈Ti
1V ′i=(s,x
s
d)
WT (s,xsd). (41)
We now state the below theorem on the DRB of Ym as a
direct result of Lemmas 4 and 6 .
Theorem 7: Let Ym be as in (4) and V be a discrete RV
with probability mass function in (38). Moreover, let Y˜is be
absolutely continuous RVs as in (41). Then, we have
b(Ym) = H(V ) + EV [h(Y˜V )] +
d(Ym)
2
log d(Ym), (42)
where d(Ym) = Eν [rank(Aν)], provided that h(Xc) > −∞
and E[‖Xc‖βα],E[‖Xd‖βα] <∞ for some α, β ∈ R+.
Proof: See Appendix F.
In the special case in which rank(A) = n, one knows that
d(Ym) =
∑n
i=1 αi and Theorem 7 show that
b(Ym) =H(ν,Xνd ) + Eν
[1
2
log det
(
Aν
H
Aν
)
+ h(Xνc )
]
+
∑
i αi
2
log
∑
i
αi, (43)
where h(Xνc ) is differential entropy of joint measure of
absolutely continuous components (i.e., the components which
their corresponding elements in ν are equal to 1).
As another example, if all Xi’s are absolutely continuous:
4 5 6 7 8 9 10 11 12 13
n
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1.4 Lower bound of b(Ym)/m
Upper bound of b(Ym)/m
Lower bound of b(Y1)
b(Xn)/n
Fig. 4. The average DRB of the output, input, and marginal DRB of a moving-
average process with a = [−2, 0.5, 1] and α = 0.7.
TABLE I
JOINT PROBABILITY OF TWO SELECTION VARIABLES ν1, ν2 FOR THE
EXAMPLE IN SEC. IV-D.
ν1
ν2 0 1
0 0.18 0.12
1 0.42 0.28
ν1
ν2 0 1
0 0 0.3
1 0.6 0.1
ν1
ν2 0 1
0 0.3 0
1 0.3 0.4
in this case (42) reduces to the following identity.
b(Ym) =
r∑
i=1
log σi + h(U˜
⇀
†
Xn) +
r
2
log r, (44)
where r = rank(A), U˜
⇀
is composed by the the first r right
singular vectors of A, and where σi is the i’th singular vale
of A.
As an instance, some approximation of the DRB for the
output of a moving-average process with v = (−2, 0.5, 1)T
and a = v‖v‖2 and α = 0.7 has been illustrated in Fig. 4.
D. The gap between our upper bound and the known upper
bound
This section presents a simple example to illustrate the effect
of the dependency of Xi’s on the RID of a function of Xn.
Our purpose here is to show that there exists a gap in the
maximum RID among Lipschitz functions of Xn considering
two cases of element-wise dependent and independent Xn.
Let us consider three cases for νis defined in (3) as in
Table I: let us refer to the distribution as: Q–yellow, Q′–
purple and Q′′–blue. The distribution Q corresponds to the
case of independent vector components, while Q′ and Q′′
to that of dependent ones. Note that the joint distribution in
these cases have the same marginal distribution. Also note
that Q′ is such that X1 and X2 cannot both be discrete
at the same time. For these three joint distributions the RV
X2 = (X1, X2)
T , we are interested in studying the behavior
of Y = [1, 2] · X2. As the sum of a continuous RV with
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Fig. 5. Upper bounds of a two-dimensional Lipschitz function of element-
wise dependent and independent discrete-continuous RV’s.
another RV is itself a continuous RV [10, Lmm. 11], we
conclude that Y has a discrete component whence X1 and
X2 both take discrete values. Accordingly, the probability
of Y being continuous, that is the RID of Y , is equal to
0.82/1/0.7 for Q/Q′/Q′′, respectively. Furthermore, we know
that for A = [1, 2], A is a Vandermonde matrix. Hence, for the
case of independent components and X2 orthogonally singular,
Lemma 3 guarantees that Y takes maximum possible RID
among all Lipschitz functions f : R2 → R. From this we
conclude that the upper bound of RID for independent case
differs from the RID for the dependent case. More precisely,
from [30, Thm. 2] and [11, Eqn. 80] obtain the following
upper bound on the Lipschitz function of a RV
d
(
f(Xn)
) ≤ min {d(Xn),m} . (45)
In Fig. 5, the case of two-dimensional Lipschitz functions of
general RVs versus the case of independent RVs with marginal
RID d(Xi) = 0.5 as in Theorem 3 and (45). Furthermore,
our simulation shows that the upper-bound in (45) for general
RVs is achievable, in the high and low dimensional case, for
orthogonally singular RVs.
V. USEFUL LEMMAS
In this section, we describe three key lemmas that help us
prove the claimed theorems.
Lemma 5: Let Xn be an absolutely continuous RV and let
Ym = AXn. If rank(A) = m, then, Ym is also an absolutely
continuous RV.
Proof: See Appendix G.
The next lemma provide a description of affinely trans-
formed RVs in the form of (2), i.e. as affinely singular RVs.
Lemma 6: Consider a matrix A ∈ Rm×n and for each s ∈
{0, 1}n, let Us
↼
stand for the m × m matrix of left-singular
vectors of As. We form RV Y˜(i) independent from V as
Y˜(i) = Ui
↼
(
Y˜i, 0, . . . , 0︸ ︷︷ ︸
m−ri
)T
+ bi, (46)
where Ui
↼
= Us
↼
, ri = rank(As) and bi = Us
↼
Ûs
↼
†
Asxsd with
(s,xsd) ∈ Ti (we show that for all pairs in Ti, these values are
fixed and are therefore, indexed with i), then, Ym in (4) has
the same probability distribution as Y˜m for
Y˜m =
∑
i∈N
1{V=i}Y˜(i). (47)
Proof: See Appendix H.
Lemma 7: If we generate an m-dimensional realization of
a moving average process as in (27), the probability of that
realization being on an at least (k + 1)-dimensional affine
singularity for k+l1+l2m+l1+l2 < α, can be bounded as
PVm(dVm > k) ≥ 1− exp
(
− (m+ l1 + l2)D
(
k+l2+l1
m+l1+l2
‖α)),
(48)
and the probability of being on an at most (k−1)-dimensional
affine singularity in the case km > α, is bounded as
PVm(dVm < k) ≥ 1− exp
(
−mD( km‖α)), (49)
where D(p‖q) is the Kullback-Leibler divergence between
Bern(p) and Bern(q).
Proof: See Appendix I.
Corollary 8: For every , δ ∈ R+ , if we assume
m ≥ max
{
2(l1+l2)(1−α+δ/2)
δ ,
− log 
D(α−δ/2‖α) − l1 − l2
}
, (50)
and let km = m(α− δ), we have
km + l1 + l2
m+ l1 + l2
= α− δ + (l1 + l2)(1− α+ δ)
m+ l1 + l2
≤ α− δ
2
(51)
< α (52)
Then using Lemma 7 we have
PVm(dVm > km)
≥ 1− exp
(
− (m+ l1 + l2)D
(
km+l2+l1
m+l1+l2
‖α))
(a)
≥ 1− exp(− (m+ l1 + l2)D(α− δ/2‖α))
(b)
≥ 1− , (53)
where (a) is due to (52) and (b) is because of (50).
On the other side, if we assume
m ≥ − log D(α+δ‖α) − l1 − l2, (54)
and let k′m = m(α+ δ), then
k′m
m
= α+ δ > α. (55)
Again, using (48) we have that
PVm(dVm < k′m) ≥ 1− exp
(− (m+ l1 + l2)D(k′mm ‖α))
(a)
≥ 1− exp(−(m+ l1 + l2)D(α+ δ/2‖α))
(b)
≥ 1−  (56)
where (a) is because of (55) and (b) is due to (54).
Lemma 8: For every RV Xk we have that
R2
(
[Xk, 01×(n−k)], d
)
= R(Xk, d). (57)
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Proof: See Appendix J.
Lemma 9: Let Xn for n ∈ N be an RV with E[‖Xn‖βα] <
∞. If A is a full-rank k × n matrix, and Xn is an absolutely
continuous RV with h(Xn) > −∞, then h(AXn) > −∞.
Proof: See Appendix K.
Lemma 10: Define Xn as in (3) where
E[‖Xc‖βα],E[‖Xd‖βα] <∞. Then we have E[‖X‖βα] <∞.
Proof: See Appendix L.
Lemma 11: Let X be an absolutely continuous RV with
finite moment E[‖X‖βα] for some α, β ∈ R+, and differential
entropy h(X) > −∞. Also let N(D) be a normal RV with
covariance matrix Σ(D). If
lim
D→0
‖Σ(D)‖F = 0, (58)
we have that
lim
D→0
h(X+N(D)) = h(X). (59)
Proof: See Appendix M.
VI. CONCLUSION
In this paper, we studied the behavior of the compressibility
of affinely singular random vectors. Specifically, we found the
analytical value of the RID and DRB of a linear function of an
element-wise discrete-continuous random vector. Furthermore,
we found an upper bound for Lipschitz functions of this class
of random vectors. We found the RID of a discrete-domain
moving-average process with discrete-continuous excitation.
Last but not least, we related the RID with the notion of - of
infinite sequences in the case that moving-average process.
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APPENDIX A
PROOF OF LEMMA 2
We know using the fact that H(Vm) <∞ and by [30, Thm.
5] that
d(Zm) = E[Z(Vm)]. (60)
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Next, using [30, Thm. 2] and because Z(i) is a bi-Lipschitz
function of Ci, one can conclude that
d(Z(i)) = d(Ci) = di, (61)
using [11, Thm. 4]. As a result, one can show (22) and
complete the proof.
APPENDIX B
PROOF OF THEOREM 5
Using Lemma 6, we know that Ym has an affinely singular
measure as in (2), each sub-measure with dimension di =
rank(Aν(i)) for ν(i) ∈ {ν : ∃xd , (ν,xd) ∈ Ti} and for Vm
distributed as V in (38) and for Ti as defined in the paragraph
preceding Theorem 7.
Accordingly, we can rely on Lemma 2 to conclude that
d(Ym) = Eν [rank(Aν)]. (62)
In order to use this lemma, we first need to show that the
conditions are satisfied, that is H(V ) <∞. First, we find an
upper-bound for −P(V = i) logP(V = i) and then apply this
upper bound to the obtain an upper bound to H(V ). Using
the definition of V ′t defined in (39) we have that
−P(V = i) logP(V = i)
≤ −P(V = i) logP(V = i) + P(V = i)H(V ′i )
= −
∑
(s,xsd)∈Ti
Pν,Xνd (s,x
s
d) logPν,Xνd (s,x
s
d).
As a result, we can find that
H(V ) ≤ H(ν) +
∑
s∈{0,1}d
H(Xsd|ν = s)P(ν = s)
≤ H(ν) +
∑
s∈{0,1}d
H(Xd|ν = s)P(ν = s)
= H(ν,Xd).
Since H(ν,Xd) ≤ ∞ by assumption, the proof is completed.
APPENDIX C
PROOF OF LEMMA 3
Since f is a Lipschitz function, we have
gxν (Xν) = f(Xν ,xν). (63)
Using [30, Thm. 2] (note that there is a typo in this theorem),
we have
d
(
f(Xν ,xν)
) ≤ n∑
i=1
νi. (64)
Furthermore, using [11, Eqn. 80] we have
d
(
f(Xν ,xν)
) ≤ m. (65)
Combining [30, Thm. 5], (64), and (65) we conclude that
d
(
f(Xn)
) ≤ Eν[min{∑
i=1
νi,m}
]
= d(AXn), (66)
where (66) follows from Theorem 5 and (25).
APPENDIX D
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Using Lemma 2 and the definition of BID in (14), (28) is
immediate. To prove (30) we follow three steps: (i) first, we
prove that R() < dB
({Zt}), (ii) then we show that R∗() >
dB
({Zt}), (iii) finally we use [7, Eqn. 75] which states that,
for a general source, we have
R∗() ≤ RB() ≤ R(). (67)
The following definition of rectifiability in [31, Section 3.2.14]
is also used in the development of the proof.
Definition 12: The set E is m-rectifiable if there exists a
Lipschitz function from a bounded subset of Rm to E.
• Step (i): First, we show every affine subset of Rn as
S = span({uj}dij=1)+ u0, (68)
for fixed vectors [u0,u1, . . . ,udi ]. Note that A = S ∩
[−A,A]n is di-rectifiable, since for every x ∈ S, x can
be rewritten as
x =
di∑
j=1
ajuj + u0. (69)
Hence, x is a linear, and thus also Lipschitz, function
of adi = (a1, . . . , adi)
T . Moreover, due to the indepen-
dence of the basis {ui} and the boundedness of x one
concludes that adi is also bounded. Accordingly, follow-
ing Definition 12, we conclude that S is di-rectifiable.
Using this fact and [7, Lemma 11], we conclude that
∪k[span{ui}dki=1 +bk] is (maxk{dk})-rectifiable. On the
other hand, using the assumption in (29), we have that
for every δ,  ∈ R+, there exists a large enough m in
which di ≤ m
(
dB
({Zt})+ δ) with probability at least
1− /2. Formally, if we let
I =
{
i : di < m
(
dB
({Zt})+ δ)}, (70)
then PV (I) ≥ 1− 2 .
Next, one can choose A ∈ R+ in which
P
(
Zm ∈ [−A,A]|V ∈ I) ≥ 1− 2 . (71)
Hence, we have
P
(
Zm ∈ [−A,A], V ∈ I) ≥ 1− . (72)
In (72), we found a subset of Rm with m
(
dB
({Zt})+δ)-
rectifiability and with probability at least 1−. Using this
fact and [7, Lemma 12] one finds that
R() ≤ dB
({Zt})+ δ. (73)
As a result, using the arbitrariness of , δ we have that
R() ≤ dB
({Zt}), (74)
for all 0 <  < 1.
• Step (ii) – proof by contradiction: Assume that there
exists δ ∈ R+ in which R∗() ≤ dB
({Zt}) − δ.
Equivalently, R = dB
({Zt})− δ satisfies the conditions
in Lemma 1. In other words, there exists M1 ∈ N,
12
m ≥ M1, Sm ∈ Rm, and d(1 − R)me-dimensional
subspace Hm ⊂ Rm that
P(Zm ∈ Sm) ≥ 1−  (75)
and (Sm − Sm) ∩Hm = {0}.
We define km = bmRc and k′m =
⌊
m
(
dB
({Zt}) −
δ/2
)⌋
. For large enough m, we have
k′m > km. (76)
Furthermore, using the theorem assumption for each 0 <
′ < 1 −  there exists M2 ∈ N, m ≥ max{M1,M2} in
which
PV (dV ≥ k′m) ≥ 1− ′. (77)
Next, let us define Fk′mm as the set of affinely singular
subsets of Rm , with at least k′m dimensions, on which
the samples Zm have absolutely continuous distribution.
Formally, we define
Fk′mm := {A ∈ K , dim(A) ≥ k′m}, (78)
where K is defined after Lemma 4. Next, we have
P(Zm ∈
⋃
A∈Fk′mm
A ∩ Sm)
(a)
≥ −PV (dV ≤ k′m) + P(Zm ∈ Sm) (79)
(b)
≥ 1− − ′ > 0, (80)
where (a) is a result of the fact that P(A\B) ≥ −P(B)+
P(A), and (b) is because of and (75) and (77). Hence,
because Fk′mm is a countable set, there exists F ∈ Fk
′
m
m
in which
P(Zm ∈ G) > 0, (81)
for G = F ∩Sm. As a result, G is a positive measure set.
We can represent G as
G = U(J , 0, . . . , 0︸ ︷︷ ︸
m−dim(F)
)T , (82)
where J ⊂ Rdim(F) and U is an m×m unitary matrix.
Using one-to-one relationship between G and J , one can
see that J is a positive measure set as well. By utilizing
[32, Theorem VIII], there exists r ∈ R+ so that
Balldim(F)(0, r) ⊂ J − J , (83)
in which Ballk(c, r) indicates the ball of dimension k
with center c and radius r. Consequently, one has
BUr ⊂ G − G = U(J − J , 0, . . . , 0︸ ︷︷ ︸
m−dim(F)
)T , (84)
where BUr is a rotated ball by matrix U as
BUr = U(Balldim(F)(0, r), 0, . . . , 0︸ ︷︷ ︸
m−dim(F)
)T . (85)
On the other hand, we know that dim(Hm) = m−km >
m−k′m ≥ m−dim(F −F). Using this fact and the fact
that Rm cannot have more than m basis, we argue that
F − F and Hm have a common basis u.
Furthermore, one can see that for u ∈ F −F , there exist
a ∈ R in which au ∈ BUr ⊂ Sm − Sm. As a result, one
can see that
au ∈ Hm ∩ (Sm − Sm), (86)
and this contradicts the assumption in Lemma 1. Conse-
quently, by the arbitrariness of δ one has
R∗() ≥ dB
({Zt}). (87)
• Step (iii): (30) follows rather straightforwardly from (74),
(87), and (67).
APPENDIX E
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The proof of this lemma is an extension of [21, Thm. 1] for
affinely singular RVs with a bounded moment and differential
entropy. We prove this theorem in two parts: (i) first we find
a lower bound for the lim inf and then (ii) we find an upper
bound for the lim sup. Lemma 4 follows from the equality of
the two bounds.
• Step (i) Using the definition of rate-distortion function,
there exists a sequence {Ẑmk,D}k∈N of m-dimensional
RVs that
lim
k→∞
I(Zm; Ẑmk,D) = R2(Z
m, D), (88)
and
E[‖Zm − Ẑmk,D‖2] ≤ D. (89)
Next, because Z(i)’s are mutually singular, one can say
that Vm is a function of Zm with probability 1. As a
result, one has
I(Zm; Ẑmk,D) = I(Z
m, Vm; Ẑ
m
k,D) (90)
= I(Vm; Ẑ
m
k,D) + I(Z
m; Ẑmk,D|Vm) (91)
= I(Vm; Ẑ
m
k,D) +
∞∑
i=1
piI(Z
(i); Ẑ
(i)
k,D),
(92)
where Ẑ(i)k,D is an RV with the probability measure equal
to the conditional probability measure of Ẑmk,D given
Vm = i.
Next, we evaluate the behavior of each expressions in
(92). Firstly, we claim that
lim inf
D→0
lim inf
k→∞
I(Vm; Ẑ
m
k,D) ≥ H(Vm). (93)
The reason is that for every  ∈ R+, there exists
k˜(D, ) ∈ N so that
lim inf
k→∞
I(Vm; Ẑ
m) ≥ I(Vm; Ẑmk˜(D,),D)− . (94)
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Moreover, using the fact that E[‖Zm−Ẑm
k˜(D,),D
‖2] ≤ D,
and lower semi-continuity property of mutual informa-
tion, one has
lim inf
D→0
lim inf
k→∞
I(Vm; Ẑ
m
k,D) ≥ I(Vm;Zm)−  (95)
= H(Vm)− , (96)
and using arbitrariness of , (93) is immediate.
Secondly, using the fact that an invertible function pre-
serves the mutual information, we have
I(Z(i); Ẑ
(i)
k,D) = I
(
Ci;U
†(Ẑ(i)k,D − bi)
)
. (97)
Next define the first k components of U†(Ẑ(i)k,D − bi) as
Z˜
(i)
k,D and, using (97), write
I(Z(i); Ẑ
(i)
k,D)
(a)
≥ I(Ci; Z˜(i)k,D)
= h(Ci)− h(Ci|Z˜(i)k,D)
= h(Ci)− h(Ci − Z˜(i)k,D|Z˜(i)k,D)
(b)
≥ h(Ci)− di
2
log
2pieE[‖Ci − Z˜(i)k,D‖2]
di
,
(98)
where (a) is due to the fact that reduction of random vari-
ables from one side of the mutual information, decrease
its value, and (b) is correct because conditioning decrease
the differential entropy, and also under the constant
second moment, the Gaussian RV with iid components
maximizes the differential entropy.
Moreover, we know that
‖Ci − Z˜(i)k,D‖22 ≤ ‖(CTi , 0, . . . , 0︸ ︷︷ ︸
m−di
)− U†(Ẑ(i)k,D − bi)‖22
(a)
= ‖Z(i) − Ẑ(i)k,D‖22, (99)
where (a) is correct because multiplication by a unitary
matrix preserves the norm of a vector.
Hence, using (99), we have
∞∑
i=1
piE[‖Ci − Z˜(i)k,D‖22]
≤
∞∑
i=1
piE[‖Z(i) − Ẑ(i)k,D‖2] ≤ D, (100)
where the last inequality is followed by the definition of
Z(i) and Ẑ(i)k,D and (89).
On the other hand the log-sum inequality implies that
∞∑
i=1
pidi
2
log
2pieE[‖Ci − Z˜(i)k,D‖22]
di
≤ d(Z
m)
2
log
2pie
∑∞
i=1 piE[‖Ci − Z˜(i)k,D‖22]
d(Zm)
(a)
≤ d(Z
m)
2
log
2pieD
d(Zm)
, (101)
where (a) is due to (100). Next, as a result of (88), (92),
(98), and (101) one has
R2(Z
m, D)
≥ lim inf
k→∞
I(Vm; Ẑ
m
k,D) +
∞∑
i=1
pih(Ci) (102)
− d(Z
m)
2
log
2pieD
d(Zm)
. (103)
Now using (93) and (103) one can prove
lim inf
D→0
(
R2(Y
m, D) +
d(Zm)
2
log
2pieD
d(Zm)
)
≥ H(Vm) +
∞∑
i=1
pih(Ci) (104)
• Step (ii) Assume that
Ẑ(i) = U(CTi +N
T
i , 0, . . . , 0︸ ︷︷ ︸
m−di
)T + bi, (105)
where Ni is a di-dimensional Gaussian RV with i.i.d
elements and variance Dd(Zm) . Also, assume that Ẑ
(i)’s
are independent from each other and Ci’s.
Next, let Ẑ be obtained as
Ẑm =
∞∑
i=1
1Vm=iẐ
(i). (106)
Then we have
E[‖Zm − Ẑm‖22] =
∞∑
i=1
piE[‖Z(i) − Ẑ(i)‖22] (107)
=
∞∑
i=1
piE[‖Ni‖22] =
∞∑
i=1
pidiD
di
= D.
(108)
Hence, one can see that
R(Zm, D) ≤ I(Zm; Ẑm). (109)
Using the same steps as in (92) we have that
I(Zm; Ẑm) = I(Vm; Ẑ
m) +
∞∑
i=1
piI(Z
(i); Ẑ(i)). (110)
Again, for the first expression, using (108) and [21, Lem.
3] we have that
lim
D→0
I(Vm; Ẑ
m) = H(Vm). (111)
For the second expression of (110), using the fact that
an invertible function preserves the value of mutual
information, we have that
I(Z(i); Ẑ(i)) = I(Ci;Ci +Ni)
= h(Ci +Ni)− h(Ci +Ni|Ci)
= h(Ci +Ni)− h(Ni|Ci)
(a)
= h(Ci +Ni)− h(Ni), (112)
where (a) is true because Ci is independent of Ni.
Next, using the assumption that h(Ci) > −∞ and the
fact that E[‖Ci‖βα <∞ (otherwise, E[‖Zm‖βα] =∞) we
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have
lim
D→0
h(Ci +Ni) = h(Ci). (113)
Finally, using (108) , (109) , (110) , (111), (112), and
(113) one can prove that
lim sup
D→0
(
R2(Z
m, D) +
d(Zm)
2
log
2pieD
d(Zm)
)
≤ H(Vm) +
∞∑
i=1
pih(Ci). (114)
The equality of (104) and (114) concludes the proof.
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We prove this theorem in three steps. (i) We prove that
h(Y˜i) > −∞, (ii) we prove that E[‖Ym‖βα] < ∞, and (iii)
utilize Lemma 4 to complete the proof.
• Step (i): Using (40) and (41) one can see that
h
(
Y˜i|V ′i = (s,xsd)
)
= h(D˜sU
†
sX
s
c), (115)
where Us and D˜s are defined in Lemma 6. The RHS is
only a function of s and invariant for variuos xsd. As a
result, we have
h(Y˜i) ≥ h(Y˜i|V ′i ) (116)
=
∑
(s,xsd)∈Ti
P
(
V ′i = (s,x
s
d)
)
h
(
Y˜i|V ′i = (s,xsd)
)
(117)
=
∑
s∈{0,1}n
P(ν = s)h(D˜sU†sXsc). (118)
Using the definition of Us and D˜s and by letting Bs =
D˜sU
†
s , one can see that Bs is a full row rank matrix.
Next, by augmentation of Bs with several zero columns,
one can form a matrix Bs,aug in which
BsX
s
c = Bs,augXc. (119)
It is easy to show that Bs,aug is also a full row rank,
since addition of zero columns does not make linear
dependence among rows. Using this fact, and using
Lemma 9, h(Xc) > −∞, and E[‖Xc‖βα] < ∞ we have
that
h(D˜sU
†
sX
s
c) = h(Bs,augXc) > −∞. (120)
Therefore, using (118) and the fact that s has a maximum
of 2n feasible values, one can prove that
h(Y˜i) > −∞. (121)
• Step (ii): Using Lemma 10 and the fact that
E[‖Xd‖βα],E[‖Xc‖βα] < ∞ one can find that
E[‖Xn‖βα] < ∞. Then utilizing Ym = AXn we prove
that E[‖Ym‖βα] < ‖A‖βαE[‖Xn‖βα] <∞, where ‖A‖α is
α-Schatten norm of matrix A.
• Step (iii): Using steps (i) and (ii) and Lemma 4 and by
substituting Ym → Zm, Y˜i → Ci, and V → Vm, in
which Y˜i and V are defined in (41) and (38), the proof
is completed.
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When rank(A) = m we have
dim
(
span
({a1, . . . ,am})) = m, (122)
where ai is the i’th column of A. It means {ai}mi=1 is
a set of linearly independent vectors. Consequently, using
basis extension theorem[33, Thm. 2.12], {a1, . . . ,am} can be
extended to a basis for Rn. In other words, there exist a set
{am+1, . . . ,an} so that
span
({a1, . . . ,an}) = Rn. (123)
Next, define the square matrix A˜ as A˜ = (a1, . . . ,an)T , so that
rank(A˜) = n and thus A˜ is invertible. Now, if we let Y˜n =
A˜Xn, the probability measure on Y˜n can be represented as a
pushforward measure on µXn(·) [34, Theorem 3.6.1]. In other
words, we have
µY˜n(B) = µXn(A˜−1B) (124a)
=
∫
xn∈A˜−1B
fXn(x
n)dxn (124b)
=
∫
yn∈B
fXn(A˜
−1y˜n)
|A˜| dy˜
n, (124c)
where (124b) follows from the absolutely continuity of Xn and
using Radon-Nikodym theorem, and (124c) follows because of
the rule of change of variable, and where |A˜| is the determinant
of matrix A˜.
By construction, we have that Ym = Y˜m and hence
µYm(B) = µY˜n
(B × Rn−m)
(a)
=
∫
y˜m∈B
∫
y˜nm+1∈Rn−m
fXn(A˜
−1y˜n)
|A˜| dy˜
n
m+1dy˜
m
1 ,
(125)
where (125) follows from Fubini’s theorem [27, Thm. 8.8] and
(124c). Using that theorem, we also conclude that if
g(y˜m) =
∫
y˜nm+1∈Rn−m
fXn(A˜
−1y˜n)
|A˜| dy˜
n
m+1, (126)
then g(y˜m) ∈ L1(Rm). Hence, using Radon-Nikodym theo-
rem and the fact that Ym has the integrable pdf g(y˜m), the
proof is completed.
APPENDIX H
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We can represent AXn as
AXn =
∑
s∈{0,1}n
1ν=sAX
n
=
∑
s∈{0,1}n
1ν=s(A
sXsc +A
sXsd)
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=
∑
s∈{0,1}n
∑
xsd∈Xs
1ν=s,Xsd=x
(AsXsc +A
sxsd). (127)
Applying the definition of Ti for i ∈ N before (38), one can
see
⋃
i∈N
Ti =
{
(s,xsd) : s ∈ {0, 1}n,xsd ∈ X sd
}
. As a result,
one can rewrite (127) as
AXn =
∑
i∈N
∑
(s,xsd)∈Ti
1ν=s,Xsd=x
(AsXsc +A
sxsd). (128)
Next, we deploy singular value decomposition for As as
As = Us
↼
DsUs
⇀
†, (129)
where Ds, Us
⇀
and Us
↼
indicates the diagonal m× k matrix of
the singular values, the k× k matrix of right-singular vectors
and the m ×m matrix of left-singular vectors of As, and k
represents the number of non-zero elements in s. Hence, we
see that
AsXsc +A
sxsd = Us
↼
(YTs , 0, . . . , 0︸ ︷︷ ︸
m−rank(As)
)T +Asxsd, (130)
where using Lemma 5, Ys is an absolutely continuous RV
defined as
Ys = D˜sUs
⇀
†Xsc, (131)
in which D˜s is a rank(As) × k matrix formed by the first
rank(As) rows of Ds. If we let {usi}i∈[n] be the columns of
Us
↼
, (130) reveals that AsXsc+A
sxsd is supported on the affine
subset A(s,xsd) of Rm, defined as
A(s,xsd) =
{ rank(As)∑
i=1
aiu
s
i + b
⊥(s,xsd) : a ∈ Rrank(A
s)
}
,
(132)
in which b⊥(s,xsd) is perpendicular element of A
sxsd to
span
({usi }i∈[rank(As)]). More specifically, b⊥(s,xsd) is de-
fined as
b⊥(s,xsd) = Us
↼
Ûs
↼
†
Asxsd, (133)
in which Ûs
↼
is an m ×m matrix, formed by zeroing off the
first rank(As) columns of Us
↼
.
The definition of Ti coupled with (132) marks out three
points. For every s in which (s,xsd) ∈ Ti,
• rank(As) = ri for a fixed real constant ri, and
• without loss of generality, we can assume that Us
↼
= Ui
↼
for a fixed unitary m×m matrix Ui
↼
, and
• b⊥(s,xsd) = bi for a fixed m-dimensional vector bi.
Rewriting (130) considering these points, one has
AsXsc +A
sxsd = Ui
↼
(
WT (s,xsd), 0, . . . , 0︸ ︷︷ ︸
m−ri
)T
+ bi, (134)
in which W(s,xsd) is defined in (40).
It is easy to verify that W(s,xsd) is independent from
(ν,Xsd).
To simplify the representation of AXn, we define random
variables V and V ′i for i ∈ N as
V =
∑
i∈N
1(ν,Xsd)∈Tii, (135)
V ′i =
{
(ν,Xsd) V = i,
Ti o.w.,
(136)
in which Ti is a random variable on Ti„ independent of V
with probability mass function
∀(s,xsd) ∈ Ti : P
(
Ti = (s,x
s
d)
)
=
Pν,Xνd (s,x
s
d)
P(V = i)
. (137)
Consequently, one can see that V and V ′i have probability
mass function as in (38) and (39).
With these notations in hand, we combine (128) and (134)
to rewrite AXn as
AXn =
∑
i∈N
1V=i
[
Ui
↼
(
Y˜i, 0, . . . , 0︸ ︷︷ ︸
m−ri
)T
+ bi
]
, (138)
where Y˜i is defined in (41). This representation coupled with
the definition of Y˜(i) in (46) proves (47)
One should note that by the definition of Xn and W(s,xsd)
in (3) and (40), W(s,xsd) is independent from (ν,X
s
d).
Moreover, the definition of V ′i clarifies that it is independent
from the choice of V . As a result, Y˜i, and so Y˜(i), is
independent from V . This point implies that (47) is a similar
representation to (2).
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Using Lemma 6, we know that an i-dimensional singularity
is corresponded to ν = s with rank (As) = i for s ∈ {0, 1}n,
where n = m + l1 + l2. Then we only need to find a bound
on the probability of selection of types of s which lead to this
equality.
We know that for the matrix A in (31), [l1 + l2 + 1 : n]’th
columns are linearly independent. Hence, if rank(As) = i,
then ‖s‖ ≤ l2 + l1 + i; otherwise, at least i+ 1 columns of A
has been selected within [l1 + l2 + 1 : n] and rank(As) is at
least i+ 1. As a consequence, we have
P(d ≤ k) ≤
k+l1+l2∑
i=0
(
n
i
)
αi(1− α)n−i
(a)
≤ exp
(
− nD(k+l2+l1n ‖α)), (139)
where (a) is a direct application of [35, Theorem 1] and the
assumption that k+l2+l1n < α.
On the other hand, we know that if only k columns are
selected between [l1 + l2 +1 : n], then rankAs = k. Formally,
we have
P(d ≥ k) ≥
n−l1−l2∑
i=k
(
n− l2 − l1
i
)
αi(1− α)n−l2−l1
(b)
≥ exp
(
− (n− l1 − l2)D
(
k
n−l2−l1 ‖α
))
, (140)
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where (b) is due to the equivalent form of [35, Theorem 1]
and if kn−l2−l1 > α. Finally, using the definition of n, the
proof is completed.
APPENDIX J
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Define X˜n as
X˜n = [Xk, 01×(n−k)], (141)
so that
R2(X˜
n, d) = inf
µ
X̂n|Xk :F(X̂n,Xk,d)
I
(
X˜n; X̂n
)
, (142)
where
F(X̂n,Xk, d) : E[‖Xk − X̂k‖22] + E[‖X̂nk+1‖22] < d. (143)
Next, using the fact that mutual information is invariant under
invertible transformations, we have that
R2(X˜
n, d) = inf
µ
X̂n|Xk :F(X̂n,Xk,d)
I(Xk; X̂n). (144)
Using the chain rule for mutual information, we can show that
R2(X˜
n, d) = inf
µ
X̂n|Xk :F(X̂n,Xk,d)
I(Xk; X̂k)
+ I(Xk; X̂nk+1|X̂k)
≥ inf
µ
X̂k|Xk :E[‖Xk−X̂k‖22]<d
I(Xk; X̂k)
= R2(X
k, d). (145)
Moreover, by setting X̂nk+1 = 0, we can show that
R2(X˜
n, d) ≤ inf
µ
X̂k|Xk :E[‖Xk−X̂k‖22]<d
I(X˜n; X̂k)
= inf
µ
X̂k|Xk :E[‖Xk−X̂k‖22]<d
I(Xk; X̂k)
= R2(X
k, d), (146)
which together with (145) completes the proof.
APPENDIX K
PROOF OF LEMMA 9
Using singular value decomposition, a unitary k× k matrix
U , a diagonal k× k matrix D, and a n× k matrix Vk exist in
which
A = U DV †k , (147)
and Vk is formed by the first columns of a unitary matrix V
as
V = [Vk, Vk+1,n]. (148)
Using the properties of the differential entropy we know that
h(AXn) = h(V †kX
n) +
k∑
i=1
log σi, (149)
in which σi 6= 0 (using the assumption of full-rank A) is the
i-th diagonal element of D. Hence, one only needs to prove
that
h(V †Xn) > −∞. (150)
Firstly, using rotation-invariance property of the differential
entropy, we know that
h(Xn) = h(V †Xn) = h(V †k+1,nX
n, V †kX
n) (151)
≤ h(V †k+1,nXn) + h(V †kXn). (152)
Moreover, we have that
E
[‖V †k+1,nXn‖βα] ≤ ‖Vk+1,n‖βαE[‖Xn‖βα] (153)
≤ k βαE[‖Xn‖βα], (154)
where ‖Vk+1,n‖α is α-Schatten norm of matrix Vk+1,n. Hence,
using maximum differential entropy under a known fidelity in
[3, Cor. 1] we conclude that
h(V †k+1,nX
n) ≤ logM, (155)
where
M = Vα,n−k ·
(
α·e·k βα E
[
‖Xn‖βα
]
n−k
)n−k
β · Γ
(
1 + n−kβ
)
,
(156)
and Vβ,n−k is the volume of unit (n − k)-dimensional ball
under the norm ‖ · ‖α a Γ(·) is the Gamma function.
Next, using this identity, (152), and the fact that h(Xn) >
−∞ one can prove (150) which completes the proof.
APPENDIX L
PROOF OF LEMMA 10
One can see that
‖Xn‖βα =
( n∑
i=1
|Xi|α
)β/α
(157)
(a)
=
( n∑
i=1
νi|Xci |α + (1− νi)|Xdi |α
)β/α
(158)
≤ (‖Xc‖αα + ‖Xd‖αα)β/α (159)
≤ max{1, 2β/α−1}(‖Xc‖βα + ‖Xd‖βα), (160)
where (a) is achieved using the definition of Xn in (3).
Therefore, the statement of this lemma is immediate.
APPENDIX M
PROOF OF LEMMA 11
Let r = min{1, β}. Since E[‖X‖βα] <∞, we have that
E[‖X‖rα] <∞. (161)
Next, we claim that
lim
D→0
E[‖X+N(D)‖rα] = E[‖X‖rα]. (162)
To prove this claim, one should note that ‖x‖r > ‖x‖1 for
any fixed vector x. As a result, one has∣∣E[‖X+N(D)‖rα]− E[‖X‖rα]∣∣ ≤ E[‖N(D)‖rα] (163)
17
≤
n∑
i=1
E[|N i(D)|r] (164)
in which the i’th element of N(D) is represented as N i(D).
One can see that N i(D) is also a normal RV with standard
deviation σi and
σi ≤ ‖Σ(D)‖F . (165)
As a result of this fact and [36, Theorem 3], one has
E[|N i(D)|r] ≤ ‖Σ(D)‖rF
2r/2Γ( r+12 )√
pi
, (166)
where Γ(.) is the Gamma function.
As a result of (164), (166) and the assumption that
limD→0 ‖Σ(D)‖F = 0, we have that
lim
D→0
E[‖X+N(D)‖rα] = E[‖X‖rα]. (167)
Finally, using (161), (167), the assumption that h(X) > −∞
and [3, Theorem 1], the proof of (59) is immediate.
