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Abstract Image segmentation is to extract meaningful objects from a given image. For degraded
images due to occlusions, obscurities or noises, the accuracy of the segmentation result can be
severely affected. To alleviate this problem, prior information about the target object is usually
introduced. In [10], a topology-preserving registration-based segmentation model was proposed,
which is restricted to segment 2D images only. In this paper, we propose a novel 3D topology-
preserving registration-based segmentation model with the hyperelastic regularization, which can
handle both 2D and 3D images. The existence of the solution of the proposed model is established.
We also propose a converging iterative scheme to solve the proposed model. Numerical experiments
have been carried out on the synthetic and real images, which demonstrate the effectiveness of our
proposed model.
Keywords Topology-Preserving · Image Segmentation · Image Registration · Hyperelastic
Regularization · Generalized Gauss-Newton Method
1 Introduction
The goal of image segmentation is to partition a given image into multiple meaningful segments,
which assists many image analysis tasks. As one of the most important problems in image processing,
image segmentation has a wide range of applications, especially in medical imaging [2,37].
Generally, the methods to image segmentation can be divided into two categories: region-based
methods and edge-based methods. For the region-based methods, the Mumford-Shah model [50]
and the Chan-Vese model [16] may be the most famous two. The Mumford-Shan model aims to find
a piecewise smooth approximation and segment the boundary of the target object. The Chan-Vese
model employs the level set implementation to solve the piecewise constant Mumford-Shah model,
which uses the Heaviside function as an indicator function. When the Chan-Vese model appeared,
it quickly attracted more and more attentions and a lot of works based on it were proposed to deal
with various situations. Specifically, [14] extends the Chan-Vese model to the vector-valued images,
[11] considers the texture images and [44] aims segmenting the multiple objects simultaneously.
However, these models are nonconvex and the solution may be a local minimizer and depend on the
position of the initial guess. To overcome this difficulty, [13] proposed a method to find the global
minimizer by restating the Chan-Vese model to a convex model under certain conditions. For the
edge-based methods, the first one is proposed in [40] by deforming a parameter curve towards the
final solution curve to locate the edges of the target object. Here, the curve is deformed by acting
the internal and external forces. To make the improvement, [8] introduces a geodesic active contour
model which allows the topology changes of the evolving curves and [43] proposes a vector field
convolutions as a new external force to enhance the robustness with respect to the noise.
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The above mentioned methods are all global segmentation methods, namely finding all the mean-
ing objects in the given image. However, under some circumstances, we just want to pick up some
particular target objects rather than all the target objects. The model to meet this requirement is
called the selective segmentation model. A selective segmentation model is proposed in [31] by comb-
ing the geodesic active contour with the geometric constraint. [1] further incorporates an intensity-
based constraint to improve the robustness. However, this model may fail if the adjacent objects
have the similar intensity value with the target object. Then [64] develops an adaptively varying
narrow band algorithm to overcome this difficulty. More recently, [53] proposes a convex selective
model by incorporating an edge-weighted geodesic distance, which allows arbitrary initialization. In
addition, [63] proposes an effective and efficient algorithm for the 3D selective segmentation.
Although there are many kinds of different segmentation methods, the task of image segmentation
remains challenging in many scenarios. For instance, when the given image is corrupted or obscured,
many existing segmentation tools may fail to segment the desired object accurately, but excluding
some crucial regions. Also, when images are degraded by overexposure or underexposure, most
intensity-based segmentation models cannot segment the target object accurately as a whole. Thus,
it is necessary to develop a more accurate segmentation method to handle these situations. In
order to overcome this difficulty, prior information about the target object is usually introduced.
[23] combines the shape prior with the Chan-Vese model. Here, a labelling level set function is
introduced to indicate the regions where the shape prior is enforced. [12] also introduces a labelling
level set function but here, it allows the translation, rotation and scaling of the prior shapes. [57]
combines the shape prior with the level set method which can segment multiple covering objects
simultaneously.
In this work, we consider the topological structure of the target object as the prior information.
In 2018, Chan et al. proposed a topology-preserving quasiconformal-based segmentation model [10].
The main idea of this work is to bijectively deform a reference template with the prescribed topology
to segment the target object in an image. The deformation map is obtained by finding an optimal
quasiconformal mapping. Quasiconformal mappings have been widely used for different imaging
tasks [45], including image registration [58,20,59,42,56,41] and image analysis [18,9,19,47,60]. Since
the deformation map is bijective, the topology-preserving property can be guaranteed. This method
has shown to be successful to achieve accurate segmentation results, even for degraded 2D images.
The method is further extended to image segmentation problem with convexity prior enforced [55].
Nevertheless, this model suffers from a major limitation. As the method is based on the quasi-
conformal theory that is only defined in complex space, the segmentation model can only deal with
2D images and can not be extended to 3D (or higher dimensional) segmentation problems.
In this paper, our main goal is to extend the idea of [10] to 3D segmentation. More specifically,
we propose a novel 3D topology-preserving registration-based segmentation model with the hyper-
elastic regularization [7,25]. The existence of the solution of our proposed model is theoretically
established. In addition, we propose a converging Generalized Gauss-Newton iterative scheme to
solve the proposed model. Numerical experiments have been carried out on the synthetic and real
images, which illustrate the effectiveness of our proposed method.
The contributions of this paper are three-fold:
1. First, this work proposes a novel topology-preserving segmentation model, which can handle
images in 3D.
2. Second, we prove the existence of the solution of our proposed model. Here, compared with the
conventional variational model for image registration, the proposed model contains not only an
infinite dimensional variable but also a finite dimensional variable. To employ the direct method
in the calculus of variations, we make a modification for [54] and introduce a product space to
complete the proof.
3. Based on the generalized Gauss-Newton framework, we develop an iterative scheme to numeri-
cally solve the proposed model. We also prove the subsequence generated by this iterative scheme
can converge to a critical point.
The paper is organized as follows. The related works are reviewed in Section 2. In Section 3, a
proposed segmentation model is given in details. In Section 4, numerical implementation is described
and numerical experiments are illustrated in Section 5. Finally, a conclusion is summarized in Section
6.
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2 Related Work
In this section, we review the related works, including image segmentation, image registration and
registration-based segmentation.
2.1 Image Segmentation
Image segmentation is to identify the boundary of the target object to extract the target object.
Let Ω be a rectangular image domain and I : Ω → R be an image. Then the boundary of the target
object can be considered as a closed curve C ⊂ Ω.
As one of the most classical segmentation model, the piecewise constant Mumford-Shah model
[50] is to find a best piecewise constant function with unknown values c1 and c2 to approximate the












where λi, i = 1, ..., 4 are nonnegative weighting parameters.
In order to solve the model (1), by using the Heaviside function H, Dirac measure δ0 and the level
set function φ, the variational model (1) can be converted into the following equivalent formulation,
namely, the famous Chan-Vese model:
min
φ,c1,c2















For more details about the Chan-Vese model, please refer to [6,14,15,16,30].
2.2 Image Registration
Image registration aims to find a plausible transformation to match the corresponding data. The
general variational framework for image registration [48,49] can be built as follows:
min
y
J (y) := D(T ◦ y, R) + αR(y), (3)
where y(x) : Rd → Rd is the transformation, T (x) : Ω ⊂ Rd → R is the template, R(x) : Ω ⊂ Rd →
R is the reference, d is the dimension of the image, T ◦ y is the deformed template, D(T ◦ y, R) is
the fitting term to measure the difference between the deformed template and reference, R(y) is the
regularization and α is a non-negative weighting parameter.
For the fitting term, under the the monomodality case, the most widely used choice is the sum
of squared differences (SSD) [48,49,61]:





For the multimodality image registration, mutual information, normalized cross correlation or nor-
malized gradient field may be a good candidate [33,36,46,49].
For the regularization term, there also exist many different choices [5,7,21,22,25,26,27,28,39,
62] and here, we mainly highlight the hyperelastic regularizer [7,25]. The hyperelastic regularizer in
image registration was firstly used by Droske and Rumpf [25] in 2004. Generally, the formulation of




W (∇y, cof∇y,det∇y)dx, (5)
where ∇y is the Jacobian matrix of the transformation y with respect to x, cof∇y is the cofactor
matrix of ∇y, det∇y is the determinant of ∇y and W : R3,3 × R3,3 × R → R is supposed to be
convex. It is well known that ∇y, cof∇y and det∇y have the relationships with the change of the
length, area and volume of the transformation y, respectively. Hence, the hyperelastic regularizer can
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control the change of the length, area and volume of the transformation y. Here, it also assumes that
RHyper(y) penalizes volume shrinkage, i.e., W (A,S, V ) V→0−→ ∞. This will enable us to successfully
control singularity sets and further, it can lead to a diffeomorphic transformation [7,25].
Specifically, in [7], W (∇y, cof∇y,det∇y) is defined as the following formulation:
W (∇y, cof∇y,det∇y) := αlφl(∇y) + αsφw,c(cof∇y) + αvφv(det∇y), (6)
where φl(X) = ‖X− Id‖2Fro/2, φw(X) = (‖X‖2Fro− 3)2/2, φc(X) = max{‖X‖2Fro− 3, 0}2/2, φv(x) =
((x − 1)2/x)2, ‖ · ‖Fro represents the Frobenius norm and Id is the identity mapping. Here, φc is
the convex envelop of φw and theoretically superior. But φc does not penalize surface shrinkage, so
the double well φw is practically superior [7]. We also note that φv(x) = φv(1/x) which means that
shrinkage and growth have the same price.
In addition, we have the following existence theorem.
Theorem 1 (Theorem 1 in [7]) Given images R, T ∈ C(R3,R), compactly supported in Ω, a
polyconvex distance measure D(T ◦ y, R) := D(T,R;y,∇y,det∇y) with D ≥ 0, RHyper as in (6),




∣∣∣∣ ≤ |Ω|(M + diam(Ω))} (7)
and
A0 := {y ∈W 1,2(Ω,R3) : cof∇y ∈ L4(Ω,R3,3),det∇y ∈ L2(Ω,R),det∇y > 0 a.e.}, (8)
we assume that the registration functional J (y) (3) satisfies J (Id) <∞. Then there exists at least
one minimizer y∗ ∈ A of the functional J (y) (3). Here, M ∈ R is a constant and |Ω| and diam(Ω)
represent the volume and the diameter of the region Ω, respectively.
2.3 Registration-Based Segmentation
The registration-based segmentation model is to partition the given image with the help of image
registration. Specifically, we take the target image I as the template and artificially construct a
reference J involving the prior information. Then by finding the suitable transformation y to match
I(y) and J , we can determine the boundary of the target object in the image I by computing y(x̂),
where x̂ is on the boundary of the prior object in the image J .
Next, we review a registration-based segmentation model using the Beltrami representation pro-
posed in [10]. Before reviewing this work, we briefly recall the quasi-conformal theory.








for some complex-valued Lebesgue measurable µ [4] satisfying ‖µ‖ < 1. Here, µ is called the Beltrami
coefficient. Hence, a quasi-conformal mapping is an orientation-preserving homeomorphism and
its first-order approximation takes small circles to small ellipses of bounded eccentricity [29]. The
following theorem builds a link between a mapping f and the Beltrami coefficient µ.
Theorem 2 (Measurable Riemann Mapping Theorem [29]) Suppose µ : C→ C is Lebesgue
measurable satisfying ‖µ‖ < 1, then there exists a quasi-conformal mapping f : C→ C in the Sobolev
space W 1,2 that satisfies the Beltrami equation in the distribution sense. Furthermore, assuming that
the mapping is stationary at 0, 1 and ∞, then the associated quasi-conformal mapping f is uniquely
determined.
Let Ω ⊂ C be an image domain and I : Ω → R be an image including an object D ⊂ Ω. Let
J : Ω → R be an image of D̂, called the topological prior image of I, where D̂ is a simple object,




c1, if z ∈ D̂,
c2, if z ∈ Ω \ D̂.
(10)
Hence, the following variational model is proposed in [10]:
min
c1,c2,µ
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subject to the Dirichlet boundary condition and point-wise norm constraint
µ = 0 on ∂Ω, ‖µ‖∞ < 1 in Ω, (12)
where fµ denotes the mapping f associated with the Beltrami coefficient µ and η and λ are weighting
parameters. Since the model (11) can lead to a mapping f with ‖µ‖∞ < 1, the resulting mapping f
is bijective. As mentioned before, we can find the boundary of the target object by computing f(Ĉ)
where Ĉ is the the boundary of the prior object in the image J . Further since f is bijective, then
the topological structure of Ĉ and f(Ĉ) must be same. In this sense, the resulting segmentation is
topology-preserving.
In order to solve (11), an alternating method is employed. For finding c1 and c2 with µ fixed, it















For finding µ with c1 and c2 fixed, a splitting method is chosen by introducing an auxiliary variable















The alternating method is used again to solve (15).
However, since the Beltrami coefficient is only defined in complex space, this model cannot be
directly extended to the 3D topology-preserving image segmentation.
3 Proposed Model
Let us recall the model (11): it has two parts, fitting term and regularization term. Compared
with the classical registration model (3), the fitting term in (11) is borrowed from the Chan-Vese
model. Hence, the registration-based segmentation model can be considered as a combination of the
Chan-Vese segmentation and image registration.
For the fitting term in (11), it can easily be extended to 3D case. However, since the Beltrami
coefficient is only defined in complex space, the regularization term in (11) cannot be directly
extended to 3D case. In order to overcome this difficulty, our idea is very simple: we replace the
Beltrami regularizer with another regularizer, which can deal with 3D image registration and lead to
a bijective transformation. Hence, our proposed model is a 3D topology-preserving registration-based
segmentation model.
Now, we present our proposed model. For the fitting term, we extend the prior image containing
multiple objects rather than only one target object. Hence, our prior image can be defined as follows:
J(x) =

c1, if x ∈ Ω1,
· · ·
cm, if x ∈ Ωm,
(16)
where m is prescribed by the user, Ω = Ω1 ∪ ... ∪ Ωm and Ωi ∩ Ωj = ∅, for 1 ≤ i 6= j ≤ m. By





For the regularizer, we choose the hyperelastic regularizer (6) reviewed in Section 2. Then our
proposed model can be formulated in the following:
min
y,c=(c1,...,cm)
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Remark 1 A similar fitting term has been used in the multi-modality image registration [38]. In [38],





(T (x)− w(R(x)))2dx, (19)
where w is a function from R→ R. If we further let R(x) be constant on Ωl, then (19) is equivalent











(T (x)− wl)2dx, (20)
where wl = w(R(x)) for x in Ωl. Here, we want to point out that in (20), Ωl is determined by the
intensity value of R(x) and for each Ωl, the intensity values of R(x) are different. But for (18), Ωl
is determined by the prescribed region and more importantly, the corresponding cl for different Ωl
can be same.
Next, we investigate the existence of the solution of the proposed model (18). Comparing the
registration functional J (y) (3) with the proposed model F(y, c) (18), we can find that the only
difference comes from the fitting term. Hence, we can prove the existence of the solution of the
proposed model (18) based on the Theorem 1 with a slight modification.
Here, we just follow the direct method in the calculus of variations. Usually, the direct method
in the calculus of variations can be divided into three steps:
1. Take a minimizing sequence;
2. Show that some subsequence converges to a point in the feasible space with respect to some
topology;
3. Show that the functional is weakly lower semi-continuous with respect to this topology.
The first step is trivial if the functional is bounded below. If the feasible set is reflexive and the
functional is coercive, then the second step is satisfied. Since A is reflexive, naturally we define a
product space A×Rm which is also reflexive as the feasible space of the proposed model (18). Then
we can build the following two lemmas to make the second and third steps satisfied.
Lemma 1 If I ∈ C(R3,R) is compactly supported in Ω, then the functional F in (18) satisfies a
coercivity, i.e., there exist constants β > 0 and γ ∈ R such that for all (y, c) ∈ A× Rm it holds
F(y, c) ≥ β + γ(‖y‖2W 1,2 + ‖cof∇y‖4L4 + ‖ det∇y‖2L2 + ‖c‖2l2). (21)
Proof Firstly, by Lemma 1 in Section 3.3 of [54], there exist constants β1 > 0 and γ1 ∈ R such that
for all y ∈ A it holds
RHyper(y) ≥ β1 + γ1(‖y‖2W 1,2 + ‖cof∇y‖4L4 + ‖det∇y‖2L2).
Secondly, since I ∈ C(R3,R) is compactly supported in Ω, we have constants β2 > 0 and γ2 ∈ R















(I(y)− cl)2dx ≥ β2 + γ2‖c‖2l2 .
Hence, set β = min{β1, β2} and γ = min{γ1, γ2}. Then we have
F(y, c) ≥ β + γ(‖y‖2W 1,2 + ‖cof∇y‖4L4 + ‖ det∇y‖2L2 + ‖c‖2l2).
and the proof is complete.
Lemma 2 If I ∈ C(R3,R) is compactly supported in Ω, for the functional F in (18), when yk ⇀ y






F(x,yk,∇yk, cof∇yk,det∇yk, ck)dx ≥
∫
Ω
F(x,y,∇y, H, v, c)dx (22)
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RHyper(x,y,∇y, H, v)dx. (23)
Secondly, due to the compact embedding of W 1,2 ⊂ L2, yk ⇀ y in W 1,2 implies yk → y in L2.































Then combining (23) and (24), the proof is complete.
Now, we are in position to give the existence of the solution of the proposed model (18).
Theorem 3 If I ∈ C(R3,R) is compactly supported in Ω, then for the functional F in (18), there
exists at least one minimizer (y∗, c∗) ∈ A× Rm.




F(yk, ck) = inf
(y,c)∈A×Rm
F(y, c).
In addition, we can assume that {F(yk, ck)}k∈N is bounded by a constant ρ > 0.
By Lemma 1, we have that the sequence {(yk, cof∇yk,det∇yk)}k∈N is bounded in the Banach
space Ψ = W 1,2 × L4 × L2 and the sequence {ck}k∈N is bounded in Rm. Hence, there exists a
subsequence {(ykj , cof∇ykj ,det∇ykj , ckj )}j∈N, such that ykj ⇀ y∗ in W 1,2, cof∇ykj ⇀ H in L4,
det∇ykj ⇀ v in L2 and ckj → c∗ in Rm. By Theorem 4 in Section 3.3 of [54], we have H = cof∇y∗










In addition, we also need to check ∇y∗ > 0 almost everywhere in Ω. Fix ε ∈ [0, 1) and consider




















Due to φv(ε)→∞ as ε→ 0+, we have |Ωε=0| is zero. So ∇y∗ > 0 almost everywhere in Ω and y∗
actually lies in A.
Hence, (y∗, c∗) ∈ A× Rm is a minimizer of F in (18), which follows from
inf
(y,c)∈A×Rm
F(y, c) = lim
k→∞
F(yk, ck) = lim
j→∞
F(ykj , ckj ) ≥ F(y∗, c∗) ≥ inf
(y,c)∈A×Rm
F(y, c) (25)
and completes the proof.
Here, we can note that Theorem 3 ensures that the proposed model (18) can generate a bijective
transformation y, namely, the proposed model (18) is indeed topology-preserving.
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4 Numerical Implementation
In this section, we show the details about how to solve the proposed model (18). Here, we choose the
first-discretize-then-optimize method. The main idea of this method is that: directly discretize the
variational model (18) by a proper discretization scheme to derive an unconstrained finite dimen-
sional optimization problem and then choose a suitable optimization algorithm to solve the resulting
unconstrained finite dimensional optimization.
4.1 Discretization
For simplicity, we discretize our proposed model (18) on the spatial domain Ω = [0, 1]3. In the





3) = (ih, jh, kh), 0 ≤ i ≤ n, 0 ≤ j ≤ n, 0 ≤ k ≤ n}, where h = 1n . Similarly, the spatial




3) = (ih, jh, kh), 0 ≤
i ≤ n, 0 ≤ j ≤ n, 0 ≤ k ≤ n}. We discretize the transformation y on the nodal grid, namely






















3)). In order to simplify the
presentation, according to the lexicographical ordering, we reshape



























C = (c1, ..., cm)
T ∈ Rm×1.
4.1.1 Discretization of Fitting Term in (18)
Here, we assume that the intensity values of the discretized image are defined on the cell-centered
grid. Hence, we first give an averaging matrix P from the nodal grid Y to the cell-centered grid PY
[32,35]. Then for the deformed template image I(y), we can set ~I(PY ) ∈ Rn3×1 as the discretized
deformed template image. To discretize the prior image J(x) =
∑m
l=1 clXΩl(x), we define a matrix
M ∈ Rn3×m, where Mi,j is 1 if the intensity value of the i-th voxel of the discretized prior image is
cj otherwise Mi,j is 0. Then we have MC as the discretized prior image.





(I(y)− J)2dx ≈ h
3
2
(~I(PY )−MC)T (~I(PY )−MC). (26)
4.1.2 Discretization of Regularizer in (18)







(Y −X)TATA(Y −X), (27)
where A is shown in Appendix A.
To discretize the surface term and volume term in (6), [7] has ensured the regularity of various
partitions and in [7], each voxel divided into 24 tetrahedrons is employed. Although this division
possesses the symmetry, its disadvantage is the computational costs. In addition, in order to take the
multilevel strategy, an interpolation operator from coarse level to fine level is indispensable. However,
the usually used bilinear interpolation is not consistent for the Jacobian determinant in the coarse
and fine levels, which means that the discretized Jacobian determinant is positive in the coarse
level but after interpolation, it may be negative in the fine level. Hence, in the implementation,
we take the standard finite element division to divide each voxel into 6 tetrahedrons (Figure 1).
The computational cost is less and much importantly, in the multilevel strategy, we can use nodal
interpolation to make the Jacobian determinant in the coarse and fine levels consistent.
In each tetrahedron, we use three linear interpolation functions to approximate y1, y2 and y3.
Hence, for the surface term and volume term in (6), we have the following approximation:∫
Ω
αsφw(cof∇y) + αvφv(det∇y)dx ≈
h3
6
(αsφw(s(Y )) + αvφv(v(Y )))
T e, (28)

















Fig. 1 Partition of a voxel. V1, ..., V8 are vertices.
where s(Y ) and v(Y ) are shown in Appendix B, φw(s(Y )) is a vector function whose ith component
is φw(s(Y )i), φv(v(Y )) is a vector function whose ith component is φv(v(Y )i) and e is a vector
whose all components are all equal to 1.














(αsφw(s(Y )) + αvφv(v(Y )))
T e.
(29)
Remark 2 (i) Since PY usually does not correspond to voxel points, interpolation operator is nec-
essary at all steps. Here we choose cubic-spline interpolation [49] to compute ~I(PY ). Linear inter-
polation cannot be applied because it is not differentiable at grid points. If y(x) is out of Ω, the
intensity value of T (y(x)) is set to be 0. (ii) For the boundary conditions, we consider both the
Dirichlet boundary conditions and the natural boundary conditions.
4.2 Optimization Method
In this part, we show the details about the optimization method to solve the resulting finite opti-
mization problem (29). Different from the Chan-Vese model (2) and Beltrami representation based
model (11), we consider the variables Y and C as a whole part. Hence, we do not need to employ
the alternating direction method.
Our aim is to generate a sequence {(Y k, Ck)|v(Y k) > 0}k∈N converging to a point (Y,C) that
satisfies v(Y ) > 0, where v(Y ) in Appendix B is the discretized Jacobian determinant and v(Y ) > 0
indicates that all the components of v(Y ) are larger than 0.










where ηk is the step length generated by a line search strategy and pk is the search direction. We
first discuss how to compute the search direction pk and then discuss how to define the step length
ηk.
4.2.1 Search Direction p
In the implementation, the search direction p is generated by solving the generalized Gauss-Newton
system:
Ĥp = −d, (31)
where d and Ĥ are the gradient and the approximated Hessian of (29), respectively.
Before computing the approximated Hessian Ĥ, we first briefly review the Gauss-Newton method
and the generalized Gauss-Newton method.
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where r(x) = (r1(x), ..., rm(x))
T : Rn → Rm is a residual vector function and each rj for 1 ≤
j ≤ m is a smooth function from Rn → R. Then the gradient and Hessian of f1(x) are as follows,
respectively:
∇f1(x) = Jr(x)Tr(x),










The Gauss-Newton method is to solve the Gauss-Newton system
JTr Jrp = −∇f1 (34)
to obtain the search direction. From (33), we can see that the Gauss-Newton method is a modified
Newton’s method. Here, if Jr is full rank, (34) will lead to a descent direction. In addition, the Gauss-
Newton system only involves the first order information and omit the second order information which
can save the computational cost [51].
Next, consider a general minimization problem:
min
x
f2(x) := g(h(x)), (35)
where g : Rm → R is a smooth function and h = (h1, ..., hm)T : Rn → Rm is a smooth vector
function. Then the gradient and Hessian of f2(x) are as follows, respectively:
∇f2(x) = Jh(x)T∇g(h(x)),










Directly following the Gauss-Newton method and omitting the second order term, we can get the
generalized Gauss-Newton system [24]:
Jh(x)
T∇2g(h(x))Jh(x)p = −∇f2. (37)
Here, if Jh is full rank and ∇2g(h(x)) is symmetric positive definite, then the search direction p
derived by (37) is a descent direction becasue the matrix of (37) is symmetric positive definite.
Now, we return to the computation of the gradient d and the approximated Hessian Ĥ of (29).
To compute the gradient d easily, we introduce s1, ..., s9 and set
s1 = D5Y D9Y −D6Y D8Y, s2 = D6Y D7Y −D4Y D9Y, s3 = D4Y D8Y −D5Y D7Y,
s4 = D3Y D8Y −D2Y D9Y, s5 = D1Y D9Y −D3Y D7Y, s6 = D2Y D7Y −D1Y D8Y,
s7 = D2Y D6Y −D3Y D5Y, s8 = D3Y D4Y −D1Y D6Y, s9 = D1Y D5Y −D2Y D4Y.
(38)
Here, Dl, 1 ≤ l ≤ 9 are defined in Appendix B and  indicates the Hadamard product. Recall the
definition of φw(s(Y )) in (28) and we have φw(s(Y )) =
1
2 (S−3) (S−3), where S =
∑9
i=1 sisi.




~I(PY )−MC) + αlh3ATA(Y −X) + h
3
6 (αsdS




where ~IPY is the Jacobian of ~I with respect to PY , dS is the Jacobian of S with respect to Y , dv
is the Jacobian of v with respect to Y and dφv is a vector whose ith component is φ
′
v(vi).
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Then following the idea of the generalized Gauss-Newton method, we omit the second order term









Td2φvdv) + γI −h3PT ~ITPYM
−h3MT ~IPY P h3MTM
)
, (40)
where I is the identity matrix, d2φv is a diagonal matrix and the ith component of the diagonal is
φ′′v(vi). The choice of γ depends on the choice of the boundary condition: γ is 0 for the Dirichlet
boundary conditions or γ is a positive number for the natural boundary conditions.
The following lemma illustrates that the approximated Hessian Ĥ (40) is symmetric positive
definite.
Lemma 3 The approximated Hessian Ĥ (40) is symmetric positive definite.




that vT Ĥv ≤ 0. Hence, we have









Since we assume that v(Y ) > 0, d2φv is a positive definite matrix. Then each term in the right
hand side of (41) is nonnegative.
i Natural boundary conditions. Here, γ is a positive number. To satisfy vT Ĥv ≤ 0, v1 must be a
zero vector and Mv2 is also a zero vector. Because M is a full row rank matrix constructed in
Section 4.1.1, v2 is also a zero vector, which is a contraction.
ii Dirichlet boundary conditions. Here, γ is 0. But A is full rank under the Dirichlet boundary
conditions and hence, ATA is symmetric positive definite. Following the above discussion, we
obtain that v1 and v2 are both zero vectors, which is also a contradiction.
Hence, the approximated Hessian Ĥ (40) is symmetric positive definite.
Lemma 3 ensures that the search direction p generated by solving the generalized Gauss-Newton
system (31) is a descent direction. Here, we choose MINRES to solve this system (31) [3,52] and
the tolerance for the relative residual is set to 0.1. At the same time, we consider a preconditioner,





and T is a tridiagonal matrix composed of the diagonals
of blocks of upper right part of the approximated Hessian Ĥ. We note that MTM is a diagonal
matrix. By using the Cholesky decomposition and two back substitutions, the computational cost
of solving Qx = b is only O(3(n+ 1)3 +m).
Remark 3 (i) Here, the reason that we choose MINRES rather than CG is based on our numerical
experience. Compared with CG, MINRES can use less iterations to reach the stopping criteria. (ii)
In the implementation, we provide a matrix-free version which can speed up the algorithm since we
do not need to formulate and store the matrix Ĥ.
4.2.2 Step Length η
The step length η is chosen according to the backtracking strategy and simultaneously satisfies the
sufficient decrease condition and guarantees the bijectivity. Hence, the line search strategy can be
summarized in Algorithm 1.
Algorithm 1 Line Search Strategy for finding the step length η: η ← LS(F, Y,C, p, d)
Step 1: Set δ = 10−4;
Step 2: Find the smallest integer ik ≥ 0 such that η = (0.5)ik ensures
F (Ỹ , C̃) ≤ F (Y,C) + ηδdT p and v(Ỹ ) > 0, where (Ỹ T , C̃T )T = (Y T , CT )T + ηp.
The following lemma guarantees the existence of the step length η provided by Algorithm 1.
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Lemma 4 If the current iterative point (Y,C) satisfies v(Y ) > 0, p is obtained by solving (31) and
δ ∈ (0, 1), there exists ξ > 0 such that
F (Ỹ , C̃) ≤ F (Y,C) + tδdT p and v(Ỹ ) > 0,
for all t ∈ [0, ξ), where (Ỹ T , C̃T )T = (Y T , CT )T + tp.
Proof Firstly, as F is differentiable and δ ∈ (0, 1), we have
lim
t→0
F (Ỹ , C̃)− F (Y,C)
t
= dT p = −dT Ĥ−1d
< δdT Ĥ−1d (Ĥ is SPD)
= δdT p.
(42)
Hence, there exists ξ1 > 0 such that
F (Ỹ , C̃)− F (Y,C)
t
< δdT p, (43)
for all t ∈ (0, ξ1). Therefore,
F (Ỹ , C̃) ≤ F (Y,C) + tδdT p, ∀ t ∈ [0, ξ1).
Secondly, recall the definition of v in (53). Then we have





3f3 are the combinations of the corresponding terms containing t, t
2 and t3.
Since v(Y ) > 0, there exists ξ2 > 0 such that v(Ỹ ) > 0 for all t ∈ [0, ξ2).
Finally, set ξ = min{ξ1, ξ2} and the proof is complete.
Hence, for the step length η, we just need to find the smallest integer ik ≥ 0 such that η =
(0.5)ik ≤ ξ.
4.2.3 Convergence of The Generalized Gauss-Newton Method
Now, we can summarize the generalized Gauss-Newton method in Algorithm 2. Here, the stopping
Algorithm 2 Generalized Gauss-Newton Method for Topology-Preserving Image Segmentation:
(Y,C)← GGN(αl, αs, αv, Y 0, C0, I, J)
Step 1: For (29), compute F (Y 0, C0), d0 and Ĥ0;
Step 2: Set k = 0;
while “the stopping criteria are not satisfied” do
— Solve Ĥkpk = −dk from (31);
— Update (Y k+1, Ck+1) by (30);
— k = k + 1;
— compute F (Y k, Ck), dk and Ĥk;
end while
criteria in Algorithm 2 is consistent with the literature [49,61], namely, when the change in the
objective function, the norm of the update and the norm of the gradient are all sufficiently small,
the iterations are terminated.
Next, we discuss the convergence of Algorithm 2. First, we review a theorem from [17].
Theorem 4 (Theorem 2 in [17]) Consider a finite-dimensional optimization problem:
min
x∈Rn
f(x) s.t. x ∈ X , (45)
where f : Rn → R is a differentiable function and X ⊂ Rn is an open set. The iterative scheme is
as follows:
xk+1 = xk − ηk(Bk)−1∇f(xk) and xk+1 ∈ X , (46)
where ηk is derived by Armijo strategy and Bk is a symmetric and positive definite matrix. If the
following conditions are satisfied:
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A1 The set L(x0) = {x ∈ Rn|f(x) ≤ f(x0)} is compact.
A2 ∇f : Rn → Rn is L-Lipschitz.
A3 There exist constants κ1 ≥ κ0 > 0 such that
κ0I  Bk  κ1I, ∀k.
then given x0 ∈ X , the sequence {xk} ⊂ X generated by the iterative scheme (46) from x0 admits a
subsequence that converges either to a point in the boundary of X or to a critical point of f in X .
Based on Theorem 4, we have the following convergence theorem for Algorithm 2.
Theorem 5 For the resulting finite-dimensional optimization problem (29), given (Y 0, C0) satis-
fying v(Y 0) > 0, the sequence {(Y k, Ck)|v(Y k) > 0}k∈N generated by Algorithm 2 from (Y 0, C0)
admits a sequence that converges to a critical point (Y ∗, C∗) of F and v(Y ∗) > 0.
Proof Define X = {Y |v(Y ) > 0} × Rm and obviously, X is an open set. Because the initial guess
point (Y 0, C0) satisfies v(Y 0) > 0, according to Lemma 4, Algorithm 2 will generate a sequence
{(Y k, Ck)|v(Y k) > 0}k∈N ⊂ X such that F (Y 0, C0) > F (Y 1, C1) > · · · > F (Y k, Ck) > · · · .
Next, we will prove that the three conditions in Theorem 4 are satisfied.
For A1, in reality, we just need to prove that there exists a compact set X1 such that {(Y k, Ck)|v(Y k) >
0}k∈N ⊂ X1. Since the discretized deformed template ~I(PY ) is bounded, C is bounded and no mat-
ter the Dirichlet boundary conditions or the natural boundary conditions are employed, Y is also
bounded. Recall (29) and note that F (Y,C) will be infinity if any component of v(Y ) goes to 0 or
∞. So there exist a, a1, ..., am and b, b1, ..., bm such that {(Y k, Ck)|v(Y k) > 0}k∈N ⊂ X1 = {Y |a ≤
v(Y ) ≤ b} ×Πml=1[al, bl].
For A2, since F (Y,C) in (29) is second order differentiable for (Y,C) ∈ X1, ∇F (Y,C) is L-
Lipschitz for (Y,C) ∈ X1.
For A3, since {(Y k, Ck)}k∈N generated by Algorithm 2 are in X1, this condition is also satisfied.
First, since X1 is compact, we can find κ1 such that Ĥk  κ1I. If the Dirichlet boundary conditions
are employed, since ATA is a constant matrix which is symmetric and positive definite, we can set
the smallest eigenvalue of ATA as κ0 such that κ0I  Ĥk. Or if the natural boundary conditions
are employed, since γ is a fixed positive number, we can set γ as κ0 such that κ0I  Ĥk.
Hence, from Theorem 4, we can get that the sequence {(Y k, Ck)|v(Y k) > 0}k∈N generated
by Algorithm 2 from (Y 0, C0) satisfying v(Y 0) > 0 admits a subsequence that converges to a
critical point (Y ∗, C∗) of F and v(Y ∗) > 0 or to a point (Y ∗, C∗) which is in the boundary of X ,
namely satisfying v(Y ∗) = 0. But we know that F (Y ∗, C∗) will be infinite if v(Y ∗) = 0, which is a
contradiction. So the proof is complete.
Remark 4 According to the worst-case analysis in [17], Algorithm 2 takes at most O(ε−2) iterations
to generate a point (Ŷ , Ĉ) satisfying v(Ŷ ) > 0 such that ‖∇F (Ŷ , Ĉ)‖ ≤ ε.
4.2.4 Multilevel Strategy
As a standard procedure to provide a good initial guess, the multilevel strategy is used in the
implementation [34,49]. Firstly, we coarsen the template and the reference by L levels. On the




](xi,j,k∈Ωl) , 1 ≤ l ≤ m as the initial guess point, where
](xi,j,k ∈ Ωcl ) denotes the number of cell-centered points in Ωl. Then we can obtain (Y1, C1) by
solving our model (29) on the coarsest level. To give a good initial guess for the finer level, we
adopt the nodal interpolation on Y1 to obtain Y
0
2 and recompute C
0
2 as the initial guess for the next
level. We repeat this process and get the final registration on the finest level. The most important
advantage of the this strategy is that it can save computational time to provide a good initial guess
for the finer level because there are fewer variables on the coarser level. Also, it can help to avoid
to trap into a local minimum since the coarser level only shows the main features and patterns.
5 Numerical Experiments
In this section, we test the proposed model (18) with 2D and 3D images. All codes are implemented
by Matlab R2019a on a MacbookPro with 2.2 GHz Quad-Core Intel Core i7 processor and 16 GB
RAM. Our implementation is made public and can be downloaded from https://sites.google.com/view
/daopingzhang/home.
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5.1 2D Examples
In this subsection, we test our proposed model on three real 2D images. All images are resized
into 256 × 256 and their intensities are rescaled into [0, 255]. Here, for the parameters in the 2D
case, αs should be set 0 and according to our numerical experiences, [50, 10
3]× [10, 103] may be the
suitable range for (αl, αv). Here, for all the three examples, we just set αl = 10
2 and αv = 10
2.
We compare our proposed model with the Chan-Vese model and a 2D selective model [64]. For the
Chan-Vese model, we call the MATLAB function activecontour and the code of [64] is downloaded
from https://www.liverpool.ac.uk/∼cmchenke/softw/select 2D-B-2014.htm.
Example 1: In this example, we test our proposed model (18) on a 2D image from FAIR [49] with
two connected components with complex geometry. We test our proposed model with four different
topological priors as the initial contours, which are shown in the first column of Figure 2. The
first three priors possess the same topological structure and the fourth one has another topological
structure. The results generated by the Chan-Vese model, the selective model and the proposed
model (18) are listed in the second to forth columns of Figure 2, respectively. The fifth column
displays the corresponding transformation y obtained by the proposed model (18). We can observe
that the results generated by the proposed model (18) are indeed topological preserving. This can be
confirmed by monitoring the minimum of the Jacobian determinant of the transformations, which
are positive. However, for the Chan-Vese model, it does not preserve the topological structure of
the prior information. In addition, for these four priors, the Chan-Vese model all can segment these
two pieces of tissues. This is because the Chan-Vese model is a global segmentation model. For the
selective model, it can lead to the similar results with the proposed model for the first, second and
fourth case. But it also segments two pieces for the third case, which means that it does not preserve
topology. For the proposed model (18), the segmentation results are different by the different priors.
More specifically, by placing the initial contour at different locations, our proposed method is able
to capture different connected components (see (a)&(c) and (e)&(g)). Hence, this model can be
considered as a selective model. The users can provide different priors and place them at different
locations, according to the structure of the target object and their preferences, to capture different
objects in an image. The energy plot versus iterations is displayed in Figure 3. The computational
time is also listed in Figure 2. We can see that although the computational time of the proposed
model is more than the Chan-Vese model, it saves too much time compared with the selective model.
In addition, we also investigate the case of wrong priors. The result is displayed in Figure 4. From
Figure 4, first we can see that our proposed model can keep the topological structure. Second, the
proposed model still segments the object target because one part of the prior is right. For the other
part of the prior, its position seems fixed and does not affect the results. But for the Chan-Vese
model and the selective model, they give the segmentation which are not topology-preserving.
Example 2: In this example, we test our proposed model on a 2D brain MRI also from FAIR [49],
which is shown in Figure 5. We use two different topological priors, as shown in the first column
of Figure 5. The second to fourth column show the results obtained by the Chan-Vese model,
the selective model and our proposed model respectively. The first row shows the results with a
simply-connected initial contour. As shown in (b), the segmentation result obtained by Chan-Vese
model cannot preserve the topological prior. The result obtained by our proposed model is shown
in (d). Our method successfully preserves the topology. The second row shows the results with
a doubly-connected initial contour. Again, the result obtained by the Chan-Vese model cannot
preserve the topological prior, as shown in (g). The result obtained by our proposed method is
shown in (i), which preserves the topology. The transformations obtained by the proposed model
(18) are bijective and the minimum of the Jacobian determinant of the transformations are positive.
For the selective model, we can see that for these two different priors, it leads to the same results.
In addition, the results obtained by the Chan-Vese model take the different topological structure,
which is unpredictable. But the proposed model (18) can ensure the topological structures of the
results are consistent with the topological structures of priors.
Example 3: In Figure 6, we test our proposed model on a 2D lung CT scan, one slice of a video file
downloaded from https://www.youtube.com/watch?v=RMYzgm4eJDE. In this example, we con-
sider three different topological priors, which are shown in the first column. The segmentation
results generated by our proposed model with different initial contours are shown in the fourth
column. They successfully preserves the topological structures as prescribed by the priors. As shown
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(a) I and J (red) (b) CV (4.39 sec) (c) [64] (119.12 sec) (d) PM (3.90 sec) (e) y, det∇y ∈
[0.30, 14.20]
(f) I and J (red) (g) CV (2.69 sec) (h) [64] (35.40 sec) (i) PM (4.24 sec) (j) y, det∇y ∈
[0.30, 16.31]
(k) I and J (red) (l) CV (2.66 sec) (m) [64] (145.33 sec) (n) PM (6.71 sec) (o) y, det∇y ∈
[0.29, 7.74]
(p) I and J (red) (q) CV (3.17 sec) (r) [64] (58.77 sec) (s) PM (3.29 sec) (t) y, det∇y ∈
[0.29, 8.31]
Fig. 2 Results of First 2D Example. First column: boundary of the topological prior J (red) superimposed on
the input image I. Second column: results generated by the Chan-Vese model. Third column: results generated
by a selective model [64]. Fourth column: results generated by the proposed model (PM) (18). Fifth column: the
corresponding transformations y generated by the proposed model (18).


















































Fig. 3 Energy versus iterations of First 2D Example.
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(a) I and J (red) (b) CV (2.36 sec) (c) [64] (77.49 sec) (d) PM (5.81 sec) (e) y, det∇y ∈
[0.27, 8.31]
Fig. 4 Results of First 2D Example. First column: boundary of the topological prior J (red) superimposed on the
input image I. Second column: result generated by the Chan-Vese model. Third column: result generated by a selective
model [64]. Fourth column: result generated by the proposed model (PM) (18). Fifth column: the corresponding
transformation y generated by the proposed model (18).
(a) I and J (red) (b) CV (1.63 sec) (c) [64] (18.87 sec) (d) PM (4.54 sec) (e) y, det∇y ∈
[0.27, 11.11]
(f) I and J (red) (g) CV (1.84 sec) (h) [64] (17.05 sec) (i) PM (3.66 sec) (j) y, det∇y ∈
[0.28, 8.81]
Fig. 5 Results of Second 2D Example. First column: boundary of the topological prior J (red) superimposed on
the input image I. Second column: results generated by the Chan-Vese model. Third column: results generated
by a selective model [64]. Fourth column: results generated by the proposed model (PM) (18). Fifth column: the
corresponding transformations y generated by the proposed model (18).
in the last column, the minimum of the Jacobian determinant of the transformations are all posi-
tive, meaning that our results are indeed topology preserving. The second column shows the results
obtained by the Chan-Vese model and the third column shows the results obtained by the selec-
tive model. The results by the Chan-Vese model are inaccurate with a number of topological noise.
For the selective model, it can give the similar results with the proposed model but it costs more
computational time and for the second case, it changes the topological structure. This example il-
lustrate that the accuracy of the segmentation result can be significantly improved by imposing the
topological prior.
5.2 3D Example
In this subsection, we test our proposed model on three 3D images, one synthetic image and two real
images. All images are resized into 128×128×128 and their intensities are rescaled into [0, 255]. All
the real 3D images are downloaded from https://www.dir-lab.com. Except for the Chan-Vese model,
we also compare our proposed model (18) with a 3D selective model [63], whose code is downloaded
from https://www.liverpool.ac.uk/∼cmchenke/softw/select 3D-2015.htm. For the parameters in the
3D case, based on our numerical experiences, [10, 102] × [1, 10] × [1, 10] may be the suitable range
for (αl, αs, αv) with respect to the accuracy and computational time.
Example 4: In this example, we test our proposed model on a synthetic image, which is shown in
Figure 8 (a). A simple topological prior is introduced, as shown in Figure 8 (b). For the parameters
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(a) I and J (red) (b) CV (1.85 sec) (c) [64] (27.85 sec) (d) PM (8.66 sec) (e) y, det∇y ∈
[0.23, 11.51]
(f) I and J (red) (g) CV (2.62 sec) (h) [64] (48.51 sec) (i) PM (4.14 sec) (j) y, det∇y ∈
[0.26, 10.01]
(k) I and J (red) (l) CV (2.89 sec) (m) [64] (26.16 sec) (n) PM (6.24 sec) (o) y, det∇y ∈
[0.29, 12.33]
Fig. 6 Results of Third 2D Example. First column: boundary of the topological prior J (red) superimposed on
the input image I. Second column: results generated by the Chan-Vese model. Third column: results generated
by a selective model [64]. Fourth column: results generated by the proposed model (PM) (18). Fifth column: the
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Fig. 7 Energy versus iterations of 3D Examples.
of our proposed model, we set αl = 10
2, αs = 10 and αv = 10. The segmentation result obtained by
our proposed model is shown in (c). Our method can produce a topology-preserving segmentation
result. We compare our method with the Chan-Vese model and the selective model by using the
default parameters. Their segmentation results are shown in (d,e). Here, we can see that both of
the two models can also produce topology-preserving segmentation results.
Next, we change the intensity value of the central part of the synthetic image to 0 as shown in
Figure 9 (a,b). We apply our proposed model and the other two models with the same parameters
and topological prior as the above case on this degraded image. From (c,f), (d,g) and (e,h), we
observe that our model can again generate a topology-preserving segmentation result but the others
cannot.
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(a) Target Image (b) Prior Image
(c) PM (276.64 sec) (d) CV (83.84 sec) (e) [63] (125.46 sec)
Fig. 8 Here, we show the target image and prior image of the first 3D example in the first row. The second row shows
the segmentation results by the proposed model (18), the Chan-Vese model and the selective model [63], respectively.
Example 5: In this example, we test our proposed model on a 3D lung CT scans, which are slices
of a 3D lung as shown in Figure 10. According to the topological structure of a human lung, we
prescribe a simple topological prior as shown in Figure 11 (b). The two cuboids give the prior of the
lungs. For the parameters of our proposed model (18), we set αl = 10, αs = 1 and αv = 1. Again, we
compare our method with the Chan-Vese segmentation model and a selective model [63] using the
default parameter. The segmentation result obtained by our proposed model is shown in (c-e). Our
method can produce a topology-preserving segmentation result. With the help of the hyperelastic
regularizer, the smoothness of the segmentation result obtained by the proposed model can also be
guaranteed. The segmentation results obtained by the Chan-Vese model and the selective model
[63] are shown in (f-k). Here, as a global segmentation method, except for the lung, the Chan-Vese
model also segments many other parts. To see the inner part clearly, we manually modify the results
by the Chan-Vese model to remove the outer outliner, which are shown in (l-n). Obviously, the
Chan-Vese model cannot give a topology-preserving result even with the manual modification. For
the selective model, from (i-k), we first see that it can not preserve the topological structure and
second, the obtained results just segment the outline of the lung and are not accurate enough .
For the reason of the latter phenomenon, it is possible that the prior is not good enough and not
close to the target objects. Nevertheless, our method can pick up the corresponding segmentation
result according to this prior. It again demonstrates the advantage of introducing topological prior
to enhance the accuracy of the segmentation result.
To simulate the underexposure case, we rescale the 71st to 75th slices’ intensity value of the
image. From Figure 12, we can see that the 72nd slice is much darker than the others. For the
parameters and prior reference, we follow the choice mentioned above. The segmentation results ob-
tained by the proposed model, the Chan-Vese model and the selective model [63] are listed in Figure
13. Once again, we observe that our proposed model (18) successfully gives a topology-preserving
segmentation result but the Chan-Vese model does not. In particular, due to the inconsistency of
the intensity values of the images, the Chan-Vese model separates the lungs into two parts, which
is unreasonable in the real application. For the selective model, although it dose not separate the
target into two parts, the resulting result is not satisfied. Furthermore, from Figure 13 and 11, we
can see that the segmentation results produced by our proposed model in this example are similar,
which shows that our proposed model is robust with respect to data’s perturbations.
Example 6: The third 3D example is also a 3D lung CT scans. The slices are shown in Figure 14
and the 3D view is shown in Figure 15 (a). Again, we use two cuboids as the topological prior, as
shown in Figure 15 (b). For the parameters of our proposed model (18), we set αl = 10, αs = 1
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(a) Target Image (b) Target Image
(c) PM (433.07 sec) (d) CV (92.55 sec) (e) [63] (129.80 sec)
(f) PM (g) CV (h) [63]
Fig. 9 Here, we show the target images in the first row for the second case of the first 3D example. The second and
third rows show the segmentation results by the proposed model (18), the Chan-Vese model and the selective model
[63] from different angles, respectively.
(a) 12nd Slice (b) 22nd Slice (c) 32nd Slice (d) 42nd Slice (e) 52nd Slice
(f) 62nd Slice (g) 72nd Slice (h) 82nd Slice (i) 92nd Slice (j) 102nd Slice
Fig. 10 Some slices of the second 3D example.
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(a) Target Image (b) Prior Image
(c) PM (861.23 sec) (d) PM (e) PM
(f) CV (253.09 sec) (g) CV (h) CV
(i) [63] (682.60 sec) (j) [63] (k) [63]
(l) CV with modification (m) CV with modification (n) CV with modification
Fig. 11 Here, we show the target image and prior image of the second 3D example in the first row. The second to
fourth rows show the segmentation results by the proposed model (18), the Chan-Vese model and the selective model
[63] from different angles, respectively. The fifth row shows the segmentation results by the Chan-Vese model with
modification to remove the outer part.
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(a) 12nd Slice (b) 22nd Slice (c) 32nd Slice (d) 42nd Slice (e) 52nd Slice
(f) 62nd Slice (g) 72nd Slice (h) 82nd Slice (i) 92nd Slice (j) 102nd Slice
Fig. 12 Some slices of the second case of the second 3D example.
and αv = 10. And for the Chan-Vese model, we again use the default parameter. The segmentation
results obtained by our proposed model, the Chan-Vese model and a selective model are displayed
in Figure 15 (c-k). Note that in this example, the Chan-Vese model can only segment the outer
contour without giving any meaningful information about the inner part. A possible reason is that
the contrast of the inner part is not obvious enough. The selective model can give a satisfied result
with preserving topology. However, with the prior reference, our proposed model can successfully
segment the lungs and the result is topology-preserving. This example again demonstrates that the
segmentation result can be significantly improved by providing a reasonable topological prior.
Finally, the energy plots versus iterations of all cases in 3D examples are displayed in Figure 7.
For the computational time, we can see that although our proposed model needs more time than
the other two models, this sacrifice should be deserved because our model can absolutely preserve
the topological structure.
Remark 5 We note that for these 2D and 3D examples, our proposed model (18) possesses the same
advantage with [10]: the shapes of the priors do not need to be similar with the target objectives.
However, our proposed model (18) can deal with the 3D segmentation, which is a bottleneck of the
registration-based segmentation model using the Beltrami representation (11).
6 Conclusion
In this paper, we propose a topology-preserving segmentation model based on the hyperelastic
registration. The proposed model (18) is a registration-based segmentation model, which deforms a
prior image to segment the target objects in a given image. The proposed model can handle both 2D
and 3D images. By deforming a prior image bijectively, a 3D topology-preserving segmentation result
can be guaranteed. The existence of the solution of the proposed model is theoretically established.
In addition, we propose in this paper the generalized Gauss-Newton numerical scheme to solve
the proposed model, whose convergence is rigorously shown. We test our proposed model on both
synthetic and real images. Numerical experiments demonstrate the effectiveness of our proposed
model for both 2D and 3D topology-preserving segmentation.
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(a) Target Image (b) Prior Image
(c) PM (1540.5 sec) (d) PM (e) PM
(f) CV (245.55 sec) (g) CV (h) CV
(i) [63] (1009.2 sec) (j) [63] (k) [63]
(l) CV with modification (m) CV with modification (n) CV with modification
Fig. 13 Here, we show the target image and prior image of the second 3D example in the first row. The second to
fourth rows show the segmentation results by the proposed model (18), the Chan-Vese model and the selective model
[63] from different angles, respectively. The fifth row shows the segmentation results by the Chan-Vese model with
modification to remove the outer part.
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(a) 12nd Slice (b) 22nd Slice (c) 32nd Slice (d) 42nd Slice (e) 52nd Slice
(f) 62nd Slice (g) 72nd Slice (h) 82nd Slice (i) 92nd Slice (j) 102nd Slice
Fig. 14 Some slices of the third 3D example.
A Computation of A in (27).
A = I3⊗(AT1 , AT2 , AT3 )T ,A1 = I(n3+1)⊗I(n2+1)⊗∂
1,h1
n1 ,A2 = I(n3+1)⊗∂
1,h2











 ∈ Rnl,nl+1, 1 ≤ l ≤ 3. (47)
Here, ⊗ indicates Kronecker product.
B Computation of s(Y ) and v(Y ) in (28).
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7 x1 + a
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8 x2 + a
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9 x3 + b
i,j,k,l
3 ), which is the linear inter-









































Then the following approximation can be built:
∫
Ω




























































































































In order to write (49) into a compact form, we construct Dl, 1 ≤ l ≤ 9:
D1 = [M1, 0, 0], D4 = [0,M1, 0], D7 = [0, 0,M1],
D2 = [M2, 0, 0], D5 = [0,M2, 0], D8 = [0, 0,M2],
D3 = [M3, 0, 0], D6 = [0,M3, 0], D9 = [0, 0,M3],
(52)
where M1, M2 and M3 are the discrete operators of ∂x1 , ∂x2 and ∂x3 respectively and how to construct them is
shown in Appendix C. Then we define s(Y ) and v(Y ) as follows:
s(Y ) =
D5Y D9Y −D6Y D8Y D6Y D7Y −D4Y D9Y D4Y D8Y −D5Y D7YD3Y D8Y −D2Y D9Y D1Y D9Y −D3Y D7Y D2Y D7Y −D1Y D8Y
D2Y D6Y −D3Y D5Y D3Y D4Y −D1Y D6Y D1Y D5Y −D2Y D4Y
 ,
v(Y ) = D1Y D5Y D9Y +D2Y D6Y D7Y +D4Y D8Y D3Y
−D2Y D4Y D9Y −D1Y D6Y D8Y −D3Y D5Y D7Y,
(53)
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(a) Target Image (b) Prior Image
(c) PM (1904.5 sec) (d) PM (e) PM
(f) CV (150.12 sec) (g) CV (h) CV
(i) [63] (1392.0 sec) (j) [63] (k) [63]
Fig. 15 Here, we show the target image and prior image of the third 3D example in the first row. The second to
fourth rows show the segmentation results by the proposed model (18), the Chan-Vese model and the selective model
[63] from different angles, respectively.
where  denotes the Hadamard product of two matrices. Furthermore, set the ith component of s(Y ) as
s(Y )i =
(D5Y D9Y −D6Y D8Y )i (D6Y D7Y −D4Y D9Y )i (D4Y D8Y −D5Y D7Y )i(D3Y D8Y −D2Y D9Y )i (D1Y D9Y −D3Y D7Y )i (D2Y D7Y −D1Y D8Y )i
(D2Y D6Y −D3Y D5Y )i (D3Y D4Y −D1Y D6Y )i (D1Y D5Y −D2Y D4Y )i
 . (54)
Then we can see that s(Y ) and v(Y ) contain all approximated cofactors and determinants for all tetrahedrons.
C Computation of M1, M2 and M3 in (52)
We first investigate the linear approximation L(x1, x2, x3) = a1x1 + a2x2 + a3x3 + b in the tetrahedron V3V4V5V7
(Figure 1). Denote these 4 vertices of this tetrahedron by V3 = x1,1,1, V4 = x2,2,2, V5 = x3,3,3 and V7 = x4,4,4. Set
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L(x1,1,1) = y1,1,1, L(x2,2,2) = y2,2,2, L(x3,3,3) = y3,3,3 and L(x4,4,4) = y4,4,4. Substituting V3, V4, V5 and V7 into


































Then eliminating b, we obtainx11 − x41 x12 − x42 x13 − x41x21 − x42 x22 − x42 x23 − x42









x11 − x41 x12 − x42 x13 − x41x21 − x42 x22 − x42 x23 − x42
x31 − x43 x32 − x42 x33 − x43
 . (57)




C11 C21 C31C12 C22 C32
C13 C23 C33
y1,1,1 − y4,4,4y2,2,2 − y4,4,4
y3,3,3 − y4,4,4
 , (58)
where det is the determinant of C and Cij is the (i, j) cofactor of C. Since the domain Ω has been divided into N







(C11(E3Y − E7Y ) + C21(E4Y − E7Y ) + C31(E5Y − E7Y )), (59)
where El, l ∈ {3, 4, 5, 7} is a matrix which extracts the corresponding positions of the vertices. Set G1 = 1det (C11(E3−





Similarly, we can obtain M2 and M3.
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