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Several strategies are presented for dealing with various situations where tra-
ditional estimation techniques may fail. These methods complement existing
solutions by improving estimation robustness or by providing analysis of the
estimator performance. Applications include spacecraft attitude and orbit de-
termination problems. The first contribution determines attitude and angular
velocity for a spinning spacecraft using only time-spaced unit vector measure-
ments. Several algorithms are developed that are suitable for initialization of an
extended Kalman filter so as to prevent filter divergence due to high nonlinear-
ity. A second focus is on orbit determination for multiple satellites encountering
highly uncertain environmental perturbations to their orbits and signals. A filter
that incorporates estimation of upper atmospheric and ionospheric parameters
along with the satellite orbits is shown to be observable. Consider covariance
analysis demonstrates the improvement in the orbit solution that results from
this additional state estimation. Lastly, the technique of Consider covariance an-
alysis is extended to analyze square-root information filters and smoothers with
a wide variety of modeling errors. The new analysis is the most general Consi-
der analysis for square-root information filters, and the only generalized Consi-
der analysis for Rauch-Tung-Striebel square-root information smoothers. It can
study filters and smoothers with incorrect noise, incorrect initialization, unmod-
eled biases or dynamics, erroneous system matrices, and other error classes.
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CHAPTER 1
INTRODUCTION
A common task in many areas of engineering is that of estimation: combin-
ing information from mathematical models and noisy measurements to obtain
the best possible estimate of some quantity of interest. For dynamic systems in
state-space form, estimation is most frequently accomplished by a Kalman fil-
ter (KF) [1] or some closely-related method, such as an unscented Kalman filter,
square-root information filter, or particle filter. These methods propagate past
estimates using a dynamics model and combine the result with new informa-
tion from measurements with a given measurement model. Weighting of old
and new information is accomplished by using the modeled statistics associ-
ated with the dynamic process noise and the measurement noise. In addition
to computing estimates, KF-based techniques compute the uncertainty of those
estimates in the form of estimation error covariance.
In order to produce optimal estimates, KFs require certain assumptions to
hold. First, the system of interest must be represented by linear state-space mod-
els. If nonlinearities exist, estimation can often be accomplished by an extended
Kalman filter (EKF), which performs a linearization around some reference tra-
jectory. EKFs are prone to divergence, however, if the state estimates are not
close enough to the true states for the linearizations to hold. Both linear Kalman
filters and EKFs also require that the available measurements provide sufficient
information to uniquely determine a state estimate; this is related to the concept
of observability. Finally, the mathematical models for the system of interest must
be accurate. If the assumed dynamics or measurement models do not capture
the true system behavior in some respect, the resulting estimates and estima-
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tion error covariances will usually be unreliable. The remainder of this disserta-
tion presents some tools for dealing with estimation scenarios where these basic
Kalman filter assumptions have been violated.
Chapter 2 addresses a highly-nonlinear problem in the area of satellite at-
titude determination. Specifically, it examines the case of a rigid, axially-
symmetric spacecraft undergoing torque-free motion. The only available mea-
surements are unit-vector measurements at a sequence of distinct times. This
problem is formulated as an extension of the classic Wahba’s problem [2]. Al-
though an EKF can work in this scenario, it requires a very accurate initializa-
tion for both attitude and angular velocity in order to avoid divergence. Most
previous work in this area ignores the issue of initialization, assumes multiple
measurements are available at each time to fix the instantaneous attitude, or
assumes that some form of angular rate information is available. One contribu-
tion of Chapter 2 is a partially analytical, partially numerical solution paradigm
for this problem. Its algorithms exploit the known form of the spacecraft’s atti-
tude dynamics to write a set of coupled nonlinear equations. A series of alge-
braic manipulations reduces the solution space to a lower dimension with fewer
equations and unknowns, and the remaining set of equations can be solved by
numerical techniques. In addition to this overarching paradigm, the chapter
provides several specific algebraic strategies by which the equations can be re-
duced to a simpler form. These strategies are demonstrated by Monte Carlo
simulations, and practical implementation issues are discussed.
In Chapter 3, two issues are addressed: system observability and high model
uncertainty. This chapter’s system of interest is a set of satellites occupying a
single low-Earth, polar orbital plane. Ranging measurements are available from
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the satellites to ground stations, and between adjacent satellites in the plane.
The orbital dynamics are perturbed by atmospheric drag, and the crosslink
ranging signals between satellites are delayed by the ionosphere. Both of these
effects are poorly understood, and the associated physical processes contain
high levels of uncertainty. Chapter 3 contributes empirical dynamic models
for the upper atmosphere and ionosphere. These models have properties that
are more suitable for the estimation scenario than most physics-based models,
yet they provide enough degrees of freedom to capture the physical effects on
the satellite orbits and signals. Chapter 3 also examines the system observabil-
ity when the dynamically-varying parameters related to the atmosphere and
ionosphere are estimated simultaneously with the satellite orbits. As the as-
sumed dynamic models for the atmosphere and ionosphere are so uncertain,
one might question whether estimating these extra parameters is really benefi-
cial. A Consider covariance analysis thus studies the effects on orbit determi-
nation performance that result from estimating the environmental parameters
rather than assuming standard atmospheric and ionospheric models. The ob-
servability and Consider covariance analyses illustrate some of the challenges
that arise in complicated systems with poorly-understood mathematical mod-
els. Chapter 3’s Consider analysis is adapted from the square-root information
formulation of Ref. [3], but there are limits to what this formulation can accom-
plish. Therefore, this chapter provides the motivation for the development of
the more general Consider covariance analysis tools in the following chapters.
Chapters 4 and 5 together develop a powerful tool for analysis of square-
root information filters and smoothers with model errors. Consider covariance
analysis is a well-established technique that has applications in both design and
analysis. It computes the true estimation error covariance of a filter or smoother
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with incorrect models of the system dynamics or measurements, given a true
system model. Types of errors that are typically investigated include incorrect
noise statistics or incorrect a priori covariance, incorrect system matrices, and
unestimated biases or dynamic disturbance states. While some analysis algo-
rithms are very narrow in scope and focus on a single type of error, other ap-
proaches are very general and can analyze systems with any combination of
these model errors.
There are many ways such an analysis can be applied, depending on
whether the model error was intentional or not. Intentional mismatch between
a filter and a true system typically occurs in the context of simplification. By
designing a filter with a lower-dimensional state or decoupled dynamics, the
computational burden of the filter can be greatly reduced. Oversimplification,
however, can lead to an unacceptable loss of accuracy. Consider covariance an-
alysis aids the designer in finding the right balance between filter performance
and complexity. In many other situations, however, the behavior of the true
system is poorly understood and the estimator mismatch is unintentional. In
these cases it is often possible to identify the likely types of errors, or to assume
bounds on parameter uncertainty. A number of Consider covariance analysis
applications are possible in such a scenario. For example, Consider analysis can
be part of procedure that seeks a filter or smoother that is insensitive to varia-
tions in a particular set of uncertain parameters. Similarly, a given estimator de-
sign may be evaluated in combination with many different hypothetical “true”
system models to determine the possible range of estimation performance. One
can even investigate whether a filter is preferable to a smoother in a given sce-
nario, or vice versa.
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The Consider covariance analysis of Chapters 4 and 5 is capable of investi-
gating many different classes of modeling errors, and its square-root formula-
tion is compact and efficient. Its flexibility arises from the definition of a special
“Consider form” of the system model equations. Once a system with model er-
rors has been written in this proposed standard form, the same set of analysis al-
gorithms can be directly applied, regardless of what types of errors are present.
The core algorithms themselves resemble the existing standard algorithms for
the square-root information filter and smoother, with dynamic propagation and
measurement update steps. In addition to computing the filter or smoother’s as-
sumed square-root information matrix, the Consider algorithms also compute
terms that specify how the model errors affect the estimation uncertainty.
The contributions of the new Consider covariance analysis are as follows:
First, the combined filter and smoother analysis is the first general Consider co-
variance analysis in square-root information form. The filter analysis of Chap-
ter 4 is the most general Consider covariance analysis for a square-root informa-
tion filter, although there are several previous square-root algorithms that han-
dle a subset of its error classes. The smoother analysis of Chapter 5 is the first
general Consider covariance analysis for a square-root information smoother.
Only one other generalized algorithm exists for Consider covariance analysis of
a discrete RTS smoother, and it is in the covariance domain [4, 5]. The present
derivation is believed to be more thorough, and the final form of the equations is
more compact. This derivation can also be more intuitive once one understands
its Consider analysis strategy. Second, the analysis derivations are followed by
illustrative examples. These examples play two roles. They demonstrate how a
number of major error classes can be placed into the special “Consider form” so
that the core algorithms can be applied. Application of previous Consider algo-
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rithms to certain kinds of errors is possible but non-obvious for inexperienced
practitioners. The chosen examples also highlight some non-intuitive behaviors
of mismatched estimators. These include situations where the true estimation
error covariance is lower than that reported by a pessimistic filter and cases
where smoother estimates may be less accurate than filter estimates. Consider
covariance analysis is an efficient tool for revealing such unexpected character-
istics.
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CHAPTER 2
SOLUTION STRATEGIES FOR AN EXTENSION OF WAHBA’S PROBLEM
TO A SPINNING SPACECRAFT
Several methods have been devised to estimate the optimal attitude quaternion
and angular velocity for an axially-symmetric spacecraft given only a time se-
ries of vector attitude measurements and a rigid-body model of the spacecraft
dynamics. These methods solve a generalization of Wahba’s problem that is
applicable to a low-complexity spinning spacecraft such as a sounding rocket.
They have the advantages of enabling rate estimation without gyros and avoid-
ing the divergence issues of an Extended Kalman Filter. Measurements at dif-
ferent times are combined via the closed-form quaternion state transition matrix
that makes use of Euler’s equations for a rigid body. The problem takes the form
of six or more nonlinear equations in six or seven unknowns, and these equa-
tions can be partially solved analytically to facilitate numerical solution of the
remainder. Representative simulation results illustrate both the merits of these
solution strategies and some of the practical issues that arise during implemen-
tation.
2.1 Introduction
Many spacecraft mission objectives, such as positioning of a solar panel or tele-
scope, are strongly dependent on the spacecraft attitude relative to some ref-
erence frame. Consequently, mission success often depends on efficient and
reliable methods of estimating attitude from available measurements. Attitude
estimation is complicated by dynamic motion, which necessitates determination
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of a history of spacecraft attitudes. Even when accurate dynamics and measure-
ment models are available, they are usually highly nonlinear. Sometimes these
nonlinearities can lead to failure of traditional estimation techniques.
Historically, attitude estimation methods can be separated into several broad
categories, each with its own strengths and weaknesses. For an overview of the
key developments, see Ref. [6]. First, there is the family of techniques formu-
lated to solve what is known as “Wahba’s problem” [2]: Given two or more
vector measurements in body coordinates at a particular instant in time, corre-
sponding to known reference frame vectors, find the orthonormal rotation ma-
trix (or equivalent unit quaternion) that minimizes the measurement residuals
in a weighted-least-squares sense by minimizing the cost function:
J (q) =
1
2
m−1∑
i=0
1
σ2i
[bi − A (q) ri]T[bi − A (q) ri] (2.1)
In this cost function, q is the unit-normalized quaternion that parameterizes the
attitude, A (q) is the corresponding direction cosine matrix, bi is the ith unit vec-
tor measurement in body axes, and ri is the corresponding reference frame unit
vector. The measurements are weighted by the inverse square of the per-axis
measurement error standard deviation σi. This non-standard weighting makes
J a negative-log-likelihood cost. Standard solutions to Wahba’s problem, such
as Refs. [7–9], avoid errors due to linearization or any need for iteration, and
they yield the global optimal solution. A major weakness of Wahba’s problem
is that it assumes all measurements are available at a single instant in time, or
that the spacecraft attitude is stationary. Thus, it does not adapt easily to a
spacecraft undergoing dynamic motion when the measurements are separated
by time.
To address dynamic spacecraft scenarios, the second class of estimation
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methods applies standard or adapted filtering techniques, such as various forms
of the Extended Kalman Filter (EKF). Some examples include Refs. [10–12]. Fil-
ters need an initial guess of attitude (and often other quantities, such as angular
velocity) and employ models of the dynamics and measurements to form an
updated estimate. Filtering methods are powerful and capable of processing an
arbitrary number of measurements either recursively or in a batch. Typically,
however, they require linearization of the nonlinear models, and thus have a
tendency to fail by divergence if the initial estimate is far from the truth. Non-
linear observers, though less common in attitude determination, also address
dynamic scenarios [6].
A third family of attitude estimation methods seeks to maintain the optimal,
globally convergent solutions to Wahba’s problem within a filtering framework
that incorporates attitude dynamics. Previous work in this category, however,
has been restricted to systems with certain types of available measurements.
Examples include Refs. [13–17]. Some approaches require two or more vector
measurements at a time, such that a classical version of Wahba’s problem can
be solved at each step and these individual solutions combined in some fash-
ion. Another version obtains rate information from the derivatives of the vector
measurements in addition to the measurements themselves. Other methods as-
sume the availability of rate gyros in order to measure non-zero angular velocity
rather than estimating it. Such techniques are not applicable to spacecraft mis-
sions that eliminate rate gyros in order to reduce costs, weight, power, or some
combination thereof.
A previous paper [18] proposes two generalized versions of Wahba’s prob-
lem. They both seek to estimate the optimal initial quaternion and the space-
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craft angular velocity given only a time series of vector attitude measurements.
Reference [18] also presents a closed-form solution for a restricted version of
one of these problems, and Ref. [19] solves a somewhat more general restricted
version. Solutions to these proposed problems would enable both attitude and
angular velocity estimation for a spinning spacecraft having only one or more
vector sensors, such as narrow-field-of-view star cameras or magnetometers.
The divergence issues associated with an EKF would be avoided. A sequence
of batch filters based on solutions to these problems could be used for non-
divergent attitude and rate estimation, or one of these batch solutions could be
used to initialize an EKF with a good state estimate that would help it to avoid
divergence. This chapter’s algorithms are computationally complex; therefore,
they may be more suited to ground-based post-processing than to real-time
flight software.
The present chapter addresses a restricted form of the second problem pro-
posed in Ref. [18]. In this restricted form, an axially-symmetric, rigid spacecraft
with negligible nutation damping undergoes torque-free motion. The inertia
matrix is known, and is assumed diagonal without loss of generality. Single vec-
tor measurements are available at distinct times, and the initial attitude quater-
nion and initial angular velocity vector are sought. Additionally, the number of
measurements is restricted to three, which causes the problem to be fully deter-
mined but not overdetermined. This problem is useful because (nearly) axially-
symmetric, spinning spacecraft are common for simple applications, and the
inertia matrix can usually be well characterized in advance. Whereas the three-
measurement case has limited applicability on its own, it is much more tractable
than the case of an arbitrary number of measurements, and may even suggest
some avenues towards the solution of this more difficult case. Furthermore, the
10
three-measurement solution could be used to initialize an EKF to avoid diver-
gence problems.
The present chapter makes four original contributions beyond the initial
work of Ref. [18]. First, it formulates a general global solution paradigm in
which attitude and angular velocity are found by numerical solution of analyti-
cally reduced sets of nonlinear equations. Second, it derives several specific but
representative sets of equations that can be used within the solution procedure.
Third, it discusses numerical results obtained for the chosen sets of equations,
as tested with simulated “truth” model data. Finally, it draws some conclusions
relevant to general solution strategies for the restricted problem.
This chapter is organized as follows: Section II formulates the generalized
Wahba’s problems of Ref. [18], with emphasis on the restricted form of the sec-
ond generalized problem, and it presents useful background information from
the attitude determination and dynamics fields. In Section III, the general so-
lution procedure is outlined, and several candidate sets of nonlinear equations
are constructed such that their solutions solve the restricted problem. Section
IV evaluates the results of numerical solutions to the nonlinear equations sets,
and Section V draws some conclusions about the chapter.
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2.2 Problem Formulation and Background
2.2.1 Problem Formulation
A well-known solution to Wahba’s problem is the q-method [7, 20]. The
q-method rearranges the original cost function (2.1) to produce an equivalent
optimal estimation problem:
find : q (2.2a)
to maximize : p (q) = qTKq (2.2b)
subject to : qTq = 1 (2.2c)
For the ith measurement, a symmetric 4× 4 matrix Ki is formed from the bi and
ri vectors [20, p. 428]. Then the symmetric 4 × 4 matrix K is formed from the
individual Ki matrices as follows:
K =
m−1∑
i=0
Ki (2.3)
After adjoining the unit-normalization constraint of Eq. (2.2c) using the La-
grange multiplier λ and deriving the first-order optimality necessary condi-
tion, the q-method solution reduces to an eigenvalue problem. The optimal
q is the eigenvector of K corresponding to its maximum eigenvalue, λopt:
Kqopt = λoptqopt.
The generalized Wahba’s problems posed in Ref. [18] extend this formula-
tion to the case of a spinning spacecraft with only a time series of vector mea-
surements available. These problems also restrict the reference frame to be in-
ertial. The first form considers a spacecraft spinning around its known major
principal inertia axis with enough nutation damping that the spin direction and
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rate can be assumed constant. In this problem, there are four unknowns: three
to parameterize the initial attitude quaternion, and the unknown constant spin
rate ω.
The second generalized problem, which this chapter attempts to solve in a
restricted form, builds on the first problem. Instead of assuming a constant,
known spin axis, the second problem allows all three components of the an-
gular velocity vector ω (t) to be unknown, but the moment-of-inertia matrix is
assumed to be known, and the resulting nutational motion is assumed to be
torque-free. If the initial attitude quaternion q0 and angular velocity ω0 were
known, then one could simultaneously integrate Euler’s equation and the kine-
matic quaternion transition matrix differential equation forward in time in or-
der to obtain the attitude and angular velocity at any time. Thus, six scalar un-
knowns fully parameterize the second problem: three associated with the initial
quaternion and three associated with the initial angular velocity. A minimum
of three vector measurements would be necessary to solve this problem. If the
quaternion state transition matrix can be determined as a function of ω0, then
the problem solution can be written as a q-method maximization:
find : q0 and ω0 (2.4a)
to maximize : p¯ (q0,ω0) = q
T
0
[
m−1∑
i=0
ΦT(ti, t0;ω0)KiΦ (ti, t0;ω0)
]
q0 (2.4b)
subject to : qT0q0 = 1 (2.4c)
where t0 is the initial time at which q0 and ω0 apply, ti is the time of the ith
measurement bi and the ith reference vector ri, and Φ (ti, t0;ω0) is the quater-
nion transition matrix from time t0 to time ti, during which attitude motions
occur as dictated by the value of ω0. From the form of this maximization, it is
clear that given ω0 and the equations for the quaternion state transition matrix
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Φ (ti, t0;ω0), theK matrix could be computed and the optimal quaternion found
by solving the corresponding q-method eigenvalue problem.
The problem form in Eqs. (2.4) suggests an inner-outer optimization proce-
dure as discussed in Ref. [18]. An inner optimization would be performed on
q0 to determine the optimal q0 as a function of ω0, and an outer optimization
would seek ω0 to maximize the largest eigenvalue of the K matrix. This outer
optimization is made challenging by the fact that the maximum eigenvalue
of a symmetric matrix depends on the matrix elements in a complicated way.
Gradient-based search methods are likely to fail because the problem contains
an unconstrained three-dimensional search space of possible angular velocities
in which the existence of multiple local maxima is possible, as are p¯ gradient dis-
continuities where the largest and second-largest eigenvalues exchange places
(as in Fig. 1 of Ref. [18]).
2.2.2 Background from Dynamics
The restricted form of the second problem of Ref. [18] addressed in this chapter
considers an axially-symmetric rigid spacecraft undergoing torque-free motion
with known inertia matrix Isc given by
Isc =

IT 0 0
0 IT 0
0 0 IS
 (2.5)
The nominal spin axis is the z-axis, and the two transverse axes have identical
moments of inertia, consistent with the assumption of axial symmetry. Euler’s
equation of motion for this system is given in many texts [20, 21], and will not be
repeated in full here, but several specific results are important for this problem.
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First, the closed-form solution for angular velocity in body axes can be writ-
ten as
ω (t) =

ωx(t)
ωy(t)
ωz(t)
 =

ωT cos [ωnb (t− t0) + φ0]
ωT sin [ωnb (t− t0) + φ0]
ωz0
 (2.6)
where ωT is the transverse component of angular velocity, which is constant
in magnitude but circles around the z-axis, and ωz0 is the constant component
along the z-axis. The rate at which ωT circles the z-axis is the body-axes nutation
rate, ωnb, and the phase φ0 is included to account for the location of the spin
vector in the x-y plane at time t0. In the inertial frame, the angular velocity
nutates around the angular momentum vector hin with the inertial nutation rate
ωns. The angular momentum vector in spacecraft and inertial coordinates is
related to angular velocity by the straightforward transformations
hsc0 = Iscω0 and hin = AT(q0) Iscω0 (2.7)
Note that the diagonal structure of Isc makes Eq. (2.7) easily invertible. The
body-axes and inertial nutation rates are given by the expressions
ωnb = [1− (IS/IT )]ωz0 (2.8)
ωns =
‖hin‖
IT
=
‖hsc0‖
IT
=
‖Iscω0‖
IT
=
√
I2Tω
2
T + I
2
Sω
2
z0
IT
(2.9)
A closed-form attitude solution is also available for a spacecraft with axial
symmetry. Throughout this chapter, attitude will be parameterized by quater-
nions; for more information on quaternion math see Refs. [20, 21]. The quater-
nion state transition matrix for this restricted case can be obtained as a function
of ω0, and it contains only simple trigonometric functions. Equivalently, one
can find the quaternion for the rotation that transitions the spacecraft from its
attitude at one time to its new attitude at another time. To find the transitional
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rotation in the restricted case, it is useful to view the problem dynamics as a
body cone rolling on a space cone [20, 21]. The angular velocity rotates around
the body z-axis in body coordinates, and the body z-axis rotates around the an-
gular momentum vector as viewed in inertial space in a way that keeps the body
z-axis, the angular momentum vector, and the angular velocity vector all in the
same instantaneous plane. The solution can be written in terms of the angular
velocity at any time t. In the following development it is written in terms of
the initial angular velocity or angular momentum, and the two quantities are
treated as interchangeable in accordance with Eq. (2.7). The solution is given in
Refs. [18, 20]. It takes the form:
Φ (t, t0;ω0) =

qΦ4 (t−t0,ω0) qΦ3 (t−t0,ω0) −qΦ2 (t−t0,ω0) qΦ1 (t−t0,ω0)
−qΦ3 (t−t0,ω0) qΦ4 (t−t0,ω0) qΦ1 (t−t0,ω0) qΦ2 (t−t0,ω0)
qΦ2 (t−t0,ω0) −qΦ1 (t−t0,ω0) qΦ4 (t−t0,ω0) qΦ3 (t−t0,ω0)
−qΦ1 (t−t0,ω0) −qΦ2 (t−t0,ω0) −qΦ3 (t−t0,ω0) qΦ4 (t−t0,ω0)

(2.10)
where
qΦ1 (t−t0,ω0)
qΦ2 (t−t0,ω0)
qΦ3 (t−t0,ω0)
qΦ4 (t−t0,ω0)

= qΦ (t−t0,ω0) = qs (t−t0,ω0)⊗ qh (t−t0,ω0) (2.11)
The two quaternions qs and qh parameterize a sequence of two rotations that
take the spacecraft from its attitude at t0 to its attitude at t. qs is a rotation about
the body frame z-axis at the body-axes nutation rate ωnb, and qh is a rotation
about h at the inertial nutation rate ωns. The “⊗” symbol represents standard
quaternion multiplication, with the convention that A (qa ⊗ qb) = A (qa)A (qb).
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These two quaternions are given by:
qs (t−t0,ω0) =

0
0
sin
{
1
2
(t−t0)ωnb
}
cos
{
1
2
(t−t0)ωnb
}

(2.12)
qh (t−t0,ω0) =
 Iscω0‖Iscω0‖ sin
{
1
2
(t−t0)ωns
}
cos
{
1
2
(t−t0)ωns
}
 (2.13)
The same quaternion state transition matrix can be written in terms of angular
momentum by substituting Eqs. (2.8) and (2.9) (or the component-wise equiva-
lents of Eq. (2.9)) into Eqs. (2.12) and (2.13). The new expressions are:
qs (t−t0,hsc0) =

0
0
sin
{
(t−t0)
2
(
IT−IS
IT IS
)
hsc03
}
cos
{
(t−t0)
2
(
IT−IS
IT IS
)
hsc03
}

(2.14)
qh (t−t0,hsc0) =

hsc0
‖hsc0‖
sin
{
(t−t0)
2
‖hsc0‖
IT
}
cos
{
(t−t0)
2
‖hsc0‖
IT
}
 (2.15)
The resulting transition quaternion is of the form given in Ref. [18]:
qΦ1 (t−t0,hsc0)
qΦ2 (t−t0,hsc0)
qΦ3 (t−t0,hsc0)
qΦ4 (t−t0,hsc0)

=

hˆsc01 cosα sin β + hˆsc02 sinα sin β
hˆsc02 cosα sin β − hˆsc01 sinα sin β
hˆsc03 cosα sin β + sinα cos β
cosα cos β − hˆsc03 sinα sin β

(2.16)
where
α =
(t−t0)
2
ωnb =
(t−t0)
2
(
IT − IS
IT IS
)
hsc03 (2.17)
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β =
(t−t0)
2
ωns =
(t−t0)
2
‖hsc0‖
IT
(2.18)
hˆsc0i =
hsc0i
‖hsc0‖ (2.19)
These substitutions can be made in Eq. (2.16) in order to show the exact depen-
dence of the rotation quaternion on hsc0, but the resulting complicated formula
has been omitted because it provides no useful insights.
The solutions for angular velocity and attitude contained in this section are
solutions to an initial value problem: given q0 and ω0, they provide q(t) and
ω (t) for any future time t. This chapter seeks to solve the inverse problem,
which is much less tractable. Even though the quaternion state transition matrix
contains only ordinary trigonometric functions, it would clearly be difficult to
solve Eqs. (2.16)-(2.19) for hsc0 for a given qΦ on the left-hand side of Eq. (2.16).
Other parameterizations of the state transition matrix exist. It is not clear that
any of them provide a simpler means to solve the axially-symmetric restricted
problem. The results given here will nevertheless be helpful in finding some
partial analytical solutions in Section 2.3.
2.2.3 Background from Attitude Determination
In addition to the q-method performance metric of Eq. (2.4), one additional atti-
tude result is required. This result is a parameterization that provides a simple
way to relate each vector measurement to the corresponding attitude quater-
nion for the rotation from inertial coordinates to body coordinates. This pa-
rameterization is developed in Ref. [22]. If there are no errors associated with
the unit-length measurement vector bi, then the single measurement/reference
pair (bi, ri) only partially constrains the quaternion solution at time ti. Each
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matrix Ki individually has two identical maximum eigenvalues, and two cor-
responding eigenvectors that are orthogonal to each other and that span the
solution subspace. This same subspace is spanned by the two orthogonal, unit-
normalized quaternions [22]
qαi =

1√
2(1+bTi ri)
[
bi × ri(
1 + bTiri
)] if −1 < bTiri[
ci
0
]
if −1 = bTiri
(2.20a)
qβi =
[
bi
0
]
⊗ qαi (2.20b)
where ci in Eq. (2.20a) is any unit vector orthogonal to bi. Any quaternion that
represents a valid attitude solution given the single measurement pair can be
written without loss of generality as the following linear combination of these
two quaternions:
qopt,i = qαi cos θi + qβi sin θi (2.21)
Therefore, for each vector measurement, the set of possible attitude solutions
is parameterized by the angle θi, which equals half of the only remaining un-
known attitude rotation given ri and bi. As parameterized here, it is a rota-
tion about bi. This interpretation of θi is even more clearly seen by re-writing
Eq. (2.21) as a quaternion product (sequence of rotations):
qopt,i =
[
bi sin θi
cos θi
]
⊗ qαi (2.22)
It is helpful to introduce two additional eigenvectors of the Ki matrix, which
correspond to the two non-maximum eigenvalues. Call them qci and qdi. They
are orthogonal to each other and to qαi and qβi. Therefore, these two quater-
nions are orthogonal to every possible solution quaternion. qci and qdi can be
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computed by substituting the vector pair (−bi, ri) into Eqs. (2.20), as described
in Ref. [22]. Alternatively, one can use singular value decomposition or orthog-
onal/upper triangular factorization (QR factorization). All of these methods are
able to produce a (qci, qdi) pair such that the matrix [qαi, qβi, qci, qdi] is ortho-
normal.
2.3 Solutions to the Restricted Problem
As discussed in Section 2.2.1, the second generalized problem contains six scalar
pieces of information, and thus requires a minimum of three vector measure-
ments for a solution. With exactly three measurements, the original optimiza-
tion problem reduces to nonlinear equation solving. Recall that the original
optimization problem arises from an overdetermined system of measurement
equations. In the present problem, the equations are fully determined but not
overdetermined, which makes equation solving reasonable. Assuming all mea-
surement errors are zero, Ref. [18] demonstrates that the general case is locally
observable. There are multiple ways to approach the equation-solving problem,
but the key issue of aliasing must be addressed first.
2.3.1 Aliasing
Any technique that relies on measurements obtained at different times must ad-
dress the issue of aliasing. For a given angular velocity, the measurements must
be taken with some minimum frequency in order to capture all information nec-
essary for a solution. In the restricted case addressed in this chapter, the three
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measurement times t0, t1, and t2 are given and the angular velocity is unknown.
Thus the issue of aliasing can be restated: For a given sampling rate, what is
the maximum angular velocity (or equivalently, angular momentum) for which
there are no aliasing concerns?
The Nyquist-Shannon sampling theorem states that the sampling frequency
must be at least twice the value of any frequency component in the original sig-
nal that one wishes to reconstruct. In the problem considered here, the space-
craft rotation is characterized by two frequency components: ωnb from Eq. (2.8)
and ωns from Eq. (2.9). To avoid aliasing, therefore, the following constraints
must hold:
|ωnb| < ωmax (2.23a)
ωns < ωmax (2.23b)
where ωmax = pi/∆tmax is the maximum allowable frequency, which is based on
the maximum time between any two consecutive measurements, thereby mak-
ing it conservative. Note that the definitions of the two nutations in Eqs. (2.8)
and (2.9) allow ωnb, but not ωns, to be negative. The conditions of Eqs. (2.23)
constrain only the magnitudes of the two nutation rates.
Often in attitude determination scenarios, some amount of a priori informa-
tion is available. If a spacecraft has been designed to spin at a certain rate, the
actual angular velocity is likely to be at least of the same order of magnitude,
barring extraordinary circumstances. Thus, it is often possible to either assume
that aliasing has not occurred or to account for it explicitly in a solution. This
chapter’s methods generally assume, for the sake of simplicity, that aliasing has
not occurred, but instances where such an assumption is necessary will be ex-
plicitly noted. If the angular velocity is so uncertain that aliasing cannot be
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explicitly incorporated or eliminated in a solution, the practitioner should be
very cautious about results.
2.3.2 Solution Paradigm
When approaching the restricted Wahba’s problem from the perspective of
equation solving, one constructs a system of equations that require the actual
attitude and angular velocity histories to be perfectly consistent with all three
vector measurements, as well as with the constraints of dynamics. For example,
suppose the unknowns are q0 and ω0. As q0 has unit length, there are really
only six independent scalar variables. Suppose the three vector measurements
occur at times t0, t1, and t2. To construct a system of equations with these un-
knowns, one uses the closed-form solutions for attitude and angular velocity in
Section 2.2.2 to propagate the system forward in time and get expressions for
q(t1) and q(t2) as functions of the elements of q0 and ω0.
Two scalar equations arise from the requirement that the attitude at each
time ti be consistent with the measurement vector pair (bi, ri). As there are three
measurements, the result is a total of six scalar equations. For each measurement
pair (bi, ri), use any appropriate method to compute qci and qdi, as described
in Section 2.2.3. Recall that these quaternions are orthogonal to every possible
solution quaternion at time ti. Thus, the computed expressions for attitude must
satisfy
qTciq (ti; q0,ω0) = 0 (2.24a)
qTdiq (ti; q0,ω0) = 0 (2.24b)
for i = 0, 1, 2.
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After stacking, the end result is a system of six highly nonlinear scalar equa-
tions of the form
f (q0,ω0) = 0 (2.25)
Whereas an analytical solution to this system is unlikely, a numerical approach
may be feasible. One of the most obvious such numerical approaches is New-
ton’s method for nonlinear equation solving (as outlined in Section 4.7.6 of
Ref. [23]). As applied to Eq. (2.25), Newton’s method consists of starting with
a first guess of q0 and ω0, linearizing Eq. (2.25) about that guess, solving the
linearized equation for increments ∆q0 and ∆ω0, using those increments to im-
prove the guesses of q0 and ω0, and iterating. Of course, the unit normalization
of q0 must be preserved in this process, perhaps by adding the constraint as a
seventh equation. Note also that analytical derivatives have been used in all
Newton-method linearizations of this chapter, as opposed to numerical deriva-
tives.
Newton’s method can be forced to converge by considering the cost function
Jf (q0,ω0) =
1
2
fTf (2.26)
This cost function is non-negative, and any solution that causes this cost func-
tion to equal zero will exactly satisfy Eq. (2.25). It will also maximize the
q-method performance metric of Eq. (2.4), or minimize the equivalent cost func-
tion of the form in Eq. (2.1).
Newton’s method can be augmented with a step size selection along the
search direction [∆q0 ∆ω0]
T in order to guarantee convergence to a solution that
locally minimizes the cost function in Eq. (2.26), but this approach may fail to
globally minimize the cost function. Even if it does reach the global minimum
of Jf = 0, there may be multiple attitude solutions that are globally optimal and
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that fit the data, as was the case for the solution obtained in Ref. [18] for the first
extended Wahba’s problem. The questions of why and how multiple solutions
arise are interesting and important, but beyond the scope of this chapter.
Although the system of equations derived above is straightforward, it may
not be the best choice for numerical solution. By exploiting knowledge of the
special dynamics of an axially-symmetric spacecraft, one can reduce this system
of six equations and six unknowns to a simpler system, containing only three
unknowns and three or more equations. As a general solution paradigm, then,
this chapter proposes the following: First, algebraically manipulate expressions
from attitude dynamics and kinematics to obtain a system of equations with
good numerical properties. In particular, systems with a small number of equa-
tions or weaker nonlinearities that enable rapid convergence of gradient-based
methods are sought. Second, apply Newton’s method to search for solutions.
With a sufficiently large number of initial guesses, some of them should con-
verge to the correct solution. In the following subsection, the first part of this
solution strategy is carried out by presenting two candidate sets of simplified
equations. Section 2.4 completes the procedure by applying Newton’s method
to those equation sets for two simulated attitude scenarios. Of course, one could
apply other equation-solving methods, such as non-gradient-based nonlinear
least squares. This chapter focuses on Newton gradient methods because of
project constraints and the author’s familiarity with them.
An alternative solution paradigm directly solves six equations in six un-
knowns using numerical techniques. The present strategy uses analytical tech-
niques to reduce the number of equations and especially unknowns. This re-
duction offers two advantages. First, global solution strategies require multiple
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independent solutions that start from multiple guesses of the unknowns. A
reduced dimensionality of the set of unknowns can greatly reduce the needed
number of starting guesses. Second, the computational burden per Newton step
scales as the cube of the number of unknowns.
2.3.3 Equation Sets
The two sets of equations presented here are representative of two major cat-
egories of such sets. The first category is distinguished by its use of attitude
variables (and specifically the “θ” parameters of Section 2.2.3) as the reduced
set of unknowns. For the second category, the unknowns are more closely re-
lated to angular rates than to attitudes; the method presented here uses the three
components of the angular momentum vector in body axes at time t1.
Attitude Variables Method
This approach uses the angles θ0, θ1, and θ2, the angles used in attitude solu-
tions in the form of Eq. (2.21), to form attitude quaternions. The basic idea is
that given expressions for the attitude quaternions at the three times, one can
compute two spacecraft rotations, one from t0 to t1 and the other from t1 to t2.
There is an implicit relationship between these rotations and the angular mo-
mentum that caused them. The equations developed in this section are based
on these relationships and the conservation of angular momentum, and their
only unknowns are θ0, θ1, and θ2.
Given values for the angles θ0, θ1, and θ2, these angles can be used to produce
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attitude quaternions at the three sample times:
q (t0) = qα0 cos θ0 + qβ0 sin θ0 (2.27a)
q (t1) = qα1 cos θ1 + qβ1 sin θ1 (2.27b)
q (t2) = qα2 cos θ2 + qβ2 sin θ2 (2.27c)
The two transitional rotation quaternions can be computed as:
qrot01 (θ0, θ1) = q (t0)⊗ q−1(t1) (2.28a)
qrot21 (θ2, θ1) = q (t2)⊗ q−1(t1) (2.28b)
where the quaternion inverse q−1 is formed by negating the first three elements
of q. The form of the rotation quaternions is also known as a function of hsc1
from the quaternion state transition matrix solution in Eq. (2.16). Thus, one
obtains the two equations
qΦ (t0−t1,hsc1) = qrot01 (θ0, θ1) (2.29a)
qΦ (t2−t1,hsc1) = qrot21 (θ2, θ1) (2.29b)
Now consider the form of the transition quaternion qΦ, which comes from
the application of Eq. (2.16) to the time steps t1 → t0 and t1 → t2:
qΦ1 (t0−t1,hsc1)
qΦ2 (t0−t1,hsc1)
qΦ3 (t0−t1,hsc1)
qΦ4 (t0−t1,hsc1)

=

hˆsc11 cosα01 sin β01 + hˆsc12 sinα01 sin β01
hˆsc12 cosα01 sin β01 − hˆsc11 sinα01 sin β01
hˆsc13 cosα01 sin β01 + sinα01 cos β01
cosα01 cos β01 − hˆsc13 sinα01 sin β01

(2.30a)

qΦ1 (t2−t1,hsc1)
qΦ2 (t2−t1,hsc1)
qΦ3 (t2−t1,hsc1)
qΦ4 (t2−t1,hsc1)

=

hˆsc11 cosα21 sin β21 + hˆsc12 sinα21 sin β21
hˆsc12 cosα21 sin β21 − hˆsc11 sinα21 sin β21
hˆsc13 cosα21 sin β21 + sinα21 cos β21
cosα21 cos β21 − hˆsc13 sinα21 sin β21

(2.30b)
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where αij = 0.5(ti−tj)ωnb and βij = 0.5(ti−tj)ωns, as in Eqs. (2.17) and (2.18).
By inspection, the first two elements of the transition quaternions of Eqs. (2.30a)
and (2.30b) can be rewritten:[
qΦ1 (t0−t1,hsc1)
qΦ2 (t0−t1,hsc1)
]
= sin β01
[
cosα01 sinα01
− sinα01 cosα01
][
hˆsc11
hˆsc12
]
(2.31a)[
qΦ1 (t2−t1,hsc1)
qΦ2 (t2−t1,hsc1)
]
= sin β21
[
cosα21 sinα21
− sinα21 cosα21
][
hˆsc11
hˆsc12
]
(2.31b)
In this form, one can see that the first two elements of each rotation quaternion
are just the first two elements of the unit angular momentum vector, scaled by
sin β and rotated by an angle α. The rotation in both cases occurs around the
body-frame z-axis and within the body-frame x-y plane. The direction of the
vector in Eq. (2.31a) lies along the projection of the angular momentum vector
onto the x-y plane at time (t0 + t1)/2. Similarly, the vector in Eq. (2.31b) is par-
allel to the x-y projection of the angular momentum vector at time (t1 + t2)/2.
This fact provides a means to determine the body axes nutation rate ωnb, be-
cause these projections rotate at that constant rate. One simply computes the
total rotation angle between the two vectors, which is equivalent to the angular
rate multiplied by the time interval:
α20 = ± arccos [± (qˆ01 · qˆ21)] = α21 − α01 = ωnb
(t2−t0)
2
(2.32)
where qˆ01 is the unit vector parallel to the first two elements of qΦ(t0−t1,hsc1),
and qˆ21 is the unit vector parallel to the first two elements of qΦ(t2−t1,hsc1).
Note the two instances of the “±” symbol in Eq. (2.32). These represent two
ambiguities that enter the equation set at this point. First, the outer “±” cap-
tures the fact that the arccosine function is only capable of specifying positive
angles between 0 and pi radians. In other words, this function outputs only the
magnitude of the angle between the vectors, and not its sign. The meaning of
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the inner “±” is more subtle, and relates to the mechanics of the quaternion pa-
rameterization of attitude. Although the quaternion parameterization is global
and non-singular, it is not one-to-one; the same physical rotation is represented
by q and −q. Thus, it is possible to mean two different things when equating
quaternions: that all four elements of the two quaternions are equal, or that the
quaternions represent the same rotation. In Eq. (2.29), only the second (weaker)
equivalence holds. Consequently, it is possible that one or both of the vectors
qˆ01 and qˆ21 could have the wrong sign, and this would cause the magnitude of
the computed arccosine to be in error. In practice, there are four different possi-
ble values of ωnb, and only one of them will cause the quadratic cost function in
the form of Eq. (2.26) to be zero, even when the variables have the correct val-
ues. This difficulty will be discussed in more detail later; for now, it is sufficient
that the remainder of this derivation is not affected.
Because the body-axes nutation rate ωnb is constant, Equation (2.32) can be
used to compute α01 and α21:
α01 = α20
(
t0−t1
t2−t0
)
and α21 = α20
(
t2−t1
t2−t0
)
(2.33)
These angles, in turn, enter into the quaternions parameterizing the rotations
about the body z-axis.
qs01 (t0−t1; θ0, θ1, θ2) =

0
0
sinα01
cosα01
 (2.34a)
qs21 (t2−t1; θ0, θ1, θ2) =

0
0
sinα21
cosα21
 (2.34b)
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As discussed in Section 2.2.2, the change in spacecraft attitude between any two
times is known to be composed of two rotations, one about the body spin axis,
here given by Eqs. (2.34), and one about the angular momentum vector. This
second rotation about the angular momentum vector can be obtained for each
time interval from Eq. (2.11), by using the inverses of the above quaternions and
quaternion multiplication.
qh01 (t0−t1; θ0, θ1, θ2) = q−1s01(t0−t1; θ0, θ1, θ2)⊗ qrot01 (t0−t1; θ0, θ1, θ2) (2.35a)
qh21 (t2−t1; θ0, θ1, θ2) = q−1s21(t2−t1; θ0, θ1, θ2)⊗ qrot21 (t2−t1; θ0, θ1, θ2) (2.35b)
Equations (2.35) can be equated to the expression for qh given in Eq. (2.15), ap-
plied to the appropriate time intervals.
qh01 (t0−t1; θ0, θ1, θ2) = qh01 (t0−t1;hsc1) =

(
hsc1
‖hsc1‖
)
sin
{
(t0−t1)
2
‖hsc1‖
IT
}
cos
{
(t0−t1)
2
‖hsc1‖
IT
}

(2.36a)
qh21 (t2−t1; θ0, θ1, θ2) = qh21 (t2−t1;hsc1) =

(
hsc1
‖hsc1‖
)
sin
{
(t2−t1)
2
‖hsc1‖
IT
}
cos
{
(t2−t1)
2
‖hsc1‖
IT
}

(2.36b)
Finally, the theoretical expressions given by Eqs. (2.36) allow the formation of
several equations in terms of the three θ angles. The first three elements of each
quaternion constitute a unit vector in the direction of the angular momentum
vector, scaled by the sine expression. Because the vectors are parallel to each
other,
[qh01]1:3 × [qh21]1:3 =

0
0
0
 (2.37)
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This expression comprises three equations that can be used to form part of the
Newton’s method cost function, but they are not all independent. Another
equation comes from the arguments of the sines and cosines within qh01 and
qh21. These arguments, called β01 and β21, can be extracted via an arctangent
function on the quaternion elements, and they are related to each other by
β01 (t2−t1) = β21 (t0−t1) (2.38)
One final pair of equations constrains the α and β values to be consistent with
each other. The correct relationships are
α01
β01
=
(
IT − IS
IS
)
hˆsc13 =
(
IT − IS
IS
)
[qh01 (t0−t1; θ0, θ1, θ2)]3
‖[qh01 (t0−t1; θ0, θ1, θ2)]1:3‖
(2.39a)
α21
β21
=
(
IT − IS
IS
)
hˆsc13 =
(
IT − IS
IS
)
[qh21 (t2−t1; θ0, θ1, θ2)]3
‖[qh21 (t2−t1; θ0, θ1, θ2)]1:3‖
(2.39b)
Equations (2.37), (2.38), and (2.39) constitute six scalar equations in three
scalar unknowns. Although it would seem that more than three equations are
unnecessary when solving for just three unknowns, recall that not all the equa-
tions are independent. Unfortunately, it can be challenging to guarantee in-
dependence of particular subsets of three of these equations. In practice, one
can safely delete the third row of Eq. (2.37), thereby reducing to five equations.
Experience indicates that Eq. (2.38) and at least one of Eqs. (2.39a) or (2.39b)
must be retained. Newton’s method is capable of solving systems with more
equations than unknowns, provided the equations form a self-consistent set.
Therefore, it is reasonable to retain five equations.
At this point it is appropriate to address once again the multiplicity of ωnb
values calculated by Eq. (2.32). There is no theoretical way to choose the cor-
rect ωnb and reject the incorrect values. An ad hoc approach has, however, been
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successful. After computing all four possible values, the remainder of the al-
gorithm is executed separately for each possible value. The quadratic cost Jf is
evaluated for each of the four instances, and then the correcting step for the next
iteration of Newton’s method is computed only for the value of ωnb associated
with the lowest cost.
The discerning reader may have noticed one other problem with this deriva-
tion. Both the arccosine and arctangent functions are only capable of producing
outputs within certain limited ranges of angles. In addition to the ambiguities
associated with Eq. (2.32), the actual argument of the cosine or tangent could
differ by an integer multiple of 2pi. In both cases, however, adding or subtract-
ing any multiple of 2pi would imply the violation of the anti-aliasing conditions
established by Eqs. (2.23a) and (2.23b). Thus, no ambiguities arise if the no-
aliasing assumption is enforced.
Angular Momentum Variables Method
The second approach defines a system of equations with the three body-axes
components of angular momentum at time t1 as unknowns. One additional
attitude parameter, θ1, also enters the derivation at intermediate stages, but it
can be eliminated easily from the final equations. Conceptually, this method
starts with an attitude and angular momentum at the second of the three mea-
surement times, t1. It then propagates the system dynamically backward and
forward in time, and requires that the resulting attitudes be consistent with the
first and third measurements. This parameterization automatically satisfies the
attitude measurement equations at time t1. The remaining attitude measure-
ment equations at times t0 and t2 constitute the system that this method solves
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to determine the unknown angular momentum.
Assume that angular momentum at time t1 is given by
hsc1 = hsc (t1) =
[
hsc11 hsc12 hsc13
]T
(2.40)
Furthermore, the optimal quaternion at t1 can be written according to Eq. (2.21)
as
q (t1) = qα1 cos θ1 + qβ1 sin θ1 (2.41)
Compute the quaternion rotations qΦ(t0− t1,hsc1) from time t1 to time t0 and
qΦ(t2−t1,hsc1) from time t1 to time t2 by employing Eq. (2.16), and use them to
find q(t0) and q(t2) as functions of hsc1 and θ1:
q (t0) = qΦ (t0−t1;hsc1)⊗
[
qα1 cos θ1 + qβ1 sin θ1
]
(2.42a)
q (t2) = qΦ (t2−t1;hsc1)⊗
[
qα1 cos θ1 + qβ1 sin θ1
]
(2.42b)
Next, compute qc0 and qd0 as described at the end of Section 2.2.3. Likewise,
compute qc2 and qd2. Both qc0 and qd0 are orthogonal to any quaternion solu-
tion at t0, and both qc2 and qd2 are orthogonal to any quaternion solution at t2.
Consequently, they can be used to form the four equations
0 = qTc0q (t0) (2.43a)
0 = qTd0q (t0) (2.43b)
0 = qTc2q (t2) (2.43c)
0 = qTd2q (t2) (2.43d)
where q(t0) and q(t2) are the functions of hsc11, hsc12, hsc13, and θ1 defined in
Eqs. (2.42). Satisfaction of these two equations will guarantee that the attitudes
determined at times t0 and t2 are consistent with the measurements associated
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with those times. One could also write these two equations in matrix form as
µ1 (hsc1) η1 (hsc1)
µ2 (hsc1) η2 (hsc1)
µ3 (hsc1) η3 (hsc1)
µ4 (hsc1) η4 (hsc1)

[
cos θ1
sin θ1
]
=

0
0
0
0
 (2.44)
where the µj and ηj functions are defined according to
µ1 (hsc1) = q
T
c0[qΦ (t0−t1;hsc1)⊗ qα1] (2.45a)
µ2 (hsc1) = q
T
d0[qΦ (t0−t1;hsc1)⊗ qα1] (2.45b)
µ3 (hsc1) = q
T
c2[qΦ (t2−t1;hsc1)⊗ qα1] (2.45c)
µ4 (hsc1) = q
T
d2[qΦ (t2−t1;hsc1)⊗ qα1] (2.45d)
and
η1 (hsc1) = q
T
c0
[
qΦ (t0−t1;hsc1)⊗ qβ1
]
(2.46a)
η2 (hsc1) = q
T
d0
[
qΦ (t0−t1;hsc1)⊗ qβ1
]
(2.46b)
η3 (hsc1) = q
T
c2
[
qΦ (t2−t1;hsc1)⊗ qβ1
]
(2.46c)
η4 (hsc1) = q
T
d2
[
qΦ (t2−t1;hsc1)⊗ qβ1
]
(2.46d)
At this point, the variable θ1 can be eliminated from Eq. (2.44) by using any
of the rows of the 4 × 2 matrix of µj and ηj functions in conjunction with an
arctangent function. Alternatively, one can recognize the form of Eq. (2.44) as a
nullspace problem. In order for the matrix on the left to have a nullspace, hsc1
must be such that the two matrix columns are parallel. One can thus construct
multiple equations of the form
µj(hsc1)ηl(hsc1)− ηj(hsc1)µl(hsc1) = 0; j, l ∈ {1, 2, 3, 4}, j 6= l (2.47)
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There are six possible equations of this form, and only three unknowns. Any
three equations containing terms from all four rows of the matrix will be an in-
dependent set, and the remaining three possible equations can be formed from
these by algebraic substitution. In practice, however, it has been found that at
least four equations must be employed in order to avoid a singularity when one
or more of the rows [µj, ηj] may equal [0, 0]. Additionally, normalization of the
µ and η columns may improve numerical properties of the problem.
The equation form of (2.47) is not the only way to deal with Eq. (2.44). For
instance, another approach solves for the optimal θ1 by taking the derivative
with respect to θ1 of the sum of the squared residuals of Eq. (2.44) and setting
it equal to zero. After applying several trigonometric identities, this procedure
yields an analytical solution for θ1. This solution can then be substituted back
into Eq. (2.44) to obtain four equations in only the hsc1 variables.
Examination of the nullspace equation (2.44) suggests some interesting con-
nections between this set of equations with angular momentum unknowns and
the original statement of the q-method solution in Eq. (2.4). To see this relation-
ship more clearly, augment Eqs. (2.43) with two trivial equations relating the
attitude at time t1 in Eq. (2.41) to quaternions qc1 and qd1, which by definition
are orthogonal to every possible solution q(t1).
0 = qTc1q (t1) (2.48a)
0 = qTd1q (t1) (2.48b)
By combining Eqs. (2.43) and (2.48) and expanding them according to
Eqs. (2.42a) and (2.42b), the nullspace equation (2.44) can be rewritten in an
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equivalent form:
f (hsc1, q1) =

qTc0 Φ (t0−t1;hsc1)
qTd0 Φ (t0−t1;hsc1)
qTc1
qTd1
qTc2 Φ (t2−t1;hsc1)
qTd2 Φ (t2−t1;hsc1)

q1 =

0
0
0
0
0
0

(2.49)
A quadratic cost function based on this system of equations then takes the form
J (q1,hsc1) = f (hsc1, q1)
Tf (hsc1, q1)
= qT1
[∑2
i=0 Φ
T(ti−t1;hsc1)
(
qciq
T
ci+ qdiq
T
di
)
Φ (ti−t1;hsc1)
]
q1
(2.50)
where Φ (t1−t1;hsc1) is just the identity matrix I4. Now compare this cost to
the performance metric p¯ (q0,ω0) given in Eq. (2.4b). The cost in Eq. (2.50) is
referenced to time t1 rather than t0, and it uses angular momentum rather than
angular velocity as a variable. Both of these differences are purely matters of
convenience, however. It is straightforward to show that the performance met-
ric of Eq. (2.4b) is maximized by the same q1 that minimizes the cost of Eq. (2.50).
A short proof of this result is included in the Appendix, along with citations
of closely related derivations. Thus, in this form the equation set with angu-
lar momentum variables appears to be an implementation of the generalized
q-method. In practice, however, there is a slight difference. For numerical so-
lution, it has been found that equations based on Eq. (2.44) perform better than
equations based on the modified form of Eq. (2.49). Effectively, this means that
for a given guess of the hsc1 variables, the quadratic cost associated with the
t1 term of Eq. (2.50) is forced to be zero, and then the remaining two terms are
minimized. This effective cost converges to the true Wahba-equivalent cost with
equally weighted measurements only in the limit as the hsc1 variables approach
the true angular momentum.
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Other Methods
Several other sets of equations based on different variables have been devel-
oped, in addition to the two given in detail in the preceding sections. One of
these employs a hybrid set of both attitude and rate variables as its unknowns,
and its equations are similar to those derived in sections 2.3.3 and 2.3.3. An-
other approach does not reduce the equations analytically, but instead divides
its numerical solution procedure into two stages that simplify the calculations.
This approach bears some similarity to the inner-outer optimization procedure
described in Section 2.2.1 and in Ref. [18]. Although both of these alternative
methods are successful, they do not provide any obvious advantages over the
two approaches already discussed. Therefore the numerical results presented
in Section 2.4 are restricted to the attitude-variables and angular-momentum-
variables methods for conciseness.
2.3.4 Initialization Procedures
Before presenting numerical results, it is important to consider the initialization
procedures used to generate first guesses for Newton’s method in the numer-
ical solutions of the nonlinear equation sets. The second generalized Wahba’s
problem was shown to be locally observable in Ref. [18]. This means that for
an initial guess that is “close enough”, Newton’s method will converge to the
true solution. It is not generally possible, however, to determine analytically a
distance in the variable space that is “close enough”. Thus, the procedure that
chooses initial guesses is crucial to the success of the algorithm.
The initialization procedures used in this chapter’s implementations are spe-
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cific to particular sets of nonlinear equations, but they are ad hoc in many re-
spects. Two constraints must be respected: The initialization procedure must
generate only initial guesses that are physically reasonable, and it must gener-
ate a sufficient number of initial guesses so that Newton’s method will converge
to every solution point. Experience dictates that about 1000 randomly gener-
ated, physically realistic first guesses are usually enough to satisfy the second
of these requirements for each of the equation sets. If too few initial guesses are
used, then the algorithm will miss some solutions, as is well-known in the field
of nonlinear optimization and equation solving. The needed number of guesses
is problem-dependent; it has been determined by trial and error in this study.
The choice of physically realistic ranges naturally depends on what the solution
variables represent. The practical effect of this restriction is to avoid wasteful
computation.
For the equation set with the three angular θ parameters as its variables,
the units are radians. These angles only enter the equations as the arguments
of trigonometric functions, so initial guesses outside of the range [−pi, pi] are
redundant. Furthermore, given a particular measurement pair and the corre-
sponding quaternions qαi and qβi from Eqs. (2.20a) and (2.20b), application of
Eq. (2.21) shows that q(θi + pi) = −q(θi), which is physically equivalent to q(θi).
Consequently, it is possible to represent every attitude by an angle θ ∈ [0, pi).
In practice, however, it seems preferable to use the entire range [−pi, pi] for the
θ variables, and recognize the equivalence of some of the solutions produced.
Thus, the initial guesses can be drawn randomly from a cube with side lengths
of 2pi, and throughout the Newton’s method procedure each iteration can be
constrained to fall within this box by adding or subtracting integer multiples of
2pi when necessary.
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When the components of angular momentum hsc1 are used as variables,
there is no such “natural” limit on their magnitude. As developed in this chap-
ter, the particular choice of units of angular momentum is irrelevant, provided
it is consistent with the units used for other physical quantities. A reason-
able angular momentum is one that complies with the no-aliasing conditions of
Eqs. (2.23a) and (2.23b). Application of these constraints bounds the magnitude
of hsc1 in accordance with Eqs. (2.8) and (2.9), which relate the nutation rates to
angular momentum. In contrast, the no-aliasing assumption is upheld for the
attitude-variables equations by the structure of the equations themselves, and
specifically by the way arccosine and arctangent ambiguities are treated in the
algorithm.
The constraints on the magnitudes of individual elements of hsc1 are not
independent. Substitution into Eq. (2.23a) yields a maximum allowable magni-
tude for the third angular momentum component hsc13:
|hsc13| <
∣∣∣∣ IT ISIT − IS
∣∣∣∣ pi∆tmax (2.51)
Likewise, substitution of Eq. (2.9) into Eq. (2.23b) bounds the magnitude of the
entire angular momentum vector according to
‖hsc1‖ < IT pi
∆tmax
(2.52)
Depending on the relative values of IT and IS , it may be possible to ignore
Eq. (2.51) altogether because Eq. (2.52) is more restrictive. In this case, the valid
solution space is a sphere, and initial guesses can be drawn randomly from
within that sphere. Alternatively, it may be necessary to consider both of the
bounding conditions. The resulting solution space is a sphere truncated by two
parallel planes, equidistant from the plane defined by z = 0.
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Of course, the defined solution spaces can be used not only for initializa-
tion but also as limits that halt the iterations of Newton’s method when nec-
essary to prevent it from diverging without bound. Furthermore, because the
non-aliasing constraints for this method are imposed externally rather than by
the equations themselves, it is possible to relax the non-aliasing assumption by
defining a larger valid solution space. This will generally have the effect of pro-
ducing multiple physically feasible solutions at different “energy levels”, which
cannot be distinguished by the vector measurements alone.
Given a willingness to do computations 1000 times, one might try a simpler
or more standard solution method. One approach might evaluate the sum of the
squared equation errors 1000 times, as in Eq. (2.26), and choose the guess with
the lowest squared error as the solution. Unfortunately, this approach would
require millions rather than thousands of guesses to achieve degree-level ac-
curacy. Alternatively, one might run 1000 parallel EKFs with different initial
conditions, similar to the approach of Ref. [11]. This strategy, however, does not
have the convergence guarantee of the Gauss-Newton method. Furthermore,
the computational burden might be equivalent to or greater than the burden of
this chapter’s methods.
2.4 Results
The numerical techniques described above, using Newton’s method and lin-
earizing the equations at each step, have been applied to each of the sets of re-
duced nonlinear equations derived in Section 2.3.3. For simplicity, only a subset
of representative results is presented here, but all are qualitatively similar.
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The following procedure has been used: First, a “truth” model simulation
has been run to create a simulated sequence of vector measurements and the
corresponding “truth” time histories of attitude and angular rate. Two dynamic
scenarios have been studied, with the spacecraft symmetric about the major axis
and the minor axis, respectively. Table 2.1 lists some of the model characteristics
used in the “truth” model simulations. The parameters in the middle column
Table 2.1: Characteristics of “truth” model scenarios.
Scenario #1 Scenario #2
Symmetric about Major axis Minor axis
IT/IS ratio 0.5227 4.0417
‖ωsc‖ (rad/s) 0.0967 0.0764
2pi/ ‖ωsc‖, spin period (s) 65.0 82.2
2pi/|ωnb|, body-axes nutation period (s) 71.2 1382
2pi/ωns, inertial nutation period (s) 34.0 82.5
∆t (s) 15.0 27.4
∠ between hsc & z-axis (deg) 0.670 88.9
correspond to major-axis spin with small nutations. The far right column is
for minor-axis spin with very large nutations, characteristic of the flat spin that
might occur at the end of a sounding rocket flight such as in Ref. [24]. Note how
the sample time ∆t is significantly shorter than any of the characteristic periods,
thereby avoiding aliasing. Next, a large set of initial guesses has been generated
according to the principles established in Section 2.3.4. A distinct initialization
is required for each combination of scenario and equation set. Newton’s method
has been applied starting from each initial guess until the solution parameters
converge to a global minimum that solves all the equations, get trapped at a
local minimum, or diverge to unreasonable parameter values. For those points
which exactly solve the equations to the limits of numerical precision, additional
post-processing has been performed to determine any other solution quantities,
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such as angular rates or quaternions, not explicitly calculated for that particular
equation set. These solutions are compared to the “truth” values generated at
the beginning of the procedure.
In most cases, the numerical procedure finds more than one physically dis-
tinct solution. Even discounting multiplicity due to physical equivalence, there
are global minima that solve the nonlinear equations but do not match the
“truth” model. This behavior indicates that the restricted problem with ex-
actly three measurements is only locally observable; often there is more than
one possible scenario that explains the measurement sequence even when anti-
aliasing constraints are imposed. It has been found that such solution ambi-
guities can be resolved easily with one additional measurement at time t3. To
incorporate this measurement, each of the candidate attitude solutions has been
dynamically propagated to the new measurement time by means of the quater-
nion state transition matrix of Eq. (2.10). The nullspace quaternions qc3 and qd3
have been computed, and the true solution (if present) is the one for which both
qTc3q(t3) = 0 and qTd3q(t3) = 0 are satisfied. The success of this technique indi-
cates that the unrestricted problem (with more than three vector measurements)
is globally observable, even if the restricted problem is not.
The results presented in the remainder of this section are organized as fol-
lows: Section 2.4.1 presents “baseline” results for the application of the attitude-
variables and angular-momentum-variables methods to the two scenarios de-
scribed in Table 2.1. No errors are included in the measurements for this first
set of results. Section 2.4.2 analyzes the effects of measurement errors on the
success and solution accuracy of this chapter’s methods. Further discussion
of some aspects of the various cases is contained in Section 2.4.3, and a prac-
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tical implementation method is proposed in Section 2.4.4. Note that missing
from this analysis is any comparison with algorithms developed by other prac-
titioners, because the author is unaware of any methods that solve a sufficiently
similar problem.
2.4.1 Baseline Cases
All of the baseline, no-error cases successfully solved the restricted problem to
obtain attitude and angular velocity. These results are presented in Figs. 2.1-2.4.
Figures 2.1 and 2.2 give the solutions obtained for the two “truth” model sce-
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narios using the attitude-variables method of Section 2.3.3. Only solutions in
the octant with three positive θ-angles are plotted to eliminate physical dupli-
cates. Likewise, Figs. 2.3 and 2.4 display the solutions found by the angular-
momentum-variables method of Section 2.3.3 for the two “truth” model scenar-
ios. In each of these four figures, the round markers represent the solutions
to the pertinent nonlinear equation set for the initial three measurements. The
square markers designate solutions that, when propagated to a fourth measure-
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ment time, also conform to the measurement at that time. In all cases, these
four-measurement solutions match the “truth” solutions, indicated by X’s, to
numerical precision limits. Although Figs. 2.1 and 2.3 show round markers
far away from the “truth” X markers, this does not indicate algorithm failure.
Rather, it indicates that the underlying three-measurement problem does not
have a unique solution. These ambiguities can be resolved only by considering
additional measurements.
Note that Fig. 2.2 is somewhat misleading. It seems to show that only one
solution was obtained, the true solution. In reality, two solutions have been
obtained. They are so close that their circle markers lie on top of each other in
Fig. 2.2. Only one, however, passes the t3-measurement “truth” test.
Performance of successful algorithms can be compared based on how many
of the initial guesses converge to solve the equations, and whether the true so-
lution is likely to be among the set of numerical solutions for a given number of
first guesses. These criteria are closely related to size of the “convergent neigh-
borhood” surrounding each minimum of the sum-squared equation errors, or
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how many random initial points are necessary in order to have one of them
sufficiently close to the true solution to converge to it. Poor convergence may
indicate problems with the numerical properties of the equation set, low observ-
ability of the underlying scenario, or both.
For the cases considered, the scenario with a major-axis spinner and small
nutations tends to have a greater number of feasible solutions, as illustrated
by the circles in Figs. 2.1 and 2.3. Also, a greater percentage of initial points
converge to some solution of the equations. In contrast, the scenario with a
greatly nutating minor-axis spinner yields only two feasible solutions, and only
a small percentage of initial guesses converge to solutions at all. Figs. 2.2 and 2.4
demonstrate this behavior. For example, 11.3% of the initial guesses converged
for Fig. 2.3 (major-axis), but only 1.4% for Fig. 2.4 (minor-axis). Comparison of
the two equation sets suggests that the attitude-variables method tends to find
a feasible solution for a greater percentage of its first guesses. This advantage,
however, may be offset by its approximately fivefold increase in computational
burden per guess.
2.4.2 Measurement Error Effects
The impacts of measurement errors are a necessary consideration for any prac-
tical implementation of this chapter’s algorithms. Two distinct effects are pos-
sible. First, sufficiently large measurement errors may prevent the equation-
solving procedures from converging to a solution near the “truth”. This type
of behavior depends at least in part on the system of equations being solved.
Second, the inherent poor observability of a physical configuration may tend
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to amplify errors in solutions that do converge. This second effect is in theory
independent of the particular system of equations applied because each such
system yields the same attitude solution for a given set of measurements.
To investigate the size of the measurement error effects, a Monte Carlo ap-
proximation of the estimation error covariance matrix has been computed for
each of the scenarios in Table 2.1. For a particular measurement error standard
deviation σmeas, a large number of example problems have been generated with
the same “truth” states, but different simulated random measurement errors.
The measurement error levels have been chosen to correspond to typical atti-
tude sensor errors, such as those from a magnetometer, sun sensor, or star cam-
era. For each set of measurements a solution to the equations has been sought
starting from the “truth” solution as an initial guess. Standard deviations of
the resulting solutions relative to the “truth” ω0 and q0 have been computed by
standard techniques.
For a given physical scenario, these solution standard deviations grow lin-
early with the measurement error standard deviations. This trend is shown in
Figures 2.5-2.6. The standard deviations of initial attitude and angular veloc-
ity for the major-axis spinner with small nutations are plotted in these figures.
The quantity σq0,k is the angular initial attitude error standard deviation around
the k-axis in degrees, and σω0,k is the standard deviation of the initial k-axis
component of angular velocity error in degrees/s. In each figure, the standard
deviation of measurement error is plotted on the horizontal axis, and the three
components of the corresponding solution error standard deviation are plotted
on the vertical axis. The slope of the line formed by each data set indicates
the amount by which measurement errors tend to be magnified in the solution.
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Results for the minor-axis spinner are similar.
One other significant effect of measurement errors has been observed. If
measurement errors are sufficiently large, the equation-solving procedure may
fail to converge to a solution near the “truth” even when the “truth” solution
is used as the initial guess. The severity of this effect depends not only on the
physical scenario, but also on the particular set of inertial-frame measurements
used and on the set of equations being solved. For instance, if the measurements
at times t1, t2, and t3 are used for the minor-axis spinner, as opposed to the
measurements at times t0, t1, and t2, the convergence rate for a given measure-
ment error level is much higher. This fact appears to indicate improved prob-
lem observability when using measurement times t1, t2, and t3. Furthermore,
when initialized from the “truth” solution, the angular-momentum-variables
method has a comparable or higher convergence rate in the presence of mea-
surement errors than the attitude-variables method. This evidence suggests that
the angular-momentum-variables method may be more robust in the presence
of errors, despite the fact that the solutions it finds are no better in cases where
both methods converge.
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2.4.3 Further Discussion of Results
In addition to the quantitative results in the preceding sections, several general
concepts have emerged from the various analyses. The first of these ideas con-
cerns the role of vector measurement distribution and independence. To main-
tain theoretical local observability, it is only necessary that at least two of the
ri reference-frame vectors be linearly independent. The remaining reference-
frame vector or any of the bi body-frame vectors may be identical, except in cer-
tain perverse physical configurations. In practice, however, it has been found
that both the body- and reference-frame vectors should be as independent as
possible. A good geometric distribution of measurements tends to improve
convergence to solutions, and also reduces the standard deviation of solutions
for a given measurement error level. Unfortunately, this effect is coupled with
dynamics in a way that makes it difficult to determine in advance the optimal
measurement set for a given physical configuration.
Another important finding relates to the relative merits of different classes of
equation sets. Some systems of equations, such as the method in Section 2.3.3,
employ unknowns that store attitude information. Other equation sets may de-
scribe the same dynamic motion in terms of variables that capture angular rate
information; an example is the method of Section 2.3.3. Several of the methods
investigated but not derived in detail for this chapter use a hybrid approach,
where some variables contain attitude information and others describe angular
rates. The solution procedure developed in Ref. [18] for the first generalized
Wahba problem developed equations based on attitude variables, and the suc-
cess of this analytical technique suggested that something similar might be ap-
propriate for the second generalized problem treated in this chapter. This chap-
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ter’s results indicate otherwise in two ways. First, aliasing is more easily dealt
with by the angular-momentum-variables method. It is simpler to impose exter-
nal magnitude constraints on angular rates or related quantities than to modify
the structure of the equations, and by adjusting external constraints the prac-
titioner gains the ability to solve the equations in high-velocity regimes where
aliasing is a possibility. Second, the angular-momentum-variables method re-
quires a larger number of first guesses in order to find the true solution for the
scenarios considered. Its faster execution time per guess, however, causes its
overall execution time to be lower on average.
2.4.4 A Practical Implementation Strategy
The necessity of applying this chapter’s algorithms to a large set of initial
guesses raises concerns about computational burden and suggests that these
methods may be best suited for offline calculations. An adaptation of the solu-
tion strategy presented here could, however, mitigate some of these problems.
This adaptation exploits the changing observability of the dynamic scenarios.
For a given set of three measurements and a given time history of spacecraft
motion, 1000 initial guesses might be required to ensure that the true solution
is obtained. At a later time, the same spacecraft might have a very large region
of convergence, meaning that only 10 initial guesses are necessary because a
high percentage of initial guesses converge to the true solution. Rather than ap-
plying this chapter’s algorithms 1000 times for each set of three measurements,
the practitioner could try only a small number of initial guesses, such as 100 or
even 10. If one or more solutions were obtained for those initializations, they
could be individually tested by propagating them to a fourth measurement time
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and comparing to the measurement at that time. If the true solution were not
obtained, the oldest measurement would be discarded and a new one added,
thus creating a new set of measurements applying to a shifted set of times. By
iterating on this procedure, eventually one would expect to encounter a mea-
surement set with good observability properties, and less computation would
be wasted on scenarios with poor observability. This modified solution strategy
has been implemented for both sets of equations described in Section 2.3.3, us-
ing just 10 initial guesses per time window. In most cases the true solution was
obtained within two or three sets of measurements, i.e. using only 20-30 initial
guesses.
2.5 Conclusions
This chapter has focused on the solution of a restricted form of an extended
Wahba’s problem that seeks to estimate the initial attitude and angular rate of a
spinning spacecraft. Because this attitude estimation approach yields globally
optimal estimates, it cannot diverge. The restricted problem considers the case
of a rigid spacecraft with axial symmetry, known inertia properties, and zero ex-
ternal torque. It uses three vector attitude measurements at three distinct times.
Axial symmetry allows the quaternion state transition matrix to be written in a
closed form involving only trigonometric functions. The problem is equivalent
to solving six nonlinear equations in six unknowns. Algebraic techniques have
been used to reduce the restricted problem to sets of three or more nonlinear
equations in only three unknowns. The assumption that aliasing has not oc-
curred provides limits on the reasonable solution space. The use of Newton’s
method restarted many times from many initial guesses in the solution space
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usually returns all globally optimal attitude and angular rate solutions for the
given measurements. Alternatively, one can restart Newton’s method only a
small number of times for a given set of measurements, and one can repeatedly
slide the time window of measurements forward until this procedure yields a
valid solution.
“Truth” model simulations for two dynamic scenarios support the useful-
ness of the proposed solution strategies. Numerical solution of two of the re-
duced nonlinear equation sets succeed in identifying the “truth” solutions, al-
though with only three measurements it is not possible to rule out other phys-
ically feasible solutions. A fourth measurement resolves the ambiguity and
makes the system globally observable. Measurement error effects have been
shown to depend strongly on the specific physical configuration and set of vec-
tor measurements, but it is often possible to obtain a reasonably accurate solu-
tion in the presence of moderate errors. Although all sets of equations result
in the same attitude solution, some were found to converge more frequently to
solutions or more easily handle aliasing situations.
2.6 Appendix: Equivalence of Wahba Performance Metric and
Derived Cost Function
The following section demonstrates the equivalence of the quaternion that max-
imizes the performance metric of Eq. (2.4b) and the quaternion that minimizes
the quadratic cost defined by Eq. (2.50). This equivalence has been asserted in
Section 2.3.3. Repeated here for convenience and written in terms of attitude q1
and angular momentum hsc1, the generalized q-method seeks the quaternion q1
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that maximizes
p¯ (q1,hsc1) = q
T
1
[
2∑
i=0
ΦT(ti−t1;hsc1)KiΦ (ti−t1;hsc1)
]
q1 (2.53)
Although it uses very different notation from that employed here, Ref. [22]
shows that each q-method Ki matrix can be written in terms of its eigenvector
quaternions as
Ki = qαiq
T
αi + qβiq
T
βi − qciqTci − qdiqTdi (2.54)
Furthermore, the sum of the outer products of all these quaternions is just the
identity matrix:
qαiq
T
αi + qβiq
T
βi + qciq
T
ci + qdiq
T
di= I4 (2.55)
Combination of Eqs. (2.54) and (2.55) yields
Ki = I4 − 2
(
qciq
T
ci + qciq
T
ci
)
(2.56)
Now substitute this new expression for Ki back into the performance metric of
Eq. (2.53) and simplify slightly to get
p¯ (q1,hsc1) = q
T
1
[∑2
i=0 Φ
T(ti−t1;hsc1) Φ (ti−t1;hsc1)
−2∑2i=0 ΦT(ti−t1;hsc1) (qciqTci + qdiqTdi)Φ (ti−t1;hsc1) ]q1
(2.57)
The transpose of the state transition matrix Φ represents the inverse rotation, so
the leftmost expression on the right-hand side of Eq. (2.57) is a sum of identity
matrices and does not influence the optimal value of q1. As the second term on
the right-hand side enters with a negative sign, the performance metric is max-
imized when this term is minimized. By inspection, the term to be minimized
is a scaled version of the cost function defined by Eq. (2.50), thus proving the
equivalence of the two criteria. For a closely related proof relating the q-method
to the measurement update step of a Kalman filter that uses the quaternion as
its state, see Ref. [25].
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CHAPTER 3
ESTIMATION OF ATMOSPHERIC AND IONOSPHERIC EFFECTS IN
MULTI-SATELLITE ORBIT DETERMINATION USING CROSSLINKS
A method is proposed for determining the orbits of multiple satellites in the
same orbital plane by employing both downlink and crosslink radio-navigation
signals. Such an orbit determination scheme must account for orbit perturba-
tions due to unpredictable atmospheric drag and for ionospheric delay effects
on single-frequency crosslink ranging measurements. The proposed method
can improve orbit accuracy and sense variations in the space environment by
simultaneously estimating satellite orbits and density distributions for the at-
mosphere and ionosphere. Satellites in the same orbital plane are expected to
encounter roughly the same density features after a time delay corresponding
to orbital separation, and this implies that errors due to both atmospheric drag
and ionospheric delay may be spatially correlated. By exploiting rather than
ignoring this correlation, it is hoped that orbit improvements associated with
a given satellite will also benefit the orbit estimates for other satellites in the
same plane. A linearized observability analysis indicates that the proposed es-
timation system is observable without a priori information. A specialized form
of Consider covariance analysis shows that estimating atmospheric and iono-
spheric density rather than applying standard models significantly improves
orbit determination accuracy.
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3.1 Introduction
Accurate estimates of satellite trajectories, such as might be required for satellite
navigation or scientific purposes, are obtained by the process of orbit determi-
nation. Satellite orbit determination requires accurate models, both of satellite
dynamics and of the available measurements. In both areas, the greatest uncer-
tainties often arise from unpredictable environmental effects. Several possible
strategies for dealing with such model uncertainty are illustrated in this chapter.
This chapter focuses on the case of multiple satellites in the same Low-
Earth Orbit (LEO) plane, such as might constitute a subset of a global constella-
tion. The target satellite system’s configuration is based on the Iridium satellite
cell phone constellation. It employs radiocommunication signals in the form
of crosslink ranging signals between adjacent satellites and downlink ranging
measurements. Dynamic uncertainties are introduced by atmospheric drag,
which directly perturbs the satellite orbits. Another source of systematic un-
certainty is ionospheric delay on the single-frequency crosslink measurements.
The density distributions of the upper atmosphere and ionosphere are highly
variable and only imperfectly understood, so the resulting orbit determination
errors may be significant. In the proposed configuration, however, each satellite
would traverse a very similar orbit trajectory after some time delay, and the re-
sulting correlated environmental perturbations might be exploited to mitigate
errors in the overall orbit determination problem.
Atmospheric drag perturbations to satellite orbits have been widely studied,
and a number of different strategies exist to cope with them. First, several dif-
ferent empirical models, largely based on past satellite orbit data, can predict
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atmospheric density distributions [26–29]. Typical model standard deviations,
however, are about 10-20% under normal conditions, and may be much higher
depending on solar activity levels [30, 31]. A second approach employs highly
accurate measurements or targeted sensors to directly remove non-gravitational
perturbations; examples include spaceborne GPS receivers and high-quality ac-
celerometers [32–35]. While these techniques are effective, they require expen-
sive instrumentation and may not be available for preexisting satellites. A final
method, known as atmospheric calibration, attempts to estimate atmospheric
density parameters or corrections along with the orbits of a set of tracked satel-
lites [36–38]. Calibration strategies have shown promise in reducing orbit de-
termination fit errors for satellites not included in the calibration set, but there
is still room for improvement.
Ionospheric delay is a function of signal frequency and of the total electron
content (TEC) along the signal path. The proposed system’s downlink signals
traverse a relatively short path through the ionosphere, on the order of sev-
eral hundred kilometers. It is anticipated that the delay on these signals can
be adequately modeled and removed, for instance by a local ionosphere model
that uses ground station dual-frequency GPS data as inputs [39]. This chap-
ter focuses instead on crosslink ionospheric delay. Crosslinks can span a dis-
tance of thousands of kilometers through relatively dense regions of the iono-
sphere, and even for Ka-band signals the resulting measurement errors can be
significant. Previous work addressing ionospheric delay on crosslink signals
has been minimal. Some existing and proposed satellite constellations that em-
ploy crosslinks avoid the issue of ionospheric delay altogether. For instance,
satellite altitudes may be sufficient that crosslinks never enter the dense region
of the ionosphere, the path length or signal frequency may result in a delay
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too short to matter, or the crosslinks may be exclusively used for data transfer
rather than ranging [40–42]. Other satellite systems are able to directly mea-
sure and remove ionospheric effects by relating signals at two or more frequen-
cies [43, 44]. One proposed technique for single-frequency crosslinks involves
an a priori crosslink delay model based on the International Reference Iono-
sphere (IRI) density model [45, 46]. This model does not get updated based
on actual crosslink data.
This chapter proposes a calibration-like scheme that simultaneously esti-
mates all the satellite orbits and also local density distributions for the upper
atmosphere and the ionosphere. Given the complexity of the driving physical
processes, however, it is unclear what paramaterizations or dynamic models are
suitable for estimating the environmental effects. An overly complex model for
the density distributions would likely render the entire system unobservable,
because too few measurements would be available to estimate all the model pa-
rameters. On the other hand, an observable model with poor correspondence
to the true satellite environment could decrease orbit determination accuracy
rather than improving it. To investigate these trade-offs, two related analyses
are performed.
In its observability analysis, this chapter extends a previous work by the au-
thor on a similar orbit determination problem [47]. In Ref. [47], the satellites of
interest comprised an entire constellation of six orbital planes. A calibration-like
scheme was proposed to simultaneously estimate all the satellite orbits and the
parameters of a global atmospheric density model, and the system was shown
to be observable given a reasonable amount of a priori knowledge. This analysis,
however, failed to account for ionospheric effects on crosslink measurements
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because these effects had originally been assumed negligible. It was also dis-
covered that the global atmospheric density parameterization was only weakly
observable, in part because the measurements did not provide sufficient infor-
mation about density between the orbital planes. The present chapter seeks to
remedy these flaws in the observability analysis by incorporating a model of
ionospheric density and its effect on satellite signals into the estimation scheme,
and by restricting the analysis to a single plane of orbiting satellites.
In addition to the observability analysis, this chapter applies a special form
of Consider covariance analysis to the proposed orbit determination problem.
The Consider anlaysis computes the true estimation error covariance for a hy-
pothetical filter that neglects to estimate the environmental parameters and
uses a priori density distributions instead. By performing these calculations,
this chapter seeks to determine whether the proposed orbit determination/
calibration scheme could significantly improve the satellite orbit estimates as
compared to a simpler alternative.
The specific form of Consider covariance analysis used in this chapter is
adapted from Ref. [3]. Although this form applies to a more general set of es-
timation model errors than a traditional Consider analysis, it is still relatively
limited in possible applications. In particular, it is unable to deal with arbitrary
dynamics in the atmospheric and ionospheric density distributions, or with the
uncertainty in smoothed estimates. This orbit determination scenario, therefore,
motivates the development of the multipurpose Consider covariance analysis
techniques of Chapters 4 and 5.
This chapter offers three main contributions. First, it develops parameteri-
zations for atmospheric and ionospheric density and models of how these den-
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sity distributions relate to satellite drag and crosslink signal delay, respectively.
These parameterizations are similar in some respects to the global spline-based
atmospheric density parameterization developed in Ref. [47]. Second, a lin-
earized observability analysis is performed to determine whether satellite or-
bits, atmospheric density, and ionospheric density are simultaneously observ-
able for the single-orbital-plane system. Finally, a generalized Consider covari-
ance analysis examines the significance to the orbit solution of estimating time-
varying environmental parameters rather than assuming a priori models for the
environmental effects.
The remainder of this chapter is organized as follows: The next section de-
velops parameterizations for atmospheric and ionospheric density, and it mod-
els the effects of these densities on the satellite orbits and signals. Following
this, Section 3.3 gives a brief review of the dynamics and measurement mod-
els for the estimation problem of Ref. [47], along with minor modifications for
the present system. In Section 3.4, some observability analysis concepts are re-
visited, and the basic ideas of the Consider covariance analysis are presented.
Next, observability and Consider covariance results are given and discussed in
Section 3.5, followed by a summary of the chapter’s findings and some conclu-
sions in Section 3.6.
3.2 Atmospheric and Ionospheric Density Parameterizations
In order to estimate atmospheric and ionospheric density, appropriate param-
eterizations must be selected. The chosen parameterizations must be capable
of representing the effects of realistic atmospheric drag and ionospheric delay.
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These representations should also be confined to the region of interest within
the orbital plane, to improve the chance that the measurements provide suffi-
cient information to estimate the distributions. As a consequence of these cri-
teria, this chapter’s density distributions are similar to the global spline-based
parameterization of Ref. [47], but not identical.
As in that previous work, the chosen parameterizations for atmospheric and
ionospheric density both take exponential forms:
ρatm(r, θ;patm) = ρ0,atm(θ;patm) exp
(
− r − r0,atm
Hatm(θ;patm)
)
(3.1a)
ρion(r, θ;pion) = ρ0,ion(θ;pion) exp
(
− r − r0,ion
Hion(θ;pion)
)
(3.1b)
In these equations, the inputs are a position within the orbital plane in polar
coordinates, r and θ, and the two parameter vectors patm and pion. Note that the
orbital plane is nearly fixed in inertial coordinates over short time intervals, so
that diurnal variations in the density distributions at any given (θ, r) point will
be minimal. The angle θ is measured relative to the ascending node. At each
angle, the density distributions have values ρ0,atm and ρ0,ion at the two nominal
radii r0,atm and r0,ion, respectively. Density varies exponentially above and be-
low these radii with respective scale heights Hatm and Hion. Both the nominal
densities and the scale heights are Fourier series functions of the angle θ, with
series coefficients given by the parameter vectors patm and pion. The choice of
Fourier series functions rather than a cubic spline is a departure from the previ-
ous work, and it was motivated by the convenience of this representation within
an orbital plane.
The exponential form is not a good general distribution for atmospheric den-
sity. It is, however, a reasonable model over the small range of altitudes encoun-
tered by the satellites in their nearly-circular orbits [47]. The choice of an expo-
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nential distribution for ionospheric density is harder to justify for two reasons.
First, electron density within the ionosphere is known to not decrease expo-
nentially below and near its peak-density altitude. Even though the candidate
satellite crosslinks are expected to pass mostly through the upper regions of the
ionosphere where electron density is decreasing with altitude, these regions are
poorly understood, and the decrease may not be exponential in nature. Second,
the crosslinks for the candidate constellation pass through a 300-km range of
altitudes, much larger than the range of altitudes encountered by the individ-
ual satellite orbits. Over such a large range, it is unlikely that a simple function
like an exponential would fully capture the density behavior. Nevertheless, it
is believed that the exponential model of ionospheric density is adequate for
the purposes of this analysis. The International Reference Ionosphere (IRI), one
of the best ionospheric models currently available, predicts electron densities
within the range of interest that are approximately exponential under normal
solar conditions [46]. Furthermore, even if this chapter’s ionospheric density
model is inaccurate, it may still correspond to crosslink TEC values which are
physically realistic. Improved orbit determination requires a better estimate of
the delay affecting the measurements, not of the physical phenomenon which
produces that delay.
Satellite acceleration due to atmospheric drag is related to atmospheric den-
sity by the equation
ad = −1
2
(
Cd
Av
ms
)
ρatmv
2
rev (3.2)
where Cd is a drag coefficient, Av is the cross-sectional area of the satellite in the
direction of travel, ms is the total spacecraft mass, vr is the velocity magnitude
relative to the ambient atmosphere, and ev is a unit vector in the relative velocity
direction. Although the cross-sectional area may be time-varying, it is assumed
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that such variations are well-understood and can be removed by applying an
appropriate scale factor. The scalar product (CdAv/ms), known as the inverse
ballistic coefficient, will be estimated in addition to ρatm.
While drag acceleration depends on atmospheric density only at the satellite
location, ionospheric delay is a function of TEC, the total number of electrons
along a 1-m2 cross-section line-of-sight path traversed by the crosslink signal.
Specifically,
δtion =
40.3TEC
cf 2CL
(3.3)
where δtion is the ionospheric delay on the crosslink signal in seconds, c is the
speed of light in m/s, and fCL is the crosslink signal frequency in Hz. The units
of TEC are electrons/m2. TEC is typically computed by numerical integration
through a density profile, but such integration is computationally expensive
and inconvenient for estimation. An alternative technique is to approximate the
density profile along the crosslink by an analytically integrable function.
To determine such a function and create an analytical model of the relation-
ship between crosslink delay and ionospheric density, consider the crosslink ge-
ometry. As the signal travels between two satellites at approximately the same
altitude, the altitude of the line-of-sight path decreases down to a minimum
near the midpoint and then increases again. Electron density, on the other hand,
is modeled as increasing exponentially with decreasing altitude. The resulting
density profile versus crosslink distance has a shape similar to a Gaussian curve;
it can be approximated well by an analytically integrable scaled hyperbolic se-
cant function. The scaling of the hyperbolic secant is determined by evaluating
the density model in the form of Eq. (3.1b) at just the endpoints and midpoint
of the crosslink and stretching the hyperbolic secant to closely fit those points.
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In this way, crosslink ionospheric delay can be determined by evaluating ρion
at just three points, rather than at the tens or hundreds of points required for
numerical integration.
Both patm and pion can be initialized so as to best fit some arbitrary reference
set of density data in a least-squares sense, as was done for atmospheric density
in Ref. [47]. Such a reference set could be provided by a standard atmospheric or
ionospheric density model, and the initialization would provide a physically re-
alistic first guess for estimation purposes. This approach was found to perform
well when initializing patm with data from the NRLMSISE-00 model [29]. In the
case of pion, however, fitting reference values of ρion is less important than fitting
reference values of δtion. To obtain such values, a pair of satellites were first sim-
ulated over the course of an orbit to obtain a history of the crosslink endpoints.
The IRI-2007 model was then evaluated at many points along each crosslink
for each simulated time step, and numerical integration was used to generate
TEC. Ionospheric delay was obtained by evaluating Eq. (3.3). The parameter
vector was then initialized by performing a least-squares fit to determine the
pion that caused the Fourier series model and hyperbolic secant technique to
most closely reproduce the IRI-model reference delays δtion. The residuals of
this fit are shown in Figure 3.1, converted to equivalent centimeters of fit error.
Figure 3.1 also displays ionospheric delay residuals for an independent satellite
pair not used in the least-squares fit, but with the same reference IRI electron
density distribution. For this particular initialization, pion was chosen to contain
coefficients for the first ten Fourier frequencies. The parameter vector pion and
the hyperbolic secant TEC calculation were able to fit the reference ionospheric
delay values to better than 1 mm for the satellite crosslink employed in the ini-
tialization, and to better than 6 mm for the independent satellite crosslink. The
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Figure 3.1: Residual errors of least-squares fit of ionospheric
parameter vector and model to generated ionospheric delay data.
apparent bias in the residuals for the second pair of satellites is likely related to
orbit differences. For instance, the two satellite pairs can have crosslinks with
different mean minimum altitudes, such that the fit to the ionospheric model is
optimized for a slightly different region of the ionosphere.
3.3 System Dynamics and Measurements
This chapter’s dynamics and measurement models are essentially unchanged
from those of Ref. [47], with the exceptions of the modified atmospheric pa-
rameterization and the new ionospheric states. Some of the notation has been
updated, however, particularly to facilitate the Consider covariance analysis.
This section provides a brief overview of the system models; for greater detail,
see Ref. [47].
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3.3.1 State Vector and Dynamics
The state vector for the proposed estimation scheme contains components re-
lated to satellites, measurements, and environmental effects. It is convenient to
subdivide it as
X =
[
x
p
]
(3.4)
where x contains all the states for all of the individual satellites and all mea-
surement biases, and p contains the parameters related to the atmospheric and
ionospheric density distributions. In its general discretized form, the nonlin-
ear difference equation that describes the dynamics of the state vector can be
written as [
xk+1
pk+1
]
=
[
fx (k;xk,pk,wxk)
fp (k;pk,wpk)
]
(3.5)
where xk and pk are the values of x and p at the kth sample time tk, and wxk
and wpk are the associated discrete-time process noise vectors. Note that the
dynamics of the satellite states and measurement biases contained in x may
depend on the parameters in p, but not vice versa. The difference equations fx
and fp are, in practice, computed by simultaneous numerical integration of the
differential equations for each of the subcomponents of x and p.
The first part of the state vector, x, can be further subdivided into states as-
sociated with individual satellites, crosslink measurement biases, and downlink
measurement biases.
x =

x1s
x2s
...
xMs
bcl
bgs

(3.6)
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In this vector, the states specific to the jth satellite are contained in xjs, M is
the number of satellites in the plane, and bcl and bgs contain the crosslink and
downlink biases, respectively. The first six elements of each satellite’s xjs are the
Cartesian position rjs and velocity vjs in an inertial frame; their behavior is gov-
erned by Newton’s second law. Force models include gravitational attraction
from the Earth, Sun, and Moon, as well as atmospheric drag and solar radi-
ation pressure. Horizontal wind disturbances are not included in the present
model. Other components of xjs include an inverse ballistic coefficient and solar
radiation pressure coefficient, each modeled as a slowly-varying random walk,
and two satellite clock states that parameterize the clock error using a standard
model [48]. The two bias vectors bcl and bgs are both modeled as constants.
The combined parameter vector p contains both the atmospheric and the
ionospheric density parameters:
p =
[
patm
pion
]
(3.7)
In the absence of reliable physics-based models, the two parameter vectors are
modeled as some nominal, possibly time-varying vectors patm and pion, with
dynamic, discrete first-order Markov process perturbations from those nominal
vectors. The nominal parameter vectors could be obtained by an initialization
using a standard model, as described in Section 3.2. The ith Fourier series coef-
ficients in patm and pion vary according to
[patm,i (k + 1)− patm,i (k + 1)] = e
−
(
tk+1−tk
τatm,i
)
[patm,i (k)− patm,i (k)]+γatm,iwatm,i (k)
(3.8a)
[pion,i (k + 1)− pion,i (k + 1)] = e
−
(
tk+1−tk
τion,i
)
[pion,i (k)− pion,i (k)] + γion,iwion,i (k)
(3.8b)
The discrete process noises watm,i and wion,i are white with zero mean and unit
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variance. Proper tuning of the Markov time constants τatm,i and τion,i and the
process noise influence elements γatm,i and γion,i will allow these parameter per-
turbations to be estimated as non-zero quantities if the data dictate such values.
3.3.2 Measurement Models
Three types of measurements are available for the proposed orbit determina-
tion scheme. First, there are dual-one-way-ranging measurements between the
adjacent satellites in the plane, called crosslinks. Each satellite of a pair mea-
sures a code-phase-based accumulated delta range relative to the other satellite,
with a unique unknown code-phase bias and ionospheric delay in each direc-
tion. Next, there is a carrier-phase-based accumulated delta range between each
ground station and every satellite it tracks at a given time, and this downlink
measurement also includes an unknown bias. Finally, there are GPS-like pseu-
dorange measurements between the ground stations and satellites. Although
the pseudoranges are not biased, they are much noisier than the corresponding
accumulated delta ranges.
Between transmitting satellite ` and receiving satellite j, the crosslink accu-
mulated delta range is given by
λφj` =
√(
rjs − r`s
)T(
rjs − r`s
)
+ c
(
δtjs − δt`s
)
+ λbj` + cδtj`ion + η
j` (3.9)
The first term on the right-hand side of Eq. (3.9) is the range between satellite `
at its time of transmission and satellite j at its time of reception. Likewise, the
second term is the difference between the receiving and transmitting satellite
clock errors δtjs and δt`s at the times of reception and transmission, respectively.
The remaining terms are the phase bias bj`, the ionospheric delay δtj`ion, and the
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measurement noise ηj`, all multiplied by appropriate factors to yield distance
units in Eq. (3.9). The ionospheric delay δtj`ion is, of course, a function of the
ionospheric parameters in pion. It enters Eq. (3.9) positively because φj` is a code
phase measured based on group delay rather than a carrier phase. Delays due
to neutral atmosphere are negligible even at the minimum crosslink altitudes.
Note that the crosslink measurement in the opposite direction, from satellite j to
satellite `, is not identical to this one due to the unique biases and the different
times of transmission and reception.
The downlink accumulated delta range measurements are given by a very
similar equation. From satellite ` to ground station j, the beat carrier phase is
λφ`j =
√
(rgj − r`s)T(rgj − r`s)− cδt`s + λb`j + η`j (3.10)
In Eq. (3.10), rgj is the Cartesian position of ground station j at the time of recep-
tion, b`j is the downlink bias, and η`j is the measurement noise on the downlink.
Note that the reference station clocks are assumed to be disciplined by GPS,
so that their errors are negligible. The pseudorange downlink measurement is
almost identical, except with no bias and different noise:
P `j =
√
(rgj − r`s)T(rgj − r`s)− cδt`s + µ`j (3.11)
Although both downlink equations would include effects from ionospheric and
neutral atmosphere delay, it is assumed for this chapter’s analyses that these
components can be modeled well enough to be corrected and removed from the
ground-based measurements [39].
While these measurement models are relatively simple to define, they are
more difficult to evaluate and use. The satellite positions and clock errors are
only conveniently available at discrete times corresponding to the endpoints of
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the numerical integration intervals, whereas these equations require these states
at intermediate, implicitly-defined times. Readers interested in the subtleties of
these implicit calculations are encouraged to refer to Refs. [47] and [49]. For this
chapter’s analyses, it is recognized that the implicitly defined satellite states at
the times of transmission and reception can be written as nonlinear functions of
the satellite states at the endpoints of the integration interval during which the
measurement arrived. That is, each measurement model takes the generic form
yk+1 = h (k;xk,xk+1,pk) + νk+1 (3.12)
where the dependence on the parameters in pk only applies for the crosslink
measurements, and νk+1 is any of the measurement noise components defined
above. Note that the parameter states are assumed to be constant over the in-
terval [tk, tk+1), so that crosslink measurements depend only on pk and not on
pk+1.
All the crosslink accumulated delta range measurements and downlink ac-
cumulated delta range and pseudorange measurements that arrived during
the interval [tk, tk+1) are stacked together as one nonlinear vector measurement
equation:
yk+1 = h (k;xk,xk+1,pk) + νk+1 (3.13)
This is the general, but non-standard, form that will be used in this chapter’s
observability and Consider covariance analyses.
3.3.3 Linearization
The two analyses described in the next section both operate on linearizations of
this section’s dynamics and measurement models. The linearization is about a
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“truth” state history, in a manner analogous to an extended Kalman filter (EKF).
The nominal satellite state trajectory is given by x0,x1,x2, . . . ,xN and the envi-
ronmental parameters are linearized about the nominal patm and pion. Nominal
process noise is zero.
The linearized dynamics equation used for this chapter’s analyses, which is
essentially a linearization of Eq. (3.5), is given by[
∆xk+1
∆pk+1
]
=
[
Φxk Γxpk
0 Φpk
][
∆xk
∆pk
]
+
[
Γxk 0
0 Γpk
][
wxk
wpk
]
(3.14)
where the quantities ∆xk and ∆pk are perturbations from the nominal lin-
earizing values of the states. The state transition matrix block Φxk is given
by the partial derivative Φxk = ∂fx/∂x, evaluated at the nominal lineariz-
ing values, and the block matrix Φpk is diagonal with elements e−(tk+1−tk)/τatm,i
and e−(tk+1−tk)/τion,i in accordance with Eq. (3.8). Likewise, Γxpk = ∂fx/∂p and
Γxk = ∂fx/∂wx, both evaluated along the nominal state trajectory. Γpk is a diag-
onal matrix formed from the γatm,i and γion,i elements of Eq. (3.8). When con-
venient, one can write Eq. (3.14) more compactly as the linearized dynamics
equation for the total state X by making the appropriate block matrix and vec-
tor definitions.
∆Xk+1 = Φk∆Xk + Γkwk (3.15)
The linearization of the measurement model in Eq. (3.13) gives
∆yk+1 = Ĥxk∆xk +Hxk+1∆xk+1 + Ĥpk∆pk + νk+1 (3.16)
In this equation, ∆yk+1 is the difference between yk+1 and h evaluated at the
nominal values xk, xk+1, and pk. The measurement matrices are formed by the
partial derivatives Ĥxk = ∂h/∂xk, Hxk+1 = ∂h/∂xk+1, and Ĥpk = ∂h/∂pk, all
evaluated at the nominal linearizing state values. Without loss of generality, this
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linearized measurement equation is assumed to have been normalized such that
its noise νk+1 has zero mean and identity covariance. Such a normalization is
standard in many estimation techniques. As with the linearized dynamics, a
condensed linearized measurement equation in terms of the total state vector
X can be derived from Eq. (3.16) by defining the appropriate block matrices. It
has the form
∆yk+1 = Ĥk∆Xk +Hk+1∆Xk+1 + νk+1 (3.17)
Equations (3.14) and (3.16), and their condensed forms in Eqs. (3.15) and (3.17),
form the starting point for the analyses that follow.
3.4 Observability and Consider Analysis Theory
3.4.1 Linearized Observability Analysis
Conceptually, a system is observable when it is possible to uniquely determine
the initial state of the system from some finite number of measurements. It was
shown in Ref. [47] that the full constellation system and atmospheric density
model are at least weakly observable given reasonable a priori information. The
present system has fewer satellite orbits to estimate and a lower-dimensional at-
mospheric model, but it has an additional ionospheric model that directly influ-
ences the crosslink measurements. Therefore it is worthwhile to reformulate the
analysis for the system comprising the satellite states, atmospheric model pa-
rameters, and ionospheric model parameters, and determine whether all these
states are simultaneously observable in some finite time.
Asking whether a system is observable is equivalent to asking whether a cost
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function based on measurement error residuals has a unique global minimum.
Many nonlinear systems have a distinct global minimum, but may also have
additional distinct local minima. This chapter examines the local uniqueness,
i.e. the isolation, of the global minimum at the true state. It does not address
the question of whether other distinct local minima exist. This type of analysis
is called a linearized observability analysis, and it operates on the linearized dy-
namics and measurement models obtained in Section 3.3.
In Ref. [47], the author demonstrated that the system defined by the lin-
earized Eqs. (3.14) and (3.16) can be transformed into a large batch measurement
equation of the form
∆ybatch = H
[
∆xN
∆pN
]
+ νbatch (3.18)
In this equation, N linearized measurement vectors have been stacked together.
The system dynamics have been employed to write all these measurements in
terms of their dependence on the states at the end of the batch, ∆xN and ∆pN .
Finally, the batch equation has been transformed so that the noise νbatch has zero
mean and identity covariance. All these algebraic manipulations and scaling
operations are reflected in the contents of the large batch measurement matrix
H. The least-squares solution for this batch problem is[
∆xN
∆pN
]
=
(HTH)−1HT∆ybatch (3.19)
Thus, the system is said to be locally observable if the matrixHTH is invertible.
This type of batch observability analysis is equivalent to a properly formu-
lated square-root information filter (SRIF) that performs only the covariance
part of the filtering calculations. The SRIF form of the analysis is preferable
because it does not require one to form the unwieldy batch matrix H, and it al-
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lows for a possible incorporation of process noise. It also lends itself readily to
adaptation for the Consider covariance analysis calculations, as will be shown.
For a linear system, it is possible to completely decouple the covariance por-
tion of the SRIF from state estimation, so that no estimates need actually be
formed. A nonlinear system such as this one, however, requires some accu-
rate states about which to linearize so as to compute the appropriate linearized
system matrices. “Truth” model states rather than estimates are used for lin-
earization in this chapter’s analysis, similar to what was done in Ref. [47].
The SRIF stores both the state estimate and the estimation error covariance
in a square-root information equation which takes the form[
R̂xxk R̂xpk
0 R̂ppk
][
∆xk
∆pk
]
=
[
zxk
zpk
]
−
[
νxk
νpk
]
(3.20)
This equation can also be written more compactly as
R̂XXk∆Xk = zXk − νXk (3.21)
The matrix R̂XXk, or its equivalent containing the R̂xxk, R̂xpk, and R̂ppk blocks, is
the square-root information matrix for the combined state ∆Xk =
[
∆xTk,∆p
T
k
]T.
The error between the estimate and the true state is characterized by the zero-
mean, identity covariance white noise sequence νXk. The quantity zXk =[
zTxk, z
T
pk
]T is called the information state, and it is related to the current state
estimate by the equation
∆X̂k = R̂−1XXkzXk (3.22)
Likewise, the square-root information matrix R̂XXk is related to the estimation
error covariance by
P̂XXk = cov
(
∆X̂k
)
= R̂−1XXkR̂−TXXk (3.23)
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The process of square-root information filtering consists of recursively up-
dating Eq. (3.21) so as to incorporate information from the dynamic propagation
model and the new measurements. As this analysis is only concerned with the
estimation error covariance and not with the state estimates themselves, only
the square-root information matrix R̂XXk must be updated. Also, while a tradi-
tional SRIF performs the dynamic propagation and measurement update steps
in separate stages, this division is unnecessary. Both update stages can be per-
formed simultaneously. For this form of the SRIF, the combined update is given
by
Qk+1

R̂wwk R̂wXk+1
0 R̂XXk+1
0 0
 =

Rwwk 0
−R̂XXkΦ−1k Γk R̂XXkΦ−1k
−ĤkΦ−1k Γk ĤkΦ−1k +Hk+1
 (3.24)
In this equation, the matrices Φk, Γk, Ĥk, and Hk+1 are taken from the system’s
linearized dynamics and measurement models given by Eqs. (3.15) and (3.17).
The matrixRwwk is the inverse-square-root of the covariance of the process noise
wk. The calculation proceeds by orthonormal/upper triangular (QR) factoriza-
tion of the block matrix on the right, and it yields the updated square-root in-
formation matrix R̂XXk+1 as one of the sub-blocks of the upper triangular matrix
on the left.
Observability after N measurements is determined by the matrix R̂XXN ,
which must be full-rank. Equivalently, R̂XXN must be numerically invertible,
and the covariance P̂XXN = R̂−1XXNR̂−TXXN must have finite values on its diago-
nal, signifying a finite amount of uncertainty in each of the state estimates. The
matrix P̂XXN is equivalent to the matrix
(HTH)−1 from the batch formulation of
Eq. (3.19) if and only if the SRIF calculations are initiated with R̂XX0 = 0. This
is the condition of no a priori information, consistent with the idea of system
observability based on measurement data alone. Note that the inclusion of pro-
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cess noise in this observability analysis, although similar to what was done in
Ref. [47], is non-standard. It has no impact on the rank of R̂XXN , but it does
affect the uncertainty levels in P̂XXN .
3.4.2 Consider Covariance Analysis
The goal of a Consider covariance analysis is to investigate the estimation error
covariance of a filter that mismodels the system noise covariances or neglects to
estimate some subset of a system’s state vector. In the latter situation, some of
the states are not part of the estimation process but their effects on estimation
accuracy are nevertheless “considered” [3, 50–52]. Such a filter would tend to
have larger estimation errors for the remaining (estimated) states, and its own
estimate of its estimation error covariance would be incorrect and often opti-
mistic. By performing a Consider analysis, one can determine how detrimental
it may be to operate on a simplified system rather than the full system, espe-
cially in situations where the Considered states are only poorly understood or
modeled.
The most common form of Consider covariance analysis restricts itself to the
problem of unmodeled constant biases, such as might result from an imperfectly
known ground station location or antenna phase center [51, 52]. This chapter’s
special form of Consider analysis is adapted from Ref. [3], which also allows one
to Consider the effects of process or measurement noise with incorrect statistics,
incorrect a priori state estimates, or unmodeled colored process noise. The col-
ored process noise, in particular, is really just a first-order Markov process, so
the same formulation is used here to Consider the effects of unmodeled atmo-
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spheric and ionospheric perturbations. Analysis of a more complicated model
for atmospheric or ionospheric density might require the more general Consider
covariance analysis of Chapters 4 and 5.
Conceptually, this chapter’s Consider analysis answers the question: To
what degree will estimation accuracy be degraded if the proposed orbit deter-
mination scheme includes only a priori models of the atmospheric and iono-
spheric density distributions, and does not estimate the first-order Markov pro-
cess perturbations? In other words, does this chapter’s simultaneous estima-
tion of atmospheric and ionospheric parameters along with satellite orbits have
a significant impact on orbit accuracy, or could a simpler approach be just as
good?
While Consider covariance analysis is a powerful technique, care must be
taken not to misinterpret its significance. The analysis demonstrates the accu-
racy difference of orbit estimates with and without simultaneous estimation of
environmental parameters, but it does so assuming that the mathematical models
of those environmental parameters are correct. Thus the value of the Consider an-
alysis will depend on the degree to which the real physical atmosphere and
ionosphere can be described by the proposed models. It is hoped that this
chapter’s results will contribute to the qualitative understanding of the pro-
posed estimation scheme, even if their quantitative significance is uncertain. A
more complicated analysis could be performed using the algorithms of Chap-
ters 4 and 5. For instance, one could examine the performance of an estimation
scheme employing one set of environmental models in the presence of a differ-
ent set of “true” models. Such an analysis is beyond the scope of the present
chapter.
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Following the approach of Ref. [3], this chapter’s Consider covariance an-
alysis takes a square-root form that closely resembles the linearized observabil-
ity analysis. As before, it performs only covariance calculations and does not
compute estimates. Because this algorithm focuses on the case of a filter that
does not compute estimates of the dynamic parameters in ∆pk, its information
equation is just the subset of Eq. (3.20) pertaining to the information state vector
zxk (and neglecting the zpk part):
R̂xxk∆xk = zxk − R̂xpk∆pk − νxk
= zxk − ηk (3.25)
From the filter’s perspective, the entire quantity
(
R̂xpk∆pk + νxk
)
, which has
been defined as the error state ηk, is treated as zero-mean white noise with
identity covariance. The filter’s covariance estimate will deviate from the true
estimation error covariance because these statistics no longer hold. Instead, the
covariance of ηk can be written as
E
[
ηkη
T
k
]
= R̂xpkE
[
∆pk∆p
T
k
] R̂Txpk+ E[νxkνTxk]
+ R̂xpkE
[
∆pkν
T
xk
]
+ E
[
νxk∆p
T
k
] R̂Txpk (3.26)
The Markov process covariance E
[
∆pk∆p
T
k
]
is defined a priori by the specifi-
cation of the time constants and process noise influence parameters in Eq. (3.8).
Although νxk may initially be zero-mean, identity-covariance, and uncorrelated
with the environmental parameters, those properties may change as the filter
continues to perform updates based on incorrect information.
The analysis proceeds by a series of QR-factorization updates of Eq. (3.25),
very similar to the observability analysis update of Eq. (3.24). In addition to the
square-root information matrix R̂xxk, however, it also propagates and updates
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the various statistics of the information error ηk, including both covariance and
cross-covariance terms. For more details of the mechanization, the interested
reader is encouraged to refer to Ref. [3].
State estimates for the hypothetical filter, neglecting the dynamic perturba-
tions to the atmospheric and ionospheric models, would be computed as
∆xˆk = R̂−1xxkzxk (3.27)
Likewise, the filter would compute the incorrect estimation error covariance
P̂fxxk = R̂−1xxkR̂−Txxk (3.28)
In contrast, the “Consider covariance”, which represents the true covariance for
a filter with this type of mismodeling errors, is formulated as
P̂xxk = cov (∆xˆk) = E
[
(∆xˆk −∆xk) (∆xˆk −∆xk)T
]
= E
[(
R̂−1xxkηk
)(
R̂−1xxkηk
)T]
= R̂−1xxkE
[
ηkη
T
k
] R̂−Txxk (3.29)
where the covariance of ηk comes from Eq. (3.26).
3.5 Results
This chapter’s results were obtained as follows. First, a “truth” model was used
to generate a representative system state history. Next, the dynamics and mea-
surement models were linearized around these “truth” states as in Eqs. (3.14)
and (3.16). The observability analysis and Consider analysis were both per-
formed for this same set of “truth” states, so that the results could be more eas-
ily compared. The SRIF covariance calculations for the observability analysis
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yielded R̂XXN , the square-root information matrix for the combined state vec-
tor (including the parameters) after N measurements. Likewise, the SRIF-style
Consider covariance calculations produced R̂xxN , the square-root information
matrix for the hypothetical filter that neglects to estimate the environmental pa-
rameters, and also the true statistics of the information error state ηN .
From R̂XXN , the square-root information matrix of the observability analysis,
the estimation error covariance P̂XXN was determined as in Eq. (3.23). This ma-
trix specifies the covariance of the orbit and parameter estimate errors for a filter
that estimates both the satellite states and the environmental parameter varia-
tions. Likewise, the outputs of the Consider analysis were used in Eqs. (3.28)
and (3.29) to compute P̂fxxN and P̂xxN , respectively. The matrix P̂fxxN is the
incorrect covariance computed by a filter that does not estimate the environ-
mental parameter variations in the vector ∆pk. In contrast, P̂xxN is the Consider
covariance, the true estimation error covariance for such an incorrect filter. The
square roots of the diagonal elements of each covariance matrix are estimation
error standard deviations for individual state elements, which are convenient
metrics for interpreting results.
3.5.1 “Truth” Model
This chapter’s sub-constellation contains 11 satellites in a nearly polar orbital
plane, each with a near-circular orbit and a mean orbit altitude of approxi-
mately 790 km. The satellites each have an inverse ballistic coefficient of about
0.0134 m2/kg and a solar radiation pressure coefficient of about 0.0196 m2kg,
with some small variations between satellites. Each satellite clock has noise
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typical of a good oven-controlled crystal oscillator (OCXO) under benign con-
ditions [48].
The satellites are tracked by 12 globally-distributed ground reference sta-
tions, although at any given time only a few of those reference stations have one
or more satellites in view. An elevation mask of 10◦ is used to determine visibil-
ity. All the measurements have sampling rates of 5 sec. The accumulated delta
range downlink measurements have measurement error standard deviations of
0.3 mm, and the pseudorange downlink signals have measurement error stan-
dard deviations of 30 m. The crosslink accumulated delta range measurements
have measurement error standard deviations of 3.4 cm. These accuracies would
be unrealistic for individual measurements, but they actually represent the ac-
curacy obtained by averaging less accurate, higher frequency data over 5-sec
intervals.
Values for the nominal, linearizing parameter vectors patm and pion were ob-
tained by fitting to generated data sets from standard models. The nominal at-
mospheric Fourier series coefficients were initialized with density data from the
NRLMSISE-00 model under normal solar conditions. The IRI-2007 model was
evaluated under moderate solar conditions along many simulated crosslinks to
obtain simulated TEC data, which were in turn used to initialize the nominal
ionospheric density coefficients. Each first-order Markov process had a mod-
eled time constant of 3 hours. The intensity of the driving process noise for
each Markov process was chosen so as to achieve an equivalent normalized at-
mospheric density standard deviation of approximately 40%, and an equivalent
normalized ionospheric density standard deviation of nearly 100%.
The ground station locations, satellite clocks and dynamic parameters, and
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signals are the same as those of Ref. [47], to facilitate comparison with that
paper’s results. Both the observability analysis and the Consider covariance
analysis are initialized with zero a priori information. The standard simulated
batch length is 36 hours, and each analysis takes about 3 hours to complete on a
desktop computer.
3.5.2 Observability Results
The system was found to be observable with no a priori information. For some of
the parameter states, however, it took nearly the full simulated 36 hours for the
estimation error standard deviations to decrease to reasonable values. This be-
havior is characteristic of weak observability, and the inclusion of some a priori
information would likely decrease the time to convergence significantly.
The estimation error standard deviations for a typical satellite’s position his-
tory are shown in Figure 3.2. The standard deviations in this figure are resolved
into the along-track/altitude/cross-track directions. Overall 1-σ position uncer-
tainty levels decrease and eventually stay below about 3 cm. This high accuracy
level is believed to result from the richness of the data set, and in particular
the crosslink data. It is not expected that such accuracy could be achieved if a
filter based on these dynamics and measurement models were applied to real
data. Notably, these models do not yet incorporate the effects of the ionosphere
or neutral atmosphere on the downlink measurements, and the gravity model
for a real filter would require a higher degree and order. Many simplifications
have been made in this analysis to facilitate the determination of overall system
observability and to explore the significance of including an ionospheric delay
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Figure 3.2: Estimation error standard deviations for a typical
satellite’s position states (along-track/altitude/cross-track
directions).
model on the crosslink measurements. Some general observations can be made,
however.
Among the three directions, the cross-track positions are slow to converge
because there are fewer measurements in this direction. Once they do converge,
however, they remain very accurate because there are also few perturbing forces
normal to the satellite plane. In contrast, the standard deviations in the along-
track direction have the most variation and they do not decay significantly af-
ter the first few hours. This is unsurprising since the atmospheric perturba-
tions act in the along-track direction, and the ionospheric uncertainties effect
the crosslink measurements, which are mostly in the along-track direction. The
prominent 12-hour period in the standard deviations corresponds to the amount
of time for the orbital plane to rotate relative to the Earth so that the satellites
return to approximately the same ground tracks and are tracked by the same
ground stations.
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While the standard deviations of the atmospheric and ionospheric parameter
states could be plotted as in Figure 3.2, such a plot would not be very meaning-
ful. The uncertainty associated with individual Fourier series elements is less
important than the corresponding uncertainty in atmospheric density, ρatm, and
ionospheric density, ρion. For this reason, the covariance of the ∆patm and ∆pion
estimates have been transformed into standard deviations of density by em-
ploying the partial derivatives ∂ρatm/∂∆patm and ∂ρion/∂∆pion in the equations
σρatm =
√(
∂ρatm
∂∆patm
)
P̂patmpatm
(
∂ρatm
∂∆patm
)T
(3.30a)
σρion =
√(
∂ρion
∂∆pion
)
P̂pionpion
(
∂ρion
∂∆pion
)T
(3.30b)
where σρatm and σρion are the density estimation error standard deviations for
the location at which the partial derivatives were evaluated, and P̂patmpatm and
P̂pionpion are the blocks of the covariance matrix P̂XXN corresponding to the ele-
ments of ∆patm and ∆pion, respectively. These equations have been evaluated at
a number of constant altitude points around the orbital plane, and normalized
by the local densities ρatm and ρion to give percent uncertainties. The normal-
ized density standard deviations at 12-hour intervals are shown in Figures 3.3
and 3.4. Also shown in these figures are the density-equivalent nominal stan-
dard deviations of the first-order Markov processes for the atmospheric and
ionospheric parameters. The significance of the nominal values is that, given no
measurements to dictate otherwise, these are the levels to which the density un-
certainty is expected to converge eventually. The fact that the density standard
deviations eventually converge to levels below the nominal values for both the
atmosphere and ionosphere indicates some degree of observability of the corre-
sponding parameters. While both density distributions eventually reach similar
uncertainty levels, ionospheric density does so much more rapidly. The atmo-
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Figure 3.3: Atmospheric density
normalized standard deviations.
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Figure 3.4: Ionospheric density
normalized standard deviations.
spheric density distribution in Figure 3.3 requires nearly the full 36-hour sim-
ulation to converge to a normalized standard deviation of about 30%, whereas
the ionospheric density in Figure 3.4 converges to normalized standard devia-
tions between about 10% and 30% within the first 12 hours of simulated time.
It is conjectured that this quick convergence is related to the high number of
crosslink measurements, each of which is directly affected by ionospheric delay.
3.5.3 Consider Analysis Results
The Consider covariance analysis explores the importance of estimating dy-
namic variations in the two density distributions, rather than just applying
a priori models. To interpret the results of this analysis, one must compare the
standard deviations corresponding to the Consider covariance to the estimation
error standard deviations of a system that estimates the environmental param-
eters. If the Consider standard deviations relating to the satellite orbit states are
significantly greater, then neglecting to estimate the environmental parameters
has a very detrimental effect on orbit determination accuracy. If, on the other
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hand, both sets of standard deviations remain at similar levels throughout the
analysis, it might be possible to safely remove estimation of the atmospheric
and ionospheric distributions and apply a standard a priori model instead.
This chapter’s Consider analysis results are fairly compelling. Figure 3.5 dis-
plays the position error standard deviations for a typical satellite, resolved onto
the along-track/altitude/cross-track directions. These standard deviations rep-
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Figure 3.5: Position estimation error standard deviations
corresponding to Consider covariance for a typical satellite
resent the level of estimation uncertainty that would result in a filter that uses
only nominal a priori atmospheric and ionospheric distributions and does not
estimate dynamic perturbations to those distributions. The uncertainties in Fig-
ure 3.5 can be compared directly to those of Figure 3.2, because the only differ-
ences between the two cases stem from the presence or absence of atmospheric
and ionospheric parameters as estimated states. At first glance, the Consider
standard deviations look only slightly higher than their counterparts in Fig-
ure 3.2. However, the vertical scales of the two figures differ by a factor of 20; the
Consider standard deviations for the satellite positions are more than 20 times
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greater, on average. These results indicate that simultaneous estimation of at-
mospheric and ionospheric variations along with the satellite orbits can greatly
improve accuracy, at least for situations where the atmospheric and ionospheric
density distributions can be adequately modeled as described. Note also that
the improvements in orbit accuracy do not require a corresponding accuracy
level in the parameter estimates. It is sufficient that the filter has a model of
the types of perturbations that may occur and how they influence the system
dynamics and measurements.
3.6 Conclusions
An orbit estimation scheme has been developed for a ring of satellites that are
connected by crosslink ranging signals within a single orbital plane. The pro-
posed method seeks to exploit the geographic correlation of dynamics and mea-
surement perturbations that influence the satellite motion and ranging signals
by simultaneously estimating density distributions within the plane for the at-
mosphere and ionosphere. It leverages a rich data set of radiocommunication
signals and does not require any dedicated sensors for satellite tracking.
Two related types of analyses have been performed for the proposed sys-
tem that consists of the satellites, signals, and density distributions for the at-
mosphere and ionosphere. First, a linearized observability analysis has sought
to determine whether the given data and data rates provide enough informa-
tion to estimate all the system states, even in the presence of the dynamically
varying environmental effects. The proposed system is observable given a suf-
ficiently long measurement batch, although standard deviations associated with
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the satellite orbit states converge much more quickly and achieve greater accu-
racy levels than those associated with atmospheric and ionospheric parameters.
A Consider covariance analysis complements the observability analysis.
Rather than asking if the system is observable, it explores the impact of esti-
mating dynamically varying atmospheric and ionospheric parameters versus
resorting to a priori models of their behavior. It demonstrates that the expected
improvements in the system with estimated parameters are quite significant,
provided the dynamic models for atmospheric and ionospheric density are suf-
ficiently good approximations of the true distributions. These results suggest
that the proposed simultaneous estimation scheme is worthwhile for orbit de-
termination, even if the resulting estimates of atmospheric and ionospheric den-
sity retain large levels of uncertainty. Additionally, the usefulness of the Consi-
der analysis for this somewhat complex scenario motivates the development of
more generally applicable Consider covariance analysis tools.
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CHAPTER 4
A MULTIPURPOSE SQUARE-ROOT CONSIDER COVARIANCE
ANALYSIS FOR LINEAR FILTERS
A new form of Consider covariance analysis suitable for application to a wide
variety of filtering problems is presented and demonstrated. A special system
formulation is employed, and the analysis draws on the algorithms of square-
root information filtering to provide generality and compactness. This analysis
enables one to investigate the estimation errors that arise when a filter’s dy-
namics model, measurement model, assumed statistics, or some combination
of these is incorrect. Such an investigation can improve filter design or charac-
terize an existing filter’s true accuracy. Areas of application include incorrect
initial state covariance; incorrect, colored, or correlated noise statistics; unes-
timated states; and erroneous system matrices. Several simple, yet practical,
examples are developed, and the Consider analysis results for these examples
are shown to agree closely with Monte Carlo simulations.
4.1 Introduction
The field of estimation addresses the question of how to form the best possi-
ble estimates of a system’s state given the available, imperfect models of that
system. For most applications, it is equally important to determine the statis-
tical uncertainty of the estimates. The Kalman filter (KF) family of estimation
schemes, including its various extended, square-root, and unscented formula-
tions, generates both optimal state estimates and their error covariances, or an
equivalent. These methods lend themselves naturally to the study of estimation
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uncertainty by means of covariance analysis.
In covariance analysis, the covariance properties of the estimation error pro-
vide information about the filter and its accuracy. For example, one can examine
the observability of particular subsets of states, or determine which measure-
ments are most critical to filter performance. The covariance produced by a
filter, however, is only a reliable metric of estimation error if the filter’s model
perfectly describes the true underlying system. When mismatch occurs between
the filter model and the “truth” model, a more specialized alternative known as
Consider covariance analysis can sometimes provide valuable insight.
A Consider covariance analysis allows one to “consider” the effects on es-
timation accuracy that result from certain types of mismatch between a filter’s
system model and the “truth” system. One can study the effects of model mis-
match by computing the true covariance of the error between the filter’s es-
timates and the “truth” states, which is distinct from the filter’s reported co-
variance. The true covariances provide a metric for the accuracy of estimates
produced by the mismodeled filter. In the context of this chapter and Chap-
ter 5, the following definition for the phrase “Consider covariance analysis” is
adopted: A Consider covariance analysis examines the errors of a filter that is
based on an incorrect system model, specifically by computing the “true” error
covariance as dictated by an assumed “true” system model. Note that the analysis
is inherently hypothetical because it requires one to assume a specific “truth”
model that may have errors of its own. The true covariances that the Consi-
der covariance analysis computes are relative to that assumed “truth” model.
They are true in the sense that if the given filter were applied to a system with
the proposed “true” system model, then the errors in the resulting estimates
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would have those covariances. While some Consider analysis methods com-
pute true covariance directly, others produce some equivalent from which co-
variance may be calculated, such as the matrix difference between the true and
filter-reported covariances. Some of this chapter’s references prefer the name
“sensitivity analysis”, because such methods enable one to explore the sensitiv-
ity of a filter to various kinds of model error. Still others employ the generic
name “covariance analysis” regardless of whether the filter model is assumed
to match the true system model. Both alternate names refer to analyses that fall
within this chapter’s broad definition of Consider covariance analysis. Contrary
to common practice, this chapter and Chapter 5 capitalize the word “Consider”
in the covariance analysis context in order to more clearly distinguish between
technical and colloquial usage.
Consider covariance analysis is a flexible tool that can be applied in differ-
ent ways depending on the source of the filter model errors. Errors in filter
models may occur unintentionally, especially in situations where the dynamics
or disturbances are only poorly understood. They may also be intentional, as
when a reduced-order filter or simplified equations are employed to mitigate
computational burden. In the latter scenario, Consider covariance analysis is an
important step in the design process that indicates whether the suboptimal filter
performance is likely to be acceptable. Different candidate filters may be eval-
uated and compared. For example, the true system may have many constant
random bias states which are known to be jointly unobservable. Estimation of
these biases may be possible by assuming some reasonable level of a priori in-
formation, but the resulting bias estimates may be highly suspect. Consider
covariance analysis can indicate which of these biases should be estimated as
states in the filter so as to improve the estimates of the remaining quantities of
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interest [3, 51]. The choice of biases to estimate is obtained by designing several
candidate filters, each of which only estimate a subset of the biases, and com-
paring the true estimation error standard deviations associated with the states
of interest for each filter. The analysis is not adversely affected if the bias states
themselves remain poorly observable and the filter’s estimates of those states
do not converge to useful values. Estimation of poorly observable “nuisance”
states can sometimes improve the estimation accuracy of other states of interest.
Chapter 3 performs a similar analysis, except that it concerns weakly observable
dynamic disturbances rather than biases.
When model errors result from high uncertainty in the dynamics, the prac-
titioner typically knows that model errors are likely, but he or she does not
know exactly what they are. Consequently, there is no single “truth” model
standard with respect to which filters may be analyzed. A common application
of Consider covariance analysis iteratively evaluates proposed filters, seeking
one that is insensitive to changes in the uncertain system parameters. Such a
filter is generally suboptimal for any particular realization of the “true” sys-
tem, but maintains acceptable performance characteristics over the range of
possible “true” systems [53, 54]. Similarly, an outer Monte Carlo analysis may
be wrapped around a Consider covariance analysis to characterize the perfor-
mance of a single proposed filter over some statistical distribution of hypothet-
ical “truth” models. Alternatively, Consider analysis can compare the relative
magnitude of different potential error effects, so as to develop an error budget
or investigate discrepancies in solutions obtained from multiple sources [55, 56].
A final suggested application relates to multiple model filtering. This filtering
approach assumes that the true system model is unknown and forms estimates
as a weighted sum of the estimates corresponding to a set of candidate models.
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The philosophical similarities between Consider covariance analysis and mul-
tiple model filtering hint at the possibility of using the former as a tool in the
analysis or design of the latter. The exact form such an analysis would take is
unclear.
Many previous Consider covariance analyses are narrow in scope, and ad-
dress only a few particular classes of filter model errors. One of the simplest
forms of Consider analysis focuses on filters with unmodeled constant ran-
dom biases, particularly dynamics model parameter biases or measurement bi-
ases [51, 52, 57]. Another very simple analysis treats incorrect covariances of
the process noise, measurement noise, or initial estimate [52, 58, 59]. Some less
narrow efforts draw on both of these simple analyses to examine the effects
of unmodeled coloring of the process noise or other unestimated dynamically-
varying disturbance states [3, 50, 60]. This type of error is often encountered
in the context of intentional model simplification and reduced-order filtering.
Finally, a few references investigate the case where both the noise covariances
and some or all of the state-space system matrices used by the filter are incor-
rect [4, 5, 61–63]. These sources do not explicitly allow for situations where some
elements of the “truth” state vector are unestimated, although an experienced
analyst could modify the algorithms to accommodate that case.
Algorithms that handle a subset of error classes can be useful, but a gen-
eral approach that can simultaneously study all of these errors is preferable.
Such general Consider covariance analyses are available in Refs. [54, 64, 65].
These algorithms, which are implemented in the covariance domain, augment
the state vector of a traditional Kalman filter and perform several additional
intermediate calculations. All of the previously-mentioned error classes can be
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studied, including incorrect process and measurement noise covariances, incor-
rect initial estimate covariance, unestimated random biases or dynamics, and
erroneous system matrices. Notably, none of the previous Consider covariance
analyses is able to directly handle the situation of cross-correlated process and
measurement noise. The single exception is Ref. [63], which suggests how such
an analysis might be performed but does not derive the equations for that case.
Many of the more general versions of Consider analysis could, however, incor-
porate the analysis of non-independent process and measurement noise with
some additional pre-processing steps.
None of the general Consider analyses operate in the information domain
or directly analyze a square-root information filter (SRIF). Square-root informa-
tion filtering is theoretically equivalent to traditional Kalman filtering under the
correct assumptions. The SRIF, however, is preferred in some applications that
require good numerical properties or an infinite initial estimation error covari-
ance. Of the aforementioned Consider covariance methods, Refs. [3, 50] are the
most capable analyses in square-root information form. Neither of these works
can study systems where the unestimated states have dynamics with a non-
invertible state transition matrix, and they do not develop the algorithms for
incorrect system matrices.
This chapter presents a new discrete square-root information form of gen-
eralized Consider covariance analysis. The following contributions are made:
First, this chapter’s analysis is the most general Consider covariance analysis
for square-root information filters, and a single unifying framework encom-
passes filters with all the error classes discussed above. Second, the algorithms
are demonstrated using simple numerical examples. These examples are se-
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lected to illustrate the application of the new analysis to various types of filter
errors. Consequently, the inexperienced practitioner does not have to derive
non-obvious implementation steps independently. As an added benefit, the ex-
amples highlight some situations in which Consider covariance analysis may
prove useful, such as when a mismodeled filter behaves in a counterintuitive
way.
Note that this chapter restricts its focus to Consider analysis. Neither this
chapter nor Chapter 5 addresses Consider filtering, which adjusts the filter es-
timates based on the Consider covariance calculations [48, 66, 67]. It is beyond
the scope of this work to define or develop the various reasonable classes of
Consider filters for this new framework.
Readers not familiar with the square-root information filter may struggle
with this chapter’s Consider covariance analysis, because of its heavy depen-
dence on SRIF techniques. The generality and relative simplicity of this ap-
proach may outweigh such difficulties for many kinds of model error analyses.
References [3] and [68] are recommended to the interested reader for gaining
familiarity with SRIF methods.
The remainder of this chapter is organized as follows: Section 4.2 briefly re-
views a simple example of Consider covariance analysis to illustrate the basic
concept. Section 4.3 presents a special Consider form of the state-space system
upon which this chapter’s algorithms operate. In Section 4.4, the Consider an-
alysis algorithms are developed. Section 4.5 demonstrates how some useful ex-
ample problems can be translated into the Consider form of Section 4.3, and the
Consider algorithms are validated for these examples by Monte Carlo analysis.
Conclusions are drawn in Section 4.6.
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4.2 Introductory Example
This section’s simple example illustrates the principles of Consider covariance
analysis in a more traditional form. The goal of this example is to help the
reader to grasp the “big picture” of Consider analysis before moving on to more
complicated systems and algorithms.
The estimation scenario of interest is a basic static system with a batch mea-
surement equation given by
y = Hx+ ν (4.1)
where x is a static vector that is to be estimated, y is a vector of measurements,
H is the matrix relating the measurements to the unknown x vector, and ν is
the measurement noise. The measurement noise has been incorrectly assumed
to have covariance Pννa, whereas the “truth” measurement noise covariance is
given by E
[
ννT
]
= Pνν .
The standard weighted least-squares solution to the static batch problem of
Eq. (4.1) is well-known; it takes the form
xˆ =
(
HTP−1ννaH
)−1
HTP−1ννay (4.2)
where the measurements have been weighted by the inverse of the assumed
noise covariance Pννa. The estimation error in this case is
(xˆ− x) = (HTP−1ννaH)−1HTP−1ννay − x
=
(
HTP−1ννaH
)−1
HTP−1ννa (Hx+ ν)− x
=
(
HTP−1ννaH
)−1
HTP−1ννaν (4.3)
The expression for estimation error in Eq. (4.3) can be used to derive the estima-
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tion error covariance, which should be small if xˆ is a good estimate of x:
E
[
(xˆ− x) (xˆ− x)T
]
=
(
HTP−1ννaH
)−1
HTP−1ννaE
[
ννT
]
P−1ννaH
(
HTP−1ννaH
)−1 (4.4)
In Eq. (4.4), it has been recognized that covariance matrices are symmetric so
that there is no need to write P−Tννa in place of P−1ννa. Note, ( )
−T refers to the trans-
pose of the inverse of the matrix in question.
At this point, the distinction between covariance analysis and Consider co-
variance analysis can be demonstrated. A traditional covariance analysis would
assume that the batch estimator’s model of measurement noise covariance, Pννa,
was correct. It would then use this assumed value in Eq. (4.4) to compute the
estimator’s assumed estimation error covariance, Pxxa:
Pxxa =
(
HTP−1ννaH
)−1
HTP−1ννaPννaP
−1
ννaH
(
HTP−1ννaH
)−1
=
(
HTP−1ννaH
)−1 (4.5)
The covariance Pxxa is useful in its own right. It gives an indication of how
accurate the estimate xˆ is expected to be, given correct assumptions about the
measurements. It is not, however, the true covariance of the estimation errors.
The true covariance Pxx is computed by a simple form of Consider analysis,
substituting the “truth” measurement noise covariance Pνν into Eq. (4.4) to form
Pxx =
(
HTP−1ννaH
)−1
HTP−1ννaPννP
−1
ννaH
(
HTP−1ννaH
)−1 (4.6)
This expression does not simplify in the same way as Eq. (4.5). It provides a
metric for the actual level of error expected from the batch least squares problem
in the presence of incorrectly modeled noise.
Note, it is possible for Pxx to be greater than Pxxa, less than Pxxa, or to have
some components that are greater while others are less. The definitions of
“greater” and “less” relate to the positive definiteness of Pxx − Pxxa. For ex-
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ample, if Pννa = ρPνν for some positive scalar ρ, then Pxx − Pxxa is positive
definite if ρ < 1 and negative definite if ρ > 1.
4.3 Consider System Formulation
One of the primary challenges in deriving highly general algorithms for Con-
sider covariance analysis is that different kinds of filter model errors enter the
system equations in different ways. This section presents a new standardized
system formulation for Consider analysis by which all the discussed varieties of
filter modeling errors can be represented. The Consider algorithms derived in
Section 4.4 manipulate this standard set of equations. Therefore, any system that
can be cast into this framework can be analyzed using the general algorithms of
Section 4.4, without further customization.
It may be difficult to see how an arbitrary problem can be rewritten in the
defined Consider form. In order to bridge this gap between theory and prac-
tice, Section 4.5 casts several simple yet widely applicable examples into this
section’s standard form.
Any Kalman-filter based estimation scheme requires three mathematical
components. First, it must have state-space models of the system’s dynamic
behavior and of the measurements that are to be used for estimation. Second,
it must have a complete statistical description of the process and measurement
noise, including any correlation between noise components or between noise
at different times. Finally, it must have initializations of both the state estimate
and the uncertainty in that estimate. Square-root information filters differ from
traditional Kalman filters in their representation of process noise and in their ini-
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tialization, but they retain the same dynamics and measurement models. The
Consider form defined here must also have these three components, so that it
can represent the “true” behavior of the system as well as the filter’s estimate of
that behavior.
Before any consideration of Consider covariance analysis, the filter assumes
that the system dynamics and measurement models are given by:
xk+1 = Φfkxk + Γfkwk (4.7a)
yk = Hfkxk + νk (4.7b)
In these equations, xk is the state vector at discrete sample time k, Φfk is the
state transition matrix from sample k to sample k + 1, wk is process noise, and
Γfk is the process noise influence matrix. The vector yk contains the measure-
ments that apply at sample k, Hfk is the measurement sensitivity matrix, and
the measurement noise vector is given by νk. The measurements are assumed
to have been normalized such that νk is a zero-mean, identity-covariance, white,
Gaussian random vector:
E[νk] = 0, E
[
νkν
T
k
]
= Rfk = I, E
[
νkν
T
j
]
= 0 ∀ k 6= j (4.8)
Such normalization is always possible via suitable transformation of raw mea-
surements [68]. The Gaussian process noise wk is also zero-mean and white,
with nominal covariance given by
E
[
wkw
T
k
]
= Qfk (4.9)
Process noise and measurement noise are further assumed to be uncorrelated
with each other.
According to standard SRIF nomenclature, the filter’s process noise infor-
mation equation, which encapsulates the information about the process noise
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statistics in a convenient form, is given by
Rfwwkwk = −νwk (4.10)
where νwk is a zero-mean, identity-covariance, Gaussian random vector, and
Rfwwk is related to the nominal process noise covariance according to
R−1fwwkR−Tfwwk= Qfk (4.11)
The notation “R” is used throughout this chapter and Chapter 5 for all square-
root information matrices. This differs from the standard notation of Ref. [3],
which uses “R ” for square-root information matrices. The symbol “R ” is re-
served for the measurement noise covariance in the present chapter, consistent
with Eq. (4.8). The square-root information filter’s estimate and covariance are
initialized at k = 0 by assuming the standard a priori state information equation:
R¯fxx0x0 = z¯0 − νx0 (4.12)
In this equation, νx0 is a zero-mean, identity-covariance, Gaussian random vec-
tor, and the information state z¯0 parameterizes the initial state estimate accord-
ing to the equation
x¯0 = R¯−1fxx0z¯0 (4.13)
The matrix R¯fxx0 is the square-root information matrix for the initial state esti-
mate; it is related to the initial estimation error covariance by
R¯−1fxx0R¯−Tfxx0 = P fxx0 (4.14)
The matrices Φfk, Γfk, and Hfk are specifically the versions of those system
matrices assumed by the filter’s model. They may differ from the “truth” sys-
tem matrices Φk, Γk, and Hk. In many cases, however, the two sets of matrices
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will be identical. In the remainder of this chapter, the symbols Φk, Γk, and Hk
will be used for both the filter and “truth” system whenever the corresponding
matrices are the same. Likewise, the covariance and square-root information
matrices Qfk, Rfk, P fxx0, Rfwwk, Rfννk, and R¯fxx0 are specifically the versions
of those matrices used by the filter. The filter’s measurement noise covariance
and square-root information matrices Rfk and Rfννk are always assumed to be
identity matrices. The “truth” covariance and square-root information matrices
are designated by Qk, Rk, P xx0, Rwwk, Rννk, and R¯xx0. Except where they differ
or could potentially differ, the symbols for the “truth” matrices will be used.
The Consider system form allows the user to describe a large variety of
modeling errors within a common framework. It does this by keeping track
of the true statistics of the system uncertainty. Uncertainty can arise from the
correctly- or incorrectly-modeled process noise, measurement noise, or initial
estimation error covariance. Additional sources of uncertainty include errors
in the matrices that specify the dynamics or measurement models used by the
filter and unestimated biases or time-varying disturbances. All of these sources
of uncertainty, with the exception of any deterministic unestimated biases, are
contained in the components of a single “Consider state vector” xck. The Con-
sider analysis computes the contribution of xck to the true estimation error co-
variance by tracking its covariance and the sensitivity matrices that specify how
it enters the filter equations. All stochastic contributions are contained within
this single vector. Therefore, the analysis does not have to additionally compute
any cross-correlations, and computationally efficient techniques can be applied
to the statistical calculations.
The Consider system begins by defining perturbed versions of the filter’s
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dynamics and measurement equations:
xk+1 = Φfkxk + Γfkwk + Γxckxck + bxk (4.15a)
yk = Hfkxk +Hckxck + byk (4.15b)
The matrix Γxck describes the influence of the Consider state vector on the filter’s
dynamics model, and the matrix Hck describes the influence of the Consider
state vector on the measurements. Another difference is the presence of the
bias vectors bxk and byk. These are deterministic non-zero values that disturb
the system from what the filter assumes. They may be time-varying, but are
not driven by stochastic noise. In many cases, these biases are zero and can be
neglected in the equations.
Equations (4.15a) and (4.15b) represent the Consider generalizations of
Eqs. (4.7a) and (4.7b). The generalized dynamics in Eq. (4.15a) simply adds
the two new terms Γxckxck and bxk to the right-hand side. The generalized mea-
surement equation (4.15b) replaces the zero-mean, identity-covariance measure-
ment noise νk with the sum of the two terms Hckxck and byk. All of the random
part of the “truth” measurement noise is modeled within Hckxck.
The vector of Consider states, xck, is defined differently for each individual
system depending on what types of modeling errors are present. It has its own
dynamics model given by
xck+1 = Φckxck + Γcckwck (4.16)
In Eq. (4.16), Φck is the state transition matrix for the Consider state vector dy-
namics. It need not be invertible or even square, as the number of elements in
xck may change. The matrix Γcck describes the influence of the driving Consi-
der process noise vector wck on the Consider state vector xck+1. Without loss
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of generality, both wck and the initial Consider state xc0 are constrained to be
zero-mean, identity-covariance, Gaussian random vectors, wck is a white noise
sequence, and xc0 is uncorrelated with that sequence.
By means of the Consider vector xck, it is possible to represent process noise
and measurement noise with statistics that do not conform to the filter’s as-
sumptions. The noise intensities may be different from the nominal values, the
process and measurement noise may be correlated, or the noise may be colored,
i.e., correlated with noise at other times. Noise terms with non-zero mean val-
ues can be modeled by proper use of the bias vectors bxk and byk.
In place of Eq. (4.10), the Consider analysis models the process noise statis-
tics using the following square-root information equation:
Rfwwkwk = −Swckxck − bwk (4.17)
In this equation, Swck is a sensitivity matrix, and bwk is a bias. Note how
Eq. (4.17) replaces the simple noise term νwk of Eq. (4.10) by the sum of the terms
Swckxck and bwk. This replacement enables the Consider process noise model to
be non-white, biased, or correlated with the measurement noise. It also allows
the “truth” process noise covariance to differ from the filter’s assumed value.
In the same way, the initial state information equation of the Consider an-
alysis differs from the filter’s Eq. (4.12):
R¯fxx0x0 = z¯0 − S¯xc0xc0 − b¯c0 (4.18)
That is, νx0 of Eq. (4.12) is replaced by S¯xc0xc0 + b¯c0. The bias b¯c0 and sensitivity
matrix S¯xc0 model the manner in which the “truth” initial mean and covariance
of the state differ from the filter’s assumed initial mean and covariance.
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In summary, the Consider model is a generalized form of the filter model. It
consists of Eqs. (4.15)-(4.18). The Consider state dynamics model, Eq. (4.16), is a
completely new equation. All of the other Consider model equations are gen-
eralizations of the original filter model equations, Eqs. (4.7), (4.10), and (4.12).
An important feature of Eq. (4.16) is the complete flexibility with which Φck
can be defined. In particular, Φck can be non-square and can have a non-trivial
nullspace, e.g., columns of zeros. This feature allows components of xck to be
white noise, as would be required to reproduce the original filter model.
The Consider covariance analysis is driven by a simple philosophy: In each
filter equation, replace the filter’s simplistic random terms with the “truth” ran-
dom terms from the Consider analysis. This has been done explicitly in Consi-
der model Eqs. (4.15b), (4.17), and (4.18), and implicitly in Eq. (4.15a). The same
philosophy carries over to the square-root information equations that are recur-
sively updated by the Consider analysis. At each sample time, the filter forms
the state information equation
Rxxkxk = zk − νxk (4.19)
In the Consider analysis, the simplistic random term νxk is replaced by a more
complicated expression related to the history of the Consider vector xck. This
expression’s “truth” mean and covariance replace the zero mean and identity
covariance of νxk in the Consider analysis covariance calculations. These calcu-
lations are given in detail in Section 4.4.
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4.4 Consider Analysis Algorithms
The Consider covariance analysis algorithms presented here largely follow stan-
dard SRIF procedures. They differ from standard filtering equations in that they
keep track of some additional sensitivity matrices and perform a few extra fac-
torizations. The analysis performs the original SRIF calculations and appends
new calculations that capture all the model error effects. In most cases, only
minimal modification is necessary from the original filter implementation. All
the derivations in this section assume that the system has already been placed
in the Consider form defined in Section 4.3.
4.4.1 Initialization and First Steps
The first part of the Consider analysis requires several special initialization
steps. After initialization, the analysis can proceed recursively with a generic
form for each dynamic propagation and measurement update. The analysis is
presumed to start from the state information equation, Eq. (4.18), repeated here:
R¯fxx0x0 = z¯0 − S¯xc0xc0 − b¯c0 (4.20)
A measurement is assumed to be available at time k = 0, as per Eq. (4.15b):
y0 = Hf0x0 +Hc0xc0 + by0 (4.21)
Per standard square-root information algorithms, the measurement update
proceeds by rearranging and stacking Eqs. (4.20) and (4.21).[
R¯fxx0
Hf0
]
x0 =
[
z¯0
y0
]
−
[
S¯xc0
Hc0
]
xc0 −
[
b¯c0
by0
]
(4.22)
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Standard orthonormal/upper-triangular (QR) factorization is used to compute
an orthonormal transformation matrix T̂0 such that:
T̂0
[
R¯fxx0
Hf0
]
=
[
R̂xx0
0
]
(4.23)
where R̂xx0 is a square, upper-triangular matrix. The matrices T̂0 and R̂xx0 can
be computed using the “qr” function that is discussed in the Appendix. The
input to this function will be the block matrix on the left-hand side of Eq. (4.23),
and the T̂0 matrix will be the transpose of the function’s “Q” matrix output. The
function’s “R” output will be the entire block matrix on the right-hand side of
Eq. (4.23).
The matrix T̂0 effectively compresses all the information about the state x0,
both the a priori information and measurement information, into the block R̂xx0.
After computing T̂0, every term in Eq. (4.22) is premultiplied by this transforma-
tion to accomplish the measurement update. The resulting block matrices and
vectors are renamed for convenience to obtain the new, updated information
equation: [
R̂xx0
0
]
x0 =
[
zˆ0
zr0
]
−
[
Ŝxc0
Src0
]
xc0 −
[
bˆc0
br0
]
(4.24)
The new vectors zˆ0, zr0, bˆc0, and br0 and the new matrices Ŝxc0 and Src0 are
the results of this premultiplication. Note that zˆ0, Ŝxc0, and bˆc0 all have row
dimensions of nx, the number of elements in x. The bottom rows of this block
equation contain information about the measurement residuals. For purposes
of this derivation, only the top rows are necessary to continue the analysis. They
comprise the a posteriori state information equation at k = 0:
R̂xx0x0 = zˆ0 − Ŝxc0xc0 − bˆc0 (4.25)
So far, the analysis looks exactly like the measurement update for a square-
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root information filter, except that the term
(
Ŝxc0xc0 + bˆc0
)
takes the place of
the previous zero-mean, identity covariance error term νx0. A naı¨ve approach
might continue along these lines, performing dynamic propagation and mea-
surement update steps that keep track of the sensitivity matrices that multiply
the Consider state xck.
This approach is not sustainable, however. Successive dynamics and mea-
surement equations introduce a dependence on the Consider state vector at
times k = 1, 2, 3, . . . without eliminating the dependence on the Consider states
at previous times. Neglecting any deterministic biases bck, the error term would
expand so that the information equation at time k would become
R̂xxkxk = zˆk −
[
Ŝxc0,k Ŝxc1,k · · · Ŝxck
]

xc0
xc1
...
xck
 (4.26)
The sensitivity matrix blocks Ŝxcj,k would be recursively computed at each stage
of the analysis.
There are two problems associated with this result. First, the large block
sensitivity matrix that multiplies the augmented vector of Consider states keeps
growing as k increases. Eventually, this may cause computer storage problems.
This long vector of Consider states is unnecessary, because only a subspace of
that vector has any effect on the estimation covariance. The dimension of this
subspace is less than or equal to nx, the dimension of the state x. In other words,
it is theoretically possible to represent all the parts of the error term that actually
affect uncertainty with a vector that is the same length as xk.
A second difficulty with Eq. (4.26) is that the Consider analysis would re-
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quire one to compute the covariance of the vector containing xc0, xc1, . . ., xck.
This computation is not easy. The initial covariance of xc0 is constrained to be
the identity matrix, but the covariance of each successive xck must be found by
propagating the previous covariance through the Consider dynamics equation.
Additionally, the cross-terms of the covariance matrix, of the form E
[
xckxc
T
j
]
,
would need to be computed at each step. It is preferable to represent the error
term in the information equation in a way that makes these covariance calcula-
tions trivial.
After recognizing the weaknesses of the preceding naı¨ve approach, one
might be tempted to try to reduce the size of the error term by employing
the Consider dynamics equation, Eq. (4.16), to write each Consider state xck
in terms of the Consider state at the initial time, xc0. This new strategy, how-
ever, introduces the Consider process noise wck at successive times, so that the
information equation at sample time k would become
R̂xxkxk = zˆk −
[
Ŝxc0,k Ŝxwc0,k · · · Ŝxwck−1,k
]

xc0
wc0
...
wck−1
 (4.27)
This result is superior to Eq. (4.26) when it comes to covariance calculations:
Each of the elements of the right-most vector has zero mean and identity co-
variance, and its elements are uncorrelated:
[
xc
T
0 wc
T
0 · · · wcTk−1
]T
∼ N (0, I) (4.28)
In other words, the covariance of the entire vector is the identity matrix. How-
ever, this form of the analysis still has the problem of the growing dimension of
its block sensitivity matrix. Furthermore, the calculations necessary to map the
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Consider state back to sample k = 0 are nontrivial; they take the form
xck+1 =
(
k∏
j=0
Φck−j
)
xc0 +
k−1∑
j=0
(
k−j−1∏
i=0
Φck−i
)
Γccjwcj + Γcckwck (4.29)
In light of the difficulties associated with these two naı¨ve approaches, a
transformation has been introduced to achieve two important goals: A minimal-
length error effects vector in the information equation and simple statistical
properties of that vector. The operations described are computationally simi-
lar to some of the orthogonal transformations performed in Ref. [3] to reduce
the dimensions of some sensitivity matrix blocks, but with additional statistical
benefits in the present formulation.
One version of this transformation applies only at sample k = 0. It starts
with the information equation error term Ŝxc0xc0, where xc0 ∼ N (0, I) by con-
struction. Recall that the entire error term can be represented by a vector with
dimension less than or equal to nx, whereas xc0 has dimension nxc0, which may
already exceed this minimum necessary length. An orthonormal transforma-
tion of the vector xc0 is performed to separate it into two parts: One part, α0,
that has an effect on the information equation for x0, and one part, β0, that has
no effect on the information equation at the current sample time. Conceptually,
these newly-defined “error effects variables” bear some resemblance to those of
Refs. [50, 63], although the exact definitions and implementation details are dis-
tinct. The present transformation is accomplished by means of LQ factorization,
which is analogous to QR factorization except that it decomposes a given matrix
into a product of a lower-triangular matrix with possible columns of zeros and
an orthonormal matrix. More information about the LQ factorization is given in
the Appendix. The LQ factorization is applied here to the matrix Ŝxc0:
Ŝxc0 =
[
Sxα0 0
]
C0 (4.30)
106
in order to compute the right-hand-side terms as per the Appendix. In this
equation, the computed Sxα0 is lower-triangular with at most nx columns. The
computed matrix C0 is orthonormal with nxc0 columns and rows. The matrix C0
transforms xc0 to yield [
α0
β0
]
= C0xc0 (4.31)
Note, if nxc0 ≤ nx, then β0 will be an empty vector because there is no way
to produce an α0 with fewer elements than xc0. It is sometimes convenient to
define [Lα0 Lβ0] ≡ CT0 , so that
xc0 = C
T
0
[
α0
β0
]
=
[
Lα0 Lβ0
][α0
β0
]
= Lα0α0 + Lβ0β0 (4.32)
As C0 and its inverse CT0 are both orthonormal, transformation of xc0 by
either of these matrices preserves its property of identity covariance. This re-
sult will be important for calculation of the Consider analysis covariances. One
can now use Eqs. (4.30) and (4.31) to rewrite the state information equation,
Eq. (4.25), so that Ŝxc0 is replaced by the potentially lower-dimensional sensitiv-
ity matrix Sxα0.
R̂xx0x0 = zˆ0 − Ŝxc0xc0 − bˆc0
= zˆ0 −
[
Sxα0 0
]
C0xc0 − bˆc0
= zˆ0 −
[
Sxα0 0
][α0
β0
]
− bˆc0
= zˆ0 − Sxα0α0 − bˆc0 (4.33)
The final line of Eq. (4.33) is the generic Consider analysis form of the a posteriori
SRIF information equation. It will be used throughout the remaining analysis.
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4.4.2 Main Algorithm
At this point, it is desirable to shift away from derivations specific to a particular
sample so that the full Consider analysis can be developed in a manner analo-
gous to mathematical induction. To that end, assume that Eq. (4.33) is available
for some generic sample time k:
R̂xxkxk = zˆk − Sxαkαk − bˆck (4.34)
Note that the previously derived Eq. (4.33) can be recovered by plugging in
k = 0. Assume also that xck is related to αk and βk by some transformation of
the form:
xck =
[
Lαk Lβk
][αk
βk
]
= Lαkαk + Lβkβk (4.35)
where the vector
[
αTk β
T
k
]T
has zero mean and identity covariance. Note, how-
ever, that xck is not required to have identity covariance for k > 0, and conse-
quently it is no longer required that [Lαk Lβk] be orthonormal.
To complete the Consider covariance analysis algorithm, it is necessary to
develop dynamic propagation and measurement update steps that transition
these equations from sample k to sample k + 1. Initialization of the mathemat-
ical induction occurs at sample k = 0 because Eqs. (4.33) and (4.32) constitute
Eqs. (4.34) and (4.35) when k = 0 in the latter equations.
The development starts by rewriting the dynamics, measurement, and
process-noise information equations in terms of the αk and βk vectors instead
of xck. First, the system dynamics and measurement equations, Eqs. (4.15a)
and (4.15b), become
xk+1 = Φfkxk + Γfkwk + Γxck
[
Lαk Lβk
][αk
βk
]
+ bxk (4.36a)
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yk = Hfkxk +Hck
[
Lαk Lβk
][αk
βk
]
+ byk (4.36b)
Next, the Consider dynamics of Eq. (4.16) can be written as
xck+1 = Φck
[
Lαk Lβk
][αk
βk
]
+ Γcckwck =
[
ΦckLαk ΦckLβk Γcck
]
αk
βk
wck
 (4.37)
Because the Consider process noise wck is independent of the Consider state
at time k, the augmented right-most vector in Eq. (4.37) is zero-mean, identity-
covariance, and Gaussian: 
αk
βk
wck
 ∼ N (0, I) (4.38)
Finally, the process noise information equation, Eq. (4.17), now takes the form
Rwwkwk = −Swck
[
Lαk Lβk
][αk
βk
]
− bwk (4.39)
Dynamic propagation proceeds as usual for a square-root information filter,
except that in place of the information equation error vector νxk, one manipu-
lates the terms involvingαk, βk, and bˆck. As in a standard SRIF, the propagation
solves the dynamics equation, Eq. (4.36a), for xk and substitutes this expression
into information Eq. (4.34). The result is stacked together with process noise
information Eq. (4.39) to yield:[
Rwwk 0
−R̂xxkΦ−1fkΓfk R̂xxkΦ−1fk
][
wk
xk+1
]
=
[
0
zˆk
]
−
 SwckLαk SwckLβk(
Sxαk − R̂xxkΦ−1fkΓxckLαk
) (
−R̂xxkΦ−1fkΓxckLβk
)[αk
βk
]
−
[
bwk
bˆck − R̂xxkΦ−1fk bxk
]
(4.40)
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Propagation is completed by using QR factorization to compute an orthonor-
mal transformation T k+1 that triangularizes the block matrix on the left. This
operation yields the relationship
T k+1
[
Rwwk 0
−R̂xxkΦ−1fkΓfk R̂xxkΦ−1fk
]
=
[
R¯wwk R¯wxk+1
0 R¯xxk+1
]
(4.41)
where the square, upper-triangular matrices R¯wwk and R¯xxk+1 and the general
matrix R¯wxk+1 are also computed by the factorization. Thus, left matrix multi-
plication of Eq. (4.40) by T k+1 yields:[
R¯wwk R¯wxk+1
0 R¯xxk+1
][
wk
xk+1
]
=
[
z¯wk
z¯k+1
]
−
[
S¯wαk S¯wβk
S¯xαk S¯xβk
][
αk
βk
]
−
[
b¯wk
b¯ck+1
]
(4.42)
The vectors z¯wk and z¯k+1 are the standard SRIF a priori information vectors that
result from transforming the first term on the right-hand side of Eq. (4.40). The
sensitivity matrices S¯wαk, S¯wβk, S¯xαk, and S¯xβk come from transformation of the
large block matrix on the right-hand side of Eq. (4.40). The vectors b¯wk and b¯ck+1
are biases obtained by transforming the right-most term of Eq. (4.40).
In Eq. (4.42), the upper blocks relating to process noise are required for
Consider analysis of a smoother for the given system. Consider analysis of a
smoother can be accomplished by extending the present techniques, as is done
in Chapter 5. For the remainder of the filter analysis derived here, only the
lower blocks of Eq. (4.42) are retained:
R¯xxk+1xk+1 = z¯k+1 −
[
S¯xαk S¯xβk
][αk
βk
]
− b¯ck+1 (4.43)
This equation is just the Consider version of the a priori state information equa-
tion at sample k + 1. Note that its error vector is still written in terms of αk and
βk, rather than αk+1 and βk+1.
The measurement update step at sample k + 1 closely resembles the proce-
dure of Section 4.4.1, except that the composite random vector
[
αTk β
T
k wc
T
k
]T
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appears instead of xck+1. After stacking a priori information Eq. (4.43) and the
measurement equation, one obtains an analog of Eq. (4.22):[
R¯xxk+1
Hfk+1
]
xk+1 =
[
z¯k+1
yk+1
]
−
[
S¯xαk S¯xβk 0
(Hck+1ΦckLαk) (Hck+1ΦckLβk) (Hck+1Γcck)
]
αk
βk
wck
−
[
b¯ck+1
byk+1
]
(4.44)
The top line of this equation is just Eq. (4.43). The bottom line is a modified ver-
sion of measurement Eq. (4.15b) at sample k+ 1. In this measurement equation,
xck+1 is replaced by the expression on the extreme right-hand side of Eq. (4.37).
As in the k = 0 case, the orthonormal transformation matrix T̂k+1 is computed
via QR factorization of the block matrix on the left, such that
T̂k+1
[
R¯xxk+1
Hfk+1
]
=
[
R̂xxk+1
0
]
(4.45)
where the additional factorization output R̂xxk+1 is square and upper triangular.
Left matrix multiplication of Eq. (4.44) by T̂k+1 yields:
[
R̂xxk+1
0
]
xk+1 =
[
zˆk+1
zrk+1
]
−
[
S˜xαk S˜xβk S˜xwck
S˜rαk S˜rβk S˜rwck
]
αk
βk
wck
−
[
bˆck+1
brk+1
]
(4.46)
Equation (4.46) is a transformed version of Eq. (4.44) in the same way as
Eq. (4.42) is a transformed version of Eq. (4.40). Therefore, the various new
vectors and matrices on the right-hand side of Eq. (4.46) are computed from
the corresponding terms in Eq. (4.44) in a manner analogous to the Eq. (4.42)
derivation. The lower blocks of Eq. (4.46) are related to measurement residuals.
Neglecting these, the a posteriori state information equation at sample time k+ 1
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is given by
R̂xxk+1xk+1 = zˆk+1 −
[
S˜xαk S˜xβk S˜xwck
]
αk
βk
wck
− bˆck+1 (4.47)
Recall that the main algorithm derivation began with Eq. (4.34), the a poste-
riori state information equation at sample k. The current information equation
is not yet in the same form, however, because it depends on the three vectors
αk, βk, and wck rather than the single vector αk+1. At this point, an LQ facto-
rization can be applied to transform the composite vector
[
αTk β
T
k wc
T
k
]T
and
its coefficient matrix in Eq. (4.47). This process will yield the desired αk+1 as
a component of the transformed vector and Sxαk+1 as the only non-zero block
of the transformed matrix, similar to the technique used in Eqs. (4.30)-(4.33) for
sample k = 0.
The recursion process requires an updated version of Eq. (4.35) that applies
at sample k + 1. This new equation will express xck+1 as a linear combination
of αk+1 and a newly-defined βk+1. It will be derived from the Consider state
dynamics using the dynamics form in Eq. (4.37). The derivation also uses an
LQ factorization that transforms the vector
[
αTk β
T
k wc
T
k
]T
. It is convenient to
LQ factorize the relevant coefficient matrices from Eqs. (4.47) and (4.37) simul-
taneously. The required LQ factorization computes another orthonormal matrix
Ck+1 such that the following relationship holds:[
S˜xαk S˜xβk S˜xwck
ΦckLαk ΦckLβk Γcck
]
=
[
Sxαk+1 0 0
Lαk+1 Lβk+1 0
]
Ck+1 (4.48)
The input to this LQ factorization is the block matrix on the left-hand side
of Eq. (4.48). The upper block row is the coefficient of
[
αTk β
T
k wc
T
k
]T
from
Eq. (4.47), and the lower row is the coefficient of the same vector in Eq. (4.37). In
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addition to Ck+1, the square lower-triangular matrices Sxαk+1 and Lβk+1 and the
general matrix Lαk+1 are outputs of the factorization. The orthonormal matrix
Ck+1 is used to define a transformation of variables from the vector at sample k
to a different vector that will apply at sample k + 1:
αk+1
βk+1
γk+1
 ≡ Ck+1

αk
βk
wck
 (4.49)
where
[
αTk+1 β
T
k+1 γ
T
k+1
]T∼ N (0, I) because the orthonormal transformation
preserves the vector’s identity covariance.
When this transformation is applied to the Consider dynamics equation by
substituting Eqs. (4.48) and (4.49) into Eq. (4.37), it yields
xck+1 =
[
ΦckLαk ΦckLβk Γcck
]
αk
βk
wck
 = [Lαk+1 Lβk+1 0]Ck+1

αk
βk
wck

=
[
Lαk+1 Lβk+1 0
]
αk+1
βk+1
γk+1
 = [Lαk+1 Lβk+1]
[
αk+1
βk+1
]
(4.50)
The final result is a copy of Eq. (4.35), referenced to sample k + 1 instead of
sample k. Likewise, one can substitute Eqs. (4.48) and (4.49) into Eq. (4.47) to
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get
R̂xxk+1xk+1 = zˆk+1 −
[
S˜xαk S˜xβk S˜xwck
]
αk
βk
wck
− bˆck+1
= zˆk+1 −
[
Sxαk+1 0 0
]
Ck+1

αk
βk
wck
− bˆck+1
= zˆk+1 −
[
Sxαk+1 0 0
]
αk+1
βk+1
γk+1
− bˆck+1
= zˆk+1 − Sxαk+1αk+1 − bˆck+1 (4.51)
The final line of Eq. (4.51) is a copy of Eq. (4.34), referenced to sample k + 1
rather than sample k. At this point, the algorithms have come full circle and the
dynamic propagation from k + 1 to k + 2 can commence.
4.4.3 Consider Covariance Calculations
One of the distinguishing features of the SRIF as opposed to the Kalman fil-
ter is that the filter does not compute its own covariance estimate at each step.
Whenever the covariance is needed, however, it can be reconstructed from the
square-root information matrices. This chapter’s Consider covariance analysis
operates in the same way; at any point the analyst may compute both the fil-
ter’s presumed error covariance and the true covariance of the estimation error.
More generally, the quantity of interest in a Consider analysis will be the matrix
mean square error (MSE), which consists of a covariance plus a rank-one term
due to biases. These calculations can occur at the a priori or a posteriori stages of
the analysis with equal simplicity.
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To compute covariance, one starts with the a priori or a posteriori state infor-
mation equation, both repeated here for convenience:
R¯xxkxk = z¯k −
[
S¯xαk−1 S¯xβk−1
][αk−1
βk−1
]
− b¯ck (4.52a)
R̂xxkxk = zˆk − Sxαkαk − bˆck (4.52b)
The filter’s a priori and a posteriori state estimates are x¯k = R¯−1xxkz¯k and xˆk =
R̂−1xxkzˆk, respectively. Errors in the filter’s presumed covariances arise from the
filter’s incorrect assumption that the errors in the information equations have
zero mean and identity covariance. Under this assumption, one can compute
the filter’s presumed covariances. They are
P fxxk = E
[
(x¯k − xk) (x¯k − xk)T
]
= R¯−1xxkE
[
ν¯xkν¯
T
xk
] R¯−Txxk= R¯−1xxkR¯−Txxk (4.53a)
Pfxxk = E
[
(xˆk − xk) (xˆk − xk)T
]
= R̂−1xxkE
[
νxkν
T
xk
] R̂−Txxk= R̂−1xxkR̂−Txxk (4.53b)
The true matrix MSEs of the filter’s estimates are only slightly more difficult to
compute and require no additional matrix inversions. Starting from Eq. (4.52a)
for the a priori case, the true matrix MSE is given by
P xxk = E
[
(x¯k − xk) (x¯k − xk)T
]
= R¯−1xxkE
[([
S¯xαk−1 S¯xβk−1
][αk−1
βk−1
]
+ b¯ck
)
×
([
S¯xαk−1 S¯xβk−1
][αk−1
βk−1
]
+ b¯ck
)T R¯−Txxk
= R¯−1xxk
[
S¯xαk−1 S¯xβk−1
]
E
{[
αk−1
βk−1
][
αTk−1 β
T
k−1
]}[S¯Txαk−1
S¯Txβk−1
]
R¯−Txxk
+ R¯−1xxkb¯ckb¯TckR¯−Txxk
= R¯−1xxk
[
S¯xαk−1 S¯xβk−1
][S¯Txαk−1
S¯Txβk−1
]
R¯−Txxk+ R¯−1xxkb¯ckb¯TckR¯−Txxk (4.54)
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Likewise, for the a posteriori case, starting from Eq. (4.52b),
Pxxk = E
[
(xˆk − xk) (xˆk − xk)T
]
= R̂−1xxkE
[(
Sxαkαk + bˆck
)(
Sxαkαk + bˆck
)T]
R̂−Txxk
= R̂−1xxkSxαkE
[
αkα
T
k
]
STxαkR̂−Txxk+ R̂−1xxkbˆckbˆ
T
ckR̂−Txxk
= R̂−1xxkSxαkSTxαkR̂−Txxk+ R̂−1xxkbˆckbˆ
T
ckR̂−Txxk (4.55)
Thus, the true matrix MSE calculations differ from the filter’s covariance calcu-
lations in that they are weighted by a product of sensitivity matrices and may
have an additional bias term. Note that in the final lines of Eqs. (4.54) and (4.55),
the first term is the true estimation error covariance, and the second term con-
stitutes the bias effect. The sum of these two terms is designated “Pxx” even
though it is a matrix MSE rather than a covariance. This non-standard notation
emphasizes the fact that the Consider quantities P xxk and Pxxk are most directly
comparable to the presumed filter covariances P fxxk and Pfxxk.
4.5 Examples
To demonstrate the capabilities of the proposed Consider analysis and provide a
degree of confidence in the derived algorithms, several concrete examples have
been developed. These examples were chosen because they are sufficiently sim-
ple to explain, yet they address some realistic engineering problems. One of the
biggest practical challenges of this chapter’s Consider covariance analysis is the
process of rewriting each problem in the defined Consider form of Section 4.3.
Once the examples are in Consider form, the analysis algorithms of Section 4.4
can be implemented.
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The results of the Consider analysis for each example are compared to the re-
sults of Monte Carlo simulations. These simulations verify that the true matrix
MSEs of the incorrectly-modeled filters are indeed those predicted by the Con-
sider covariance analysis. The simulations also prove to be a useful debugging
tool for the code that implements the algorithms.
The remainder of this section is organized as follows: Sections 4.5.1 and 4.5.2
lay out the two examples, one of mismodeled noise and the other with incor-
rect system matrices. Each section begins with a scenario description and then
shows step-by-step how to rewrite the given systems in Consider form. The
Monte Carlo simulations are explained, and the simulation results are presented
and discussed.
4.5.1 Example: Incorrectly Modeled Noise
Scenario Description and Consider Form Setup
The dynamics and measurement models for the first example are given by[
rk+1
vk+1
]
=
[
1 ∆t
0 1
][
rk
vk
]
+
[
0
1
]
wk (4.56a)
yk =
[
1 1
][rk
vk
]
+ νk (4.56b)
The states rk and vk are thought of as position and velocity for some one-
dimensional motion, and the sample interval ∆t is assumed to be 0.5 s. The
variables wk and νk are scalar process and measurement noise, respectively, and
yk is a scalar measurement. The initial state estimate and initial state error co-
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variance are
x¯0 =
[
r¯0
v¯0
]
=
[
3
1
]
, P xx0 =
[
σ2r0 σrv0
σrv0 σ
2
v0
]
=
[
10 0
0 5
]
(4.57)
The filter operates on measurements available once per sample interval ∆t for a
total of 50 s (100 discrete-time samples).
One of the most practical uses for Consider covariance analysis is to deal
with the situation of incorrect process and measurement noise covariances.
Specifically, in this example the filter process noise covariance Qfk and mea-
surement noise covariance Rfk are assumed to be
Qfk = 1, Rfk = 1 (4.58)
The “truth” process noise covariance Qk and measurement noise covariance Rk
are
Qk = 0.25, Rk = 2.25 (4.59)
Note that the “truth” process noise covariance is smaller and the “truth” mea-
surement noise covariance larger than modeled by the filter.
In this example, the system matrices Φk, Γk, and Hk can be extracted directly
from Eqs. (4.56a) and (4.56b) for both the filter and the Consider form. The ini-
tial state square-root information matrix R¯xx0 can be computed from the initial
estimation error covariance P xx0 as in Eq. (4.14) by using Cholesky factorization
or some other standard matrix square-root routine. The initial information state
z¯0 can be obtained by substituting the values for R¯xx0 and x¯0 into the inverse of
Eq. (4.13). These calculations yield
R¯xx0 =
[
1/
√
10 0
0 1/
√
5
]
, z¯0 =
[
3/
√
10
1/
√
5
]
(4.60)
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The filter’s process noise information matrixRfwwk is the inverse square root of
Qfk; it can also be computed by Cholesky factorization, but in this scalar case
will just be 1/
√
1 = 1. Likewise, the “truth” inverse square roots for process and
measurement noise, which will be needed later, are just Rwwk = 1/
√
0.25 = 2
andRννk = 1/
√
2.25 = 2/3.
So far, the quantities defined or computed hold for both the filter’s equations
and the system’s Consider form. In order to put each system into Consider form,
the user must correctly define the matrices Γxck, Φck, Γcck, Swck, Hck, and S¯xc0,
which appear in Eqs. (4.15)-(4.18). One must also compute any deterministic
biases, but for this example there are none. Typically, the design of the matrices
is not unique, as it depends on the particular choice and ordering of elements of
the Consider state vector xck.
A rough procedure for transforming a given system to Consider form is as
follows: First, one defines xck so that it contains as elements all the sources of
random uncertainty or modeling error in the system, either directly or as some
transformed version. Particular care must be taken in defining the initial xc0
in a way that also includes initial estimation uncertainty. In addition, it must
have zero mean and identity covariance. Next, one writes the equations that
describe the dynamics and statistics of the uncertainty components contained
in xck. This step typically involves designing the matrices Φck and Γcck, as well
as precomputing any deterministic bias disturbances. Third, one specifies how
the uncertainty enters the system dynamics and measurements by creating the
matrices Γxck and Hck. Finally, one writes expressions for the sensitivity matri-
ces Swck and S¯xc0 that determine how the Consider state vector xck influences
the filter’s process noise equation and its initial state information equation. Al-
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though all of these steps are necessary to define a Consider system, it may not
always be convenient to perform them in this order. Trial and error may help to
determine the most useful of the system description alternatives.
All of the errors in this example are related to noise statistics, and the only
additional uncertainty that must be captured by the Consider vector xck is the
correctly-modeled uncertainty in the initial estimate. One suitable definition is
xck ≡


νx0
Rww0w0
Rνν0ν0
 k = 0
[
wk
νk
]
k > 0
(4.61)
where the premultiplication at time k = 0 by the various square-root informa-
tion matrices constrains xc0 to have identity covariance.
Based on this definition, the Consider dynamics equation can be constructed.
The first component of xc0 is related to uncertainty in the initial estimate; it
does not enter the system directly at any later times and thus has no dynamic
behavior to describe. The process and measurement noise elements, wk and νk,
are zero-mean white stochastic random variables. They do not have any true
dynamics because samples at different times are uncorrelated. Thus, Φck is an
appropriately-dimensioned matrix of zeros for all samples k. Note that Φc0 will
have fewer rows than columns in order to omit the component of xc0 related
to initial estimate uncertainty from all later xck Consider states. Even though
the dynamics of wk and νk are trivial, the Consider dynamics equation is used
to describe their “truth” statistical behavior by means of the Γcck matrix, which
applies both at k = 0 and later sample times:
Γcck =
[
R−1wwk+1 0
0 R−1ννk+1
]
=
[
0.5 0
0 1.5
]
(4.62)
120
No unestimated disturbances enter the state dynamics equation, so Γxck is a
matrix of zeros. In the measurement equation, the matrix Hck is a block matrix
which extracts the measurement noise component of xck:
Hck =

[
0 0 R−1νν0
]
=
[
0 0 1.5
]
k = 0
[
0 1
]
k > 0
(4.63)
The first component of xck (or the second component when k = 0) is the
“truth” system process noise. The Consider analysis knows how the “truth”
process noise enters the filter’s process noise information equation, Eq. (4.17). It
designs Swck to yield the “truth” process noise covariance, taking into account
the Consider dynamics model:
Swck =

[
0 − (Rfww0R−1ww0) 0] = [0 −0.5 0] k = 0[
−Rfwwk 0
]
=
[
−1 0
]
k > 0
(4.64)
Finally, the sensitivity matrix S¯xc0 effectively contains the information about the
way in which the “truth” initial estimation error covariance differs from what
the filter assumes. In this example, of course, there is no difference.
S¯xc0 =
[(R¯fxx0R¯−1xx0) 0 0] =
[
1 0 0 0
0 1 0 0
]
(4.65)
Monte Carlo Simulations
At this point, all the Consider form matrices have been defined, and the algo-
rithms of Section 4.4 can be applied to compute both filter and true covariances
analytically. True covariance can also be estimated numerically by means of
Monte Carlo simulations. This technique computes sample mean and covari-
ance from a large number of simulated estimation errors, which can be thought
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of as samples of a random process. As the number of trials increases, the esti-
mated covariance approaches the true covariance. This chapter’s examples each
use 5000 trials in their Monte Carlo simulations.
To implement the simulations, a “truth” model is created for the scenario
based on the defined system matrices and “truth” noise covariances. The
“truth” model takes as inputs the initial state and histories of measurement and
process noise, which are constrained to have the statistical properties specified
in the example. It outputs a history of the state vector and a series of noisy
measurements. None of the “truth” model calculations use the special Consider
model form developed in the previous subsection. These “truth” measurements
are fed into the incorrectly-modeled filter, which outputs histories of state esti-
mates. By differencing the “truth” model’s states and the filter’s state estimates,
a history of estimation error is generated.
This entire procedure is repeated many times, each with different samples
from the same “truth” distributions of the initial state, process noise, and mea-
surement noise. The result is a large number of estimation error histories, each
of which is an independent instance of the same random process. Sample
means, covariances, and standard deviations are computed at each time step,
and compared with the analytical results from a single run of the Consider an-
alysis.
The Monte-Carlo covariance matrices agree closely with the covariances
computed by the Consider analysis. This result holds for the elements cor-
responding to both the position and velocity states, as well as the cross-
covariances of position and velocity. Additionally, confidence bounds on the
estimated covariances have been computed, and it has been verified that the
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differences between the Monte Carlo and Consider analysis covariances gener-
ally fall well within the expected bounds.
To illustrate, Fig. 4.1 plots three related quantities: The standard deviations
of error in the a posteriori position estimates as computed by the incorrect filter,
by the Consider analysis, and by the Monte Carlo simulations. In this figure, the
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Figure 4.1: Standard deviations of a posteriori
position error for incorrect noise example.
circles representing the Monte Carlo estimates of standard deviations clearly
follow the solid line of the analytical Consider standard deviations. Both are
greater than the filter’s computed standard deviations by an approximately-
constant offset after the filter reaches a steady state. This offset represents the
additional error one could expect in the estimates produced by a filter that used
incorrect noise covariances as described. Note that the Monte Carlo confidence
bounds are not shown on the plot because they tend to add clutter.
Although filter modeling errors in general are likely to increase the estima-
tion error standard deviations as shown in Fig. 4.1, this is not always the case.
In some scenarios, the true covariance could actually be lower than the filter’s
computed covariance. This is in fact the case for the standard deviations asso-
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ciated with the a priori velocity estimates for this example. The reason for this
is simple: the “truth” process noise intensity is lower than that assumed by the
filter, so immediately after a dynamic propagation step the true estimation er-
ror standard deviations are lower than those predicted by the filter. After each
measurement update, however, the higher-than-modeled measurement noise
intensity reverses the situation so that the true a posteriori standard deviations
are higher than those of the filter. Even though the filter would have a lower
a priori velocity estimation error than predicted, its estimates would be com-
puted based on suboptimal filter gains. In other words, the true error would be
lower than the filter predicts but not as low as it could be with an optimal filter.
It is also important to note that while Monte Carlo simulations can yield the
same covariance results as the Consider analysis and are conceptually simpler to
program, they incur a far greater computational burden. Each Monte Carlo trial
must re-run the entire “truth” model and filter, and a large number of trials may
be required for sufficient accuracy. In contrast, the Consider analysis runs just
once, with only moderate computational increase beyond that of a single filter
run. The Consider analysis also has no need to compute the specific estimates
associated with a particular measurement history realization, and so does not
require a “truth”-model run to produce measurements.
4.5.2 Example: Incorrect System Matrices
Scenario Description and Consider Form Setup
The filter used in the second example is identical to that of the first example.
As before, the dynamics and measurement models are given by Eqs. (4.56a)
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and (4.56b), with the same position and velocity states rk and vk and time step
∆t = 0.5 s. The initial estimate and covariance of Eq. (4.57) are also used, and
the nominal process and measurement noise covariances are those of Eq. (4.58).
From these equations, the filter matrices Φfk, Γfk, Hfk, R¯fxx0, and Rfwwk can be
extracted.
In contrast to the previous example, the “truth” process and measurement
noise covariances are both identical to those of the filter, such that Qk = Qfk
and Rk = Rfk. Once again, the filter’s initial covariance P fxx0 is assumed to be
correct.
The “truth” model system equations, however, have slightly different matri-
ces than those assumed by the filter, such that Φk 6= Φfk, Γk 6= Γfk, and Hk 6= Hfk.
The “truth” dynamics and measurement models are given by[
rk+1
vk+1
]
=
[
0.95 1.01∆t
0 1
][
rk
vk
]
+
[
0.1
0.9
]
wk (4.66a)
yk =
[
0.95 1.05
][rk
vk
]
+ νk (4.66b)
The generalized Consider system defined by Eqs. (4.15a) and (4.15b) writes
the “truth” system dynamics as a perturbed version of the filter’s dynamics
equation, and writes the “truth” system measurement model as a perturbed ver-
sion of the filter’s measurement model. To carry out this procedure for the cur-
rent example, one need only see what terms must be added to the filter system
equations in order to make them equal the “truth” system equations. Specifi-
cally,
xk+1 = Φfkxk + Γfkwk + (Φk − Φfk)xk + (Γk − Γfk)wk (4.67a)
yk = Hfkxk + νk + (Hk −Hfk)xk (4.67b)
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The perturbation to the filter’s dynamics must next be written as a sum of
a zero-mean stochastic part, Γxckxck, and a deterministic time-varying bias part
bxk. Likewise, the perturbation to the filter’s measurement equation must be
decomposed into a zero-mean stochastic part, Hckxck, and a deterministic time-
varying bias part byk.
A significant difficulty for the current example arises because both perturba-
tions depend on xk. This state vector is driven by the stochastic noise wk, but
has a time-varying, deterministic, non-zero mean due to non-zero x¯0. The effect
of the non-zero mean can be resolved by recognizing that xk can be written as
xk = x˜k + xbk (4.68)
where x˜k is the zero-mean, stochastic part of xk driven bywk, and xbk is the de-
terministic part ofxk. The componentxbk can be pre-computed for any sample k
by propagating the filter’s initial estimate (which can be thought of as xb0 = x¯0)
through the “truth” dynamics equation while setting the process noise to zero.
In other words,
xbk = Φk−1Φk−2 · · ·Φ0xb0 (4.69)
The stochastic component x˜k, on the other hand, is initially drawn from a zero-
mean distribution with covariance specified by P xx0. It has dynamics modeled
by the system’s “truth” dynamics equation:
x˜k+1 = Φkx˜k + Γkwk (4.70)
It is now possible to write the perturbation to the filter’s dynamics as a ran-
dom part, (Φk − Φfk) x˜k+(Γk − Γfk)wk, and a deterministic part, (Φk − Φfk)xbk.
The corresponding random part of the measurement model’s perturbation is
(Hk −Hfk) x˜k, and its deterministic part is (Hk −Hfk)xbk.
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The Consider vector xck must capture the dynamical and statistical behavior
of the random parts of the system. In this example, those random parts include
process noise, measurement noise, initial uncertainty, and a copy of the random
part of xk itself. A suitable choice for the Consider vector is therefore:
xck ≡


R¯xx0x˜0
Rww0w0
Rνν0ν0
 k = 0

x˜k
wk
νk
 k > 0
(4.71)
As before, the Consider vector at sample k = 0 is defined such that it has identity
covariance. In contrast to the preceding example, the Consider state at sample
k = 0 has no more elements than the Consider states at all samples k > 0. With
this definition of xck, one can write the matrices for the Consider dynamics
equation for k > 0:
Φck =

Φk Γk 0
0 0 0
0 0 0
 =

0.95 1.01∆t 0.1 0
0 1 0.9 0
0 0 0 0
0 0 0 0
 (4.72a)
Γcck =

0 0
R−1wwk+1 0
0 R−1ννk+1
 =

0 0
0 0
1 0
0 1
 (4.72b)
Note how the Consider dynamics matrices model the dynamic behavior of x˜k,
the statistical relationship between x˜k and wk, and the covariances of wk and νk.
This definition of the Consider vector allows the Consider dynamics equation to
model the “truth” system dynamics, which the filter cannot do with its incorrect
system matrices Φfk and Γfk. At k = 0, the Γcck matrix is unchanged, but Φck
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becomes
Φc0 =

Φ0R¯−1xx0 Γ0R−1ww0 0
0 0 0
0 0 0
 =

0.95
√
10 1.01
√
5∆t 0.1 0
0
√
5 0.9 0
0 0 0 0
0 0 0 0
 (4.73)
in order to transition from the original identity-covariance Consider state vector
at k = 0 to its new, non-identity-covariance form for k > 0.
In contrast to the previous example, Γxck is not a matrix of zeros, and bxk
is not a vector of zeros. The matrix Γxck, in combination with the defined xck,
specifies the random part of the perturbation to the filter’s dynamics equation.
This matrix is given by
Γxck =
[
(Φk − Φfk) (Γk − Γfk) 0
]
=
[
−0.05 0.01∆t 0.1 0
0 0 −0.1 0
]
(4.74)
for k > 0 and by
Γxc0 =
[
(Φ0 − Φf0) R¯−1xx0 (Γ0 − Γf0)R−1ww0 0
]
=
[
−0.05√10 0.01√5∆t 0.1 0
0 0 −0.1 0
]
(4.75)
for the special case of k = 0.
The deterministic disturbance bxk can be computed in advance by employing
the formula
bxk = (Φk − Φfk)xbk = (Φk − Φfk) Φk−1Φk−2 · · ·Φ0xb0 (4.76)
where xb0 is the initial estimate [3 1]
T.
Just as Γxck models the sensitivity of the filter’s dynamics equation to xck,
the Consider measurement sensitivity matrix Hck models the way in which xck
perturbs the filter’s measurements. Additionally, it must include the effects of
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the correctly-modeled measurement noise νk. This matrix is given by
Hck =

[
(H0 −Hf0) R¯−1xx0 0 R−1νν0
]
=
[
−0.05√10 0.05√5 0 1
]
k = 0
[
(Hk −Hfk) 0 1
]
=
[
−0.05 0.05 0 1
]
k > 0
(4.77)
The effect of the deterministic part of xk on the measurements is the Consi-
der measurement bias byk, which is just
byk = (Hk −Hfk)xbk = (Hk −Hfk) Φk−1Φk−2 · · ·Φ0xb0 (4.78)
The matrix Swck selects the components of xck related to process noise. Be-
cause the “truth” and modeled process noise are identical in this example, it is
relatively simple:
Swck =

[
0 − (Rfww0R−1ww0) 0] = [0 0 −1 0] k = 0[
0 −Rfwwk 0
]
=
[
0 0 −1 0
]
k > 0
(4.79)
Finally, the matrix S¯xc0 specifies that the initial estimation error covariance is
correct.
S¯xc0 =
[
−I 0 0
]
=
[
−1 0 0 0
0 −1 0 0
]
(4.80)
Likewise, the initial estimation error has a mean of zero, so the bias b¯c0 is zero.
At this point, the system has been written in Consider form, and the analysis
algorithms can proceed in a standard fashion.
Monte Carlo Simulations
Once again, all elements of the Monte Carlo matrix MSEs agree closely with the
analytical matrix MSEs found by the Consider analysis, and they fall within the
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computed confidence bounds. Figure 4.2, the Example 2 equivalent of Fig. 4.1,
shows the root mean square (RMS) estimation errors for the a posteriori position
estimates. The close agreement between the solid curve and the circles in Fig. 4.2
shows the correctness of the Consider analysis.
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Figure 4.2: RMS a posteriori position errors
for incorrect system matrices example.
Because this example includes biases, i.e. bxk and byk, the matrix MSE is the
Consider analysis quantity of interest. True error covariances could be com-
puted, but they are less interesting than the matrix MSE because they only con-
stitute a portion of the total error.
In the incorrect noise example of Fig. 4.1, the estimation error standard de-
viations leveled off to a constant value after some transient behavior. For this
example, in contrast, the true RMS errors diverge steadily from those reported
by the filter. Because the filter is not modeling the correct system dynamics or
measurements, it is unable to maintain trustworthy state estimates.
This second example examined filter performance for a particular set of in-
correct system matrices. Given the possibility of uncertainty in the “truth” sys-
tem matrices, a more valuable analysis might compute the distribution of RMS
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estimation errors resulting from a chosen statistical distribution of system ma-
trix errors. Such results can be obtained by wrapping an outer Monte Carlo an-
alysis around a Consider covariance analysis. Many different particular “truth”
models would be generated for the given filter, and a Consider analysis of each
case would produce the corresponding RMS estimation error history. The result
would be a Monte Carlo distribution of RMS estimation error histories. This
distribution would characterize the performance range of a given filter design.
Significant computational savings can be realized from this analysis approach.
The Consider covariance analysis that computes the true matrix MSE for each
“truth”/filter combination replaces a burdensome inner Monte Carlo analysis.
Computational efficiency is thus increased by two or three orders of magnitude.
Additional savings are possible by optimizing the Consider analysis algorithms
for this application. Many of the calculations are specific to the filter being an-
alyzed and are independent of the “truth” model. By performing such calcula-
tions only once rather than repeating them for each Monte Carlo “truth” model
trial, approximately 25% of the remaining computational burden can be elimi-
nated.
Note how this example and the preceding example are both linear, consistent
with all of this chapter’s Consider derivations. It should be possible, however,
to extend these techniques to some nonlinear systems, similar to what is done
in Chapter 3. The obvious extension would use linearizations of the system
dynamics and measurement models. As in the case of an Extended Kalman
Filter, such an approach should succeed if neglected higher-order terms are suf-
ficiently small.
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4.6 Conclusions
This chapter presents a new form of Consider covariance analysis that can be
applied to square-root information filters with many different forms of filter
modeling errors. The analysis computes the true estimation error covariance
or the true matrix mean square error, whichever is most relevant. It is suitable
for studying filter design choices, for analyzing potential filter performance, or
for calculating the uncertainty of previously computed estimates after a filter
model error has been discovered. The new Consider analysis begins by cast-
ing each problem into a predefined general form. This problem form makes it
possible for the key algorithms to operate on a wide class of systems without
customization.
Two specific examples demonstrate the power of the new method: One with
incorrectly modeled noise and the other with erroneous system matrices. For
these cases, Monte Carlo simulations provide independent verification of the
Consider analysis equations. Comparison of the resulting true and mismodeled
root mean square estimation errors illustrates several of the types of degraded
filter behavior that can be studied in this manner.
4.7 Appendix: QR and LQ Factorization Calculations
One well-known technique for matrix calculations is QR factorization, which
decomposes any given matrix into a product of an orthonormal matrix “Q ” on
the left and an upper triangular matrix “R ” on the right. Both orthonormal and
triangular matrices have convenient theoretical and computational properties.
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Among other applications, QR factorization is a central feature of the standard
SRIF algorithms.
The LQ factorization is also exploited in this chapter’s Consider covariance
analysis. It decomposes a given matrix into a lower triangular matrix “L ” on
the left and an orthonormal matrix “Q ” on the right.
The computational routines necessary to perform QR factorization are avail-
able in many software packages including MATLAB; they will not be dis-
cussed here. The less-common LQ factorization can be obtained from a QR-
factorization routine by implementing the following pseudocode, written with
MATLAB-style syntax:
function [L,Q] = lq(A)
[Q˜, R˜] = qr
(
AT
)
Q = Q˜T
L = R˜T
end function
This algorithm yields a lower-triangular matrix L and an orthonormal matrix
Q such that LQ = A for any square or rectangular matrix A. Of course, this
pseudocode assumes that the statement [Q,R] = qr(A) produces an orthonor-
mal matrixQ and an upper-triangular matrixR such thatQR = A. The function
“qr” is standard in MATLAB.
133
CHAPTER 5
A MULTIPURPOSE SQUARE-ROOT CONSIDER COVARIANCE
ANALYSIS FOR LINEAR SMOOTHERS
A new form of Consider covariance analysis for studying incorrectly-modeled
square-root information smoothers is presented and demonstrated. The value
of this technique is its ability to compute the true estimation error covariance
when the smoother has an incorrect dynamics model, an incorrect measure-
ment model, or an incorrect statistical model. The new smoother analysis casts
systems with a wide range of possible modeling errors into a special form and
exploits square-root techniques to provide both generality and compactness. A
Consider covariance analysis can improve smoother design or characterize an
existing smoother’s true accuracy. Areas of application include incorrect initial
state covariance, colored or correlated noise statistics, unestimated disturbance
states, and erroneous system matrices. Several simple examples are developed
to illustrate the application of the Consider smoother analysis to models with
a variety of error types, and these examples are independently validated by
Monte Carlo simulation.
5.1 Introduction
Dynamic estimation methods compute two main outputs: Estimates of a sys-
tem state vector and some metric of uncertainty associated with those estimates.
This general statement holds for Kalman filters, square-root information filters
(SRIFs), unscented filters, and particle filters, among other filter varieties. Most
commonly, estimation error covariance is the chosen uncertainty metric. Filters
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typically form estimates and estimation error covariances recursively as mea-
surements arrive, and thus they only use measurements up to and including
the sample time at which the estimate applies. Conversely, smoothers employ
measurements from both past and future times to compute better estimates and
reduce estimation error covariance by “smoothing out” the uncertainty in the
system. In particular, fixed-interval smoothers form estimates over an interval
based on all the measurements obtained during that interval. When a filter or
smoother is based on an incorrect system model, both the estimates and the es-
timation error covariance may be affected. The estimates may be degraded in
some way, and the estimator will report an estimation error covariance that does
not correspond to the true level of error.
One approach to the problem of estimators with incorrect models is Consi-
der covariance analysis. The name “Consider covariance analysis” stems from
the analysis’ ability to “consider” the effects of various kinds of modeling errors
on filter and smoother behavior. The analysis does this by computing the “true”
estimation error covariance of the mismodeled estimator. Note that the result-
ing estimation error covariance is true relative to a particular mismodeled esti-
mator and a particular assumed “truth” model. It is not the true covariance in
an absolute sense unless the “truth” model perfectly describes the real system.
Throughout this chapter, the word “Consider” is capitalized when it is used in
a technical sense, to distinguish from colloquial usage. This is a departure from
previous works on this subject. Many of this chapter’s references give the name
“covariance analysis” to any analysis that investigates covariances, whether or
not the filter or smoother is based on an incorrect system model. Others use
the name “sensitivity analysis”, because comparison of the optimal and actual
estimation error covariances provides a metric of the sensitivity of the system
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to modeling error. This chapter uses the phrase “Consider covariance analysis”
for all such analyses.
Filter and smoother model errors may result from intentional simplifica-
tions, or they may be unavoidable due to poor understanding of the system
dynamics or measurements. When simplifications have been made, such as
model order reduction or decoupling of dynamics, Consider covariance analysis
is valuable as a design tool. For each candidate simplified estimator, a Consider
analysis can indicate its expected estimation accuracy. In other situations where
the true system characteristics are not well-known, even the most detailed filter
or smoother is likely to deviate from the true system significantly. A simpler
estimator design, while suboptimal, may be more robust and less sensitive to
the potential errors. One can explore these trade-offs by an iterative Consider
analysis process, evaluating multiple combinations of proposed filters and hy-
pothetical “truth” models. Consider covariance analysis may even be helpful in
determining whether to implement a filter only or a filter/smoother for a given
system. In the presence of model mismatch, smoothing may not improve esti-
mation accuracy as much as it otherwise would. Alternatively, depending on
the system and type of error, smoothing may eliminate most of the error effects
and restore much of the performance of the optimal system.
As defined here, Consider covariance analysis can be used to study the ef-
fects of many different classes of model errors. One of the most commonly ad-
dressed error classes is that of unmodeled constant biases in the dynamics or
measurements [51, 52, 57]. Another function of Consider analysis is to investi-
gate systems with incorrect a priori state estimate covariance, incorrect process
noise, or incorrect measurement noise [3, 50, 58, 59]. This includes the situation
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where the noise is colored rather than white. One may also study systems that
have unestimated dynamic states [54, 60, 64, 65]. Finally, some analyses exam-
ine the situation where some or all of the state-space system matrices used by
the estimator have errors [4, 5, 54, 61–65]. Some methods for Consider covari-
ance analysis are narrow algorithms that focus on a single class of filter errors;
others are general approaches that can analyze all of these filter error types si-
multaneously.
The preceding chapter, Chapter 4, presents a new square-root information
form of Consider covariance analysis. This method treats all of the discussed er-
ror classes within a single framework. The present chapter extends the Consider
covariance analysis of Chapter 4 to analyze a discrete, fixed-interval square-root
information smoother (SRIS). In keeping with common smoother practice, this
chapter’s Consider smoother analysis operates on a Rauch-Tung-Striebel (RTS)
square-root information smoother [69]. That is, the analysis requires that there
is first a forward filtering pass using SRIF techniques, followed by a backward
smoothing pass also using square-root techniques. The Consider smoother an-
alysis uses the same architecture: a forward-pass Consider analysis of the SRIF,
followed by a backward-pass Consider analysis of the SRIS. The forward filter-
ing pass is analyzed via the algorithms of Chapter 4. The present chapter de-
velops the backward-pass Consider covariance analysis using data generated
during the forward pass, in the spirit of the RTS method.
Several of the previous Consider covariance analyses have investigated the
smoother problem. Reference [54] analyzes a continuous-time RTS smoother
and allows general model errors, but it does not present an equivalent discrete-
time analysis. Both [63] and [70] operate on different non-standard two-filter
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smoothers rather than RTS-style smoothers. To the author’s knowledge, the
only general Consider analysis of a discrete-time RTS smoother is given in
Refs. [4, 5]. The derivation, which is performed in the covariance domain, is
given only in Ref. [4], and the provided algorithms in both sources are very
complicated with many intermediate calculations. While neither of Refs. [4, 5]
explicitly allows for unestimated state vector elements or mutually-correlated
process and measurement noise, the provided algorithms could be modified by
an experienced analyst to accommodate these cases.
All of the above Consider smoother algorithms operate in the covariance
domain. In the information domain, Refs. [3, 57] analyze RTS square-root in-
formation smoothers, but only for systems with unestimated random biases.
These sources do not address smoothers with other types of model error, such
as unestimated dynamic disturbances, incorrect noise covariances, or erroneous
system matrices.
This chapter makes two main contributions. First, the new Consider co-
variance analysis of Chapter 4 is extended to analyze fixed-interval smoothers
with incorrect system models. The resulting smoother analysis is the only gen-
eralized Consider covariance analysis for discrete RTS square-root information
smoothers. The analysis derivation, which is analogous to the derivation of
the SRIS equations, is believed to be more understandable than that of Ref. [4],
and the final form is simpler and more compact. Second, this chapter provides
several simple, concrete numerical examples beyond those of Chapter 4. These
examples demonstrate how the smoother analysis procedure can be applied to
common modeling error situations. Some of these types of errors, such as non-
independent process and measurement noise, cannot be handled by the algo-
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rithms of Refs. [4, 5] without significant pre-processing/model augmentation.
Monte Carlo techniques validate the Consider analyses of these examples.
Implementation of this chapter’s algorithms requires two building blocks.
The first building block is the Consider filter analysis of Chapter 4, which is used
for the forward-filtering-pass stage of the present chapter’s analysis. The sec-
ond building block is the basic method of square-root information smoothing.
Readers unfamiliar with SRIS techniques are encouraged to refer to Refs. [3, 71]
for more background on the subject.
The remainder of this chapter is organized as follows: Section 5.2 summa-
rizes some of the results of Chapter 4 that are needed for this chapter’s analysis.
In Section 5.3, the algorithms for the Consider covariance analysis of a smoother
backward pass are developed and explained. Section 5.4 discusses several in-
teresting example problems and validates their Consider analyses using Monte
Carlo simulations. Conclusions are drawn in Section 5.5.
5.2 Background: Consider System Model & Forward-Pass Fil-
ter Analysis
A number of key ideas and results from Chapter 4 are necessary for the de-
velopment of this chapter’s smoothing algorithms. These concepts are briefly
reviewed in this section. Section 5.2.1 describes a special “Consider form” of
the system equations. Select equations from the forward-pass filter analysis are
presented in Section 5.2.2.
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5.2.1 Consider Form
The Consider analysis developed in this chapter and in Chapter 4 begins by
casting each problem into a special, pre-defined Consider form. The algorithms
of Section 5.3 operate directly on matrices and equations in this special form
without regard to how the problem statement was originally framed. As a re-
sult, a wide variety of model errors can be studied without modifying the core
algorithms.
The philosophy of the Consider form is simple. For each set of filter/
smoother modeling errors, one can write both the estimator’s assumed model
equations and the “truth” model equations. All but one Consider form equation
is just a version of the corresponding “truth” equation, rewritten as the filter/
smoother equation with modified noise terms or an additive perturbation. The
equation pairs are all listed for convenience in Table 5.1, which shows the par-
allel structure of the two model formulations. The filter/smoother equations in
Table 5.1: Consider system model summary.
Equation Filter/Smoother Version Consider Version
State dynamics xk+1 = Φfkxk + Γfkwk ⇒ xk+1 = Φfkxk + Γfkwk + Γxckxck + bxk
Measurement yk = Hfkxk + νk ⇒ yk = Hfkxk +Hckxck + byk
Consider dynamics xck+1 = Φckxck + Γcckwck
Process noise information Rfwwkwk = −νwk ⇒ Rfwwkwk = −Swckxck − bwk
Initial state information R¯fxx0x0 = z¯0 − ν¯x0 ⇒ R¯fxx0x0 = z¯0 − S¯xc0xc0 − b¯c0
the center column of Table 5.1 are those of a standard square-root information
filter/smoother (SRIF/S). In the dynamics equation, the state vector xk evolves
as dictated by the smoother’s state transition matrix Φfk and process noise in-
fluence matrix Γfk. The dynamics are driven by the stochastic process noise
vector wk. Likewise, the smoother’s assumed measurement sensitivity matrix
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Hfk is standard. Here and throughout this chapter, the subscript “f ” desig-
nates the versions of the given quantities assumed by the filter/smoother, and
symbols without this subscript represent the corresponding “truth” quantities.
This notation is chosen to be consistent with that of Chapter 4. Without loss of
generality, the smoother’s measurement equation is assumed to have been nor-
malized so that the filter models νk as a zero-mean, identity-covariance, white,
Gaussian random vector, which is uncorrelated with the process noise. The
smoother’s assumed statistics for the process noisewk are captured in the third
equation of the center column, the process noise information equation. Its ma-
trix Rfwwk is the inverse-square-root of the smoother’s assumed process noise
covariance matrix Qfk. Because the process noise is also assumed to be Gaus-
sian and white with zero mean, the process noise error term νwk has zero mean
and identity covariance. Finally, the fourth equation in the center column of
Table 5.1 parameterizes the filter/smoother’s initial estimation uncertainty. The
vector z¯0 is the a priori information state at sample k = 0, and R¯fxx0 is the a pri-
ori inverse-square-root of the assumed initial estimation error covariance P fxx0.
By construction, the state information error ν¯x0 is assumed to be zero-mean,
identity-covariance, and Gaussian.
The Consider dynamics equation, the third equation in the right-hand col-
umn, is unique to the new Consider system form; it has no filter/smoother
counterpart in the center column of Table 5.1. It describes the behavior of the
“Consider state” xck using its own state transition matrix Φck, process noise in-
fluence matrix Γcck, and Consider process noise wck. The Consider vector xck
captures in one quantity all the sources of randomness and uncertainty con-
tained within the “truth” system. This typically includes the “truth” process
and measurement noise, as well as the “truth” initial state uncertainty at sam-
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ple k = 0. Also included in the Consider vector are stochastic quantities that are
not modeled by the filter/smoother, such as unmodeled zero-mean stochastic
biases and unmodeled dynamic states that influence the “truth” system dynam-
ics. It is possible to model quantities such as biases or white noise sequences
using the Consider dynamics equation by including rows of zeros in Γcck or in
Φck. The Consider state transition matrix Φck need not be invertible or even
square, and this flexibility allows for rows of zeros or a changing number of
Consider state elements. Without loss of generality, the Consider process noise
wck is constrained to be zero-mean, identity-covariance, white, and Gaussian.
The Consider analysis algorithms require, again without loss of generality, that
the initial Consider vector xc0 be zero-mean, identity-covariance, Gaussian, and
uncorrelated with the wck noise sequence.
Each of the remaining four Consider equations in the right-hand column
of Table 5.1 differs from the corresponding filter/smoother version by its last
two terms. These terms have the same structure in all equations: a zero-mean
stochastic part plus a deterministic, possibly-time-varying bias part. In this con-
text, the term “bias” is used in its statistical sense, as a known value that per-
turbs the mean from zero. It is not necessarily a dynamical bias in the sense of
being a constant independent of k. To make matters even more confusing, ele-
ments of xck sometimes represent constant biases that are sampled from zero-
mean distributions, as will be apparent in one of the examples.
Each zero-mean stochastic component in the Consider model is written as
a coefficient matrix multiplying the Consider state vector xck. As previously
stated, xck contains all the sources of randomness and uncertainty in the “truth”
system. The coefficient matrices Γxck, Hck, Swck, and S¯xc0 have two roles. They
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select those portions of xck relating to a particular equation’s noise terms, and
they weight the stochastic perturbation appropriately so that the “truth” noise
or error enters the equation in place of the assumed uncertainty. The determin-
istic biases bxk, byk, bwk, and b¯c0 do not depend on a particular noise or state
estimate history, and can be precomputed. Among other roles, they allow the
user to Consider non-zero-mean noise.
An intuitive understanding of the Consider form and the Consider state vec-
tor is most easily gained by studying the examples in Section 5.4 and Chapter 4.
These examples demonstrate how specific filter/smoother error classes can be
represented using the equations of Table 5.1. In particular, one of the examples
in Chapter 4 shows how to handle the case where the “truth” system matrices
Φk, Γk, and Hk differ from those assumed by the filter/smoother. This analysis
is possible even though the Consider form equations explicitly contain only the
assumed system matrices Φfk, Γfk, and Hfk.
5.2.2 Needed Outputs from Forward-Pass Consider Filter An-
alysis
In a traditional RTS smoother, select quantities computed during the forward
filter pass must be stored for later use in the backward smoother pass. The Con-
sider smoother analysis likewise requires some matrices and vectors from the
forward Consider filter analysis to complete its algorithm. Specifically, two sets
of quantities are required: There is a set of quantities related to the Consider
state vector xck and the way it propagates through the Consider analysis, and
a set that is the Consider-analysis analog of the quantities stored for a tradi-
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tional SRIF/S. The matrices Φfk, Γfk, and Γxck and the vector bias bxk from the
Consider-form state dynamics equation of Table 5.1 are also needed.
During the forward filter pass, the Consider analysis must store matrices
related to the Consider state vector xck. Within the filter analysis, xck is replaced
by a new vector
[
αTk β
T
k
]T
, which satisfies the relationship:
xck =
[
Lαk Lβk
][αk
βk
]
= Lαkαk + Lβkβk (5.1)
The coefficient matrices Lαk and Lβk are computed recursively at each filter
sample k, and are required as inputs for this chapter’s smoother analysis al-
gorithms. The vectors αk and βk are never explicitly computed. Rather, they
are mathematical constructs with certain useful properties. Equation (5.1) gives
the Consider vector xck as a linear combination of the two vectors αk and βk,
but the relationship cannot be inverted. The quantities αk and βk do not de-
pend on xck alone, but rather on the entire Consider state history up to sample
k: xc0,xc1, . . . ,xck. The vector αk can be thought of as the part of the Consider
state history that has an effect on the estimate of the state xk at sample k. Con-
versely, the vector βk is the part of the Consider state history that has no effect
on the estimate of xk at sample k, while having potential to affect the filter’s
estimates at later sample times.
An advantage of this representation is compactness. By construction, the
vector αk has at most nx elements, the number of elements in the state vector
xk. Similarly, the combined vector
[
αTk β
T
k
]T
has at most nx + nxck elements,
where nxck is the number of elements in xck. Thus, αk and βk parameterize
the error effects of the Consider state history without requiring an increasing
number of storage elements at every new sample.
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One other significant feature makes αk and βk the preferred Consider an-
alysis variables: The composite vector formed from these quantities and the
Consider process noise wck has zero mean and identity covariance.
αk
βk
wck
 ∼ N (0, I) (5.2)
The composite vector in Eq. (5.2) is propagated according to:
αk+1
βk+1
γk+1
 = Ck+1

αk
βk
wck
 (5.3)
where the matrix Ck+1 is orthonormal, and is used extensively in the smoother
algorithms. The vector γk+1 is not needed in further calculations. This propaga-
tion equation is derived in the filter analysis from the a posteriori state informa-
tion equation and from the dynamics of the Consider vector xck.
The second set of stored filter analysis quantities is analogous to the set of
quantities stored by a standard SRIF/S. Fixed-interval RTS square-root infor-
mation smoothing algorithms run backwards from k = N , the final sample, to
k = 0. This backward recursion relies on the post-dynamic-propagation version
of the process noise information equation. This chapter’s Consider smoother
derivations require the Consider version of this propagated process noise infor-
mation equation at every sample k. It takes the form:
R¯wwkwk + R¯wxk+1xk+1 = z¯wk −
[
S¯wαk S¯wβk
][αk
βk
]
− b¯wk (5.4)
This equation contains information about the process noise wk that can be in-
ferred from the estimate of the state vector xk+1. In the Consider smoother an-
alysis, the matrix coefficients S¯wαk and S¯wβk and the bias vector b¯wk also convey
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information. They are used to smooth the calculations of the Consider error
effects in the smoothed state information equations.
The Consider smoother analysis requires one additional equation from the
forward-pass Consider filter analysis: the terminal-sample Consider form of the
a posteriori state information equation. It is described in the next section in the
context of the backward smoothing pass initialization.
5.3 Consider Smoother Analysis Algorithms
The Consider smoother analysis is based on a modification of a standard
SRIF/S. This type of modification already has been portrayed in the second,
fourth, and fifth rows of Table 5.1. In the center column, the noise terms νk, νwk,
and ν¯x0 are each simple, zero-mean, identity-covariance Gaussian random vec-
tors. Each of these simple noise terms is replaced in the right-hand column by its
Consider-analysis counterpart, which can have non-zero mean and non-identity
covariance. This generalization to arbitrary noise means and covariances flows
through the entire Consider smoother analysis.
The Consider analysis derivations for the smoother proceed in a manner that
resembles mathematical induction. That is, one begins by defining a particular
form for the smoother state information equation at generic sample k+1 and by
showing that this form holds for some specific value of k + 1. Next, one shows
how to derive the smoother state information equation at preceding sample k by
processing the equation at sample k+ 1. This backward transition step also em-
ploys the Consider-form model equations and various stored matrix and vector
quantities from the forward-pass filter analysis.
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5.3.1 Initial Definitions and Setup
At each sample k+ 1, the Consider smoother analysis is assumed to have a state
information equation of the generic form:
R∗xxk+1xk+1 = z∗k+1 −
[
S∗xαk+1 S
∗
xβk+1 S
∗
xψk+1
]
αk+1
βk+1
ψk+1
− b∗ck+1 (5.5)
Furthermore, the error effects vector,
[
αTk+1 β
T
k+1 ψ
T
k+1
]T
, is assumed to have
zero mean and identity covariance at sample k + 1. The task of the Consi-
der smoother analysis derivation is to show how one can obtain a sample-k
version of Eq. (5.5). This sample-k version must have an error effects vector[
αTk β
T
k ψ
T
k
]T
with zero mean and identity covariance.
The form of Eq. (5.5) is non-obvious and merits some discussion. The Consi-
der version of the filter’s a posteriori state information equation for sample k+ 1,
as given in Chapter 4, takes the form:
R̂xxk+1xk+1 = zˆk+1 − Sxαk+1αk+1 − bˆck+1 (5.6)
This state information equation resembles the Consider form of the initial state
information equation in Table 5.1, except that the stochastic part of its error has
been written in terms of αk+1 rather than xck+1. Recall that the vector αk+1
captures the estimation error effects of the entire Consider state history up to
and including sample k + 1, i.e., the effects of xc0,xc1, . . . ,xck+1. Thus, Eq. (5.6)
is adequate for the forward filter stage of the Consider analysis. The princi-
ples of smoothing, however, dictate that the smoothed estimate of xk+1 may be
degraded by the uncertainty contained in the Consider state history over the
entire interval xc0,xc1, . . . ,xcN . This includes the effects up to sample k + 1
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represented by βk+1. It also includes the uncertainty introduced by the Consi-
der process noise vector at later samples, i.e., wck+1,wck+2, . . . ,wcN−1. By con-
struction, the new vector ψk+1 parameterizes the uncertainty contained in this
Consider process noise sequence at samples after k.
Before propagating Eq. (5.5) from k + 1 back to sample k, it is necessary
to initialize the induction by showing that the equation is satisfied for some
specific k+1. With suitable definitions, the k+1 = N version of Eq. (5.6) provides
the initialization for Eq. (5.5). Thus, the Consider filter analysis results at the
terminal sample serve to initialize the Consider smoother analysis. This choice
for the initialization of the backward-smoother Consider pass should not be
surprising. In a traditional RTS SRIS, the backward-smoother pass starts from
the final a posteriori state information equation that is produced by the filter. At
the final sample k+ 1 = N , the filter has processed all of the measurements and
the filter’s estimate is identical to the smoothed estimate.
To show the equivalence of Consider smoother analysis Eq. (5.5) and Con-
sider filter analysis Eq. (5.6) at sample k + 1 = N , one must first equate the
square-root information matrices, information state vectors, and deterministic
bias vectors at this final sample time. One must also equate the coefficient ma-
trix for the vector αN :
R∗xxN = R̂xxN , z∗N = zˆN , b∗cN = bˆcN , S∗xαN = SxαN (5.7)
where the notation “( )∗ ” designates a smoother-analysis matrix or vector. The
resulting version of Eq. (5.5) still has terms containing βN and ψN that have no
counterpart in filter-analysis Eq. (5.6). To complete the initialization, one sets
the coefficient matrix S∗xβN to zero. The new vector ψN is defined as an empty
vector for this terminal sample, and its coefficient matrix S∗xψN is defined as an
148
empty matrix:
S∗xβN = 0, ,ψN = [ ] , S
∗
xψN = [ ] (5.8)
The definition of ψN as an empty vector also satisfies the identity-covariance
requirement for k + 1 = N . The composite vector has the correct initial distri-
bution because
[
αTN β
T
N ψ
T
N
]T
=
[
αTN β
T
N
]T
, and αk and βk were previously
defined by the filter analysis to be uncorrelated with identity covariances for all
samples k.
5.3.2 Backwards Propagation
The backwards propagation of Eq. (5.5) from sample k+1 to sample k smoothes
the estimates by incorporating the process noise information of Eq. (5.4). Both
are repeated here for convenience:
R∗xxk+1xk+1 = z∗k+1 −
[
S∗xαk+1 S
∗
xβk+1 S
∗
xψk+1
]
αk+1
βk+1
ψk+1
− b∗ck+1 (5.9a)
R¯wwkwk + R¯wxk+1xk+1 = z¯wk −
[
S¯wαk S¯wβk
][αk
βk
]
− b¯wk (5.9b)
All vectors with index k + 1 must be eliminated in these two equations in favor
of their sample-k versions. In particular, αk+1, βk+1, ψk+1, and xk+1 must be
replaced.
The zero-mean, identity covariance αk and βk have been propagated be-
tween samples by means of Eq. (5.3). This equation also involves the Consider
process noise vector wck. In greater detail with individual blocks of the ortho-
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normal propagation matrix Ck+1 shown, the equation is:
αk+1
βk+1
γk+1
 = Ck+1

αk
βk
wck
 =

Cααk+1 Cαβk+1 Cαwck+1
Cβαk+1 Cββk+1 Cβwck+1
Cγαk+1 Cγβk+1 Cγwck+1


αk
βk
wck
 (5.10)
In order to eliminate αk+1 and βk+1 from Eq. (5.9a), only the first two rows of
Eq. (5.10) are required:
[
αk+1
βk+1
]
=
[
Cααk+1 Cαβk+1 Cαwck+1
Cβαk+1 Cββk+1 Cβwck+1
]
αk
βk
wck
 (5.11)
Substitution of Eq. (5.11) into Eq. (5.9a) involves the multiplication of two large
block matrices and the resulting block matrix is complicated. For the sake of
compactness, it helps to first define an intermediate expression:
[
S˜∗xαk S˜
∗
xβk S˜
∗
xwck
]
≡
[
S∗xαk+1 S
∗
xβk+1
][Cααk+1 Cαβk+1 Cαwck+1
Cβαk+1 Cββk+1 Cβwck+1
]
(5.12)
With this notation, Eq. (5.9a) can be written without reference to αk+1 or βk+1:
R∗xxk+1xk+1 = z∗k+1 −
[
S˜∗xαk S˜
∗
xβk S˜
∗
xwck S
∗
xψk+1
]

αk
βk
wck
ψk+1
− b∗ck+1 (5.13)
Next, the statexk+1 can be written in terms of quantities referenced to sample
k by means of the Consider version of the state dynamics equation in Table 5.1.
In order to make the substitution, the Consider statexck must first be replaced in
this dynamics equation by αk and βk using the relationship defined in Eq. (5.1).
The resulting state dynamics equation is:
xk+1 = Φfkxk + Γfkwk + Γxck
[
Lαk Lβk
][αk
βk
]
+ bxk (5.14)
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After substituting Eq. (5.14) into Eqs. (5.13) and (5.9b), rearranging terms, and
stacking the results, one obtains:[(R¯wwk + R¯wxk+1Γfk) R¯wxk+1Φfk
R∗xxk+1Γfk R∗xxk+1Φfk
][
wk
xk
]
=
[
z¯wk
z∗k+1
]
−
(S¯wαk + R¯wxk+1ΓxckLαk) (S¯wβk + R¯wxk+1ΓxckLβk) 0 0(
S˜∗xαk +R∗xxk+1ΓxckLαk
) (
S˜∗xβk +R∗xxk+1ΓxckLβk
)
S˜∗xwck S
∗
xψk+1


αk
βk
wck
ψk+1

−
[
b¯wk + R¯wxk+1bxk
b∗ck+1 +R∗xxk+1bxk
]
(5.15)
In Eq. (5.15), the left-hand side and the first term on the right-hand side are
exactly the terms formed by a standard RTS SRIS prior to completing a back-
wards propagation step. The remaining terms take the place of a zero-mean,
identity-covariance information error vector. They describe the combined ef-
fects of all of the filter/smoother model errors on the smoother’s estimation
error.
To complete the backwards propagation, one next uses standard orthonor-
mal/upper-triangular (QR) factorization to compute an orthonormal matrix T ∗k
such that the following relationship is satisfied:
T ∗k
[(R¯wwk + R¯wxk+1Γfk) R¯wxk+1Φfk
R∗xxk+1Γfk R∗xxk+1Φfk
]
=
[
R∗wwk R∗wxk
0 R∗xxk
]
(5.16)
In Eq. (5.16), the block matrix on the left-hand side is the input to the factori-
zation, and T ∗k is the transpose of the orthonormal matrix output. The upper-
triangular matrices R∗wwk and R∗xxk and the general matrix R∗wxk are additional
QR-factorization outputs. Every term in Eq. (5.15) is multiplied by the transfor-
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mation T ∗k , and the resulting matrices and vectors are named to yield:
[
R∗wwk R∗wxk
0 R∗xxk
][
wk
xk
]
=
[
z∗wk
z∗k
]
−
[
S∗wαk S
∗
wβk S
∗
wwck S
∗
wψk+1
S∗xαk S
∗
xβk S¯
∗
xwck S¯
∗
xψk+1
]
αk
βk
wck
ψk+1
−
[
b∗wk
b∗ck
]
(5.17)
In this equation, the transformed matrix and vector terms appear in exactly the
same order as the corresponding original terms from Eq. (5.15).
Neglecting the top row of Eq. (5.17), which is no longer needed, the bottom
row is:
R∗xxkxk = z∗k −
[
S∗xαk S
∗
xβk S¯
∗
xwck S¯
∗
xψk+1
]

αk
βk
wck
ψk+1
− b∗ck (5.18)
This information equation is almost in the desired form, which is identical to
Eq. (5.9a) except that it is written in terms of quantities at sample k rather than
sample k+1. The current form differs from the desired equation by the presence
of the two vectors wck and ψk+1 rather than the single vector ψk. To complete
the recursion step, it is necessary to define a ψk and to compute an S∗xψk such
that the following relationship holds:
S∗xψkψk =
[
S¯∗xwck S¯
∗
xψk+1
][wck
ψk+1
]
(5.19)
There is more than one possible
(
ψk, S
∗
xψk
)
pair that satisfies Eq. (5.19). For
any sensible choice, however, the vectorψk should not have more elements than
necessary. To capture the estimation error effects of the Consider process noise
vector wcj at all samples j ≥ k, ψk requires at most nx elements. Thus there are
two cases to handle.
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In the first and simplest case, the composite vector
[
wc
T
k ψ
T
k+1
]T
already has
dimension less than or equal to the maximum dimension nx. This is more likely
to occur near the beginning of a smoothing pass since ψN is initialized as an
empty vector. In this situation, the recursion can be completed by defining the
composite vector and computing its matrix coefficient according to:
ψk =
[
wck
ψk+1
]
, S∗xψk =
[
S¯∗xwck S¯
∗
xψk+1
]
(5.20)
It is further possible to verify that the resulting composite error effects vec-
tor
[
αTk β
T
k ψ
T
k
]T
has the desired identity covariance. The new ψk has identity
covariance becauseψk+1 andwck individually have identity covariance, and be-
cause ψk+1 depends only on the history of the Consider process noise at future
samples and so is uncorrelated with wck. As αk and βk depend on the history
of the Consider state vector xck up to and including sample k, they are uncor-
related with this ψk which depends only on Consider process noise at samples
greater than or equal to k.
The second case is slightly more complicated. If
[
wc
T
k ψ
T
k+1
]T
has dimen-
sion greater than nx, then the error effects contained in the composite vector
can be compressed into a vector of dimension nx by means of lower-triangular/
orthonormal (LQ) factorization. This factorization procedure is somewhat less
common than QR factorization, but is closely related. It is described in more
detail in the Appendix of Chapter 4. In this situation, the LQ factorization com-
putes an orthonormal transformation C∗k that satisfies:[
S∗xψk 0
]
C∗k =
[
S¯∗xwck S¯
∗
xψk+1
]
(5.21)
The block sensitivity matrix on the right-hand side is the input to the LQ fac-
torization. In addition to the orthonormal C∗k , the block lower-triangular ma-
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trix on the left-hand side is an output. The matrix S∗xψk is thus square and
lower-triangular, with dimension nx. When the composite vector
[
wc
T
k ψ
T
k+1
]T
is transformed by C∗k , the result is defined as:[
ψk
ζk
]
= C∗k
[
wck
ψk+1
]
(5.22)
The resulting ψk has the desired dimension nx. The transformation given by
Eqs. (5.21) and (5.22) can be shown to satisfy Eq. (5.19):
[
S¯∗xwck S¯
∗
xψk+1
][wck
ψk+1
]
=
[
S∗xψk 0
]
C∗k
[
wck
ψk+1
]
=
[
S∗xψk 0
][ψk
ζk
]
= S∗xψkψk (5.23)
Furthermore, the orthonormality of the transformationC∗k preserves the identity
covariance of ψk, and it remains uncorrelated with αk and βk.
In either of the two cases represented by Eqs. (5.20)-(5.22), smoother state
information Eq. 5.18 reduces to
R∗xxkxk = z∗k −
[
S∗xαk S
∗
xβk S
∗
xψk
]
αk
βk
ψk
− b∗ck (5.24)
which is just where the Consider smoother analysis started, except indexed to k
instead of k + 1. The RTS process is thus complete, and the next iteration of the
backward recursion may begin.
5.3.3 Smoothed Estimation Error Covariances
In a typical square-root information smoother, a smoothed state information
equation is computed at each step of the backward pass. It takes the form:
R∗xxkxk = z∗k − ν∗xk (5.25)
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where R∗xxk is the inverse-square-root of the smoothed estimation error covari-
ance, z∗k is the smoothed information vector, and the error vector ν
∗
xk is assumed
to have zero mean and identity covariance. The smoothed estimate can be com-
puted from Eq. (5.25) as:
x∗k = R∗−1xxkz∗k (5.26)
and the smoothed estimation error is
x∗k − xk = R∗−1xxkν∗xk (5.27)
The smoothed estimation error covariance is therefore:
P ∗fxxk = E
[(R∗−1xxkν∗xk) (R∗−1xxkν∗xk)T] = R∗−1xxkE[ν∗xkν∗Txk ]R∗−Txxk = R∗−1xxkR∗−Txxk (5.28)
The Consider analysis version of this calculation substitutes its own compli-
cated error term in place of the simplistic ν∗xk. It starts with the Consider version
of the smoothed information equation.
R∗xxkxk = z∗k − η∗k (5.29)
where the error vector η∗k replaces ν
∗
xk of the standard smoother and is defined
as
η∗k ≡
[
S∗xαk S
∗
xβk S
∗
xψk
]
αk
βk
ψk
+ b∗ck (5.30)
Equation (5.29) is just a more compact way of writing Eq. (5.24) from the end of
the preceding subsection. Substitution of η∗k and its statistics into the smoother
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covariance calculations of Eq. (5.28) yields:
P ∗xxk = E
[(R∗−1xxkη∗k) (R∗−1xxkη∗k)T]
= R∗−1xxkE

[S∗xαk S∗xβk S∗xψk]

αk
βk
ψk
+ b∗ck

×
[S∗xαk S∗xβk S∗xψk]

αk
βk
ψk
+ b∗ck

TR∗−Txxk
= R∗−1xxk
[
S∗xαk S
∗
xβk S
∗
xψk
]
E


αk
βk
ψk
[αTk βTk ψTk]


S∗Txαk
S∗Txβk
S∗Txψk
R∗−Txxk
+R∗−1xxkb∗ckb∗TckR∗−Txxk
= R∗−1xxk
[
S∗xαk S
∗
xβk S
∗
xψk
]
S∗Txαk
S∗Txβk
S∗Txψk
R∗−Txxk +R∗−1xxkb∗ckb∗TckR∗−Txxk (5.31)
The resulting quantity, P ∗xxk, is the true matrix mean square error (MSE) for
the smoother. It is equal to the true smoothed estimation error covariance plus
a term relating to the deterministic bias b∗ck. The true covariance is thus the left-
hand term of the last line of Eq. (5.31). Although the use of “Pxx ” to represent
matrix MSE rather than covariance is non-standard, it emphasizes the role of
P ∗xxk in the Consider analysis. The matrix MSE P
∗
xxk, in contrast to the estima-
tion error covariance, contains the full mismodeling effect from both random
and deterministic errors. Consequently, it is the most appropriate quantity for
comparison with the smoother-assumed covariance P ∗fxxk of Eq. 5.28.
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5.4 Examples
In order to demonstrate the Consider smoother analysis, several concrete ex-
amples have been developed. These examples, while simple, illustrate several
common classes of filter/smoother modeling errors. They complement Chap-
ter 4 by addressing some error varieties not investigated by that chapter’s ex-
amples. The examples in this section further clarify how one can pose Consider
analyses in the Consider model form of Section 5.2.1. They also highlight Con-
sidered error effects and may suggest areas of application.
For each example, the techniques of Section 5.2.1 have been employed to
write the “truth” system equations in the defined Consider form. This proce-
dure is often the most challenging part of the Consider analysis. Once in the
correct form, the equations can be manipulated to perform a forward Consi-
der filter analysis and a backward Consider smoother analysis, as per the algo-
rithms of Chapter 4 and Section 5.3 of the present chapter. The results of each
Consider smoother analysis have been independently validated by Monte Carlo
analysis.
The examples to be addressed are as follows: The first investigates the effects
of a biased initial state estimate and incorrect initial covariance. The next ex-
ample is a case with mutually correlated process and measurement noise, both
with incorrect covariances. A third example examines a system that has dynam-
ics perturbed by unmodeled colored process noise with a sinusoidal influence
matrix. This case also has an unmodeled random bias in its measurements. All
of these examples share the same incorrect filter/smoother for easy comparison,
but the nature of its errors varies.
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5.4.1 Filter/Smoother Assumed Model Description
The filter/smoother for all of the examples has assumed dynamics and mea-
surement models given by[
rk+1
vk+1
]
=
[
1 ∆t
0 1
][
rk
vk
]
+
[
0
1
]
wk (5.32a)
yk =
[
1 1
][rk
vk
]
+ νk (5.32b)
This system can be thought of as describing some one-dimensional motion, with
position state rk and velocity state vk. The sample interval, ∆t, is assumed to be
0.5 s. The scalar yk is a measurement. The filter/smoother’s assumed system
matrices Φfk, Γfk, and Hfk can be directly extracted from these equations.
Scalar process noise wk and measurement noise νk are assumed to be zero-
mean, Gaussian, and white, with joint covariance given by:
E
{[
wk
νk
][
wk νk
]}
=
[
Qfk 0
0 Rfk
]
=
[
1 0
0 1
]
(5.33)
whereQfk andRfk are the nominal process and measurement noise covariances,
respectively. In other words, Eq. (5.33) specifies that the noise processes are as-
sumed to be uncorrelated, and both are assumed to have unit variance. The
filter/smoother’s assumed square-root information matrices for process noise
and measurement noise are the inverse square roots of the corresponding as-
sumed covariances matrices. In the general case, such matrix square roots can
be computed by a standard method such as Cholesky factorization. For this
scalar case, however, they are just Rfwwk = 1/
√
1 = 1 and Rfννk = 1/
√
1 = 1.
Note that the assumed measurement model form in the center column of Ta-
ble 5.1 requires, without loss of generality, that Rfννk be the identity matrix in
order to be consistent with standard SRIF/S practice.
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The initial state estimate and initial state error covariance are assumed to be:
x¯0 =
[
r¯0
v¯0
]
=
[
3
1
]
, P fxx0 =
[
σ2r0 σrv0
σrv0 σ
2
v0
]
=
[
10 0
0 5
]
(5.34)
The initial estimation error is further assumed to be uncorrelated with process
or measurement noise at any sample time. From Eq. (5.34), the assumed initial
state square-root information matrix R¯fxx0 and the initial information state z¯0
can be computed. They are:
R¯fxx0 =
[
1/
√
10 0
0 1/
√
5
]
, z¯0 =
[
3/
√
10
1/
√
5
]
(5.35)
The filter/smoother operates on measurements available once per sample inter-
val ∆t for a total of 50 s (100 discrete-time samples). Note that all of the filter/
smoother equations conform to the assumed forms in Table 5.1 of Section 5.2.1.
5.4.2 Example: Incorrect Initialization
The first example has error only in its initialization. Its dynamics and measure-
ment models are assumed to be correctly given by the filter/smoother’s models
of Eqs. (5.32a) and (5.32b). Likewise, the Gaussian process and measurement
noise are assumed to be correctly modeled as zero-mean, white, and uncorre-
lated, with unit variance. Process and measurement noise are uncorrelated with
the initial estimation error.
Two kinds of error enter the initialization: An incorrect initial covariance
and a deterministic estimation bias. The filter/smoother assumes that the initial
estimation error has zero mean and covariance P fxx0. This example’s “truth”
system instead has an initial estimate that relates to the “truth” initial state ac-
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cording to:
x¯0 = x0 + x˜0 + xb0 (5.36)
where x˜0 is the zero-mean random component of the error in the initial estimate,
and xb0 is a deterministic non-zero bias error. The covariance of the random
error x˜0 and the value of the bias xb0 are given by:
P xx0 = E
[
x˜0x˜
T
0
]
=
[
16 0
0 9
]
, xb0 =
[
−20
30
]
(5.37)
Note that the covariance of x˜0 is the “truth” initial state error covariance P xx0,
which in this case is not equal to the filter/smoother’s initial state error covari-
ance P fxx0. The corresponding “truth” initial square-root information matrix
for the state is
R¯xx0 =
[
1/4 0
0 1/3
]
(5.38)
To write this example’s system in Consider form, one must first choose an ap-
propriate Consider state vector xck. It must contain all the random uncertainty
that enters via the initial estimate, the process noise, and the measurement noise.
One such definition is:
xck ≡


R¯xx0x˜0
Rww0w0
Rνν0ν0
 k = 0
[
wk
νk
]
k > 0
(5.39)
Note how only the stochastic part of the initial estimation error enters this def-
inition. Premultiplication by the various square-root information matrices at
sample k = 0 is required to ensure that xc0 has identity covariance.
The “truth” system matrices Φk, Γk, and Hk are identical to those of the filter,
as are the “truth” noise square-root information matricesRwwk andRννk. There
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is no dynamics bias or measurement bias, i.e., bxk = 0 and byk = 0. Because
there are no unmodeled disturbances to the system dynamics, the matrix Γxck is
an appropriately-sized matrix of zeros for all samples k.
Next, one can define the dynamics of the Consider state xck. The first com-
ponent at k = 0, R¯xx0x˜0, exists only at this sample and thus has no true dynam-
ics. Likewise, the noise components wk and νk are both white, and therefore
they do not depend on noise at previous samples. Consequently, the Consider
state transition matrix Φck is also an appropriately-sized matrix of zeros for all
samples k. In the special case of k = 0, the matrix Φc0 is rectangular, with fewer
rows than columns in order to omit the initial uncertainty component at the next
sample. The Consider process noise influence matrix Γcck gives wk and νk their
proper statistics. Specifically,
Γcck =
[
R−1wwk+1 0
0 R−1ννk+1
]
=
[
1 0
0 1
]
∀ k (5.40)
The process noise information equation models the way the “truth” process
noise statistics enter the system. Because the process noise is unbiased, bwk is
zero. As per the Consider-form process noise information equation of Table 5.1,
the matrix Swck is given by
Swck =

[
0 −Rfww0R−1ww0 0
]
=
[
0 0 −1 0
]
k = 0[
−Rfwwk 0
]
=
[
−1 0
]
k > 0
(5.41)
which picks out the properly weighted process noise component of xck. Note
that the 0 on the top line of Eq. (5.41) indicates a matrix of zeros with appro-
priate dimensions in all of this chapter’s examples. The previous sections and
Chapter 4 did not use this convention because no dimensional ambiguities arose
for 0 matrices. In a similar manner to Swck, Hck extracts the properly weighted
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measurement noise component of xck:
Hck =

[
0 0 R−1νν0
]
=
[
0 0 0 1
]
k = 0[
0 1
]
k > 0
(5.42)
The remaining and most difficult part of the Consider form setup for this
example relates to the initial state information equation, where the only Consid-
ered model errors enter. It is necessary to place the “truth” initial information
equation into its Consider form, repeated here for convenience:
R¯fxx0x0 = z¯0 − S¯xc0xc0 − b¯c0 (5.43)
In order to determine the correct S¯xc0 and b¯c0, one multiplies Eq. (5.36) by the
filter/smoother’s presumed initial square root information matrix R¯fxx0, and
one rearranges the result into something similar to Eq. (5.43).
R¯fxx0x0 = R¯fxx0x¯0 − R¯fxx0x˜0 − R¯fxx0xb0 (5.44)
The first term on the right-hand side of Eq. (5.44) is by definition equal to the
filter/smoother’s initial a priori information state z¯0. The second term is zero-
mean and stochastic, so by comparison of Eqs. (5.43) and (5.44), S¯xc0 must be
chosen such that S¯xc0xc0 = R¯fxx0x˜0. Consistent with the first line of Eq. (5.39),
this is accomplished by the definition:
S¯xc0 =
[(R¯fxx0R¯−1xx0) 0 0] =
[
4√
10
0 0 0
0 3√
5
0 0
]
(5.45)
Likewise, the final terms in Eqs. (5.43) and (5.44) are both deterministic initial
information biases. Setting them equal yields:
b¯c0 = R¯fxx0xb0 =
[
− 20√
10
30√
5
]
(5.46)
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At this point, all the Consider form quantities have been defined, and the filter/
smoother Consider analysis algorithms of Chapter 4 and the present chapter’s
Section 5.3 can be implemented.
In addition to implementation of the analytical Consider algorithms, nu-
merical Monte Carlo simulations have been used to independently verify the
computed smoothed matrix mean square errors. This technique forms a large
number of simulated estimation errors by comparing “truth” state vectors to
estimated states produced by the mismodeled filter/smoother. Each simulated
estimation error history is a sample of a random process, and sample means and
matrix MSEs can be computed. As the number of trials increases, the estimated
matrix MSE or covariance approaches the true value. For each of this chapter’s
examples, as in the preceding chapter, 5000 trials have been used.
To implement the Monte Carlo simulations, a “truth” model is created for the
given example based on the defined “truth” system matrices and “truth” noise
covariances. The “truth” model takes as inputs the initial state and histories of
the measurement and process noise, which are constrained to have the “truth”
statistical properties as specified in the example. It outputs a “truth” history of
the state vector and a series of noisy measurements. The noisy measurements
from the “truth” model are next used as the inputs to the filter/smoother de-
scribed in Section 5.4.1, and it outputs histories of state estimates. Estimation
error histories are computed as the difference of these estimates and the states
from the “truth” model.
Note that the “truth” model implementation does not use the special Consi-
der form defined in Section 5.2.1. This independence from the Consider model
form is an important feature of the Monte Carlo tests. Close correspondence
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between the Monte Carlo and Consider analysis results is unlikely unless the
Consider analysis algorithms and the Consider model form both have been im-
plemented correctly.
Figure 5.1 plots representative results from the Monte Carlo and Consider
analyses for the incorrect initialization example. It displays three versions of
the smoothed root mean square (RMS) position error, which is the square root of
the diagonal element of the matrix MSE corresponding to position. The dashed
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Figure 5.1: RMS smoother position errors for
incorrect initialization example.
line is the smoothed RMS error reported by the mismodeled filter/smoother,
and the solid line is the true RMS error for the smoother as computed by the
Consider analysis. The circles are the smoothed RMS errors computed from the
Monte Carlo simulations. Note that only the first 15 s of the 50 s simulation
time are shown in Fig. 5.1. Where the Consider and nominal smoother errors
diverge, the Monte Carlo results follow the Consider analysis closely. The bi-
ased initial estimate and incorrect initial covariance only affect estimation un-
certainty for a relatively short time. After this initial transient behavior, the true
filter/smoother accuracy returns to the same level that it would have had with
no model errors. The other filtering and smoothing results for this example are
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qualitatively similar to those of Fig. 5.1.
In addition to true matrix MSE, the distributions of estimation error from
the Monte Carlo simulations have been used to compute confidence bounds on
the results. Such confidence bounds can indicate whether a sufficiently large
number of Monte Carlo trials has been used, so as to achieve a desired level
of accuracy. For the present example, the Monte Carlo and Consider analysis
results generally agree to well within the confidence bounds. The confidence
bounds are not shown in Fig. 5.1 in order to reduce clutter.
5.4.3 Example: Correlated Noise
The second numerical example is that of correlated process and measurement
noise. In this example, the “truth” system’s dynamics and measurements are
still described by the models of Eqs. (5.32a) and (5.32b). Also, the filter/
smoother’s initial estimate and initial state error covariance are accurate, and
the initial estimation error is uncorrelated with process or measurement noise.
The process and measurement noise, however, both have much larger covari-
ances than the assumed values, and they are correlated. Specifically,
E
{[
wk
νk
][
wk νk
]}
=
[
Qk Pwνk
Pwνk Rk
]
=
[
10 −3
−3 8
]
(5.47)
This case can be handled by defining the composite noise vector µk = [wk νk]
T.
With this definition, the composite noise covariance matrix Pµµk is just the right-
most matrix of Eq. (5.47). Its inverse square root, Rµµk, is found by Cholesky
factorization of P−1µµk to be approximately:
Rµµk =
[
0.3357 0.1259
0 0.3536
]
(5.48)
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While one could compute the individual square-root information matrices for
process and measurement noise, Qk and Rk, they are less meaningful in this
example than the joint square-root information matrixRµµk.
To describe this system in Consider form, the Consider state vector xck must
contain the “true”, correlated process and measurement noise. It must also cap-
ture the initial estimation error at sample k = 0. A suitable definition is:
xck ≡

[
ν¯x0
Rµµ0µ0
]
k = 0
[
µk
]
k > 0
(5.49)
where ν¯x0 is the initial information state error vector. It appears in the filter/
smoother version of the initial information equation in Table 5.1, and in this
scenario is unchanged in the “truth” system. The vector µk is the previously
defined composite noise vector containing wk and νk. At sample k = 0, premul-
tiplication of µ0 by Rµµ0 causes the Consider state vector xc0 to have identity
covariance, as required by the Consider model form.
As in the previous example, the “truth” system matrices Φk, Γk, and Hk are
the same as those used by the filter/smoother. Also, there is no dynamics dis-
turbance so Γxck is an appropriately-dimensioned matrix of zeros. There are no
non-zero deterministic biases for this example, so bxk, byk, bwk, and b¯c0 are all
zero-valued.
Based on the definition of the Consider state in Eq. (5.49), the Consider state
dynamics equation can be constructed. The noise contained in µk is white, and
the initial information error ν¯x0 is only present at sample k = 0, so Φck is a matrix
of zeros for all samples k. At k = 0, Φc0 is rectangular with more columns than
rows in order to transition to the new version of the Consider state vector with
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fewer components. The matrix Γcck models the correlated statistics of wk and νk.
Thus for all samples k it takes the form:
Γcck = R−1µµk+1 =
[
2.9791 −1.0607
0 2.8284
]
(5.50)
The matrix Swck models how the “true”, correlated process noise enters the
filter/smoother. It extracts the first component of the composite noise vector µk
from xck and properly weights the result. In terms of the defined quantities, it
is:
Swck =

−Rfww0
[
1 0
][
0 R−1µµ0
]
=
[
0 0 −2.9791 1.0607
]
k = 0
−Rfwwk
[
1 0
]
=
[
−1 0
]
k > 0
(5.51)
In the same manner, Hck selects the “true”, correlated measurement noise by
extracting the second component of µk from xck. The matrix that accomplishes
this is:
Hck =

[
0 1
][
0 R−1µµ0
]
=
[
0 0 0 2.8284
]
k = 0[
0 1
]
k > 0
(5.52)
Finally, the initial estimation error covariance assumed by the filter/
smoother is correct. This is modeled by S¯xc0, which selects the unweighted ν¯x0
that forms the first component of xc0:
S¯xc0 =
[
I 0
]
=
[
1 0 0 0
0 1 0 0
]
(5.53)
After applying the Consider filter/smoother algorithms to this Consider-
form system, Monte Carlo simulations have been used to demonstrate the cor-
rectness of the calculated true smoother covariances. Figures 5.2 and 5.3 dis-
play the filtered (a posteriori) and smoothed velocity error standard deviations,
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respectively. As in Fig. 5.1, the solid lines are the analytical results from the
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Figure 5.2: Standard deviations of
filtered a posteriori velocity error for
correlated noise example.
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Figure 5.3: Standard deviations of
smoothed velocity error for
correlated noise example.
Consider analysis and the circles are the numerical results from the Monte Carlo
simulations. The dashed lines show the incorrect standard deviations reported
by the original filter/smoother.
This example’s results demonstrate close agreement between the analytical
and numerical techniques. They further illustrate an important and counterin-
tuitive feature of the Consider analysis of a smoother. A traditional linear filter/
smoother has the property that its smoothed covariance is always less than its
filtered a posteriori covariance in a positive definite sense: P ∗fxxk ≤ Pfxxk. One
can understand this property in terms of the information used to form each esti-
mate; information from future measurements always reduces uncertainty rather
than increasing it. This principle no longer holds for the Consider analysis co-
variances: P ∗xxk Q Pxxk. The smoothed velocity standard deviations of Fig. 5.3
are higher than the a posteriori standard deviations of Fig. 5.2 near the beginning
of the simulation. Although not shown, the same situation occurs for this ex-
ample’s position standard deviations. Not only does the smoother incorporate
168
information from future measurements into its estimates, but it also incorpo-
rates model errors that apply at future samples. For this example, the addi-
tional model error effects added to the early estimates are greater than the un-
certainty eliminated by additional measurements. In other words, a smoother
with the wrong kind of modeling error may degrade rather than enhance esti-
mation quality.
5.4.4 Example: Unestimated Disturbances
As with the first two examples, the filter/smoother for the third example is the
one described in Section 5.4.1. In this example, the deterministic biases bxk, byk,
bwk, and b¯c0 are all zero. There are also no errors associated with initialization
or noise statistics. That is, P xx0 = P fxx0, Qk = Qfk, and Rk = Rfk. The noise el-
ements and initial estimation error are uncorrelated, and both the process noise
and the measurement noise are white and Gaussian.
Although the “truth” system matrices are identical to those assumed by
the filter/smoother, the “truth” dynamics and measurement models are af-
fected by additional unmodeled disturbances. The “truth” dynamics equation
is disturbed by unmodeled, colored process noise that has a sinusoidally time-
varying influence on the velocity state. The measurements contain a constant
random bias. Neither of these effects is estimated by the filter/smoother. The
“truth” dynamics and measurement models are given by:[
rk+1
vk+1
]
=
[
1 ∆t
0 1
][
rk
vk
]
+
[
0
1
]
wk +
 0
sin
(
2pik∆t
Tper
) ak (5.54a)
yk =
[
1 1
][rk
vk
]
+ νk + bk (5.54b)
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where the period of the sinusoidal disturbance influence is Tper = 11.15 s and
where the colored disturbance ak is a first-order Markov process. The bias bk =
b0 is assumed to be drawn from a zero-mean random distribution with standard
deviation σb = 2/3, and the initial noise state a0 is drawn from a zero-mean
random distribution with standard deviation σa = 4. The dynamics of the joint
disturbance vector [ak bk]
T are[
ak+1
bk+1
]
=
[
e−
∆t
τa 0
0 1
][
ak
bk
]
+
[
γa
0
]
wak (5.55)
with Markov time constant τa = 16.725 s and parameter γa = σa
√
1− e−2∆t/τa , or
approximately γa = 0.9636. The process noise wak that drives the Markov pro-
cess has zero mean and unit variance. Note, the steady-state standard deviation
of ak equals the initial standard deviation σa by construction.
To write this system in Consider form, the Consider state vector must in-
clude not only the correctly-modeled initial uncertainty, process noise, and mea-
surement noise, but also the unestimated dynamically varying ak and the ran-
dom bias bk. A suitable definition is
xck ≡


ν¯x0
a0/σa
b0/σb
Rww0w0
Rνν0ν0

k = 0

ak
bk
wk
νk
 k > 0
(5.56)
As before, the Consider vector at sample k = 0 contains an additional compo-
nent for initial estimate uncertainty, and its elements are defined such that it has
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identity covariance. With this definition of xck, one can write the matrices for
the Consider dynamics equation for k > 0:
Φck =

e−
∆t
τa 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 =

0.9705 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 (5.57a)
Γcck =

γa 0 0
0 0 0
0 R−1wwk+1 0
0 0 R−1ννk+1
 =

0.9636 0 0
0 0 0
0 1 0
0 0 1
 (5.57b)
Note how the Consider dynamics matrices capture both the dynamic behavior
of ak and bk and the statistical behavior of wk and νk. At k = 0, the Γcck matrix is
unchanged, but Φck becomes
Φc0 =

0 σae
−∆t
τa 0 0 0
0 0 σb 0 0
0 0 0 0 0
0 0 0 0 0
 =

0 0 3.8822 0 0 0
0 0 0 2/3 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 (5.58)
in order to transition from the original Consider vector at k = 0 to its new form
for k > 0.
In contrast to the previous two examples, Γxck is a non-zero matrix. It speci-
fies how the unmodeled disturbance affects the filter’s state. It is given by:
Γxck =

0 0 0 0 0
0 σa sin
(
2pik∆t
Tper
)
0 0 0
 = [0 0 0 0 0 0
0 0 0 0 0 0
]
k = 0
 0 0 0 0
sin
(
2pik∆t
Tper
)
0 0 0
 k > 0
(5.59)
In the measurement equation, Hck must select the component of xck corre-
sponding to measurement noise νk. For this example, it must additionally select
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the component corresponding to the random measurement bias bk. Note that
this analysis Considers the effects of a zero-mean random measurement bias
rather than a non-zero deterministic one. In other words, it predicts the true co-
variance when a bias with a given statistical distribution is present, rather than
the matrix MSE resulting from a specific deterministic bias. The matrix Hck that
extracts the measurement noise and bias is given by:
Hck =

[
0 0 σb 0 R−1νν0
]
=
[
0 0 0 2
3
0 1
]
k = 0
[
0 1 0 1
]
k > 0
(5.60)
The matrix Swck selects the components of xck related to process noise and
indicates that “truth” and modeled process noise are identical for this scenario:
Swck =

[
0 0 0 −Rfww0R−1ww0 0
]
=
[
0 0 0 0 −1 0
]
k = 0
[
0 0 −Rfwwk 0
]
=
[
0 0 −1 0
]
k > 0
(5.61)
Finally, the matrix S¯xc0 specifies that the error term in the initial state informa-
tion equation is statistically correct.
S¯xc0 =
[
I 0 0 0 0
]
=
[
1 0 0 0 0 0
0 1 0 0 0 0
]
(5.62)
At this point, the system has been written in Consider form, and the Consider
algorithms and Monte Carlo analysis can proceed in standard fashion.
Figures 5.4 and 5.5 show the filtered and smoothed velocity estimation error
standard deviations. They are labeled in the same manner as the corresponding
results in Figs. 5.2 and 5.3. In Fig. 5.4, it is clear that the unestimated sinu-
soidal disturbance in the velocity state corresponds to an unpredicted, roughly
sinusoidal variation of the velocity error standard deviation. The oscillation
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frequency in this plot is approximately twice that of the disturbance, however.
Both peaks and valleys of the sinusoidal disturbance result in high uncertainty,
and the uncertainty drops to near its nominal value when the disturbance passes
through zero.
Similar to the preceding correlated noise example, the smoothed standard
deviations of Fig. 5.5 are mostly lower than the filtered a posteriori standard devi-
ations of Fig. 5.4, but not at the beginning of the interval. It is significant that the
sinusoidal variation in standard deviation is greatly reduced by the smoother.
For this example, the Consider analyses show that the filter is very sensitive to
the modeling error while the smoother is not: Note in Fig. 5.5 how the Consider
analysis standard deviation is nearly equal to that of the incorrect smoother ex-
cept at the beginning of the interval. This reduced smoother sensitivity stands
in sharp contrast with the filter results of Fig. 5.4.
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5.5 Conclusions
This chapter has developed a new form of Consider covariance analysis that can
be applied to Rauch-Tung-Striebel discrete square-root information smoothers.
Smoother analysis is accomplished by performing a backward analysis pass af-
ter having performed a forward-pass Consider filter analysis. The analysis com-
putes the smoother’s true estimation error covariance or matrix mean square
error, whichever is most relevant. It generalizes to a wide variety of possible
model errors. This generalization capability is enabled by the definition of a
new standard system form. Once the system modeling errors have been written
in this standard form, the analysis algorithms can be applied in a straightfor-
ward manner. A special feature of the Consider smoother analysis is its ability
to “consider” the effects of both past and future model errors on the smoothed
estimates.
Several concrete examples illustrate the power of the new method while clar-
ifying its implementation. They include a system model with a biased initial es-
timate and an incorrect initial covariance, a model with cross-correlated process
and measurement noise, and a model with dynamically-varying unestimated
disturbance states. The ability to model three distinct varieties of errors in the
same framework is thus demonstrated. Monte Carlo simulations provide inde-
pendent verification of the smoother Consider analysis equations. Comparisons
of the filter and smoother results for two of the examples show that the addition
of a smoothing pass sometimes mitigates the effects of filter/smoother model-
ing errors, but can exacerbate model error effects in other instances.
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CHAPTER 6
SUMMARY & CONCLUSIONS
This dissertation has developed several new estimation and analysis methods
for situations where simple filtering algorithms may fail. Two strategies are
proposed for specific applications in spacecraft attitude and orbit determina-
tion. These scenarios present challenges in the form of high nonlinearity and
high model uncertainty. A more broadly applicable analysis technique is also
derived to investigate the effects of modeling errors on square-root information
filter and smoother performance.
Chapter 2 examines an extended version of Wahba’s problem for spacecraft
attitude determination. Specifically, it seeks a quaternion attitude and an angu-
lar velocity for a spinning spacecraft given only a sequence of unit-vector mea-
surements at distinct times. Most previous efforts in this area have assumed
that the estimator has a good initialization, that there are multiple vector mea-
surements at each time step, or that some form of rate information is available.
This chapter makes none of those assumptions, but it restricts its focus to an
axially-symmetric spacecraft and processes sequences of only three measure-
ments at a time. It proposes a solution procedure that formulates the three-
measurement case as the solution of a set of coupled nonlinear equations. These
equations are manipulated analytically to obtain a smaller number of equations
in fewer unknowns, and the solution for the reduced equation set is obtained
by gradient-based numerical methods. Two specific reduced nonlinear equation
sets are derived, and “truth” model simulations demonstrate the application of
the technique.
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In the example “truth” model simulations, the proposed solution method
successfully determines an initial attitude and angular velocity using only unit
vector measurements. The simulations, however, also highlight several practi-
cal implementation challenges. First, the practitioner must know the magnitude
of the angular velocity well enough in advance to avoid measurement aliasing,
or else he or she must account for solution ambiguities. Second, multiple solu-
tions may be possible for a given set of three measurements, so at least one ad-
ditional measurement must be incorporated to verify consistency and eliminate
the incorrect solutions. Finally, the convergence rate for the numerical solution
procedures depends strongly on the particular dynamics and measurement set.
For a given set of measurements, it may be necessary to try a large number of
initial guesses in order to find the true solution. This difficulty can be partially
alleviated by a strategy that uses a much smaller number of initial guesses for a
given set of measurements, and then slides forward in time to a new measure-
ment set and repeats the process until the solution is obtained. In this manner,
little computation is wasted on time intervals where observability is poor. De-
spite its inherent challenges, the solution strategy of Chapter 2 may be a good
candidate for spacecraft attitude determination when its assumptions hold. In
particular, it is suitable for initialization of an extended Kalman filter to prevent
filter divergence. It is much more efficient than the alternative strategy of run-
ning a large bank of extended Kalman filters from different initial attitudes and
angular velocities until one of them converges to the correct solution.
Another challenging spacecraft estimation problem has been addressed in
Chapter 3. An orbit solution is desired for a set of satellites occupying a single
orbital plane, and a rich set of downlink and crosslink ranging measurements
is available. The satellite orbits are disturbed by atmospheric drag, however,
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and the crosslink signals are delayed by the ionosphere. Chapter 3 proposes a
calibration-like scheme by which distributions of atmospheric and ionospheric
density are estimated simultaneously with the satellite orbital states. In con-
trast to previous calibration methods, it exploits the ring-like satellite configu-
ration geometry to more easily estimate spatially correlated distributions, and
the modeled distributions are restricted to the region of the orbital plane actu-
ally traversed by the satellites.
Chapter 3’s linearized observability analysis shows that the joint estimation
problem is observable with no a priori information. Thus, it should be possible to
implement the proposed scheme and obtain estimates of both the satellite orbits
and the density distributions. The satellite orbit states are much more observ-
able than the environmental parameter states, however, so the computed den-
sity distributions for the atmosphere and ionosphere should not be trusted be-
yond reason. A special form of Consider covariance analysis is also performed.
It suggests that the additional filter complexity required to estimate the envi-
ronmental parameters may be worthwhile. Even though the resulting density
distributions are poorly observable and unreliable, their estimation is likely to
improve the accuracy of the satellite orbit state estimates. How much the orbit
accuracy would improve is uncertain, due to the lack of a reliable “truth” model
for the upper atmosphere and ionosphere. If the true density distributions dif-
fer sufficiently from the modeled distributions, or if the assumption of spatial
correlation of the disturbances is invalid, then the proposed calibration scheme
would suffer. Its general framework, however, could be employed to investi-
gate the effects of better dynamic models for the atmosphere and ionosphere as
such models become available.
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Chapters 4 and 5 present a new form of Consider covariance analysis for
square-root information filters and Rauch-Tung-Striebel square-root informa-
tion smoothers, respectively. Consider covariance analyses compute the true
estimation error covariance or matrix mean square error for a filter or smoother
corrupted by some form of modeling error. The new algorithms are capable of
analyzing a large variety of model errors. A number of simple examples are
included to show how systems with various common modeling errors can be
rewritten in a common Consider form that has been developed in this disserta-
tion. The core analysis algorithms can be directly applied to any system written
in this form. Monte Carlo simulations provide independent verification of the
algorithms.
The new Consider covariance analysis can be applied directly to an existing
square-root information filter or smoother to analyze model errors. To accom-
plish an equivalent analysis using previously-existing techniques, one would
need to first convert to a covariance-domain Kalman filter, and then do signifi-
cant additional pre-processing/model augmentation in order to handle certain
model error classes. Alternatively, the true estimation error covariances could
be computed by Monte Carlo methods, but only by increasing the computa-
tional burden by several orders of magnitude. The derivation of the Consider
analysis algorithms, because it is analogous to the square-root information fil-
ter/smoother derivation, may be intuitive for practitioners familiar with those
estimation techniques. By following the procedures laid out in these chapters’
examples, one can readily adapt the analysis algorithms to many different kinds
of filter/smoother modeling errors. The results of the examples also provide
insight into the behavior of mismatched estimators and some potential appli-
cations for Consider covariance analysis. For instance, one can use such an an-
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alysis to identify situations in which the estimator may be too optimistic or too
pessimistic about estimation accuracy. Consider covariance analysis can also in-
form the decision to implement a filter/smoother, as opposed to a filter only. In
some situations with modeling errors, a smoother may mitigate the error effects,
but in other situations smoother estimates may be less accurate than filter esti-
mates. The possibility that a filter could ever be more accurate than a smoother
is a counterintuitive result that cannot occur for correctly-modeled linear esti-
mation problems. The examples demonstrate that Consider covariance analysis
can be an efficient tool for investigating these and other scenarios.
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