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LOAD-BALANCING WITHIN A LABEL-SWITCHING 
NETWORK USING RSLB AND TLSB
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RESUMENUn aspecto importante en el estudio y la investigación actual a nivel de redes de comunicaciones, es el relacionado con la Ingeniería de 
Tráfico (TE), ya que posibilita la optimización en el uso de los re-
cursos y mejora la operabilidad de la red. Un tema considerado por 
la TE dada su importancia y aplicabilidad es el Balanceo de carga, 
el cual utiliza rutas paralelas existentes entre nodos de ingreso y 
egreso para distribuir los flujos de información transmitidos en la 
red, lo que contribuye a la disminución de la congestión a través del 
ruteo y control de tráfico de acuerdo a los recursos existentes en los 
entornos backbone. Este artículo presenta los resultados encontra-
dos al integrar los algoritmos de balanceo TSLB y RSLB en una red 
MPLS incluyendo TE a nivel de rendimiento y funcionalidad.
ABSTRACTA relevant subject of study in current communication-networks 
research is the so called traffic engineering (TE), which allows op-
timizing resources and improving network operation. Within the 
field of TE, special attention is drawn to load-balancing, which is a 
set of techniques intended to find existing parallel routes between various pairs of ingress and egress nodes so that different informa-
tion flows are suitably distributed throughout the network. Such 
techniques contribute to reducing link congestion by routing and 
controlling traffic based on the available resources of a given bac-
kbone environment. The present paper summarizes research re-
sults obtained from integrating two load-balancing algorithms (na-
mely TSLB and RSLB) in an MPLS network, involving TE in terms of 
functionality and capacity.     
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1. INTRODUCCIÓN
La demanda de mayores anchos de banda gra-cias a las nuevas tecnologías de comunicación 
convergente para usuarios domésticos y em-presariales de todo tipo ha llevado a los ope-radores y proveedores de enlaces de datos a incrementar la cantidad de canales de comuni-cación y las capacidades de transmisión de los 
mismos haciendo imprescindible la utilización 
de sistemas y protocolos que permitan la apli-
cación de esquemas de gestión y manejo de flu-
jos de datos.
MPLS es una solución común y estándar para el transporte de información en backbone para 
redes [5] ya que incluye aspectos relacionados 
con la evaluación y optimización del desempe-
ño de las redes IP operativas [1] y que se rela-
cionan con la TE. Paralelamente la distribución 
adecuada del tráfico que ingresa a la red, es una de las tareas mas importantes desde el punto 
de vista de la TE [4].
Este proceso se conoce como balanceo de carga el cual contribuye notablemente a la reducción de problemas de congestión de la red y a utili-
zar de forma mas apropiada los enlaces dispo-
nibles dentro del core. El hecho de combinar to-das estas características puede llegar a generar 
nuevos modelos y estructuras que soporten la 
distribución adecuada y equilibrada de tráfico con garantías de calidad de servicio obteniendo de esta manera caminos más óptimos a desti-
nos. Este artículo propone la integración de téc-nicas de balanceo ofrecido por algoritmos con 
MPLS para que sea evaluado por la comunidad 
científica.
2. ALGORITMOS DE BALANCEO DE CARGA
La gran mayoría de los inconvenientes presen-
tes en las redes actuales que impiden lograr un adecuado balanceo de carga tienen relación 
con el algoritmo de enrutamiento que utilizan, el cual fundamentalmente es el algoritmo del 
camino más corto (shortest path). Con este al-
goritmo, cada paquete que entra en la red bus-
cará el camino de menor número de saltos que 
le permita alcanzar el destino, el cual regular-
mente para todos los paquetes es el mismo, así 
existan en la red otros caminos con mayor nú-
mero de saltos pero mucho mas rápidos. Esto degrada el funcionamiento de la red en aspec-
tos como: la congestión que se produce sobre el 
enlace de la ruta mas corta; la sobre utilización de unos enlaces en tanto otros están sub utili-
zados; y la disminución del throughput efectivo 
de la red [7].
Dentro de las propuestas de balanceo de carga 
con el fin de hacer una distribución más equi-
tativa del flujo a través de la red se encuentran 
RSLB y TLSB los cuales están basados en com-paraciones de variables referentes a la topolo-gía y recursos disponibles sobre el dominio de 
la red [2] (que para este caso es MPLS). 
2.1.	 Diagramas	de	flujo
Los diagramas de flujo que se modelaron para 
la inclusión de TLSB y RSLB en entornos MPLS se aprecian a continuación:
2.1.1. TLSB (Topology-based static load 
balancing algorithm) + MPLS
En este caso lo primero que se debe conocer es 
la información de las rutas o LSPs [6] disponi-bles sobre el dominio en un arreglo de datos, además de la capacidad de ancho de banda disponible de cada uno e información sobre el 
requerimiento de utilización de canal para el 
envío del flujo de datos.
El algoritmo TSLB valida el requerimiento de canal para la transmisión de la información y lo compara con la capacidad disponible del pri-
mer LSP del arreglo; en caso de que la capaci-dad de este satisfaga la necesidad de ancho de 
banda para la transmisión, el trafico se enruta a 
través de dicho camino  de acuerdo al flujogra-
ma mostrado en la figura 1. Es importante des-
tacar que los algoritmos de balanceo de carga 
se aplican en los enrutadores o LER de ingreso 
donde se realiza el procesamiento de la infor-
mación que ingresa a la nube MPLS.
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Figura	1. Flujograma TSLB.
2.1.2. RLSB (Resource-based static load 
balancing algorithm)+MPLS
En esencia manejan la misma secuencia lógica 
de comparación entre requerimiento de canal para la transmisión de datos y la capacidad dis-ponible en cada una de las posibles rutas con la 
diferencia que RSLB selecciona las rutas en or-
den ascendente de tamaño, con el fin de elegir una ruta con una capacidad disponible cercana 
al requerimiento de trafico en aras de mantener los canales con mayor capacidad disponibles para posibles envíos de grandes cantidades de 
información. Los pasos lógicos implementados 
se muestran en el flujograma de la figura 2.
 Figura	2. Flujograma TSLB.
3. APLICACIÓN DE LOS MODELOS, 
ANÁLISIS DE RESULTADOS Y DISCUSIÓN
Para la simulación de los modelos propuestos 
se usó la topología de red de la figura 3 hacien-
do uso de NS-2. Se obtuvieron datos cuantita-
tivos que dan una visión del comportamiento 
a nivel de eficiencia, practicidad, rendimiento y 
beneficios.
En las simulaciones se generó tráfico tipo CBR 
(rata de bits constante) y se definieron proce-dimientos en los cuales se aplica la lógica de 
RSLB [3] y TSLB de acuerdo a las figura 1 y 2.
 Figura	3. Topología de la simulación.
Una vez conocida la ruta devuelta por el algo-
ritmo de balanceo de carga se uso la definición 
de rutas.
Específicamente se diseño la red de forma que pudieran evaluarse al menos cuatro escenarios 
bien definidos:
1. Envío de datos SIN TE (con perdida de da-
tos).
2. Envío de datos con TSLB y perdida de datos 
debido al método de asignación de rutas 
propia del algoritmo.
3. Envío de datos con TSLB sin perdida de da-tos ni saturación en la red gracias a la mani-
pulación de la secuencia de envío.
4. Envío de datos con RSLB SIN perdidas de datos en todas las secuencias posibles de 
generación de trafico.
Puntualmente se enfatizó el análisis de resul-
tados en las variables: Jitter y Throughput sin 
aplicar y aplicando balanceo de carga. 
Debido a su arquitectura TSLB y RSLB permi-
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ten una mejor utilización de los canales dis-
ponibles evitando así perdidas de paquetes y 
por ende aumentando el Throughput efectivo en los nodos destino y reduciendo la demora promedio en la transmisión de la información no solo debido a la eliminación de esperas en recepción de datos por efectos de encolamiento 
(por saturación) y re-transmisión, sino por la 
mejor asignación de los canales disponibles.
Los valores de Jitter son interesantes para ana-
lizar el rendimiento de estos algoritmos de 
balanceo de carga pues da la métrica sobre la variación en tiempo de transmisión y llegada 
de paquetes. Revisando los resultados de Dis-tribución de la variación del retardo y varia-
ción del retardo vs tiempo para el esquema de transmisión de información sin ingeniería de 
tráfico (figura 4 y 5) se puede ver un fenómeno algo curioso pero completamente predecible: 
el Jitter para transmisión sin TE es el mas bajo, 
alcanzando en sus picos máximos un valor infe-
rior a los 3,5ms.
Figura	4. Distribución de Jitter sin TE.
Figura	5. Jitter vs tiempo sin TE.
Este fenómeno se debe a que todos los paque-tes de datos en este escenario se envían por la 
ruta más corta de la red [8] y aún cuando exis-
ten perdidas de datos exageradamente altas, 
los paquetes recibidos mantienen una distri-bución uniforma en cuanto a las diferencias de 
tiempo entre cada paquete y la variación en el tiempo de transmisión y recepción de datos es 
mínima pues todos los flujos se envían por el 
mismo camino.
Ahora bien, al momento de realizar aplicación 
de algoritmos de ingeniería de trafico y balan-
ceo de carga sobre la red el Jitter empieza a au-mentar de forma considerable, y es allí donde 
se debe analizar cual de los algoritmos y en cual 
escenario es el más eficiente en cuanto a Jitter 
se refiere.
Revisando el esquema de balanceo con TSLB 
en un entorno con pérdidas de datos (figura 6 
y 7) se observa un valor máximo de Jitter por 
encima de los 0,17s; revisando la distribución 
la mayoría de los bloques transmitidos mantie-
nen este valor.
Figura	6. Distribución de Jitter en TSLB con pérdidas.
Figura	7. Jitter vs tiempo en TSLB con pérdidas.
Se puede ver la tremenda diferencia de estos valores comparados con una transmisión sin 
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TE (mas de 48 veces por encima) pero este re-sultado era de esperar pues en este caso ya se esta aplicando el algoritmo para distribuir las 
cargas por los canales haciendo que los bloques 
de datos recorran rutas diferentes.
Ahora analizando el Jitter en la transmisión con 
TSLB sin perdidas de datos, se observa un cam-bio tanto en la distribución como en Jitter con-
tra tiempo (figura 8 y 9), aquí se detalla como 
el valor pico se reduce hasta los 0,066s aproxi-madamente y adicionalmente la distribución muestra una inclinación pronunciada hacia va-
lores muy bajos (0,002s) haciendo que el pro-medio del Jitter sea mínimo, en comparación con el mismo algoritmo en casos de perdida de 
paquetes por asignación ineficiente de rutas.
Figura	8. Distribución de Jitter en TSLB.
Figura	9. Jitter vs tiempo en TSLB.
Aún más interesante es la distribución de Jit-
ter y su comportamiento en el tiempo (figura 
10 y 11) para RSLB con cualquier orden en la 
generación de tráfico. Aquí se concluye que los 
valores máximos bajan hasta los 0,045s y la distribución se inclina hacia valores muy bajos 
(0,004s) y valores intermedios (0,02s) llevan-do así el valor promedio de Jitter al nivel mas 
bajo entre los 3 escenarios de balanceo de car-ga, acercándose incluso a los valores encontra-
dos en el esquema de transmisión de datos sin 
ingeniería de trafico en la red.
Figura	10. Distribución de Jitter en RSLB.
Figura	11. Jitter vs tiempo en RSLB.
En el caso de TSLB con perdidas de datos ve-mos como debido a la incorrecta asignación 
de rutas, el trafico mas grande presenta un 
Throughput efectivo de 2Mb/s correspondien-
te a la capacidad máxima de la ruta asignada 
por el algoritmo, en cambio en RSLB el mismo 
flujo de datos presenta 5Mb/s, es decir el 100% 
del tráfico generado.
Por último revisando el Throughput (figura 12 
y 13) como la cantidad de información efecti-va recibida en los nodos destino, se observa el 
efecto de tener una asignación mas eficiente de las rutas, el cual se traduce en el aumento del 
Throughput, de hecho en los escenarios simu-lados el balanceo de carga aplicando el algorit-
mo TSLB y RSLB el Throughput en los nodos de 
llegada alcanza los valores máximos esperados, 
mostrando un 100% de efectividad en el envío 
de datos.
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 Figura	12. Throughput vs tiempo en TSLB.
 
Figura	13. Throughput vs tiempo en RSLB.
4.	 CONCLUSIONES
Las pruebas realizadas y las simulaciones eje-
cutadas demuestran la importancia de utilizar 
algoritmos de balanceo de carga para aumentar 
de la eficiencia de la red en cuanto a utilización de recursos y mejoramiento de las variables de 
la red.
Es claro que RSLB presenta el mejor compor-
tamiento en cuanto a asignación eficiente de rutas y mejoramiento de parámetros y tiempos 
sobre la red MPLS en comparación con TSLB 
que claramente presenta falencias en la asigna-
ción adecuada de los LSPs.
Aun con TSLB y RSLB como aproximaciones 
acertadas al balanceo eficiente de cargas en re-
des MPLS, existen otros algoritmos que podrían 
tener  ventajas considerables y que podrían au-
mentar aun más la eficiencia de la red y elimi-nar perdidas de datos debido a saturaciones o asignaciones erróneas en las rutas sobre el do-
minio MPLS, haciendo uso de herramientas de análisis de información mas complejas y proce-
dimientos de división de trafico que no existen 
en TSLB y RSLB como lo es MATE el cuál será 
tema de trabajo en próximas investigaciones.
TSLB y RSLB son dos algoritmos que pueden llegar a ser implementables a nivel real en re-
des MPLS, donde una de las ventajas sería los bajos costos de procesamiento y posibilidad de aplicación en entornos con pocos recursos de 
cómputo y procesamiento.
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