Introduction {#Sec1}
============

Context {#Sec2}
-------

Metropolis--Hastings algorithms are Markov Chain Monte Carlo (MCMC) methods used to sample from a given probability measure, referred to as the target measure. The basic mechanism consists of employing a proposal transition density *q*(*x*, *y*) in order to produce a reversible Markov chain $\documentclass[12pt]{minimal}
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                \begin{document}$$y^{k} \sim q(x^k, \cdot )$$\end{document}$. Then such a move is accepted with probability $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \alpha \big (x^k,y^k\big )= \min \left\{ 1, \frac{\pi \big (y^k\big ) q\big (y^k,x^k\big )}{\pi \big (x^k\big ) q\big (x^k,y^k\big )} \right\} . \end{aligned}$$\end{document}$$The computational cost of this algorithm when the state space has high dimension *N* is of practical interest in many applications. The measure of computational cost considered in this paper is the *expected squared jumping distance*, introduced in \[[@CR19]\] and related works. Roughly speaking \[we will be more precise about this in the next Sect. [1.2](#Sec3){ref-type="sec"}, see comments before ([1.8](#Equ8){ref-type=""})\], if the size of the proposal moves is too large, i.e. if we propose moves which are too far away from the current position, then such moves tend to be frequently rejected; on the other hand, if the algorithm proposes moves which are too close to the current position, then such moves will be most likely accepted, however the chain will have not moved very far away. In either extreme cases, the chain tends to get stuck and will exhibit slow mixing, and this is more and more true as the dimension *N* of the state space increases. It is therefore clear that one needs to strike a balance between these two opposite scenarios; in particular, the optimal size of the proposed moves (i.e., the proposal variance) will depend on *N*. If the proposal variance scales with *N* like $\documentclass[12pt]{minimal}
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                \begin{document}$$\zeta >0$$\end{document}$, then we will say that the cost of the algorithm, in terms of ESJD, is of the order $\documentclass[12pt]{minimal}
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A widely used approach to tackle this problem is to study diffusion limits for the algorithm. Indeed the scaling used to obtain a well defined diffusion limit corresponds to the optimal scaling of the proposal variance (see Remark [1.1](#FPar2){ref-type="sec"}). This problem was first studied in \[[@CR19]\], for the Random Walk Metropolis algorithm (RWM); in this work it is assumed that the algorithm is started in stationarity and that the target measure is in product form. In the case of the MALA algorithm, the same problem was considered in \[[@CR20], [@CR21]\], again in the stationary regime and for product measures. In this setting, the cost of RWM has been shown to be $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal {O}}}(N)$$\end{document}$, while the cost of MALA is $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal {O}}}(N^{\frac{1}{3}}).$$\end{document}$ The same $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal {O}}}(N^{\frac{1}{3}})$$\end{document}$ scaling for MALA, in the stationary regime, was later obtained in the setting of non-product measures defined via density with respect to a Gaussian random field \[[@CR17]\]. In the paper \[[@CR6]\] extensions of these results to non-stationary initializations were considered, however only for the Gaussian targets. For Gaussian targets, RWM was shown to scale the same in and out of stationarity, whilst MALA scales like $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal {O}}}(N^{\frac{1}{2}})$$\end{document}$ out of stationarity. In \[[@CR12], [@CR13]\] the RWM and MALA algorithms were studied out of stationarity for quite general product measures and the RWM method shown again to scale the same in and out of stationarity. For MALA the appropriate scaling was shown to differ in and out of stationarity and, crucially, the scaling out of stationarity was shown to depend on a certain moment of the potential defining the product measure. In this paper we contribute further understanding of the MALA algorithm when initialized out of stationarity by considering non-product measures defined via density with respect to a Gaussian random field. Considering such a class of measures has proved fruitful, see e.g. \[[@CR15], [@CR17]\]. Relevant to this strand of literature, is also the work \[[@CR5]\].

In this paper our primary contribution is the study of diffusion limits for the the MALA algorithm, out of stationarity, in the setting of general non-product measures, defined via density with respect to a Gaussian random field. Significant new analysis is needed for this problem because the work of \[[@CR17]\] relies heavily on stationarity in analyzing the acceptance probability, whilst the work of \[[@CR13]\] uses propagation of chaos techniques, unsuitable for non-product settings.

The challenging diffusion limit obtained in this paper is relevant both to the picture just described and, in general, due to the widespread practical use of the MALA algorithm. The understanding we obtain about the MALA algorithm when applied to realistic non-product targets is one of the main motivations for the analysis that we undertake in this paper. The diffusion limit we find is given by an SPDE coupled to a one-dimensional ODE. The evolution of such an ODE can be taken as an indicator of how close the chain is to stationarity (see Remark [1.1](#FPar2){ref-type="sec"} for more details on this). The scaling adopted to obtain such a diffusion limit shows that the cost of the algorithm is of order $\documentclass[12pt]{minimal}
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                \begin{document}$$N^{1/2}$$\end{document}$ in the non-stationary regime, as opposed to what happens in the stationary phase, where the cost is of order $\documentclass[12pt]{minimal}
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                \begin{document}$$N^{1/3}$$\end{document}$. It is important to recognize that, for measures absolutely continuous with respect to a Gaussian random field, algorithms exist which require $\documentclass[12pt]{minimal}
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                \begin{document}$${{\mathcal {O}}}(1)$$\end{document}$ steps in and out of stationarity; see \[[@CR7]\] for a review. Such methods were suggested by Radford Neal in \[[@CR16]\], and developed by Alex Beskos for conditioned stochastic differential equations in \[[@CR4]\], building on the general formulation of Metropolis--Hastings methods in \[[@CR23]\]; these methods are analyzed from the point of view of diffusion limits in \[[@CR18]\]. It thus remains open and interesting to study the MALA algorithm out of stationarity for non-product measures which are not defined via density with respect to a Gaussian random field; however the results in \[[@CR12]\] demonstrate the substantial technical barriers that will exist in trying to do so. An interesting starting point of such work might be the study of non i.i.d. product measures as pioneered by Bédard \[[@CR2], [@CR3]\].

Setting and the main result {#Sec3}
---------------------------
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                \begin{document}$$\begin{aligned} \frac{d\pi }{d\pi _0} \propto \exp ({-\varPsi }), \qquad \pi _0:={\mathcal {N}}(0,{\mathcal {C}}). \end{aligned}$$\end{document}$$That is, $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi $$\end{document}$ is absolutely continuous with respect to a Gaussian measure $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pi _0$$\end{document}$ with mean zero and covariance operator $\documentclass[12pt]{minimal}
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                \begin{document}$$\varPsi : {\tilde{{\mathcal {H}}}}\rightarrow {\mathbb {R}}$$\end{document}$. Measures of the form ([1.2](#Equ2){ref-type=""}) naturally arise in Bayesian nonparametric statistics and in the study of conditioned diffusions \[[@CR10], [@CR22]\]. In Sect. [2](#Sec5){ref-type="sec"} we will give the precise definition of the space $\documentclass[12pt]{minimal}
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                \begin{document}$${\tilde{{\mathcal {H}}}}$$\end{document}$ and identify it with an appropriate Sobolev-like subspace of $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathcal {H}}^s$$\end{document}$ in Sect. [2](#Sec5){ref-type="sec"}).The covariance operator $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathcal {C}}$$\end{document}$ is a positive, self-adjoint, trace class operator on $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\mathcal {C}}\phi _j= \lambda _j^2 \phi _j, \quad \forall j \in {\mathbb {N}}, \end{aligned}$$\end{document}$$and we assume that the set $\documentclass[12pt]{minimal}
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                \begin{document}$$\{\phi _j\}_{j \in {\mathbb {N}}}$$\end{document}$ is an orthonormal basis for $\documentclass[12pt]{minimal}
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We will analyse the MALA algorithm designed to sample from the finite dimensional projections $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} X^N:=\text {span}\{\phi _j\}_{j=1}^N \subset {\mathcal {H}}\end{aligned}$$\end{document}$$spanned by the first *N* eigenvectors of the covariance operator. Notice that the space $\documentclass[12pt]{minimal}
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                \begin{document}$$X^N$$\end{document}$ is isomorphic to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathbb {R}}^N$$\end{document}$. To clarify this further, we need to introduce some notation. Given a point $\documentclass[12pt]{minimal}
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                \begin{document}$$x \in {\mathcal {H}}$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {P}}^N(x):=\sum _{j=1}^n\left\langle \phi _j,x \right\rangle \phi _j$$\end{document}$ is the projection of *x* onto the space $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \varPsi ^N:=\varPsi \circ {\mathcal {P}}^N \quad \text{ and } \quad {\mathcal {C}}_N:={\mathcal {P}}^N\circ {\mathcal {C}}\circ {\mathcal {P}}^N. \end{aligned}$$\end{document}$$With this notation in place, our target measure is the measure $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \frac{d\pi ^N}{d\pi _0^N}(x)=M_{\varPsi ^N}e^{-\varPsi ^N(x)}, \qquad \pi _0^N:={\mathcal {N}}(0,{\mathcal {C}}_N), \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$M_{\varPsi ^N}$$\end{document}$ is a normalization constant. Notice that the sequence of measures $\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pi $$\end{document}$ in the Hellinger metric, see \[[@CR22], Section 4\] and references therein). In order to sample from the measure $\documentclass[12pt]{minimal}
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                \begin{document}$$\pi ^N$$\end{document}$ in ([1.6](#Equ6){ref-type=""}), we will consider the MALA algorithm with proposal$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} y^{k,N}=x^{k,N}+\delta {\mathcal {C}}_N\nabla \log \pi ^N\big (x^{k,N}\big )+ \sqrt{2 \delta }\, {\mathcal {C}}_N^{1/2} \xi ^{k,N}, \end{aligned}$$\end{document}$$where$$\documentclass[12pt]{minimal}
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                \begin{document}$$\delta >0$$\end{document}$ is a positive parameter. We rewrite $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$y^{k,N}$$\end{document}$ as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} y^{k,N}=x^{k,N}-\delta \bigl (x^{k,N}+ {\mathcal {C}}_N \nabla \varPsi ^N\big (x^{k,N}\big )\bigr )+ \sqrt{2 \delta }\, {\mathcal {C}}_N^{1/2} \xi ^{k,N}. \end{aligned}$$\end{document}$$The proposal defines the kernel *q* and enters in the accept-reject criterion $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\alpha $$\end{document}$, which is added to preserve detailed balance with respect to $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta $$\end{document}$ is often referred to as the proposal variance. The accept-reject criterion compensates for the discretization, which destroys the $\documentclass[12pt]{minimal}
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                \begin{document}$$\delta $$\end{document}$; such a choice will depend on the dimension *N* of the state space. To be more precise, set $\documentclass[12pt]{minimal}
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### Remark 1.1 {#FPar2}
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### Remark 1.2 {#FPar3}
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                \begin{document}$$\theta $$\end{document}$ in practice, as far as we are aware.

Structure of the paper {#Sec4}
----------------------

The paper is organized as follows. In Sect. [2](#Sec5){ref-type="sec"} we introduce the notation and the assumptions that we use throughout this paper. In particular, Sect. [2.1](#Sec6){ref-type="sec"} introduces the infinite dimensional setting in which we work, Sect. [2.2](#Sec7){ref-type="sec"} discusses the MALA algorithm and the assumptions we make on the functional $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathcal {C}}$$\end{document}$. Section [3](#Sec9){ref-type="sec"} contains the proof of existence and uniqueness of solutions for the limiting Eqs. ([1.10](#Equ10){ref-type=""}) and ([1.11](#Equ11){ref-type=""}). With these preliminaries in place, we give, in Sect. [4](#Sec10){ref-type="sec"}, the formal statement of the main results of this paper, Theorems [4.1](#FPar15){ref-type="sec"} and [4.2](#FPar16){ref-type="sec"}. In this section we also provide heuristic arguments outlining how the main results are obtained. The complete proof of these results builds on a continuous mapping argument presented in Sect. [5](#Sec16){ref-type="sec"}. The heuristics of Sect. [4](#Sec10){ref-type="sec"} are made rigorous in Sects. [6](#Sec19){ref-type="sec"}--[8](#Sec25){ref-type="sec"}. In particular, Sect. [6](#Sec19){ref-type="sec"} contains some estimates of the size of the chain's jumps and the growth of its moments, as well as the study of the acceptance probability. In Sects. [7](#Sec22){ref-type="sec"} and [8](#Sec25){ref-type="sec"} we use these estimates and approximations to prove Theorems [4.1](#FPar15){ref-type="sec"} and [4.2](#FPar16){ref-type="sec"}, respectively. Readers interested in the structure of the proofs of Theorems [4.1](#FPar15){ref-type="sec"} and [4.2](#FPar16){ref-type="sec"} but not in the technical details may wish to skip the ensuing two sections (Sects. [2](#Sec5){ref-type="sec"} and [3](#Sec9){ref-type="sec"}) and proceed directly to the statement of these results and the relevant heuristics discussed in Sect. [4](#Sec10){ref-type="sec"}.

Notation, algorithm, and assumptions {#Sec5}
====================================

In this section we detail the notation and the assumptions (Sects. [2.1](#Sec6){ref-type="sec"} and [2.3](#Sec8){ref-type="sec"}, respectively) that we will use in the rest of the paper.

Notation {#Sec6}
--------
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Assumptions {#Sec8}
-----------

In this section, we describe the assumptions on the covariance operator $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {C}}$$\end{document}$ of the Gaussian measure $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pi _0 {\mathop {\sim }\limits ^{{\mathcal {D}}}}{\mathcal {N}}(0,{\mathcal {C}})$$\end{document}$ and those on the functional $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varPsi $$\end{document}$. We fix a distinguished exponent $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$s\ge 0$$\end{document}$ and assume that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varPsi : {\mathcal {H}}^s\rightarrow {\mathbb {R}}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathrm{Trace}}_{{\mathcal {H}}^s}({\mathcal {C}}_s)<\infty $$\end{document}$. In other words, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {H}}^s$$\end{document}$ is the space that we were denoting with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\tilde{{\mathcal {H}}}}$$\end{document}$ in the introduction. Since$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\mathrm{Trace}}_{{\mathcal {H}}^s}({\mathcal {C}}_s)= \sum _{j=1}^{\infty } \lambda _j^2 j^{2s}, \end{aligned}$$\end{document}$$the condition $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathrm{Trace}}_{{\mathcal {H}}^s}({\mathcal {C}}_s)<\infty $$\end{document}$ implies that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\lambda _j j^s \rightarrow 0$$\end{document}$ as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$j \rightarrow \infty $$\end{document}$. Therefore the sequence $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{\lambda _j j^s\}_j$$\end{document}$ is bounded:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \lambda _j j^s \le C, \end{aligned}$$\end{document}$$for some constant $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C>0$$\end{document}$ independent of *j*.

For each $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$x \in {\mathcal {H}}^s$$\end{document}$ the derivative $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\nabla \varPsi (x)$$\end{document}$ is an element of the dual $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {L}}({\mathcal {H}}^s,{\mathbb {R}})$$\end{document}$ of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {H}}^s$$\end{document}$, comprising the linear functionals on $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {H}}^s$$\end{document}$. However, we may identify $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {\mathcal {L}}({\mathcal {H}}^s,{\mathbb {R}})={\mathcal {H}}^{-s}$$\end{document}$ and view $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\nabla \varPsi (x)$$\end{document}$ as an element of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {H}}^{-s}$$\end{document}$ for each $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$x \in {\mathcal {H}}^s$$\end{document}$. With this identification, the following identity holds$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \left| \left| \nabla \varPsi (x)\right| \right| _{{\mathcal {L}}({\mathcal {H}}^s,{\mathbb {R}})} = \left| \left| \nabla \varPsi (x)\right| \right| _{-s}. \end{aligned}$$\end{document}$$To avoid technical complications we assume that the gradient of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varPsi (x)$$\end{document}$ is bounded and globally Lipschitz. More precisely, throughout this paper we make the following assumptions.

### Assumption 2.1 {#FPar4}

The functional $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varPsi $$\end{document}$ and covariance operator $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {C}}$$\end{document}$ satisfy the following:**Decay of Eigenvalues** $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\lambda _j^2$$\end{document}$ of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {C}}$$\end{document}$: there exists a constant $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\kappa > s+\frac{1}{2}$$\end{document}$ such that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} j^{-\kappa }\lesssim \lambda _j \lesssim j^{-\kappa }. \end{aligned}$$\end{document}$$**Domain of** $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varPsi $$\end{document}$: the functional $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varPsi $$\end{document}$ is defined everywhere on $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {H}}^s$$\end{document}$.**Derivatives of** $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varPsi $$\end{document}$: The derivative of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varPsi $$\end{document}$ is bounded and globally Lipschitz: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \left| \left| \nabla \varPsi (x)\right| \right| _{-s} \lesssim 1,\qquad \left| \left| \nabla \varPsi (x)- \nabla \varPsi (y)\right| \right| _{-s} \lesssim \left| \left| x-y\right| \right| _{s}. \end{aligned}$$\end{document}$$

### Remark 2.1 {#FPar5}

The condition $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\kappa > s+\frac{1}{2}$$\end{document}$ ensures that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathrm{Trace}}_{{\mathcal {H}}^s}({\mathcal {C}}_s) < \infty $$\end{document}$. Consequently, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pi _0$$\end{document}$ has support in $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {H}}^s$$\end{document}$ ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\pi _0({\mathcal {H}}^s)=1$$\end{document}$). $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\square $$\end{document}$

### Example 2.1 {#FPar6}
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### Remark 2.2 {#FPar7}
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                \begin{document}$$\varPsi $$\end{document}$) are less general than those adopted in \[[@CR14], [@CR17]\] and related literature (see references therein). This is for purely technical reasons. In this paper we assume that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varPsi $$\end{document}$ grows linearly. If $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\varPsi $$\end{document}$ was assumed to grow quadratically, which is the case in the mentioned works, finding bounds on the moments of the chain $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\{x^{k,N}\}_{k\ge 1}$$\end{document}$ (much needed in all of the analysis) would become more involved than it already is, see Remark [C.1](#FPar60){ref-type="sec"}. However, under our assumptions, the measure $\documentclass[12pt]{minimal}
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We now explore the consequences of Assumption [2.1](#FPar4){ref-type="sec"}. The proofs of the following lemmas can be found in Appendix [A](#Sec28){ref-type="sec"}.

### Lemma 2.1 {#FPar8}

Suppose that Assumption [2.1](#FPar4){ref-type="sec"} holds. ThenThe function $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \left| \left| {\mathcal {C}}\nabla \varPsi (x)\right| \right| _{s}\lesssim 1 \quad \text{ and } \quad \left| \left| {\mathcal {C}}\nabla \varPsi (x)-{\mathcal {C}}\nabla \varPsi (y)\right| \right| _{s}\lesssim \left| \left| x-y\right| \right| _{s}. \end{aligned}$$\end{document}$$ Therefore, the function $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \left| \left| F(x) - F(y)\right| \right| _{s} \lesssim \left| \left| x-y\right| \right| _{s} \quad \text{ and } \quad \left| \left| F(x)\right| \right| _{s} \lesssim 1+ \left| \left| x\right| \right| _{s}. \end{aligned}$$\end{document}$$The function $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \left| \varPsi ^N(y)-\varPsi ^N(x)\right| \lesssim \left| \left| y-x\right| \right| _{s}. \end{aligned}$$\end{document}$$

Before stating the next lemma, we observe that by definition of the projection operator $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathcal {P}}^N$$\end{document}$ we have that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \nabla \varPsi ^N={\mathcal {P}}^N\circ \nabla \varPsi \circ {\mathcal {P}}^N. \end{aligned}$$\end{document}$$

### Lemma 2.2 {#FPar9}

Suppose that Assumption [2.1](#FPar4){ref-type="sec"} holds. Then the following holds for the function $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \left| \left| \nabla \varPsi ^N(x)\right| \right| _{-s}\lesssim 1,\qquad \left| \left| \nabla \varPsi ^N(x)- \nabla \varPsi ^N(y)\right| \right| _{-s} \lesssim \left| \left| x-y\right| \right| _{s}. \end{aligned}$$\end{document}$$Moreover, $$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \left| \left| {\mathcal {C}}_N\nabla \varPsi ^N(x)\right| \right| _{{\mathcal {C}}_N}\lesssim 1. \end{aligned}$$\end{document}$$

We stress that in ([2.24](#Equ42){ref-type=""})--([2.26](#Equ44){ref-type=""}) the constant implied by the use of the notation "$\documentclass[12pt]{minimal}
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Existence and uniqueness for the limiting diffusion process {#Sec9}
===========================================================

The main results of this section are Theorems [3.1](#FPar12){ref-type="sec"}, [3.2](#FPar13){ref-type="sec"} and [3.3](#FPar14){ref-type="sec"}. Theorems [3.1](#FPar12){ref-type="sec"} and [3.2](#FPar13){ref-type="sec"} are concerned with establishing existence and uniqueness for Eqs. ([1.10](#Equ10){ref-type=""}) and ([1.11](#Equ11){ref-type=""}), respectively. Theorem [3.3](#FPar14){ref-type="sec"} states the continuity of the Itô maps associated with Eqs.  ([1.10](#Equ10){ref-type=""}) and ([1.11](#Equ11){ref-type=""}). The proofs of the main results of this paper (Theorems [4.1](#FPar15){ref-type="sec"} and [4.2](#FPar16){ref-type="sec"}) rely heavily on the continuity of such maps, as we illustrate in Sect. [5](#Sec16){ref-type="sec"}. Once Lemma [3.1](#FPar10){ref-type="sec"} below is established, the proofs of the theorems in this section are completely analogous to the proofs of those in \[[@CR14], Section 4\]. For this reason, we omit them and refer the reader to \[[@CR14]\]. In what follows, recall that the definition of the functions $\documentclass[12pt]{minimal}
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Lemma 3.1 {#FPar10}
---------
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Proof of Lemma 3.1 {#FPar11}
------------------
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In the case of ([1.11](#Equ11){ref-type=""}) we have the following.

Theorem 3.1 {#FPar12}
-----------
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For ([1.10](#Equ10){ref-type=""}) we have that:

Theorem 3.2 {#FPar13}
-----------

Let Assumption [2.1](#FPar4){ref-type="sec"} hold and consider Eq. ([1.10](#Equ10){ref-type=""}), where *W*(*t*) is any $\documentclass[12pt]{minimal}
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Consider the deterministic equations$$\documentclass[12pt]{minimal}
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                \begin{document}$$C([0,T];{\mathbb {R}})$$\end{document}$ with the uniform topology. The following is the starting point of the continuous mapping arguments presented in Sect. [5](#Sec16){ref-type="sec"}.

Theorem 3.3 {#FPar14}
-----------

Suppose that Assumption [2.1](#FPar4){ref-type="sec"} is satisfied. Both ([3.2](#Equ47){ref-type=""}) and ([3.3](#Equ48){ref-type=""}) have unique solutions in $\documentclass[12pt]{minimal}
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Main theorems and heuristics of proofs {#Sec10}
======================================

In order to state the main results, we first set$$\documentclass[12pt]{minimal}
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Heuristic analysis of the acceptance probability {#Sec11}
------------------------------------------------
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### Remark 4.3 {#FPar19}

When one employs the more general proposal ([1.18](#Equ18){ref-type=""}), assuming $\documentclass[12pt]{minimal}
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Heuristic derivation of the weak limit of $\documentclass[12pt]{minimal}
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------------------------------------------------------------------------

Let *Y* be any function of the random variables $\documentclass[12pt]{minimal}
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---------------------------------------------------------------------------
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### Approximate drift {#Sec14}

As a preliminary consideration, observe that$$\documentclass[12pt]{minimal}
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### Approximate diffusion {#Sec15}

We now look at the approximate diffusion of the chain $\documentclass[12pt]{minimal}
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Continuous mapping argument {#Sec16}
===========================

In this section we outline the argument which underlies the proofs of our main results. In particular, the proofs of Theorems [4.1](#FPar15){ref-type="sec"} and [4.2](#FPar16){ref-type="sec"} hinge on the continuous mapping arguments that we illustrate in the following Sects. [5.1](#Sec17){ref-type="sec"} and [5.2](#Sec18){ref-type="sec"}, respectively. The details of the proofs are deferred to the next three sections: Sect. [6](#Sec19){ref-type="sec"} contains some preliminary results that we employ in both proofs, in Sect. [7](#Sec22){ref-type="sec"} contains the the proof of Theorem [4.1](#FPar15){ref-type="sec"} and Sect. [8](#Sec25){ref-type="sec"} that of Theorem [4.2](#FPar16){ref-type="sec"}.

Continuous mapping argument for ([3.3](#Equ48){ref-type=""}) {#Sec17}
------------------------------------------------------------
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Preliminary estimates and analysis of the acceptance probability {#Sec19}
================================================================
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Lemma 6.1 {#FPar20}
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Lemma 6.2 {#FPar22}
---------

If Assumption [2.1](#FPar4){ref-type="sec"} holds, then, for every $\documentclass[12pt]{minimal}
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Proof of Lemma 6.2 {#FPar23}
------------------

The proof of this lemma can be found in Appendix [C](#Sec30){ref-type="sec"}. $\documentclass[12pt]{minimal}
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Acceptance probability {#Sec20}
----------------------

The main result of this section is Proposition [6.1](#FPar25){ref-type="sec"}, which we obtain as a consequence of Lemma [6.3](#FPar24){ref-type="sec"} (below) and Lemma [6.2](#FPar22){ref-type="sec"}. Proposition [6.1](#FPar25){ref-type="sec"} formalizes the heuristic approximation ([4.14](#Equ62){ref-type=""}).

### Lemma 6.3 {#FPar24}

(Acceptance probability) Let Assumption [2.1](#FPar4){ref-type="sec"} hold and recall the Definitions ([4.2](#Equ50){ref-type=""}) and ([1.12](#Equ12){ref-type=""}). Then the following holds:$$\documentclass[12pt]{minimal}
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Before proving Lemma [6.3](#FPar24){ref-type="sec"}, we state Proposition [6.1](#FPar25){ref-type="sec"}.

### Proposition 6.1 {#FPar25}

If Assumption [2.1](#FPar4){ref-type="sec"} holds then$$\documentclass[12pt]{minimal}
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### Proof {#FPar26}

This is a corollary of Lemmas [6.3](#FPar24){ref-type="sec"} and [6.2](#FPar22){ref-type="sec"}. $\documentclass[12pt]{minimal}
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### Proof of Lemma 6.3 {#FPar27}
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To analyse the acceptance probability it is convenient to decompose $\documentclass[12pt]{minimal}
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### Lemma 6.4 {#FPar28}

Let Assumption [2.1](#FPar4){ref-type="sec"} hold. With the notation introduced above, we have:$$\documentclass[12pt]{minimal}
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### Proof of Lemma 6.4 {#FPar29}

We consecutively prove the three bounds in the statement.Proof of ([6.12](#Equ99){ref-type=""}). Using ([2.8](#Equ26){ref-type=""}), we rewrite $\documentclass[12pt]{minimal}
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Correlations between acceptance probability and noise $\documentclass[12pt]{minimal}
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------------------------------------------------------------------------------------
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### Lemma 6.5 {#FPar30}

If Assumption [2.1](#FPar4){ref-type="sec"} holds, then$$\documentclass[12pt]{minimal}
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### Lemma 6.6 {#FPar31}

Let Assumption [2.1](#FPar4){ref-type="sec"} hold. Then, with the notation introduced so far,$$\documentclass[12pt]{minimal}
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The proofs of the above lemmata can be found in Appendix [B](#Sec29){ref-type="sec"}. Notice that if $\documentclass[12pt]{minimal}
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Proof of Theorem [4.1](#FPar15){ref-type="sec"} {#Sec22}
===============================================

As explained in Sect. [5.1](#Sec17){ref-type="sec"}, due to the continuity of the map $\documentclass[12pt]{minimal}
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                \begin{document}$${\hat{w}}^N(t)$$\end{document}$ to zero is consequence of Lemmas [7.1](#FPar32){ref-type="sec"} and [7.2](#FPar33){ref-type="sec"} below. We prove Lemma [7.1](#FPar32){ref-type="sec"} in Sect. [7.1](#Sec23){ref-type="sec"} and Lemma [7.2](#FPar33){ref-type="sec"} in Sect. [7.2](#Sec24){ref-type="sec"}.

Lemma 7.1 {#FPar32}
---------

Let Assumption [2.1](#FPar4){ref-type="sec"} hold and recall the definition ([5.4](#Equ80){ref-type=""}) of the process $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$e^N(t)$$\end{document}$; then$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \lim _{N\rightarrow \infty }{\mathbb {E}}_{x^0}\left( \sup _{t\in [0,T]}\left| e^N(t)\right| \right) ^2=0. \end{aligned}$$\end{document}$$

Lemma 7.2 {#FPar33}
---------

Let Assumption [2.1](#FPar4){ref-type="sec"} hold and recall the definition ([5.1](#Equ77){ref-type=""}) of the process $\documentclass[12pt]{minimal}
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Analysis of the drift {#Sec23}
---------------------

In view of what follows, it is convenient to introduce the piecewise constant interpolant of the chain $\documentclass[12pt]{minimal}
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### Proof of Lemma 7.1 {#FPar34}

From ([7.1](#Equ114){ref-type=""}), for any $\documentclass[12pt]{minimal}
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### Lemma 7.3 {#FPar35}

If Assumption [2.1](#FPar4){ref-type="sec"} holds, then$$\documentclass[12pt]{minimal}
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### Lemma 7.4 {#FPar36}

If Assumption [2.1](#FPar4){ref-type="sec"} holds, then$$\documentclass[12pt]{minimal}
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### Proof of Lemma 7.3 {#FPar37}
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### Lemma 7.5 {#FPar38}
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### Proof of Lemma 7.5 {#FPar39}
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### Proof of Lemma 7.4 {#FPar40}
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Analysis of noise {#Sec24}
-----------------

### Proof of Lemma 7.2 {#FPar41}
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Proof of Theorem [4.2](#FPar16){ref-type="sec"} {#Sec25}
===============================================

The idea behind the proof is the same as in the previous Sect. [7](#Sec22){ref-type="sec"}. First we introduce the piecewise constant interpolant of the chain $\documentclass[12pt]{minimal}
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Lemma 8.1 {#FPar42}
---------
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Lemma 8.2 {#FPar43}
---------
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Lemma 8.3 {#FPar44}
---------

Let Assumption [2.1](#FPar4){ref-type="sec"} hold. Then the interpolated martingale difference array $\documentclass[12pt]{minimal}
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Analysis of drift {#Sec26}
-----------------

### Proof (Lemma 8.1) {#FPar45}
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### Lemma 8.4 {#FPar46}

If Assumption [2.1](#FPar4){ref-type="sec"} holds, then$$\documentclass[12pt]{minimal}
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### Lemma 8.5 {#FPar47}
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### Lemma 8.6 {#FPar48}
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### Proof of Lemma 8.6 {#FPar49}
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### Proof of Lemma 8.4 {#FPar50}
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### Proof of Lemma 8.5 {#FPar51}
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### Proof of Lemma 8.2 {#FPar52}
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Analysis of noise {#Sec27}
-----------------

The proof of Lemma [8.3](#FPar44){ref-type="sec"} is based on \[[@CR14], Lemma 8.9\]. For the reader's convenience, we restate \[[@CR14], Lemma 8.9\] below as Lemma [8.7](#FPar53){ref-type="sec"}. In order to state such a lemma let us introduce the following notation and definitions. Let $\documentclass[12pt]{minimal}
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Appendix: Proofs of the results in Sect. [2](#Sec5){ref-type="sec"} {#Sec28}
===================================================================

Proof of Lemma 2.1 {#FPar55}
------------------

The bounds ([2.20](#Equ38){ref-type=""}) are a consequence of ([2.19](#Equ37){ref-type=""}). We show how to obtain the second bound in ([2.20](#Equ38){ref-type=""}):$$\documentclass[12pt]{minimal}
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Proof of Lemma 2.2 {#FPar56}
------------------
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Appendix: Proofs of Lemmas [6.5](#FPar30){ref-type="sec"} and [6.6](#FPar31){ref-type="sec"} {#Sec29}
============================================================================================

To prove Lemmas [6.5](#FPar30){ref-type="sec"} and [6.6](#FPar31){ref-type="sec"} we decompose $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$Q^N(x^{k,N}, \xi ^{k,N})$$\end{document}$ into the sum of a term that depends on $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\xi _j^{k,N}$$\end{document}$ (the *j*th component of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\xi ^{k,N})$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$Q^N_j$$\end{document}$ and one that is independent of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\xi _j$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$Q_{j,\perp }^N$$\end{document}$:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} Q^N=Q^N_j+Q_{j,\perp }^N, \end{aligned}$$\end{document}$$where$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} Q^N_j&:=\left( \frac{\ell ^{5/2}}{\sqrt{2}N^{5/4}} -\frac{\ell ^{3/2}}{\sqrt{2}N^{3/4}}\right) \frac{x^{k,N}_j \xi ^{k,N}_j}{\lambda _j}+\frac{\ell ^{5/2}}{\sqrt{2}N^{5/4}}\lambda _j\xi ^{k,N}_j\big (\nabla \varPsi ^N\big (x^{k,N}\big )\big )_j \nonumber \\&\qquad -\frac{\ell ^2}{2N}\big (\xi _j^{k,N}\big )^2 +I_2^N\big (x^{k,N},y^{k,N}\big )+I_3^N\big (x^{k,N},y^{k,N}\big ). \end{aligned}$$\end{document}$$We recall that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$I_2^N$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$I_3^N$$\end{document}$ have been defined in Sect. [6](#Sec19){ref-type="sec"}. Therefore, using ([6.8](#Equ95){ref-type=""}),$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} Q_{j,\perp }^N= Q^N-Q^N_j=I_1^N+{\tilde{Q}}_j^N, \end{aligned}$$\end{document}$$having set$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} {\tilde{Q}}_j^N&:=-\left( \frac{\ell ^{5/2}}{\sqrt{2}N^{5/4}} -\frac{\ell ^{3/2}}{\sqrt{2}N^{3/4}}\right) \frac{x^{k,N}_j \xi ^{k,N}_j}{\lambda _j} -\frac{\ell ^{5/2}}{\sqrt{2}N^{5/4}}\lambda _j\xi ^{k,N}_j\big (\nabla \varPsi ^N\big (x^{k,N}\big )\big )_j \nonumber \\&\qquad +\frac{\ell ^2}{2N}\big (\xi _j^{k,N}\big )^2. \end{aligned}$$\end{document}$$

Proof of Lemma 6.5 {#FPar57}
------------------
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Proof of Lemma 6.6 {#FPar58}
------------------
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Appendix: Uniform bounds on the moments of $\documentclass[12pt]{minimal}
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=============================================================================================

Proof of Lemma 6.2 {#FPar59}
------------------
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Remark C.1 {#FPar60}
----------

In \[[@CR17]\] the authors derived the diffusion limit for the chain under weaker assumptions on the potential $\documentclass[12pt]{minimal}
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Note that in the limit the dependence of the drift on $\documentclass[12pt]{minimal}
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