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Introduction
Archaeologists generate large quantities of text, ranging from unpublished technical 
fi eldwork reports (the ‘grey literature’) to synthetic journal articles. However, the indexing 
and analysis of these documents can be time consuming and lacks consistency when done 
by hand. It is also rarely integrated with the wider archaeological information domain, 
and bibliographic searches have to be undertaken independently of database queries. Text 
mining offers a means of extracting information from large volumes of text, providing 
researchers with an easy way of locating relevant texts and also of identifying patterns 
in the literature. In recent years, techniques of Natural Language Processing (NLP) and 
its subfi eld, Information Extraction (IE), have been adopted to allow researchers to fi nd, 
compare and analyse relevant documents, and to link them to other types of data. This 
chapter introduces the underpinning mathematics and provides a short presentation of 
the algorithms used, from the point of view of artifi cial intelligence and computational 
logic. It describes the different NLP schools of thought and compares the pros and cons 
of rule-based vs. machine learning approaches to IE. The role of ontologies and named 
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entity recognition is discussed and the chapter demonstrates how IE can provide the basis 
for semantic annotation and how it contributes to the construction of a semantic web 
for archaeology. The authors have worked on a number of projects that have employed 
techniques from NLP and IE in Archaeology, including Archaeotools, STAR and STELLAR 
and draw on these projects to discuss the problems and challenges, as well as the potential 
benefi ts of employing text mining in the archaeological domain.
Background
Easy access to the information locked within texts is a signifi cant problem for the 
archaeological domain, in all countries. In the UK, there is an average of 6,000 interventions 
per annum, and there are equivalent fi gures for other European countries, varying only 
according to the extent of the legal requirement for intervention prior to development, 
and whether it is undertaken as a state-led operation (as in France, Germany, Greece and 
Italy) or commercial enterprise (as in the UK and Netherlands). In the US, in the order 
of 50,000 fi eld projects a year are carried out by federal agencies under these mandates, 
with another 50,000 federal undertakings requiring record searches or other inquiries that 
do not result in fi eldwork. However, there is no legal requirement to publish the outcome 
of all this activity, either in the USA or Europe. 
On both sides of the Atlantic, therefore, this activity generates vast numbers of reports 
that together constitute the unpublished ‘grey literature’ whose inaccessibility has long been 
an issue of major concern. With so much work being performed and so much data being 
generated, it is not surprising that archaeologists working in the same region do not know 
of each others’ work, let alone archaeologists working in different continents. Decisions 
about whether to preserve particular sites, how many sites of specifi c types to excavate, and 
how much more work needs to be done are frequently made in an informational vacuum. 
Furthermore new data is not fed into the research cycle and academic researchers may be 
dealing with information which is at least 10 years out-of-date. Nonetheless, the fact that 
such reports are not fully published should not be taken to suggest that the value of the 
archaeological data or interpretation is not signifi cant enough for publication (Falkingham 
2005).
In recent years the detrimental effect of inaccessibility and diffi culty of discovery of 
the large amounts of archaeological information represented by this material has begun to 
be recognised by the academic community. Bradley (2006) has questioned why it is not 
more widely available, and several research projects have been undertaken specifi cally 
to attempt to synthesise the outcomes of development control archaeology from the grey 
literature (Fulford and Holbrook 2011). Digital collection and online delivery of both newly 
created (i.e., ‘born digital’) and legacy material could provide a solution to addressing 
these access issues. However, good access is predicated on good discovery mechanisms 
and these rely, amongst other things, on good data about data, or metadata.
In the UK the Archaeology Data Service (ADS) actively gathers digital versions of 
grey literature fi eldwork reports as part of the OASIS project <http://www.oasis.ac.uk/> 
(Hardman and Richards 2003, Richards and Hardman 2008). The ADS grey literature 
library currently (as of June 2014) comprises over 26,000 reports although it is increasing 
at the rate of 200 per month. The Dutch e-depot for Archaeology, managed by DANS, 
also holds over 20,000 reports. In the UK all reports can be downloaded free of charge 
and there is a high level of usage. In collaboration with the British Library and Datacite 
each report is assigned a Digital Object Identifi er, ensuring a permanent means of citation. 
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242 Mathematics and Archaeology
Each of the reports also has manually generated resource discovery metadata covering 
such attributes as author, publisher, and temporal and geospatial coverage, adhering to the 
Dublin Core metadata standard <http://dublincore.org/>. Generating metadata this way 
may be feasible, if time-consuming, where it is created simultaneously with the report’s 
deposit with the ADS but it is not a feasible means of dealing with the tens of thousands 
of legacy reports known to exist. For any attempt to digitise these disparate and distributed 
sets of records to facilitate broader access, the key in terms of both cost and time would 
be automated metadata generation. 
Within the ADS digital library there are also electronic versions of more conventional 
journals and reports, including a complete back run of the Proceedings of the Society of 
Antiquaries of Scotland (PSAS) going back to 1851 <http://dx.doi.org/10.5284/1000184>. 
Many of the same indexing issues arise with reference to digitised versions of such early or 
short run published material. As an increasing number of journal back-runs are digitised, 
and held within large online libraries such as JSTOR, or by smaller discipline-specifi c 
repositories such as the ADS, providing deeper and richer access to these resources 
becomes an increasing priority. Whilst the ADS repository is accessible to Google and other 
automated search engines these provide only free text indexing, regardless of any domain-
specifi c controlled vocabularies, and they do not allow researchers to situate a specifi c 
term within the wider set of concepts implicit within a hierarchical thesaurus, identifying 
‘round barrow’ and ‘long barrow’ as sub-types of barrow, for example, and even situating 
them as specifi c types of funerary monument. Such literal string match searches are also 
susceptible to large numbers of false positives, recovering ‘Barrow’ as a place name, or 
barrow as a wheelbarrow, for instance. Several research projects are now undertaking 
text mining on large quantities of published text in order to identify intellectual trends 
(Michel et al. 2011). Furthermore, in archaeology, there is the potential to provide joined-up 
access to published and unpublished literature within a single interface, allowing users to 
cross-search both types of resource. However, indexing of journal back-runs rarely goes 
beyond author and title. This is generally inadequate for the scholar wishing to investigate 
previous research on a particular site or artefact class. Furthermore, whilst modern fi eldwork 
reports generally provide Ordnance Survey grid references for site locations, antiquarian 
reports use a variety of non-standard and historic place names, making it impossible to 
integrate this sort of information in modern geospatial interfaces. Ideally a methodology 
to automatically generate metadata for grey literature should be fl exible enough to be 
applicable to this additional dataset with the minimum of reworking.
Mathematical Methods of Natural Language Processing
Statistical Information Retrieval
Information Retrieval (IR) is the activity of fi nding relevant information resources to satisfy 
specifi c user queries originating from generic information needs. The automatic defi nition of 
representative document abstractions (metadata or index terms) and ranking of search results 
is used by many different retrieval models that have been introduced in the last decades, 
including the Boolean model, vector space models and probabilistic models (Baeza-Yates 
and Ribeiro-Neto 1999). The Boolean model enables users to seek for information using 
precise semantics that are joined by the Boolean operators.  Thus, a query is conventional 
Boolean expression composed of index terms linked by three operators: AND, OR, NOT, 
for example [q = Ka ∧ (Kb ∨ ¬ Kc)]. The model predicts that the document dj is relevant 
to the query q if sim(dj, q) = 1.  The model supports clean formalisms but the exact match 
D
ow
nl
oa
de
d 
by
 [J
uli
an
 R
ich
ard
s] 
at 
11
:27
 04
 Ju
ne
 20
15
 
Text Mining in Archaeology: Extracting Information from Archaeological Reports 243
condition may lead to retrieval of too few or too many, relevant to the Boolean expression 
but irrelevant to user information needs, documents.  
The vector model acknowledges the fact that binary weights are limited and does not 
provide a means for partial matching of user queries (Moens 2006). To overcome this, the 
vector model calculates the degree of similarity between document and query vector. The 
similarity between the query vector q→ = (w1,q, w2,q, .... wt,q) where t is the total number of 
index terms in the system and the vector for a document dj, represented by  dj
→ =  (w1, j, w2,j, 
.... wt,q) is based on the quantifi cation of the cosine of the angle between those two vectors. 
Since wi,j ≥ 0 and wi,q ≥ 0 the similarity sim(q, dj) varies from 0 to +1 and the model ranks 
the documents according to their degree of similarity to the query. An established threshold 
could dictate the retrieved matches based on the degree of similarity between query and 
document which might be equal to or over a given cut-off point. In this way partial match 
retrieval is achieved and results can be presented in a ranked order. 
The vector model employs two distinct factors namely, the (tf ) and the (idf ) factor 
to provide a means of assigning weight to indexed terms. The frequency that a term ki 
appears within a document is known as intra-cluster similarity or tf and determines how 
well a term i is representative of the document contents. Inter-cluster dissimilarity or idf 
is a measurement of the inverse frequency of term i among the documents in collection. A 
term appearing in almost every document in a collection is not very useful for distinguishing 
a relevant document from a non-relevant one. 
The probabilistic IR model is based upon the assumption that there is an ‘ideal answer 
set’ which contains exactly the relevant documents for a given user query. Knowing the 
description and attributes of an ‘ideal answer set’ will lead us to successful retrieval 
results. The probabilistic model defi nes a query q as a subset of index terms and R the set 
of documents known (or initially guessed) to be relevant. If ~R is the compliment of R 
and the set of non-relevant documents, then the probability P of the document Dj being 
relevant to the query q is defi ned as P(R|Dj) (Baeza-Yates and Ribeiro-Neto 1999). 
A number of variations to these IR models aim to improve and enhance their 
performance. The above models operate on the assumption that index terms are mutually 
independent and none of them acknowledge dependencies between index terms. This 
may result in poor retrieval performance since relevant documents not indexed by any of 
the query terms are not retrieved and irrelevant documents indexed with the query terms 
are retrieved (Smeaton 1997). The Latent Semantic Indexing model proposes a solution 
to this problem by enhancing the vector based model and matching each document and 
query vector to a lower dimensional space of concepts enabling concept based matching. 
Information Extraction
Information Extraction (IE) is a specifi c NLP technique defi ned as a text analysis task 
which extracts targeted information from context (Cowie and Lehnert 1996, Gaizauskas 
and Wilks 1998, Moens 2006). It is a process whereby a textual input is analysed to form 
a textual output capable of further manipulation. Information extraction systems fall 
into two distinct categories; Rule-Based (hand-crafted) and Machine Learning systems 
(Feldman et al. 2002). During the seven Machine Understanding Conferences (MUC), the 
involvement of rule-based information extraction systems has been infl uential. The issue of 
information systems portability quickly gained attention and during MUC-4 the Machine 
Learning applications introduced a semi-automatic technique for defi ning information 
extraction patterns as a way of improving a system’s portability to new domains and 
scenarios (Soderland et al. 1997). 
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244 Mathematics and Archaeology
Rule-based Information Extraction Systems
Rule-based systems consist of cascaded fi nite state traducers that process input in successive 
stages. Dictated by a pattern matching mechanism, such systems are targeted at building 
abstractions that correspond to specifi c IE scenarios. Hand-crafted rules make use of domain 
knowledge and domain-independent linguistic syntax, in order to negotiate semantics in 
context and to extract information for a defi ned problem. It is reported that rule-based 
systems can achieve high levels of precision of between 80–90 percent when identifying 
general purpose entities such as ‘Person’, ‘Location’, and ‘Organisation’ from fi nancial 
news documents (Feldman et al. 2002, Lin 1995).
The defi nition of hand-crafted rules is a labour intensive task that requires domain 
knowledge and good understanding of the IE problem. For this reason rule-based systems 
have been criticised by some as being costly and infl exible, having limited portability and 
adaptability to new IE scenarios (Feldman et al. 2002). However, developers of rule-based 
systems claim that, depending on the IE task, the linguistic complexity can be bypassed 
and a small number of rules can be used to extract large sets of variant information (Hobbs 
et al. 1993). In addition, rule-based systems do not require training for delivering results 
in contrast to the supervised machine learning system discussed below.
Machine Learning Information Extraction Systems
The use of machine learning has been envisaged to provide a solution capable of overcoming 
the potential domain-dependencies of rule-based IE systems (Moens 2006, Ciravegna and 
Lavelli 2004). Learning in the Artifi cial Intelligence context describes the condition where 
a computer programme is able to alter its ‘behaviour’, that is, to alter structure, data or 
algorithmic behaviour in response to an input or to external information (Nilsson 2005). 
Machine learning strategies can support supervised and unsupervised learning 
activities. The supervised learning process is based upon a training dataset annotated by 
human experts, which is used by the machine learning process to deliver generalisations 
of the extraction rules, which are then able to perform a large scale exercise over a larger 
corpus. It is argued that it is easier to annotate a small corpus of training documents than 
to create hand-crafted extraction rules, since the latter requires programming expertise 
and domain knowledge (Moens 2006). On the other hand, the size of the training set may 
depend on the range and complexity of the desired annotations and the characteristic 
language use in the domain.
During unsupervised learning, human intervention is not present and the output of the 
training data set is not characterised by any desired label. Instead a probabilistic clustering 
technique is employed to partition the training dataset and to describe the output result, 
with subsequent generalisation to a larger collection (Nilsson 2005). Unsupervised IE is 
very challenging and so far such systems have been unable to perform at an operational 
level (Uren et al. 2006, Wilks and Brewster 2009). 
Information Extraction Evaluation
The evaluation of IE systems was established by the Machine Understanding Conference, 
MUC-2. Two primary measurements adopted by the conference, Precision and Recall, 
originated from the domain of Information Retrieval but were adjusted for the task of IE 
(template fi lling). According to the MUC defi nition, when the answer key is Nkey and the 
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system delivers Ncorrect responses correctly and Nincorrect incorrectly then Recall = 
Ncorrect
Nkey
 and 
Precision = 
Ncorrect
Ncorrect + Nincorrect
. 
The formulas examine a system’s response in terms of correct or incorrect matches. 
This binary approach does not provide enough fl exibility to address partially correct 
answers. A slightly scalar approach can be adopted to incorporate the partial matches. In 
this case, the above formulas can be defi ned as
Recall = 
Ncorrect + 
1
2  Partial Matches
Nkey
, Precision =
Ncorrect + 
1
2  Partial Matches
Ncorrect + Nincorrect + Partial Matches
Partial matches are shown weighted as ‘half’ matches. The value of the weight can 
change if partial matches seem more or less important. 
The weighted average of Precision and Recall is refl ected by a third metric, the 
F-measure score. When both Precision and Recall are deemed equally important then we 
can use the equation: F1 = 2 
Precision * Recall
Precision + Recall . Attempts to improve Recall will usually 
cause Precision to drop and vice versa. High scoring of F1 is desirable since the measure 
can be used to test the overall accuracy of the system (Maynard et al. 2006).
Gold Standard Measures
The Gold Standard (GS) is a test set of human annotated documents describing the desirable 
system outcome. An erroneous GS defi nition could distort the results of the evaluation 
and lead to false conclusions. Problematic and erroneous GS defi nition is addressed by 
enabling multiple annotations per document. The technique allows more than one person 
to annotate the same text in order to address discrepancies between different annotators. 
To calculate the agreement level between individual annotators the technique employs the 
Inter Annotator Agreement (IAA) metric (Maynard et al. 2006).
Manual annotation of archaeological documents is infl uenced by domain characteristics 
and embedded language ambiguities that challenge IAA scores. Such ambiguities concern 
the defi nition of domain entities; for example, the fi ne distinction between physical 
object and material entities, application of annotation boundaries and inclusion of lexical 
moderators. Typical IAA scores in an archaeological context range from between 60 and 
80 percent (Byrne 2007, Vlachidis and Tudhope 2012, Zhang et al. 2010). In the case of a 
low IAA score, a fi nal and explicit GS set is proposed by a human ‘Super Annotator’ who 
acts as a conciliator between individual annotation sets, reviewing the cases of disagreement 
and choosing the correct annotation (Savary et al. 2010). Normally the Super Annotator 
is a fi eld expert with the experience and knowledge to reconcile individual annotation 
discrepancies, although it must be remembered that there may be underlying variation in 
language use and terminology within a domain.
Previous Work
Archaeology has excellent potential for the deployment of text mining because, despite its 
humanities focus, it has a relatively well-controlled vocabulary. Signifi cant effort has been 
put into the development of controlled word lists or thesauri, including the UK MIDAS 
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246 Mathematics and Archaeology
data standard (English Heritage 2007, Newman and Gilman 2007). However the nature of 
archaeological vocabulary poses some challenges in that, unlike highly specialised scientifi c 
domains with a unique vocabulary (e.g., biological or medical terms), much archaeological 
terminology consists of common words in an everyday sense, for example ‘pit’, ‘well’. 
There is also the distinction between descriptions of the present and the archaeological 
past (for example, the term ‘road’ has much more signifi cance if it is a ‘roman road’).
Within the last ten years a number of projects have attempted to deploy text mining 
on archaeological texts, with a specifi c focus on the grey literature. Amrani et al. (2008) 
reported on a pilot application in a relatively specialised area of archaeology; the 
OpenBoek project experimented with Memory Based Learning in extracting chronological 
and geographical terms from Dutch archaeological texts (Paijmans and Wubben 2008) 
and Byrne has also explored the application of NLP to extract event information from 
archaeological texts (Byrne and Klein 2010). The present authors have worked on two 
major projects that employed different methods of IE and these provide useful case studies 
of text mining in Archaeology. Archaeotools largely adopted a machine learning approach, 
whilst OPTIMA (which provided the basis of the STAR and STELLAR projects) adopted 
a rule-based approach. Both are described below.
The Archaeotools Project
In the UK, the Archaeotools project, a collaboration between the ADS and the University 
of Sheffi eld Computer Science OAK group, provided a major opportunity to deploy text 
mining in Archaeology (Jeffrey et al. 2009, Richards et al. 2011). The fi rst objective of 
Archaeotools was to extract several types of information from a corpus of over 1000 
unstructured archaeological grey literature reports, so that this corpus could be indexed 
and searched by a number of attributes, including subject, location, and period. These 
support the standard ‘What’, ‘Where’ and ‘When’ queries that underlie a broad range of 
archaeological research questions. The project employed a combination of a rule-based 
(KE) and an Automatic Training (AT) approach. The rule-based approach was applied to 
information that matched simple patterns, or occurred in regular contexts, such as national 
grid references and bibliographies. In order to deploy the AT approach the ADS staff, all of 
whom are archaeologically trained, carried out extensive annotation exercises on a subset 
(c.150 reports) of the grey literature corpus. The AT approach was applied to information 
that occurred in irregular contexts and could not be captured by simple rules, such as place 
names, temporal information, event dates, and subjects. In addition, both approaches were 
combined to identify report title, creator, publisher, publication dates and publisher contacts. 
Text Mining Applied to Grey Literature
Relatively high levels of success were achieved when the above techniques were applied 
to the sample of 1000 semi-structured grey literature reports. By removing fi les which 
could not be converted to machine readable documents due to fi le formatting issues, this 
left a working sample of 906 reports.
The greatest problem encountered was that of distinguishing between ‘actual’ 
and ‘reference’ terms. As well as the ‘actual’ place name referring to the location of 
the archaeological intervention, most grey literature reports also refer to comparative 
information from other sites, here called ‘reference’ terms. The IE software returned all 
place names in the document, masking the place name for the actual site amongst large 
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numbers of other names. However this was solved by adopting the simple rule that the 
primary place name would appear within the ‘summary’ section of the report. If it was not 
possible to identify a summary then the fi rst ten percent of the document was used instead. 
Out of 1000 reports, this left 162 documents where it was not possible to identify a place 
name in the summary or fi rst ten percent of the report.
Table 1. ‘Actual’ identifi cations for 1000 grey literature reports.
No data
What 159 17.5%
Where 162 17.9%
When 263 29.0%
Table 2. ‘Reference’ identifi cations for 1000 grey literature reports.
No data
What 17 1.9%
Where 20 2.2%
When 40 4.4%
However, for the documents as a whole there were only 17 where it was not possible to 
identify the ‘What’ facet, 20 with no ‘Where’ information, and 40 where it was impossible 
to identify a ‘When’ term. 
Although these fi gures do not guarantee that the terms identifi ed were meaningful, 
so long as users are shown why a document has been classifi ed according to those terms 
they represent acceptable levels of classifi cation.
Text Mining Applied to Historic Literature
Another strand of the Archaeotools project was to focus the NLP automated metadata 
extraction on the PSAS. Despite the highly unstructured nature of the text and the antiquated 
use of language we were surprised to fi nd that once trained on the grey literature reports 
the IE software achieved comparable levels of success with the antiquarian literature. 
Problems were encountered with more synthetic papers, but where the primary subject of 
the article was a fi eldwork report then it was possible to identify the key ‘What’, ‘When’ 
and ‘Where’ index terms. 
After discounting prefatory papers, such as fi nancial accounts, the PSAS corpus was 
reduced to 3991 papers referring to archaeological discoveries. By applying the rule that 
the actual ‘What’, ‘Where’ and ‘When’ would appear in the fi rst ten percent of the paper 
it was possible to identify a subject term for all but 277 of the papers, although there was 
less success with a geospatial location (627 papers with no location), and least success 
with period terms (2056 papers with no When term). 
However, these results could be improved somewhat by looking at the ‘Reference’ 
terms; although less certain to provide the primary identifi cation of the key What, Where 
and ‘When’ for each paper these left far fewer papers unclassifi ed: 
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248 Mathematics and Archaeology
Table 4. ‘Reference’ identifi cations for 3991 PSAS papers.
No data
What 123 3.1%
Where 238 6.0%
When 1049 26.3%
Table 3. ‘Actual’ identifi cations for 3991 PSAS papers.
No data
What 277 6.9%
Where 627 15.7%
When 2056 51.5%
Determining place names within the County-District-Parish (CDP) place name 
thesaurus proved a challenge, particularly given the number of historic names used in 
older accounts, but the geo-gazetteer web service hosted by EDINA at the University of 
Edinburgh was used to resolve many of the outstanding names. Extracted place names 
were sent directly to this service and the GeoXwalk automatically returned NGRs for the 
place name (centred) or in the case of some urban areas an actual polygon defi nition. This 
allowed the relevant place name from PSAS to be mapped in the Archaeotools geo-spatial 
interface and therefore made them as discoverable and searchable as standard monument 
inventory datasets. 
Of the total of 3991 PSAS papers, it was initially impossible to fi nd an Ordnance 
Survey grid reference for 3388 (85 percent), compared to a fi gure of just 185 (20 percent) 
for the grey literature. This refl ects the fact that older reports did not tend to use precise 
geospatial references to refer to site or fi nd locations. However, by using the GeoXwalk 
service it was possible to resolve a place name into a grid reference for all but 268 reports 
(6.7 percent)—for which there was no ‘Where’ term for 238 reports, leaving just 30 for 
which a place name had been identifi ed that could not be geo-referenced by the EDINA 
web service. Manual checking revealed that the majority of these were instances where a 
county name was the most precise spatial location that had been used in the published paper.
The analysis of the PSAS also provided some tantalising glimpses into the potential of 
using IE tools to research the development of the use of more controlled and standardised 
vocabulary through time. In the process of generating the frequency counts used to identify 
the primary focus of each paper, the Archaeotools project produced frequency counts for 
each set of named entities for each article in the entire run of the PSAS available from the 
ADS. These represent the actual frequency of place names, period and monument types 
within these journals year on year, from 1851 to 1999. A superfi cial examination of these 
counts made it apparent that they detailed, metrically, what, when and where was being 
written about in each year and therefore what was considered signifi cant at that time. It was 
clear that this could offer signifi cant potential in the longitudinal consideration of changes 
in archaeological practice and thought. Bateman and Jeffrey (2011) were therefore able 
to give a more concrete basis to the presumed biases in subject and area believed to exist 
in the literature. For example, the usage of period terms varies in a non-random fashion 
both in the actual periods used and the number of different period terms themselves. The 
Roman period term was shown to dominate early articles and it is not until the 1970s that 
what we would recognise as the broad modern range of terms refl ected in the MIDAS 
Heritage data standard came into use.
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OPTIMA
By contrast, OPTIMA is an example of a rule-based semantic annotation system that 
performs the Natural Language Processing (NLP) tasks of Named Entity Recognition, 
Relation Extraction, Negation Detection and Word-Sense disambiguation using hand-
crafted rules and terminological resources (Vlachidis 2012). Semantic Annotation refers 
to specifi c metadata which are usually generated with respect to a given ontology and are 
aimed to automate identifi cation of concepts and their relationships in documents. The 
system associates contextual abstractions from grey literature documents with classes of 
the ISO Standard (ISO 21127:2006) CIDOC Conceptual Reference Model (CRM) ontology 
for cultural heritage and its archaeological extension, CRM-EH. The CRM entities Physical 
Object, Place, Time Appellation and Material are at the core of the system’s semantic 
annotation process and form the basis of the system’s acronym. In addition to the four main 
CIDOC-CRM entities, the system delivers a range of CRM-EH archaeology specifi c entities 
and relationships, which are expressed as annotations of ‘rich’ contextual phases connecting 
two or more individual entities. The hand-crafted rules of the system are expressed as JAPE 
grammars which are responsible for the delivery of the semantic annotations in context. 
JAPE (Java Annotation Pattern Engine) is a fi nite state transducer, which uses regular 
expressions for handling pattern-matching rules (Cunningham et al. 2000). The rules are 
developed and deployed within the NLP framework GATE (Cunningham and Scott 2004) 
and enable a cascading mechanism of matching conditions. 
OPTIMA contributed to the Semantic Technologies for Archaeological Research 
(STAR) project (Vlachidis et al. 2010, Tudhope et al. 2011), which explored the potential 
of semantic technologies in cross search and integration of archaeological digital resources. 
STAR and the follow-on STELLAR projects were collaborations between the Hypermedia 
Research Unit at the University of South Wales (then the University of Glamorgan) with 
English Heritage and the ADS, funded by the UK Arts and Humanities Research Council 
(AHRC). STAR developed new methods for linking digital archive databases, vocabularies 
and associated unpublished on-line documents originating from OASIS (see above). The 
project supported the efforts of English Heritage in trying to integrate data from various 
archaeological projects, exploiting the potential of semantic technologies and NLP 
techniques to enable complex and semantically defi ned queries of archaeological digital 
resources. STAR developed a CRM-EH based search demonstrator which cross searches 
over fi ve different excavation datasets, together with a subset of archaeological reports 
from the OASIS grey literature library (examples can be seen in Tudhope et al. 2011).
Named Entity Recognition
Named Entity Recognition (NER) is a particular IE subtask aimed at the recognition 
and classifi cation of units of information within predefi ned categories, such as names of 
person, location, organisation, and expressions of time, etc. (Nadeau and Sekine 2007). 
The NER phase of OPTIMA employed hand-crafted rules, glossaries and thesauri to 
support identifi cation of the four CRM entities (Place, Physical Object, Material and Time 
Appellation). Specialised vocabulary was also utilised by hand-crafted rules to support 
word-sense disambiguation and negation detection.
The NER phase introduced a novel approach of Semantic Expansion of the 
terminology-based resources contributing to the task. This invokes a controlled 
semantic expansion technique, which exploits synonym and hierarchical relationships of 
D
ow
nl
oa
de
d 
by
 [J
uli
an
 R
ich
ard
s] 
at 
11
:27
 04
 Ju
ne
 20
15
 
250 Mathematics and Archaeology
terminological resources for assigning distinct terminological and ontological defi nitions 
to the extracted results. The mechanism is capable of selective exploitation of gazetteer 
listings via synonyms, narrower and broader concepts relationships. Hence, the system 
can be confi gured to a range of different modes of semantic expansion depending on the 
aims of an IE task, i.e., being lenient and applying a generous semantic expansion or being 
strict and applying a limited semantic expansion. 
A word-sense disambiguation module is invoked by the NER phase to resolve 
ambiguity between physical object and material terms by assigning appropriate 
terminological (SKOS) references (Isaac and Summers 2009). For example, when the 
term ‘brick’ is disambiguated as a material, a terminological reference from the Material 
thesaurus is assigned to the annotation. When the same term is resolved as a physical object, 
a terminological reference from the Object Type thesaurus is assigned instead. 
The OPTIMA NER phase also implements a negation detection mechanism targeted 
at matching phrases which negate any of the four CRM entities (Vlachidis and Tudhope 
2013). The implemented mechanism enhances the NegEx algorithm (Chapman et al. 2001) 
addressing known limitations and domain related issues. The primary aim of the negation 
module is to strengthen Precision by discarding negated matches that could reduce the 
validity of results (e.g., delivering a match on ‘Roman settlement’ when it originates from 
the negated phrase ‘No evidence of Roman settlement’). 
Named Entity Recognition Results
The NER system’s performance was conducted on summary extracts of archaeological 
fi eldwork reports, originating from a range of archaeological contractors. The summaries 
present some signifi cant advantages over other document sections as they are brief and 
contain rich discussion which refl ects the main fi ndings. The manual annotation task 
for the purposes of Gold Standard defi nition was conducted at the ADS by 12 staff and 
post-graduate students. Table 5 presents the full set of results. The Hypernym mode of 
semantic expansion, which exploits narrower terms of the vocabulary, delivers the best 
F-measure rates. However, there is a difference in the system performance between the 
different entity types. 
Table 5. F-measure score of four CRM entities (E19.Physical Object, E49.Time Appellation, E53.Place 
and E57.Material) for the fi ve modes of semantic expansion.
E19 E49 E53 E57
Only-Glossary 0.63 0.98 0.69 0.50
Synonym 0.76 0.98 0.77 0.52
Hyponym 0.77 0.98 0.82 0.54
Hypernym 0.81 0.98 0.85 0.63
All-Available 0.73 0.98 0.83 0.57
The system performs best (98 percent) for the Time Appellation entity type (E49). The 
performance is the same across all 5 modes of semantic expansion because the entity is not 
affected by the expansion modes. This very good performance is based on the completeness 
of the Timeline thesaurus with its non-ambiguous terms. The Timeline thesaurus is the only 
terminological resource which contributes to the NER that does not have any overlapping 
terms with other terminological resources. The results of Physical Object (E19) and Place 
(E53) entities range from 63 percent to 85 percent depending on the semantic expansion 
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mode. Places include archaeological contexts and larger groupings of contexts (locations 
are not the focus of the semantic annotation). The highest score for both entities is delivered 
by the Hypernym expansion mode reaching 81 percent and 85 percent for the Physical 
Object and the Place entity respectively. The system delivers the lowest F-measure score 
(50 percent) in the recognition of Material (E57), which can be ambiguous. For example 
the same concept (‘iron’, ‘pottery’, etc.) could be treated by archaeologists as a fi nd (i.e., 
physical object) or as the material of an object. Although disambiguation is performed, it 
can still be challenging to identify. Whether the distinction is worth making might depend 
on the use cases for the information extraction.
Relation Extraction
Extraction of semantic relations between entities is a significant step towards the 
development of sophisticated NLP applications that explore the potential of natural language 
understanding. The OPTIMA pipeline can be confi gured to detect ‘rich’ textual phrases 
that connect CRM entity types in a meaningful way. The aim of the pipeline is to detect 
and to annotate such phrases as CRM-EH event or property entities. The pipeline uses 
hand-crafted rules that employ shallow parsing syntactical structures for the detection of 
‘rich’ textual phrases. Other projects have also found shallow parsing useful for tackling 
the task of relation extraction (Zelenko et al. 2003). 
The pair of entities that participate in an event phrase are the arguments of the event. 
For example the phrase ‘{ditch contains [pottery] of the Roman period}’ delivers two CRM-
EH events. One event connects ‘ditch’ and ‘pottery’ and another event connects the same 
‘pottery’ with the ‘Roman period’, both events having ‘pottery’ as a common argument. 
The fi rst event can be modelled in CRM-EH terms as a deposition event (EHE1004.
ContextFindDepositionEvent) while the second event can be modelled as a production 
event (EHE1002.ContextFindProductionEvent). The pipeline detects contextual binary 
relationships, for example “pit dates to Prehistoric period”, “pottery dates to Prehistoric 
period”, “ditch contains pottery” and “sherds of pottery”, assigning the appropriate CRM-
EH ontological annotations (Vlachidis 2012).
Conclusions and Future Work
Mathematical approaches to archaeology have generally been employed in rather esoteric 
research areas and have tended to lose popularity with the decline in interest in deterministic 
explanations and the rise of post-processual archaeology. By contrast in the last decade 
text-mining has increased in importance and has been employed to resolve problems of 
the inaccessibility of the results of day-to-day archaeological practice, previously locked 
up in the grey literature. It provides a good example of mathematical techniques serving 
the needs of the profession, to some extent bridging the gap between academic research 
and fi eld practice. This has implications for the future structuring of reports in order to 
facilitate information extraction, for example through the provision of summaries, and 
the value of using controlled vocabularies. Above all it emphasises that those undertaking 
scanning projects of unpublished reports and back-runs of printed journals must always 
plan to produce machine-readable text in order to facilitate easy information extraction.
This chapter has described the underpinning algorithms and has provided an overview 
of the techniques employed, highlighting their strengths and weaknesses. It has highlighted 
two projects: Archaeotools, and OPTIMA (which underpins STAR and STELLAR). 
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Machine Learning and Rule based techniques are sometimes seen as competing NLP 
paradigms with different strengths and weaknesses. Which works best often depends on 
the specifi cs of the entities to be extracted and the language style of the text. It may also 
depend on the future use cases for the information extraction outputs and the applications 
that will consume the output.
However, the two methods can be combined, either in a complementary fashion, or 
sequentially in a pipeline. Archaeotools combined the two methods for different types of 
entities; OPTIMA employed rule-based techniques for very specifi c annotations involving 
‘rich phrases’ that combined different types of entities in a meaningful way, while retaining 
the semantics of each entity in the ontological output. Thus the more specifi c OPTIMA 
annotations can be seen as complementary to the broader Archaeotools classifi cations 
of the main focus of the documents in question. Each can be seen as tending to serve a 
different use case, thus perhaps Archaeotools in classifi cation for browsing and OPTIMA 
in providing more detailed annotations for semantic searching.
Looking to the future, as part of the EU-funded ARIADNE research e-infrastructure 
project (Niccolucci and Richards 2013) the authors are collaborating to explore the 
possibilities for combining rule-based approaches and machine learning sequentially as 
stages in a pipeline, as well as investigating the generalisation of OPTIMA rule based 
techniques to other European language grey literature. With the current interest in Big Data 
it seems that the potential of text mining to address archaeological research questions and 
some of the grand challenges of our domain (Kintigh et al. 2014) is only just beginning 
to be explored.
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