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Uno dei principali campi di interesse della computer vision e` lo studio delle
forme nello spazio e nel piano. Il primo problema che si presenta a tal riguar-
do e` la determinazione di un buon modello matematico di forma e di spazio
delle forme.
In questa tesi1 e` stato trattato solo il caso bidimensionale. In prima
anali-si si e` scelto di modellizzare lo spazio delle forme con la varieta` di
Fre´chet delle curve piane, lisce, chiuse e immerse che generaralmente viene
indicata con Mi.
2 Tale scelta pero` introduce un problema di ridondanza:
tutte le riparametrizzazioni di una data curva, infatti, rappresentano la stessa
forma. Questo avviene perche´ la scelta di una curva equivale a quella di
una sua parametrizzazione e cio` non fa parte del concetto di forma: una
forma infatti e` un oggetto “geometrico”. Apparentemente il problema puo`
essere risolto “passando al quoziente” di Mi rispetto alle riparametrizzazioni.
Questo quoziente pero` non e` una varieta`. Per questo motivo si considera in
luogo di Mi una varieta` il cui quoziente sia ancora una varieta`: lo spazio delle
curve piane, chiuse, lisce e liberamente immerse, Mi,f .
3
La scelta di uno spazio delle forme avente la struttura di varieta` dif-
ferenziabile e` molto importante perche´ consente di definire sul suo fibrato
tangente delle metriche riemanniane. Queste ultime permettono di misurare
le distanze fra le forme. L’interesse matematico per queste teorie e` legato
al fatto che esistono metriche che inducono sullo spazio delle forme distanze
degeneri.
In questa tesi sono state analizzate alcune metriche non degeneri, conosciu-
te in letteratura come metriche di tipo Sobolev. Queste metriche sono definite
1L’autore ringrazia il dott. Andrea C. G. Mennucci per averlo introdotto in questo
campo di ricerca e per il sostegno e la grande disponibilita` dimostrati durante gli studi
preliminari e la stesura di questa tesi.
2Questa non e` l’unica scelta possibile ma e` ricorrente in numerosi lavori sull’argomento
pubblicati negli ultimi anni.
3In realta` in molte applicazioni si usa semplicemente Mi come spazio delle forme ma
l’introduzione di Mi,f e del suo quoziente e` essenziale per la costruzione di una buona
teoria matematica.
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sul fibrato tangente di Mi (e quindi sul fibrato tangente di Mi,f ⊂Mi) e sono
geometriche, cioe` “passano al quoziente” rispetto alle riparametrizzazioni
delle curve. Particolare attenzione e` stata rivolta ad una nuova metrica di
tipo Sobolev introdotta di recente da Mennucci, Sundaramoorthi, Yezzi e
Soatto: H.
A differenza delle vecchie metriche di tipo Sobolev, H decompone Mi,f in
tre componenti: posizione, lunghezza e forma. Esiste, infatti, un’isometria
riemanniana fra (Mi,f ,H) e la varieta` (R2 × R × Md, (|, |,H)) dove Md =
{c ∈ Mi,f | c = 0 e len(c) = 1}. Questa decomposizione e` particolarmente
importante perche´ (Md,H) e` a sua volta isometrica ad una varieta` di Stiefel
che ammette localmente pseudogeodetiche (il concetto di pseudogeodetica e`
stato introdotto in questa tesi per distinguere le geodetiche in una varieta`
dalle geodetiche nel suo completamento metrico (come varieta`)).
La dimostrazione che tale varieta` di Stiefel ammette localmente pseudo-
geodetiche e` costruttiva, nel senso che permette di calcolarle esplicitamente.
Questo fatto ha notevole importanza nelle applicazioni. Le formule, infatti,
sono molto semplici e quindi le pseudogeodetiche possono essere calcolate
numericamente in modo molto efficiente.
In questa tesi il calcolo numerico delle pseudogeodetiche e` stato utiliz-
zato con buoni risultati per la segmentazione di semplici immagini digitali
mediante la minimizzazione dell’energia di Chan-Vese. Sono stati usati tre
approcci: stocastico, deterministico e semistocastico. Il primo prevede la
ricerca del minimo del funzionale mediante un moto browniano di curve, il
secondo usando un algoritmo di discesa nella direzione opposta al gradiente
dell’energia (calcolato rispetto alla metrica H) e il terzo e` una versione ibrida




In questo capitolo si vogliono richiamare il concetto di varieta` liscia,
di metrica riemanniana su una varieta` e alcuni risultati sull’esistenza di
geodetiche minimali. Le dimostrazioni verranno omesse per brevita`.
1.1 Spazi di Fre´chet
Definizione 1.1.1. Sia X uno spazio vettoriale sul campo K (R o C) munito
di una topologia τ . X e` uno spazio vettoriale topologico (s.v.t.) se le
operazioni di somma e prodotto per scalare sono continue rispetto a τ .
Da questa definizione segue che le traslazioni e le omotetie non nulle sono
omeomorfismi e, quindi, che la topologia τ su X e` univocamente determinata
dalla scelta di un sistema fondamentale di intorni dell’origine.
Proposizione 1.1.2. Siano X uno s.v.t. e {Ui}i∈I un sistema fondamentale
di intorni dell’origine. Allora X e` di Hausdorff se e solo se⋂
i∈I
Ui = {0}.
Dimostrazione. Per una dimostrazione si veda [2].
Definizione 1.1.3. Uno spazio vettoriale topologico X si dice localmente
convesso (s.v.t.l.c.) se l’origine ammette un sistema fondamentale di in-
torni convessi.
Proposizione 1.1.4. Sia X uno s.v.t.l.c. e di Hausdorff. Allora X e` metriz-
zabile se e solo se l’origine ammette un sistema fondamentale di intorni
numerabile.
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Dimostrazione. Per una dimostrazione si veda [2] o [26]. Si osservi che l’ipote-
si di locale convessita` puo` essere omessa sebbene semplifichi la dimostrazione
([2]).
Definizione 1.1.5. Sia X uno spazio vettoriale su K (R o C). Una semi-
norma su X e` un’applicazione ‖.‖ : X → R tale che
(i) ‖x‖ ≥ 0, ∀x ∈ X;
(ii) ‖x+ y‖ ≤ ‖x‖+ ‖y‖, ∀x, y ∈ X;
(iii) ‖λx‖ = |λ|‖x‖, ∀λ ∈ K e ∀x ∈ X.
Osservazione 1.1.6. In generale, data una seminorma ‖.‖ su X s.v.t., non
e` vero che se ‖x‖ = 0 allora x = 0. Se vale tale implicazione si dice che ‖.‖
e` una norma su X.
Dato uno s.v.t.l.c. X, la sua topologia τ puo` essere caratterizzata medi-
ante una famiglia di seminorme. Vale infatti la seguente proposizione:
Proposizione 1.1.7. Sia X uno spazio vettoriale munito di un’arbitraria
famiglia di seminorme {‖.‖i}i∈I su X. Allora la topologia τ generata dalle
seminorme rende X uno s.v.t.l.c.. Viceversa, dato uno s.v.t.l.c. X munito
di una topologia τ , esiste una famiglia di seminorme che genera τ .
Dimostrazione. Per provare la prima parte basta definire un sistema fonda-
mentale di intorni di 0. A tal fine sia
Vi1,...,ik, = {x ∈ X | ‖x‖ij <  ∀j = 1, . . . , k},
dove  > 0 e i1, . . . , ik ∈ I. Allora
V = {Vi1,...,ik, | k ∈ N+, i1, . . . , ik ∈ I e  > 0}
e` un sistema fondamentale di intorni convessi di 0.
Viceversa, sia {Ui}i∈I un sistema fondamentale di intorni di 0. Per ogni
i ∈ I, sia
‖x‖i = inf{r > 0 | x ∈ rUi}.
Si verifica facilmente che ‖.‖i e` una seminorma su X per ogni i ∈ I e che tale
famiglia di seminorme genera la topologia τ .
Vale inoltre la seguente caratterizzazione:
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Proposizione 1.1.8. Sia X uno spazio vettoriale e sia τ la topologia gene-
rata da una famiglia di seminorme {‖.‖i}i∈I su X. Allora τ e` di Hausdorff
se e solo se la famiglia di seminorme separa i punti ovvero se per ogni x ∈
X \ {0} esiste i ∈ I tale che ‖x‖i > 0.
Dimostrazione. Per una dimostrazione si veda [2].
Definizione 1.1.9. Sia X uno s.v.t. e sia (xn)n∈N ⊂ X una successione. xn
converge a x per n → +∞ se per ogni U intorno di 0 esiste ν ∈ N tale che
xn − x ∈ U per ogni n ≥ ν. La successione (xn)n∈N e` di Cauchy se per ogni
U intorno di 0 esiste ν ∈ N tale che xn − xm ∈ U per ogni n,m ≥ ν.
Osservazione 1.1.10. Se la topologia di X e` generata da una famiglia
{‖.‖i}i∈I di seminorme, xn converge a x per n → +∞ se e solo se, per
ogni i ∈ I, ‖xn − x‖i → 0. Analogamente (xn)n∈N e` di Cauchy se e solo se,
per ogni i ∈ I, ‖xn − xm‖i → 0.
Definizione 1.1.11. Sia X uno s.v.t. avente un sistema fondamentale di
intorni dell’origine numerabile. X si dice completo se ogni successione di
Cauchy in X converge ad un elemento di X.1
E` ora possibile dare la definizione di spazio di Fre`chet.
Definizione 1.1.12. Uno spazio di Fre´chet e` uno s.v.t.l.c. metrizzabile, di
Hausdorff e completo.
Osservazione 1.1.13. Uno spazio di Fre´chet puo` anche essere pensato come
uno s.v.t. la cui topologia sia generata da una famiglia numerabile di semi-
norme che separa i punti, e completo, come si puo` facilmente evincere dalle
Proposizioni 1.1.7 e 1.1.8.
Esempio 1.1.14. Ogni spazio di Banach e` uno spazio di Fre´chet. In un
Banach, infatti, la topologia e` generata dalla norma definita sullo spazio.
Esempio 1.1.15. Lo spazio C∞([a, b]) e` uno spazio di Fre´chet la cui topologia







Proposizione 1.1.16. Siano X, Y spazi di Fre´chet. Allora X × Y e` uno
spazio di Fre´chet.
1In realta` la definizione puo` essere generalizzata a s.v.t. arbitrari introducendo il
concetto di convergenza di una successione generalizzata o net.
3
1.1.1 Derivazione negli spazi di Fre´chet
Definizione 1.1.17. Siano X, Y due spazi di Fre´chet, U ⊆ X un aperto e
F : U → Y una funzione continua. Si dice che F e` Gaˆteaux differenzia-





F (x0 + tx)− F (x0)
t
esiste. In tal caso la mappa DF (x0) : X → Y e` chiamata il differenziale
di Gaˆteaux di F nel punto xo ∈ U .
Se F e` Gaˆteaux differenziabile in ogni x0 ∈ U si dice, inoltre, che e`
Gaˆteaux differenziabile su U e che l’applicazione
DF : U ×X → Y
(x0, x) 7→ DF (x0)(x)
e` il suo differenziale di Gaˆteaux.
Spesso si useranno i termini derivata e derivabile in luogo di, rispetti-
vamente, differenziale di Gaˆteaux e Gaˆteaux differenziabile.
Definizione 1.1.18. Siano X, Y due spazi di Fre´chet, U ⊆ X un aperto e
F : U → Y una funzione continua. Si dice che F e` di classe C1 se DF :
U ×X → Y esiste ed e` continua.
Osservazione 1.1.19. Sullo spazio U×X si sta considerando la topologia di
sottospazio indotta dalla topologia prodotto di X ×X. Questa precisazione e`
importante: sugli spazi di Banach, infatti, si richiede di piu`, cioe` che DF sia
un’applicazione continua da U in L(X, Y ), lo spazio delle applicazioni lineari
e continue da X in Y , che, in generale, non e` uno spazio di Fre´chet se X e
Y sono spazi di Fre´chet.
DF ha le proprieta` seguenti:
Teorema 1.1.20 (Linearita`). DP (x0)(x) e` lineare in x.
2
Teorema 1.1.21 (Chain rule). Se F,G sono C1 allora F ◦G e` C1 e
D(F ◦G)(x0)x = DF (G(x0))DG(x0)x.
Per una dimostrazione di questi ultimi due risultati si rimanda a [14].
Poiche´ lo spazio Xk e` di Fre´chet (Proposizione 1.1.16) ha senso definire
le derivate successive di F .
2Percio` si usera` la notazione DP (x0)x in luogo di DP (x0)(x).
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Dk−1F (x0 + txk)xˆ−Dk−1F (x0)xˆ
t
,
dove x = (x1, . . . , xk) e xˆ = (x1, . . . , xk−1), e se DkF : U × Xk → Y e`
continua,3 si dice che F e` di classe Ck.
Proposizione 1.1.23. Se F e` di classe Ck allora DkF (x0) e` k-lineare.
Dimostrazione. Per una dimostrazione si veda [14].
Definizione 1.1.24. Se F e` Ck per ogni k ∈ N si dice che e` C∞ o liscia.
1.1.2 Una generalizzazione del teorema della funzione
inversa: il teorema di Nash-Moser
In questa sottosezione si danno le definizioni di spazio di Fre´chet tame e di
applicazione tame. Viene inoltre enunciato il teorema di Nash-Moser. Per
maggiori dettagli ed una dimostrazione del teorema si rimanda a [14].
Definizione 1.1.25. Una gradazione su uno spazio di Fre´chet X e` una
famiglia di seminorme {‖.‖i}i∈N che genera la topologia dello spazio ed e`
tale che ‖x‖i ≤ ‖x‖i+1 per ogni i ∈ I e x ∈ X. Uno spazio di Fre´chet
graduato e` uno spazio di Fre´chet munito di una gradazione.
Esempio 1.1.26. Ogni spazio di Banach (X, ‖.‖) e` graduato con la gradazione
cos`ı definita: ‖.‖n = ‖.‖ per ogni n ∈ N.





(xk)k∈N ⊂ X | ‖(xk)k‖n .=
∑
k∈N
enk‖xk‖ <∞ ∀n ∈ N
}
.
Allora Σ(X) e` graduato con la gradazione definita dalla famiglia di semi-
norme {‖.‖n}n∈N.
Definizione 1.1.28. Dati due spazi di Fre´chet graduati X e Y , una funzione
lineare L : X → Y soddisfa una stima tame di grado r e base ν se
‖Lx‖n ≤ Cn‖x‖n+r,
per ogni n ≥ ν. Si dice che L e` tame se soddisfa una stima tame per qualche
r e ν.
3Ancora una volta si sta assumendo che U×Xk sia munito della topologia di sottospazio
indotta dalla topologia prodotto di Xk+1.
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Osservazione 1.1.29. Se una mappa lineare e` tame, allora e` continua rispet-
to alle topologie definite sugli spazi di Fre´chet X e Y .
Definizione 1.1.30. Siano X, Y due spazi di Fre´chet graduati. Si dice che
X e` addendo diretto tame di Y se esistono due mappe lineari tame F :
X → Y e G : Y → X tali che G ◦ F = idX .
Definizione 1.1.31. Si dice che uno spazio di Fre´chet graduato X e` tame
se esiste uno spazio di Banach Y tale che X e` addendo diretto di Σ(Y ), dove
Σ(Y ) e` definito come in Esempio 1.1.24.
Esempio 1.1.32. Lo spazio di Fre´chet C∞([a, b]) (Esempio 1.1.15) e` tame
perche´ addendo diretto tame di Σ(L1([a, b])).
Definizione 1.1.33. Siano X e Y due spazi di Fre´chet graduati e U ⊂ X
un aperto. Data F : U → Y , si dice che F soddisfa una stima tame di
grado r e base ν su un aperto V ⊂ U se vale
‖F (x)‖n ≤ Cn(1 + ‖x‖n+r),
per ogni n ≥ ν e per ogni x ∈ V . Si dice che F e` una funzione tame se e`
continua e se per ogni x ∈ U esiste un intorno aperto su cui F verifica una
stima tame. 4
Teorema 1.1.34 (Nash-Moser). Siano X, Y due spazi tame e F : U ⊆
X → Y una funzione tame liscia. Si supponga che l’equazione DF (x0)x = y
ammetta un’unica soluzione x = V F (x0)y per ogni x0 ∈ U , x ∈ X e y ∈ Y e
che la famiglia delle inverse V F : U × Y → X sia una funzione tame liscia.
Allora F e` localmente invertibile e ogni inversa locale F−1 e` una funzione
tame liscia.
1.2 Varieta`
Definizione 1.2.1. Siano X, Y due spazi topologici. Una parametriz-
zazione locale per Y e` una coppia (U,ϕ) dove U ⊆ X e` aperto e ϕ :
U → ϕ(U) ⊆ Y e` un omeomorfismo con l’immagine. Dato y ∈ Y , una
parametrizzazione locale (U,ϕ) per Y e` centrata in y se y ∈ ϕ(U). La
coppia (ϕ(U), ϕ−1) viene detta carta locale per Y .
Definizione 1.2.2 (Varieta` differenziabile liscia astratta). Dato U s.v.t.l.c.,
uno spazio topologico M si dice una varieta` differenziabile liscia sullo
spazio U se verifica le seguenti proprieta`:
4r, ν e la successione di costanti (Cn)n∈N possono cambiare da intorno ad intorno.
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(i) M ammette un atlante, cioe` esiste una famiglia di parametrizzazioni
locali (Uα, ϕα)α∈I tale che M = ∪α∈Iϕα(Uα);
(ii) i cambiamenti di carta sono lisci, ovvero se α, β ∈ I sono tali che
W = ϕα(Uα) ∩ ϕβ(Uβ) 6= ∅, allora ϕ−1α ◦ ϕβ |ϕ−1β (W ) e` un diffeomorfismo
di classe C∞ con l’immagine.
Si dice inoltre che U e` lo spazio modello per la varieta` M e per dimen-
sione di M si intende la dimensione di U come spazio vettoriale.
Osservazione 1.2.3. A priori non e` chiaro che cosa si intenda per “funzione
di classe C∞” su uno s.v.t.l.c. qualsiasi. Tale concetto dipende infatti dalla
scelta dello spazio modello.
In seguito si usera` spesso il termine varieta` per indicare una varieta`
differenziabile liscia.
Definizione 1.2.4. Sia M una varieta` avente come spazio modello X × Y ,
con X e Y s.v.t.l.c.. Un sottoinsieme chiuso N di M e` una sottovarieta`
embedded di M se per ogni p ∈ N esistono V ⊂ X×Y intorno di 0, U ⊂M
intorno di p e un omeomorfismo φ : U → V tali che
φ(N ∩ U) = (X × {0}) ∩ V,
cioe` se p ∈ U allora p ∈ N se e solo se φ(p) = (x, 0), per qualche x ∈ X.
1.2.1 Spazio tangente e fibrato tangente
Data una varieta` M , c ∈ M e γi : Ii ⊂ R → M curve C1 tali che γ(ti) = x,
ti ∈ Ii, i = 1, 2, si dice che le curve sono in contatto al primo ordine se
per ogni f : Ux → R, Ux ⊂M intorno aperto di x, di classe C1
(f ◦ γ1)′(t1) = (f ◦ γ2)′(t2),
e si scrive γ1 ∼ γ2.
Osservazione 1.2.5. ∼ e` una relazione di equivalenza.
Definizione 1.2.6 (Spazio tangente). Lo spazio tangente ad una varieta`
M nel punto c ∈M e` l’insieme
TcM = {[γ] | γ : I ⊂ R→M, γ(t0) = c per qualche to ∈ I}.
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Definizione 1.2.7 (Fibrato tangente). Il fibrato tangente ad una varieta`





Osservazione 1.2.8. Le definizioni di spazio e fibrato tangente si sempli-
ficano se M ⊂ X e` una sottovarieta` su U ⊂ X:
 Sia c ∈ M e sia (Uk, ϕk) una carta locale tale che esiste x ∈ Uk,
ϕ(x) = c. Allora TcM = Dϕk(x)(U).
 TM = {(c, h) | c ∈M, h ∈ TcM} ⊂ X ×X.
Proposizione 1.2.9. Dati X s.v.t.l.c. e U ⊂ X sottospazio lineare chiuso,
sia M ⊂ X una varieta` su U . Allora TM e` una varieta` su U × U .
Dimostrazione. Sia (c, h) ∈ TM un punto del fibrato. Poiche´ M e` una vari-
eta`, esiste (Uk, ϕk) parametrizzazione locale tale che ϕk(x) = c, per qualche
x ∈ Uk. Allora (Uk × U, (ϕk, Dϕk(x))) e` una parametrizzazione locale per
TM centrata in (c, h).
1.2.2 Un corollario al teorema di Nash-Moser
Il teorema di Nash-Moser enunciato nella Sottosezione 1.1.2 ha diverse im-
portanti conseguenze.5 Una di queste e` una generalizzazione del seguente
teorema:
Teorema 1.2.10. Sia F : U ⊂ Rn → Rm, con U aperto e n > m, una
mappa liscia. Sia p ∈ U tale che DFp sia surgettivo. Allora M .= F−1(F (p))
e` una sottovarieta` di Rn di dimensione n−m e, se x ∈M , TxM = KerDFx.
Dimostrazione. Per una dimostrazione si rimanda a [8].
Tale risultato infatti puo` essere generalizzato a funzioni lisce aventi come
dominio uno spazio tame (Definizione 1.1.28), utilizzando il teorema di Nash-
Moser in luogo del classico teorema della funzione inversa:
Corollario 1.2.11 (del teorema di Nash-Moser). Sia X uno spazio tame
e F : U ⊂ X → V una mappa liscia da un aperto U di X in uno spazio
vettoriale di dimensione finita. Si supponga che per qualche c0 ∈ U DFc0 sia
surgettiva. Allora l’insieme M = {c ∈ U | F (c) = F (c0)} e` una sottovarieta`
liscia. Si ha, inoltre, che per ogni c ∈M
TcM = KerDFc.
Dimostrazione. Per una dimostrazione si rimanda a [14].
5Numerose applicazioni del teorema di Nash-Moser sono discusse in [14].
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1.3 Metriche di Finsler e metriche di Rie-
mann su varieta`
Sia M una varieta`, TcM lo spazio tangente a M nel punto c e TM il fibrato
tangente.
Definizione 1.3.1. Una metrica di Finsler e` una funzione
F : TM −→ R+
(c, v) 7−→ F (c, v)
tale che
(i) F e` continua;
(ii) v 7→ F (c, v) e` una norma su TcM , per ogni c ∈M .
Una metrica di Finsler, inoltre, si dice simmetrica se F (c,−v) = F (c, v) e
si pone |v|c = F (c, v).
Una metrica di Finsler sul fibrato tangente TM di una varieta` M induce
una distanza dg su M , detta distanza geodetica.
Definizione 1.3.2. Sia γ : [0, 1] → M una curva di classe C1. Si definisce










Definizione 1.3.3. Sia M una varieta` connessa per archi e siano c0, c1 ∈
M . La distanza geodetica fra c0 e c1 e` definita come
dg(c0, c1) = inf
γ
len(γ),
al variare di γ fra le curve C1 che connettono c0 e c1.6
Definizione 1.3.4. Si dice che γ∗, curva C1 che connette c0, c1 ∈ M , e`
una geodetica minimale se len(γ) raggiunge il minimo di dg(c0, c1) in tale
curva.
6L’ipotesi che la varieta` sia connessa per archi e` essenziale affinche´ dg sia effettivamente
una distanza.
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Osservazione 1.3.5. Non sempre esistono geodetiche minimali. Si conside-
ri, ad esempio, M = R2 \ {0} e c0 = (−1, 0), c1 = (1, 0). In questo caso non
esiste una geodetica minimale che connette i due punti.
Vale la seguente caratterizzazione delle geodetiche minimali:
Proposizione 1.3.6. Sia γ∗ una curva in cui E(γ) raggiunge il minimo,
al variare di γ fra le curve C1 che connettono c0, c1 ∈ M . Allora γ∗ e` una
geodetica minimale e la sua velocita` |γ˙∗| e` costante. D’altra parte, se ξ∗ e`
una geodetica minimale esiste una riparametrizzazione γ∗ = ξ∗ ◦ φ tale che
E(γ) raggiunge il minimo in γ∗.
Dimostrazione. Per una dimostrazione si veda [21].
Le metriche riemanniane sono un caso particolare delle metriche di Finsler.
Definizione 1.3.7. Una metrica di Riemann su una varieta` M e` definita
associando ad ogni elemento di M una forma bilineare sul piano tangente alla
varieta` in quel punto, cioe` da un’applicazione
g : c 7−→ g(c) ∈ Bil+(TcM),
dove Bil+(TcM) = {H | H forma bilineare su TcM definita positiva}. In tal
modo, comunque si prenda c ∈ M , risulta definito un prodotto scalare 〈, 〉c
su TcM .
Osservazione 1.3.8. Una metrica di Riemann e` banalmente una metrica di
Finsler. Basta scegliere F (c, v) =
√〈v, v〉c.
Si assume che 〈, 〉c vari C∞ al variare di c in M . Cio` equivale a richiedere
che F (·, ·)2 sia C∞, dove F e` la metrica di Finsler definita da F (c, v) =√〈v, v〉c.
Definizione 1.3.9. Una varieta` liscia dotata di una metrica di Riemann si
dice varieta` riemanniana.
Definizione 1.3.10. Una metrica di Finsler F si dice regolare se F e` C2 e
F (c, ·)2 e` strettamente convessa per v 6= 0. Questa condizione e` sempre vera
per le metriche riemanniane lisce.
Sia γ¨ = Γ(γ˙, γ) l’equazione di Eulero-Lagrange associata al funzionale
energia E(γ). Una γ che verifica tale equazione si dice una geodetica
critica.
Osservazione 1.3.11. Ogni geodetica minimale e` una geodetica critica.
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Definizione 1.3.12. La mappa esponenziale relativa ad una varieta` M
e` un’applicazione
exp : TM −→ M
(c, η) 7−→ expc(η) = γ(1),
dove γ e` la geodetica critica che verifica le condizioni γ(0) = c e γ˙(0) = η,
ovvero la soluzione del problema




1.3.1 Alcuni risultati sull’esistenza di geodetiche min-
imali
Per quanto riguarda l’esistenza di geodetiche minimali la situazione e` sem-
plice nel caso in cui si abbia a che fare con varieta` di dimensione finita, ovvero
con varieta` aventi come spazio modello Rn, per qualche n ∈ N+. Vale infatti
il seguente risultato:
Teorema 1.3.13 (Hopf-Rinow). Supponiamo che M sia una varieta` rie-
manniana o finsleriana di dimensione finita e connessa. Allora sono fatti
equivalenti:
 (M,dg) e` uno spazio metrico completo;
 ogni sottoinsieme chiuso e limitato e` compatto;
 il problema (1.1) ammette soluzione per ogni c ∈M , η ∈ TcM e t ∈ R;
 la mappa expc = exp(c, ·) e` ben definita e surgettiva per ogni c ∈M .
Dimostrazione. Per una dimostrazione si rimanda a [8].
Definizione 1.3.14. Si dice che una varieta` riemanniana M ammette geode-
tiche minimali se esiste una geodetica minimale che connette c0 a c1,
comunque si prendano c0, c1 ∈M .
Corollario 1.3.15. Sia M sia una varieta` riemanniana o finsleriana di
dimensione finita e connessa. Se vale una delle condizioni equivalenti del
teorema di Hopf-Rinow M ammette geodetiche minimali.
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Nel caso di varieta` di dimensione infinita il teorema di Hopf-Rinow non
e` piu` verificato. Si puo` dimostrare infatti che esiste una varieta` riemanniana
liscia M di dimensione infinita e due punti c0, c1 ∈M che non possono essere
connessi da una geodetica critica. 7 Quindi si ha che
 (M,dg) completo 6⇒ expc surgettiva;
 (M,dg) completo 6⇒ esistono geodetiche minimali.
In generale non e` facile dimostrare che una varieta` di dimensione infinita
ammette geodetiche minimali.8 Pero` valgono alcuni risultati positivi:
Proposizione 1.3.16. Se M e` una varieta` di dimensione infinita avente
come spazio modello uno spazio di Hilbert, allora il problema (1.1) ammette
soluzione per ogni t ∈ R.
Teorema 1.3.17 (Cartan-Hadamard). Supponiamo che M abbia come spazio
modello un Hilbert, sia connessa, semplicemente connessa e che abbia cur-
vatura negativa. Allora sono fatti equivalenti:
 (M,dg) e` completo;
 ∃c ∈M tale che la mappa η 7→ expc(η) e` ben definita,
e quindi esiste un’unica geodetica minimale che connette ogni coppia di punti.
Dimostrazione. Per una dimostrazione si veda [17].
1.3.2 Il gradiente di un funzionale definito su una va-
rieta`
Sia M una varieta` differenziabile, c ∈M un suo punto e ϕ : U → ϕ(U) ⊂M
una carta locale centrata in c.
Definizione 1.3.18. Sia E : M → R un funzionale. Si dice che E e`






dove x = ϕ−1(c) e k = [Dϕ(c)]−1(h).
7Si veda Atkin [3].
8Nel senso che comunque si prendano due punti della varieta` esiste una geodetica
minimale che li connette.
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Proposizione 1.3.19. DE(c) e` lineare.
Se suM e` definita una metrica riemanniana e` possibile dare una definizione
di gradiente di E nel punto c.
Definizione 1.3.20. Si dice che un vettore v ∈ TcM e` il gradiente di E in
c se
〈v, h〉c = DE(c)h, ∀h ∈ TcM.
Osservazione 1.3.21. Il gradiente di E in c potrebbe non esistere. Sia, ad
esempio, M = C∞[−1, 1]. M e` una varieta` di Fre´chet9 perche´ e` uno spazio di
Fre´chet (Esempio 1.1.15).10 Si ha, inoltre, che TcM = M e che l’applicazione
c 7→ 〈c, h〉 = ´ 1−1 c(t)h(t)dt e` una metrica di Riemann su M . Si consideri il
seguente funzionale:
E : M −→ R
c 7−→ c(0).
Si ha che DE(c)h = h(0) e quindi il gradiente di E in c sarebbe la dis-
tribuzione δ0 ma questo non e` possibile perche´ δ0 6∈ TcM .
9Ovvero una varieta` avente come spazio base uno spazio di Fre´chet.
10(M, idM ) e` un atlante per M .
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Capitolo 2
Lo spazio delle curve immerse
In questo capitolo viene descritto lo spazio delle curve immerse chiuse nel pia-
no. In particolare viene presentata una classificazione di tali curve mediante
le nozione topologica di indice di rotazione.
2.1 Curve
Sia S1 = {x ∈ R2 | |x| = 1} la circonferenza unitaria nel piano.
Definizione 2.1.1. Una curva (chiusa) di classe Ck e` un’applicazione
c : S1 → R2 di classe Ck. Una curva si dice liscia se e` C∞.
Osservazione 2.1.2. Spesso sara` utile identificare S1 a volte con la circon-
ferenza unitaria di C, altre con l’intervallo [0, 2pi] con gli estremi identificati
oppure con R/(2piZ).
Definizione 2.1.3. Il sostegno di una curva c e` la sua immagine c(S1).
Osservazione 2.1.4. (Whitney [30]) Una curva non e` univocamente deter-
minata dal suo sostegno. Si considerino, infatti, le curve
c1(θ) = (cos(θ)), sin(θ)) θ ∈ S1,
cn(θ) = (cos(nθ)), sin(nθ)) θ ∈ S1, n 6= 1.
Entrambe hanno come sostegno il cerchio di raggio unitario nel piano ma la
prima percorre il cerchio solo una volta in senso antiorario, la seconda n.
Definizione 2.1.5. Un diffeomorfismo di S1 (o riparametrizzazione)
e` un’applicazione φ : S1 → S1 di classe C1 invertibile con inversa φ−1 di
classe C1.
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Definizione 2.1.6. Sia c0 una curva. Una riparametrizzazione di c0 e`
una curva c1
.
= c0 ◦ φ dove φ un diffeomorfismo di S1.
Definizione 2.1.7. Due curve c0 e c1 si dicono equivalenti, e si scrive
c0 ∼ c1, se esiste un diffeomorfismo di S1 φ tale che c1 = c0 ◦ φ.
Si verifica facilmente che la relazione ∼ e` di equivalenza e di seguito
si usera` il termine curva per indicare un rappresentante della classe [c] =
{c˜ | c˜ ∼ c} o la classe stessa.
Definizione 2.1.8. Sia φ un diffeomorfismo di S1. Si dice che φ conserva
l’orientazione se φ′(θ) > 0 per ogni θ ∈ S1, che φ inverte l’orientazione
se φ′(θ) < 0 per ogni θ ∈ S1.
Proposizione 2.1.9. Siano c0 e c1 due curve equivalenti, c0 ∼ c1, e sia φ una
riparametrizzazione tale che c1 = c0 ◦ φ. c0 e c1 hanno la stessa orientazione
se φ conserva l’orientazione, orientazioni opposte se φ l’inverte.
Definizione 2.1.10. Siano c0 e c1 due curve continue. Un’omotopia fra
c0 e c1 e` una funzione continua Φ : S
1 × [0, 1] → R2 tale che Φ(·, 0) = c0 e
Φ(·, 1) = c1.
Tutte le curve piane sono omotope:
Proposizione 2.1.11. Date c0, c1 curve continue esiste un’omotopia fra c0
e c1.
Dimostrazione. Un’omotopia fra c0 e c1 e` data dalla mappa
Φ : S1 × [0, 1] → R2
(θ, t) 7→ (1− t)c0(θ) + tc1(θ).
Nota 2.1.12. Di seguito per curva si intendera`, se non diversamente spec-
ificato, una curva orientata positivamente, per diffeomorfismo di S1 una
riparametrizzazione che conserva l’orientazione.
2.2 Curve immerse
Una curva c di classe C1 si dice immersa (o regolare) se |c′(θ)| 6= 0 per ogni
θ ∈ S1.
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Definizione 2.2.1. Siano c una curva di classe C1 e θ ∈ S1 tale che |c′(θ)| 6= 0.









dove Rn e` la rotazione di angolo pi/2 in senso antiorario.
Osservazione 2.2.2. Se c e` immersa i versori normale e tangente sono ben
definiti per ogni θ ∈ S1.







Le curve immerse ammettono una parametrizzazione “speciale”:






|c′(τ)| τ, θ ∈ S1
e` un cambiamento di parametro che conserva l’orientazione.
Dimostrazione. s e` differenziabile perche´ c e` di classe C1 e s′(θ) = |c′(θ)| per
ogni θ ∈ S1. Poiche´ c e` immersa, s′(θ) > 0 per ogni θ ∈ S1 e quindi s e`
invertibile con inversa di classe C1.
La funzione s e` detta lunghezza d’arco e c ◦ s parametrizzazione di
c rispetto alla lunghezza d’arco.1






Definizione 2.2.6. Siano g : S1 → Rk una funzione e c una curva immersa.




















1La funzione s e` detta lunghezza d’arco perche´ per ogni θ ∈ S1 s(θ) e` la lunghezza
dell’arco di curva compreso fra i punti c(0) e c(θ). In particolare si ha che s(2pi) = len(c).
2La dipendenza di s da θ viene generalmente omessa per semplificare le notazioni.
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2.2.1 Indice di rotazione e omotopie regolari
Se c e` una curva immersa, il versore tangente a c risulta ben definito su tutto
S1 ed e` una funzione continua del parametro θ. Di conseguenza ha senso
chiedersi quale sia il numero di giri (con segno) che tale versore tangente
compie lungo la curva. Tale numero e` detto indice di rotazione della
curva. La formalizzazione di tale definizione non e` banale.
Siano f : [0, l]→ S1 una mappa continua con f(0) = f(l) = p ∈ S1 e
pi : R → S1
θ 7→ (cos(θ), sin(θ)).
Dal teorema di sollevamento dei cammini (si veda ad esempio [16]) segue che,
dato x ∈ pi−1(p), esiste un unico sollevamento di f (rispetto al rivestimento
pi) f˜ : [0, l] → R tale che f˜(0) = x. Poiche´ pi(f˜(0)) = pi(f˜(l)), si ha che
f˜(l)−f˜(0)
2pi
∈ Z. Tale numero intero viene chiamato grado della funzione f .
Osservazione 2.2.7. Il grado di f non dipende dalla scelta dei punti p e x
(per una dimostrazione si rimanda a [9]).
Esempio 2.2.8. Data una curva c continua e un punto p ∈ R \ c(S1), il
grado della mappa θ 7→ c(θ)−p|c(θ)−p| e` l’indice di avvolgimento della curva intorno
al punto.
Definizione 2.2.9. Sia c una curva immersa. L’indice di rotazione di c
e` il grado della mappa θ 7→ c′(θ)|c′(θ)| .
In Figura ?? sono indicati gli indici di rotazione di alcune curve immerse.
Figura 2.1: L’orientazione delle curve in figura e` data dalle freccie.
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Definizione 2.2.10. Siano c0 e c1 due curve immerse. Un’omotopia re-
golare fra c0 e c1 e` una funzione H : S
1 × [0, 1] → R2 continua tale che
H(·, 0) = c0, H(·, 1) = c1 e H(·, t) e` una curva immersa per ogni t ∈ [0, 1].
Esistono curve immerse non regolarmente omotope. Si condiderino le
curve c1 e c2 in Figura ??.
Figura 2.2: Esempio curve omotope ma non regolarmente omotope.
L’omotopia Φ definita nella dimostrazione della Proposizione 2.1.11 re-
stringe il “loop” della curva c1 (Figura 2.1) fino a farlo sparire e quindi Φ
non preserva l’indice di rotazione (γ(c1)=2, γ(c2)=1).
Figura 2.3: Da sinistra a destra: Φ(·, 0), Φ(·, t1), Φ(·, t2) e Φ(·, 1) con 0 < t1 < t2 < 1.
Il seguente lemma prova che questo non puo` accadere se si ha a che fare
con omotopie regolari:
Lemma 2.2.11. Se c0 e c1 sono due curve immerse e H e` un’omotopia
regolare che le connette allora γ(c0) = γ(c1).
Dimostrazione. L’applicazione t 7→ γ(H(·, t)) e` continua e a valori in un
insieme discreto quindi e` costante.
Lemma 2.2.12. Se c0 e` una curva immersa e c1 = c0◦φ con φ riparametriz-
zazione di classe C1, allora esiste H˜ omotopia regolare fra c0 e c1.
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Dimostrazione. Siano t ∈ [0, 1] e
φt(θ) = tφ(θ) + (1− t)θ, θ ∈ S1.
φt e` un diffeomorfismo di S
1 di classe C1 perche´ φ′t = tφ′ + (1 − t) > 0. Di
conseguenza la curva ct = c0 ◦ φt e` una riparametrizzazione di c0 e quindi e`
immersa. Se ne deduce che l’applicazione
H˜ : S1 × [0, 1] → R2
(θ, t) 7→ ct(θ)
e` un’omotopia regolare fra c0 e c1.
Corollario 2.2.13. Se c0 e` una curva e c1 una sua riparametrizzazione,
γ(c0) = γ(c1).
Teorema 2.2.14 (di Whitney-Graustein). Due curve immerse c0 e c1 sono
regolarmente omotope se e solo se γ(c0) = γ(c1).
Dimostrazione. Un’implicazione e` gia` stata provata nel Lemma 2.2.10. Resta
da provare l’altra.
Siano c0 e c1 due curve immerse aventi lo stesso indice di rotazione γ.
Senza perdere di generalita`, si puo` supporre |c′0| ≡ |c′1| ≡ 1 e che c′0(0) =
c′1(0) = Π(0) dove Π(ξ) = (cos(ξ), sin(ξ)), ξ ∈ [0, 2pi].
Si supponga che γ 6= 0. Siano Θ0 e Θ1 tali che c′0 = Π ◦Θ0 e c′1 = Π ◦Θ1
(e quindi Θ0(2pi) = Θ1(2pi) = 2piγ).
Dato t ∈ [0, 1], siano
Θt = tΘ0 + (1− t)Θ1, ht = Π(Θt).
e
H : S1 × [0, 1] → R2
(ξ, t) 7→ ct(ξ)
dove












ht0(ν) dν. Resta da provare che c
′
t(ξ) 6= 0 per ogni t e ξ.
Si supponga per assurdo che esistano t0 e ξ0 tali che c
′
t0
(ξ0) = 0. Allora
si avrebbe che ht0(ξ0) = ht0 ma questo non e` possibile perche´ ht0 percorre
interamente la circonferenza unitaria (γ 6= 0) e quindi |ht0| < 1.
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Se invece γ = 0 e si costruisce l’omotopia H come nel caso γ 6= 0 potrebbe
accadere che per qualche t0 e qualche ξ0 ht0(ξ0) = ht0 (e quindi H potrebbe
non essere un’omotopia regolare). Per ovviare a questo problema basta pren-
dere ξ1 tale che Θ1(ξ1) 6= 0, “deformare” Θ0 in un intorno (piccolo) di ξ1 in
modo tale che in tale intorno coincida con Θ1 e costruire l’omotopia H in
modo analogo al caso γ 6= 0.
Osservazione 2.2.15. Una conseguenza diretta della costruzione dell’omo-
topia regolare H nella dimostrazione del teorema di Whitney-Graustein e`
che la regolarita` delle curve ct, 0 < t < 1, dipende solo dalla regolarita` delle
curve c0 e c1.
3 In particolare se c0 e c1 sono lisce, allora ct e` liscia per ogni
t ∈ [0, 1].
3Questa dimostrazione e` quella originale presentata da Whitney in [30]. Una
dimostrazione meno elementare del teorema e` presente in [13].
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Capitolo 3
Una nuova metrica sullo spazio
delle forme: H
Si puo` affermare che una scena e` una porzione limitata dello spazio in cui
sono presenti degli oggetti. Ciascuno di essi occupa una parte dello spazio
che viene chiamata forma. La forma di un oggetto dipende solo dal suo
bordo esterno e non dalle altre caratteristiche fisiche (colore, materiale, etc.)
o dalle proprieta` spaziali (posizione, orientazione, etc.).
Se si proietta una scena su un piano si ottiene un’immagine. Gli oggetti
di un’immagine sono quindi le proiezioni di quelli di una scena, le forme i
relativi bordi unidimensionali.
Uno dei campi di interesse della computer vision e` lo studio delle forme
nello spazio e nel piano. In tale ambito si possono distinguere due settori di
ricerca:
 shape optimization, dove si cerca la forma che meglio soddisfa determi-
nate richieste;
 shape analysis, dove si studiano famiglie di forme a fini statistici, tec-
niche per la catalogazione automatica, etc.
Il primo problema che si pone e` il seguente: trovare una descrizione
matematica dello spazio delle forme.
Alla luce delle considerazioni fatte sopra e` del tutto naturale modellizare
una forma in una scena con una superficie chiusa in R3, in un’immagine con
una curva chiusa in R2.
In questa tesi si trattera` solo dello spazio delle forme nel piano che, nel
presente capitolo, verra` definito come una varieta` contenuta nell’insieme delle
curve chiuse in R2. Su di essa verranno definite alcune metriche, utili sia ai
fini della shape optimization che della shape analysis.
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3.1 Lo spazio delle forme
Azione di un gruppo su un insieme
Siano G un gruppo e X un insieme.
Definizione 3.1.1. Si dice che G agisce a destra su X se esiste un’appli-
cazione
X ×G → X
(x, g) 7→ x · g
dove · e` tale che:
 x · eG = x per ogni x ∈ X, dove eG e` l’identita` di G;
 (x · g) · h = x · (gh) per ogni g, h ∈ G, per ogni x ∈ X.1
Tale applicazione e` detta azione.
L’azione di G su X determina in modo naturale una relazione di equiva-
lenza su X:
x, y ∈M, x ∼ y ⇔ ∃g ∈ G t.c. x · g = y.
Le classi di equivalenza indotte da ∼ sono dette orbite dell’azione e si
indicano con [x]. X/G e` detto quoziente delle orbite.
Esempio 3.1.2. Sia Diff(S1) l’insieme dei diffeomorfismi lisci di S1. Diff(S1)
e` un gruppo rispetto alla composizione ed il suo elemento neutro e` idS1.
Tale gruppo agisce sull’insieme delle curve chiuse immerse lisce del piano
e l’azione e` la composizione a destra, ovvero la riparametrizzazione.
Definizione 3.1.3. Sia x ∈ X. Il gruppo di isotropia di x e` l’insieme
degli elementi g ∈ G che fissano x:
Gx
.
= {g ∈ G | x · g = x}.
Se Gx = {eG} per ogni x ∈ X si dice che G agisce liberamente su X
oppure che l’azione e` libera.
1Con la scrittura gh si intende il prodotto di g e h come elementi del gruppo G.
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3.1.1 Curve immerse lisce
Definizione 3.1.4. Lo spazio delle curve immerse (lisce) e`
Mi = Imm(S
1,R2) .= {c ∈ C∞(S1,R2) | |c′(θ)| 6= 0 ∀θ ∈ S1}.
Osservazione 3.1.5. C∞(S1,R2) e` uno spazio di Fre´chet la cui topologia e`







Lemma 3.1.6. Mi e` aperto in C∞(S1,R2).
Dimostrazione. Sia c ∈Mi. Posto  = minθ∈S1 |c′(θ)| > 0,
Vc = {c˜ ∈ C∞(S1,R2) | ‖c˜′ − c′‖1 < /2} ⊂Mi.
Corollario 3.1.7. Mi e` una varieta` di Fre´chet avente come spazio modello
C∞(S1,R2).
Osservazione 3.1.8. Lo spazio tangente a Mi nel punto c ∈ Mi e` TcMi =
C∞(S1,R2), il fibrato tangente e` TMi = Mi × C∞(S1,R2).
Se si volesse definire lo spazio delle forme come la varieta` delle curve im-
merse si andrebbe incontro ad un problema di ridondanza: tutte le curve del
tipo c ◦ φ con φ ∈ Diff(S1), infatti, rappresentano la stessa forma. Questo
avviene perche´ la scelta di una curva equivale a quella di una sua parametriz-
zazione e cio` non fa parte del concetto di forma: una forma, infatti, e` un
oggetto “geometrico”.
Apparentemente questo problema puo` essere risolto in un modo molto
semplice: il gruppo Diff(S1), infatti, agisce sull’insieme Mi e l’azione e` la
composizione a destra ovvero la riparametrizzazione (Esempio 3.1.2). Quindi





Ogni elemento di tale spazio e` una classe di equivalenza
[c]
.
= {c ◦ φ | φ ∈ Diff(S1)}
detta curva a meno di riparametrizzazione o, piu` semplicemente, curva
geometrica. Ma Bi non e` una varieta`: si veda [24].
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3.1.2 Curve liberamente immerse
Seguendo [24] si puo` osservare che Bi non e` una varieta` perche´ l’azione di
Diff(S1) su Mi non e` libera. Percio` e` opportuno definire una varieta` di curve
chiuse su cui Diff(S1) agisca liberamente:
Definizione 3.1.9. Lo spazio delle curve liberamente immerse e`
Mi,f = Immf(S
1,R2) .= {c ∈Mi | Diff(S1)c = {idS1}},
cioe` l’insieme delle curve immerse aventi gruppo di isotropia banale.
Osservazione 3.1.10. L’inclusione Mi,f ⊂Mi e` propria. Sia
c(θ) = (cos(2θ), sin(2θ)),
θ ∈ R/(2piZ). c e` una curva immersa perche´ |c′(θ)| 6= 0 per ogni θ ma non e`
liberamente immersa:
Diff(S1)c = {idS1 , φ˜}
dove φ˜(t) = t+ pi, t ∈ S1.
Proposizione 3.1.11. Mi,f e` denso in Mi.
Dimostrazione. Per una dimostrazione si veda [6].
Osservazione 3.1.12. Diff(S1) agisce liberamente su Mi,f : segue diretta-
mente dalla definizione di Mi,f .
Lemma 3.1.13. Sia φ ∈ Diff(S1). Si supponga che esista θ0 ∈ S1 tale che
φ(θ0) = θ0. Se c ∈Mi e` tale che c ◦ φ = c allora φ = idS1.
Dimostrazione. Per una dimostrazione si veda [6].
Teorema 3.1.14. Se per c ∈ Mi esiste x0 ∈ c(S1) tale che #c−1(x0) = 1
allora c ∈Mi,f .
Dimostrazione. Sia θ˜0 = c
−1(x0). Se c ◦ φ = c per φ ∈ Diff(S1) allora
φ(θ˜0) = θ˜0 e quindi φ = idS1 (Lemma 3.1.13), ovvero c ∈Mi,f .
Osservazione 3.1.15. Il viceversa del Teorema 3.1.14 non e` sempre vero.
Sia c ∈ Mi la curva che mappa S1 in un bouquet di due circonferenze nel
modo seguente: tre giri in senso antiorario intorno alla prima circonferenza,
due in senso orario intorno alla seconda. c ∈ Mi,f ma non esiste un punto
di c(S1) avente come preimmagine un solo punto.
24
Definizione 3.1.16. Una curva c ∈ Mi si dice embedded se e` un diffeo-
morfismo con l’immagine c(S1).
Osservazione 3.1.17. Se c e` una curva embedded allora c ∈Mi,f (Teorema
3.1.14) ma il viceversa non e` vero perche´ esistono curve liberamente immerse
ma non embedded come dimostra l’esempio in Osservazione 3.1.15.
Lemma 3.1.18. Mi,f e` aperto in C∞(S1,R2).
Dimostrazione. Per una dimostrazione si veda [6].
Corollario 3.1.19. Mi,f e` una varieta` di Fre´chet avente come spazio modello
C∞(S1,R2).
Osservazione 3.1.20. Lo spazio tangente a Mi,f nel punto c ∈ Mi,f e`
TcMi,f = C∞(S1,R2), il fibrato tangente e` TMi,f = Mi,f × C∞(S1,R2).
Sia Π : Mi,f → Mi,f/Diff(S1) la proiezione di Mi,f sul quoziente delle




1) e` una varieta` di Fre´chet avente come
spazio modello C∞(S1,R).
Dimostrazione (traccia). 2 Siano [c] ∈ Bi,f e c un suo lifting, ovvero c ∈ Mi,f
e Π(c) = [c]. Sia U[c]
.
= C∞(S1, (−[c], [c])) dove [c] > 0. U[c] e` aperto in
C∞(S1,R). Si consideri la seguente applicazione:
ψc : U[c] → Mi,f
α 7→ c+ αnc,
dove per ogni θ ∈ S1 nc(θ) e` il versore normale a c in θ.
Per [c] abbastanza piccolo
Ψ[c] : U[c] → Bi,f
α 7→ Π(ψc(α))
e` un omeomorfismo con l’immagine e quindi una parametrizzazione locale di
Bi,f centrata in [c].
Siano [c˜] ∈ Bi,f , [c] 6= [c˜], e (U[c˜],Ψ[c˜]) una parametrizzazione locale cen-
trata in [c˜] tale che V[c] ∩ V[c˜] .= Ψ[c](U[c]) ∩ Ψ[c˜](U[c˜]) 6= ∅. Il cambiamento di
carta
Ψ−1[c˜] ◦Ψ[c] : Ψ−1[c] (V[c] ∩ V[c˜]) → Ψ−1[c˜] (V[c] ∩ V[c˜])
α 7→ α˜
e` un diffeomorfismo liscio dove α˜ e` tale che Ψ[c](α) = Ψ[c˜](α˜).
2Per una dimostrazione completa si veda [6] oppure 4.4.7 e 4.6.6 in [14].
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3.2 Metriche classiche
In questa sezione vengono presentate alcune metriche riemanniane sullo spazio
delle forme. Si e` deciso di denominarle “classiche” per distinguirle dalla nuova
metrica definita nella sezione successiva.
In letteratura esistono diverse versioni delle metriche classiche. In questa
tesi si e` scelto di definirle come in [29].
3.2.1 Una metrica semplice ma “patologica”: H0
H0 e` la metrica piu` semplice che si puo` definire sullo spazio delle forme:





dove 〈, 〉 e` il prodotto scalare standard di R2.
Definizione 3.2.2. Sia G una metrica su Mi,f . G si dice geometrica se e`
1. invariante per traslazioni: per ogni v ∈ R2
〈h, k〉G,c = 〈h, k〉G,c+v
dove c+ v e` la curva definita dall’applicazione θ 7→ c(θ) + v;
2. invariante per rotazioni: per ogni R ∈ O(2)
〈Rh,Rc〉G,c = 〈h, k〉G,c
dove O(2) = {A ∈ R2×2 | AAt = AtA = I};
3. invariante per riparametrizzazioni: per ogni ϕ ∈ Diff(S1)
〈h, k〉G,c = 〈h, k〉G,c◦ϕ;
4. invariante per riscalamenti: per ogni µ > 0
〈h, k〉G,µc = 〈h, k〉G,c
dove µc e` la curva definita dall’applicazione θ 7→ µc(θ).
Proposizione 3.2.3. H0 e` geometrica.
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Dimostrazione. Le prime tre proprieta` della Definizione 3.2.2 sono immedia-
te. Anche la quarta si verifica con un semplice calcolo. Si noti che quest’ul-
tima e` vera grazie al fattore moltiplicativo len(c)−1 presente nella definizione
della metrica H0.3
La Proposizione 3.2.3 permette di “passare al quoziente” la metrica H0,




〈hn(s), kn(s)〉 ds (3.1)
dove h, k ∈ T[c]Bi,f , hn(s) = 〈h, nc(s)〉nc(s) e kn(s) = 〈k, nc(s)〉nc(s).
Osservazione 3.2.4. Per come e` stato definito T[c]Bi,f h(s) = hn(s) e
k(s) = kn(s) per ogni s. Nella (??) si e` scritto hn in luogo di h e kn di
k semplicemente per rendere piu` chiara la formula.
Definizione 3.2.5. Sia G una metrica riemanniana su Mi,f . La distanza








= {γ : [0, 1] → Mi,f | γ ∈ C1, γ(0) = c0, γ(1) = c1}, 4 la








Teorema 3.2.6. La semidistanza d0 indotta da H0 su Bi,f e` degenere, ovvero
per ogni [c], [c˜] ∈ Bi,f d0([c], [c˜]) = 0.
Dimostrazione. Per una dimostrazione si veda [31].
3.2.2 Metriche di Sobolev
Si e` visto che la metrica H0 e` “patologica” perche´ la distanza che induce su
Bi,f e` degenere (Teorema 3.2.6). In questa sottosezione viene definita una
famiglia di metriche riemanniane non degeneri.5
3Alcuni autori definiscono H0 senza il fattore moltiplicativo len(c)−1. In questo caso
H0 non e` geometrica perche´ la proprieta` 4. della Definizione 3.2.2 non e` verificata.
4Si osservi che in realta` d non e` esattamente una distanza perche´ dal teorema di
Whitney-Graustein segue che esistono curve immerse c0, c1 tali che Γ(c0, c1) = ∅.
5Una metrica riemanniana si dice degenere se la distanza da essa indotta sulla varieta`
su cui e` definita e` degenere.
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Definizione 3.2.7. Sia λ > 0 un parametro fissato. Una metrica di
Sobolev di ordine n e`




〈h(s), k(s)〉+ λL2n〈h(n)(s), k(n)(s)〉 ds
dove L = len(c).
Proposizione 3.2.8. Sia n ∈ N+. Hn e` geometrica.
Dimostrazione. Le prime tre proprieta` della Definizione 3.2.2 sono di facile
verifica, la quarta vale grazie al fattore moltiplicativo L2n.
Proposizione 3.2.9. Sia n ∈ N+. Hn e` non degenere.
Dimostrazione. Per una dimostrazione si veda [20].
Definizione 3.2.10. Siano λ > 0 un parametro fissato e n ∈ N+.











dove L = len(c).
Lemma 3.2.11 (Disuguaglianza di Poincare´). Sia g : [0, l] → Rn un’appli-
cazione derivabile con g(0) = g(l) (quindi g si puo` estendere periodicamente




|h′(t)| dt, si ha che
sup
t





Dimostrazione. Per una dimostrazione si veda [23].
Proposizione 3.2.12. Le norme ‖.‖Hn e ‖.‖H˜n indotte su TcMi,f rispettiva-
mente da Hn e H˜n sono equivalenti.
Dimostrazione (traccia). Siano [c] ∈ Mi,f , L = len(c) e h ∈ TcMi,f . Dalla
disuguaglianza di Ho¨lder segue che |h|2 ≤ ´ L
0
|h(s)|2 ds e quindi che
‖h‖H˜n ≤ ‖h‖Hn .







Una possibile scelta per “passare al quoziente” le metriche di Sobolev e`
quella di definire lo spazio tangente a Bi,f in un punto [c] come “lo spazio delle
deformazioni ortogonali alla curva” cioe` di considerare su TcMi,f la relazione
di equivalenza
h ∼ k ⇔ 〈h, nc〉 = 〈k, nc〉
e definire T[c]Bi,f
.
= TcMi,f /∼. In tal modo, dette hn, kn le componenti normali




〈hn(s), kn(s)〉+ λL2〈h(1)n (s), k(1)n (s)〉 ds.
Osservazione 3.2.13. Nella letteratura corrente non si definisce T[c]Bi,f
come sopra ma come lo “spazio delle deformazioni orizzontali”. Per maggiori
dettagli si veda [28].
Proposizione 3.2.14. La semidistanza dn indotta da Hn su Bi,f e` non
degenere.
Dimostrazione. Per una dimostrazione si veda [20].
Osservazione 3.2.15. Dalla Proposizione 3.2.12 segue che la Proposizione
3.2.14 vale anche se si considera Bi,f munita della metrica H˜
n.
3.2.3 Relazioni fra gli operatori gradiente ∇H1, ∇H˜1 e
∇H0
Nell’ambito della shape optimization e` utile determinare (se esiste) il gradien-
te di un funzionale definito sullo spazio delle forme. Quindi e` importante
conoscere, se esiste, la relazione che lega un gradiente calcolato rispetto ad
un metrica “complessa” ed uno calcolato rispetto ad una “semplice”, ad
esempio H0.
Sia E : Mi,f → R un funzionale geometrico che ammette gradiente
rispetto alla metrica H0. 6
Definizione 3.2.16. Un nucleo di convoluzione in parametro d’arco
lungo una curva c e` una funzione K : R→ R L-periodica, dove L = len(c).
Definizione 3.2.17. Sia F : S1 → R2 un campo di vettori e K un nucleo
di convoluzione in parametro d’arco lungo c. Si definisce convoluzione in




K(s− s˜)F (s˜) ds˜, (3.2)












K(l(θ)− l(τ))F (τ)|c′(τ)| dτ.
Teorema 3.2.18. Se E ammette gradiente rispetto alle metriche H1 e H˜1
esistono Kλ e K˜λ nuclei di convoluzione in parametro d’arco tali che
∇H1E = ∇H0E ∗Kλ e ∇H˜1E = ∇H0E ∗ K˜λ.
Dimostrazione. Dalla definizione di gradiente segue
〈∇H0E, h〉H0,c = DE(c)h = 〈∇H1E, h〉H1,c ∀h ∈ TcMi,f
da cui, usando la definizione di H0, si ottiene
 
c







e, integrando per parti,ˆ
c
[
〈∇H0E −∇H1E + λL2D2s(∇H1E), h〉
]
ds = 0. (3.3)
Dalla (3.2) segue che
∇H0E = ∇H1E − λL2D2s(∇H1E). (3.4)
Procedendo in modo analogo per ∇H˜1E si ottiene l’equazione differenziale
∇H0E = ∇H˜1E − λL2D2s(∇H˜1E). (3.5)
Le soluzioni delle equazioni (??) e (??) sono rispettivamente























(s/L)2 − (s/L) + 1/6
2λ
)
, s ∈ [0, L].
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Il Teorema 3.2.18 puo` essere generalizzato:
Teorema 3.2.19. Sia n ∈ N+. Se E ammette gradiente rispetto alle metri-
che Hn e H˜n esistono Kλ,n e K˜λ,n nuclei di convoluzione in parametro d’arco
tali che
∇HnE = ∇H0E ∗Kλ,n e ∇H˜nE = ∇H0E ∗ K˜λ,n.
Dimostrazione. Procendendo come nella dimostrazione del Teorema 3.2.18
si ottengono le equazioni
∇H0E = ∇HnE + (−1)nλL2D(n+1)s (∇HnE),
∇H0E = ∇H˜nE + (−1)nλL2D(n+1)s (∇H˜nE),
le cui soluzioni sono della forma rispettivamente
∇HnE = ∇H0E ∗Kλ,n e ∇H˜nE = ∇H0E ∗ K˜λ,n,
con Kλ,n e K˜λ,n nuclei di convoluzione in parametro d’arco opportuni.
3.3 La metrica H
Una nuova metrica sullo spazio delle forme e` stata introdotta da Mennucci ed
altri in [27, 28]. Tale metrica e` geometrica, induce sulla varieta` delle forme
una semidistanza non degenere, e` equivalente alla metrica H˜1 (e quindi ne
conserva molte buone proprieta`) ed e` la prima metrica di tipo-Sobolev che
decompone l’intero spazio delle forme,7. Si ha, inoltre, che la varieta` delle
forme munita di tale metrica ammette geodetiche (in forma debole). L’e-
sistenza di tali geodetiche verra` trattata nel dettaglio nel prossimo capitolo.
Nella presente sezione ci si limita ad una descrizione della nuova metrica.
Proposizione 3.3.1. Sia c ∈ Mi,f . Le derivate di Gaˆteaux in c del cen-












7Le “vecchie” metriche di tipo-Sobolev permettono al piu` la decomposizione dello spazio
tangente.
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Dimostrazione. Per una dimostrazione si veda [20].
Siano c ∈ Mi,f e h ∈ TcMi,f . Si consideri la seguente decomposizione di
h:
h = ht + hl(c− c) + hd (3.6)
dove
 ht = D(c)(h);
 hl = D(ln(len(c)))(h) = − ﬄ
c
〈h,D2sc〉 ds; 8
 hd = h− ht − hl(c− c).
Osservazione 3.3.2. Data una curva c ∈ Mi,f lo spazio tangente TcMi,f
puo` essere visto come lo spazio delle “deformazioni” di c: se si somma a c
un elemento h ∈ TcMi,f si ottiene una nuova curva.
Osservazione 3.3.3. ht e` la componente di h che sposta il baricentro di c,
hl(c − c) quella che ne modifica la lunghezza e hd quella che la deforma. Si
puo` facilmente verificare che, in un certo senso, le tre componenti di h che
sono appena state definite sono indipendenti: hd non modifica, infatti, ne´ il
baricentro della curva ne´ la sua lunghezza perche´ D(len(c))(hd) = D(c)(hd) ≡
0.
E` ora possibile dare la definizione della metrica H:
Definizione 3.3.4. Siano λl, λd > 0 due costanti, c ∈Mi,f una curva e h, k
due elementi di TcMi,f decomposti come in (3.3). La metrica H e` definita
come segue:
〈h, k〉H .= 〈ht, kt〉+ λlhlkl + λd
 
c
〈Dshd, Dskd〉 ds. (3.7)
Osservazione 3.3.5. Le componenti di traslazione baricentrica (ht),
di cambiamento di scala (hl) e di deformazione (hd) sono ortogonali
rispetto alla metrica H.
Si dimostra facilmente che vale la seguente proposizione:
Proposizione 3.3.6. H e` geometrica.
Osservazione 3.3.7. Se si “passa al quoziente” la metrica H in modo analo-
go alle metriche di Sobolev (cioe` se si considera la proiezione di H su Bi,f)




Proposizione 3.3.8. Le norme ‖.‖H e ‖.‖H˜1 indotte su TcMi,f rispettiva-
mente da H e H˜1 sono equivalenti.
Dimostrazione. Per una dimostrazione si veda [28].
Corollario 3.3.9. La semidistanza d indotta da H su Bi,f e` non degenere.
Proposizione 3.3.10. Sia Md
.
= {c ∈ Mi,f | len(c) = 1, c = 0}. Md e` una
varieta` di Fre´chet.
Dimostrazione. Sia
F : Mi,f ⊂ C∞(S1,R2) → R× R2
c 7→ (len(c), c).
F una mappa liscia da un aperto (Teorema 3.1.18) di uno spazio tame (Esem-
pio 1.1.29) in uno spazio vettoriale di dimensione finita. Presa una qualunque
c, usando i campi h = c − c e il campo costante k = v si vede che DF (c)
genera R3 quindi la tesi segue dal Corollario 1.2.11.
Osservazione 3.3.11. Ad ogni elemento c ∈ Mi,f e` possibile associare in





Si ha, inoltre, che la metrica H ristretta a Md si semplifica notevolmente:
〈h˜, k˜〉H = λd
ˆ
c˜
〈Dsh˜, Dsk˜〉 ds, ∀h˜, k˜ ∈ Tc˜Md.
Definizione 3.3.12. Siano (M1, g
1) e (M2, g
2) due varieta` riemanniane.
Un’immersione isometrica riemanniana e` un’applicazione
φ : M1 →M2
differenziabile che conserva la metrica, cioe` tale che
g1c (u, v) = g
2
φ(c)(Dφ(u), Dφ(v)) ∀c ∈M1,∀u, v ∈ TcM1.
Se φ e` anche bigettiva si dice che e` un’isometria riemanniana.





= (|, |,H), dove |, | e` la metrica euclidea su R2 × R. Allora
esiste un’isometria riemanniana fra (Mi,f ,H) e (M,H).
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Traccia della dimostrazione. 9 La mappa che definisce l’isometria e`
θ : Mi,f → M
c 7→ (c, ln(len(c)), c˜)
dove c˜ e` definita come in (3.4), la sua inversa e`
θ−1 : M → Mi,f
(v, l, c˜) 7→ v + elc˜.
3.3.1 Relazioni fra gli operatori gradiente ∇H e ∇H0
Analogamente a quanto si e` visto nella sottosezione 3.2.3 e` possibile deter-
minare una relazione fra gli operatori ∇H e ∇H0 . Sia E : Mi,f → R un
funzionale geometrico che ammette gradiente rispetto alla metrica H0. Vale
il seguente teorema:
Teorema 3.3.14. Se E ammette gradiente rispetto alla metrica H, posto
f
.
= ∇H0E e g .= ∇HE, si ha




〈f, c− c〉 (3.10)
gd = − 1
λd
〈f, c− c〉(c− c)− 1
λd
K ∗ f˜ + 1
λd




2s se s ≥ 0
s se s < 0
,
f˜ = f − [I −DscDscT −D2sc(c− c)T ]f,















9Per una dimostrazione completa si veda [28]
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Traccia della dimostrazione. 10 Dalla definizione di gradiente segue che f e
g devono verificare la relazione
〈g, h〉H = DE(c)h = 〈f, h〉H0 , ∀h ∈ TcMi,f ,
cioe`  
c




Si dimostra facilmente che
 〈ht, gt〉 = ﬄ
c
〈h, (gt − 〈gt, Dsc〉Dsc− 〈h, (c− c)〉D2sc)〉 ds;
 hlgl = −(ﬄ
c











Ne segue g = (gt, gl, gd) verifica la seguente equazione:
f = gt − 〈gt, Dsc〉Dsc− 〈h, (c− c)〉D2sc− λlglD2sc− λdD2sgd (3.12)
= [I −Ds(Dsc(c− c)T )]gt − λlglD2sc− λdD2sgd (3.13)
dove I e` la matrice identita` 2× 2 e (c− c)T e` il trasposto del vettore colonna
(c− c).
Con dei semplici calcoli dalla (3.9) seguono la (3.5) e la (3.6). Ancora
dalla (3.9) si ricava che gd e` soluzione di
− λdD2sgd = λlglD2sc+ f˜ (3.14)
dove f˜ = f − [I −DscDscT −D2sc(c− c)T ]f . Risolvendo la (??) si ottiene la
(3.7).
10Per una dimostrazione completa si veda [28]




Richiami sulle varieta` di Stiefel
Una varieta` di Stiefel astratta e` un insieme di frames ortonormali (rispet-
to ad un opportuno prodotto scalare) su cui e` possibile definire una strut-
tura di varieta` riemanniana. In questa sezione vengono descritte le varieta`
di Stiefel euclidee e L2. Un’importante proprieta` di tali varieta` e` che am-
mettono geodetiche critiche e che tali geodetiche possono essere calcolate
esplicitamente.
4.1 Varieta` di Stiefel euclidee
Siano p, n due interi positivi con p ≤ n.
Definizione 4.1.1. La varieta` di Stiefel (euclidea) St(p,Rn) e` l’insieme
delle p-uple di vettori ortonormali di Rn.
Gli elementi di St(p,Rn) possono essere rappresentati da matrici. Ad
ogni elemento (x1, . . . , xp) ∈ St(p,Rn), infatti, si puo` assocciare la matrice
n× p avente come i-esima colonna xi.




= {S ∈ Rp×p | ST = S}
e si consideri la mappa
f : Rn×p → Simp
Y 7→ Y TY − Ip
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Poiche´ St(p,Rn) = f−1(0) e f ′ e` surgettiva dal Teorema 1.2.10 segue che
St(p,Rn) e` una sottovarieta` di Rnp di dimensione np− p(p+ 1)/2.1
Poiche´ si sta considerando St(p,Rn) come una sottovarieta` dello spazio
euclideo Rnp, risulta del tutto naturale definire sul tangente alla varieta` nel
punto Y il seguente prodotto scalare:
〈∆1,∆2〉 .= tr(∆T1 ∆2), ∆1, ∆2 ∈ TY St(p,Rn). (4.1)
Seguendo [10] e` possibile dare una semplice caratterizzazione dello spazio
tangente ad una varieta` di Stiefel euclidea in un punto:
Proposizione 4.1.3. Dato Y ∈ St(p,Rn)
TY St(p,Rn) = {∆ ∈ Rn×p | Y T∆ = −∆TY }, (4.2)
e la proiezione ortogonale su tale spazio tangente e`
ΠT : Rn×p → TY St(p,Rn)
X → Y (Y TX −XTY )/2 + (In − Y Y T )X.
Dimostrazione. Si consideri la mappa f definita nella dimostrazione della
Proposizione 4.1.2. Dal Teorema 1.2.10 segue che
TY St(p,Rn) = Ker(DfY ) = {∆ ∈ Rn×p | Y T∆ + ∆TY = 0}.
E quindi la prima parte della proposizione e` verificata. Per quanto riguar-
da la seconda, si consideri lo spazio normale alla varieta` in un punto Y ,
NY St(p,Rn), ovvero l’insieme delle matrici N ∈ Rn×p tali che tr(NT∆) = 0
per ogni ∆ ∈ St(p,Rn). Si verifica facilmente che
NY St(p,Rn) ⊇ {Y S | S ∈ Simp} (4.3)
e che in realta` vale anche l’inclusione opposta in quanto entrambi gli spazi
vettoriali presenti nella (??) hanno dimensione p(p + 1)/2. Ne segue che,
dato X ∈ Rn×p, la proiezione di X su NY St(p,Rn) e`
ΠN(X) = Y (Y
TX +XTY )/2,
e quindi
ΠT (X) = X − ΠN(X) = X − Y (Y TX +XTY )/2
= Y (Y TX −XTY )/2 + (In − Y Y T )X.
1p(p+ 1)/2 e` la dimensione dello spazio vettoriale Simp.
37
Teorema 4.1.4.
Sia Y : [0, 1]→ St(p,Rn) un cammino, allora l’equazione delle geodetiche e`
Y¨ + Y (Y˙ T Y˙ ) = 0, (4.4)
e la sua soluzione e`







dove A = Y T (0)Y˙ (0), S = Y˙ T (0)Y˙ (0) e I2p,p ∈ R2p×p, I2p,p = (Ip 0)T .
Dimostrazione. Per una dimostrazione si veda [10].












= {(α, β) ∈ L2 × L2 | ‖α‖L2 = ‖β‖L2 = 1, 〈α, β〉L2 = 0}.
Proposizione 4.2.1. St(2, L2) e` una sottovarieta` di L2 × L2 e lo spazio
tangente in punto (α, β) ∈ St(2, L2) e`
T(α,β)St(2, L
2) = {(ξ, ν) ∈ L2×L2 | 〈α, ξ〉L2 = 〈β, ν〉L2 = 〈α, ν〉L2+〈β, ξ〉L2 = 0}.
Dimostrazione. Si consideri la mappa
g : L2 × L2 → R3
(α, β) 7→ (‖α‖L2 − 1, ‖β‖L2 − 1, 〈α, β〉L2)T .
Poiche´ St(2, L2) = g−1(0) e il differenziale e` surgettivo la tesi segue dal
Corollario 1.2.11.
Osservazione 4.2.2. E` possibile definire su St(2, L2) ⊂ L2 × L2 una strut-
tura di varieta` riemanniana: basta considerare su T(α,β)St(2, L
2) la metrica
indotta da L2 × L2 per ogni (α, β) ∈ St(2, L2).
Il Teorema 4.1.4 permette di dimostrare che la varieta` St(2, L2) ammette
geodetiche critiche. Vale, infatti, il seguente risultato ([28]):
38
Teorema 4.2.3. Sia (α, β) : [0, 1]→ St(2, L2) un cammino tale che
(α(0), β(0)) = (α∗, β∗) ∈ St(2, L2),
e
(α˙(0), β˙(0)) = (δ, ν) ∈ T(α∗,β∗)St(2, L2).
Si definisca un insieme ortonormale (rispetto a 〈, 〉L2)
B = {α∗, β∗, α˜, β˜} ⊇ span{α∗, β∗, δ, ν}.
Allora la geodetica in St(2, L2) che esce da (α∗, β∗) nella direzione (δ, ν) e`
data da
α(t) = Y 11 (t)α
∗ + Y 21 (t)β
∗ + Y 31 (t)α˜ + Y
4
1 (t)β˜
β(t) = Y 12 (t)α
∗ + Y 22 (t)β
∗ + Y 32 (t)α˜ + Y
4
2 (t)β˜
dove Y ij denota la i-esima componente di Yj ∈ R4 con Y : [0, 1]→ St(2,R4)
geodetica in St(2,R4) tale che
Y (0) = ((1, 0, 0, 0)T , (0, 1, 0, 0)T )
Y˙ (0) = (a, b) ∈ TY (0)St(2,R4)
e a, b sono la rappresentazione di δ, ν rispetto al sistema ortonormale B.
4.2.1 La mappa di Younes
Sia c : S1 → R2 una curva chiusa liscia. E` possibile identificare c con una
funzione cˆ : R→ C liscia e 2pi-periodica. Di seguito ogniqualvolta si parlera`
di curve chiuse lo si fara` in questa accezione.
Definizione 4.2.4. Fissato c(0),2 la mappa di Younes e` l’applicazione
Φ : C∞(R,R)× C∞(R,R) → C∞(R,C)
(α, β) 7−→ c
dove









= {c ∈Mi | len(c) = 1, c = 0}.
2In [33] si pone c(0) = 0, in questa tesi c(0) e` dato dalla 4.5.
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Proposizione 4.2.6. Nd ⊃Md ed e` una varieta`.
Dimostrazione. La prima parte della proposizione e` ovvia. Per provare che





= {f ∈ C∞(R,R) | f(x+ 2pi) = −f(x), ∀x ∈ R} ,
Vev
.
= {f ∈ C∞(R,R) | f(x+ 2pi) = f(x), ∀x ∈ R}.
Proposizione 4.2.8. Siano α, β ∈ C∞(R,R) tali che
(i) (α, β) ∈ Vod × Vod ∪ Vev × Vev;
(ii) Z(α, β)
.
= {θ ∈ [0, 2pi] | α(θ) = β(θ) = 0} = ∅;













allora c ∈ Nd. D’altra parte, data c ∈ Nd esistono α, β ∈ C∞(R,R) che
soddisfano (i), (ii), (iii) e la (4.5) tali che c = Φ(α, β).
Dimostrazione. In primo luogo si dimostra che c ∈Mi:
 α e β lisce ⇒ c liscia;
 c′ e` 2pi-periodica (segue da (i)), quindi per ogni θ ∈ R






























(‖α‖2L2 − ‖β‖2L2)+ i〈α, β〉L2 = 0
dove l’ultima uguaglianza segue da (iii);
 Z(α, β) = ∅ ⇒ minθ∈S1 |c′(θ)| = 12 minθ∈S1 |α(θ) + iβ(θ)|2 > 0.
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Per quanto riguarda la seconda parte della proposizione, siano ρ, ϕ ∈ C∞(R,R)
tali che


























(α(x) + iβ(x))2 dx =
ˆ θ
0




c′(x) dx = c(θ)− c(0)
quindi Φ(α, β) = c;
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 ρ e` 2pi-periodica e ϕ(θ + 2pi) = ϕ(θ) + 2piγ(c) dove γ(c) e` l’indice di
rotazione di c,
quindi
α(θ + 2pi) =
√














β(θ + 2pi) =
√














 ρ(θ) > 0 per ogni θ ∈ R perche´ c e` immersa, d’altra parte il sistema{
cos(x) = 0
sin(x) = 0
non ha soluzione, quindi Z(α, β) = ∅;





|c′(θ)| dθ = len(c) = 1;
ˆ 2pi
0
ρ(θ) cos(ϕ(θ)) dθ + i
ˆ 2pi
0
ρ(θ) sin(ϕ(θ)) dθ =
ˆ 2pi
0






















































ρ(θ) sin(ϕ(θ)) dθ = 0;
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= −4c(0) + 2c = −4c(0).




= {(α, β) ∈ Vod × Vod | ‖α‖L2 = ‖β‖L2 = 1, 〈e, f〉L2 = 0} ,
St(2, Vev)
.
= {(α, β) ∈ Vev × Vev | ‖α‖L2 = ‖β‖L2 = 1, 〈e, f〉L2 = 0} .
St(2, Vod) e St(2, Vev) sono varieta` di Stiefel aventi come spazio modello
C∞. Gli spazi tangenti in un generico frame (α, β) sono rispettivamente
T(α,β)St(2, Vod) = {(ξ, ν) ∈ Vod×Vod | 〈α, ξ〉L2 = 〈β, ν〉L2 = 〈α, ν〉L2+〈β, ξ〉L2 = 0}
T(α,β)St(2, Vev) = {(ξ, ν) ∈ Vev×Vev | 〈α, ξ〉L2 = 〈β, ν〉L2 = 〈α, ν〉L2+〈β, ξ〉L2 = 0}
Su tali varieta` e` possibile definire una struttura di varieta` riemanniana: basta
considerare sugli spazi tangenti la metrica indotta da L2 × L2, ovvero il
seguente prodotto scalare:
〈(ξ, ν), (ξ′, ν ′)〉L2×L2 = 〈ξ, ξ′〉L2 + 〈ν, ν ′〉L2 .3
4.3 Un’importante isometria riemanniana
Sia Si
.
= St(2, Vod)∪St(2, Vev). Si e` una varieta` avente come spazio modello
C∞, il suo tangente in un frame (α, β) e`
T(α,β)Si = {(ξ, ν) ∈ Vod×Vod∪Vev×Vev | 〈α, ξ〉L2 = 〈β, ν〉L2 = 〈α, ν〉L2+〈β, ξ〉L2 = 0}
3Per maggiori dettagli relativi alle varieta` St(2, Vod) e St(2, Vev) si veda [33].
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ed e` una varieta` riemanniana: basta considerare sul suo tangente il prodotto
scalare
〈(ξ, ν), (ξ′, ν ′)〉L2×L2 = 〈ξ, ξ′〉L2 + 〈ν, ν ′〉L2 .
La varieta` di Stiefel Si e` “troppo grande” per una rappresentazione degli
elementi di Nd mediante la mappa Φ cioe` affinche´ si abbia Φ(Si) = Nd. Vale




= {(α, β) ∈ Si | Z(α, β) = ∅}.
Φ|S0i e` un 2-ricoprimento di Nd.
Dimostrazione. Dalla Proposizione 4.2.7 segue che Φ|S0i e` surgettiva e dalla
definizione della mappa Φ si puo` dedurre facilmente che se c = Φ(α, β) allora
Φ−1(c) = {(α, β), (−α,−β)}.
In realta` vale molto di piu` della Proposizione 4.3.1:
Proposizione 4.3.2. La mappa Φ e`, a meno di una costante moltiplicativa,
un’immersione isometrica riemanniana fra S0i (munita della metrica indotta
da L2 × L2) e Nd (munita della metrica H).
Dimostrazione. Siano c ∈ Nd, h ∈ TcNd, (α, β) ∈ S0i tali che Φ(α, β) = c e
(δ, ν) ∈ T(α,β)S0i tali che
DΦ(α,β)(δ, ν) = h.
Si ha che per ogni θ ∈ [0, 2pi]
h(θ) = DΦ(α,β)(δ, ν)(θ) =
d
dt



























2(α + iβ)(δ + iν)
|α + iβ|2 .
4Ogniqualvolta si fa riferimento alla mappa Φ si intende che essa e` definita come nella
Definizione 4.2.3 ma con c(0) come in (4.5)
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|Dsh|2 ds = 2λd
ˆ 2pi
0
|(α(x) + iβ(x))(δ(x) + iν(x))|2


























Proposizione 4.3.3. La mappa Φ˜ e` bigettiva.
Dimostrazione. Segue dalla Proposizione 4.3.1 e dalla definizione di S˜0i .
Proposizione 4.3.4. La mappa Φ˜ e`, a meno di una costante moltiplicativa,
un’isometria riemanniana fra S˜0i (munita della metrica indotta da L
2 × L2)
e Nd (munita della metrica H).
Dimostrazione. Ripetendo la dimostrazione della Proposizione 4.3.2 si ot-
tiene che Φ˜ e` un’immersione isometrica, quindi la tesi segue dalla Propo-
sizione 4.3.3.
Osservazione 4.3.5. Tutti i risultati presentati in questa sottosezione pos-
sono essere rienunciati per la varieta` Md. A tal fine basta considerare in
luogo di Si la varieta` Si,f
.





Nella prima parte del capitolo si introduce il concetto di pseudogeodetica (o
geodetica in senso debole), si dimostra che la varieta` Mi,f ammette (local-
mente) pseudogeodetiche critiche e che queste ultime possono essere, in un
certo senso, “passate al quoziente”. Nella seconda parte invece vengono de-
scritti alcuni risultati presentati in [28], rileggendoli alla luce delle definizioni
e dei risultati introdotti in questo capitolo.
5.1 Completamenti riemanniani e pseudogeo-
detiche
Uno spazio metrico e` completo se ogni successione di Cauchy converge ad un
elemento dello spazio. Non tutti gli spazi metrici sono completi (si prenda,
ad esempio, Q munito della distanza d(p, q) = |p− q|) ma e` sempre possibile
“completarli”:
Proposizione 5.1.1. Se (X, d) e` uno spazio metrico allora esiste (X˜, d˜)
spazio metrico completo e i : X → X˜ inclusione isometrica tale che i(X) e`
denso in X˜.1
Definizione 5.1.2. Una varieta` riemanniana (M, g) connessa per archi si
dice completa se (M,dg) e` completo come spazio metrico.
Definizione 5.1.3. Sia (M, g) una varieta` riemmaniana connessa per archi.
Se esistono (M˜, g˜) varieta` riemanniana completa e i : M → M˜ inclusione
1Per inclusione isometrica fra due spazi metrici (X1, d1), (X2, d2) si intende
un’applicazione f : X1 → X2 iniettiva tale che d1(x, y) = d2(f(x), f(y)).
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isometrica riemanniana tale che i(M) e` denso in M˜ , si dice che (M, g) e`
completabile e che (M˜, g˜) e` il suo completamento.
Osservazione 5.1.4. Ogni varieta` riemanniana connessa per archi e` com-
pletabile come spazio metrico (Proposizione 5.1.1) ma, in generale, non come
varieta`, ovvero il completamento metrico di una varieta` riemanniana non e`
necessariamente una varieta` riemanniana (si veda ad esempio [12]).
Definizione 5.1.5. Siano (M, g) una varieta` riemanniana connessa per
archi e (M˜, g˜) il suo completamento. Dati c0, c1 ∈M , una pseudogeodetica
minimale in M che connette c0 e c1 e` una geodetica minimale che connette
c0 e c1 come punti di M˜ .
Osservazione 5.1.6. Se (M˜, g˜) ammette geodetiche minimali allora (M, g)
ammette pseudogeodetiche minimali.
Osservazione 5.1.7. Sia γ : [0, 1] → M˜ una pseudogeodetica minimale che
connette due punti c0, c1 ∈M . Se γ([0, 1]) ⊂M , γ e` una geodetica minimale
che connette c0 e c1.
In modo del tutto analogo di definisce il concetto di pseudogeodetica
critica:
Definizione 5.1.8. Siano (M, g) una varieta` riemanniana connessa per
archi e (M˜, g˜) il suo completamento. Dati c ∈ M e µ ∈ TcM , una pseu-
dogeodetica critica in M che esce da c nella direzione µ e` una geodetica
critica in M˜ che esce da c nella direzione µ.
Se la varieta` (M, g) non e` connessa per archi si puo` comunque dare una
definizione locale di pseudogeodetica:
Definizione 5.1.9. Una varieta` riemanniana (M, g) ammette localmente
pseudogeodetiche critiche (o minimali) se le sue componenti connesse per
archi ammettono pseudogeodetiche critiche (o minimali).
5.2 Pseudogeodetiche in Md
In questa sezione viene determinato (a meno di isometrie riemanniane) il
completamento riemanniano delle componenti connesse per archi della varie-
ta` Md. Viene inoltre presentato un algoritmo per il calcolo delle pseudo-
geotetiche critiche e minimali in Md (e quindi, in particolare, se ne prova
l’esistenza locale) e si dimostra che e` sempre possibile “rimontarle” in Mi,f .
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5.2.1 Componenti connesse di S0i,f e completamenti
La varieta` Md non e` connessa per archi perche´ curve aventi indici di rotazione
distinti non possono essere collegate mediante cammini di curve immerse
(Teorema di Whitney-Graustein).2
Per ogni n ∈ Z sia
Mn
.
= {c ∈Md | γ(c) = n}.
Proposizione 5.2.1. Mn e` connesso per archi per ogni n ∈ Z.
Dimostrazione. Siano n ∈ Z e c0, c1 ∈ Mn. Dal teorema di Whitney-
Graustein e dall’Osservazione 2.2.14 segue che esiste H omotopia regolare
fra c0 e c1 tale che ct = H(·, t) e` una curva liscia per ogni t ∈ [0, 1]. Allora
H˜ : S1 × [0, 1] → R2
(θ, t) 7→ ct(θ)− ct
len(ct)
e` un cammino in Mn che connette c0 e c1.
Si definisca su Md la seguente relazione di equivalenza:
c0 ∼ c1 ⇔ γ(c0) = γ(c1).
Tale relazione ∼ induce su Md una partizione in componenenti connesse
per archi. Analoga partizione viene indotta dalla stessa ∼ su S0i,f mediante
l’inclusione isometrica Φ−1. Pertanto per ogni n ∈ Z
Sn
.
= {(α, β) ∈ S0i,f | γ(Φ(α, β)) = n}
e` una componente connessa per archi di S0i,f e S
0
i,f = ∪n∈ZSn.
Lemma 5.2.2. Sia dgL2 la distanza geodetica su St(2, L
2). dgL2 e` equivalente
alla distanza indotta su St(2, L2) dalla norma ‖, ‖L2×L2.
Dimostrazione. La diseguaglianza ‖, ‖L2×L2 ≤ dgL2 e` ovvia. La diseguaglian-
za opposta vale per argomenti di compattezza (calcolare le geodetiche in
St(2, L2) equivale a calcolarle in St(2,R4) (Teorema 4.2.2)). Per maggiori
dettagli si veda [22]
Lemma 5.2.3. Sia f ∈ L2([0, 2pi]) e {fn}n ⊂ L2([0, 2pi]) convergente in
L2([0, 2pi]) ad f . Se ‖f‖L2 = 1
lim
n→∞




2Si ringrazia Philipp Harms per l’osservazione.
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Dimostrazione.∥∥∥∥ fn‖fn‖L2 − f
∥∥∥∥ ≤ ∥∥∥∥ fn‖fn‖L2 − fn
∥∥∥∥+ ‖f − fn‖L2
≤ |1− ‖fn‖L2|+ ‖f − fn‖L2
= |‖f‖L2 − ‖fn‖L2 |+ ‖f − fn‖L2
≤ 2‖f − fn‖L2
Proposizione 5.2.4. Per ogni n ∈ Z il completamento di Sn rispetto alla
distanza geodetica dg e` St(2, L2).
Dimostrazione (traccia). Sia (α, β) ∈ St(2, L2). Si vuole costruire una suc-
cessione di frames di S0i,f che converga a (α, β) rispetto alla distanza geodetica















gli sviluppi in serie di Fourier di α e β e siano αn, βn le relative somme
parziali. A meno di passare a sottosuccessioni si ha che
‖(αn, βn)− (α, β)‖L2×L2 ≤ 1
2n
, ∀n ∈ N.







ortonogonalizzazione di Gram-Schmidt. Si vuole provare che
‖(α˜n, β˜n)− (α, β)‖L2×L2 ≤ K
2n
, ∀n ∈ N, (5.1)
con K costante opportuna.
Dal Lemma 5.2.3 segue che
lim
n→∞
‖α˜n − α‖L2 = 0.
Resta da provare che
lim
n→∞
‖β˜n − β‖L2 = 0.
Si ha che
‖βn − 〈α˜n, βn〉L2α˜n − β‖L2 ≤ ‖βn − 〈α˜n, βn〉L2α˜n − βn‖L2 + ‖βn − β‖L2
≤ |〈αn, βn〉L2|+ ‖βn − β‖L2
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e quindi passando al limite per n→∞ e usando il Lemma 5.2.3 segue la 5.1.
Per ogni n ∈ N sia cn = Φ(α˜n, β˜n). Sia n ∈ N. cn e` una funzione analitica
su S1, quindi |c′n| e` nulla in al piu` un numero finito di punti; percio`, a meno
di “piccole” deformazioni, si puo` supporre che cn sia liberamente immersa.
Dal Lemma 5.2.2 segue che esiste K˜ costante tale che
dgL2
(





In particolare si e` dimostrato che
dgL2
(






con ˜˜K costante opportuna e quindi che per ogni n ∈ N esiste una geodetica
Γ di curve lisce che connette cn e cn+1.
A meno di “aggiungere qualche piccolo loop alle curve”, si puo` supporre
che γ(cn) = γ(cn+1) per ogni n. Poiche´ ‖cn+1− cn‖C∞ e` molto piccola, la tesi
segue dal Lemma 3.1.18
Corollario 5.2.5. La varieta` riemanniana (Md,H) ammette localmente pseu-
dogeodetiche critiche e queste ultime sono cammini di curve lisce.
Dimostrazione. Siano c ∈Md, h ∈ TcMd e siano (α, β), (ξ, ν) frames tali che
Φ(α, β) = c e D(α,β)Φ(ξ, ν) = h.
Se Γ e` una pseudogeodetica critica in S0i,f uscente dal punto (α, β) nel-
la direzione (ξ, ν) (esiste per il Teorema 4.2.2), allora C
.
= Φ ◦ Γ e` una
pseudogeodetica critica in Md uscente dal punto c nella direzione h.
La seconda affermazione della tesi segue direttamente dalle formule che
permettono di calcolare tali pseudogeodetiche.
5.2.2 Un algoritmo per il calcolo delle pseudogeode-
tiche minimali in Md
In questa sezione si presenta brevemente un algoritmo per il calcolo delle
pseudogeodetiche minimali in Md introdotto in [28]. L’idea e` molto semplice.
Date due curve c0, c1 ∈ Md si determina una direzione h ∈ Tc0Md tale che,
se Γ e` la pseudogeodetica uscente da c0 nella direzione h, Γ(·, 1) = c1.
Siano (α0, β0) e (α1, β1) due frames in S
0
i,f che rappresentano rispettiva-
mente c0 e c1 e sia
B = {α0, β0, α˜, β˜} ⊆ span{α0, β0, α1, β1}
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una base ortonormale (rispetto al prodotto scalare di L2). Come nel caso del
calcolo delle pseudogeodetiche critiche, si possono fare i calcoli in St(2,R4)
e poi “rimontare” le geodetiche in St(2, L2). Siano Y0, Y1 i due frames di
St(2,R4) che rappresentano rispettivamente (α0, β0) e (α1, β1) (contengono
le coordinate di tali frames rispetto alla base B). Tutte le possibili direzioni
tangenti nel punto Y0 sono del tipo
Y˙ (0) =
(
(0, λ, v1, v2, v3)
T , (−λ, 0, v2, v4)T
)
con λ, v1, v2, v3, v4 ∈ R. Sia Y (1) il punto di arrivo della geodetica critica
uscente da Y0 nella direzione Y˙ (0). Allora la direzione cercata si ottiene
minimizzando la funzione
F : R5 → R
(λ, v1, v2, v3, v4) 7→ |Y (1)− Y1|.
Osservazione 5.2.6. Tale minimo potrebbe non essere unico.
5.2.3 Pseudogeodetiche in Mi,f
In questa sezione si descrive seguendo [28] come “rimontare” una pseudo-
geodetica fra due curve in Md in Mi,f .
Sia
C : S1 × [0, 1] → R2
(θ, τ) 7→ C(θ, τ)
un’omotopia regolare fra le curve c0, c1 ∈Mi,f .
Proposizione 5.2.7.




Dimostrazione. Basta verificare che
 ∂τC = (∂τC)
t;





































Proposizione 5.2.8. Siano c0, c1 ∈Mi,f e sia
c˜1 = v + e
ρ(c1 − c1) + c1
la curva ottenuta scalando e traslando c1. Data C omotopia fra c0 e c1 si ha
che
(i) C˜ = τv + eτρ(C − C) + C e` un’omotopia fra c0 e c˜1;
(ii) E(C˜) = E(C)+K, dove K e` una costante che dipende solo da c0, c1, v
e ρ.
Dimostrazione.
(i) C˜ e` continua, C˜(θ, 0) = C(θ, 0) = c0 e C˜(θ, 1) = C(θ, 1) = c1, quindi
C˜ e` un’omotopia fra c0 e c˜1;









τv + eτρ(C − C) + C ds













t = ∂τ C˜ = ∂τ (τv + C) = v + ∂τC
e
(∂τ C˜)
l = ∂τ ln(len(C˜)) = ∂τ ln(e
τρlen(C))
= ∂τ (τρ+ ln(len(C))) = ρ+ ∂τ ln(len(C)).
Resta da calcolare (∂τ C˜)
d:
(∂τ C˜)
d = ∂τ C˜ − (∂τ C˜)t − (∂τ C˜)l(C˜ − C˜)
= eτρ
(




Dalla Proposizione 5.2.7 segue che








= ‖∂τC‖H + |v|2 + 2〈v, ∂τC〉+ λlρ2 + 2λdρ∂τ ln(len(C))
dove la penultima uguaglianza vale perche´ 
C˜









= E(C) + |v|2 + 2〈v,
ˆ 1
0










Corollario 5.2.9. C e` una pseudogeodetica che connette c0 e c1 se e solo se
C˜ e` una pseudogeodetica che connette c0 e c˜1.
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Proposizione 5.2.10. Se C e` una pseudogeodetica allora
(i) ∂τC e` costante;
(ii) ∂τ ln(len(C)) e` costante.
Dimostrazione. Per una dimostrazione si veda [28].
Corollario 5.2.11. Se C e` una pseudogeodetica che connette c0, c1 allora
(i) C = (1− τ)c0 + τc1;
(ii) ln(len(C)) = (1− τ) ln(len(c0) + τ ln(len(c1)).
Siano c0, c1 ∈Mi,f . Si vuole trovare una pseudogeodetica C che connetta
c0 e c1, pseudogeodetica calcolata nella metrica H. Alla luce dei risultati
presentati in questa sezione si puo` procedere come segue:












2. si calcola una pseudogeodetica ˜˜C fra c˜0 e c˜1 in Md;
3. si rimonta tale pseudogeodetica in Mi,f .
Una formula esplicita per calcolare C a partire da ˜˜C si puo` ottenere
con dei semplici calcoli. Dalla Proposizione 5.2.8 segue che se C e` una
pseudogeodetica fra c0 e c1 allora una pseudogeodetica fra c0 e c˜1 e`
C˜ = −τc1 + eτ ln(len(c1))(C − C) + C
= (len(c1))
τ (C − (1− τ)c0 − τc1) + (1− τ)c0
dove l’ultima uguaglianza segue dal Corollario 5.2.11. Allo stesso modo dalla
Proposizione 5.2.8 segue che una pseudogeodetica fra c˜0 e c˜1 e`
˜˜C = −(1− τ)c0 + e(1−τ) ln(len(c0))(C˜ − C˜) + C˜
= −(1− τ)c0 + (len(c0))1−τ (len(c1)τ
(







C − (1− τ)c0 − τc1
)
dove nella penultima uguaglianza si e` usato il fatto che C˜ = (1 − τ)c0,
relazione che segue dal Corollario 5.2.11 e dalla definizione di c˜1. Ora e`
possibile ricavare C in funzione di ˜˜C:
C = (len(c0))
τ−1(len(c1))−τ





In questo capitolo si descrivono alcune applicazioni del calcolo delle pseudo-
geodetiche alla segmentazione di semplici immagini digitali. Si fara` uso della
parola “forma” per indicare un generico elemento della varieta` Mi.
1
6.1 Alcuni risultati utili nelle applicazioni
I risultati presentati in questa sezione sono fondamentali nel calcolo numerico
delle pseudogeodetiche. Il primo permette di trasformare un frame qualsiasi
in una direzione sul piano tangente a S0i in un punto, gli altri di “trasportare
punti e direzioni” dallo spazio delle curve allo Stiefel.
6.1.1 Proiezione ortogonale sul fibrato tangente di S0i
Sia V = Vod × Vod ∪ Vev × Vev.




ΠT (e, f) =
(
e− 〈e, α〉L2α− 1
2
(〈e, β〉L2 + 〈f, α〉L2) β ,
f − 〈f, β〉L2β − 1
2
(〈e, β〉L2 + 〈f, α〉L2)α
)
.
Dimostrazione. Sia (e, f) ∈ V . Si deve verificare che
1In questo contesto applicativo non e` necessario lavorare su Bi,f .
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 ΠT (e, f) ∈ T(α,β)S0i :
〈Π(e, f)1, α〉L2 = 〈e− 〈e, α〉L2α− 1
2
(〈e, β〉L2 + 〈f, α〉L2) β, α〉L2
= 〈e− 〈e, α〉L2α, α〉L2
= 〈e, α〉L2 − 〈e, α〉L2 = 0;
〈Π(e, f)2, α〉L2 = 〈f − 〈f, β〉L2β − 1
2
(〈e, β〉L2 + 〈f, α〉L2)α, β〉L2
= 〈f − 〈f, β〉L2β, β〉L2
= 〈f, β〉L2 − 〈f, β〉L2 = 0;
〈Π(e, f)1, β〉L2 + 〈Π(e, f)2, α〉L2 =
= 〈e− 〈e, α〉L2α− 1
2
(〈e, β〉L2 + 〈f, α〉L2) β, β〉L2 +
+〈f − 〈f, β〉L2β − 1
2
(〈e, β〉L2 + 〈f, α〉L2)α, α〉L2
= 〈e, β〉L2 − 1
2
(〈e, β〉L2 + 〈f, α〉L2) +
+〈f, α〉L2 − 1
2
(〈e, β〉L2 + 〈f, α〉L2) = 0;
 ΠT e` una proiezione ortogonale, cioe` ((e, f)− ΠT (e, f)) ⊥ (δ, ν) per
ogni (δ, ν) ∈ T(α,β)S0i :
〈(e, f)− ΠT (e, f), (δ, ν)〉L2×L2 =
= 〈e− Π(e, f)1, δ〉L2 + 〈f − Π(e, f)2, ν〉L2
= 〈〈e, α〉L2α + 1
2
(〈e, β〉L2 + 〈f, α〉L2) β, δ〉L2 +
+〈〈f, β〉L2β + 1
2












(〈e, β〉L2 + 〈f, α〉L2) (〈α, ν〉L2 + 〈β, δ〉L2)
= 0.
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6.1.2 L’inversa della mappa di Younes
Lo studio della “inversa” della mappa di Younes e` particolarmente impor-
tante nelle applicazioni.2 Tale “inversa” infatti permette di passare da una
curva immersa c al corrispondente frame in S0i e il suo differenziale da un





















dove c ∈Mi e ρ, ϕ sono tali che
c′(θ) = ρ(θ)(cos(ϕ(θ)) + i sin(ϕ(θ))) θ ∈ S1.
Resta da determinarne il differenziale. Vale la seguente proposizione:











Dimostrazione. Sia (δ, ν) = D(α,β)Φ
−1(h). Nella dimostrazione della Propo-























per ogni θ ∈ S1. Derivando entrambi i membri di questa eguaglianza si
ottiene la relazione
h′ = (α + iβ)(δ + iν),
da cui segue la tesi.
2In realta` si sta parlando un po` impropriamente di inversa perche´ la mappa di Younes
non e` iniettiva su S0i : e` un 2-ricoprimento. Percio` col termine “inversa” della mappa di
Younes in c ∈Mi ci si sta riferendo ad una delle due possibili scelte della controimmagine
di c secondo Φ.
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6.2 Segmentazione di immagini digitali: es-
trazione delle forme
La segmentazione di un’immagine digitale consiste nella partizione di
un’immagine in sottoinsiemi di pixel aventi qualche proprieta` in comune. Tali
sottoinsiemi di pixel sono detti segmenti o oggetti.
Se si considera l’immagine in Figura ??, e` molto semplice individuare i
suoi segmenti: il quadrato rosso centrale e la cornice bianca. Non e` pero`
Figura 6.1: Quadrato.
sempre possibile individuarli in modo univoco: quali sono gli oggetti nell’im-
magine in Figura ??? I singoli rettangoli? I sottoinsiemi di pixel costituiti
da un certo numero di rettangoli adiacenti?
Figura 6.2: Immagine tipo mondriano.
Esistono diverse tecniche per segmentare un’immagine, cos`ı come nu-
merose sono le loro applicazioni: individuazione di tumori o altre patologie
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in immagini biomediche, visione artificiale, rilevamento di oggetti in immagi-
ni satellitari, riconoscimento facciale, riconoscimento di impronte digitali,
etc.
In questa tesi si propongono alcune tecniche basate sull’idea che un ogget-
to e` descritto dal suo contorno ovvero dalla sua forma.
6.2.1 Funzionali energia
Le tecniche di segmentazione di tipo variazionale sono fra le piu` ricor-
renti in letteratura. Esse consistono nella costruzione di funzionali energia
E(c), c ∈ Mi, che siano geometrici e i cui minimi coincidano approssimati-
vamente con i contorni degli oggetti nelle immagini.
Esistono due classi di energie:
 region based energies ;
 boundary based energies.








dove f : Ω ⊂ R2 → R e` una funzione opportuna e R e` la regione del piano





dove φ e` costruita in modo da essere “piccola” sui bordi degli oggetti di
un’immagine.
In questa tesi si e` preso in considerazione un funzionale della prima classe
conosciuto come energia di Chan-Vese o alcune sue varianti, con l’aggiunta















dove I : Ω ⊂ R2 → [0, 255]3 e` un’immagine digitale. Tale funzionale e`
conosciuto in letteratura come energia di Chan-Vese.
3Il funzionale di Chan-Vese puo` essere minimizzato facilmente nella sua forma classica.
La minimizzazione e` ben piu` complessa se si aggiungono dei termini di regolarizzazione.
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Nota 6.2.1. Nel resto del capitolo si indichera` genericamente con E il fun-
zionale ECV oppure il funzionale ECV + Ereg con Ereg(c) = len(c) o Ereg(c) =
Eelastica(c) o Ereg(c) = Earc(c) o uguale a combinazioni e/o varianti di tali
funzionali.4
6.2.2 Parte interna ed esterna di una curva piana chiu-
sa
Il funzionale di Chan-Vese dipende dalla parte interna ed esterna di una cur-
va. In questa tesi si lavora su curve piane, chiuse, immerse ma non necessari-
amente embedded e si fa uso di tale funzionale, quindi e` necessario precisare
che cosa si intende per parte interna ed esterna di una generica curva piana,
chiusa e immersa.5
Definizione 6.2.2. Siano c ∈Mi, r .= supθ∈S1 |c(θ)| e x0 ∈ R2\Br+(0),  >
0. Si dice che x ∈ R2\c(S1) e` esterno alla curva c se esiste γ : [0, 1]→ R2
cammino continuo tale che γ(0) = x0, γ(1) = x e γ([0, 1]) ∩ c(S1) = ∅. Si
dice che x ∈ R2 \ c(S1) e` interno alla curva se non e` esterno.
Osservazione 6.2.3. Se c e` embedded, la Definizione 6.2.2 coincide con la
definizione classica di parte interna ed esterna.
Osservazione 6.2.4. La Definizione 6.2.2 vale anche per generiche curve
piane, continue e chiuse.
6.3 Un metodo Monte Carlo per la segmen-
tazione di immagini digitali
La prima tecnica di segmentazione presentata in questa tesi consiste in una
minimizzazione stocastica del funzionale energia di Chan-Vese.
Si consideri un’immagine e il funzionale ECV ad essa associato. Si vuole
minimizzare ECV “visitando” lo spazio delle forme e calcolando l’energia in
ogni curva “incontrata”. Esistono diversi modi per fare questa “passeggiata”
sulla varieta` Mi, ad esempio si puo` costruire un moto browniano (a tempi di-
screti) di curve ed esplorarare lo spazio delle forme seguendone la traiettoria.
Si puo` procedere secondo il seguente schema:
4Earc e` un funzionale che e` tanto piu` “piccolo” quanto una curva e` “vicina” ad essere
parametrizzata rispetto alla lunghezza d’arco.
5La parte interna ed esterna di una curva piana chiusa embedded sono definite dal
teorema della curva di Jordan (si veda ad esempio [1]).
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 si sceglie una curva c0 in Mi, un coefficiente di “temperatura” t0 ∈ [0, 1],
U0 valore aleatorio della distribuzione uniforme su [0, 1], K  0 intero
positivo e p ∈ (0, 1);
 al passo (n + 1)-esimo, si sceglie una direzione casuale hn dipendente





cˆn+1 se E(cˆn+1) < E(cn) o tn > Un
cn se tn ≤ Un .
Infine si sceglie Un+1 valore aleatorio della distribuzione uniforme e si
aggiornano tn e σn:
tn+1 =
{
tn se n+ 1 6≡ 0 (modK)
p ∗ tn altrimenti ;
σn+1 =
{
σn se n+ 1 6≡ 0 (modK)
p ∗ σn altrimenti .
6.3.1 Scelta della successione delle direzioni casuali
La scelta di una “buona” successione di direzioni casuali e` molto importante
per il buon funzionamento del metodo Monte Carlo in oggetto.
Non e` conveniente determinare una direzione casuale, ad un dato pas-
so, sul tangente di Mi perche´ le pseudogeodetiche non vengono calcolate
direttamente su tale varieta`. Il calcolo infatti viene fatto sullo Stiefel (Teo-
rema 4.2.2) e solo in seguito le pseudogeodetiche di frames ottenute vengono
rimappate su Mi (Proposizione 4.3.1 e Teorema 3.3.13).
La seconda parte di questa operazione di “rimappatura” su Mi prevede
una traslazione e un riscalamento casuale delle pseudogeodetiche calcolate
su Nd.
6 Al passo n + 1 i fattori di traslazione e riscalamento vengono scelti
come valori aleatori della distribuzione normale N (0, σ2n).
La scelta delle direzioni tangenti casuali sullo Stiefel e` molto piu` com-
plessa. Sono state analizzate principalmente due tecniche.
La prima consiste nella determinazione sul tangente di S0i in (αn, βn) =
Φ−1(cn) di un frame del tipo
δn(θ) + iνn(θ) =
Nλ∑
k=0
aσnk cos(θk) + ib
σn
k sin(θk), θ ∈ S1 (6.1)
6Le pseudogeodetiche critiche calcolate sullo Stiefel vengono mappate su Nd mediante
la mappa di Younes.
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dove Nλ e` un valore aleatorio della distribuzione di Poisson P(λ), λ > 0,
e aσnk , b
σn
k sono due valori aleatori della distribuzione normale N (0, σ2n); la
seconda del tipo




cσn,αk cos(k(θ + φk))
)
(−βn(θ) + iαn(θ)) , (6.2)
dove fmin, fmax sono due interi positivi opportunamente scelti, c
σ,α
k e` un valo-re
aleatorio della distribuzione normale N (0, σ2n) e` una costante opportuna e φk
e` un valore aleatorio della distribuzione uniforme sull’intervallo (0, 2pi).
La prima tecnica si e` rivelata poco performante per due motivi:
1. prevede un costo computazionale molto elevato dovuto al gran numero
di valori aleatori da calcolare;
2. le pseudogeotiche casuali generate non consentono una buona segmen-
tazione.
L’altra tecnica ha invece permesso di ottenere ottime segmentazioni. Di
seguito si mostrano alcuni esempi numerici ottenuti “rallentando” il moto
browniano al crescere del numero di passi.7




(a) Immagine originale (b) Immagine segmentata
(c) Maschera (d) Curva
Figura 6.3: Segmentazione ottenuta dopo circa 106 passi.
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Esempio 6.3.2.
(a) Immagine originale (b) Immagine segmentata
(c) Maschera (d) Curva
Figura 6.4: Segmentazione ottenuta dopo circa 106 passi.
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Esempio 6.3.3.
(a) Immagine originale (b) Immagine segmentata
(c) Maschera (d) Curva
Figura 6.5: Segmentazione ottenuta dopo circa 106 passi.
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Esempio 6.3.4.
(a) Immagine originale (b) Immagine segmentata
(c) Maschera (d) Curva
Figura 6.6: Segmentazione ottenuta dopo circa 106 passi.
6.4 Segmentazione mediante discesa gradiente
Uno degli aspetti piu` interessanti della metrica H e` che se un funzionale
ammette gradiente rispetto a H, questo puo` essere calcolato esplicitamente
a partire dal gradiente rispetto alla metrica H0 (Proposizione 3.3.14).
I funzionali E considerati in questa tesi (Nota 6.2.1) ammettono gradiente
rispetto a H, quindi e` possibile costruire un algoritmo di minimizzazione
mediante discesa gradiente. Si procede come segue:
 si scelgono c0 ∈Mi e τ > 0 “piccolo”;
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 al passo (n+ 1)-esimo si definisce cn+1
.
= expcn(−∇EH).
I risultati che si ottengono con questa tecnica sono buoni perche´ si pos-
sono calcolare minimi migliori di quelli ottenuti col metodo Monte Carlo e
soprattutto con molti passi in meno.
Esempio 6.4.1.
(a) Immagine originale (b) Immagine segmentata
(c) Maschera (d) Curva
Figura 6.7: Questo risultato e` stato ottenuto con circa 2.4 × 104 passi. Il funzionale
minimizzato e` E = ECV + Elen + Earc.
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Esempio 6.4.2.
(a) Immagine originale (b) Immagine segmentata
(c) Maschera (d) Curva
Figura 6.8: Questo risultato e` stato ottenuto con circa 6 × 105 passi. Il funzionale
minimizzato e` E = ECV + Elen + Earc + Eelastica.
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Esempio 6.4.3.
(a) Immagine originale (b) Immagine segmentata
(c) Maschera (d) Curva
Figura 6.9: Questo risultato e` stato ottenuto con circa 1.5 × 105 passi. Il funzionale
minimizzato e` E = ECV +Elen +Earc. La segmentazione e` paragonabile a quella ottenuta




L’ultimo metodo di segmentazione preso in esame consiste nella combinazione
del metodo Monte Carlo e della discesa gradiente. Questo metodo fun-
ziona meglio di quello totalmente stocastico perche´ spesso permette una seg-
metazione migliore con un numero di passi inferiore. Di seguito vengono
presentati alcuni esempi:
Esempio 6.4.4.
(a) Immagine originale (b) Immagine segmentata
(c) Maschera (d) Curva
Figura 6.10: Segmentazione ottenuta con circa 1.2× 105 passi.
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Esempio 6.4.5.
(a) Immagine originale (b) Immagine segmentata
(c) Maschera (d) Curva
Figura 6.11: Il metodo semistocastico a volte puo` fornire buoni risultati con un ridotto
numero di passi, in questo caso circa 105.
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Esempio 6.4.6.
(a) Immagine originale (b) Immagine segmentata
(c) Maschera (d) Curva
Figura 6.12: Questo risultato e` stato ottenuto con circa 6× 105 passi.
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