Abstract. A new extension of the weighted Montgomery identity is given, by using Taylor's formula, and used to obtain some Ostrowski type inequalities and the estimations of the difference of two integral means.
Introduction
Let f : [a, b] → R be differentiable on [a, b] , and f ′ : [a, b] → R integrable on [a, b] . Then the Montgomery identity holds [5] f
where P (x, t) is the Peano kernel, defined by
Now, let's suppose w : [a, b] → [0, ∞ is some probability density function, i.e. integrable function satisfying b a w (t) dt = 1, and W (t) = t a w (x) dx for t ∈ [a, b], W (t) = 0 for t < a and W (t) = 1 for t > b. The following identity (given by Pečarić in [6] ) is the weighted generalization of Montgomery identity
In this paper we will extend the weighted Montgomery identity (1.2) using the Taylor's formula (Section 2.), and obtain some new Ostrowski type inequalities (Section 3.), as well as some generalizations of the estimations of the difference of two weighted integral means (Section 4).
2. An Extension of Montgomery Identity via Taylor's Formula Theorem 1. Let f : I → R be such that f Proof. If we apply Taylor's formula with f ′ (t), (n ≥ 2) we have
By putting these two formulae in the weighted Montgomery identity (1.1) we obtain
Further, we have
So the reminder in the weighted Taylor formula is
Remark 1. In the special case, if we take
where
The Ostrowski Type Inequalities
In this section we generalize the results from [3] and [4] .
Theorem 2.
Suppose that all the assumptions of Theorem 1 hold. Additionally assume that (p, q) is a pair of conjugate exponents, that is 1 ≤ p, q ≤ ∞,
The constant
q is sharp for 1 < p ≤ ∞ and the best possible for p = 1.
Proof. We use the identity (2.1) and apply the Hölder inequality to obtain
For the proof of the sharpness of the constant
For 1 < p < ∞ take f to be such that
For p = 1 we shall prove that
is the best possible inequality. Suppose that
Then, for ε small enough
Now, from inequality (3.2) we have
the statement follows. In case C 1 (s 0 ) < 0, we take
and the rest of proof is the same as above.
Corollary 1. Let f : I → R be such that I ⊂ R is a open interval, a, b ∈ I, a < b and (p, q) a pair of conjugate exponents, 1 < p ≤ ∞, and f (n) p on R-integrable function for some n ≥ 2. Then we have
and the constant on the right hand side of the inequality is sharp. For p = 1 we have
and the constant on the right hand side of the inequality is the best possible.
Proof. We apply the inequality (3.1) with
.
and the first inequality follows from the Theorem 2.
By an elementary calculation we get
Now, the second inequality follows from the Theorem 2.
Remark 2. If we apply (3.1) with x = a+b 2 we get the generalized midpoint inequality
If we additionally assume that
For the generalized trapezoid inequality we apply equality (2.1) first with x = a, then with x = b then add them up and divide by 2. After applying the Hölder inequality we get
Again, if we additionally assume that w (t) is symmetric on [a, b] this inequality reduces to
The Estimation of the Difference of the Two Weighted Integral Means
In this section we generalize the results from [1] and [2] We denote
is absolutely continuous function for some n ≥ 2. 
Proof. We subtract identities Theorem 4. Assume (p, q) is a pair of conjugate exponents, that is 1 ≤ p, q ≤ ∞,
Proof. Use the identity (4.1) and apply the Hölder inequality to obtain
which proves the inequality. The proof for sharpness and the best possibility are similar as in Theorem 2.
Case [c, d] ⊂ [a, b]
Here we denote
, and 
The first and the last integrals are
Now, we suppose n is odd. The second integral is
and f ′ (s 1 ) = 0 so there are two possible cases:
The third integral is
We have g (s 2 ) = 0 and g ′ (s 2 ) = 0 so again there are two possible cases:
. Now, we suppose n is even. The second integral is
. We have f (s 1 ) = f (s 3 ) = 0 and
By an elementary calculation we also have s 3 < c < s 1 so there are two possible cases:
. We have g (s 2 ) = g (s 4 ) = 0 and g ′ (s 2 ) = 0, g ′ (s 4 ) = 0. By an elementary calculation we also have s 2 < s 4 and d < s 4 so there are two possible cases:
Finally, by summing I 1 , I 2 , I 3 and I 4 , the statement for 1 < p ≤ ∞ follows. For p = 1, by putting w (t) = 
Now suppose n is even. The second integral is .
