Abstract-Moving-horizon estimation provides a general method for state estimation with strong theoretical convergence properties under the critical assumption that global solutions are found to the associated nonlinear programming problem at each sampling instant. A particular benefit of the approach is the use of a moving window of data that is used to update the estimate at each sampling instant. This provides robustness to temporary data deficiencies such as lack of excitation and measurement noise, and the inherent robustness can be further enhanced by introducing regularization mechanisms. In this paper, we study moving-horizon estimation in cases when output measurements are lost or delayed, which is a common situation when digitally coded data are received over low-quality communication channels or random access networks. Modifications to a basic movinghorizon state estimation algorithm and conditions for exponential convergence of the estimation errors are given, and the method is illustrated by using a simulation example and experimental data from an offshore oil drilling operation.
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I. INTRODUCTION
W E CONSIDER the state estimation problem of nonlinear discrete-time systems in which a leastsquares state estimation problem can be formulated by numerically minimizing a properly weighted least-squares criterion defined on a finite data history window, subject to the nonlinear model equations and possibly other constraints [1] - [4] . This leads to a so-called nonlinear moving-horizon state estimator (NMHE). Compared to well-known suboptimal nonlinear state estimators such as the extended Kalman filter (EKF), some empirical studies [5] show that the NMHE can perform better in terms of accuracy and robustness. In fact, while the EKF summarizes the past history in the current state estimate and its covariance estimate, an NMHE can make direct use of the past data history when updating the state estimate because the update is based on a window of both current and historical measurement data in the least-squares numerical optimization criterion that can also account for state constraints. The NMHEs robust performance is a particular advantage since the EKF is based on various stochastic assumptions on noise and disturbances that are rarely met in practice and, in combination with nonlinearities, suffer from initialization errors and model uncertainty, which may lead to unacceptable performance of the EKF in some applications. The analysis of convergence of NMHE typically makes the assumption of uniform observability [1] - [4] . However, uniform observability is a restrictive assumption that is likely not to hold in certain interesting and important state estimation applications. This is particularly true for some combined state and parameter estimation problems, when the data may not be persistently exciting [6] , [7] , for systems that are detectable but not observable [6] , or when data are missing due to digital data communication errors. In these cases, the robustness and graceful degradation of the NMHE algorithm will strongly benefit from regularization mechanisms, as shown in [7] - [9] for cases when the system is detectable but the data are not persistently exciting. The above papers provide results and guidelines on the choice of terms and weighting matrices in the moving-horizon cost function in order to achieve regularization when data are not persistently exciting, based on the monitoring of information contents using singular value decomposition (SVD). This leads to different tuning criteria from, e.g., in [2] , where similarities in formulation between the NMHE and EKF are exploited for the propose choosing the weighting matrices. This paper continues the line of research presented in [7] - [10] , and specifically considers situations where output data may be missing or delayed at some sampling instants. The objective of this paper is to suggest modifications in assumptions and MHE cost function formulation, together with a convergence analysis and guidelines for design and tuning to gracefully degrade performance when necessary in such cases. While the above-mentioned references make the assumption that the system is N-detectable and data are N-exciting in order to establish estimator convergence, in this paper we generalize the assumption of data being N-exciting to data being N-informative. In simple terms, N-informative data are characterized by a sufficient number of measurements being available in an N-window with the input being N-exciting such that the state can be uniquely determined from the available measurements.
Missing or delayed data may be due to unreliable digital communication, either on noisy point-to-point links or in communication networks that share a communication channel. In the latter case, corruption of data may typically be due to data collisions in a random access protocol, or interference on a wireless (radio) communication channel that may invalidate digital data in the absence of error-correcting coding and decoding. Such data corruption may lead to delayed data in the case when the communication protocol includes automatic retransmission of lost data, or loss of data when no such quality-of-service mechanisms are utilized when erroneous data are rejected. Severe dropout rates or delays can result as a consequence of network congestion problems if, for example, retransmissions due to dropouts are allowed to escalate. We can give three practical examples where very high dropout probabilities can happen for significant time periods.
1) Wireless communication in industrial environments or mobile robotics within a nonstationary environment are characterized by moving metal, no line of sight, radio channel fading, external electromagnetic interference, and other factors [11] . Depending on the implemented protocols and communication technology, this may lead to severe data losses or delays for periods that may be beyond the window of an estimator. This may be a fairly frequent situation in some environments and can be captured by the Gilbert-Elliot channel model. 2) Several industrial networks working at the controller level share critical real-time data at update rates down to 100 ms and are based on user datagram protocol (UDP) multicast over wired Ethernet. Several failure modes have been documented causing the so-called network storm where retransmissions of packets across different network segment causes severe overloads of the network with severe data losses (e.g., [12] ). The root causes could be configuration errors or component faults in network nodes that cause unwanted retransmission of data packets which eventually may overload the network and lead to congestion. Other forms of congestions in industrial automation networks may also lead to severe losses or delays. 3) In underwater acoustic communication in networks of autonomous underwater vehicles, the channel has highly time-varying properties and the environment can in some cases be very noisy, leading to severe loss probability or latency [13] . With the increasing use of networks and wireless communication, and with the frequency spectrum being a limited resource, this is likely to be an increasing challenge in the future as cyber-physical systems are becoming reality to an increasing extent. Robust estimation with data dropout is an important challenge due to the increasing use of wireless sensor networks and networked control architectures.
Although various modifications of the Kalman filter have been developed to handle missing data, e.g., [14] - [19] , the purpose of this paper is to investigate the use of robust (regularized) NMHE in order to reap the benefits of updating estimates based on a window of data. A few studies in this direction have been reported in the literature. The use of timestamps on the measurements is proposed in [20] in order to effectively manage the moving-horizon data buffer when there is asynchronous sampling and lost and delayed data that may arrive out of sequence. In [21] , an NMHE strategy has been proposed that handles dropped measurement packets by choosing the window size to be different at each sample to ensure that a sufficient number of measurement packets are used in each state estimate update. A potential drawback of this approach is that it assumes that all sensors send their data in a common packet (i.e., either all measurements will be available in a given sample, or none). Moreover, the computational complexity may increase with the increasing window size due to lost packets, and it may be challenging to implement in real time due to inherent variations in computational complexity. In this paper, we therefore work with a fixed window size, and allow different data packets from individual sensors. It should also be mentioned that moving-horizon versions of the (linear) Kalman filter have been proposed, [22] , [23] , which could be a useful starting point for modifications to accommodate delayed or lost data, as well as nonlinear models.
We consider the moving-horizon state and parameter estimation, which in its simplest form may be viewed as the inversion of a set of nonlinear algebraic equations for the unknown states and parameters [1] . Lost output data corresponds to fewer algebraic equations, or equivalently, more unknown variables (the unknown measurements), and may potentially lead to an originally well-posed inversion problem becoming ill-posed or ill-conditioned due to the lost data. We therefore utilize the regularized moving-horizon estimator in order to provide diagnostic information and achieve graceful degradation of the estimator. In particular, diagnostic information from an SVD of the Hessian-like matrix will be provided by the estimator in order to determine which lost data items contribute the most to the estimation uncertainty or error. This will be used in an adaptive weighting scheme in the MHE cost function in order to reduce the impact of noise on the estimates of unexcited state components.
The potential industrial applications of state estimation in the presence of lost and delayed data are extensive. In this paper, we study an application in oil-well drilling, where digital communication is an essential technology in the automatic and remotely controlled drill floor machines and mud circulation system. The prevailing technologies include the use of UDP and transmission control protocol (TCP)/internet protocol protocols on ethernet for the high-level top-side control network that links various programmable logic controllers and information systems, together with reliable industrial fieldbus technology at lower level control, although there is considerable interest in the use of wireless sensor networks for monitoring [24] . An important area of research and development is the use of downhole sensors, where digital communication to the top-side control and monitoring system is essential. Because of the harsh environment, the communication over several kilometers through the mud-filled rotating drilling string is highly challenging. Mud pulse telemetry, which modulates a digital signal as pressure pulses in the drilling fluid (mud), can achieve a few bits per second communication capacity from the drill bit to the top while drilling, and is the conventional technology, e.g., [25] - [27] . Wire pipe technology is emerging and promises kilobits per second communication capacity [28] , [29] and offers considerable advantages over transmission of electromagnetic fields through the drill pipe [30] . A common challenge of all these approaches is communication reliability and corruption of data due to noise and external disturbances on the communication system [31] , [32] . The estimation of the bottom-hole pressure (BHP) is important to implement pressure control strategies for managed pressure drilling (MPD), well control, and monitoring of influx of reservoir fluids that is essential for the safety and performance of the drilling operation, e.g., [33] and [34] . The use of nonlinear MHE has been proposed for such applications [35] without considering in detail the effects of missing and delayed data.
The main contributions of this paper are the following: the nonlinear MHE problem is formulated in Section II for the case of lost and delayed data; the conditions for convergence of the state estimates and an adaptive weighting scheme are introduced in Sections III and IV, respectively, in order to facilitate regularization and tuning of graceful degradation in cases where the noisy data are not persistently exciting; an experimental case study from oil-well drilling is also included in Section VI.
II. NONLINEAR MOVING-HORIZON ESTIMATION PROBLEM WITH MISSING DATA

A. Problem Formulation
Consider the following discrete-time nonlinear system:
where x t ∈ X ⊂ R n x , u t ∈ U ⊂ R n u , and y t = (y 1 t , y 2 t , . . . , y n y t ) T ∈ R n y are, respectively, the state, input, and measurement vectors, and t is the discrete time index. The N + 1 horizon measurements of outputs and inputs until time t are denoted as
. . .
We consider the case when output data may be delayed or lost due to unreliable communication. This formulation handles both lost and delayed data, since delayed data can be inserted into the data buffer Y * t and the quality indicators of past data can be updated when delayed data arrive within the same sampling interval as new data. For data y j t −k being unavailable at time t, we use the convention that the quality indicator q y j t −k,t = 0 and the value y j t −k may be meaningless at time t; otherwise, q y j t −k,t = 1. The quality indicators are assumed to be available information to the moving-horizon observer. This is a reasonable assumption, since it can be implemented based on standard protocols with error-detection codes, such as checksums, and outage detection by time-stamps or sequence numbers.
To express Y * t as a function of x t −N and U t , note from (1b) that the following algebraic map is formulated [1] 
When all the input and output data are available such that the
is available at time t, the observer problem is to reconstruct x t −N as a function of I * t . This is considered as an inverse problem, whose solution properties depend on the function H t . If an inverse mapping of H t exists, is unique, and continuous as a function of Y * t , then this inverse problem is well-posed according to the definitions of Tikhonov and Arsenin [36] , commonly formulated as a uniform observability property [1] - [4] .
If the quality indicator q y j t −k,t = 0, then y j t −k shall be viewed as unknown, which means that the corresponding equation in (3) should be removed or given zero weight. We define
such that the elements of Y t are zero when the corresponding data is unavailable, and reformulate (3) to give zero weight on equations corresponding to missing data
In addition, the problem may also be ill-posed or illconditioned due to lack of persistence of excitation as considered in [7] . In order to take into account such data deficiencies, we consider at time t the following moving-horizon observer formulation that minimizes
with respect tox t −N,t and subject tô
where R t , W t > 0 and S t ≥ 0 are symmetric timevarying weight matrices and
The weighted Euclidean norm is defined as ||x|| P = √ x T Px for vectors x and some symmetric matrix P > 0. Let t −N,t be the associated optimal estimate. It is assumed that the a priori estimator is determined asx
and the a priori estimated output is defined as
We note that the optimization variablex t −N,t is the state estimate at the beginning of the horizon. Because of the knowledge of the mapping H t (·), this uniquely defines the state estimates at the entire horizon, including the current state estimatex t,t which is usually the main target of the estimation. We further note that the formulation can be extended with process noise (as in [4] and [2] ) or a Kalman-filter-corrected predictor for prefiltering the a priori estimate (as in [37] and [38] ) in order to reduce the estimator's sensitivity to model errors and disturbances. For simplicity, we leave out this extension in this paper. The cost function (5) consists of three terms. The first term weights the errors between the measured and predicted outputs on the horizon in a least-squares sense. The third term penalizes the difference between the state estimate at the beginning of the horizon and the one-step-ahead predicted (a priori) state estimate using the open-loop model and the previous optimal state estimate [4] . As discussed in [7] , this term has a regularizing and low-pass-filtering effect on the state estimate, as it allows the estimation to degrade to an open-loop model estimate when the first term is not sensitive to some combinations of estimated states. In particular, for detectable systems where a subsystem is not observable, the third term ensures that the unobservable states are updated according to the stable subsystem's open-loop model. Moreover, when data are not persistently exciting such that the first term is not sensitive to the state estimate, the weighting of the third term means that unexcited states are estimated in an open-loop fashion. The second term is less conventional, and introduced in order to put some weight on open-loop estimates in cases when output measurements are not available. This term allows errors in the data to be weighted against errors in the model. As will be shown in Section III, convergence can be established also when this term has zero weight (S t = 0) such that this term should be considered optional, although it might be useful to improve practical estimator accuracy in the presence of noise, model errors, and missing data.
III. CONVERGENCE
Before we state the sufficient conditions for convergence of the state estimatex t −N,t that minimizes the MHE cost function, we need to introduce some concepts and definitions. Following [1] , (1) is N-observable if there exists a K -function ϕ such that, for all x 1 , x 2 ∈ X, there exists a feasible U t ∈ U N+1 such that
The input U t and the output Y * t with the measurement quality Q Y t are said to be N-informative for the N-observable system (1) at time t if there exists a K -function ϕ t that, for all x 1 , x 2 ∈ X, satisfies
Systems and data satisfying these properties at all time instants have properties similar to uniformly observable systems and allow convergence results to be derived. On the other hand, when a system is not N-observable, it is not possible to reconstruct exactly all the state components from the N-information vector due to lack of information. However, in some cases one may be able to reconstruct exactly at least some components, based on the N-information vector, and the remaining components can be reconstructed asymptotically. This corresponds to the concept of detectability, where we suppose there exists a coordinate transform T :
The vector ξ t ∈ R n ξ contains unobservable state variables, and z t ∈ R n z contains observable state variables. Similar to H (·), the following algebraic map can be formulated [1]
and
Before we extend the definition of N-informativeness to N-detectable systems, we introduce the concept of incremental input-to-state stability (δISS) for the unobservable subsystem (9a) as in [10] . In order to be able to show exponential convergence of the estimates of the unobservable states, they must, by assumption, converge exponentially in an open-loop fashion when the observable state estimates converge exponentially. Although similar assumptions could be made (such as contraction or global exponential stability of the unperturbed unobservable subsystem), they would lead to very similar results, and we chose the present formulation in order to use a similar analysis method as in [9] and [10] .
A continuous function
2) There exists a symmetric Q ξ > 0 and symmetric u > 0
The input U t and the output Y * t with the measurement quality Q Y t are said to be N-informative for the N-detectable system (1) at time t if: 1) there exists a coordinate transform T : X → D that brings the system in (9); 2) the input U t and output Y * t with the measurement quality Q Y t is N-informative for the N-observable subsystem (9b) and (9c) at time t; 3) (9a) has a quadratic δISS-Lyapunov function (11).
As shown by the following result, for arbitrary choices of S t ≥ 0 and W t > 0, there exists a sufficiently large R t > 0 such that the observer estimation error e t −N = x t −N −x o t −N,t converges exponentially to zero under some conditions. Theorem 1: Suppose the following assumptions hold: A1) the functions f and h are twice differentiable, and the functions F 1 , F 2 , and g are twice differentiable; A2) T (x) is continuously differentiable and bounded away from singularity for all x ∈ X such that T −1 (x) is well defined; A3) the input U t and output Y * t with the measurement quality Q Y t are N-informative for all t ≥ 0 for the N-detectable system (1); A4) the signals u t , y t , and x t are bounded; A5) the set X is closed, convex, and controlled invariant, i.e., f (x t , u t ) ∈ X for all x t ∈ X and the control u t ∈ U for all t ≥ 0; A6) for any col(
Then for any S t ≥ 0 and W t > 0, there exists a sufficiently large weight matrix R t > 0 such that, for any initial a priori estimatex 0,N ∈ X, the observer error converges exponentially to zero.
Proof: See Appendix. We remark that the closed set X is chosen by the user primarily in order to represent physical constraints on the state estimates, although its choice may be limited as a result of validity of the model or assumptions that must hold on this set X. With the choice X = R n , we get a global exponential convergence result. In other cases, the region of attraction of the estimate will not be global, but limited by the set X.
The key assumption is A3), which requires that the system is N-detectable and the data are N-informative, which means that a sufficient number of exciting measurements are available. This means that the NMHE is inherently robust to delayed and lost data, provided that the amount of missing data is not too large compared to the window size N. In [21] , it was proposed to handle lost data by online adaptation of the window size N in order to guarantee that the window of information is Ninformative at each time step. While increasing the window size N will generally improve robustness, it may still be not desirable to do so. The two main reasons are increased computational complexity of the online nonlinear program, and increased degree of filtering of the estimate that may be undesired if operating in a nonstationary or highly timevarying environment which requires that the state estimator adapts quickly to rapidly changing parameters.
In this paper, we take into account that violation of the assumption of N-informative data may be expected, and the robustness of the NMHE algorithm to such data deficiency can be further enhanced using an adaptive weight selection algorithm as described in Section IV.
IV. ADAPTIVE WEIGHTING AND FURTHER ROBUSTNESS
This section provides some further regularization mechanisms and tuning guidelines to ensure robustness and graceful degradation when significant amounts of measurements are delayed or lost. First, we provide a characterization of the requirements on the weight matrix R t based on Theorem 1 for the case when the assumptions are fulfilled.
Proposition 1: Define the following matrixes
where t and t are defined in Lemma 2 in the Appendix. For a suitable scalar α > 0, matrix = T > 0, and matrix P 2 = P T 2 > 0 for all t ≥ 0, if the weight matrix R t is chosen such that the following matrix inequalities holds, where η = [0 n z ×n ξ , I n z ]:
then the observer error is exponentially stable.
Proof: See Appendix. Fulfillment of (12a) at all time instants t requires that t has full rank, which is guaranteed by data being N-informative. Equation (12a) ensures that the chosen Lyapunov function decreases at each time instant. This is a sufficient condition which may not be necessary, and it may be sufficient that the Lyapunov function "decreases on average" as commonly exploited when using the concept of persistence of excitation. Intuitively, it is therefore reasonable to believe that some stability and convergence properties can still be achieved if this assumption is mildly violated, assuming that there are "enough measurements on average." Due to the second and third terms in the cost function, the estimator functionality degrades to an open-loop observer in such cases, with selectivity such that the available measurements are still fully utilized in situations with partial measurements being available (like one of two outputs available). As discussed in [7] , these regularization mechanisms may be sufficient in cases when the system is open-loop asymptotically stable. However, when the system is marginally stable (e.g., by joint identification of parameters θ with a state augmentation of the model withθ = 0), or unstable, the open-loop integration of the model in the estimator may lead to drifting estimates. As described in [39] - [42] , the use of directional updating based on a decomposition of the information matrix can be used to prevent updating of combinations of state variables for which no information exists in the data. Effectively, this prevents drifting estimates due to noise and model errors that would otherwise be the dominant driving force of the estimate updates. Following [7] , we implement an adaptive (directional) weighting algorithm using SVD. We define the data-quality-weighted Jacobian-like matrix
Note that in the nonlinear MHE formulation, the matrix T t R t t plays a similar role as a weighted information matrix, and for small errors ||e t −N ||, the approximation accuracy may be expected to be good.
Consider the SVD [43] t =Ũ tStṼ
The singular values are the diagonal elements of the matrixS t . Any singular value that is zero (or close to zero) indicates that a state component is either not observable or that the data are not sufficiently informative (or only weakly informative). Moreover, the corresponding row of theṼ t matrix will indicate which components cannot be estimated. The Jacobian has the structural property that its rank will be no larger than dim(z) = n z , due to certain components being unobservable. Whether the data are N-informative may therefore be monitored through the robust computation of the rank of the Jacobian matrix using the SVD. One may selectively and gracefully degrade the performance of the observer to an openloop observer for those state components for which the data are not N-informative, while the other state components are updated using the data. To pursue this objective, we propose to choose R t such that
where β > 0 is a scalar, and the thresholded pseudoinversẽ S
where σ t,1 , . . . , σ t, are the singular values larger than some threshold ρ > 0, and the zeros correspond to small singular values whose inverse is set to zero [43] . Then we have
where D = diag(0, . . . , 0, 1, . . . , 1). For N-informative input and ρ > 0 sufficiently small, [7] , such choice of R t also satisfies that T t R t t = β I > 0, which clearly satisfies (12a) for sufficiently large β. The problem comes to finding a suitable β such that (12) holds. Since (12b) may give a conservative bound P 2 and the matrix t may be hard to compute, a qualitative guideline is to choose β > 0 sufficiently large. A large β contributes to fast convergence, while robustness to measurement noise must be taken into consideration and will be a primary reason why β should not be chosen very large.
Scaling of the model equations and variables is instrumental for the approach since the thresholded SVD is used to determine directions in the state space that should be updated based on data, and those that are not to be updated due to lack of information. In order to allow a direct comparison of the (scalar) singular values, all variables need to be scaled appropriately. Numerical robustness and simplification of the tuning are other good reasons for scaling. Determining the scaling factors is usually done in two steps. First, rough scaling is done in order to account for different physical units, e.g., scale all to a range 0-100. Second, some fine-tuning of the scaling is done in order to maximize the performance of the observer. This usually requires an iterative procedure with some trial and error, having in mind the importance of the individual variables in a given application. (4) andȲ t according to (8) . 4) Compute the approximation of t according to (13) using numerical finite-difference approximations or analytical expressions. 5) Compute the SVD of t , see (14) and [43] . 6) Compute R t according to (15) . 7) Solve the nonlinear programming problem with objective function (5) and (6) using numerical solvers (such as NPSOL that was used in the examples) for the updated state estimatex t −N,t . 8) Update the a priori estimate according to (7) , and return to step 2 for the next update.
For inputs that are not N-informative, the parameter ρ > 0 may be tuned in order to enhance robustness of the algorithm such that R t gives zero weight on state combinations for which there is insufficient information. The qualitative guideline is that increased ρ will require a higher degree of information in order to update estimates and thereby improve robustness to noise, missing data, and model uncertainties at the cost of convergence speed. The choice of ρ may require extensive simulation and experimental testing since the primary objective of the thresholded SVD is to avoid undesired parameter estimator drift due to model errors under conditions characterized by lack of excitation or too little available data. It may also require retuning of the weights in W t and some rescaling of variables in order to tune the responses of the individual parameter estimates.
The second term in the NMHE criterion, which is weighted with S t , is introduced to allow simulated output data to be used as a substitute when real measurements are not available. The elements of S t are tuning parameters that should increase with the confidence in the model, increase with measurement noise levels, but should usually be less than R t since real measurements should be trusted more than simulated measurements.
Clearly, the choice of window size N is important for the performance of the algorithm. There are several effects involved. First, an increased window size N will lead to a high degree of low-pass filtering in the MHE. This has the benefits that effects of uncertainties such as noise, missing data, and model errors are reduced, while the main drawbacks are reduced speed of convergence and increased computational load. Moreover, for a given application there is a minimum N ≤ n that is necessary in order to achieve N-observability of the system. It should be remarked that increasing N is not the only option for increasing the degree of low-pass filtering within the MHE, as increasing the weights in W t will also have this effect.
We mention that the diagnostic information resulting from the SVD could potentially be used to prioritize retransmission requests for critical data while less important data need not be with 80% data loss probability by MHE x 3 with 80% data loss probability by Kalman Filter x 3 by measurements time with new data requested to be retransmitted. This contributes to the overall objective of greedy use of communication capacity in order to improve overall communication performance in terms of latency, power consumption, and data integrity.
V. SUMMARY OF ALGORITHM
In summary, the estimation algorithm consists of Algorithm 1.
VI. EXAMPLES
A simulation example is first used to illustrate the main ideas, while the performance of the approach is evaluated using experimental data from an offshore oil-well drilling operation in the second example. In the examples, we use the NPSOL sequential quadratic programming algorithm to solve the nonlinear MHE problems. MATLAB is used for simulation and other computations, with the TOMLAB interface to NPSOL.
A. Example 1: Mixed State and Parameter Estimation
Consider the systemẋ
It is clear that x 1 is not observable, but corresponds to a δISS system, while x 2 and x 3 are observable state variables. It is also clear that our ability to exactly compute x 3 from the measured input and output data will depend on the excitation u, while x 2 is uniformly observable. One may think of x 3 as a parameter representing an unknown gain on the input, where the third state equation is an augmentation for the purpose of estimating this parameter. The same observability and detectability properties hold for the discretized system with sampling interval t f = 0.1 s. It is easy to see that (17a) has a quadratic δISS-Lyapunov function.
In the example, the input u is discrete-time white noise, which is highly exciting. Independent uniformly distributed measurement noise v ∈ [−0.05, 0.05] is added to the output. Different scenarios are generated by simulating different percentages of lost output measurements. A window size N = 8 was chosen. This window is larger than the theoretical minimum, and was found to improve the robust performance of the method. The criterion weight parameters are set to S t = 0.1I and W t = 0.7I , and use the adaptive weighting law (15) to define R t using β = 10. This tuning was made as a tradeoff between fast response and sensitivity to noise. The threshold ρ = 0.01 was tuned to avoid drifting estimates during periods with insufficient measurements.
We evaluate the NMHE performance using the root-meansquare error (RMSE) as
where e t is the estimation error at time t, and M = 100 is the length of the simulation run. The simulation results with different measurement loss probabilities, as well as the average of RMSE of state estimates, are shown in Table I for 20 different initial states. Table II shows the results obtained by the method in [19] , where the EKF is implemented with mechanisms to handle intermittent observations. For the EKF, it is assumed that the disturbance standard deviation is 0.0167, and the same initial estimates were used in the EKF and NMHE.
From Tables I and II , it can be concluded that the accuracy of the proposed NMHE method is better than that of the EKF. Fig. 1 shows the estimates of these two methods with the same initial state estimate when the probability of missing data is 80%. From Fig. 1 , it can be observed that x 3 estimated by the EKF is updated only when new measurements become available, which leads to a somewhat slow response. On the other hand, x 3 estimated by the proposed NMHE is updated at each time step due to the window of data, which results in improved accuracy compared to the implemented EKF. It takes on average around 50 ms to compute the state estimate with the NMHE method at each step, while the computation time of the EKF is around 5 ms. Although these computations were made in MATLAB on a standard PC without any attempt to optimize the implementation for computational efficiency, we believe their ratio is a fairly valid indicator of their computational performance ratio.
The results shows that performance degrades gracefully, with a fairly small reduction in estimation accuracy up to about 30% loss probability. Even at 80% loss, the estimator gives robust estimates with performance degradation of a factor less than 5. 
B. Example 2: Estimation of BHP During Oil-Well Drilling
In this example, we here implement the proposed approach to estimate the BHP during a MPD operation. MPD is a drilling process used to precisely control the annular pressure profile throughout the well bore (Fig. 2) . The drilling fluid (commonly called mud) is pumped down the rotating drillpipe. At the drill bit at the bottom of the hole, the fluid is allowed to flow through the drill bit as it rotates to make the hole and circulate back to the top side through the annulus. The purpose of this flow is twofold. First, it removes cuttings from the drilling at the bottom hole, and second, it provides a pressure in the well that acts as a barrier against uncontrolled inflow of hydrocarbons that might occur if an oil or gas reservoir is penetrated. The pressure should be controlled accurately within the range between the pore pressure of the reservoir and the fracture pressure, beyond which the drilling fluid may cause damage to the well bore, using the choke or backpressure pump. The circulation of the drilling fluid also involves some top-side processing in order to remove foreign elements from the fluid before it is circulated. To model the MPD drilling system for use in the estimator, we use a simplified model developed in [44] . The parameters used in the example are given in Table III. The MPD system can be described aṡ In this example, it is assumed that the parameters λ 1 and λ 2 are unknown. With this parameterization, one may expect that the model is overparameterized such that the persistence of excitation condition (and uniform observability) will not hold. This challenging parameterization is chosen in order to illustrate the power of the proposed method, and in particular that the algorithm will accurately detect the information content of the available data at any time and adapt the 
Some parameters such as
, p c , and p p can be measured by sensors while drilling. These are available at t f = 1 s sampling rate from the topside instrumentation and drilling mud logging system. Then the corresponding states, inputs and outputs, and time-varying disturbances are given as
whereV a = Aḣ is a known input. The available data consists of an experimental time series from an MPD drilling operation in the North Sea. The input signals are shown in Fig. 3 . Some of the measurements are noisy and also contain outright errors in some places. There are several uncertainties in the drilling operation due to missing and inaccurate configuration data (inaccurate well profile plan compared with that actual achieved). Normally, a 5-bar difference between true BHP and estimated BHP is to be expected in many cases.
The window size is chosen as N = 10. We choose the tuning parameters of the cost function as S t = 0.01I and W t = 0.3I , and utilize the SVD-based adaptive weighting law with tuning parameters β = 0.1 and ρ = 0.001 to define R t . The state variables are scaled with factors 0.1 for p c , 0.1 for p p , 1 for q b , and 0.001 for both λ 1 and λ 2 . These tuning parameters were found after some trial and error in order to achieve a satisfactory combination of fast estimation and high robustness to uncertainties such as noise and data losses. Our experience is that the performance is not very sensitive to the choice of tuning parameters.
In the base case, all data points are available, while different datasets with different loss probabilities were generated by randomly and independently picking out a certain percentage of the data points. Table IV shows the different measurement loss probabilities and RMSE between measurements and the estimations during t total = 1650 s. Table V shows the accuracy of the implemented EKF [19] , indicating that better accuracy in estimating the BHP is achieved with the NMHE method. The average computation time is around 400 ms at each step for the NMHE method, while it takes 30 ms for EKF. Although these computations are made in MATLAB on a standard PC without any attempt to optimize the implementation for computational efficiency, we believe their ratio is a fairly reasonable indicator of their computational performance ratio. Comparison of the accuracy between estimates and experimental data with data loss probabilities in the range of 0%-70% are shown in Figs. 4-8 .
VII. CONCLUSION
The use of nonlinear moving-horizon estimation was evaluated for applications where output data may be lost or delayed due to unreliable digital communication. The contributions of this paper were nonlinear MHE formulations and weight selection methods that ensure robustness modifications using regularization. The regularizing mechanisms were: stabilizing terms in the cost function, which ensures graceful degradation to an open-loop observer; and an SVD-based weight selection method, which avoids drift of estimates when data are not informative and the dynamic model of the plant does not have strong enough internal open loop stability. Simulation and experimental results from an oil-well drilling application showed that the performance of the nonlinear MHE degrades gracefully even when output measurements are lost with a probability above 50%. Taking zero as the lower bound on the rest terms of (5), we get (22) . Since the data are N-informative, the matrix t has full rank and T t R t t > 0 for all t. Lemma 2: Define the matrices 
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