Background {#Sec1}
==========

The stepped-wedge trial (SWT) design, also known as the 'waiting list' or 'phased implementation' design, is a relatively new trial design which is increasing in popularity \[[@CR1]\]. A recent systematic review of SWTs published between 2010 and 2014 identified a total of 37 studies \[[@CR2]\], whereas a previous review of SWTs published prior to January 2010 identified only 25 studies \[[@CR3]\], of which only two were published prior to the year 2000. SWTs are, however, still a relatively rarely used design compared with others.

SWTs are usually cluster randomised due to the nature of the interventions that they are typically used to assess \[[@CR4]\]. The stepped-wedge cluster randomised trial (SW-CRT) begins with no clusters in the intervention arm, and all of the clusters in the control arm \[[@CR5]\]. Clusters are randomised to move to the intervention at prespecified times, known as steps, so that by the end of the trial all clusters are receiving the intervention \[[@CR5]\]. One or more clusters may be randomised to switch at each time point; however, it is usual for an identical number of clusters to switch each time \[[@CR5]\]. Measurements are obtained from each cluster between each step; they can be obtained from the same individuals each time (cohort) or from different individuals (cross-section) each time or be a mix of the two \[[@CR6]\]. Figure [1](#Fig1){ref-type="fig"} gives a schematic for an example SW-CRT.Fig. 1An example schematic of a stepped-wedge cluster randomised trial design. Each cell represents a data collection point. Shaded cells represent intervention periods and blank cells represent control periods

There are several advantages to SW-CRTs which can make them desirable for assessing the efficacy of certain interventions. These advantages have been widely reported \[[@CR1], [@CR7], [@CR8]\] and include having each cluster acting as their own control \[[@CR1], [@CR7]\], not withholding the intervention from a group of participants \[[@CR1], [@CR7], [@CR8]\], and being able to experimentally assess the effectiveness of an intervention that for practical, logistical or financial reasons it may not be possible to assess using another design of trial \[[@CR7], [@CR8]\]. There are even occasions when the SW-CRT is more efficient than a parallel design, requiring a smaller sample size and fewer clusters \[[@CR7]\]. However, there are disadvantages to SW-CRTs. Unlike a parallel design, for example, the length of a SW-CRT cannot be increased to meet recruitment targets, potentially resulting in under-powered trials. Furthermore, the analysis of SW-CRTs is complex. Hussey and Hughes \[[@CR8]\] suggest that these studies should be analysed using generalised linear mixed models, linear mixed models or generalised estimating equations (GEEs); however, the performance of these models depends on the number of clusters, as well as whether the cluster sizes are equal or unequal \[[@CR8]\]. These trials face the same problems as other cluster randomised trials (CRTs), with issues of unequal recruitment to clusters and the potential for entire clusters to drop out of the study. However, unlike other designs of CRTs, where sample size calculations have been developed to adjust for unequal cluster sizes, no such calculations have been proposed for use in SW-CRTs with unequal cluster sizes. In fact, the effect of an imbalance in cluster sizes on the power of SW-CRTs has yet to be reported.

Sample size calculations for CRTs {#Sec2}
---------------------------------

The optimal sample size for a CRT is most often found by inflating the sample size obtained for an individually randomised trial by a design effect (DE) which accounts for the clustering \[[@CR6]\]. For a CRT with equal cluster sizes, this is given as a function of the size of the clusters, *m*, and the intracluster correlation coefficient (ICC), *ρ* \[[@CR9]\]:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {DE}_{\mathrm{CRT}}=1+\left( m-1\right)\rho . $$\end{document}$$

The ICC is defined as the proportion of variance accounted for by the variation between the clusters \[[@CR9]\] and characterises the correlation between individuals from the same cluster \[[@CR8]\]. The required sample size is found by multiplying the sample size for an individually randomised trial by the DE.

Many variations on this DE have been suggested for use in CRTs with unequal cluster sizes \[[@CR10]--[@CR12]\]. However, most of these methods require prior knowledge of the actual cluster sizes, as well as the value of the ICC; this information is usually not known until after the trial has been conducted \[[@CR9]\]. Assuming a cluster-level analysis of a continuous outcome, Eldridge et al. \[[@CR9]\] presented a simple DE that does not require prior knowledge of cluster sizes. This method is based on a cluster weights adjusted DE, also given by Manatunga et al. \[[@CR11]\], and uses the mean cluster size, $\documentclass[12pt]{minimal}
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                \begin{document}$$ \overline{m} $$\end{document}$, and the coefficient of variation in cluster size (CV), which is the ratio of the standard deviation of cluster size to the mean cluster size. The cluster weights adjusted DE is given as:$$\documentclass[12pt]{minimal}
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The minimum variance weights adjusted DE given by Kerry et al. \[[@CR10]\] is not amenable to a simpler reduction in terms of the CV, and therefore requires prior knowledge of the size of the clusters. It is given as:$$\documentclass[12pt]{minimal}
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Sample size calculation for SW-CRTs {#Sec3}
-----------------------------------

In 2013, Woertman et al. \[[@CR7]\] derived a simple sample size formula for SW-CRTs from the formulae provided by Hussey and Hughes \[[@CR8]\]. This formula assumes that there is no cluster by time interaction or within-subject correlation over time (i.e. cross-sectional design) and that each cluster is of an equal size. The DE derived by Woertman et al. \[[@CR7]\] for calculating the sample size for a SW-CRT is:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {DE}_{\mathrm{SW}{\textstyle \hbox{-}}\mathrm{CRT}}=\frac{1+\rho \left( k tm+ bm-1\right)}{1+\rho \left(\frac{1}{2} ktm+ bm-1\right)}.\frac{3\left(1-\rho \right)}{2 t\left( k-\frac{1}{k}\right)}, $$\end{document}$$where *ρ* is the ICC, *k* is the number of steps, *t* is the number of measurements taken after each step, *m* is the number of subjects within a cluster, and *b* is the number of measurements taken at baseline \[[@CR7]\]. The required sample size for the SW-CRT is then calculated by multiplying the sample size for an individually randomised trial by the SW-CRT DE.

Although Hemming et al. \[[@CR13]\] have recently published analytical formulae of power calculations for several variations on Hussey and Hughes's formula \[[@CR8]\], there is still a dearth of literature on sample size and power calculations for SWTs when compared to other designs of CRT. In particular, existing guidance focusses mainly on the cross-sectional design and assumes equality of cluster sizes, no intervention by time interaction, no cluster-by-intervention effect and categorical time effects \[[@CR6]\].

The objective of our research was to explore possible adjustments to the DE to be used in calculating the sample size of SW-CRTs with unequal cluster sizes. We propose two adjusted DEs based on those used in CRTs and assess their appropriateness, as well as that of the Woertman et al. DE \[[@CR7]\], by determining whether they give appropriate power under varying degrees of imbalance in cluster size.

Methods {#Sec4}
=======

Proposed design effects for SW-CRTs with unequal cluster sizes {#Sec5}
--------------------------------------------------------------

By multiplying the sample size for an individually randomised trial by the standard DE for CRTs, and assuming equal cluster sizes, the sample size for an individually randomised trial is adjusted for the effect of clustering. The adjusted DEs make additional adjustments for the effect of an imbalance in cluster sizes. A 'correction term' can then be found by subtracting the standard DE from each adjusted DE. This gives the component of the DE that adjusts for the effect of an inequality in cluster size. By adding these correction terms to the standard DE for a SW-CRT, the sample size for an individually randomised trial can be adjusted for the effect of an inequality in cluster size, in addition to the effects of the clustering and stepped-wedge design:
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Using the cluster and minimum variance adjusted weights DEs, given previously, we propose two adjusted DEs for SW-CRTs with unequal cluster sizes. One uses the CV in cluster size, whereas for the other, the size of each cluster must be specified. The number of subjects in each cluster in the unadjusted DE is replaced by the average cluster size, $\documentclass[12pt]{minimal}
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and the minimum variance weights adjusted DE is:

where *ρ* is the ICC, *k* is the number of steps, *t* is the number of measurements taken after each step, $\documentclass[12pt]{minimal}
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                \begin{document}$$ \overline{m} $$\end{document}$ is the average cluster size, *b* is the number of measurements taken at baseline, CV is the coefficient of variation in cluster size, *I* is the number of cluster and *m* ~*i*~ is the size of the i^th^ cluster. The sample size for a SW-CRT with unequal cluster sizes can then be found by multiplying the required sample size for an individually randomised trial by one of the adjusted DEs.

Estimating the CV in cluster size {#Sec6}
---------------------------------

An estimate of the CV in cluster size can be obtained by several methods, as described by Eldridge et al. \[[@CR9]\]. This can include using previous studies, similar to the current study, to estimate the CV; however, since SWTs are a relatively new design this may be difficult. It may instead be possible to investigate and model possible sources of variation in cluster size by distinguishing between the number of individual participants in each cluster and the wider pool of individuals from which the participants are drawn \[[@CR9]\]. The possible sources of variation can include: the distribution of the pool of individuals for each cluster; the strategies for recruiting a cluster from this population and individuals from the clusters; the patterns of response and dropout from clusters and individuals; and the distribution of eligible individuals in each cluster \[[@CR9]\].

A more simple method of estimating the CV, when other methods are not feasible, involves using an estimate of the mean cluster size and the likely range of cluster size to give an approximation of the CV \[[@CR9]\]. The standard deviation of cluster size is approximated by dividing the likely range of the cluster sizes by 4 \[[@CR9]\]. The CV is then the ratio of the estimated standard deviation in cluster size to the mean cluster size.

Simulation study {#Sec7}
----------------

A Monte Carlo-type simulation study was conducted, using 5000 simulation runs. The unadjusted DE given by Woertman et al. \[[@CR7]\], as well as our two proposed adjusted DEs, were used to calculate the required sample sizes for SW-CRTs with fixed power, significance level of test, effect size, ICC and number of measurements taken at each time point. Various combinations of degree of imbalance in cluster size, number of steps and average cluster size were then imposed. Data were simulated for each of these SW-CRTs using the model given by Hussey and Hughes \[[@CR8]\] (Additional file [1](#MOESM1){ref-type="media"}), and the power to detect the true intervention effect estimated. The values of the parameters used in the simulations are given in Table [1](#Tab1){ref-type="table"}. These values were chosen as they are commonly used in simulation studies conducted in CRTs \[[@CR14]--[@CR16]\] and are, therefore, easily transferable to SW-CRTs. Between three and eight steps were chosen after examining the results of a systematic review of SW-CRTs, which found that the majority of trials had this number of steps \[[@CR3]\]. The cluster sizes were chosen so that they covered the range of median cluster sizes found in systematic reviews of CRTs \[[@CR17]--[@CR19]\].Table 1Parameters used during the simulation study and their valuesSimulation parameterValuesType I error, *α*0.05Power, 1 − *β*80%ICC, *ρ*0.05Effect size0.2Average cluster size10, 20, 30, 40Number of steps3, 4, 5, 6, 7, 8Number of measurements taken at each time period1Imbalance in cluster sizeNone, moderate, Poisson, Pareto 60:40, Pareto 70:30, Pareto 80:20

To provide a focussed study on the effect of a global imbalance in cluster size on the power of SW-CRTs, the investigation was limited to cross-sectional SW-CRTs, with a continuous outcome, one measurement taken during each time period, the same number of clusters switching at each step, and no fixed time effect or delay in the effect of the intervention. We focussed on SW-CRTs where the number of individuals at each measurement period remained constant within a cluster, but where a global imbalance in the number of individuals between the clusters was introduced. The cluster sizes given are the sizes of each cluster during every measurement period. Without loss of generality, the grand mean of the response variable was set equal to 0 and the pooled variance was fixed at 1, as was used by Corrigan et al. \[[@CR15]\] and Guittet et al. \[[@CR14]\] in their simulation studies on CRTs. The between-cluster and within-cluster variances could then be written as *ρ* and 1 − *ρ* respectively, where *ρ* is the ICC.

Six types of imbalance in cluster size were introduced: none, moderate, Poisson, 60:40 Pareto, 70:30 Pareto and 80:20 Pareto \[[@CR14]\]. These six methods generated varying degrees of imbalance in cluster size. When there was no imbalance in cluster size, the same number of individuals were allocated to each cluster during every time period, resulting in a CV in cluster size of 0. A moderate imbalance was introduced by, for each individual, randomly selecting with equiprobability the cluster to which they belonged at baseline and allowing the cluster size to then remain the same for the duration of the trial, creating a small imbalance in cluster size \[[@CR14]\].

A Poisson imbalance was introduced by randomly selecting the size of each cluster from a Poisson distribution with parameter equal to the average cluster size per measurement period \[[@CR14]\]. Individuals were then randomly allocated to a cluster \[[@CR14]\]. If the sum of the cluster sizes was greater or less than the required sample size then individuals were randomly removed from, or added to, the clusters until the desired sample size was reached. This introduced a similar level of imbalance in cluster size to the moderate type imbalance \[[@CR14]\].

The three Pareto type imbalances were introduced by creating two strata, one of large clusters and the other of small clusters \[[@CR14]\]. Therefore, for an 80:20 Pareto imbalance: 80% of the individuals were assigned to the large cluster stratum, and the remaining 20% to the small cluster stratum. Twenty percent of the clusters were then assigned to the large cluster stratum, and the remaining 80% to the small cluster stratum. Within each stratum, individuals were randomly allocated to clusters so that each cluster contained the same number of individuals \[[@CR14]\]. The range of Pareto type imbalances used in this investigation gave larger values of the CV than the other types of imbalance, thus providing a range of values of the CV in cluster size.

The CV in cluster size was estimated by running 1000 simulations for each combination of average cluster size per measurement period, number of steps and type of imbalance, and finding the mean cluster size per measurement period and standard deviation of cluster size. The CV was then calculated as the ratio of the standard deviation in cluster size to the mean cluster size per measurement period.

The required sample sizes using the standard and cluster weights DEs were calculated analytically using the estimated value of the CV for each type of imbalance in cluster size. The required sample size using the minimum variance weights adjusted DE was found by simulating a single dataset under each type of imbalance in cluster size and combination of other parameters and recording the size of each cluster at each measurement period. These cluster sizes were then used during the calculation of the DE. The CV used to calculate the minimum variance weights sample size, therefore, differs slightly from the CV for the other methods.

Analyses were conducted using GEEs with an exchangeable correlation matrix and robust standard errors. The GEE model included the response variable, treatment group and time period as covariates, and allowed for the grouping of individuals within clusters.

To examine the effect of unequal cluster sizes on the power of the SW-CRTs as the number of steps changed, the average cluster size at each measurement period was fixed at 20, whilst the number of steps was varied. To examine the effect of unequal cluster sizes on the power of the SW-CRTs as the average cluster size changed, the number of steps was fixed at four, whilst the average cluster size at each measurement period was varied.

All simulations were conducted in Stata MP 12.1. The programmes written for the simulation study are given in Additional file [2](#MOESM2){ref-type="media"}.

Results {#Sec8}
=======

Sample size calculated using the unadjusted DE, Woertman et al. \[[@CR7]\] {#Sec9}
--------------------------------------------------------------------------

### Varying the number of steps {#Sec10}
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Varying degrees of imbalance in clusters size were imposed, resulting in values of the CV in cluster size ranging from 0 to 1.689 (Table [2](#Tab2){ref-type="table"}). Moderate and Poisson type imbalances resulted in similar, small values of the CV, which remained constant as the number of steps increased. The Pareto imbalances gave increasing values of the CV as the imbalance became more extreme and these values remained fairly constant as the number of steps increased.

The varying degrees of imbalance in cluster size induced by the different types of imbalance in cluster size did not have a notable effect on the power of the SW-CRTs (Fig. [2](#Fig2){ref-type="fig"}), with the power not dropping below the actual power by any more than 1.3 percentage points. Even when the CV in cluster size was at its greatest (1.689) the power did not drop below the actual power for each trial (Table [2](#Tab2){ref-type="table"}) and the power was often greater than the actual power. This indicated a certain amount of noise around the estimates, as has been seen elsewhere \[[@CR20]\], and meant that a consistent pattern could not be observed.Fig. 2Power of stepped-wedge cluster randomised controlled trials (SW-CRTs) with varying number of steps, as variability in cluster size increases. The simulated power, relative to the analytical power, of SW-CRTs with increasing variability in cluster size, numbers of steps ranging from three to eight, average cluster size fixed at 20 and sample size calculated using the Woertman et al. design effect (DE) \[[@CR7]\]. The type I error, power, intracluster correlation coefficient (ICC) and effect size were 0.05, 80%, 0.05 and 0.2, respectively

### Varying average cluster size {#Sec11}

The Woertman et al. DE \[[@CR7]\] was then used to calculate the required sample size for SW-CRTs with the number of steps fixed at four and the average cluster size varying between 10 and 40. The resulting sample sizes are given in Table [2](#Tab2){ref-type="table"}. In order for the same number of clusters to switch at each step, the sample sizes were inflated by between 1.9% and 6.7% (Table [2](#Tab2){ref-type="table"}). The powers estimated by simulation for these trials were between 79.7% and 83.3% when there was no imbalance in cluster size (Table [2](#Tab2){ref-type="table"}). The actual powers, calculated by hand, varied from the simulated powers by up to 1.1 percentage points (Table [2](#Tab2){ref-type="table"}).

Using the same six types of imbalance in cluster size, the CV took similar values, ranging from 0 to 1.673 (Table [2](#Tab2){ref-type="table"}). For the moderate and Poisson imbalances, the CV in cluster size was seen to decrease as the average cluster size increased, whereas for the Pareto imbalances the CV was seen to increase as the average cluster size increased.

The varying degrees of imbalances in cluster size induced by the different types of imbalance in cluster size did not have a notable effect on the power of the SW-CRTs (Fig. [3](#Fig3){ref-type="fig"}). Even when the CV in cluster size was at its greatest (1.673) the power did not drop below the actual power for each trial by more than 1.7 percentage points (Table [2](#Tab2){ref-type="table"}). Again, a certain amount of noise was observed in the estimates, as has been seen elsewhere \[[@CR20]\], and meant that a clear pattern could not be observed.Fig. 3Power of stepped-wedge cluster randomised controlled trials (SW-CRTs) with varying average cluster size as variability in cluster size increases. The simulated power, relative to the analytical power, of SW-CRTs with increasing variability in cluster size, average cluster size ranging from 10 to 40, number of steps fixed at four and sample size calculated using the Woertman et al. design effect (DE) \[[@CR7]\]. The type I error, power, intracluster correlation coefficient (ICC) and effect size were 0.05, 80%, 0.05 and 0.2, respectively

Sample size calculated using the two proposed adjusted DEs {#Sec12}
----------------------------------------------------------

When there was no imbalance in cluster size, CV = 0, both proposed adjusted DEs gave the same sample size as when the standard, Woertman et al. DE \[[@CR7]\] was used (Table [2](#Tab2){ref-type="table"}). This was the case for all combinations of average cluster size and number of steps that were investigated.

### Varying the number of steps {#Sec13}

The two proposed adjusted DEs were used to calculate the sample sizes for SW-CRTs with average cluster size fixed at 20 and number of steps varying between three and eight (Table [2](#Tab2){ref-type="table"}). When the CV in cluster size was small (moderate or Poisson type imbalance), the sample sizes calculated using either of the proposed adjusted DEs did not increase by more than one additional cluster per step, compared to when the sample size was calculated using the Woertman et al. DE \[[@CR7]\]. In fact, the total sample size required often remained unchanged (Table [2](#Tab2){ref-type="table"}).

As the imbalances in cluster size became more severe, the sample sizes calculated by both of the proposed adjusted DEs varied more. Regardless of the number of steps in the SW-CRTs, or the degree of imbalance in cluster size, the minimum variance weights adjusted DE consistently gave the smaller sample size of the two proposed adjusted DEs (Table [2](#Tab2){ref-type="table"}).

When the CV in cluster size was large, the cluster weights adjusted DEs were between 2.0 and 8.2 times greater than the Woertman et al. \[[@CR7]\] DE, leading to total sample sizes between 1.9 and 8.5 times greater (Table [2](#Tab2){ref-type="table"}). This resulted in severely over-powered trials (Table [2](#Tab2){ref-type="table"}). When the most extreme imbalance in cluster size was introduced, the power of these trials reached in excess of 99%, regardless of which of the proposed adjusted DEs were used (Table [2](#Tab2){ref-type="table"}).

### Varying the average cluster size {#Sec14}

The two proposed adjusted DEs were then used to calculate the sample sizes for SW-CRTs with the number of steps fixed at four and the average cluster size ranging from 10 to 40 (Table [2](#Tab2){ref-type="table"}). When the CV in cluster size was small, the sample sizes calculated using the two proposed adjusted DEs were close to those calculated using the Woertman et al. DE \[[@CR7]\]. Only one additional cluster was needed per step when the average cluster size was greater than 10, and two additional clusters per step were needed when the average cluster size was 10 (Table [2](#Tab2){ref-type="table"}).

As the CV in cluster size increased, the minimum variance weights adjusted DE consistently gave sample sizes that lay between those given by the cluster weights DE and the Woertman et al. DE \[[@CR7]\] (Table [2](#Tab2){ref-type="table"}).

When the CV in cluster size was large, the sample sizes calculated using either the equal or cluster weights adjusted DEs were between 1.7 and 9.3 times greater than the sample sizes calculated using the Woertman et al. DE \[[@CR7]\] (Table [2](#Tab2){ref-type="table"}). In contrast, the minimum variance weights adjusted DE gave sample sizes that were only up to four times greater (Table [2](#Tab2){ref-type="table"}). As the imbalances in cluster size became more extreme, both of the proposed adjusted DEs resulted in severely over-powered trials, with some attaining over 99% power for the most severe imbalances in cluster size (Table [2](#Tab2){ref-type="table"}).

Discussion {#Sec15}
==========

Sample size calculations for SW-CRTs continue to be one of the most poorly reported aspects of this trial design \[[@CR2]\]. In those trials that do adequately describe their method of sample size calculation, there is great disparity in the methods that are being employed \[[@CR2], [@CR3]\]. In a recent systematic review, it was found that in some cases even the clustering of the trial had been ignored \[[@CR2]\], and that even in those trials that did allow for clustering and the stepped-wedge design, some aspects of the design were still not taken into account \[[@CR6]\]. For example, there is not a simple analytical calculation for determining the sample size of a cohort SW-CRTs. The sample size is, therefore, often based on a cross-sectional design, for which simple analytical sample size calculations do exist \[[@CR7]\], which is likely to overestimate the required sample size \[[@CR6]\].

In most SW-CRTs cluster sizes will vary to some degree and this cannot always be predicted \[[@CR9]\]. However, there are examples of SW-CRTs where the cluster sizes were known to vary considerably prior to the trial being conducted, yet an assumption of equal cluster sizes was made when calculating the sample size \[[@CR21], [@CR22]\]. It is well documented that unequal cluster sizes reduce the power of CRTs \[[@CR5], [@CR9], [@CR14], [@CR16]\], yet the effect of this in SW-CRTs has not previously been reported. A loss of power can result in an under-powered study being conducted, that is likely to be unable to detect the true effect of the intervention, and would therefore be ethically dubious. Equally it is important not to run trials that are unnecessarily large. Several methods have been suggested for accounting for an inequality in cluster size when calculating the sample size for CRTs \[[@CR9]--[@CR11]\]; however, none have been suggested for use with SW-CRTs. This is the first time that the effect of unequal cluster sizes on the power of SW-CRTs has been reported and suggestions made for how to account for this when calculating the sample size.

We focussed our investigation on the effect of unequal cluster sizes on the power of a specific type of SW-CRT. The SW-CRTs that were investigated were cross-sectional, with the same number of clusters switching at each step, and assuming that there was no delay in intervention effect or effect of time. These assumptions correspond with those made by Woertman et al. \[[@CR7]\] for their DE. Our trials had a continuous outcome and were analysed using GEEs. The results of this study are, therefore, limited to SW-CRTs of this design. A delay in intervention effect would cause the intervention effect for the groups that switch from control to intervention late in the trial to be less than for those which switch earlier. This causes a reduction in power \[[@CR8]\]. This, as well as an imbalance in cluster size, could cause these trials to become under-powered. A similar effect would be induced by including a time effect.

We also focussed our investigation on a global imbalance in cluster sizes, where the number of individuals included in each cluster varied, but where the same number of individuals were included at each measurement period within a cluster. Another type of imbalance that may have an impact on the power of the SW-CRT would be if the number of included individuals between the different measurement periods also varied. This would be of interest for future research.

A topic that would also be of interest for future research would be to extend our research to investigate the effect of unequal cluster sizes for different values of the ICC and effect sizes. Although we focussed our investigation on SW-CRTs with an effect size of 0.2 and an ICC of 0.05, Guittet et al. \[[@CR14]\] have shown that for parallel CRTs power decreases as the ICC increases, and although they found consistent patterns as the effect size was varied there is an impact on the power of making this change.

A strength of our investigation is our choice to simulate the values of the CV in cluster size, rather than estimating the CV analytically. For the Poisson imbalance the cluster sizes followed a Poisson distribution, with parameter the average cluster size, the CV could easily be calculated analytically by dividing the square root of the average cluster size by the average cluster size. However, in order to preserve the required sample size some individuals were added or removed from clusters during our simulations. This was done at random, with the intention of maintaining the distribution of the cluster sizes. Our simulated CVs were found to differ by no more than 0.004 from the analytical CV, demonstrating that we succeeded in preserving the correct distribution of the cluster sizes, whilst maintaining the correct sample size. The analytical calculation of the CV for the Pareto type imbalances was less straightforward. Within each strata individuals were allocated to a cluster with equiprobability. This introduced a moderate type imbalance into each strata, increasing the variability of the cluster sizes. If it were assumed that all of the clusters within a strata were of equal sizes, then the CV could easily be calculated analytically. However, this leads to an underestimation of the CV. We therefore chose to calculate the CV using simulation methods. The analytical method was found to underestimate the CV by as much as 0.189. To maintain consistency across the different types of imbalance, and to ensure that all inequality in cluster sizes was taken into account, we simulated the CV for each type of imbalance in cluster sizes and used these values in the calculation of the DE. Our results are thus truly representative of the performance of each sample size calculation method under the actual level of inequality in cluster sizes.

We have demonstrated that for the SW-CRTs investigated in this study, the sample size calculated using the Woertman et al. DE \[[@CR7]\] provides adequate power, even when there is a large global imbalance in cluster size, with only a small loss of power (\<2%) being observed. However, there was a certain degree of noise surrounding the estimated powers from the simulations and so it was difficult to distinguish a clear trend. We also stipulated that the same number of clusters must switch at each step, and therefore the sample sizes used in our investigation were typically larger than those which are often used in practice. Woertman et al. \[[@CR7]\] state that 'when the number of clusters that should switch at each step is not an integer, it suffices to distribute the clusters as evenly as possible over the steps' \[[@CR7]\]. This would lead to a smaller total sample size being required, a reduction in power, and trials that might be more sensitive to an imbalance in cluster size. The way in which the clusters are distributed over the steps may also have an effect on the power of the SW-CRT, especially if there is an imbalance in cluster size.

Further studies are needed to investigate the effect of different variations of the standard SW-CRT, on the power of these trials. Appropriate methods for sample size calculation then need to be developed to ensure that these SW-CRTs are appropriately powered, especially those using a cohort rather than cross-sectional design. In the meantime, provided that the assumptions of the method hold, the sample size calculated using the Woertman et al. DE \[[@CR7]\] should produce an appropriately powered trial, as long as the sample size is inflated to allow the same number of clusters to switch at each step. For SW-CRTs of a nonstandard design, and when there is expected to be a substantial imbalance in cluster size, simulation methods can be used to investigate the effect of this on the power of the trial and to find the required sample size. This is in line with the recommendations made in other papers \[[@CR6]\]. Both of our proposed DEs produced trials that were unnecessarily large and over-powered, even when there was a moderate imbalance in cluster size. We do not recommend that these DEs be used.

Conclusion {#Sec16}
==========

For SW-CRTs with the same number of clusters switching at each step, a continuous outcome and analysis conducted using GEEs, even large imbalances in cluster size do not cause a notable loss of power. This is in contrast to other designs of CRT, where an imbalance in cluster size causes a significant loss of power \[[@CR9], [@CR10], [@CR14], [@CR16]\]. The standard method of sample size calculation, using the Woertman et al. DE \[[@CR7]\] (which does not allow for unequal cluster sizes), produces trials that are appropriately powered, even when the imbalance in cluster size is large, provided that the same number of clusters switch at each step. We therefore recommend that the Woertman et al. DE \[[@CR7]\] can be used for calculating the sample size for SW-CRT of a similar design to that which we have used during our investigation. However, it may be beneficial to researchers to consider the maximal amount of inequality in cluster size that can realistically be expected in their trial and use simulation methods to investigate the potential impact on the power and whether the sample size will need to be inflated.

For more complex designs, where the assumptions made for the Woertman et al. DE \[[@CR7]\] do not hold, it has been recommended that simulations be used to determine the sample size required to correctly power the trial \[[@CR6]\]. Further to this, we recommend that an inequality in cluster sizes also be considered during this process.

The implication of these findings is that many SW-CRTs that have been conducted, which assumed equal cluster sizes when calculating the sample size, may be appropriately powered, assuming that they used an appropriate method of sample size calculation, taking into account both the clustering and stepped-wedge aspects of the design. As the SW-CRT becomes more popular, further research needs to be conducted into the methodology to ensure that these trials are appropriately powered and analysed.

Additional files {#Sec17}
================

Additional file 1:Model used for data simulation. The Hussey and Hughes \[[@CR8]\] mixed model and a simplified version corresponding to the parameters chosen for our data simulations. (DOCX 13 kb) Additional file 2:Stata programmes. The code for running the programmes written in Stata for performing the simulation study. Programmes are given for simulating the different types of imbalance in cluster size, estimating the coefficient of variation in cluster size, calculating the total sample size required and estimating the power of the SW-CRTs. (DOCX 33 kb)
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