ABSTRACT Recently, attention has been paid to the integration of opportunistic communications, whether based on opportunistic user selection (OUS) or opportunistic antenna selection, with interference alignment (IA) in order to improve the performance of wireless networks. In OUS, users that have the best operational conditions are usually selected. However, fairness among users is another important aspect that should be considered in scheduling users. In this paper, a queue-aware two-stage opportunistic IA (OIA) algorithm is proposed for the downlink multicell multiuser multiple-input-multiple-output system. In the first stage, inter-cell interference is eliminated using one pair of precoding/postcoding matrices. Whereas in the second stage, two user selection polices are proposed namely, capacity-based selection (CBS) and queuebased scheduling (QBS), to select a group of users and minimize the inter-user interference among them using another pair of precoding/postcoding matrices. In the QBS-OIA case, a joint scheduling, resource allocation, and IA optimization problems are formulated, and a low complexity heuristic is proposed to solve it. Comparisons are conducted with other OIA algorithms in terms of achieved sum rate, achieved degreesof-freedom (DoFs), number of served users, queue overflow probability, and computational complexity. Simulations show that the two proposed CBS-OIA and QBS-OIA algorithms outperform other schemes in terms of sum rate and DoFs. Moreover, the proposed QBS-OIA is capable of serving more users, in some cases, and achieves lower overflow probability with much reduced complexity on the expense of achieving a bit lower sum rate than the CBS-OIA in some cases.
I. INTRODUCTION
Interference management is one of the most important challenges in next generation wireless networks because of the massive connectivity that makes receivers suffer from considerable interference [1] . Moreover, the increasing demand of high data rates applications motivates researchers to pay great attention to interference management. In multicell multiuser multiple-input-multiple-output (MU-MIMO) networks, there are two inherent types of interference namely; inter-cell interference (ICI) and intra-cell or inter-user interference (IUI). Cell-edge users suffer to a large extent from ICI, whereas users located nearby base stations (BSs) are more affected by IUI. Therefore, it is important to develop a powerful interference management framework to be able to mitigate these types of interference and improve the performance of wireless networks.
Interference alignment (IA) is one of the powerful interference mitigation techniques that was proposed in the last decade and benefit from the increased deployment of multiple antennas at the BS side and the user equipment (UE) side [2] , [3] . The goal of IA is to constrain interference from different interfering transmitters in a minimum subspace at each receiver and leave the remaining interferencefree subspace to receive the desired signal. This process can be accomplished by allowing different transmitters cooperatively design precoding matrices and multiply them by the transmitted signals. At each receiver, a receive filter or a postcoding matrix is designed to extract the desired signal from all received signals. Hence, IA aims to maximize the number of degrees-of-freedom (DoFs) or in other words aims to maximize the interference-free dimensions. Moreover, according to [3] , in contrast to the orthogonal access strategies such as time division multiple access (TDMA) and frequency division multiple access (FDMA), IA is capable of achieving a data rate that grows linearly with the network size.
In recent years, the integration of IA and opportunistic communications (OC) to form opportunistic IA (OIA) has gained great attention. The term OIA have been used in two different ways in literature. The first way is to denote the IA-based opportunistic spectrum sharing techniques in cognitive radio (CR) networks [4] - [8] . In such CR networks, due to the water-filling power allocation used for the primary users (PUs), some eigenmodes or spatial directions are left unused, and can be opportunistically exploited by secondary users (SUs) to transmit their signals without introducing interference to PUs' signals. Whereas the second way to use the term OIA is to denote the IA-based opportunistic scheduling techniques. The IA-based opportunistic scheduling techniques aim to improve the performance of wireless networks by exploiting the channel fluctuations achieved through applying user selection or antenna selection [9] . In user selection based OIA [10] - [13] , each BS selects the group of users that have the best conditions, based on a given criterion, to form the IA network. User selection based OIA brings a performance gain, which is called multiuser diversity and comes from the fluctuations in the fading channels. Whereas in antenna selection based OIA [14] - [16] , some of the antennas at the transmitter or the receiver form the IA network and hence the performance of the network can be improved. Also, user selection based OIA algorithms can be integrated with energy harvesting (EH), where users that are idle in each time slot can harvest energy and make use of inherent interference signals [9] , [17] . In this work, we are focusing on the use of the term OIA to denote the IA-based opportunistic scheduling techniques through user selection.
A. RELATED WORKS AND MOTIVATION
The process of designing the precoding/postcoding matrices is the most critical process in any IA algorithm. Although many research efforts have been devoted to study the feasibility and DoFs achievability of IA in different types of wireless networks [2] , [3] , [18] - [20] , most of them have focused on networks with small number of users. The DoFs achievability for constant interference channels with more than two users is still an open problem (except for some MIMO scenarios) [3] . Moreover, the problem of maximizing the total achieved DoFs for a given MIMO interference channel is NP-hard as proved in [21] , and closed form solutions are found only for few special cases such as that considered in [3] . Therefore, many distributed iterative approaches that can achieve near optimal alignment of interference were proposed in literature [22] - [27] . These distributed algorithms formulate the IA conditions as an optimization problem to find the near optimal design of precoding/postcoding matrices.
Some algorithms design the precoding/postcoding matrices with the aim of minimizing the interference leakage at each receiver [23] , [24] . Other algorithms design the precoding/postcoding matrices such that they maximize the signal-to-interference-plus-noise ratio (SINR) or the signalto-leakage-and-noise ratio (SLNR) for each user [25] , [27] . Shen [27] proved that maximizing the SLNR is performed by concentrating all the available transmit power on a single data stream, regardless of the rank constraint. Hence, they proposed another design criterion called signal-overleakage capacity (SLC) that corresponds to the rate difference between a virtual signal-only and a virtual interference-only links at each receiver. However, the previously mentioned algorithms do not give a tight approximation for the concept of IA that aims to maximize the interference-free dimensions. This can be attributed to the fact that such algorithms account for the 2 -norm of the singular values of the interference matrices, which give a low energy solution not a sparse one. Unlike interference leakage minimization and SINR or SLNR maximization, another iterative algorithm reformulates the IA problem to be a rank constrained rank minimization (RCRM) problem [22] , [26] . This algorithm aims to minimize the rank, or the nuclear norm, of the aggregate interference span matrix while assuring that the desired signal span matrix is full rank. Since the nuclear norm is the 1 -norm of the singular values of the interference matrix, the RCRM algorithm tries to find a more sparse solution that is more relevant to the objective of IA [22] .
For wireless networks with large number of users such as cellular networks, it is impossible to achieve IA among all users in the network because of the limited number of antennas at base stations (BSs), which limits the number of independent data streams transmitted simultaneously. Therefore, in this work, we will focus on the application of user selection based OIA, in which only one or a group of users are selected. In user selection based OIA, the metric upon which users are selected differs from an algorithm to another. Lee and Choi [10] proposed a three-transmitter MIMO OIA network in which each transmitter has its own user group and only the user at which the interference signals from other transmitters in the network are most aligned is selected. Suh et al. [12] developed a downlink IA scheme for cellular network and proposed an opportunistic scheduler, which selects the group of users that achieve the highest data rates in each time slot.
Since one of the most important issues in IA networks is the amount of overhead associated with channel state information (CSI) exchange, the proposed algorithm in [12] aims to design the postcoding vectors at the receivers to null out the ICI and then feedback the effective channels to their serving BSs only to design the precoding vectors. Hence, unlike some works that require CSI exchange from all users to all BSs, or at least from the selected users only to all BSs as in [28] , the CSI exchange in [12] takes place within the serving cell only, which reduces the overhead. The same concept of CSI exchange proposed in [12] is used in other works such as [11] , [24] , and [29] . Yang et al. [11] applied OIA in the interference-limited downlink cellular systems to reduce the effect of ICI coming from other BSs and eliminate the interference among the scheduled users in the same cell, where the group of users that encounter the minimum ICI are selected. Moreover, Yang et al. [11] adopted a limited feedback strategy to further reduce the amount of overhead in the OIA scheme and analyzed the required number of feedback bits that can achieve the same performance. The performance of IA systems with limited feedback is studied and compared with OIA systems in [30] to show the advantage of OIA in reducing the amount of CSI overhead.
Most of the research in the OIA area have focused on selecting the group of users that have the best operational conditions in the network in terms of a specific metric, and few works have considered the amount of data that need to be transmitted in the queue backlog of each user. However, selecting the group of users that have the best operational conditions in the network at each time slot without considering the critical need of some users to be served may lead to performance degradation in terms of the delay or blockage encountered by some users. Therefore, the motivation of this work is to schedule users based on their queue backlogs, which allows users in the network to be served in a fair manner compared to merely selecting those who improve a specific performance metric. Eryilmaz and Srikant [31] proved that queue-lengthbased scheduling at the BSs along with congestion control at the users or at the BSs will lead to fair resource allocation. In [32] , the problem of joint scheduling, IA, and packet admission control was studied in MIMO wireless networks where an OIA algorithm was proposed to schedule a group of users and design the encoding/decoding matrices for the scheduled users so as to maximize the network throughput under some queue stability conditions. The work in [32] was proposed for a single hop MIMO wireless network in which there is a dedicated transmitter/receiver pair for each link, i.e., a point-to-point MU-MIMO interference channel, in which a given receiver is affected by IUI only. The network stability in this algorithm is controlled through controlling the number of admitted packets to the queue of each user every time slot, which is not the case in cellular systems. In [32] , if the number of packets in the queue backlog of a given user is below a predefined threshold, a given number of packets will be admitted to the queue backlog of this user. Otherwise, no packets will be admitted to this user. Moreover, the precoding and postcoding matrices are designed such that they maintain the leakage interference at each user below a given threshold and the desired signal power above a given threshold. However, as mentioned before and proved in [22] and [33] , minimizing leakage interference does not give a good insight to the concept of IA which aims to maximize the DoFs.
B. PAPER OVERVIEW AND CONTRIBUTION
In this paper, we propose two OUS-based IA algorithms for multicell MU-MIMO downlink cellular system. The two proposed algorithms consist of two stages and assume the knowledge of local CSI at all nodes as in [12] . In the first stage of the two proposed algorithms, a pair of precoding/postcoding matrices are designed using perfect IA conditions to completely eliminate ICI. Whereas in the second stage, another pair of precoding/postcoding matrices are designed, according to RCRM-IA algorithm [22] , for only a group of selected users within each cell to minimize the IUI among selected users only. Two selection methods are proposed, namely, capacity-based selection (CBS) and queue-based scheduling (QBS). In CBS, the aim is to design the precoding and postcoding matrices such that we achieve more interferencefree dimensions as well as to select the group of users that achieve higher sum rate. Whereas in the QBS, we also aim to design the precoding and postcoding matrices such that we achieve more interference-free dimensions as well as to maintain the stability in the network through scheduling and resource allocation. The main contributions in this paper are as follows:
• We propose a CBS-OIA algorithm in which the precoding and decoding matrices are designed for all possible combinations of users based on the RCRM-IA, which is more relevant to the concept of IA, to achieve more DoFs and then the group of users that achieve the maximum sum rate are selected.
• We formulate the problem as a joint queue-aware scheduling, resource allocation, and IA problem and propose a low complexity queue-based scheduling and OIA (QBS-OIA) heuristic algorithm that deals with the scheduling problem and the precoding/postcoding matrices design problem sequentially in order to make the problem convex and solvable. The proposed QBS-OIA algorithm selects users, dynamically allocates different independent data streams for each user, and designs the precoding/postcoding matrices using RCRM-IA to minimize the IUI among selected users. Since, in our system, packets arrive according to a Poisson arrival process with a packet loading factor λ, the proposed QBS-OIA guarantees the network stability through the queue-aware scheduling and resource allocation, where users are selected and allocated different data streams according to the length of their queue backlogs and under a constraint to assure the stability in the network.
• A detailed complexity analysis is discussed to show the differences in complexities of the two proposed algorithms as well as the opportunistic downlink interference alignment (ODIA) algorithm proposed in [11] .
• Performance evaluation of the two proposed algorithms is performed and compared to some downlink OIA algorithms [11] , [23] , [25] , [32] to show the effectiveness of the two proposed algorithms.
The rest of the paper is organized as follows: The system model of a K -cell MU-MIMO cellular system is discussed in section II. In section III, the proposed two-stage OUS-based IA algorithm is presented and the two variants, CBS-OIA and QBS-OIA are discussed. Computational complexity for both proposed algorithms as well as the ODIA algorithm are analyzed in detail in section IV. Simulation results are presented in section V. Finally, conclusions are drawn in section VI.
Notations: Matrices and vectors are referred to by uppercase and lowercase boldface letters respectively. 
II. SYSTEM MODEL
In this work, we consider a K -cell MU-MIMO downlink cellular system. Each cell contains one BS equipped with M t antennas and N users that are randomly distributed within the cell and each one of them is equipped with M r antennas. It is considered that each BS selects L users from the existing N users to be served. Each selected user is assumed to receive d u independent data streams, therefore, the total number of streams per cell is d c = Ld u . As discussed in [12] and [29] , all the nodes in the system are assumed to know the local CSI, i.e. all users in all cells have the CSI to all BSs and each BS has the CSI to the users associated with it only. Similar to [11] , the number of antennas at each user is chosen to be M r < (K − 1)d c + 1 in order not to consider trivial cases. An example of K = N = L = 3 system is shown in Fig. 1 , where the solid lines represent the desired signals and the dashed lines represent the ICI signals, whereas the IUI signals are omitted from the figure for simplicity.
The (d u × 1) transmitted signal vector from the j th BS to the i th user in the j th cell is denoted x (j) i , where
user-specific precoding matrix V (j) i that aims to minimize the IUI. Then, the j th BS precodes its transmitted signal with a reference precoder P j of dimension (M t × d c ) that aims to cancel out the ICI. Hence, the (M r × 1) received signal vector at the i th user in the j th cell can be expressed as:
channel matrix between the k th BS and the i th user in the j th cell and the (M r × 1) additive white Gaussian noise vector at the i th user in the j th cell that has zero-mean and covariance matrix σ 2 I M r . The first term in the righthand side represents the desired signal, whereas the second and the third terms represent the IUI and the ICI signals, respectively. The transmit power from each BS is constrained
The received signal at i th user in the j th cell is then postcoded by two cascaded unit-norm postcoding matrices U (j) i and W (j) i to cancel out the ICI and minimize the IUI, respectively. This can be expressed as:
III. PROPOSED ALGORITHMS
The two proposed CBS-OIA and QBS-OIA algorithms can be divided into two main parts: 1) Eliminating the ICI by applying perfect IA, which originally proposed by Suh et al. in [12] and then used in [24] . This first part is the same in both proposed algorithms; 2) Applying either capacitybased selection (Subsection A) or queue-based scheduling (Subsection B) to minimize the IUI between selected users using the RCRM-based IA algorithm.
As discussed in [12] and [24] , in order to eliminate the interference caused by other cells on a user in a given cell, i.e. the ICI, the j th BS broadcasts a predetermined (M t × d c ) reference precoding matrix P j , where d c is the total number VOLUME 6, 2018 of streams. Then the i th user in the j th cell will design a linear postcoding matrix U (j) i , which lies in the null space of
i,k P k , and feedback its equivalent channel to its serving BS. After applying the designed postcoding matrices that cancel out the ICI, the received signal at the i th user in the j th cell can be expressed as:
i,j P j . 1 In the following subsections, we will discuss the two proposed algorithms, CBS-OIA and QBS-OIA, in detail.
A. CAPACITY-BASED SELECTION AND OPPORTUNISTIC INTERFERENCE ALIGNMENT (CBS-OIA)
The proposed CBS-OIA algorithm aims to minimize the IUI among all users that are selected to form the IA network within each cell. User selection is based on the achieved data rate where the group of users that achieves the maximum data rate during each time slot are selected. 2 The precoding and postcoding matrices are then designed, according to the RCRM-IA scheme discussed in [22] , for the selected group of users such that the IUI is minimum. In [22] , IA problem is reformulated to be a RCRM problem where the maximization of the number of interference-free dimensions is accomplished by minimizing the summation of the ranks of the aggregate interference span at each user while assuring that the desired signal spans the required number of interferencefree dimensions. The desired signal and the interference signal spans at the i th user in the j th cell can be defined respectively as:
where j ∈ K and i, l ∈ L. As it appears from its name, RCRM algorithm aims to maximize the sum of the interferencefree dimensions through solving the following optimization problem:
Since neither the objective function nor the constraint are convex, a convex envelope must be found to represent both of them. After having the convex envelope of both objective
Initialize: The candidate set N j = {1, 2, . . . ., N } and all postcoding matrices W
for each L ⊆ N j and |L| = L do 4: for β iterations do
end for 8 :
i from equations (4), (5).
10:
i from equation (8).
11:
end for 12: Select L * j = argmax
13: end for function and constraint, the equivalent problem is proved in [22] to be:
where
is the summation of the nuclear norms of the interference signal spans and acts as the convex envelope of the summation of the ranks of the interference signal spans.
is the minimum eigenvalue of S (j) i . Moreover, these two constraints are the convex representation of the full rank constraint of the desired signal span.
Problem P2 is still not convex in both variables
. Hence, the postcoding matrices are first initialized and the problem is solved to get the precoding matrices, then the designed precoding matrices are used in the next iteration to solve the problem and design the postcoding matrices. This process is performed a few number of iterations, β, until we get the final precoding and postcoding matrices. Let N j = {1, 2, . . . , N } be the set of all N users in the j th cell, the CBS-OIA algorithm starts with finding all possible subsets L = {1, 2, . . . , L} of cardinality L, i.e. all L ⊆ N j with |L| = L. The precoding and postcoding matrices are then designed for all subsets by solving problem P2. Then, the achieved sum rate is calculated and the subset L * j that achieves the maximum sum rate is selected, see Algorithm 1. The achieved rate for the the i th user in the j th cell can be calculated, as in [22] , using the following equation:
B. QUEUE-BASED SCHEDULING AND OPPORTUNISTIC INTERFERENCE ALIGNMENT (QBS-OIA)
As mentioned earlier, selecting the group of users that achieve the maximum data rate is not efficient from the perspective of fairness among users and the delay encountered by users in the system. Unlike the CBS-OIA algorithm, in the QBS-OIA algorithm, scheduling is done at each BS based on the knowledge of the queue backlog lengths of each user, i.e., the users at which there are a lot of packets to be sent have the priority to be served. The main aim here is that the BS selects users that are in a critical need to be served as well as controls the allocated spatial resources for each user in order to assure the stability of the network. Hence, the proposed QBS-OIA algorithm aims to achieve more interference-free dimensions than other algorithms in the literature as well as maintaining stability in the network via scheduling and resource allocation. Assume that there are Q i (t) packets arrived within time slot t to the j th BS and are intended to be transmitted to the i th user. Let the permissible number of transmitted packets from the j th BS to its associated i th user in time slot t be α 
To assure that the network is strongly stable, the number of packets in all queue backlogs must fulfill the following relation [32] :
where T is the time and the expectation is taken over all possible channel states. In order for the network to be stable, the number of packets admitted for the i th user in the j th BS in a given time slot must be less than or equal to the number of successfully received packets at the same user in the same time slot, i.e., A
After designing the postcoding matrices that null out the ICI, the joint scheduling, resource allocation, and IA optimization problem can be formulated as follows:
where the first two constraints are the convex envelope of the rank constraint in P1 that assures that the desired signal span is full rank. The third and fourth constraints control the number of selected users as well as the number of allocated independent data streams for each selected user. The last constraint assures that the network will be stable for all the selected users. The joint optimization problem P3 now contains a lot of optimization variables including the binary parameter ρ i , which makes the problem a mixed integer pro-
depend on the values of the variables L and (d u ) i . These reasons make the problem P3 very hard to solve in its direct form and there is a need to apply some simplifications. The first simplification is that we can assume a certain fixed value to the number of selected users, i.e. L ∈ {1, .., d c }. Based on the assumed value of L, the value of the number of allocated independent data streams for each selected user, (d u ) i , will be determined. For example, if we assumed the number of selected users L = 1 or L = d c , then the value of the number of allocated independent data streams for each of the selected users will be
respectively. Problem P3 now becomes:
To solve problem P4, which is a linear MIP problem, we need to disjoint the selection process from the precoding/postcoding matrices design process. One way to do so is to use generalized Benders decomposition (GBD) [34] , which obtains an approximation to the optimal solution of P4 by decomposing the problem into two separate but dependent problems that are called a master problem and a primal problem. Then, the master and the primal problems are solved iteratively until the solutions of the both problems converge to the final solution. However, using the GBD approach involves iteratively solving a semi-definite program (SDP) problem in two variables and solving an integer program (IP) problem to find an approximation to the solution of the original problem, which is computationally expensive [32] . Therefore, a second simplification is applied in which the selected set ρ j = {ρ i } ∀ i ∈ {1, .., L}, after removing the zero-valued entities, will assumed to be:
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Finally, the last simplification is to move the stability constraint Q (j)
i (t) as a checking point after solving the problem. Therefore, after this step, the problem will be the same as problem P2 that is a SDP problem, which is convex in only one variable and can be solved iteratively in both variable using Algorithm 1 lines 4-10. The problem is then solved to design the precoding/postcoding matrices V
and then the condition Q (j)
i (t) is tested. If the stability constraint is not fulfilled for a given selected user, this user will be removed from the selected set ρ j and the next one will be selected and so on. If the stability constraint is still not fulfilled, the assumed values for the parameters L and (d u ) i will be changed. Now, we propose a low complexity heuristic algorithm that is able to find a sub-optimal solution to the main problem P3 by applying the three previously discussed simplifications. This heuristic algorithm starts with scheduling one or a group of users and allocates different DoF for each scheduled user according to its needs and according to the queue stability conditions. Then the precoding/postcoding matrices design process for the scheduled users comes in the next step in order to make the problem convex and solvable. The proposed QBS-OIA algorithm runs at each time slot and take as an input the queue backlogs at the beginning of this time slot and outputs the selected user set and the precoding/postcoding matrices. The proposed heuristic algorithm is shown in Algorithm 2 and can be summarized in the following steps:
• To initialize, let N j be the set of all users in the j th cell that have at least one packet to send and ρ j = φ be the selected users set, where φ denotes the empty set. Also, we start with only selecting one user and allocate all the available DoFs for that selected user, (this is shown in Line 2 in Algorithm 2).
• For the case of only having one user, select the user having the largest queue backlog and calculate the achieved rate and the new queue backlog of the selected user at the end of the current time slot. In some cases, the selected user is data-hungry and forces all other users as well as the whole network to an unstable condition, even if the BS assigned all the available resources, independent data streams, to this user. Therefore, to avoid this unstable condition in our proposed algorithm, if the queue backlog is stable, the algorithm will continue to the next step and will add another user to be served. If the queue is not stable, then the selected user will be removed from the candidate set and will be replaced with the user that has the second longest queue backlog and so on until the stability achieved. If there are not any user in the candidate set that achieve queue stability, the algorithm will return to select the user having the longest queue at all to be served during this time slot, (this is shown in Lines 4-16 in Algorithm 2).
• For the case of having two users or more in the selected set, the selected user in the previous stage will be the Algorithm 2 QBS-OIA Algorithm 1: for each j ∈ K do 2:
Initialize: Candidate set N j of all users that have data to send and ρ j = φ. Set L = 1, ADD = 1.
3:
while ADD = 1 do 4: if L = 1 then 5:
while N j = φ do
end if 17: end while 18 :
while N j = φ do 21 :
Solve problem P2 (steps 4-10 Algorithm 1) 24 :
ii (t) 35 :
else 38: ρ j = ρ j \ {ii}, ADD = 0 39: end if 40: else ρ j = ρ j \ {ii} 41: end if 42: end while 43: else ADD = 0 44: end if 45: end while 46: end for same but with decreasing the number of allocated DoFs for it by one and allocate this free DoF to the new added user. The user with the longest queue backlog in the updated candidate set will now be added to the new selected set. Problem P2 will be solved to design the precoding and postcoding matrices for those selected users and then the achievable sum rate will be calculated, and the queues stability will be tested. If the queues of all the selected users are stable, another user will be added, and this step will be repeated again until the candidate set is empty or there are no more available DoFs. If the queues of the previously selected users are stable and the new added user queue is not stable, one more DoF will be taken from the first selected user and allocated to the new user and so on, (this is shown in Lines 17-39 in Algorithm 2).
IV. COMPLEXITY ANALYSIS
In this section, we perform a detailed complexity analysis for the two proposed CBS-OIA and QBS-OIA algorithms as well as the ODIA algorithm proposed in [11] . Since the 1 st stage in both two-stage CBS-OIA and two-stage QBS-OIA is the same, in this section, the computational complexity of the 2 nd stage in both algorithms, which includes userselection and IUI minimization, is evaluated through counting the number of flops. Similarly, to make a fair comparison, only the complexities of the user-selection and the IUI cancelation in the ODIA approach will be evaluated and compared to other algorithms. The flop is defined as a real floatingpoint operation, which means that a real addition, subtraction, multiplication, or division is counted as one flop, whereas a complex addition and multiplication are counted as 2 and 6 flops, respectively [35] . We first summarize the complexities of some of the commonly used matrix operations in this paper.
• The flop count of multiplication of two (m × n) and (n × p) matrices is (mnp) flops.
• The flop count of finding the maximum or the minimum value in a vector of size (1 × n) is (n) flops.
• The complexity of computing the determinant of (n × n) matrix is O n 3 .
• The flop count of the inversion of an (n × n) matrix is 2n 3 − 2n 2 + n [36] .
• The flop count of SVD for real valued (M × N ) matrix with M ≥ N is 4M 2 N + 8MN 2 + 9N 3 [35] .
• The flop count of calculating the norm of (M × N ) matrix with M ≥ N is N 4M 2 + 1 + 8MN 2 + 9N 3 , where the norm of a matrix A is A 2 = σ max (A), which is the maximum singular value of A.
• The flop count of the orthogonalization of an (m × n) matrix through QR-factorization with m ≥ n is 2mn 2 − 2 3 n 3 [35] .
• The complexity of solving nuclear norm minimization problem of an (n × n) matrix using CVX toolbox, which is an interior point-based toolbox, is O n 6 in each iteration [37] .
A. COMPLEXITY ANALYSIS OF CBS-OIA
As can be seen from Algorithm 1, which shows the 2 nd stage in the proposed two-stage CBS-OIA scheme, the algorithm starts with initializing the postcoding matrices of all N -candidates. Then for all the possible combinations of L users out of the N -candidates, i.e. N L combinations, the algorithm will perform the following steps for each combination:
• Calculating the desired and interference signal spans for the L-selected users using equations (4), (5). This step contains 4L matrix multiplications and the flop count, taking into account different matrices sizes, will
• Solving the nuclear norm minimization of the d u × (L − 1) d u interference span matrix in 2β iterations, β iterations for each variable, with complexity 2β
• Orthogonalization of the output
• Orthogonalization of the output d c ×d u precoding matrices of the L-selected users. The flop count in this step is
• Calculating the sum rate by the L-selected users using (8) . This step contains three matrix multiplications, two matrix additions, one matrix inversion, and one determinant. The flop count, taking into account different matrices sizes, will be L (L + 4)
After performing all these steps, the optimal combination of users that achieve the highest sum rate among all possible combinations are selected, and this operation takes N L flops. Therefore, the total number of flops in the conventional OIA algorithm is as shown in (14) at the top of the next page.
B. COMPLEXITY ANALYSIS OF QBS-OIA
The 2 nd stage in the two-stage QBS-OIA algorithm, which includes only user-selection and IUI minimization as shown in Algorithm 2, starts with only one selected user and new users are added if Q (j)
, and the number of allocated DoFs for the first user exceeds one. Therefore, the number of executed operations depends on the number of selected users and the number of allocated independent data streams per user. Hence, the worst-case scenario will be considered in calculating the computational complexity. The worst-case scenario happens when the algorithm succeeds to select the first user in the candidate set and then fails to add any other user. In such case, after adding the first user, the algorithm starts to add the next candidate and check the stability condition for both the first user and the new added one, but the condition will not be fulfilled. Then the algorithm starts to check all the remaining users in the candidate set
but it fails to find any candidate that meets the condition. This operation will be repeated after reducing the allocated number of independent data streams for the first user until it reaches one. In other words, this process will be repeated d c −1 times in each time the algorithm solves the optimization problem N − 1 times for the remaining candidates. The algorithm starts by selecting the user with the largest queue backlog, which takes (N ) flops, and then the achieved rate by the selected user is calculated. Since in this case there is no interference, calculating the rate using (8) contains
flops. After this step the algorithm will try to add another user to the set of selected users, but it fails. During this step the allocated number of independent data streams will change (d c − 1) times, i.e. for each i = 1, 2, . . . , (d c − 1), and in each time the following steps are executed N − 1 times:
• Selecting the user with the highest queue backlog in the remaining candidate set. This step takes a different number of flops every time that is equal to the varying size of the remaining candidate set. Therefore, the total number of flops can be found by a series and is equal to
• Calculating the desired and interference signal spans for the two selected users using equations (4), (5) . This step contains eight matrix multiplications and the flop count, taking into account different matrices sizes,
• Solving the nuclear norm minimization of the d c −i × i interference span matrix in 2β iterations, β iterations for each variable. Since the index i varies from 1 to d c − 1, the size of the matrix will change and then the complexity of this step will be 2β max d c − i, i 6 .
• • Calculating the achieved rate by the two selected users using (8) . For each selected user, the algorithm executes three matrix multiplications, two matrix additions, one matrix inversion, and one determinant. The flop count in this step, taking into account different matrices sizes,
Therefore, the total number of flops in the QBS-OIA algorithm is as shown in (15) at the top of this page.
C. COMPLEXITY ANALYSIS OF ODIA [11] Unlike the two proposed CBS-OIA and QBS-OIA algorithms, ODIA algorithm [11] aims to minimize the ICI while completely eliminates the IUI among users in the same cell. The algorithm starts with broadcasting an (M t × d c ) reference precoding matrix P j from the j th BS that is used for designing the (M r × 1) postcoding vector at the i th receiver in the j th BS u (j) i . The postcoding vector is designed such to minimize the sum ICI at each user and the group of users at which the sum ICI is minimum are selected. Then, the (d c × d c ) user-specific precoding matrix for all selected users is designed V (j) to cancel out the IUI using zero-forcing beamforming as in [11] and [12] by:
where γ
is a normalization factor that satisfies the unit transmit power constraint [13] . Then the achieved rate from the i th user in the j th BS can be calculated as in [11] by:
The ODIA algorithm is proposed to serve each user with only one stream and therefore, the number of selected users equals the total number of available independent data streams, i.e., L = d c . Since in this section we are evaluating the computational complexities of user-selection as well as IUI minimization for the two proposed algorithms, for fair comparison aspects, the computational complexity of the ICI minimization step in the ODIA algorithm will not be considered in this evaluation. In ODIA algorithm, after designing the postcoding vector at each user, each user will feedback the effective channel value and the scheduling metric to its serving BS. Then, the following steps will be performed:
• Selecting the group of L users that have the minimum scheduling metric among the N -candidates. This step takes N flops.
• Calculating the user-specific precoding matrix using zero-forcing beamforming from (16) , which contains 2L vector-matrix multiplications, one matrix inversion, and L vector normalization. The flop count in this step, taking into account the dimensions of different vectors and matrices, is 9d 4
• Calculating the sum rate that takes 3L 2 K − 1 vectormatrix multiplications with the following number of
Therefore, the total number of flops in the ODIA algorithm is as follows:
The approximate sign in (14), (15), and (18) is due to the fact that the number of flops in performing scalar operations has not been taken into account. Moreover, it is hard to approximate these formulas in a big O notation due to the fact that they are functions in many parameters that are subject to many variations according to the considered case such as d c , d u and the index i in (15) . However, it can be concluded that the dominating part is the user-selection part in all algorithms, which increases the computational complexity with the number of users by a factor of N L and (N − 1) in the CBS-OIA and QBS-OIA algorithms, respectively. In addition, the computational complexity is increased with the number of users by only adding (N ) in the ODIA algorithm. These relations will be discussed in the following section.
V. SIMULATION RESULTS
In this section, the performance of the CBS-OIA and QBS-OIA algorithms is evaluated through computer simulations that are conducted using Matlab and Matlab CVX toolbox [38] . Comparisons with interference leakage minimization (ILM) based OIA [23] , maximum SINR (MSINR) based OIA [25] , ODIA [11] , and semi-distributed scheduling and IA (SDSIA) [32, Algorithm 3] algorithms are performed to show the effectiveness of the proposed algorithms. In ILM-based OIA, the precoding and postcoding matrices are designed such that the interference leakage at a given receiver is minimum and the group of users that have the minimum leakage interference are selected in each time slot. In the MSINR-based OIA, the precoding and postcoding matrices are designed such that the SINR at a given receiver is maximum and the group of users that have the maximum SINR are selected in each time slot. The SDSIA algorithm, [32, Algorithm 3] , aims to maximize the throughput of the system through maximizing the number of served users during each time slot under some IA constraints. The algorithm starts with selecting the user with the longest queue backlog and then adding the next longest queue backlog user as long as the leakage interference is below a predefined threshold and the desired signal power is above a predefined threshold. The leakage interference power threshold is set to 10 −9 mW and the desired signal power threshold is set to 10 −8 mW, according to [32] . The algorithm designs the precoding and postcoding matrices according to the ILM procedures proposed in [23] . Moreover, Ronasi et al. [32] used an admission control policy where, at each time slot, each user will admit packets to the queue if and only if the number of packets in the queue backlog is below a predefined design parameter. This process is not applicable in our system model since the packets arrive at the queues according to a Poisson arrival process with packet loading factor λ, and therefore, the admission control step is neglected while comparing with other algorithms. A 3-cell (8 × 8) MIMO cellular system is considered as an example to evaluate the performance of the proposed algorithms with each cell has N = 5 users with locations randomly and uniformly distributed within a circle of 5000 m radius. 3 Each BS selects a group of users out of the N users according to the proposed selection criteria to form the IA network. In order not to consider trivial cases, the number of selected users will be set to L > 1, since the limiting case of L = 1 does not provide test for the IUI part of the system and its behavior in the simulations, and this could trivialize the problem and render it too simple. 4 For the previous reason, the proposed CBS-OIA as well as the ILM-based OIA, MSINR-based OIA, and ODIA algorithms select a fixed number of L = 4 users and allocates a fixed number of d u = 1 independent data streams for each selected user, unless otherwise stated. On the other hand, the proposed QBS-OIA algorithm selects a varying number of users and distributes the total number of independent data streams, which is 4 according to the number of antennas, among different users during each time slot according to the queue stability conditions.
The channel model is assumed to be the product of a free space path loss model and a channel with coefficients drawn from a zero mean and unit variance i.i.d real Gaussian distribution. The LTE free space path loss model [39] is used where the path loss is calculated from the relation [128.1 + 37.6 log 10 (D)] where D is the separating distance between the transmitter and receiver in (Km). The same power allocation used in [22] is used in this work where a power of 10 P/10 /d c is allocated to each column of the user specific precoding matrix at each transmitter where P ∈ {0, 10, . . . ., 40} dBW and d c is the total number of streams per cell. The system bandwidth is 4.32 MHz and the real noise power per unit bandwidth is set to −169 dBm/Hz as in [39] . Simulation results are averaged over 100 channel realizations drown from the assumed channel model. In the two proposed algorithms, the RCRM-IA process uses only 5 iterations to design the user specific precoding or postcoding matrices, whereas in the ILM-based OIA, the MSINRbased OIA, and the SDSIA algorithms, 10 3 iterations are executed to make the design process in all approaches take approximately the same run time and hence be of approximately the same complexity order.
In our system model, packets are assumed to arrive at BSs according to a Poisson arrival process with loading factor of λ = 5 arrivals per unit time unless otherwise stated. The initial number of packets in the queue backlogs of all users are assumed to be random integers between 1 and 50 packets, and at the beginning of each time slot, the number of packets in the queue backlog of any user cannot exceed 50 packets. The packet size and the duration of a time slot are assumed to be 1000 bits and 1 ms, respectively. The evaluation metrics used are the average achieved sum rate, the average achieved number of interference-free dimensions, average number of served users in each cell, average queue overflow probability, and the computational complexity. In the calculation of the interference-free dimensions or the achieved DoFs, we use the relation (d u ) i = rank (S i ) − rank (J i ) [22] , where the rank here is defined as the number of singular values greater than a given predefined DoF accuracy, which is set to 10 −8 . As discussed in [40] and [41] , to assess the fair transmission opportunity in wireless networks, some queue-based metrics have been used for infinite queues such as packet loss rates, the delay encountered in different queues, and queue growth. In this work, we test the fair user service in the proposed algorithm through calculating the queue overflow probability of finite queues, and results are compared to other algorithms. The queue overflow probability is defined as the average number of times in which the queue backlog of a given user exceeds a predefined threshold value, which is set to Q th = 50, summed over all users in all cells within an observation interval T units. This predefined threshold value accounts for the buffer size, which if has been set to a large number, would have led to a large delay and vice versa. The queue overflow probability can be expressed, as in [42] , using the following equation: The average sum rate is plotted, in Fig. 2 , against the transmit power P for the CBS-OIA, QBS-OIA, ODIA, ILM-based OIA, MSINR-based OIA, and SDSIA algorithms at loading factor of λ = 5 arrivals per unit time. The ODIA algorithm can serve each user with only one data stream. Therefore, for fair comparison with other algorithms, the number of data streams per user is set to d u = 1 and the number of selected users in this case will be set to 4 users, for all algorithms except the QBS-OIA and the SDSIA algorithms where the number of selected users is dynamic. However, both the QBS-OIA and the SDSIA are set to use the same total available independent data streams d c = 4, hence the comparison is still fair. Fig. 2 shows that both the proposed CBS-OIA and QBS-OIA algorithms achieve higher sum rate than all other algorithms over almost the whole range of transmit power. The reason for this improvement is that both schemes use RCRM, an algorithm that deals with IA problem from the viewpoint of DoFs. RCRM targets minimizing the interference span, leading to possible increase in the DoFs available for the intended signal particularly at high SNR regimes [22] . In addition, as can be seen from the figure, the proposed QBS-OIA algorithm achieves higher sum rate than the proposed CBS-OIA at transmit powers up to approximately 29 dBW due to the fact that the at low transmit powers and at a relatively high loading factor of λ = 5 arrivals per unit time, the QBS-OIA algorithm is unable to serve large number of users while maintaining queues stability and therefore, the CBS-OIA algorithm, which serves a fixed number of 4 users, encounter higher IUI that limits the sum rate. Moreover, as the transmit power gets higher than 29 dBW, the QBS-OIA algorithm succeeded to serve more users while maintaining queues stability and hence the interference among these users relatively limits the achievable sum rate. Therefore, the CBS-OIA algorithm, which uses an exhaustive search to select users, achieves higher sum rate. Regarding the ODIA algorithm, since it selects users that have the minimum ICI, the selected users still suffer from an amount of ICI, which limits the achievable sum rate. In Fig. 3 , the average number of achieved DoFs/cell is plotted against the transmit power P for the CBS-OIA, QBS-OIA, ILM-based OIA, MSINR-based OIA, and SDSIA algorithms at a loading factor of λ = 5 arrivals per unit time. The number of achieved DoFs/cell for the ODIA algorithm is not plotted in the figure since there is not any formula to calculate it. However, Yang et al. in [11] claimed that the algorithm is able to achieve the optimal number of DoFs. The number of selected users in this figure is set to 4 users, for all algorithms except for the SDSIA and the QBS-OIA algorithms, with only one data stream per user. As shown in the figure, the two proposed algorithms succeed to achieve the optimal number of interference-free dimensions, i.e. DoFs, even with limited number of users. On the other hand, the MSINRbased OIA algorithm fails to achieve, on average, higher than approximately 2.8 DoFs/cell at 40 dBW. However, it can be seen that the average achieved DoFs/cell increases gradually with the SNR. This can be attributed to the fact that the SINR metric in the MSINR-based OIA is greatly affected by the number of interference-free dimensions at the high SNR regime, the same performance is shown in [22] . Both the ILM-based OIA and the SDSIA algorithms, which are based on minimizing the leakage interference, achieve approximately 1.7 and 2.7 average interference-free dimensions per cell at the whole range of SNR values. The difference between the two algorithms can be attributed to the different selection criteria applied in both of them. The average number of served users per cell for CBS-OIA, QBS-OIA, and SDSIA algorithms is plotted against the transmit power P in Fig. 4 at loading factor of λ = 5 arrivals per unit time. Since the number of selected users is set to be fixed at 4 users in the CBS-OIA, ODIA, ILM-Based OIA, and MSINR-Based OIA, the proposed QBS-OIA algorithm is compared only to the proposed CBS-OIA and the SDSIA algorithms. As mentioned earlier, when the packet loading factor is relatively high, as is the case here, the QBS-OIA algorithm fails to serve more users while maintaining the stability of the queues. Therefore, as shown in Fig. 4 , as the transmit power increases, the number of served users per cell increases in the QBS-OIA algorithm. Whereas the SDSIA algorithm succeeded to serve 4 users per cell since the aim of the algorithm is to maximize the number of served users. For all other algorithms, the number of served users per cell is a predetermined parameter and is set to 4 users per cell. Moreover, it is obvious that at high packet loading factor, the number of served users cannot exceed approximately 3 even at relatively high transmit power values. In Fig. 5 , the average queue overflow probability is plotted against the transmit power for all algorithms at a relatively high packet loading factor λ = 5 arrivals per unit time and at 4 selected users only with only one data streams per VOLUME 6, 2018 selected user. The QBS-OIA can achieve a very low overflow probability at low transmit power values compared to all other non-queue-based algorithms. Moreover, the differences in the achieved overflow probabilities for all other non-queuebased algorithms is a direct reflection of the achieved sum rate for each algorithm. Regarding the SDSIA algorithm, we neglected the admission control policy proposed in [32] since it is not applicable in our system as discussed earlier. Therefore, without controlling the number of admitted packets to each queue backlog of each user in the SDSIA algorithm, which is a queue-based algorithm, the SDSIA algorithm will suffer from high overflow probability. For all algorithms, it can be seen that, as the transmit power increases the overflow probability gets down. It is worth to note that, for the proposed QBS-OIA algorithm, to overcome the low overflow probability at this high loading factor, the buffer size must become larger, which in turn increases the packet delay. So, there is a tradeoff between the buffer size and the overflow probability, and the performance is improved by applying the QBS-OIA algorithm. Figs. 6 shows the average achieved sum rate vs. P for CBS-OIA, QBS-OIA, ILM-Based OIA, MSINR-Based OIA, and SDSIA algorithms at a relatively low packet loading factor λ = 1 arrivals per unit time and at only two selected users with two data streams per selected user. Since each user is served with two data streams, the ODIA algorithm, that can serve only one data stream per user, is not plotted in this figure. Fig. 6 shows that both proposed algorithms achieve higher sum rate than all other algorithms over the whole range of transmit power. In addition, as can be seen from the figure, the proposed CBS-OIA algorithm achieves the highest sum rate among all of them due to the fact that it uses an exhaustive search to find the group of users that achieves the highest sum rate. Moreover, as the transmit power gets higher and with this relatively low packet loading factor, the gap between the CBS-OIA and the QBS-OIA algorithms increases, which is due to the fact that the QBS-OIA algorithm succeeded to serve more users while maintaining queues stability and hence the interference among these users relatively limits the achievable sum rate. Again, the performance of the SDSIA algorithm is close to the ILM-Based OIA algorithm since both of them are using the leakage minimization approach to design the precoding and postcoding matrices, but with a different selection criterion. The average number of served users per cell is plotted in Fig. 7 for CBS-OIA, QBS-OIA, and SDSIA algorithms at low packet loading factor λ = 1 arrivals per unit time and at two selected users only with two data streams per each selected user. Since the ILM-Based OIA and the MSINR-Based OIA algorithms also select two users with two data streams per selected user, the comparison is performed only for the two proposed algorithms as well as the SDSIA algorithm that succeeded again to serve the maximum number of users, which is 2 users per cell. It can be shown that as the transmit power increases, the number of served users increases for the QBS-OIA algorithm and it can serve more users than other algorithms at relatively high transmit powers. It can be noticed from Fig. 7 that, after approximately 22 dBW, the QBS-OIA algorithm can serve more than two users in the case of λ = 1 arrivals per unit time. 8. Average queue overflow probability vs. transmit power P at λ = 5 and d u = 2 for all algorithms except for the QBS-OIA algorithm. Fig. 8 shows the average queue overflow probability for CBS-OIA, QBS-OIA, ILM-Based OIA, MSINR-Based OIA, and SDSIA algorithms against P at high loading factor λ = 5 and two selected users with two data streams per user. At this case of two independent data streams per user, the per user achieved rate is increased, and therefore, the overflow probability relatively decreased for all algorithms. However, the proposed QBS-OIA algorithm is still achieving the lower overflow probability at this high packet loading factor, and as the transmit power increases, more packets can be served and hence, the overflow probability gets lower. This figure is plotted at high packet loading factor rather than at low packet loading factor to make the figure reasonable since at low packet loading factor, all algorithms achieve very low overflow probability, but even in that case, the proposed QBS-OIA is still achieving lower overflow probability than other algorithms.
Since the CBS-OIA algorithm as long as both ILM-based OIA and MSINR-based OIA algorithms are based on an exhaustive search in their selection process and the number of iterations for each algorithm is set to a value that approximately makes them take the same run time, they are all of approximately the same complexity order. Therefore, in Fig. 9 , we evaluate the complexity of both the CBS-OIA, QBS-OIA, and ODIA algorithms through plotting the actual number of flops derived in section IV and shown in equations (14) , (15) , and (18), respectively. Since the ODIA algorithm can serve only one data stream per selected user, the number of selected users for the CBS-OIA and the ODIA algorithms is set to 4 users with only one data stream per user. As can be seen form this figure, the number of flops increases approximately linearly with increasing the number of users in each cell in the case of QBS-OIA algorithm. However, in the case of CBS-OIA algorithm, the number of flops approximately increases by the factor N L with increasing the number of users in each cell. Hence, the proposed QBS-OIA algorithm decreases to a very large extent the computational complexity. However, in the case of ODIA algorithm, the computational complexity is approximately fixed and lower than both proposed algorithms and there is not any noticeable increase with the number of users. This is due to the fact that in the ODIA algorithm, the selection is based on a linear search where users who have the minimum ICI are selected and this adds only a number of flops equal to the number of users in the cell, which is N . Regarding the SDSIA algorithm, since there is not any allocation of the available data streams among the selected users, which is the case in the proposed QBS-OIA algorithm, the computational complexity of the SDSIA algorithm is expected to be lower than the proposed QBS-OIA algorithm.
VI. CONCLUSION
In this paper, a two-stage OUS-based IA algorithm has been proposed for the downlink MU-MIMO systems. Selection of users is first performed in a capacity-based manner where the group of users that achieves the highest sum rate are selected, which we named CBS-OIA. Although this method can achieve the highest performance, it has two main drawbacks. First, selection is based on exhaustive search in all the possible users' combinations. Second, there is not any fairness in selecting users where users that have the best conditions are selected and this leads to instability in the network. Therefore, a queue-based scheduling scheme, QBS-OIA, is proposed in which users are selected and allocated different independent data streams according to their queue backlogs. Results show that the two proposed approaches outperform other downlink OUS-based IA algorithms in terms of the sum rate and the achieved interference-free dimensions. Moreover, the QBS-OIA algorithm can serve more users in some cases and achieve lower queue overflow probability with a very low complexity compared to exhaustive search based algorithms and with an acceptable sum rate.
