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Объединение экономических прогнозов 
с использованием экспертной информации
Цель исследования. Целью настоящей работы является рас-
смотрение возможности использования экспертной информации 
при объединении прогнозов как дополнительного фактора по-
вышения точности экономического прогнозирования. Использо-
вание методики объединения прогнозов все чаще встречается 
в отечественной практике экономического прогнозирования. 
Большинство исследователей сходятся во мнении что объеди-
нение прогнозов повышает точность прогнозирования через ис-
пользование всей доступной информации об изучаемом процессе, 
включаемой в отдельные методы прогнозирования. 
На сегодняшний день существует множество методов постро-
ения весовых коэффициентов при объединении прогнозов, но все 
они в первую очередь основываются на использовании только 
статистической информации об изучаемом процессе. Но эко-
номическое прогнозирование не может быть линейным в своей 
динамике, множество внешних факторов постоянно оказывают 
влияние на прогнозируемый процесс, а некоторые внутренние мо-
гут не затрагиваться используемыми методами. В этом случае 
необходимо привлечение экспертной информации или внешней 
информации о полученном прогнозе для повешения его точности 
и корректировки дальнейшего развития экономического процесса. 
Это особенно актуально на сегодняшний день, в период цифрови-
зации экономики и увеличения влияния социальных и политических 
факторов на динамику экономических явлений.
Материалы и методы. Для этой цели, непосредственно могут 
использоваться методы построения интегральных показателей 
на основе экспертной информации или же привлечение такой 
информации на стадии построения объединенного прогноза, для 
внесения корректировок полученного объединенного прогноза. 
Некоторые из этих подходов уже используются в зарубежной 
практике экономического прогнозирования, в отечественной же 
практике они пока что мало известны. Одним из таких подходов 
может являться использование метода попарных предпочтений 
или же применение формул Фишберна для ранжирования частных 
методов прогнозирования по точности. Рассмотренные в работе 
подходы могут использоваться в качестве инструментов по 
построению весовых коэффициентов или же в качестве коррек-
тировки полученных результатов прогнозирования.
Результаты. В качестве итога настоящей статьи сделаны 
попытки по предложению возможных методов объединения 
прогнозов, с использованием экспертной информации, сфор-
мирована сводная таблица с оценкой того или иного метода 
объединения прогнозов и сделаны выводы о целесообразности 
их применения на практике. Такая таблица позволит лучше 
разобраться в направлении привлечения экспертной информации 
в объединение прогнозов и выбрать наиболее подходящий подход 
для дальнейшего иго использования на практике.
Заключение. Объединение прогнозов уже давно зарекомендовало 
себя как эффективный метод повышения точности прогнози-
рования. Данная методика не может ухудшить получаемый 
результат, в большинстве случаев увеличивая точность. 
Использование экспертной информации в объединении прогно-
зов является следующим этапом совершенствования данной 
методики и требует отдельного дальнейшего практического 
исследования возможных инструментов по привлечению экс-
пертной информации в объединение.
Ключевые слова: объединение прогнозов, экономическое прогно-
зирование, экспертная информация, метод попарных предпо-
чтений, интегральный показатель
Purpose of the study. The aim of this work is to consider the 
possibility of using expert information when combining forecasts as an 
additional factor in improving the accuracy of economic forecasting. 
Using the methodology of combining forecasts is increasingly found 
in the domestic practice of economic forecasting. Most researchers 
agree that combining forecasts improves forecasting accuracy by using 
all available information about the process under study, which is 
included in individual forecasting methods.
Today, there are many methods for constructing weighting factors when 
combining forecasts, but all of them are primarily based on the use of 
only statistical information about the process under study. But economic 
forecasting cannot be linear in its dynamics, many external factors 
constantly affect the forecasted process, and some internal ones may not 
be affected by the methods used. In this case, it is necessary to attract 
expert information or external information about the forecast obtained 
in order to increase its accuracy and adjust the further development of 
the economic process. This is especially true today, during the period 
of digitalization of the economy and the increasing influence of social 
and political factors on the dynamics of economic phenomena.
Materials and methods. For this purpose, methods of constructing integral 
indicators based on expert information or directly using such information 
at the stage of constructing a joint forecast can be directly used to make 
adjustments to the resulting combined forecast. Some of these approaches 
are already used in foreign practice of economic forecasting, while in 
domestic practice they are still little known. One of such approaches may 
be the use of the pairwise preference method or the application of Fishburn 
formulas for ranking particular forecasting methods by accuracy. The 
approaches considered in this work can be used as tools for constructing 
weight coefficients or as a correction of the obtained forecasting results.
Results. As a result of this article, attempts have been made to propose 
possible methods for combining forecasts using expert information, 
a summary table has been compiled with an assessment of one or 
another method of combining forecasts, and conclusions are drawn 
on the appropriateness of their application in practice. Such a table 
will make it possible to better understand the direction of attracting 
expert information to combine forecasts and choose the most suitable 
approach for further use in practice.
Conclusion. Combining forecasts has long established itself as an 
effective method for increasing forecast accuracy. This technique 
cannot degrade the result, in most cases increasing accuracy. The 
use of expert information in combining forecasts is the next step in 
improving this technique and requires a separate further practical 
study of possible tools for attracting expert information to the pool.
Keywords: consolidation of forecasts, economic forecasting, expert 
information, method of pairwise preferences, integral indicator
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Введение
Сегодня все чаще на прак-
тике для повышения точности 
прогнозирования применяют-
ся методы объединения про-
гнозов [1, 2]. Данное направ-
ление повышения точности 
прогнозирования широко из-
вестно в зарубежной практике 
экономического прогнозиро-
вания. В настоящий момент 
объединение прогнозов все 
чаще встречается и в отече-
ственном прогнозировании.
Объединение прогнозов до-
статочно эффективный способ 
использования информации о 
прогнозируемом процессе, по-
лученной различными отдель-
ными методами прогнозирова-
ния, с целью ее последующего 
объединения в единый резуль-
тат [3]. 
Суть построения объеди-
ненного прогноза заключается 
в выведении единого общего 
прогноза, который бы состоял 
бы из использующихся част-
ных методов прогнозирования. 
Такие прогнозы взвешиваются 
с использованием весовых ко-
эффициентов:
1
n
i i
i
F w x
=
= ∑ ,
где xi – индивидуальные про-
гнозы, полученные по n раз-
личных методов прогнозиро-
вания;
wi – весовые коэффициенты 
при частных методах прогно-
зирования.
Наиболее распространен-
ной формой объединения 
прогнозов является непосред-
ственно линейная форма. Она 
более точно отражает глав-
ный смысл методики – объе-
динение всей доступной ин-
формации о прогнозируемом 
процессе и построение более 
точного прогнозного резуль-
тата на основе более широкой 
информации. Весовые коэф-
фициенты при объединении 
прогнозов будут представлять 
долю информации частного 
метода прогнозирования, ко-
торая включается в объединен-
ный прогноз [4].
Наиболее часто при объ-
единении прогнозов только 
усредняют использующиеся 
в объединении частные мето-
ды прогнозирования [5]. Даже 
такой подход приводит к по-
вышению точности прогно-
зирования, так как включает 
больше информации о прогно-
зируемом процессе чем каж-
дый из частных методов про-
гнозирования. Но при таком 
подходе нет усиления инфор-
мации от более точного метода 
прогнозирования [6]. Логично 
придавать более точному мето-
ду прогнозирования больший 
вес, так как этот метод про-
гнозирования должен иметь 
большую долю информации 
в общем прогнозе [7]. С этой 
точки зрения сумма весовых 
коэффициентов должна быть 
ограничена сверху и равняться 
единице:
1
1
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Необходимость данного ус-
ловия хорошо продемонстри-
ровано в работе Грейнджера 
и Раманатхана [8]. Кроме ус-
ловия на сумму весов, с точки 
зрения интерпретации весо-
вых коэффициентов как доли 
информации, все веса в объ-
единенном прогнозе должны 
быть положительными. Иначе, 
отрицательные весовые ко-
эффициенты или веса больше 
единицы не могут быть пра-
вильно интерпретированы. 
В таком случае необходимо по-
яснение почему информация, 
использующаяся в том или 
ином методе прогнозирования, 
включается в единый прогноз с 
отрицательным весовым коэф-
фициентом. Зачастую это свя-
зано с переоценкой более точ-
ного метода прогнозирования и 
корректировка этой переоцен-
ки через включение иных част-
ных методов прогнозирования 
с отрицательным весом. 
В общем итоге задачу объ-
единения прогнозов мож-
но представить в следующем 
виде:
1
n
i i
i
F w x
=
= ∑
1
1
n
i
i
w
=
=∑
0,  1, ,iw i n> = … .
Как уже отмечалось ранее, 
на сегодняшний момент су-
ществует множество методов 
по построению весовых коэф-
фициентов для объединенно-
го прогноза [9, 10, 11]. Выбор 
того или иного метода постро-
ения весовых коэффициентов 
при объединении прогнозов 
остается всегда за исследова-
телем [12], а также зависит от 
подхода к объединению част-
ных методов прогнозирования, 
например, минимизировать 
ошибку прогноза через метод 
наименьших квадратов или же 
через решение задачи линей-
ного программирования. При 
этом методология объедине-
ния прогнозов практически не 
предполагает использования 
экспертной информации как 
дополнительного источника 
повышения точности прогно-
зирования, хотя интерес в этом 
направлении имеется [13]. По-
строение весовых коэффици-
ентов основывается только на 
статистических характеристи-
ках используемых частных ме-
тодов прогнозирования или же 
на точности их прошлых зна-
чений.
Но на экономические про-
цессы постоянно действуют 
различные внешние факторы, 
информация о которых не за-
ложена в частных методах про-
гнозирования. Экономическое 
прогнозирования не может 
линейно развиваться и подвер-
жено постоянным «взлетам и 
падениям». Для таких прогно-
зов уже недостаточно толь-
ко внутренней информации. 
Поэтому, зачастую при про-
гнозировании экономических 
процессов исследователи кор-
ректируют полученные резуль-
таты на основе своего опыта и 
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для учета возможных измене-
ний в процессе в будущем.
Учитывая, что точность 
объединенного прогноза на-
прямую зависит от уровня 
включенной информации в 
объединение [14], то получа-
ется, что без использования 
внешней или экспертной ин-
формации такой прогноз теря-
ет в точности.
В этой связи необходимо 
развитие методов объединения 
прогнозов, с целью исправле-
ния недостатков, связанных с 
недостаточным использовани-
ем экспертной информации 
о прогнозируемом процессе. 
Таким развитием может счи-
таться как предложение новых 
методов объединения прогно-
зов [15], которые бы учитыва-
ли все недостатки [16], так и 
привлечение дополнительной 
экспертной информации, как 
отдельного ресурса при улуч-
шении точности прогнозиро-
вания.
Стоит определиться что 
под экспертной информаци-
ей понимается информацию, 
представленная сторонними 
экспертами о динамике даль-
нейшего развития изучаемо-
го процесса. А под внешней 
информацией понимается 
информация, которая не ис-
пользуется статистическими 
методами прогнозирования. 
Она может быть, как связан-
ной напрямую, так и косвенно 
влияющей на изучаемый про-
цесс (например, экологиче-
ская, политическая или соци-
альная информация).
Учитывая опыт использо-
вания экспертной информа-
ции в прогнозировании и вне 
его можно определить, что 
для построения весовых коэф-
фициентов при объединении 
прогнозов хорошо подходят 
методы построения обобщен-
ного интегрального показате-
ля, использующегося в эко-
номических или социальных 
целях. И тот и другой подход 
в своей основе используют об-
щие принципы – оценить и 
взвесить свои компоненты и 
на основе полученных весов 
определить единый результат. 
Кроме того, построение инте-
гральных показателей доста-
точно часто использует и экс-
пертную информацию, что как 
раз подходит для целей насто-
ящего исследования.
Также для включения экс-
пертной информации в объе-
динение прогнозов достаточно 
учесть в прогнозе экспертную 
оценку. Такая оценка может 
быть, как корректировка по-
лученных частных методов 
прогнозирования, так и как 
оценка доверительных интер-
валов объединенного прогно-
за. Наряду с этим также мож-
но использовать и внешнюю 
информацию о смежных про-
цессах, чтобы скорректировать 
прогноз.
Рассмотрим более подроб-
но предложения по использо-
ванию экспертной информа-
ции в объединении прогнозов. 
Для простоты разделим все 
подходы на две части – при-
менение методики построе-
ния интегрального показателя 
в объединении прогнозов и 
иные подходы использования 
экспертной и внешней ин-
формации при объединении. 
После рассмотрения данных 
подходов необходим анализ 
целесообразности их примене-
ния в объединении.
В качестве итога данного ис-
следования предлагается общая 
сводная таблица, включающая 
в себя как описание использу-
ющихся методик, так и их пре-
имущества, и недостатки.
Применение методики 
построения интегрального 
индекса при объединении 
прогнозов
Объединение прогнозов и 
построение интегрального ин-
декса при помощи экспертных 
методов являются достаточно 
схожими задачами. В качестве 
наиболее простого способа 
определения весовых коэф-
фициентов через экспертную 
информацию можно исполь-
зовать методы ранжирования и 
методы приписывания баллов. 
Идея методов ранжирова-
ния и приписывания баллов в 
том, чтобы каждому из инди-
видуальных прогнозов придать 
определенный балл относи-
тельного его точности прогно-
зирования. Чем выше была 
точность прогнозирования, 
тем больший балл (от нуля до 
единицы) получит прогноз. 
В дальнейшем, для получения 
непосредственно самих весо-
вых коэффициентов для объ-
единения, необходимо нор-
мировать выставленные баллы 
относительно их суммы. Та-
ким образом будет выполнены 
условия на положительность 
весовых коэффициентов и на 
их сумму, которая должна рав-
няться единице.
Необходимо отдельно вы-
делить метод, основанный на 
применении формул Фишберна 
[17], который по своей сути так 
же является одним из методов 
ранжирования. В этом случае 
ранжирование происходит не 
исследователем, а на основе 
статистических характеристик, 
что повышает точность про-
гнозирования относительно 
других методов ранжирования 
и приписывания баллов.
Первая формула Фишберна:
( )
( )
2 1
,   1
1i
m i
w i m
m m
− +
= = …
+
,
где m – число отдельных ме-
тодов прогнозирования, а i – 
ранг отдельного метода про-
гнозирования. Присвоение 
рангов можно проводить от-
носительно точности методов. 
Более точному методу прогно-
зирования присваивается пер-
вый ранг, менее точному – по-
следний.
Вторая формула Фишберна:
2
2 1
m i
i m
w
−
=
−
.
Третья формула Фишберна:
( ) ( )
1
1
1
m
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i i i im
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a
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b a
=
=
−
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−
∑
∑
,
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где    i i ia w b≤ ≤  интервалы воз-
можных значений для весовых 
коэффициентов, предложен-
ных на основании экспертной 
оценки. В этом случае, кроме 
ранжирования, необходима 
так же и экспертная информа-
ция относительно интервалов 
возможных значений.
К методам объединению 
прогнозов с использовани-
ем экспертной информации 
можно так же отнести и метод 
попарных предпочтений (срав-
нений). Этот метод является 
достаточно известным и часто 
используется на практике как 
для получения общего инте-
грального индекса, так и для 
выявления приоритетных по-
казателей [18, 19]. Кроме это-
го, метод попарных предпо-
чтений является и достаточно 
распространенным методом, 
использующимся при объеди-
нении прогнозов.
Гупта и Вильсон описали 
матрицу попарных предпо-
чтений, как инструмент для 
нахождения оптимальных ве-
совых коэффициентов для объ-
единенного прогноза [20, 21].
Суть метода заключается 
в следующем. Предположим, 
что «истинные» веса даются 
вектором α = (α1, α2, …, αn), где 
αi (i = 1, …, n) – теоретически 
лучший вес, присвоенный i-му 
частному показателю. Тогда 
вероятность того, что част-
ный показатель i «предпочти-
тельнее» (меньшая дисперсия 
при прогнозировании) част-
ного показателя j, может быть 
вычислена по формуле αi/αj. 
Матрица «попарных предпо-
чтений» среди частных показа-
телей в этом случае описывает-
ся следующим образом:
1 1
1
1
n
n n
n
O
α α
α α
α α
α α
 
   =     

  

.
Каждая запись oij может 
быть интерпретирована как 
вероятность предпочтения 
частного показателя i показа-
телю j. Заметим, что каждый 
элемент матрицы положителен 
и что 1ij jio o= , а диагональ-
ные элементы равны единице. 
Следовательно, Oα = nα. Зная 
матрицу O, вектор весов α обе-
спечивается в соответствии с 
решением (O – nE) = 0, где 
E – единичная матрица. Так 
как матрица O имеет единич-
ный ранг и ее след равен n, 
то лишь одно из собственных 
значений не равно нулю, и оно 
равняется n. Таким образом, 
данная матрица «попарных 
предпочтений» совместима и 
ее всегда можно решить отно-
сительно α. Конечно, матрица 
O должна быть сначала оцене-
на. Более подробно о примене-
нии метода попарных предпо-
чтений можно найти в работе 
[22].
Преимуществом данного 
метода является то, что оцен-
ка матрицы может быть про-
изведена различными спосо-
бами в зависимости от целей 
исследования. На практике в 
методе попарных предпочте-
ний используется оценка на 
основании того, сколько раз 
тот или иной индивидуаль-
ный метод прогнозирования 
был точнее или предпочти-
тельнее, чем сравниваемый с 
ним другой индивидуальный 
метод прогнозирования. Но в 
качестве оценки матрицы по-
парных предпочтений можно 
использовать и другую различ-
ную информацию, в том числе 
и полученную на основании 
оценок экспертов [23]. 
Схожим с методом попар-
ных предпочтений является 
метод анализа иерархий по 
алгоритму Саати [24]. Данный 
метод по существу отличается 
от метода попарных предпо-
чтений определением матри-
цы попарных предпочтений. 
Но этот метод будет уступать 
по точности методу попарных 
предпочтений в силу субъек-
тивности определения матри-
цы попарных предпочтений.
Еще одним вариантом ис-
пользования экспертной ин-
формации при объединении 
прогнозов является использо-
вание экспертной информа-
ции о доверительных границах 
исследуемого процесса. В этом 
случае экспертные оценки ис-
пользуются не для получения 
объединенного прогноза, они 
определяют возможные про-
гнозные результаты. Привле-
каемые эксперты на основа-
нии своего опыта определяют 
возможные границы (довери-
тельные интервалы) для объе-
диненного прогноза и прогно-
зирование в дальнейшем уже 
проводится с учетом данной 
информации. Доверительные 
интервалы имеют большое 
значение в социально-эконо-
мическом прогнозировании, 
так как на практике, не редко 
существует несколько альтер-
нативных вариантов будущего 
положения изучаемого процес-
са. И все эти варианты необхо-
димо учитывать при прогнози-
ровании.
Также в качестве возможно-
го использования экспертной 
информации при объедине-
нии стоит рассмотреть метод 
рандомизированного сводного 
показателя, предложенного 
Н.В. Ховановым [25]. Для него 
нет необходимости знать во-
обще числовую информацию 
об изучаемом процессе. Метод 
использует нечисловую, неточ-
ную и неполную информацию 
(ННН). Сводный показатель 
выстраивается на основе оцен-
ки весовых коэффициентов 
при вероятности с которой 
произойдет то или иное собы-
тие.
Другое использование 
внешней и экспертной 
информации при 
объединении прогнозов
Кроме случаев, когда для 
объединения прогнозов ис-
пользуются подходы постро-
ения интегрального индек-
са, экспертную информацию 
можно использовать и другими 
способами. Так, экспертную 
информацию можно использо-
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вать как оценку доверительных 
интервалов прогнозных резуль-
татов.
В случае использования 
экспертных оценок в качестве 
определения доверительных 
интервалов, к задаче опреде-
ления объединенного прогноза 
добавляются дополнительные 
ограничения на прогнозные 
результаты. В.Б. Головчен-
ко и С.И. Носков предложи-
ли использование экспертной 
информации и определении 
общего прогноза в двух воз-
можных случаях [26]: 
1) Детерминированная за-
дача, эксперты высказались 
только по отношению к воз-
можным интервалам для про-
гнозируемого процесса. В этом 
случае решается простая задача 
линейного программирования 
(3) с использованием дополни-
тельных ограничений.
2) Вероятностная задача, 
эксперты так же предложили 
оценки правдоподобия. В этом 
случае к задаче линейного про-
граммирования (3) добавляют-
ся условия, связанные с веро-
ятностными характеристиками 
информации, полученной от 
экспертов.
Предлагаемые походы яв-
ляются достаточно простыми в 
вычислениях и могут исполь-
зоваться для широкого круга 
различных задач. Но так как 
эти подходы, как и заявляется 
изначально, имеют примене-
ние только при определении 
доверительных интервалов 
объединенного прогноза, то 
они не могут оказывать влия-
ние непосредственно на точ-
ность прогнозирования, но 
могут быть дополнительным 
инструментом в случае если 
имеется экспертная информа-
ция, которую необходимо при-
влечь при прогнозировании.
Еще одним подходом к ис-
пользованию экспертной ин-
формации при объединении 
прогнозов является использо-
вание в объединении уже скор-
ректированных прогнозных ре-
зультатов экспертами. В этом 
случае, как отмечают Ван Дайк 
и Филипп Френсис весовые 
коэффициенты для объедине-
ния двух частных прогнозов 
будут иметь следующий вид 
[27]:
1
2 2
2 2 2 12 12
2 2 2
1 2 12 1 1
2
2 2 12
2
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где σi – ковариация i-ого про-
гноза;
σ12 – ковариация между двумя 
прогнозами;
νi – ковариация корректиров-
ки прогноза экспертом;
zi – ковариация между ошиб-
ками прогноза и ошибкой кор-
ректировки прогноза экспер-
том.
Описанные ранее методы 
определения весовых коэффи-
циентов используют оценки 
экспертов в своих вычислени-
ях. К сожалению, эти методы 
являются достаточно субъек-
тивными и сильно зависят от 
компетентности экспертов. Но 
в качестве информации, вли-
яющей на изучаемый процесс 
можно рассматривать не толь-
ко оценки экспертов о прогно-
зируемом процессе, но и дру-
гие процессы и даже оценки 
этих процессов. Так, зная уро-
вень взаимосвязи между двумя 
процессами можно определить 
корректирующий коэффици-
ент для объединенного прогно-
за рассматриваемого процесса. 
В случае если два процесса 
подвержены одной и той же 
динамике, то оценивая один 
из процессов можно получить 
и оценку для другого процесса. 
Но для этого необходимо что 
бы временные ряды, описы-
вающие изучаемые процессы, 
были коинтегрированны меж-
ду собой.
Под коинтеграцией времен-
ных рядов принято понимать 
ситуацию, при которой ряды 
имеют схожий тренд и не силь-
но удаляются друг от друга в 
течение времени. Более мате-
матическое определение ко-
интеграции следующее: если 
некоторая линейная комби-
нация двух временных рядов 
имеет порядок интегрирова-
ния меньший чем порядок 
интегрирования каждого из 
рядов, то говорят, что вре-
менные ряды коинтегрирова-
ны [28]. Саму коинтеграцию 
между временными рядами 
можно определить при помо-
щи теста Йохансена, который 
реализован во многих пакетах 
статистических программ. Та-
ким образом, если для объе-
динения прогнозов несколь-
ких временных рядов будет 
подобран показатель со схо-
жими изменениями во време-
ни, то его изменения можно 
будет учесть при прогнозиро-
вании исходного временного 
ряда.
Методика прогнозирования 
с использованием информации 
от коинтегрированных времен-
ных рядов достаточно простая. 
На первом этапе происходит 
определение временного ряда, 
который будет использовать-
ся для последующего прогно-
зирования. Такой ряд должен 
быть коинтегрированным к 
объединению прогнозов, ко-
торое используется в исследо-
вании, и должен иметь доста-
точно доступной информации 
о прогнозируемой динамики 
изменений.
В последующем между 
объединением прогнозов и 
коинтегрированному к нему 
временному рядом определя-
ется корректирующий коэф-
фициент, определяемый зави-
симость между ними. Такой 
коэффициент в дальнейшем 
сможет скорректировать дина-
мику объединения прогнозов 
на основе доступной инфор-
мации. В этом случае форма 
объединенного прогноза будет 
иметь следующий вид:
1
n
i i
i
F w xγ
=
 
=    ∑ ,
где γ – корректирующий коэф-
фициент.
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Корректировку и пересчет 
корректирующего коэффициен-
та необходимо производить на 
каждом последующем шаге про-
гнозирования с привлечением 
новой информации. При этом, 
для расчет корректирующего 
коэффициента можно исполь-
зовать более чем один времен-
ной ряд или фактор, влияющий 
на исследуемый процесс.
Сам корректирующий ко-
эффициент можно получить, 
например, через отношение 
изменения коинтегрированно-
го временного ряда к времен-
ному ряду, по которому стро-
ится объединенный прогноз. 
Так, если определить внеш-
ние факторы, которые могут 
повлиять на изучаемый про-
цесс и оценить их влияние, 
то при корректировке объеди-
ненного прогноза можно изба-
виться от коинтегрированного 
временного ряда и корректи-
ровать прогноз только на осно-
вании определённых факторов.
Обсуждение предлагаемых 
методик
Как можно отметить из рас-
смотрения методов построения 
интегральных показателей в 
качестве дополнения к объеди-
нению прогнозов, не все рас-
смотренные подходы будут при-
водить к повышению точности 
прогнозирования. Отдельно 
остановимся на некоторых вы-
водах, сделанных на основе ана-
лиза описанных выше методов.
Если рассматривать методы 
ранжирования и приписыва-
ния баллов, то данный подход 
приведет к ухудшению точно-
сти прогнозирования относи-
тельно отдельных методов. Это 
связано в первую очередь с 
тем, что ранжирование и бал-
лы не позволяют качествен-
но оценить отдельные методы 
прогнозирования, из-за чего 
весовые коэффициенты рас-
пределяются относительно 
индивидуальных прогнозов не 
точно. Веса при таком опре-
делении будут приблизитель-
ными и субъективными. Более 
точные частные прогнозы ока-
зываются недооцененными.
Так, в большинстве случа-
ев, применяя подход ранжиро-
вания или приписывания бал-
лов, при объединении четырех 
индивидуальных прогнозов, 
самый точный прогноз будет 
иметь всегда вес, равный 0,4. А 
менее точный индивидуальный 
прогноз – 0,1. И эти значения 
будут постоянными и, по сути, 
не будут отражать реального 
вклада индивидуальных про-
гнозов в объединенный про-
гноз. По этой причине, методы 
ранжирования или приписы-
вания баллов не подходят для 
их использования при постро-
ении весовых коэффициентов 
объединённого прогноза.
Формулы Фишберна позво-
ляют более точному методу про-
гнозирования придавать боль-
ший вес, как наиболее важному 
методу. Но построение весовых 
коэффициентов по формулам 
Фишберна так же не дают не-
обходимого увеличения точно-
сти прогнозирования, так как 
даже первому по рангу методу 
прогнозирования будет прида-
ваться недооцененный вес, что 
и скажется на точности. То есть 
более точный индивидуальный 
прогноз получит вес, которой 
будет меньше чем тот, который 
мог быть рассчитан на основе 
обычных методов объединения 
прогнозов. Это хорошо вид-
но по первым двум формулам 
Фишберна, по которым можно 
получить веса, схожие с весами 
при обычном ранжировании ин-
дивидуальных прогнозов. Кро-
ме этого, при ранжировании, 
в случае если прогнозы имеют 
достаточно близкие значения, 
им будут придаваться веса, ко-
торые сильно отличаются меж-
ду собой. Более приемлемой для 
объединения прогнозов может 
оказаться третья формула Фиш-
берна, которая позволяет на 
основании экспертной оценки 
границ для весов придать более 
точные весовые коэффициенты 
для индивидуальных прогнозов.
Так же, как и в случае про-
стого ранжирования, по пер-
вым двум формулам Фишберна 
весовые коэффициенты всегда 
будут постоянными, в зависи-
мости от числа отдельных ме-
тодов прогнозирования и не 
зависимо от точности самих 
использующихся в объедине-
нии методов. Для третей фор-
мулы Фишберна будет важно 
указать граничные условия для 
весовых коэффициентов, что 
может быть сделано на основа-
нии экспертных оценок.
Для примера, так же срав-
ним полученные весовые ко-
эффициенты для четырех 
отдельных методов прогнози-
рования. Результаты можно 
увидеть в табл. 1.
В приведенном примере, 
самым точность методов убы-
вала от первого к последнему. 
В случае использования пер-
вой формулы Фишберна по-
лучаем результат аналогичный 
использованию простого ран-
жирования. При второй фор-
муле Фишберна результат уже 
более приемлемый, но точ-
ность такого прогнозирования 
будет недостаточной. В третей 
формуле Фишберна использо-
вались специальные границы 
для весовых коэффициентов: 
1 метод – от 0,8 до 0,9; 2 ме-
тод – от 0,1 до 0,2; 3 метод – 
от 0,01 до 0,03; 4 метод – от 
0,01 до 0,02. 
Таблица 1
Определение весовых коэффициентов с использованием формул
1-я формула 
Фишберна
2-я формула 
Фишберна
3-я формула 
Фишберна
1 метод 0,4 0,533 0,832
2 метод 0,3 0,267 0,132
3 метод 0,2 0,133 0,023
4 метод 0,1 0,067 0,013
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Таким образом, оценка 
границ для весовых коэф-
фициентов в третей формуле 
Фишберна может позволить ее 
использование при объедине-
нии прогнозов. 
С точки зрения повышения 
точности прогнозирования, 
достаточно хорошие резуль-
таты может показать метод 
попарных предпочтений. Но 
данный метод все же находит-
ся ближе к статистическим ме-
тодам объединения прогнозов, 
хотя в своих расчетах может 
использовать построение ма-
трицы попарных предпочтений 
на основе экспертных оценок.
Метод рандомизированного 
сводного показателя Хованова 
является сложным в примене-
нии и требует использования 
программной реализации. Но 
при этом, метод не зависит 
от субъективности экспертной 
оценки, неточности использу-
ющихся данных и достаточно 
часто применяется на прак-
тике [29]. Его так же можно 
использовать и при объеди-
нении прогнозов. Но в таком 
случае, в качестве индивиду-
альных прогнозов будут ис-
пользоваться не их значения, 
а их оценки вероятностей того 
что фактическое значение бу-
дет равняться тому или иному 
прогнозному значению.
Метод корректировки исход-
ных прогнозов и последующее 
их объединение в целом не сло-
жен в расчетах, но требует ис-
пользование экспертов в той об-
ласти, в которой производится 
прогнозирование. Хотя авторы 
предлагаемой методики отмети-
ли что в целом использование 
даже менее точных скорректи-
рованных экспертами прогно-
зов в объединении показывает 
более точные результаты чем 
использование отдельных скор-
ректированных или не скоррек-
тированных частных прогнозов.
Таблица 2
Методы объединения прогнозов с использованием экспертной информации
Метод Описание Преимущества Недостатки
Метод ранжи-
рования и ме-
тод приписы-
вания баллов
Наиболее простые методы с ис-
пользованием ранжирования от-
дельных прогнозов по их точно-
сти.
Не требуют дополнительной ин-
формации об исследуемом про-
цессе. Более точные индивидуаль-
ные прогнозы получают больший 
вес.
Не приводят к повышению точ-
ности прогнозирования. Весовые 
коэффициенты рассчитываются 
на основании выданной оценки, 
без учета информации о том или 
ином отдельном методе прогно-
зирования. Близким по значению 
прогнозам соответствуют веса с 
большим отличием по значению.
Формулы 
Фишберна
Более корректное распределение 
оценок индивидуальным методам 
прогнозирования относительно 
методов ранжирования и припи-
сывания баллов
Так же являются простыми мето-
дами использования экспертной 
информации при объединении 
прогнозов.
Так же имеют низкий прирост по 
точности относительно простого 
усреднения индивидуальных про-
гнозов.
Имеют те же недостатки что и 
методы приписывания баллов и 
ранжирования.
Метод попар-
ных предпо-
чтений
Каждый из индивидуальных про-
гнозов оценивается предпочтени-
ем относительно других прогно-
зов. На основании всех оценок 
выстраивается матрица предпо-
чтений, каждый элемент которой 
является предпочтительным ве-
сом для конкретного индивиду-
ального прогноза. Кроме эксперт-
ных оценок для оценки матрицы 
предпочтений можно использо-
вать и информацию о точности 
того или иного отдельного метода 
прогнозирования.
Метод предполагает различную 
оценку матрицы предпочтений, 
что делает его универсальным 
методом с использованием экс-
пертной информации. Являет-
ся программируемым методом и 
приводит к повышению точности 
прогнозирования относительно 
отдельных методов. Метод не тре-
бует большого количества инфор-
мации об изучаемом процессе.
Достаточно гибкий метод, кор-
ректирующий свои результаты 
относительно новой полученной 
информации. Хорошо приспосо-
блен для использования эксперт-
ной информации.
Имеет меньшую точность относи-
тельно других методов объедине-
ния прогнозов.
Метод рандо-
мизированных 
сводных пока-
зателей
На основании всей доступной ин-
формации об изучаемом процессе, 
которая представляется как нечис-
ловая, неполная и неточная, вы-
числяются оценки весов в общем 
сводном показателе. Оценка весов 
производится на основе случай-
ного (рандомного) выбора из всех 
возможных вариаций весовых ко-
эффициентов. В качестве же самих 
показателей, при весовых коэффи-
циентах выступают вероятности 
того что реальные данные будут 
равны данному показателю.
Достаточно эффективный метод 
корректировки объединенного 
прогноза с использованием не-
скольких видов экспертной ин-
формации. Не требует знания чис-
ловой, точной и полной информа-
ции об изучаемом процессе.
Необходимо использование не-
скольких видов экспертной ин-
формации. Сам метод требует 
программной реализации и не 
может быть применен без необ-
ходимых знаний о методологии. 
Сложность расчетов.
Theory of statistics
Statistics and Economics  V. 16. № 5. 2019 11
Все описанные выше мето-
ды можно свести в общую та-
блицу (табл. 2). Таблица пред-
ставляет все преимущества и 
недостатки методов построе-
ния интегрального показателя, 
которые можно использовать 
для построения весовых ко-
эффициентов при объедине-
нии прогнозов и которые были 
описаны в данной работе. 
Стоит отметить, что есте-
ственно это не единствен-
ные методы, которые можно 
использовать при корректи-
ровке результатов объединен-
ного прогноза, но данные ме-
тоды являются наиболее часто 
встречающимися в экономи-
ческой практике и не требуют 
дополнительных экспертных 
опросов, что бывает доста-
точно трудно провести и за-
действовать при объединении 
прогнозов.
Заключение
В экономике сегодня су-
ществует множество методов 
прогнозирования, которые яв-
ляются достаточно эффектив-
ными. В связи с этим, большая 
роль отводится совершенство-
ванию этих методов, увеличе-
ния их точности, в том числе и 
за счет использования различ-
ной доступной информации 
для прогнозирования. 
Объединение прогнозов яв-
ляется достаточно эффектив-
ным и надежным способом 
повышения точности инфор-
мации, особенно в условиях 
неопределенности в выборе 
того или иного метода про-
гнозирования. Но даже объ-
единение прогнозов требует 
дальнейшего своего совершен-
ствования.
В период бурно развиваю-
щейся цифровой и информа-
ционной экономики особенно 
важно использование в эко-
номическом прогнозировании 
и планировании различных 
источников информации. В 
экономическом прогнозирова-
нии уже нельзя использовать 
только статистический аппарат 
без привлечения экспертной 
информации и экспертных 
оценок. В этой связи, необхо-
димо так же привлекать экс-
пертную информацию и при 
объединении прогнозов.
На сегодняшний день су-
ществуют некоторые подходы 
с применением экспертной 
информации, которые можно 
было бы использовать при по-
строении весовых коэффици-
ентов объединенного прогноза. 
Но не все из них могут повы-
сить точность прогнозирова-
ния. Наиболее оптимальным 
методом объединения про-
гнозов с использованием экс-
пертной информации является 
метод попарных предпочтений 
и третья формула Фишберна, 
хотя эти методы и используют 
больше статистические данные 
об исследуемом процессе. 
Если же брать непосред-
ственно оценки экспертов, то 
для такого объединения хо-
рошо подойдет именно метод 
попарных предпочтений, в ко-
тором матрица попарных пред-
почтений будет выстраиваться 
на основе оценок экспертов. 
Так же в этом случае можно в 
объединении использовать уже 
скорректированные прогнозы 
экспертами.
Учитывая недостаточную 
глубину разработки и исполь-
зования объединения прогно-
зов, а тем более объединения 
с использованием экспертной 
информации, то эта тема яв-
ляется весьма актуальной и 
заслуживает большего внима-
ния.
Метод Описание Преимущества Недостатки
Использование 
экспертной 
информации 
для определе-
ния граничных 
интервалов
Привлечение экспертов для опре-
деления максимальных и мини-
мальных значений для объеди-
ненного прогноза. После чего 
задача объединения сводится к 
решению задачи линейного про-
граммирования с ограничениями.
Отсутствие необходимости в 
большом количестве экспертной 
информации. 
Необходима экспертная инфор-
мация о граничных интервалах 
изучаемого процесса в будущем.
Корректировка 
частных про-
гнозов экспер-
тами перед их 
объединением
Предлагается привлечение экс-
пертов на стадии получения и 
корректировки частных прогно-
зов. Основе оценки дисперсий как 
частных прогнозов, так и скор-
ректированных экспертов выраба-
тываются весовые коэффициенты 
объединенного прогноза.
Дополнительное повышение точ-
ности прогнозирования с исполь-
зованием информации, предо-
ставленной экспертами.
Необходимость привлечения ре-
альных экспертов в той области, 
в которой производится прогно-
зирование.
Применение 
коинтегриру-
емых времен-
ных рядов
Вычисление корректирующего 
коэффициенты для объединения 
прогнозов с использованием дру-
гого коинтегрируемого времен-
ного ряда. Динамика известного 
временного ряда переносится на 
динамику исследуемого ряда.
Корректировка полученного объ-
единенного прогноза на основе 
экспертной информации. Бы-
страя адаптация корректирующе-
го коэффициента к внешним из-
менениям. Уточнение использу-
ющегося объединенного прогноза 
относительно внешних влияющих 
факторов.
Низкая точность прогнозирова-
ния. Корректирующий коэффи-
циент может зависеть от факто-
ров, которые не будут оказывать 
влияние на исследуемый процесс.
Продолжение табл. 2
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