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5(a) Example spreadsheet, black words and numbers only. Green background indicates headerless tables,
dark borders indicate maximal type-consistent blocks. Most tables only contain type-consistent columns
while table T2 also contains type-consistent rows. This example combines several Excel sheets based on
exercises in the book “MS Excel 2010” [21].
SERIES(T1[:, 1]) T2[1, :] = SUMcol(T1[:, 3:7])
T1[:, 1] = RANK(T1[:, 5])
⇤ T2[2, :] = AVERAGEcol(T1[:, 3:7])
T1[:, 1] = RANK(T1[:, 6])
⇤ T2[3, :] = MAXcol(T1[:, 3:7])
T1[:, 1] = RANK(T1[:, 10])
⇤ T2[4, :] = MINcol(T1[:, 3:7])
T1[:, 8] = RANK(T1[:, 7]) T4[:, 2] = SUMcol(T1[:, 3:6])
T1[:, 8] = RANK(T1[:, 3])
⇤ T4[:, 4] = PREV (T4[:, 4]) + T4[:, 2]  T4[:, 3]
T1[:, 8] = RANK(T1[:, 4])
⇤ T5[:, 2] = LOOKUP(T5[:, 3], T1[:, 2], T1[:, 1])
⇤
T1[:, 7] = SUMrow(T1[:, 3:6]) T5[:, 3] = LOOKUP(T5[:, 2], T1[:, 1], T1[:, 2])
T1[:, 10] = SUMIF(T3[:, 1], T1[:, 2], T3[:, 2]) T1[:, 11] = MAXIF(T3[:, 1], T1[:, 2], T3[:, 2])
(b) Constraints learned for the tables above, except 19 ALLDIFFERENT, 2 PERMUTATION and 5 FOR-
EIGNKEY and 5 ASCENDING constraints not shown. Constraints marked with ⇤ were not present in the
original spreadsheets.
Fig. 1: Running example
Formally, a (headerless) table is an n⇥m matrix. Each entry is called a cell. A cell has
a type, which can be numeric or textual. We further distinguish numeric types in subtypes:
integer and float. We also consider None as a special type when a cell is empty; None is a
subtype of all other types.
A row or a column is type-consistent if all cells in that row or column are of the same
base type, i.e., numeric or textual. We will use notation T [a, :] to refer to the a-th row of table
T and similarly T [:, a] for the a-th column. For example, in Figure 1a, T1[:, 1] = [1, 2, 3, 4]
and T3[1, :] = [0Diana Coolen0, 5]. T3[1, :] is not type-consistent while T1[:, 1] is.
The most important concept is that of a block.
Definition 1 A block has to satisfy three conditions: 1) it contains entire rows or entire
columns of a single headerless table; 2) it is contiguous; and 3) it is type-consistent. The
rows or columns have to be contiguous in the original table, meaning that they must visually
form a block in the table, and each of the rows or columns has to be of the same type. If a
block contains only rows we say it has row-orientation, if only columns, column-orientation.
We are working on learning constraints and CSPs 
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Dynamics: Evolving Networks
• Travian:  A massively multiplayer real-time strategy game
• Commercial game run by TravianGames GmbH
• ~3.000.000 players spread over different “worlds”
• ~25.000 players in one world [Thon et al. MLJ 11]
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Learning relational affordances
Learn probabilistic model 
From two object interactions 
Generalize to N  
  
Shelf
push
Shelf
tap
Shelf
grasp
0.4 :: heads.  
0.3 :: col(1,red); 0.7 :: col(1,blue) <- true. 
0.2 :: col(2,red); 0.3 :: col(2,green);  
                   0.5 :: col(2,blue) <- true.  
win :- heads, col(_,red). 
win :- col(1,C), col(2,C).
annotated disjunction: second ball is red with 
probability 0.2, green with 0.3,  and blue with 0.5logical rule encoding 
background knowledge
ProbLog by example: 
A bit of gambling h
• toss (biased) coin & draw ball from each urn
• win if (heads and a red ball) or (two balls of same color)
probabilistic fact: heads is true with 
probability 0.4 (and false with 0.6)annotated disjunction: first ball is red 
with probability 0.3 and blue with 0.7
proba ilistic choice
consequences
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Possible Worlds
W
R RH
W
R R G
×0.3
0.4 :: heads. 
0.3 :: col(1,red); 0.7 :: col(1,blue) <- true. 
0.2 :: col(2,red); 0.3 :: col(2,green); 0.5 :: col(2,blue) <- true. 
win :- heads, col(_,red). 
win :- col(1,C), col(2,C).
×0.30.4 ×0.2×0.3(1−0.4) ×0.3×0.3(1−0.4)
G
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Questions
• Probability of win?  
 
• Probability of win given col(2,green)?  
 
• Most probable world where win is true?
0.4 :: heads. 
0.3 :: col(1,red); 0.7 :: col(1,blue) <- true. 
0.2 :: col(2,red); 0.3 :: col(2,green); 0.5 :: col(2,blue) <- true. 
win :- heads, col(_,red). 
win :- col(1,C), col(2,C).
marginal probability
conditional probability
MPE inference
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Inference is #P-complete — weighted model counting
• Discrete- and continuous-valued random variables
Distributional Clauses (DC)
length(Obj) ~ gaussian(6.0,0.45) :- type(Obj,glass). 
stackable(OBot,OTop) :-  
      ≃length(OBot) ≥ ≃length(OTop),  
      ≃width(OBot) ≥ ≃width(OTop). 
ontype(Obj,plate) ~ finite([0 : glass, 0.0024 : cup,  
                            0 : pitcher, 0.8676 : plate, 
                            0.0284 : bowl, 0 : serving,  
                            0.1016 : none])  
                        :- obj(Obj), on(Obj,O2), type(O2,plate). 
[Gutmann et al, TPLP 11; Nitti et al, IROS 13]
random variable with Gaussian distribution
comparing values of 
random variables
random variable with 
discrete distribution
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Magnetic scenario
● 3 object types: magnetic, ferromagnetic, nonmagnetic
● Nonmagnetic objects do not interact
● A magnet and a ferromagnetic object attract each other
● Magnetic force that depends on the distance
● If an object is held magnetic force is compensated.
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Magnetic scenario
● 3 object types: magnetic, ferromagnetic, nonmagnetic
● 2 magnets attract or repulse
 
 
● Next position after attraction
type(X)t ~ finite([1/3:magnet,1/3:ferromagnetic,1/3:nonmagnetic]) ← 
object(X).
interaction(A,B)t ~ finite([0.5:attraction,0.5:repulsion]) ←  
object(A), object(B), A<B,type(A)t = magnet,type(B)t = magnet.
pos(A)t+1 ~ gaussian(middlepoint(A,B)t,Cov) ← 
near(A,B)t, not(held(A)), not(held(B)), 
interaction(A,B)t = attr,
c/dist(A,B)t2 > friction(A)t.
pos(A)t+1 ~ gaussian(pos(A)t,Cov) ← not( attraction(A,B) ).
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Learning relational affordances
Learn probabilistic model 
From two object interactions 
Generalize to N  
  
Shelf
push
Shelf
tap
Shelf
grasp
What is an affordance ?
(a) Disparity image (b) Segmented image with landmark points
Clip 7: Illustration of the object size computation. Left-hand image shows the disparity map
of the example shown in Figure 5. The orange points in the right-hand image show the points
that intersect with the ellipse’s major axis. The orange points are mapped onto 3D using their
associated disparity value, and the 3D distance between each pair is defined as the object size.
To learn an a↵ordance model, the robot first performs a behavioural babbling
stage, in which it explores the e↵ect of its actions on the environment. For
this behavioural babbling stage, for the single-arm actions the robot uses its
right-arm only. For these actions a model of the left-arm will be later built by
exploiting symmetry as in [3]. We include the simultaneous two-arm push on
the same object in the babbling phase, allowing for a more accurate modelling
of action e↵ects for the iCub.4
The babbling phase consists of placing pairs of objects in front of the robot
at various positions. The robot executes one of its actions A described above on
one object (named: main object, OMain). OMain may interact with the other
object (secondary object, OSec) causing it to also move. Figure 8 shows such
a setting, with the objects’ position before (l) and after (r) a right-arm action
(tap(10)) execution.
Clip 8: Relational O before (l), and E after the action execution (r).
4As opposed to the two-arm a↵ordance modelling in [3], we also include in the babbling
phase the two-arm simultaneous actions whose e↵ects might not always be well modelled by
the sum of the individual single-arm actions.
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• Formalism — related to STRIPS / to PDDL but models delta
• but also joint probability model over A, E, O
During this behavioural babbling stage, data for O, A and E are collected for
each of the robot’s exploratory actions. The robot executed 150 such exploratory
actions. One example of collected data during such an action is shown in Table 1.
Note that these values are obtained by the robot from its perception, which
naturally introduces uncertainty, which the relational a↵ordance model takes
into account (e.g., the displacement of OMain is observed to be a bit more than
10cm).
Table 1: Example collected O, A, E data for action in Figure 8
Object Properties Action E↵ects
shapeOMain : sprism
shapeOSec : sprism
distXOMain,OSec : 6.94cm
distYOMain,OSec : 1.90cm
tap(10)
displXOMain : 10.33cm
displYOMain :  0.68cm
displXOSec : 7.43cm
displYOSec :  1.31cm
During the babbling phase, we also learn the action space of each action. As
the iCub is not mobile, and each arm has a specific action range, each ai 2 A
can be performed when an object is located in a specific action space. An object
can be acted upon by both arms, by one arm but not the other, or it can be
completely out of the reach of the robot. If the exploratory arm action on an
object fails because no inverse kinematics solution was found, then that object is
not in that arm’s action space. We will show later how any spatial constraints,
such as action space, can be modelled with logical rules.
5.2. Learning the Model
The model will be learnt from the data collected during the robot’s 150
exploratory actions, one instance of such data as illustrated in Table 1. We
will model the (relational) object properties: distX, distY (the x and y-axis
distance between the centroids of the two objects), and the e↵ects: displX and
displY (the x and y-axis displacement of an object) with continuous distribution
random variables. We will start by learning a Linear Conditional Gaussian
(LCG) Bayesian Network [26]. An LCG BN specifies a distribution over a
mixture of discrete and continuous variables. In an LCG, a discrete random
variable may have only discrete parents, while a continuous random variable may
have both discrete and continuous parents. A continuous random variable (X)
will have a single Gaussian distribution function whose mean depends linearly
on the state of its continuous parent variables (Y ) for each configuration of its
discrete parent variables (U) [26]. This LCG distribution can be represented
as: P (X = x|Y = y, U = u) = N (x|M(u) +W (u)T y, 2(u)), with M a table of
mean values, W a table of regression (weight) coe cient vectors, and   a table
of variances (independent of Y ). [26]
To learn an LCG BN for our setting, we will approximate displX, displY ,
and distX and distY by conditional Gaussian distributions over the short dis-
tances over which objects interact. These distances will be enforced by adding
logical rules.
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Relational Affordance Learning
● Learning the Structure of Dynamic Hybrid Relational Models  
Nitti, Ravkic, et al. ECAI 2016 
− Captures relations/affordances 
− Suited to learn affordances in 
robotics set-up, continuous and discrete variables 
− Planning in hybrid robotics domain
  4
Learning and planning
● Goals:
– learn actions effects
– plan with the learned model
  14
DDC-TL
● DDC Tree learner
action(X)
Planning
[Nitti et al ECML 15]
Conclusions
• Static version (~ prob. data and knowledge 
bases)
• Dynamic formalism is related to PDDL,  
can represent relational MDPs, can be 
learned (small problems) and can be used 
for planning — continuing work on scaling 
up
• We can learn these formalisms
23
Questions that I have 
• What kind of relationships exist between 
PCTL and Prob. Planning ?
• What verification techniques work with 
relational worlds ? (relational MDPs versus 
propositional ones)
• I d like to impose constraints on what is 
being learned … how do I do that ? 
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move(e,c)
move(e,floor)
move(c,e)
#blocks #states
3 
5 
8 
10
13 
501 
394,353 
58,941,091
• Flat represention 
• No notions of objects and 
relations among the 
objects 
• Generalization (similar 
situations / individuals)? 
• Parameter Reduction / 
Compression ? 
–  on(a,b) for 10 blocks 
• <150 values 
• 58,941,091 states
