The effectiveness of model adaptation in dialogue speech synthesis is explored. The proposed adaptation method is based on a conversion from a base model learned with a large dataset into a target, dialogue-style speech model. The proposed method is shown to improve the intelligibility of synthesized dialogue speech, while maintaining the speaking style of dialogue.
Introduction
Although speech synthesis with astonishing naturalness is now possible with deep neural networks, HMM-based speech synthesis [1] , [2] is still advantageous for some niche applications, because it works well for a relatively small corpus, and because it allows flexible customization at various levels thanks to its transparent structure. We have previously studied HMM-based dialogue speech synthesis using a spontaneous dialogue speech corpus as a dataset [3] , [4] . Although these studies showed the effectiveness of controlling paralinguistic information in a dimensional representation, they suffered from quality degradation due to insufficient training data.
In this letter, the effectiveness of model adaptation in dialogue speech synthesis is explored. Specifically, the adaptation is achieved by a conversion from a base model learned with a large dataset into a target, dialogue-style speech model.
In this study, we used the Simulated Public Speaking (SPS) subset of the Corpus of Spontaneous Japanese (CSJ) [5] for training the base model, and the Utsunomiya University Spoken Dialogue Database for Paralinguistic Information Studies (UUDB) [6] for adapting the base model into dialogue speech. Although these two datasets differ in speech mode (monologue vs. dialogue), their speaking styles are relatively similar. The main concern of this paper is to what extent the speech mode adaptation overcomes the limitation of the amount of dialogue speech corpora.
Methods
To examine the effectiveness of speech mode adaptation, the Manuscript Speech signals were 16 bit PCM sampled at a rate of 16 kHz.
The structure of each model was a 5-state left-to-right hidden semi-Markov model (HSMM). The feature vector consisted of 34th-order mel-cepstral coefficients, log F0, and their Δ and ΔΔ features. The mel-cepstrum parameter was obtained by converting from the STRAIGHT spectrum [7] . For the F0 extraction, the pitch tracker in the Snack sound toolkit was used.
For building the CSJ model, the speaker adaptive training (SAT) with shared decision tree [8] was employed in order to guarantee that all leaf nodes are affected by all the speakers in the training set.
As the adaptation method for the ADAPT model, a combination of Maximum Likelihood Linear Regression (MLLR) and Maximum A Posteriori (MAP) estimation [9] was used. As the prior in the MAP estimation, means of Gaussians transformed by MLLR were used. The regression class tree was first created based on a speech-modeindependent model trained with both UUDB and CSJ utterances then the transformations were grouped using the adaptation data, as in typical speaker adaptation [9] .
As the result of training, the F0 decision tree of the UUDB model had 352 leaf nodes, and that of the CSJ model had 1951 leaf nodes. The number of nodes of the regression class tree was 111.
Perceptual Evaluation

Experimental Conditions
It is not sufficient to evaluate dialogue speech synthesis only by naturalness or intelligibility. In this study, we evaluated whether the synthesized speech sounded like dialogue speech, as well as its intelligibility. For each model, 50 utterances were synthesized from the context labels of the UUDB test set (not including the training data). Therefore, the set of stimuli was composed of 50 × 3 = 150 utterances.
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In the intelligibility test, evaluation was made using a five-point scale (5: very good, 1: very bad).
In the test of similarity to dialogue speech, the subjects were instructed to evaluate whether the stimulus sounded like dialogue speech or monologue speech. Prior to the experiment, we first explained the terms "dialogue" and "monologue" and presented 10 natural utterances for each type of speech to the subjects. Then, the subjects practiced evaluating the similarity to dialogue speech for 10 natural utterances composed of 5 examples of dialogue speech and 5 of monologue speech. After that, they evaluated the similarity of the stimuli to dialogue speech on a five-point scale (5: sounds like dialogue speech, 1: sounds like monologue speech).
Results
The results of the intelligibility test are shown in Fig. 1 . The mean opinion score was 3.03, 3.96, and 3.54 for the UUDB, CSJ, and ADAPT models, respectively. The result of Tukey's multiple comparison test revealed that the differences of all these combinations were significant (p < 0.05). Therefore, the intelligibility of synthesized dialogue speech was improved by the speech mode adaptation (3.0 → 3.5). However, a decrease in intelligibility was found before and after the adaptation (4.0 → 3.5).
The results of the test of similarity to dialogue speech are shown in Fig. 2 . The mean opinion score was 3.74, 2.57, and 3.78 for the UUDB, CSJ, and ADAPT models, respectively. The result of Tukey's multiple comparison test revealed that the difference between UUDB and CSJ, and that between CSJ and ADAPT, were significant (p < 0.05). Therefore, the utterances synthesized with the ADAPT model sounded like dialogue speech to a similar extent to the utterances synthesized with the UUDB model. The score for ADAPT was obviously higher than that of the CSJ model, where a 1.2-point improvement was observed.
Therefore, it is considered that the intelligibility can be improved without sacrificing similarity to dialogue speech by the speech mode adaptation from monologue to dialogue.
Discussion
The number of leaf nodes of the F0 decision tree of the CSJ model and the UUDB model was 1951 and 352, respectively. This implies that a more fine-grained model was obtained with the CSJ dataset than with the UUDB dataset. Because the ADAPT model had the same complexity as the CSJ model, it is reasonable that the ADAPT model has higher intelligibility than the UUDB model. An example parameter (log F0) synthesized with the CSJ model and with the ADAPT model are shown in Fig. 3 . It can be seen that the phoneme duration changed after the speech mode adaptation (best understood at the end of utterance).
The scatter plot of natural phoneme duration versus that predicted by the CSJ and ADAPT models is shown in Figs. 4 (a) and (b), respectively. The horizontal axis corresponds to the actual duration of the test utterances, and the vertical axis corresponds to the predicted duration for the utterances. Natural speech contains phonemes longer than 200 ms, but the CSJ model estimated the duration for the phonemes to be shorter than the actual lengths. Many of these reflect syllable prolongation, which is a characteristic of dialogue speech that typically appears at phrase boundaries. On the other hand, the duration of some of these phonemes was corrected to the expected length by applying the speech mode adaptation. Therefore, it is likely that the changes to phoneme duration helped make the synthesized speech sound more like dialogue speech. As described in Sect. 3.2, the intelligility decreased after applying the adaptation. A possible cause of this degradation is duration. The adaptation occasionally brings a drastic change in the state duration, which results in less intelligible speech. Also, the intonation of several stimuli synthesized by ADAPT model sounds unnatural, which may have affected the evaluation. Table 1 shows the spectral difference calculated from the distance between the mean vector of the synthesized mel-cepstral coefficients of each vowel and its average over all vowels, which has been used to assess the vowel space reduction of spontaneous speech [10] . Shorter distance implies that the vowel is more neutralized, which indicates a more sloppy pronunciation. From Table 1 , it is understood that the speech mode adaptation did not affect the vowel space much, except for the vowel /i/ that got 0.89 dB closer to the center of the vowel space. However, there is still the possibility that systematic effects of spectral features other than the vowel space exist on the perception of speaking style. Further investigation will be needed to understand if such effects exist.
Conclusions
In this study, we aimed to improve the quality of dia-logue speech synthesis. We proposed a high-quality dialogue speech synthesis based on the speech mode adaptation, where the base model, representing fine-grained prosodic/phonetic classes, is first constructed with a largescale monologue corpus, and then transformed into the target style using broad regression classes constructed with a dialogue corpus. The result of a subjective evaluation of synthesized speech revealed that this method effectively improves the quality of dialogue speech synthesis.
In the future, we will analyze the differences between monologue speech and dialogue speech in more detail, and explore the conversion method focusing on the differences.
