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The relationship between Koopman mode decomposition, resolvent mode decompo-
sition, and exact invariant solutions of the Navier-Stokes equations is clarified. The
correspondence rests upon the invariance of the system operators under symmetry
operations such as spatial translation. The usual interpretation of the Koopman operator is
generalized to permit combinations of such operations, in addition to translation in time.
This invariance is related to the spectrum of a spatiotemporal Koopman operator, which
has a traveling-wave interpretation. The relationship leads to a generalization of dynamic
mode decomposition, in which symmetry operations are applied to restrict the dynamic
modes to span a subspace subject to those symmetries. The resolvent is interpreted as the
mapping between the Koopman modes of the Reynolds stress divergence and the velocity
field. It is shown that the singular vectors of the resolvent (the resolvent modes) are the
optimal basis in which to express the velocity field Koopman modes where the latter are
not a priori known.
DOI: 10.1103/PhysRevFluids.1.032402
This paper presents a unifying view of a range of methods used to characterize nonlinear solutions
of the Navier-Stokes equations. Ordered by roughly decreasing complexity in their treatment of
nonlinearity, these are invariant solutions, a generalized form of Koopman mode decomposition,
dynamic mode decomposition, and resolvent mode decomposition. The instances in which the four
methods of analysis coincide are identified here. We hope to provide a more rigorous basis on which
to interpret these methods and to inform the potential user of the appropriate tool for a particular
problem.
Invariant solutions are exact (nonlinear) solutions of the Navier-Stokes equations that remain the
same after certain symmetry operations are applied (such as reflection, rotation, or shifts in space or
time). They are sometimes called exact coherent structures and are implicated in the formation of
apparently repeating highly ordered spatiotemporal patterns in turbulence. These solutions are the
subject of an active and long-standing area of research; see, for example, [1–3] for reviews. From
the viewpoint of dynamical systems, turbulence may be understood in terms of a state trajectory
visiting the neighborhood of various invariant solutions.
Koopman modes are a general way of analyzing the dynamics of a nonlinear system [4–7]. The
Koopman modes arise from the spectral analysis of the Koopman operator, which is an infinite-
dimensional operator that evolves functions of the system’s state. Koopman mode decomposition
is closely related to dynamic mode decomposition (DMD) [7–12], which is a popular way to
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decompose data into time-varying modes, and DMD modes approximate Koopman modes in certain
circumstances.
Independently, the resolvent mode decomposition [13] arose as an analysis of wall turbulence that
provides an ordered orthonormal basis to express turbulent flow fields in an efficient and physically
meaningful way. Like invariant solutions, it has been used to explain the phenomenon of coherent
structure [14], which raised the possibility that the two apparently disjoint approaches are actually
related. Following that work, it has been shown that the resolvent mode basis can be used to efficiently
capture many nonlinear invariant solutions of the Navier-Stokes equations [15].
In the following, we clarify the fundamental relationship between these various different
approaches. The relationship rests on the idea that Koopman operator theory can be generalized
to consider group actions such as spatial translations in addition to translation in time. We will show
that each invariant solution satisfying a set of symmetries is associated with an eigenvalue problem
for a Koopman operator defined by the same symmetries. For the case of spatial and temporal
translation, the resulting Koopman modes have the natural interpretation of traveling waves. We
present a similar generalization of DMD that provides a simple way of computing a basis for the
same subspace from experimental or simulation data. Recently, a related idea of DMD in a moving
frame of reference was independently proposed by Sesterhenn and Shahirpour [16]. Here we provide
a theoretical basis for that idea. It has previously been shown that the spatial invariance of a linear
system is inherited by distributed linear optimal control of that system and that the control is block
diagonalized by the Fourier transform [17]. The present result is comparable, but applies in the fully
nonlinear setting.
It is also shown that the resolvent operator arising from the Navier-Stokes equations can be
interpreted as a mapping between two observables (from nonlinear forcing to velocity). As a
consequence, the resolvent modes provide a natural basis in which to expand the Koopman modes.
Often, a projection of the velocity field onto the leading resolvent modes will well approximate the
Koopman modes, in which case the dynamics are essentially low dimensional. The resolvent modes
coincide with the spectral decomposition of the Koopman operator in all invariant directions. Since
the resolvent modes can be calculated from only the Navier-Stokes equations and the time-space
mean velocity field, the resolvent modes offer a useful proxy for Koopman modes when calculation
of DMD modes is impractical or impossible. In addition, because traveling-wave invariant solutions
are also economically expressed as a Koopman mode expansion, this also explains why projections
of invariant solutions onto their resolvent modes seem to approximate invariant solutions so well.
This line of thought also suggests that it is reasonable to approximate the dynamics of turbulent flow
having a continuous temporal spectrum with a projection onto a discrete set of frequencies; this is
entirely analogous to a periodic flow domain being used to approximate an infinite one.
A brief introduction to Koopman modes will be given in the following. For a more comprehensive
introduction to Koopman modes we refer the reader to other sources [4–7]. Consider the case where
the dynamics of a time-varying vector-valued field on a one-dimensional spatial domain u(x,t) are
governed by continuous dynamics,
∂tu(x,t) = f(u(x,t)) (1)
with observations given by g(u(x,t)). All vectors are written in bold font (e.g., u).
For simplicity, the technical development is specialized to a system following a periodic orbit,
resulting in a discrete spectrum of the Koopman operator, but the results are expected to generalize in
a straightforward way to systems with continuous spectra, including turbulence. Define a temporal
shift operator
St
′
u(x,t) = u(x,t + t ′). (2)
A family of Koopman operators Ut [18,19] is defined for an arbitrary u(x,t) and for an arbitrary
function h via
Ut
′
h(u(x,t)) = h(St ′u(x,t)) = h(u(x,t + t ′)). (3)
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It is instructive to consider the spectral properties of the Koopman operator [6]
Ut
′
ϕn(u(x,t)) = μt ′nϕn(u(x,t)). (4)
Consider the observable g defined earlier. Since we have assumed the case of a period orbit, we may
expand the observable in terms of the eigenfunctions of Ut ,
g(u(x,t)) =
∑
n∈Z
ϕn(u(x,t))gn(x). (5)
The gn are the projections of the observable g onto the eigenfunctions of Ut and are called Koopman
modes. For simplicity of presentation, we will take g = I in what follows. Then, expanding u(x,t)
accordingly, we find that
u(x,t) =
∑
n∈Z
μtnϕnun(x), (6)
where un(x) is the nth Koopman mode. Given a sufficiently long time for the state to decay onto
the attractor and the absence of a continuous spectrum, all μtn in the expansion will be the temporal
Fourier modes. Indeed, the eigenvalues of the operator are μt ′n = einωt
′
and Ut becomes unitary [6].
In general, eigenvalues of Ut can be off the unit circle, for example, decaying solutions of fixed
spatial shape are associated with a spectral radius of less than unity. It is straightforward to generalize
the previous discussion to this case. The limit cycle can therefore be decomposed in terms of these
eigenfunctions and Koopman modes,
u(x,t) = u∗(x) +
∑
n∈Z\0
un(x)einωt . (7)
The Koopman mode un(x) is the projection of the field u(x,t) on the subspace spanned by an
eigenfunction of Ut [4]. Notice that the temporal average emerges as u∗(x). In the case of the
continuous spectrum, rather than coefficients over discrete frequencies, we must use densities over a
continuum. The interpretation is that an expansion in neutral modes is most natural once the system
has decayed onto the attractor.
Next we will show that traveling waves and periodic orbits arise from the eigenvalue problem
for a family of joint spatiotemporal Koopman operators. We earlier defined the Koopman operator
with respect to a time shift. Here we introduce the spatial analog to the Koopman operator, which
we will call the spatial Koopman operator. Similarly to the temporal case described earlier, we begin
by defining a composition operator Ux ′ via
Ux
′
h(u(x,t)) = h(u(x + x ′,t)). (8)
Again, assuming periodicity in x, eigenvalues of Ux ′ associated with Koopman modes present in
the flow lie on the unit circle. As such, Ux ′ will be unitary in this case. Since unitary operators
are norm preserving, again, the interpretation is that an expansion in neutral modes is most natural
once the system has reached statistical homogeneity in x. This is essentially the same situation as
the temporal Koopman operator except with the shift being in x rather than t . In the more general
case of a spatially developing flow, Ux ′ will have eigenvalues off the unit circle associated with the
spatial growth or decay of the corresponding spatial Koopman modes.
Similarly to Ut , the operator may have a continuous and point spectrum. Restricting our attention
to the spatially periodic case (the spatial analog to limit cycle behavior), we may expand with just a
point spectrum as
u(x,t) = u¯(t) +
∑
l∈Z\0
ul(t)eilαx, (9)
with α the fundamental wave number. The spatial Koopman modes are ul(t) and this time, the spatial
average appears as u¯(t).
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Having defined a spatial Koopman operator, it is natural to wonder what happens when the spatial
and temporal Koopman operators are combined. To find out, we define a spatiotemporal Koopman
operator
Ux
′,t ′h(u(x,t)) =Ux ′Ut ′h(u(x,t)) = h(u(x + x ′,t + t ′)). (10)
Consider the eigenvalues and eigenvectors of the compound or spatiotemporal Koopman operator
Ux
′
Ut
′
ϕj (u(x,t)) = μx ′,t ′j ϕj (u(x,t)). (11)
These will be functions that are the same up to a scalar factor after translation by t ′ and then by x ′
(later, but downstream). This arrangement is equivalent to defining a single Koopman operator for
the combined transformation.
The μx,tj that satisfy this are ei(nωt+lαx) giving the expansion in spatiotemporal Koopman modes
u(x,t) =
∑
n,l∈Z
un,le
i(nωt+lαx), (12)
with α the fundamental wave number and ω the fundamental frequency. The obvious interpretation
is an expansion in traveling waves with downstream phase speed c = nω/lα. This goes some
way to explaining how a spatial periodicity induces a sparsity in temporal frequency in turbulent
simulations [20,21], by restricting the ω available to satisfy a range of wave speeds. Again, this is
easily generalizable to systems that develop spatially, in which case the eigenvalues of Ux will be
off the unit circle.
Notice that the spatiotemporal mean occurs naturally, u0,0 = u¯∗. Clearly, Ux,t = Ut,x . In this
sense, the expansion in traveling waves is natural and arises directly from the spatiotemporal
symmetries of the equations determining the dynamics. This idea may be generalized further to
include other operations, such as reflection (decomposing into odd and even functions), or indeed
any other symmetries induced by group action.
Comoving frames of reference are well studied in the context of invariant solutions ([22,23], for
example) and so unsurprisingly this interpretation is reminiscent of the formulation used to specify
exact traveling-wave solutions, which are fixed points in a comoving frame of reference. Let v(x,t)
be such a solution to (1) that satisfies
v(x,t) = v(x + δx,t + δt), (13)
with c = δx/δt being its phase speed. Then the decomposition induced by the spatiotemporal
Koopman operator, according to (12), is
v(x,t) =
∑
n,l∈Z
vn,le
i(nωt+lαx). (14)
Since the traveling wave has a single wave speed c, we conclude that all vn,l are zero except those
where nω/lα = δx/δt = c. From this we can see that the spatiotemporal Koopman modes are a
natural and parsimonious way to express traveling-wave solutions.
This analysis suggests a generalization of DMD, which is described as follows. Usually, the DMD
of a data set proceeds as follows. First, a series of velocity field snapshots is taken and formed into
a matrix
Zt = [u1u2 · · · uN−1]. (15)
A second snapshot matrix is formed from the same data,
Zt+t = [u2u3 · · · uN ], (16)
where a snapshot ui+1 is t later than the snapshot at ui . While ui+1 is generated by the nonlinear
dynamics from ui , DMD approximates this behavior by a linear operator and the following problem
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is formed:
Zt+t = MZt. (17)
The DMD modes are the eigenvectors of M , which may be found by various methods [7,9–12].
Another way to look at this problem is to introduce a time-translation operator acting on the
matrix of snapshots,
τtZt ≡ Zt+t = MZt. (18)
It is clear from the earlier discussion that the DMD problem more generally applies to any
combination of operators, such as reflection in z (σz), translation in the streamwise direction (τx),
or time. The original paper introducing DMD [9] did present a generalization to spatially developing
flows, but did not discuss the combination with time-shift or other transformations such as reflection.
Using the interpretation of DMD modes as providing a basis with which to approximate the
mapping between two observables, we may do the same with time- and space-shifted snapshot
matrices. More generally, by applying a transformation (in this case, translation in space and time), the
DMD modes become the Koopman modes in the associated Koopman mode expansion [e.g., (12)].
For example, the DMD problem
τxτtσzZt,x ≡ Zt+t,x+x,σz = MZt,x (19)
defines the linear operator M that approximates the nonlinear operation that relates snapshots
reflected in z, moved downstream by x and later by t to the current snapshot. As such the
eigenvectors of M (the DMD modes) will all be traveling waves, symmetric or antisymmetric in z
and convecting with speed according to (12).
The eigenvalues are interpreted in the usual way, but in the moving frame of reference. We may
solve for eigenvectors of M with the usual DMD methods. Since this subspace is smaller than the
space of regular DMD modes, we might expect such symmetrized DMD modes to converge faster. In
exploratory computations, we have observed this to be the case. For data periodic in x, the eigenvalue
problem for Ux or M will reduce to a discrete Fourier transform in x, in much the same way as
happens with Ut .
The decomposition into traveling waves in spatially invariant directions leaves the question of how
to decompose noninvariant directions. In the following, we specialize on the case of incompressible
fluid flow. The dynamics of incompressible fluid flow is most commonly studied using the Eulerian
framework, via the nondimensional version of Navier-Stokes equations
∂tu + u ·∇u = −∇p + 1Re∇
2u, ∇ · u = 0, (20)
where Re = ρUL/μ is the Reynolds number, U is a characteristic velocity, L is a length scale, T is
a time scale, and ∇ is the spatial gradient operator. The density of the fluid is ρ and its viscosity μ.
Velocity and pressure are nondimensional, where velocity is scaled by U and pressure is scaled by
ρU 2.
Assume a flow with a limit cycle of frequency ω. We first consider the temporal Koopman mode
decomposition for u, as in Eq. (7),
u(x,t) = u∗(x) +
∑
n=0
einωtun(x), (21)
where u∗(x) is the time-averaged velocity. Define u˜(x,t) = u(x,t) − u∗(x). Now expand the pressure
in its own Koopman modes
p(x,t) = p∗(x) +
∑
n∈Z
einωtpn(x).
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In addition, expand u˜(x,t) ·∇u˜(x,t) in its Koopman modes
u˜(x,t) ·∇u˜(x,t) =
∑
n∈Z
einωt fn(x), (22)
where the summation is over n ∈ Z since the time average of u˜ ·∇u˜ does not to have to be zero,
even though the time average of u˜ is. Essentially, we are treating the nonlinear term as a separate
observable.
We now rewrite the Navier Stokes equation as∑
n=0
inωeinωtun + u∗ ·∇u∗ + u∗ ·∇u˜ + u˜ ·∇u∗
= −∇
(
p∗ +
∑
n∈Z
einωtpn
)
+ 1
Re
∇2
⎛
⎝u∗ +∑
n=0
einωtun
⎞
⎠− u˜ ·∇u˜, (23)
Assuming we know u∗ and integrating (23) against e−iωmt , we get
imωum + u∗ ·∇um + um ·∇u∗ = −∇pm + 1Re∇
2um − fm. (24)
The n = 0 equation clearly reads
u∗ ·∇u∗ = −∇p∗ + 1
Re
∇2u∗ − f0. (25)
Now we discuss the pressure terms. Because of incompressibility, we have
−∇2p = ∇ · (u ·∇u).
Thus, clearly,
−∇2p∗ = ∇(u∗ ·∇u∗) +∇ · f0.
For higher-order Koopman modes,
∇2pm = −∇ · (u∗ ·∇um) −∇ · (um ·∇u∗) −∇ · fm. (26)
Thus, pm is related to um and fm via a linear operator. Let us define
L1(um) = (∇2)−1[−∇ · (u∗ ·∇)um −∇ · (um ·∇u∗)]
(taking care with boundary conditions when inverting the Laplacian) and
L2(fm) = −(∇2)−1∇ · fm.
We get
pm = L1(um) + L2(fm).
Note that if we define L(u∗) = u∗ ·∇ + (∇u∗) and noticing  = [I −∇(∇2)−1∇] is the Leray
projection, we get (
imωI + L(u∗) − 1
Re
∇2
)
um = −fm. (27)
Naming
Hmω = −
(
imωI + L(u∗) − 1
Re
∇2
)−1
 (28)
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the resolvent operator, we have obtained a relationship between the Koopman modes of u˜ ·∇u˜ and
Koopman modes of u via Hmω as
um = Hmω fm. (29)
Notice that Hmω depends on the time average, which appears entirely naturally and with a consistent
interpretation. The importance of the spectrum of the linear operator about u∗ thus has a clear
interpretation even in a fully nonlinear flow.
We would like to find a sensible basis in which to expand um. Ideally, the functions should be
orthonormal, and chosen and ordered in such a way that a truncation of the expansion should still
approximate the true um in a quantifiable way. In the case that the dynamics are translationally
invariant, we have already seen that the spatial Koopman modes are the correct choice. If this is not
the case, the choice is more delicate.
To proceed, notice that Hmω is a linear mapping between two observable fields. So it is reasonable
to use two different bases for um and fm. One sensible choice is the Schmidt decomposition of Hmω ,
because the truncation in that basis is optimal in the Frobenius norm. The Schmidt decomposition
is the infinite-dimensional equivalent to the singular value decomposition [24]. Then
Hmω fm(x) =
∑
j∈N
σmj
〈
fm(x),φmj (x)
〉
ψmj (x), (30)
〈
ψmj (x),ψmj ′ (x)
〉 = δj,j ′ , 〈φmj (x),φmj ′ (x)〉 = δj,j ′ , σmj  σmj+1. (31)
The pairs φmj and ψmj are the Schmidt pairs (singular vectors) in the decomposition. The sets of
φmj and ψmj each form an orthonormal basis, with basis functions ordered by the singular values
σmj . This ordering provides a criterion for truncation. In fact, Hmω often has very large separation
between the leading (one or two) singular values and the next. The physical basis for this is well
documented in previous work [13]. It also turns out that in any shear flow, Hmω is non-normal, so in
general ψmj (x) = φmj (x). This decomposition is like proper orthogonal decomposition [25], but on a
dynamical flow operator instead of a data set.
This decomposition leads naturally to ordered expansions for both um and fm,
um(x) =
∑
j∈N
χmj σ
m
j ψ
m
j (x), (32)
fm(x) =
∑
j∈N
χmj φ
m
j (x). (33)
In previous work we have called the set of ψmj the response modes and the set of φmj the forcing
modes.
If it so happens that σ1 	 σ2, we may reasonably approximate the Koopman mode um (up to
a complex coefficient) by um(x) ∼= ψm1 (x), regardless of our knowledge of fm [the argument does
not hold the other way; to approximate fm it would require (Hmω )−1 to be approximately rank-1,
which it is not]. The phrase “up to a complex coefficient” means that, while the functional form
of each response mode is known, the phase and magnitude (making up the complex coefficient of
the response mode) is not determined by the decomposition. Similarly, Koopman modes are always
defined up to a complex coefficient since they are projections onto eigenfunctions, which themselves
are always defined up to a complex coefficient. In traveling-wave terms, this means that the wave
is defined up to an arbitrary phase, which is fixed in the coefficient. However, because the relative
phase between forcing and response mode pairs is fixed by the decomposition, the phase between
different response modes may be fixed either via calculation of the nonlinear forcing, by a projection
onto Koopman modes determined by DMD, by fitting to a limited set of measurements [26], or by
other methods [27,28].
In actuality, χmj for leading few j may be sufficiently small relative to the following coefficients
that this effect may outweigh the effect of any separation of the leading singular values. In such
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FIG. 1. Modes in a turbulent pipe flow, with a length of 2π diameters, R+ = 314 based on friction velocity.
Comparison between response modes (left) and DMD modes (right) at the same frequency [ω/2π = 0.1826
(top) and ω/2π = 0.5479 (bottom)] with azimuthal wave number 2. Colored isosurfaces indicate ±1/3 of the
maximum streamwise velocity fluctuation. Reproduced from Go´mez et al. [20], with the permission of AIP
Publishing.
cases, it is reasonable to approximate Hmω by a projection induced by (31), with the rank determined
by the desired level of accuracy, as in Eq. [27]. The extent to which either scenario applies will
depend on the particularities of the system under study.
We show a comparison of a response mode to a temporal DMD mode for turbulent flow in a
pipe in Fig. 1. Notice that in this case, as in all cases with spatial periodicity, spatiotemporal modes
must also be modes of the temporal Koopman operator but with a spatial periodicity. In other words,
although Fig. 1 was generated using a DMD of two-dimensional snapshots (at a single azimuthal
Fourier wave number), it is clear from the previous analysis that the DMD and Koopman modes
could equally have been found by using the Fourier transform in the streamwise direction and then
by solving the much smaller resulting one-dimensional DMD problem.
In many canonical flows, such as flow through a pipe or channel, the flow equations are invariant
under a spatial translation. We will see next that the response modes coincide with the spectral
decomposition of the Koopman operator in spatially invariant directions. To avoid the inconvenience
of treating a continuous spectrum, assume periodicity in x and take x = (x,y). Suppose we expand
a (temporal) Koopman mode in terms of its response modes,
um(x,y) =
∑
j∈N
cmj ψ
m
j (x,y). (34)
Applying the spatial Koopman operator gives (using its linearity)
Uxum(x,y) =
∑
j∈N
cmj U
xψmj (x,y). (35)
The spatial Koopman mode expansion of um(x,y) is
um(x,y) =
∑
l∈Z
al(y)eilαx . (36)
Since ψmj (x,y) form a complete orthonormal basis, satisfying the same symmetry property as the
Koopman mode expansion, we have the result that
cmj ψ
m
j (x,y) = al(y)eilαx, (37)
where each j is associated with a particular l.
This shows that decomposing into (i) the spatiotemporal Koopman modes and then the response
modes and (ii) temporal Koopman modes and then the response modes is equivalent up to the
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ordering of the response modes. That is, the spatial dependence on x of ψmj (x,y) will be the same as
that of φmj (x,y) and the Koopman operator eigenvector of the same wave number where the resolvent
is invariant under translation in x.
Such symmetry properties are intimately tied up with the normality of the resolvent and the
availability of energy to flow perturbations. It is straightforward to show that the resolvent operator
is normal with respect to the inner product over any invariant spatial direction. Since the mean
profile enters the fluctuation equations and therefore the resolvent, the presence of mean shear in
a direction breaks that invariance. This is manifested as the departure of the response modes from
the Koopman modes in that spatial dependence. The resolvent analysis has also been generalized to
spatially developing flows by considering a complex Fourier wave number [29] in a way directly
comparable to the Koopman modes.
We have shown that resolvent modes and exact solutions of the Navier-Stokes equations share a
common fundamental interpretation best expressed in terms of the spectral properties of a class of
Koopman operators. These Koopman operators arise from symmetries of the governing equations
(translation, reflection, and so on; for a complete discussion of the symmetries available in Couette
flow, for example, see [30]). This association has a natural physical interpretation as a decomposition
into traveling waves and leads to dynamic mode decomposition for traveling waves. It was shown
that the application of these symmetries restricts the subspace that the DMD modes lie in resulting
in modes that obey these symmetries. We expect this generalization to prove useful for flows that
develop spatiotemporally or where improved convergence is desired.
From this interpretation it becomes clear that, in principle, Koopman modes are the “true”
characterization that DMD and resolvent modes may approximate. However, DMD modes are
empirically determined and the resolvent decomposition is (almost entirely) analytical. Where the
system is low dimensional, it follows that the spatial dependence of the Koopman modes may often
be well approximated by a small number of resolvent modes. This has the advantage that parametric
dependence may be cheaply explored (for determining the effects of control or for calculating
Reynolds number scaling, for example). Without appeal to a nonlinear calculation or actual data, the
resolvent mode coefficients are not known. Therefore, where data are easily available or where the
governing equations are not known, DMD modes may be the better choice, or some combination
of methods. For example, in control problems, resolvent mode coefficients can be fixed and the
frequencies selected by DMD or another method [26], while an expansion in resolvent modes can
inform how the true Koopman modes change as control is applied or boundary conditions are
changed [31,32].
It has also been shown that the exact traveling-wave solutions of the Navier-Stokes equations
have economical expansions using generalized Koopman modes. This goes some way to explaining
the (otherwise surprising) efficiency of the resolvent modes in capturing fully nonlinear invariant
solutions.
Although the presentation was specialized to systems with a discrete temporal spectrum, the
arguments should generalize to those with a continuous spectrum, such as turbulence. In such
systems, it seems reasonable to perform a projection onto a discrete set of frequencies to approximate
the original system, by analogy with a periodic spatial flow domain being used to approximate an
infinite one. The theory presented here has extensions for cases where other group actions and other
spatial domains are considered (for instance, flows on a sphere).
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