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Abstract: We investigate he front-tracking method using marker points for the numerical solution of a class of moving 
boundary problems, which arise in connection with certain two-dimensional electrochemical machining problems. The 
numerical method is expressed as a system of N nonlinear, autonomous, ordinary differential equations (ODEs) for 
describing the movement of N marker points on the moving boundary. The system has been analysed, in some cases, 
with respect o the local stability of equilibrium solutions and to the global stability of nonequilibrium solutions. The 
linearised local stability of the equilibrium solution is investigated in terms of the Jacobi matrix for the system of 
ODEs. Closed-form expressions for the eigenvalues and the eigenvectors of the Jacobi matrix have been derived. Part 
of the method comprises the solution of a Dirichlet boundary value problem. This is carried out using various 
boundary collocation methods, which are investigated. The mathematical-numerical model has features which are in 
accordance with those of the physical problem. This has also been demonstrated by actual computation of some 
examples. 
Keywords: Stability analysis, systems of ordinary differential equations, Jacobi matrix, eigenvalues, eigenvectors, 
moving boundary problems, saw-tooth instability, front-tracking method, potential problems, boundary collocation 
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1. Introduction 
Moving boundary problems appear within various branches of science and technology. We 
shall here consider a problem which stems from electrochemical machining (ECM) for which 
technological method the physical background can be found, e.g., in [67-70]. In a mathematical 
model for ECM there is introduced a potential q) which satisfies Laplace's equation in between 
the electrodes, and assumes the value zero at the cathode, and a positive constant value at the 
anode. 
* A smaller part of a previous version of the paper has been presented as "Mathematical Analysis of Electrochemical 
Machining Problems" at the Fourth ECMI-Meeting on Industrial Mathematics [10] May 29-June 2, 1989, St. 
Wolfgang, (Upper) Austria. 
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The movement of the anode, in an ECM problem, constitutes a moving boundary problem, and 
the steady-state position of the anode is a free boundary problem. For the numerical solution of 
moving boundary problems/free boundary problems various methods are at disposal (a general 
survey [17], a survey on ECM problems [80]). We here consider a front-tracking method by which 
the moving boundary is followed as a function of time. The moving boundary is represented by a 
set of marker points located on the boundary, and the position of the marker points is followed 
as a function of time. Some of the methods can be characterised as"two-step methods" where (i) 
Laplace's equation for q~ in the interior region is solved separately, and then (ii) the solution of 
Laplace's equation is used in a time-stepping procedure. Depending upon how Laplace's 
equation is solved the "two-step methods" are divided into two groups: 
(1) Solution using differential equation methods: [1,19,26,31-33], [46] (a general comparison), 
[81,89,90]. 
(2) Solution using integral equation methods (and an explicit time-stepping): [11,15], [17, 
Chapter 8.7] (a survey), [24,35-38], [46] (a general comparison), [47]. 
When a moving boundary problem is solved numerically by following the marker points on 
the boundary curve as a function of time, it turns out in various cases that a smooth boundary 
curve may develop into a curve with a superimposed saw-tooth component. Tiffs saw-tooth 
instability has also been observed in connection with ECM problems [11]. (In connection with 
surface water waves under gravity saw-tooth instabilities have also been observed; see the 
references in [9].) The saw-tooth instabilities for the ECM problems seem to have numerical 
origin, as indicated in [8] (which is a preliminary first attempt to an analysis) and (the 
unpublished) [12] (which contains ome parts of the present analysis). 
The purpose of the present paper is to carry out a stability analysis of a class of numerical 
methods for solving the mathematical problem related to a moving boundary problem for ECM, 
where smoothing of the anodic surface is carried out. The analysis is related to front-tracking 
methods using marker points, where the potential problem is solved separately from the 
time-stepping procedure, and the analysis gives results which qualitatively are valid for various 
methods for solving the potential problem. The method of analysis has been used to moving 
boundary problems for surface water waves under gravity [9] and it can be applied to other 
similar problems [13]. The analysis is centered around systems of ordinary differential equations. 
The problem under consideration (Section 2) is given by means of Laplace's equation inside a 
domain and some partial differential equations on the boundary of the domain, which is moving. 
We formulate the problem (Section 3) as a system of ordinary differential equations (ODEs) for 
the determination of the movement of some marker points on a moving boundary. We solve the 
Laplace's equation (Section 4) primarily by means of boundary collocation methods, the accuracy 
of which is investigated. From this solution we derive and investigate the Jacobi matrix (Section 
5) for the system of ODEs. The system is analysed (Section 6) and the numerical stability of the 
system is investigated (Section 7). Having analysed the numerical method we apply it and carry 
out some actual determinations of moving boundaries (Section 8). Some concluding remarks 
summarise the findings (Section 9). 
The present work is the most recent of the investigations on electrochemical machining 
(ECM), electroforming and electropainting carried out at the Laboratory of Applied Mathemati- 
cal Physics, The Technical University of Denmark. The previous references are: [8,10-12,15,35- 
40,45,70,71,82,83]. 
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2. Mathematical formulation of the moving boundary problem 
We consider a two-dimensional electrochemical machining model problem in an ,~v-coordi- 
nate system, shown in Fig. 1. The whole problem is 2v-periodic in the x-direction, with y = 0 
being the straight cathode, and the curve F:  y = ~/(x; t) > 0 being the (moving) anode, where t 
is the time. In $2, between the electrodes, a scalar potential • = ~b(x, y; t )~  R satisfies 
Laplace's equation ~xx + ~yy = 0. On the electrodes q~ satisfies the conditions: ~(x ,  0; t )=  0 
and ~(x,  ~/; t) = 1. (The cathode is grounded and the anode has a constant potential which is 
put equal to one.) Furthermore the periodicity of the problem requires ~(0, y; t) = q~(2v, y; t), 
q~x(0, y; t )=  ~(2"rr, y; t). On F the potential • satisfies a kinematic free surface boundary 
condition (with electrochemical machining constant equal to one [31, p.412]) 
•,(x; t) = ~y(X, ~1; t) - ~L,(x; t )~(x ,  7; t) - v, 0 <~ x <~ 2v,  (2.1) 
where y has been replaced by ~/(x; t). The quantity v, which is called the feedrate, indicates the 
speed by which the cathode is moved forward. The xy-coordinate system here introduced follows 
the cathode. Because ~(x ,  ~(x; t); t) -= 1, 7/~ = - q~x/q~ v, evaluated at y = ~/, so that (2.1) can 
be replaced by 1 
%(x,  n; t) 2 
l l t (x ; t )=~(X ' l l ; t )+  ~y(X, 7 / ; t ) - -V ,  0~<X~<2"rr. (2.2) 
At t = 0 the elevation ~/ is prescribed as ~/(x; 0) := ~(x), where ~/(x) is a given (single-valued) 
function, and the mathematical problem is to determine ~/(x; t) from a given ~/(x). 
For a fixed value of t, and provided that a curve y = ~l(x; t) is given, the problem for • is a 
Dirichlet boundary value problem, with a periodic extension, which has a unique solution. 2 
In the following we assume v to be a constant, which is at disposal. The elevation ~(x; t) = v 1, 
with ~(x,  y; t ) -  vy, is a solution of a free boundary problem with a straight cathode. It is 
intuitively obvious that 
~(x) :=r / (x ;  oe):= limbo(x; t )=v  1, (2.3) 
0 
0 2T~ 
"q (x,t) 
Fig. 1. Geometrical description of the moving boundary problem, 2~r-periodic in the x-direction. The region I2 is 
bounded by the moving boundary F: y = ~/(x; t) and three fixed boundaries. 
1 Discussions with Professor Henning Rasmussen, University of Western Ontario, Canada, July 1985. 
2 Private communication, Professor Ralph E. Kleinman, University of Delaware, USA, February 1990. 
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but a rigorous, mathematical treatment of existence, uniqueness and smoothness of the presented 
moving boundary problem does not seem available, although some similar ECM problems have 
been treated by variational inequality methods [26,27]. The correctness of the formulation of the 
problem with respect to the smoothing of the moving boundary is corroborated when remem- 
bering that a local increase/decrease of ,/(x; t) leads to a local decrease/increase of tby(X, 7/; t), 
and therefore also ,b(x; t), because tb(x, y; t) satisfies Laplace's equation. 3 
3. Method of solution 
When the initial boundary y = ~/(x) is prescribed, the  problem under consideration is to 
determine the moving boundary y =, / (x ;  t), and also the free boundary y =~(x) .  This is a 
moving and free boundary problem for which several numerical methods are at disposal, see the 
survey [20]. We here choose a front-tracking method [20, §4] where we simply follow the moving 
boundary as a function of time, see the detailed survey [48] on numerical methods for tracking 
interfaces. The front-tracking method is a hybrid numerical scheme in that the solution process is 
split into two parts: the interface tracking, and the solution of the smooth solution. The interior 
smooth solution and the interface tracking are treated as separate computational objects [48, 
§2.11. 
In tracking the boundary y = 7(x; t) we represent he curve by an ordered set of marker 
points located on the curve, and the marker points are represented by the distance from a 
reference line, cf. [48, §2]. We shall represent 7(x; t) by means of the following "Eulerian" 
marker points: For x .'= xg =- i2,rr/N, i = 1, 2 . . . . .  N, the values { 7l }N, with 7g = 7(xg; t), are 
combined into one N-vector 71 = [*/1, 772 . . . . .  1~N] T, where superscript T here and subsequently 
denotes transpose. The N functions 7g(t) .'= 7(xg; t) are used to represent the distances. In order 
to make possible the analytical calculations leading to the results in Section 5, it is necessary that 
the values { xg }N are tractable fractions of ~r. This makes it necessary to use even values of N. 
For the approximate solution of the potential problem various methods are at disposal 
(Section 4), giving an approximate solution denoted t~ }(N)  = {~(N)(x, y; t). From I~ ) (N)  the partial 
derivatives Orb(u)/Ox and Oq)(u)/Oy are determined and the partial derivatives are evaluated at 
the points (x, y )=(xg ,  ,//), i=  1, 2 . . . . .  N. These partial derivatives are inserted in (2.2), 
evaluated at x .'= xg and ~/-'= 7,, whereby the right-hand side of (2.2) is expressed solely as a 
function of 7, so that (2.2) expresses the time derivative 7~ as a function F~ of 7, viz. 7~ = F,(7), 
which is combined to a vector function F = [/:1, F 2 . . . . .  FN]T. 
Therefore we have expressed 7' in terms of 7 as a system of N autonomous, nonlinear, 
ordinary differential equations (ODEs) 
7' = F (7) .  (3.1) 
When [ . . . ] s  denotes a row vector, with N elements, obtained by sampling of ... at x -'= Xg = 
o T i2"~/N, i = 1, 2 . . . . .  N, then the vector ~/ is derived from ¢/(x) as ~/= [7(x)] s. The system (3.1) 
together with ~! constitutes an initial-value problem from which 7(t)  is found by (numerical) 
integration. 
3 Private communication, Dr. Erich Stoll, IBM Zurich Research Laboratory, Switzerland, December 1989. 
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Also formula (2.1) can be used as a basis for formulation of a system of ODEs, when the 
derivative ~L,, evaluated at x = x,, is approximated in terms of { ~i }U. An approximation to the 
boundary curve, which passes through the marker points, can be obtained by interpolation using, 
e.g., (i) trigonometric polynomials or (ii) periodic splines. Hereby an approximation to the 
derivative ~/x can be found, and the right-hand side of (2.1) is also expressed in terms of 71, so 
that a system of ODEs of the form (3.1) is derived. The structure of the two systems is the same, 
but the actual functions F may be different, although they presumably tend to be identical in the 
limit where all the components of ~ are equal. For the sake of simplicity we here exclusively use 
formula (2.2) as a basis for the numerical computations leading to (3.1). 
The solution • = ~(x,  y; t) depends on the boundary curve y = ~/(x; t). Infinitely many 
boundary curves interpolate the same N marker points {(x i, Bi)}u. In order to specify the 
subsequent investigations it is therefore necessary to choose a specific rule for interpolation, 4 
e.g., interpolation using trigonometric polynomials or periodic splines, because the problem is 
periodic. In view of results obtained in Section 5, it seems most natural to choose trigonometric 
polynomials, having N terms, N even, with n = ½N, of the form 
n- - ]  
~(x;  t )=d0( t  ) + d,(t)  cos nx + ~ ( ~k(t) cos kx + [~(t) sin kx). (3.2) 
k=l  
The time-dependent Fourier-coefficients { d~ ) ~ and {/~ ) ~- 1 can be determined uniquely through 
a discrete Fourier-transformation [44, §9.3], [93, §6.13] so that ~(x,; t )=~.  It is to be 
emphasised that this Fourier-transformation s ot a necessary part of the method proposed, but 
it is only introduced for the purpose of making the problem precisely specified. The solution ~, 
which corresponds to the interpolating boundary curve y -- ~(x; t), is denoted ~ = ~(x ,  y; t). 
4. Solution of the potential problem 
4.1. Method for the potential problem 
The interior, smooth potential problem for ~, introduced in Section 2, can be solved in 
various ways, e.g., using differential equation methods or integral equation methods, cf. Section 
1. Our main purpose is to analyse the system (3.1), and therefore we choose a solution method 
which is well suited for that purpose, perhaps at the expense of its suitability as a basis for 
extensive numerical computations. 
We 5 approximate ~ by a sum of N terms, N even, with n -- ½N, 
~(N)(x, y; t) = A(oN)y + A (u) cos nx sinh ny 
n--I 
+ • (A+< N) cos /x + B/N> sin /x)  sinh jy, (4.1a) 
j= l  
with each term being 2"rr-periodic n x, satisfying Laplace's equation and the condition + - 0 on 
y = 0. There are N coefficients, {A/<N)}~ and { B)N)}~ -1, which are time dependent, because the 
4 The necessity of this specification was pointed out by the referee, March 1990. 
5 The application of this method was undertaken after discussions with Dr. David G. Meredith and Professor 
Henning Rasmussen, University of Western Ontario, Canada, October 1982. 
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boundary F :y=~/(x ;  t) is time dependent. Because N must be even, the term with 
sin nx sinh ny is absent in (4.1a), which therefore may look a little bit strange. An Ansatz 
similar to (4.1a) was used in [29] and [86]. 
For numerical reasons it is better to introduce modified coefficients, v iz .  A~(o N) :=  A(oN)~I, A ~(N) 
:=  A~ N) sinh j~, /~)U):= B(N) sinh j~, where ~ is a constant, which we choose to be the mean 
value of (*/i }U. A similar scaling has been used in [29] and [86]. Hereby (4.1a) is replaced by 
~(N'(x, v; t)=-4~o N)y + ~N, cos nx sinh "y 
~ sinh n~ 
n ] /~(N) sinh jy (4.1b) 
+ y '  (~}N, COS jx + sin JX) sinh j~"  
j= l  
In [29] and [86] the method is called a Fourier method. We do not here take into account the 
actual time dependence of the coefficients, nor do we determine the time derivatives of the 
coefficients. Therefore we do not classify the present method as a spectral/pseudospectral 
method [34]. The lines, which can be drawn from the x-axis to the marker-points, do not signify 
that the present method is identical with the method of lines [2, pp.58ff.], [65, p.250]. 
4.2. Measure of accuracy 
For a given set of coefficients the accuracy of the approximation (~(N)(x, y; t) is to be 
measured in a way which is relevant o the use of q~tU~(x, y; t) in (3.1). 
In Section 3 we introduced the "true" solution ~(x,  y: t), which, however, in general is 
unknown. It is, obviously, important to know how well cb(U)(x, y; t), (4.1), approximates 
~(x,  y; t). Therefore we 6 investigate how well cbCU~(x, y; t) satisfies the prescribed boundary 
condition on Y. But because ~N)(x, y; t) and q~yU)(x, y; t) are used for the computation of F, 
(3.1), it is of great importance also to investigate how well t~(x,  y; t) and ~v(x, y; t) are 
approximated. It is, apparently, not possible to do this for the two derivatives eparately, but 
because 
 x(x: l)-= t); t) 
~v(x, ~(x;  t); t ) '  (4.2) 
it is possible to investigate how well the ratio between the two derivatives can be approximated 
using ~(N)(x, y; t). The relation (4.2) was used when replacing (2.1) by (2.2). 
Therefore we consider the two following functions, derived from ~(N) and ~, 
D~oN)(x; t):= ~N~(x, ~(X; t); t ) -  1, (4.3a) 
and 
v (x; t)" t) 
D~aU)(x; t):= -- ~ (~'' ~ ' - -~x(x;  t). (4.3b) 
~N)(x, ~(X; t);  t) 
Here (4.3b) is the difference between the slope of the boundary curve determined from the 
approximation and the exact slope of the boundary curve. The value of the two functions in (4.3) 
6 The importance of this investigation has been pointed out by Professor Erik B. Hansen, The Technical University 
of Denmark, November 1988. 
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can be computed for several values of x ~ [0, 2v]. For simplicity we here only do it for x := x i, 
i = 1, 2 . . . . .  N, (i.e., corresponding to the marker points) and the max absolute value of the 
results are found: 
d0 (N):= max ]D(oN)(xi; t)l, (4.4a) 
l <~i<~N 
• "= max [D~N)(xi; t)l. (4.4b) d~N) l <~i~U 
4. 3. Determination of coefficients 
The problem is to determine the N unknown (modified) coefficients by invoking the boundary 
condition • - 1 on F. This may be called a boundary method. For that determination we use 
three related methods: (i) a continuous least squares approximation on the boundary, (ii) a 
boundary collocation method with point collocation, and (iii) a boundary collocation method 
with least squares collocation. 
The method (i) is briefly described in the Appendix. It is considered to be more accurate than 
the two other methods to be presented below, but it is too time-consuming to be used in 
connection with the integration routine. It is therefore only used for construction of a few 
accurate solutions to be applied as bench-marks. 
The two other methods, (ii) and (iii), are presented in Sections 4.4 and 4.5, respectively. They 
are examples of the Boundary Collocation Method (BCM), where the boundary condition on F is 
taken into account in a discrete manner, contrary to (i). The BCM is widely used, see the 
extensive survey [61], and a recent application [78]. A special case of the BCM is the Method of 
Fundamental Solutions, and it has some resemblance with Trefftz's Method, see a detailed 
investigation [94], and a recent application [92]. It can be added to [61] that the BCM also is 
related to the Kupradze's Method [63,64] (with further references given in [6]). An investigation 
of the BCM for potential problems associated with moving boundary problems has been carried 
out by Meredith and Rasmussen [72], and this investigation has been helpful in reaching the 
following conclusions about the various methods. 
4.4. Point Collocation 
This variant of the BCM, which we denote BCM/PC,  is also called the straightforward 
boundary collocation method or point matching [61, p.189]. 
4. 4.1. Method 
In accordance with the boundary condition q~ -= 1 for y = B it seems natural to require that 
~U)  = 1 at the marker-points. This leads to the construction of a system of linear algebraic 
equations for the determination of the unknown coefficients 
• ~U)(xi, ni; t )= l ,  i=1 ,2  . . . .  ,U .  (4.5) 
The BCM, with pointwise collocation at equidistantly spaced points, seems to be a straightfor- 
ward method, which is easy to use. However, it has some disadvantages. For example, when N is 
large, then the approximate solution can deviate strongly from the given boundary values in 
between the collocation points (computed using (4.3a)), and the error appears to be unevenly 
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distributed over the interval, similar to the Runge phenomenon [87], which appears in connection 
with polynomial interpolation. 7 This difficulty of the method has been reported explicitly in 
only a few cases of applications [23,78,79,84], and therefore the method "has been "rediscovered" 
every year or so" [23, p.79]. The divergence of BCM, with equidistantly spaced collocation 
points, can probably be avoided by a suitable redistribution of the collocation points [21,60,85], 
but this way out is not applicable in the present case, because the analysis carried out in Section 
5 presupposes that the marker points are placed equidistantly along the x-axis. 
The system of linear algebraic equations (4.5) is based upon (4.1b), cf. Section 4.4.2. It is 
solved, using [55] (which gives a warning, if the one-norm condition number is too large), and the 
coefficients are found. 
Because the BCM/PC,  with equidistantly spaced collocation points, may lead to difficulties, 
we will here, by means of some examples, consider the range of applicability for the method, 
without carrying out a thorough investigation. 
4.4.2. Condition number 
The matrix of the system (4.5), when I~ (N) is expressed as (4.1a), has a two-norm condition 
number, expressed by means of singular values [93, p.766 and p.811], which grows strongly with 
N. On the other hand, when ~(u) is expressed in the modified form (4.1b), it is found, in case all 
the values of { ~/i } u are equal, that the corresponding modified matrix has a two-norm condition 
number x which is equal to  21/2 ,  independent of N. However, when { ~i }U are not equal, then 
grows with N. 
Example 4.1. With ~/-'= [1.0 + a 1 cos X]s T the condition number K is computed [76] for various 
values of N and al, using an IBM 3081 or Amdahl 5890, VM/CMS,  FORTVS, double precision 
(i.e., using around 16 decimal digits). It turns out that x (for x < 5 • 1015) depends on N and a 1 
approximately as K = O(10al(N-2)0"42). For example, a 1 = 0.5 and N = 76 gives x = 3.9 • 1015.  
Outcome: Even for moderate values of N and a I the condition number is large. 
When the condition number of the matrix is larger than a certain limit (101°, e.g.) the solution 
of the system is traditionally considered as being unreliable, because of the matrix. (It is 
mentioned [61, p.197] that the BCM may lead to ill-conditioned matrices.) A more precise 
description of the problem is possible using the concepts effective condition number, and 
effectively well-conditioned systems [5]. 8 If they are applied to the system (4.5), based upon (4.1b), 
it turns out that although the traditional condition number of the matrix is large, then the 
effective condition number of the system is smaller so that the solutions obtained are more 
reliable than originally expected. The solution obtained is here the modified coefficients 
appearing in qb(U~(x, y; t), (4.1b). If a coefficient is computed inaccurately, the effect of the 
error may enter in ~N) (x ,  y; t) amplified by the factor sinh jy/s inh j~  - -exp( j (y  -~) ) ,  with 
j = ½N. This shows the difficulties inherent in the method which exclude the use of large values 
of y -~ and N, in particular simultaneously. However, the detailed interplay among the 
traditional condition number, the effective condition number, and the amplification factor is not 
to be investigated here [14]. 
7 Private communication, Poul Wulff Pedersen, The Technical University of Denmark, November 1988. 
8 Private communication, Dr. Per Christian Hansen, UNI-C, The Technical University of Denmark, October 1989. 
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Table 1 
The limits N (p) and N(P} for which N= N{P)(4)N (p) results in d~ N) ~<10 -p, for p = 2, 4 and 6, arranged as 
N{2) ~(2) 
N(4) ~(4) 
N{6) ~/{6) 
a 0 a 1 = 0.10 a 1 = 0.20 a I = 0.30 a I = 0.35 a 1 = 0.40 a 1 = 0.45 
1.0 4 ?? 8 ?? 12 ?? 16 ?? 32 88 - -  
8 ?? 16 ?? 28 ?? 40 88 - -  - -  
16 ?? 24 ?? 40 88 64 76 - -  - -  
2.0 4 ?? 8 ?? 12 ?? 16 ?? 24 84 - -  
8 ?? 12 ?? 24 ?? 36 84 64 72 - -  
12 ?? 20 ?? 40 ?? 56 68 - -  - -  
?? Greater than 96. 
- -  The prescribed accuracy not obtained. 
4.4.3. Accuracy 
I n  order  to get an impress ion  of  the accuracy  which  can  be obta ined  us ing the po in t  
co l locat ion  method ,  a great amount  o f  ca lcu lat ions  have been  carr ied out. The  results are t reated 
us ing the concepts  o f  Sect ion 4.2. It  is obv ious  that  d(o N) is zero (except for  round ing  errors)  in 
the present  case, so that  we here solely cons ider  d(1N). ( In  Sect ion 4.5.3 we cons ider  both  d{o N) 
and d(U).) 
For  a given curve ~(x ;  t) one wou ld  expect  that  d (N) decreases with increas ing N, but  this is 
not  a lways the case. The  fo l lowing example  is representat ive  for  the results obta ined.  
Example  4.2. Wi th  the curve ~(x ;  t) = a 0 + a 1 cos x, the value of  d(1 N) is found  for  N = 4(4)96. 
For  some values o f  N, namely  for N -~N(P)(4)N (p), it ho lds  that  d~ N) <~ 10 -p. In  Tab le  1 are 
given the l imits N (p) and  N (p), for  p = 2, 4 and 6, for  sui table combinat ions  of  a 0 and  a a. 
Outcome: When the curve is flat, i.e., [a  I I small,  a h igh accuracy  can  easi ly be obta ined  by  
moderate  values o f  N. When the curve is wavy,  i.e., ]a l ]  large, a h igh accuracy  cannot  be 
obta ined  even by  choos ing  N large. When [a l ]  >~ 0.45 the curve is too  wavy,  and  the results  
obta ined  are very poor ,  or even useless, for  any  value of  N. 
A curve F hav ing  the fo rm ~/(x; t )=a  0+a 1 cosx  is too  wavy  if [a l ]>~a1*-0 .45 .  This  
surpr is ing result can be related to the Ray le igh  hypothes is  wh ich  appears  in connect ion  wi th  
scatter ing by  per iod ic  surfaces [73], where an ampl i tude  equal  to 0.448 is decisive. 9 
Result." The po in t  co l locat ion  method  is easy to use, but  it p roduces  er roneous  results when the 
boundary  curve is too  wavy.  
4.5. Least Squares Collocation 
This  var iant  of  the BCM,  wh ich  we denote  BCM/LSC,  is also cal led the overdetermined  
boundary  co l locat ion  method  or  the boundary  po in t  least squares  [61, p.189]. 
9 Private communication, Professor Robert F. Millar, University of Alberta, Canada, March 1990. 
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4.5.1. Method 
The disadvantages of the BCM/PC are not present when the coefficients are determined using 
a least squares method 10: In accordance with the boundary condition ~-1  for y =71 it is 
required that ~(U)~_ 1 at the marker points and at some extra points in between. The total 
number of points, M, which is the sum of the marker points and the extra points, is conveniently 
chosen to be a small multiple of N, e.g., M = 2N, 3N, 4N . . . . .  The abscissae of the M points are 
denoted ( x k ) ~. For the positioning of the extra points many possibilities exist. For simplicity we 
only consider them to be situated on either (i) a trigonometric polynomial, or (ii) a periodic cubic 
spline~ both through the marker points ((xi~ ~/i)} u. Use of (i) permits comparison with the 
continuous least squares method (Appendix), which presupposes a trigonometric expression 
(3.2), but (i) is not easy to implement in generak and it is therefore only used with simple test 
examples. Contrary to that, (ii) is easy to implement in the general case needed for the 
computation of F(~/), (3.1), for use in the integration routine. For a chosen curve the abscissae of 
the extra points are further at disposal. For simplicity we choose the points { x k ) ~ to be equally 
spaced over the interval [0, 2v], with 1, 2, 3,... extra points in between two consecutive xi's 
corresponding to marker points. 
Hereby there results an overdetermined system of M linear algebraic equations with N 
unknowns being the modified coefficients 
2" 1/4 
~(N'(xk,~lk;t)(l+~lx(X~;t)a)l/4=ll+~lx(xk;t))--'----'''" , k= l ,Z , . . . ,M ,  (4.6) 
where the factor (1 + ~/x(xk; t)2) 1/4 is introduced in order to mimic the integration with respect 
to arc length, s, inherent in the continuous least squares method (Appendix). For ~/~(xk; t) is 
used a suitable approximation which is in accordance with the curve used to define the position 
of the extra points. The system (4.6) is solved using a (linear) least squares method, with iterative 
refinement [56], whereby the modified coefficients are determined. 
4.5.2. Comparison among the methods 
For a fixed value of N the discrete least squares collocation method should give results, which 
are close to the results obtained by the continuous least squares collocation method provided 
that the ratio M/N is sufficiently large, and the curve for positioning the extra points is chosen 
suitably. The results to be compared can be the modified coefficients. 
Example 4.3. With ~/.'= [1.0 + 0.5 cos x]s x the modified coefficients { A j}0~ n are computed (the 
coefficients {/~j }~-a are negligible) for N = 8(4)32 with extra points positioned on a trigonomet- 
ric curve. With M/N increasing the coefficients tend to limiting values, and for M/N = 4 (or 3) 
they coincide to 7 S with the coefficients obtained by the continuous least squares method. 
Outcome: The time-consuming continuous least squares method, to be used for producing 
bench-marks, can be replaced by the much faster discrete least sqaures method, with M/N = 4 
and trigonometric curve for positioning of the extra points. 
The results to be compared can also be F(~), (3.1), which is the final result obta inedby  
solving the potential problem. 
a0 Private communication, Dr. Niels Christian Albertsen, The Technical University of Denmark, September 1988. 
s. Christiansen / Stability analysis of moving boundary problems 279 
Example  4.4. With 7/:= [1.0 + 0.5 cos X]s T the value of F~(T/), for i = ½N (i.e., x = 4)  and i = N 
(i.e., x = 2-~), is computed  for N = 8(4)32 and extra points pos i t ioned on a per iodic  cubic spline. 
With  M/N increasing the two values tend to l imit ing values which are obta ined  to 7 S for 
M = 64 or M/N = 2, 4 or 6 depending on N. For  N >~ 12 the values obta ined with spl ines for 
posit ioning and M/N = 6 deviate less than 0.02% f rom the bench-mark  values obta ined  with 
t r igonometr ic  funct ions for posit ioning and M/N = 4. Cf. Example  4.3. 
Outcome: The convenient  var iant of the discrete least squares method,  using per iodic cubic 
splines for posit ioning, gives useful results when M/N = 6 (or even only 4). 
4. 5.3. A ccuracy 
In  order to get further impress ion of the accuracy which can be obta ined  using the least 
squares col location method a great amount  of calculat ions have been carr ied out  with var ious 
combinat ions  of M/N and curve for posit ioning of the extra points.  The results are treated using 
the concepts  of Section 4.2, viz. the errors d(o N) and d (u). (Cont rary  to Section 4.4.3 we here also 
consider d(oN).) 
For  a given curve ~(x;  t) calculat ion of several examples hows that d(o N) and d~ N) decrease 
with increasing N, at least until N is large, i.e., N = 100. The fol lowing example  is representat ive 
for the results obtained.  
Example  4.5. With the curve ~(x;  t) -- a 0 + a 1 cos x, the values of d(o N) and d(1 N) are found for 
N = 4(4)96, with M/N = 6 and periodic splines for posit ioning of the extra points,  cf. Example  
4.4. For  values of N, where No (p) <~ N and N1 <p) <~ N, it holds that d(o N) <~ 10 -p and d (u) <~ 10 -p, 
respectively. In Tables 2 and 3 are given the l imits No(p) and N( p~, respectively, for p = 2, 4 and 
6, for suitable combinat ions  of a 0 and a 1. 
Outcome: When the curve is flat, i.e., [a l [  small, a high accuracy can easily be obta ined by  
moderate  values of N. When the curve is wavy, i.e., [al  [ large, large values of N are required in 
order  to obtain a high accuracy. It may  happen that the required value of N is excessive, and the 
corresponding matr ix  is i l l -condit ioned. A certain l imit ing value for [aa [ has not  been observed,  
cf. Example  4.2. 
With a prescr ibed curve of the form ~(x;  t) we expect, for suff ic iently large values of N, to 
obta in  a very good approx imat ion  to the " t rue"  solut ion ~(x ,  y; t), cf. Section 3. However ,  the 
necessary number  of terms, N, to be used in (4.1) in order to obta in  a certain accuracy depends  
Table 2 
The limits No (p), for p = 2, 4 and 6, arranged with No (2), No (4>, N0 (6) from top to bottom in a column 
a 0 a a = 0.1 a a = 0.2 a 1 = 0.3 a 1 = 0.4 a 1 = 0.5 a 1 = 0.6 a I = 0.7 a 1 = 0.8 a 1 = 0.9 a 1 = 1.0 
1.0 4 4 8 8 12 16 24 36 64 
8 12 16 20 28 36 52 76 ?? 
24 28 32 40 48 60 84 ?? ?? 
2.0 4 4 4 8 8 12 12 16 24 28 
8 12 12 16 20 28 36 48 64 ?? 
20 24 28 32 40 48 64 84 ?? ?? 
?? The required accuracy could not be obtained with N ~< 96. (The matrix may further be too ill-conditioned for 
iterative refinement to be effective.) 
280 S. Christiansen / Stability analysis of moving boundary problems 
Table 3 
The limits N(p),  for p = 2, 4 and 6, arranged with N1 ~2), Na ~4), N(6) f rom top to bot tom in a co lumn 
a 0 a 1 = 0.1 a 1 = 0.2 a a = 0.3 a x = 0.4 a 1 = 0.5 a 1 = 0.6 a 1 = 0.7 a 1 = 0.8 a I = 0.9 a 1 = 1.0 
1.0 4 4 8 16 20 28 44 68 ?? 
8 12 20 28 40 52 76 ?? ?? 
24 28 32 40 56 76 ?? ?? ?? 
2.0 4 4 8 12 16 24 32 44 60 ?? 
8 12 16 24 32 44 60 ?? ?? ?? 
24 28 32 36 52 68 ?? ?? ?? ?? 
?? The required accuracy could not be obtained with N ~< 96. (The matr ix may further be too i l l -condit ioned for 
iterative ref inement to be effective.) 
obviously upon the shape of the curve F. If ~(x; t ) -  d 0, constant, then only one term is 
necessary to obtain the exact solution. Other curves will require more terms in order to obtain a 
reasonable accuracy in the computed values of F(7/), (3.1), which again require a reasonable 
accuracy in the computed values of the derivatives q~x and @~. In order to estimate reasonable 
values of N, Table 3 is essential. This is because the discrete least squares method, using periodic 
cubic splines for positioning, with M/N = 6, mimics the continuous least squares method; cf. 
Examples 4.3 and 4.4. 
Result: The least squares collocation method is fairly easy to use, and it can produce reliable 
results also when the curve is fairly wavy. 
5. Jacobi matrix 
For the analysis of the system (3.1), which is to be performed in Section 6, we here first 
investigate the Jacobi matrix of the system. 
5.1. Matrix 
For a given basic solution ~, with jr:= F(~), the Jacobi matrix J, with elements J/j = OFt./~j ,
has eigenvalues {?t ~k) } and eigenvectors {e(k)}. The behaviour of a nearby solution 7/, with 
f := F(7/), is determined by a linearisation and an expansion in terms of the eigenvectors { e ~ k)}. 
In the limit ~ ---, ~ there exists the expansions, cf. [65; Chapter 8], 
= ~ + Y'c(k)e (k), (5.1a) 
k 
f=/+ E~(k)e (k), (5.1b) 
k 
with the crucial relation 
~k~ = X~c(~), (5.2) 
indicating that the expansion coefficient c(k) satisfies the ODE 
c ~k~' = X~c ~,  (5.3) 
having constant coefficients. 
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In the rest of this section we consider solely the case where the basic solution ~ has the form 
[~, 77 . . . .  , ~]v, i.e., all the elevations are equal: 71 = 72 . . . . .  7N =" ~- In this special case the 
Jacobi matrix is denoted J. 
Independent of the methods used for solving the potential problem the matrix J, with 
elements J/j, has a simple structure because { x i } U are equidistantly spaced, and the problem is 
periodic with respect o x (with period 2v). The problem is translational invariant, so that all the 
points " i"  play the same rhle, and the r61e of the points " j "  only depends on j - i (when the 
numbering is extended j .'=j _+ N, if necessary). This results in 
]l,1+p: J2,2+p . . . . .  JN.u+p, (5.4a) 
with fixed p = 0, _+ 1, + 2, . . . ,  and j -- i + p computed modulo N. From (5.4a) we infer that J is 
circulant [22, Chapter 3], [30, pp.156ff.]. The problem is also directional invariant, so that the 
rNe of the points " j "  only depend on I J - it. This results in 
J i , i+p=~,i-p, (5.4b) 
with fixed _p = 1, 2 . . . .  , and i + p computed modulo N. From (5.4b), together with (5.4a), we 
infer that J is symmetric. 
5.2. Eigenvectors 
Let E~ = exp(i2crk/N), k = 0, 1, 2 . . . . .  N - I (with i 2 = - -  1 ) .  The eigenvectors of a. circulant 
matrix, cf. [22, §3.2], can always be written as [1, E~, E 2 . . . .  , EN-1] x, k = 0, 1, 2 . . . . .  N -  1. 
However, when the circulant matrix further has an even order and is symmetric, then the 
eigenvectors can also be expressed solely using real quantities in terms of a sampling of 
trigonometric functions: With the notation [ . . . I s  introduced in Section 3 the eigenvectors are 
e {0) [1] T 
S '  
e (N/2) = [COS 1Nx]T S' 
e <k)c=[coskx]  T, k=1,2  . . . . .  ½N- l ,  
e ¢/')s = [sin kx] v s, k=l ,2  . . . . .  ½N-1 .  
The eigenvector e (N/2) has the form of a saw-tooth: [ -1 ,  + 1, - 
(5.5a) 
(5.5b) 
(5.5c) 
(5.5d) 
1 . . . . .  + 1] v. The eigenvectors 
(5.5) are independent of the actual method for solving the potential problem as long as { x i } U are 
chosen to be equally spaced. 
5.3. Direct determination of eigenvalues 
For a circulant matrix, as J, e.g., the eigenvalues can be determined irectly from the elements 
in the first row by means of E k, introduced in Section 5.2, as X <k) = S~N 7 J tyJ-1 a. . , j= lO l j~  k , k = O, 1 . . . . .  N 
-1 ,  cf. [30, p.157]. However, when the circulant matrix further has an even order and is 
symmetric, then the eigenvalues can also be expressed solely using real quantities, cf. [7, Eq. 3.9], 
N 
~(k~ = E ,>/,, 
\ 
i=1 
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with a numbering corresponding to (5.5), showing that the eigenvalues for k = 0 and k = ½N are 
simple, while the remaining are double with the corresponding eigenvectors e Ck)c and e (k)s. 
5. 3.1. Analytical determination 
By means of the program REDUCE [43], for manipulating formulas, it is possible to find 
closed-form expressions for the eigenvalues of the Jacobi matrix, with elements J,j = 0F,./0~Tj, 
where F is given in (3.1), which in turn could be computed using either (2.1) or (2.2). However, 
when the derivatives are to be evaluated in the special case when all { 7//} u are set to be equal, 
i.e., 771 = ~/2 . . . . .  ~u=" ~, it is sufficient to compute F,. by using only the term with q)y, in 
(2.1) or (2.2). Because J is circulant and symmetric it simplifies the determination considerably 
to compute f l  = OF///O~l, with ~/2 = ~/3 . . . . .  ~N =" ~- From the elements { f l}  u the eigenval- 
ues are computed using (5.6). 
When the potential ~b is set to have the form (4.1a), with an even number, N, of terms and 
when the coefficients are determined using the point collocation method (Section 4.4), it is 
possible to obtain tractable formulas as input to REDUCE.  Computations have been carried out 
with N= 2, 4, 6, 8 and 12, and give results with a structure, which convince us that the 
eigenvalues are, for general even values of N, 
1 
X (°) - (5.7a) ~2 ' 
coth(k~ ) k = 1, 2, ~N (5.7b) X ~k~= -k  ~ , . - - ,2 , 
with the same numbering as (5.6). 
5. 3.2. Numerical determination 
In order to corroborate the results (5.7) numerical computations have been carried out. Based 
upon (2.2), with all the terms used, with the potential • having the form (4.1b), and the 
coefficients computed using the point collocation method (Section 4.4), the complete Jacobi 
matrix J, with elements J~j-- OF,/0~j, is determined by numerical differentiation, which is done 
here using an IBM3081 or Amdah15890, VM/CMS,  FORTVS, double precision (i.e., using 
around 16 decimal digits). The derivative is replaced by a two-sided difference approximation, 
viz. (F,.(~j + h) -  F , (~ j -h ) ) /2h ,  where h is chosen to be around ]0  -6 ,  in accordance with a 
machine epsilon around 10 -16, cf. [42, p.286]. For a given vector ~ = [~, 7/ . . . . .  ~]T the matrix J 
is determined and the eigenvalues are computed [51] as functions of 7~. 
Example 5.1. With ~ = 1.0 the eigenvalues are computed for N = 4(4)16 with h = 10 -5, ]0  -6  o r  
10 -7.  For h = 10 -6 are obtained results which in (nearly) all cases are closest to (5.7). For 
h = 10 -6  the max absolute relative error is as small as 4 • 10 - l°  (for N = 4, 8, 12) or 8 • 10 - l°  (for 
N = 16). 
Outcome: When the potential problem is solved using the point collocation method (Section 
4.4) the numerically computed eigenvalues are surprisingly close to the eigenvalues (5.7) 
determined analytically. 
The coefficients of the potential problem can also be determined using the least squares 
method (Section 4.5) when the extra points are positioned on a periodic cubic spline. 
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Tab le  4 
E igenva lues  w i th  po in ts  p laced  on  cub ic  sp l ines  
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Exact  M/N = 2 M/N = 4 M/N = 6 M/N = 8 
- 1 .000  - 1 .000  - 1 .000  - 1 .000  - 1 .000  
- 1 .313  - 1 .312  - 1 .312  - 1 .312  - 1 .312  
- 2 .075  - 2 .046  - 2 .045  - 2 .045  - 2 .045  
- 3 .015  - 2 .656  - 2 .646  - 2 .646  - 2 .646  
- 4 .003  - 4 .003  - 3 .947  - 3 .945  - 3 .945  
Example 5.2. With ~ = 1.0 the eigenvalues are computed for N = 8 with h = 10 -6, with M = 
2N, M = 4N, M = 6N and M = 8N, on periodic cubic splines. Table 4 gives the eigenvalues. 
Outcome: When the potential problem is solved using the least squares method (Section 4.5), 
with periodic cubic splines, the numerically computed eigenvalues deviate only slightly from the 
eigenvalues (5.7), and with M/N = 2 the numerically computed eigenvalue )`{U/2) even coincides 
with the analytical one. It is unnecessary to use M/N > 6, cf. Example 4.4. 
The spectrum of numerically computed eigenvalues i qualitatively as determined analytically 
(5.7), but there are small quantitative differences. Therefore the analytical results have a wider 
range of application than for the point collocation method. 
5.4. Alternatioe determination of )` {0} and )`(N/2) 
5.4.1. Analytical determination 
The eigenvalues (5.7) of the Jacobi matrix have been determined using the program REDUCE 
for (even) N up to 12. For the two most important eigenvalues, )`c0} and )`CN/2) we rederive the 
results using (5.1) and (5.2), which is a more direct method, valid for all (even) N. 
)` {0}: Let ~ = [~, 71 . . . . .  ~]T and 71 = [7, 7,- .- ,  7] T. If for ~ is used the approximation (4.1a), 
only one term is present, viz. ~bCU)(x, y; t )=A0y,  with A 0 > 0. The function y = 7(x; t), 
determined from ~b{U}(x, 7(x; t); t) -- 1, is a constant function 7(x; t) for which the derivative 
~/~(x; t) is zero, so that for the computation of f :=  F(7) o_nly_ ~N)_(X i, 71,; t) is needed, cf. (2.1) 
or (2.2)_, and (3.1). Corresponding to ~ and 7 are f= [f, f . . . . .  f ]T  and f= If ,  f ,  f . . . . .  f]V 
where f :=  ~(N)(x, ~; t) = A o := 1 /~ and f :=  ~¢N)(x, 7: t) = A o := 1/~/. When ~ in (5.1) is the 
vector here introduced, it is the eigenvectors given in (5.5) which are to be used in (5.1). The 
expansion coefficients in (5.1) can be determined corresponding to 7 and f. They are all zero 
except c {°) = l im(~/-  ~) and ~c0)= l im( f - f )  = l im(~-  7) /7~,  and from (5.2) with k = 0, they 
give 
~to} 1 
),co) = lim - -  (5.8) 
C(0)  ~2 ' 
in accordance with (5.7a). 
)`(N/2): Let ~ = [~, n,- . - ,  ~]X and 7 = [n , ~/+, 7- , - - - ,  7+] 7 with ~/ 
used the approximation (4.1a), only two terms are present, viz. 
• {N}(x, y)  =Aoy  +A,  cos nx sinh ny, n = ½N, 
+-~/=~/ -~/ - .  If for q~ is 
(5.9) 
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with A 0 > 0. When the potential problem is solved using the point collocation method (Section 
4.4) the coefficients A 0 and A n are easily determined in closed form in terms of 7 + and ~/-, and 
A ,= _ - (7+-7- )  (5.10) 
7 s inhn7 ++7 + s inhnT/-"  
If ]Anl  is sufficiently small, the function y=7(x ;  t) can be determined from 
~(N)(x, 7(X; t); t ) -  1. For this function 7(x; t) the derivative 7x(x; t) is zero for x := x~, so 
that for the computation of f . '= F(~) only_~U)(x,,_7~; t) is needed, cf. (2.1) or (2.2), and (3.1). 
Corresponding to ~ and 7, there are f=  If ,  )c . . . . .  f ]T  and I=  [ f - ,  f+, f - ,  . . . .  f+]'r where 
F := t~(N)(xl, 7--; t )=Ao-nA,  cosh nT- ,  (5.11a) 
f+ :=~U)(x2 ,  7 +; t )=A 0 + nA n cosh n~/+. (5.11b) 
When ~ in (5.1) is the vector here introduced, it is the eigenvectors given in (5.5) which are to be 
used in (5.1). The expansion coefficients in (5.1) can be determined corresponding to ~ and f. 
They are all zero, except c (°) = 0, ~(0) ~ 0, and 
c ~n) = lim ½(7 +-  7 - ) ,  
t (n) = lim ½( i f - f - )  = n cosh n} lim A n = 
n coth n~ 7+ - lim ½( 7 - ) ,  
and from (5.2), with k = n = ½N, they give 
~(U/2) 1- coth ½N} 
~k (N/2) ~- lim c(N/2) -- ~N ~- , (5.12) 
= 2N. in accordance with (5.7b) for k 1 
When the potential problem is solved using the least squares method (Section 4.5) the 
analytical expressions for the coefficient A n are extremely lengthy, even when M = 2N, and even 
if the intermediate points were positioned using straight lines between the marker points. 
Therefore, to determine the range of validity of (5.12) numerical calculations are required. 
5. 4. 2. Numerical determination 
A basis for a numerical determination of ~(N/2) is the ratio 
( f+- f - ) / (7+-7- ) ,  (5.13) 
computed at points at a curve 7/(x; t) where ~/x=0, as introduced in Section 5.3.1. The 
coefficients of (4.1b) are determined in various ways with the curve 7(x; t )=  a o + a n cos nx, 
n = ½N, and the ratio (5.13) is computed. 
Example 5.3. With a 0 = 1.0 and a n = 10 -6  (in accordance with Example 5.1) the potential 
problem is solved by the continuous least squares method (Appendix), with N = 4(4)24. The 
ratio (5.13) is compared with the theoretical result for ~t (u/2), (5.7b). The max absolute relative 
deviation is as small as 5 • 10 -11. 
Outcome: The continuous least squares method can produce exceptionally accurate results. 
Example 5.4. With a 0 = 1.0 and a n = 10 .6  the potential problem is solved by the least squares 
methods (Section 4.5), with the vector ~/(t) := [a 0 + a n cos nx] T, n = ½N, and various values of 
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M/N,  with periodic cubic splines for positioning of the extra points, for N -- 4(4)16. The ratio 
(5.13) is compared with the numerical results for ?t (u/2) obtained in Example 5.2. The results 
coincide to nine significant digits. 
Outcome: The discrete least squares method can produce very accurate results. 
For the determination of ~k (N/2) the ratio ( f+- f - ) / (7  +- 7-) is crucial. That this ratio is 
nearly proportional to -N  was observed numerically in [11], where the potential problem was 
solved not through (4.1), but by means of integral equations. The application of an approximate 
solution for q) using two terms was undertaken in [8]. However, the relation between the ratio 
and the eigenvalues of the Jacobi matrix corresponding to the saw-tooth eigenvector for the 
system was not pointed out. The eigenvalue )t(u/z) is of particular importance, cf. Section 7. It is 
obviously much easier to compute the ratio than to compute the eigenvalues. Therefore, having 
established the relation between the ratio and ~(U/2), it is easy to determine x(u/2) related to a 
given method for solving the potential problem. The numerically computed ratio can be 
compared with the theoretical value for ~k (N/2), (5.7b) with k = ½N, and this comparison provides 
a quick way to estimate the accuracy of the method for solving the potential problem. 
6. Analysis of the system of ODEs 
The system (3.1) is here to be analysed, with respect o (i) the location of equilibrium points 
and the stability of the equilibrium solution (or, the local stability), and (ii) the contractivity of 
solutions towards the equilibrium solution (or, the global stability). 
6.1. Equilibrium solutions 
For the system (3.1) an equilibrium point 7" is characterised by F (7* )= 0. Only for small 
values of N is it possible to write down the system F in a tractable, closed form. For general 
(even) values of N the system is given as a computer subroutine. Actual numerical calculations 
show that 7~' = 7/'2 . . . . .  7~'v= u-1 is an equilibrium point, with F= 0 in accordance with 
(2.3). The equilibrium point is isolated [18, p.122]. 
The stability of an equilibrium solution (an equilibrium point), ~*, is determined from the 
Jacobi matrix J, with elements J/j = ~F~/~Tj , computed from F, (3.1), at 7/= 7/*. Because of the 
form of 7/*, having all elements equal, the expressions (5.7) for the eigenvalues are applicable, 
with ~ replaced by v 1. It is seen that all the eigenvalues are negative, which ensures the stability 
of the solutions of a corresponding system of linear ODEs, with 57 as (constant) coefficient 
matrix, obtained by a linearisation of (3.1) around ~/* [4, §4.2, Theorem 1]. However, the system 
(3.1) is not linear, and further investigation is necessary. 
6.2. Contractivity of solutions 
For the problem of Section 2 an initial curve y = h(x) will evolve with t through a moving 
boundary curve y = 7(x; t), and into a free boundary curve y =~(x)  = v -1. It is important hat 
the system (3.1) of ODEs possess the same feature, which means that an initial vector ~ = [Oh, 
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~/2 . . . . .  ¢/u]'r will be integrated, as a function of time, through a time dependent vector 7(t)  and 
tend to an equilibrium vector solution ~ = [~1, ~2 . . . . .  ~N] T= [ v- l ,  U-1 . . . . .  V-l] T- 
This means that we have to see if the solutions behave contractively, or if the system (3.1) is 
contractive. This analysis i  performed using concepts from nonlinear stability theory for systems 
of ordinary differential equations, and in particular the concept logarithmic norm u of a matrix. 
Corresponding to the vector two-norm, l" 12, the logarithmic two-norm of a matrix A is equal 
to, cf. [16, p.41], [25, p.31], [66, p.418], 
~2= maximal eigenvalue of ½(A + AT). (6.1) 
Also logarithmic 1-norm and logarithmic m-norm of a matrix A can be defined. 
If the logarithmic matrix norm of the Jacobi matrix, determined from the system, is negative, 
then we are assured of the contractivity of the exact solution for the general nonlinear problem, 
in terms of the corresponding matrix norm [66, p.418]. 
The Jacobi matrix J is determined numerically, as mentioned in Section 5.3.2, for a given 
vector 7, and from J the logarithmic two-norm (6.1) is computed [51], and /x 2 becomes a scalar 
function of the vector 71. 
Example 6.1. With 7 '= [1.0 + a I COS X]s T the logarithmic norm ~£2 is computed for various values 
of al, for N = 8(4)16, with h = 10 -6 .  
For a I = 0.0 we find /~2 = - 1.00 . . . .  in accordance with (5.7a), while when a a increases also 
/z 2 increases, and becomes positive for a certain value of a 1, which, in practice, is independent of 
whether the point collocation method (Section 4.4) or the various least squares methods (Section 
4.5) are used. The value of a I depends omewhat on N, and is for N = 8, 12 and 16 around 0.35, 
0.3 and 0.25, respectively. 
Outcome: The system (3.1) is contract ive--at least-- i f  the amplitude of the curve y = 71 is not 
too large. 
7. Stability of numerical solution 12 
For a given initial vector ~/= [~(X)]s T the system (3.1) can be integrated numerically and 
because the system is (seems to be) contractive, cf. Section 6.2, the solution vector 7 will tend to 
the equilibrium solution 7/= [~(x)]sT; cf. (2.3). 
Although the system (3.1) in general is nonlinear, it can be informative to carry out an analysis 
based upon a linearisation around a basic solution ~ with a corresponding Jacobi matrix J, cf. 
Section 5. (Note, however, that such an approach using a "frozen" Jacobi matrix must be applied 
with caution, because it in certain difficult cases can lead to erroneous results regarding the 
stability of the full nonlinear problem; see [66, pp.414ff.].) 
The solution 7 is expanded in terms of the eigenvectors. With a basic solution of the particular 
form ~ = [~, 71 . . . .  , ~]T, the eigenvectors can be expressed by sampling of trigonometric func- 
tions, cf. (5.5). Therefore the expansion coefficients of the vector 7 are determined by means of 
11 The necessity of using this concept has been pointed out by Per Grove Thomsen, The Technical University of 
Denmark, July 1988. 
x2 This section is strongly influenced by discussions with Per Grove Thomsen, The Technical University of Denmark. 
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J, then this 
steps. 
When N 
eigenvector 
an harmonic analysis [44, §9.3], [93, §6.13]. The coefficients are here denoted { aj}~), { bj}~ -1, 
1 n = 5N. The spectrum of the expansion coefficients gives a more pregnant picture of the vector 
than the vector itself. It must be emphasised that the computation of the expansion coefficients 
here is carried out solely for the purpose of analysing the numerical integration process. Because 
the solution ~1 is time dependent, he expansion coefficients are also functions of time. 
When the solution 71 is expanded in terms of these eigenvectors, each of the components can 
be treated independently, because the system is (nearly) linear. In order to take this feature into 
account and get a better insight into the numerical process we first apply some less sophisticated 
integration formulae, where each method is characterised by a region of absolute stability [88]. 
Let ~ be an eigenvalue of J evaluated at ~, and let h be the time step, then if X h is outside the 
region, and the numerical solution ~/ contains a component of the corresponding eigenvector of 
component will be growing (not necessarily monotonically) with the number of time 
is sufficiently large, the eigenvalue ~(N/2) cf. (5.7), corresponding to the saw-tooth 
[ - 1, + 1, - 1, . . . ,  + 1] x, will be the absolutely largest and therefore it will determine 
a maximal step length hma x from a consideration of stability. With all the eigenvalues being 
negative, cf. (5.7), the integration methods do not create saw-tooth instability, provided that the 
step length h satisfies S ~< )t h ~< 0, or 
0 ~< h ~< hma x -  H(N)(~) := N -1" 2 IS I~ tanh(½U~), (7.1) 
where S depends upon the integration method used. Therefore the requirement regarding 
stability put a bound on the admissible step length, in that At = O(Ax). This is in accordance 
with x(u/2)/x(O)= O(N),  indicating that the system (3.1) is stiff. If the time step, h is slightly 
larger than h . . . .  then the vector ~ will develop into ~ superimposed with a saw-tooth 
component, which stems from the eigenvector [ -1 ,  + 1, - 1 . . . . .  + 1] T. 
At the later steps of the integration, where ~ is close to '~/= [t~-l, v-1 . . . . .  v-1]T the quantity 
hma x is to be determined from H(N)(v-1). On the other hand, if 71 is close to ~ = [~, ~ . . . . .  }]X, 
which is different from ~, the quantity hmax is then to be determined from H (N)(~). However, as 
the integration process proceeds, the value ~ will eventually tend to v-1. An accurate description 
of the moving boundary requires N to be sufficiently large, and technological applications 
require ~ to be small compared to the x-period ( = 2"rr). Suitable values may be N = 36 and } - ~0- 
In order to illustrate the above results actual numerical integrations have been carried out in 
FORTVS, single precision, using various methods of integration: 
(1) Euler [93, p.442]: S = -2 ;  
(2) Heun [93, p.452] = Runge-Kutta,  second order [93, p.474] = Improved Euler [65, p.119]: 
S = -2  (in PECE mode) [65, p.227, Figure 8, p = 2]; 
(3) Euler forward and Euler backward [93, pp.442 and 481]: S = -1  (in PECE mode); 
(4) Adams-Bashforth-Moulton,  second order [65, p.41] = Improved Heun [93, p.457]: S = -2  
(in PECE mode), cf. [91, p.510, Fig. 5.1]; 
(5) Adams-Bashforth-Moulton,  fourth order [93, p.458]: S = -1.28481626 (in PECE mode), 
cf. [65, pp. 106-107] stating S = -1.25 and S = -1.3.  (With N = 36 and ~ = ~0 this gives 
hma x = 0.00676.) 
Example 7.1. Given ¢/(x) - 1.0 + 0.2 cos x and v = 1.0, which results in ~(x) = 1.0, cf. (2.3). For 
this problem the point collocation method is applicable with a moderate value of N (cf. Example 
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4.2) and the system (3.1) is contractive (cf. Example 6.1), because the ampl i tude 0.2 is not too 
large. The problem is integrated with N = 12 and the Adams-Bashfor th -Mou l ton ,  fourth-order 
(ABM4) method (and started with Euler), for which case hma x = 0.214133, according to (7.1) 
based on ~ = 1. For each step (but not the intermediate predictor step) the Fourier-coeff icients 
{aj  }6 of r/ are computed, as a function of the step number.  (The coefficients {bj }51 are all 
negligible.) Because the amplitude 0.2 is sufficiently large, various components  of the eigenvec- 
tors (5.5) are created, also the saw-tooth vector e (N/2), because of nonl inear effects. 
When an integration with h = 0.23 > hma x is carried out, it results in an increase of a 6 
indicating that the moving surface is polluted with a saw-tooth component,  which enters because 
of numerical reasons. The other Fourier-coefficients are unaffected: a 0 stays constant equal to 
1.0, while aa decreases from 0.2 to 10 -6 (the noise level) after 40 time steps; the coefficients 
{ aj ) ~ are generated because of nonl inear effects and dies out again. 
Example 7.2. Given ~/(x) = 1.0 + 0.1 cos x and v = 1.0, which results in ~(x)  = 1.0, cf. Example 
7.1. Also for this problem is the point collocation method applicable. An integration is carried 
out with N = 12 and the ABM4-method with h = 0.2 < hma x. This results in a smoothing of the 
anode, as expected, and clearly seen from the Fourier-coefficients: a 0 stays constant  equal to 1.0, 
aa is reduced from 0.1 to 10 -6 (the noise-level) after 40 time steps, while the other coefficients 
(a2,  a 3, a4, as, a6) can grow up, but eventually they die out. Hereby the expected result 
~/= [1.0]s T is obtained. 
Example 7.3. Given ¢/(x) = 2.0 + 10 -1 cos x + 10 3 cos(½N)x, and v = 2.0, which results in 
~(x) - 0.5, cf. (2.3). Also for this problem is the point collocation method applicable. Again an 
integration is carried out with N = 12 using the ABM4-method.  We suppose that the l inear 
theory is applicable from the beginning of the integration, with ~ = 2.0 and H(12)(2.0) = 0.4283, 
to the end of the integration, with ~ = 0.5 and H(n)(0.5) = 0.1065. 
In Fig. 2 are shown the Fourier-coefficients { aj }6 as functions of the step number  from an 
integration where h is kept constant, namely h = 0.13. (The coefficients (bj }] are all negligible.) 
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Fig. 2. See Example 7.3. The Fourier-coefficients (aj }6 of the moving boundary as functions of the step number. The 
ordinate has a logarithmic scale. Left: a0, al, a 2 and a3; right: a o, a4, a 5 and a 6. Note that a 6 first decreases, but 
later on becomes increasing. 
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The figure shows three main features regarding the various components described by the 
Fourier-coefficients: (i) The coefficient a0 changes gradually from 2.0 to 0.5. (ii) In the beginning 
of the integration the coefficients (a  j}52 are created because of nonlinear effects, and because 
h = 0.13 < 0.4283, all coefficients ( aj} 6 are damped out, with a 1 = 10 -1 and a 6 = 10 .3 for t -- 0. 
(iii) At the end of the integration, because h = 0.13 > 0.1065, the coefficient a6 is now magnified 
(and, in fact, also the coefficient a 5 is magnified, because h = 0.13 > H(a°)(0.5)= 0.1268). 
oo  
Hereby the expected result 7/= [1.0]s T is not obtained. 
8. Numerical solution 
After having analysed the system of ODEs (3.1) in various ways some actual cases of 
numerical integration have been carried out. The five methods for numerical integration 
mentioned and used in Section 7 are not suitable for the system (3.1), but they were introduced 
for the purpose of analysis of the system. Many routines are available in various packages, e.g., 
[41,52-54,74]. We use a NAG-routine [75] (in double precision) which is particularly suited for 
stiff systems, such as (3.1). Based upon the results obtained in Sections 4 and 5 on the various 
methods for solution of the potential problem we have decided to use primarily the Boundary 
Collocation Method BCM (Section 4.3) with Point Collocation PC (Section 4.4), because of its 
simplicity, and secondarily the BCM with Least Squares Collocation LSC (Section 4.5) and 
spline interpolation for positioning of the extra points, with various M/N.  
Below are given a few examples, where in all cases the development of the moving boundary is 
described by means of the Fourier-coefficients which are computed as functions of time, just as 
in Section 7. 
Example 8.1. Given ;/(x) = 1.0 + 0.5 cos x and v = 1.0, which results in ~(x) = 1.0. Even if it is 
questionable, according to the results of Example 4.2, to apply the BCM/PC with N = 12 for 
solving the potential problem, it is done here. Integration from t = 0 to t = 20. The Fourier-coef- 
ficients (a  j} 6 are determined ({bj}] are negligible) and the coefficients (a  j} 3, as functions of 
time, are shown in Fig. 3. The amplitude of the component 0.5 cos x is seen to diminish from 
a 1 = 0.5 at t - -0 .  The actual computation shows that the problem is still contractive with the 
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Fig. 3. See Example 8.1. The Fourier-coefficients ( aj }3 of the moving boundary as functions of time. The ordinate has 
a logarithmic s ale. Note that a I is decreasing. 
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Fig. 4. See Example 8.2. The Fourier-coefficients { aj }6 of the moving boundary as functions of time. The ordinate has 
a logarithmic scale. Note that log{ aj }6 decrease nearly linearly with time. 
given ¢/, which has an amplitude so large that the contractivity of the solution could not be 
assured in advance; cf. Example 6.1. 
Example 8.2. Given ~(x)  = 10.0 + 0.5 cos x and v = 0.1, which results in ~(x)  = 10.0. Solution 
of the potential problem using BCM/PC is questionable. Integration similar to Example 8.1. The 
Fourier-coefficients { aj }6 are shown as functions of time in Fig. 4. With the logarithmic scale 
the curves are nearly straight lines with slopes which are functions of the mean value, which is 
10.0 here. This is in accordance with the linear theory of Sections 5 and 7. (Prediction of the 
actual slopes does not seem possible here without a more detailed knowledge of the integration 
routine used; such a prediction would have been possible if the methods of Section 7 had been 
used.) 
oo 
Example 8.3. Given ~(x) = 10.0 + 0.5 cos x and v = 1.0, which results in ~(x) = 1.0. Integration 
similar to Example 8.1. The Fourier-coefficients { aj )06 are shown as functions of time in Fig. 5. 
The curves (except for a0) have slopes which seem to be functions of a 0. This is in accordance 
with a local application of the linear theory based upon a "frozen" Jacobi matrix; cf. Example 
7.3. 
In the above three examples the BCM/PC has been used to cases where the expected accuracy 
is too small, so that the results are questionable. In order to compare such an application of the 
BCM/PC with the more accurate, elaborate and time consuming BCM/LSC a few problems are 
solved using both methods. 
Example  8.4. Given ~(x) = 1.0 + 0.5 cos x and v = 1.0, which results in ~(x)  = 1.0; cf. Example 
8.1. The potential problem is solved with N = 16, cf. Example 4.4, using BCM/PC.  Integration 
from t = 0.0 to t = 20.0. The Fourier-coefficients { aj}g are determined ({ b j}71 are negligible) as 
functions of time. 
If the linear theory were applicable, the coefficient a l ( t )  could be determined from (5.3) with 
X (1) determined from (5.7) with ~ = 1.0, viz. X (1) = -1.3130. From al(t  ) = al ( to)exp(#(1) ( t  - to) ) 
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Fig. 5. See Example 8.3. The Fourier-coefficients { aj }6 of the moving boundary as functions of time. The ordinate has 
a logarithmic scale. Left: ao, al, a 2 and a3; right: ao, a 4, a 5 and a 6. Note that the slopes of  log{a j}  6 apparently 
depend on a 0. 
the value of ~(1) can  be estimated and compared with Am. It is found that - 1.313 < ~(1) < __ 1.268, 
which shows that the linear theory is still applicable for a problem with a large initial amplitude, 
even if the BCM/PC cannot give precise results for this initial curve, cf. Section 4.4 and Example 
4.2. 
Example 8.5. The same problem as Example 8.4. The integration is carried out with N = 16 using 
BCM/LSC with M/N = 1, 2, 4 and 6. Here M/N = 1 coincides with BCM/PC,  cf. Example 8.4. 
Example 4.5 indicates, for M/N = 6, that N = 20 may be necessary. The higher values of M/N 
give quite insignificant differences in the results. That means, e.g., that the estimate for 2~(~) from 
Example 8.4 is still obtained. The computing time depends on the method used: If the time for 
PC is unity, then the time for LSC is nearly two for M/N = 1 and six for M/N = 6. For al(10.0 ) 
is found the values: 1.091E-06 for M/N = 1; 1.076E-06 for M/N = 2, 4 and 6. 
The above two examples how that the range of applicability of the point collocation method 
is larger than expected. However, there are limitations. 
oo  
Example 8.6. Given %(x) = 2.0 + 1.0 cos x and v = 0.5, which results in 7/(x) = 2.0. We choose 
N = 16. According to Example 4.2 the BCM/PC is clearly unsuited for solving the potential 
problem (for any value of N), and an attempt to integrate (3.1) using [75] was unsuccessful. 
According to Example 4.5 (Table 3) the BCM/LSC is also unsuited (for any reasonable value of 
N), but it is possible to integrate (3.1) using [75] with a modest requirement to the accuracy. 
Therefore the results obtained are unreliable. 
9. Concluding remarks 
For the solution of some two-dimensional moving boundary problems in connection with 
electrochemical machining problems we have given a front-tracking method in the form of a 
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system of N ODEs, where the moving boundary is described by means of N "Eulerian" marker 
points. A central part of the considered front-tracking method is the solution of a Dirichlet 
boundary value problem. This is here performed using boundary collocation methods, either in 
the form of a point collocation or a least squares collocation. In the special case of smoothing of 
the anode, where the cathode is a straight line, closed-form expressions for the eigenvalues of the 
Jacobi matrix have been found by using the point collocation method. Hereby we have been able 
to analyse the system of ODEs with respect o the linear stability of equilibrium solutions and to 
the nonlinear stability of nonequilibrium solutions. The innate disadvantage of the point 
collocation method, viz. the surprising lack of accuracy for some boundaries, does not influence 
the expressions for the eigenvalues. Also in the case of smoothing it is by means of examples 
shown how the various Fourier-components of the moving boundary develop as time progress, 
directly showing the smoothing of the anode. Hereby it is also possible to demonstrate numerical 
instability of the system of ODEs which results in the onset of a superimposed component of the 
moving boundary, which has a saw-tooth shape, just as predicted from the linear analysis around 
an equilibrium solution. Actual applications of the front-tracking method in conjunction with the 
two kinds of boundary collocation methods illustrate that it is possible to model the special case 
of smoothing of the anode, provided that it is not too wavy. 
Appendix. Continous least squares method 
For the determination of the modified coefficients in (4.1b) an accurate method is sketched. 
Let the boundary F be the curve y = ~(x; t) defined in (3.2). Following [59, Chapter I, §3] the 
difference between the approximate boundary value (derived from (4.1b)) and the prescribed 
boundary value, viz. cb(U)(x, ~(x; t); t ) -  1, is squared and integrated with respect to arc 
length, s, along /2 We here multiply the square by ds/dx = (1 + ~2)1/2 and integrate with 
respect o x over [0, 2"rr]. By minimising this integral a set of modified coefficients is obtained, 
giving an approximation which in (the interior of) ~2 converges uniformly to the true solution [73, 
p.790]; about the behaviour on F, see [59, p.49]. The expansion functions in (4.1b) are (in 
general) not orthogonal, as assumed in [59, Chapter I, §3], but the least squares method can also 
be carried out using nonorthogonal functions [62, §31.3.2], leading to a system of linear algebraic 
equations with a symmetric matrix with elements which are defined as integrals over [0, 2~r] of 
the product of two expansion functions times the factor ds/dx, which are evaluated numerically 
[57]. The system of equations is solved numerically [77] to give the modified coefficients. 
The present method for determination of the modified coefficients is considered to be more 
accurate than the methods presented in Section 4.2, but it is too time-consuming to be used in 
connection with the integration routine. It is therefore only used for construction of a few 
accurate solutions to be applied as bench-marks. 
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