We present a new branch and bound algorithm for weighted Max-SAT, called 1 Lazy which incorporates original data structures and inference rules, as well as a lower 2 bound of better quality. We provide experimental evidence that our solver is very competi- 
for a survey. Approximations algorithms based on semidefinite programming are described 48 in Ref. [7, 9] .
49
In this paper we first present a new branch and bound algorithm for weighted Max-SAT 50 which incorporates original data structures and inference rules, as well as a lower bound 51 of better quality. We then report on an experimental investigation we have conducted in 52 order to evaluate our solver on (weighted) Max-SAT instances. The results obtained provide 53 experimental evidence that our solver is very competitive and outperforms some of the best 54 performing (weighted) Max-SAT solvers on a wide range of instances.
55
Our new solver, which we call Lazy differs from previous solvers in the data struc-56 tures used to represent and manipulate CNF formulas, in the simplification preprocessing 57 techniques applied, in the lower bound computation method, and in the variable selection 58 heuristic (which is static in our solver).
59

Preliminaries
60
A weighted clause is a pair (C i , w i ), where C i is a disjunction of literals and w i , its weight, 61 is a positive integer. A weighted CNF formula is a conjunction of weighted clauses. In the 62 following when we say clause we refer to a weighted clause, and when we say formula we 63 refer to a weighted CNF formula.
64
Furthermore, the continuous variable z i = 1 if clause C i is satisfied and z i = 0, otherwise.
79
The MIP formulation of the weighted Max-SAT instance φ is: will become unsatisfied if we extend the current partial assignment into a complete assign-94 ment (underestimation). The sum unsat + underestimation is called lower bound (LB).
95
Obviously, if UB ≤ LB, a better assignment cannot be found from this point in search. In 96 that case, the algorithm prunes the subtree below the current node and backtracks to a higher 97 level in the search tree. If UB > LB, it extends the current partial assignment by instantiating 98 one more variable; which leads to the creation of two branches from the current branch: i.e., the algorithm applies the one-literal rule [16] . The solution to weighted Max-SAT is the 104 value that UB takes after exploring the entire search tree.
105 Figure 1 shows the pseudo-code of a basic branch and bound algorithm for weighted 106 Max-SAT. We use the following notation:
107
• sum-weights-empty-clauses(φ) is a function that returns the sum of weights associated 108 with the empty clauses of φ. Empty clause are unsatisfied by any truth assignment.
109
• LB(φ) is a lower bound for φ.
110
• UB is an upper bound of the sum of weights of unsatisfied clauses in an optimal solution.
111
We assume that the initial value is ∞.
112
• select-variable(φ) is a function that returns a variable of φ through a heuristic 113 procedure.
114
• φ p (φ ¬ p ) is the formula obtained by applying the one-literal rule to φ using the literal p 115 (¬ p). 
Preprocessing
125
Before starting to explore the search tree, Lazy obtains an upper bound on the sum of the 126 weights of unsatisfied clauses in an optimal solution using a variant of the local search pro- plus the sum of the weights of unsatisfied clauses in an optimal solution of the formula
152
The unweighted CUC rule was defined in Ref. 
159
where φ is the formula associated with the current partial assignment, unsat (φ) is the sum of 
165
The lower bound of Lazy LB Lazy , is of better quality and can be understood as the The pseudo-code of LB Lazy , for an input formula φ, is shown in Fig. 2 project. 3 We used version 1.1.0.
238
As benchmarks we used randomly generated (weighted) Max-2-SAT and (weighted) Max- In our first experiment, we evaluated the relevance of defining lazy data structures to get 248 substantial performance improvements. To this end, we compared BF and Lazy using a sim- In our third experiment, we generated sets of random Max-3-SAT instances with 50 vari- In our fourth experiment, we generated sets of random weighted Max-2-SAT and weighted This way, we evaluated the solvers on more structured instances. The results obtained are
284
shown in Table 1 , where we give, for each set of instances and for each solver, the mean 285 time of the instances that were solved within 1,800 s, as well as the total number of solved 286 instances (in brackets). 5 We observe that Lazy outperforms the rest of solvers on most of 287 the sets of instances, providing empirical evidence that it also has a good performance profile 288 on more structured instances. In our sixth experiment, we analyzed the impact of the improvements we have incorpo- • The safe application of unit propagation explained in Sect. 4.2 does not seem to be useful 303 when a good quality lower bound is applied.
304
• The resolution refinement that we applied as preprocessing leads to significant improve-305 ments on both time and backtracks.
306
• The CUC rule accelerates the computation of the lower bound because it reduces the 307 number of variables that the lower bound computation method must consider at each 308 node of the search tree.
309
• The lower bound of Lazy gives rise to important performance improvements compared 310 with the weighted version of the lower bound of Wallace and Freuder.
311
We believe that our results could be further improved by adapting the lazy data structures 312 defined in the paper to deal with dynamic variable selection heuristics, as well as by applying 313 more inference rules at each node of the search tree. 
