Medical Doctors are increasingly incorporating simulation tools into their day-to-day work in hospitals and medical centers. The software packages used in these environments face tremendous reliability requirements and have to deal with restrictions with respect to the turn around time of a simulation, in order for the results to be useful. However, reaching performance goals for these applications is complicated by the wide range of hardware and software environments used in hospitals, making hardware dependent optimizations difficult. The Abstract Data and Communication Library (ADCL) helps to meet performance requirements by optimizing the communication operations for large scale simulations at runtime, adapting to the current hardware and software environment. ADCL provides for each communication pattern a large number of implementations and incorporates a runtime selection logic in order to choose the implementation leading to the highest performance of the application on the current platform.
how diseases progress. Computer aided simulations also have a profound impact on day-to-day operations of medical doctors, such as during surgery preparations. As an example, by using hemodynamic simulations, a doctor can determine before surgery the optimal shape of a stent for a given patient, and therefore signicantly reduce the risk of blood clogs and fatalities [21] .
By increasingly adding simulation tools to the work environments in hospitals and medical centers, the challenges to the software used is increasing signicantly. First and foremost, the software has to work with a very high reliability, making modeling and numerical errors unacceptable due to the potentially tragic consequences. Second, the software has to deliver the results of a simulation within a short, well defined period of time in order for it to be useful. Third, the software must be able to run on a wide variety of computing resources, since computational resources at hospitals are typically highly heterogeneous from the hardware and software perspective. In the following, we would like to expand on the second and the third point mentioned above.
Two examples for tools applied in surgery preparations are image analysis applications and hemodynamic simulations. In the first application, projection data from CT scanners are used to re-construct images of the patient. Depending on the size of the target object and resolution of the scanner, the data provided by the CT scanners can easily reach multiple Gigabytes, which make the image reconstruction algorithm highly compute intensive [17] . The resulting image then has to be analysed using sophisticated algorithms, typically searching for particular characteristics such as abscesses or cancer [14] . The overall application can easily consume multiple hours on a regular PC, making it impractical for day-to-day usage. The same holds for the second application, where detailed models and high resolution meshes are required in order to get realistic results of the simulations [1, 13] .
In order to speed up the turn around time of large scale simulations, application developers incorporate the power of multiple processors. Until very recently, parallel computers and PC clusters were mainly found in large computing centers, making it very difficult to access them for the scenarios outlined above. However, with the emergence of multi-core processors and the increasing deployment of Gigabit networks, every institution has access to a parallel system, which can be utilized to speed up the according simulations. The main problem from the software perspective is to achieve a portable performance across dierent parallel architectures, since dierent combinations of hardware and software environments expose dierent characteristics to the application, and have a tremendous inuence on the performance of the parallel application.
The dominant parallel programming paradigm used over the last decade has relied on explicit message passing, most notably MPI [15, 16] . Several investigations analyzing the usage of MPI show that the vast majority of applications use collective communication constructs, such as broadcasts or global reductions [10, 19] . It is therefore not surprising, that over the last decade a large number of projects have worked on optimizing collective operations as defined in the MPI standards [12, 20, 22, 23] . Most projects either statically tune the collective operations regardless of the application, or use some performance models to estimate the execution time of different algorithms and choose accordingly. Both approaches miss however some major factors influencing the overall performance of the operations. Most importantly, the influence of the compute nodes chosen by the batch scheduler, respectively their location in the network [5] , and the fact that the network is shared among multiple jobs are being ignored. The latter holds true even if the compute nodes are allocated exclusively for each compute job.
In order to overcome the limitations for parallel application developers outlined above, we recently introduced the Abstract Data and Communication Library (ADCL) [9] . The main goals of ADCL are (I) to define higher level abstractions for often occurring application level communication patterns, (II) to provide a large number of implementations for each communication pattern, and (III) to choose at runtime the implementation giving the best performance.
The remainder of the paper is as follows: section 2 discusses related work in the area. Section 3 presents the technical concept of ADCL as well as some implementation details. In section 4 we present some performance results with ADCL obtained on an Opteron cluster using an InfiniBand and a Gigabit Ethernet network interconnect. Finally, section 5 summarizes the paper and presents the currently ongoing work.
RELATED WORK
Application level collective operations have been optimized in a variety of projects, such as in Global Arrays [18] , or within the UPC framework [2] . However, none of these projects introduce runtime adaptations and optimizations of these operations.
Among the numerical libraries incorporating adaptive techniques are ATLAS [24] and FFTW [7] . ATLAS abstracts the BLAS interfaces and provides several implementations for each function. During an extensive congure step, ATLAS determines the best performing implementation on a specific platform with a specific compiler. Furthermore, based on additional information such as cache sizes, ATLAS determines optimal, internal parameters such as the blocking factor for blocked algorithms. However, ATLAS does not perform any runtime optimizations.
The FFTW library optimizes Fast Fourier Transform (FFT) operations. To compute an FFT, the user has to invoke first a 'planner' specifying a problem which has to be solved. The planner measures the actual runtime of many different implementations and selects the fastest one. In case many transforms of the same size are executed in an application, this 'plan' delivers the optimal performance for all subsequent FFTs. Since the planner can be time consuming, FFTW also provides a mode of operation where the planner comes up quickly with a good estimate, which might however not necessarily be the optimal one. The decision process is initiated just once by the user. Thus, FFTW makes the runtime optimization upfront in the planner step, which does not perform any useful work. On the other hand, ADCL integrated the runtime selection logic into the regular execution of the applications. This is especially important, since the ADCL approach enables the library to restart the runtime selection logic in case significant deviations from the original performance, e.g. due to changing network conditions have been observed.
The project most similar to our approach is Star-MPI [6] . This library incorporates runtime optimization of collective operations similarly to ADCL. There are however two main differences between Star-MPI and ADCL: first, Star-MPI focuses on collective operations as defined in the MPI standard. Second, unlike ADCL, Star-MPI has only a single runtime decision logic, namely a brute force search whereas one of the main research focuses of ADCL is to develop alternative runtime decision algorithms in order to speed up the runtime decision logic ( see e.g. section 3.2).
TECHNICAL CONCEPT
ADCL is a parallel application level communication library aiming at providing the highest possible performance for application level communication patterns, such as the n-D neighborhood communication, within a given execution environment. The library provides for each communication pattern a large number of implementations and incorporates a runtime selection logic in order to choose the implementation leading to the highest performance of the application. Two different runtime selection algorithms are currently available within ADCL: the library can either apply a brute force search strategy which tests all available implementations of a given communication pattern; alternatively, a heuristic relying on attributes characterizing an implementation has been developed in order to speed up the runtime decision procedure [9] .
The ADCL API offers high level interfaces of application level collective operations. These are required in order to be able to switch within the library the implementation of the according collective operation without modifying the application itself. The main objects within the ADCL API are:
• ADCL_Attribute: abstraction for a particular characteristic of an implementation. Each attribute is represented by the set of possible values for this characteristic. • ADCL _Attrset: a collection of ADCL attributes. • ADCL_Function: each ADCL function is the equivalent to an actual implementation of a particular communication pattern.
•
ADCL_Fnctset: a collection of ADCL functions providing the same functionality. ADCL provides pre-defined function sets, such as for neighborhood communication (ADCL_FNCTSET_NEIGHBORHOOD).
The user can however also register its own functions in order to utilize the ADCL runtime selection logic.
ADCL_Topology: provides a description of the process topology and neighborhood relations within the application.
ADCL_Vector: specifies the data structures to be used during the communication. The user can for example register a data structure such as a vector or a matrix with the ADCL library, detailing how many dimensions the object has, the extent of each dimension, which parts of the matrix shall be used for communication, the basic datatype of the object, and the pointer to the data array of the object. • ADCL _Vectset: a collection of ADCL vectors of the same dimensions. • ADCL_Request: combines a process topology, a function-set and a vector object. The application can initiate a communication by 'starting' a particular ADCL request using ADCL_Request_start. Figure 1 gives a simple example for an ADCL code, using a 2-D neighborhood communication on a 2-D process topology. After creating the topology object based on a cartesian communicator and registering a two dimensional matrix with the library, ADCL_Request_create generates the according request object. The neighborhood communication is initiated by using ADCL_Request_start.
A key concept of the adaptive communication framework is its ability to select the fastest of the available implementations for a given communication pattern during the regular execution of the application. The approach chosen by ADCL is to use the first iterations of the application to determine the fastest available implementation. Although some of the tested implementations will deliver a suboptimal performance, this approach avoids a separate 'planner' step. This approach is also necessary, since we plan to incorporate a monitoring interface in ADCL in the near future, which could re-start the runtime decision logic in case the networking conditions changed significantly compared to the initial evaluation.
Runtime Selection Logic
The first algorithm used within ADCL to determine the fastest available implementation relies on a brute force search strategy. This approach tests all available implementations of a communication pattern multiple times. Each process keeps track of the execution time(s) of each implementation in a data array which is attached to the according ADCL_Request. After all implementations have been tested, all processes have to agree collectively on the implementation which will be used for the rest of the application.
This approach performs n measurements for each algorithm i on each process j. Let us denote the execution time of the k-th measurement by t(i, j, k). In an initial step, the library removes outliers, i.e. measurements not fulfilling the condition
, with b being a well defined constant, from the data set. This leads to a filtered subset of measurements with cardinality n f (i, j). Then, the performance measurements for each implementation are analyzed locally on each processor and characterized by the local average execution time (2) and its filtered counterpart (3) as estimates of the mean value. After a global reduction for each implementation, the maximum average execution time
considering all respectively only filtered data (3) and the maximum number of outliers n o (i) over all processors
is determined. Finally, we select the maximum execution time including or excluding outliers by depending on whether the maximum number of outliers is exceeded or not. The algorithm i′ fulfilling r (i′) = min i r (i) is chosen as the best one. In [3] we compared this approach against three other widespread statistical approaches, namely a standard interquartile range method to detect and exclude outliers, an approach using cluster analysis and an approach relying on robust statistics, which does not exclude any outliers. Our analysis showed, that the approach currently applied in ADCL is delivering the most reliable results for various network conditions. At the same time, this algorithm has a linear time complexity, while some of the more complex statistical approaches such as cluster analysis or robust statistics have a cubic or exponential complexity, which would lead to a significant overhead during the execution of the application. Assuming that the runtime environment produces reproducible performance data over the lifetime of an application, the brute force search is guaranteed to
find the fastest of available implementation for the current tuple of {problem size, runtime environmentg}. The major drawback of this approach is the time it might take to determine the fastest implementation. According to our experience on various platforms, the library requires between 10 and 50 measurements per implementation in order to have reliable performance data. Taking into account that the library might have to test up to twenty different implementations, up to 1000 instances of the communication pattern might be required before the runtime selection logic comes up with a final decision. Although this does not necessarily translate into 1000 iterations in the application itself, since an iterative solver very often has multiple instances of the neighborhood communication within each iteration, adaptive applications with varying problem sizes would require a significantly faster procedure in order for ADCL to become useful for this class of applications.
A Runtime Selection Logic Based on Performance Hypothesis
Any implementation of a collective communication operation has certain implicit requirements to the hardware and software environment in order to achieve the expected performance. As of today, ADCL uses three attributes in order to characterize an implementation:
1. Number of simultaneous communication partners: this attribute characterizes how many communication operations are initiated at once. For a broadcast operation, this attribute might characterize whether the broadcast is implemented using a binary tree or a flat tree. For neighborhood communication, the currently supported values by ADCL are all ( ADCL attribute value aao) and one (pair). This parameter is typically bound by the network/switch. Table 1 lists all implementations available in ADCL for the neighborhood communication, and the according attribute values. Please note, that not all combinations of attributes can really lead to feasible implementations. As an example, implementations using a blocking data transfer primitives such as MPI_Send/Recv can not be applied for implementations having more than one simultaneous communication partner. Therefore, a total of 20 implementations The Abstract Data and Communication Library are currently available within ADCL for the n-dimensional neighborhood communication. Further attributes such as the capability of the library/environment to overlap communication and computation will be added in the near future. In order to speed up the selection logic, an alternative runtime heuristic based on the attributes characterizing an implementation has been developed. The heuristic is based on the assumption, that the fastest implementation for a given problem size on a given execution environment is also the implementation having 'optimal' values for the attributes in the given scenario. Therefore, the algorithm tries to determine the optimal value for each attribute used to characterize an implementation. Once the optimal value for an attribute has been found, the library removes all implementations not having the required value for the according attribute and thus shrinks the list of available implementations.
An implementation is characterized by N attributes. Each attribute has n ν (i), i = 1, N possible values ν(i, j), j = 1, n ν (i). The library assumes that the optimal value k opt (i) for an attribute i has been found, if rc(i) measurements confirm this hypothesis. In order to be able to deduct from a set of measurements towards the optimal value of a single attribute, the library only compares the execution times of implementations whose attributes differ only in the according attribute.
To clarify this approach, please assume that we have to deal with four different attributes (N = 4), and want to determine the best value for the second attribute. We assume that this attribute has three distinct values (n ν (2) = 3)), e.g. ν(2, 1) = 1, ν(2, 2) = 2, and ν(2, 3) = 3. The library collects first the performance data of the implementations with the attribute values as shown in Table 2 . Since the values of all attributes except for the second one are being constant we assume that any performance differences between the three implementations can be accredited to the second attribute. The library determines collectively across all processes which of the three implementations has the lowest average execution time, using the same approach as outlined in the section 3.1. If we assume as an example, that the implementation with the attribute values [ν(1, j′), 3, ν(3, j′′), ν(4, j′′′)] has the lowest average execution time, the library would hypothesis that 3 is the optimal value for the second attribute. At this point, only one set of measurement confirms the hypothesis that 3 is the optimal value for the second attribute. Thus, the confidence value in this hypothesis is set to 1. Typically, a hypothesis has to be confirmed by more than one set of measurements before ADCL considers this hypothesis to be probably correct. Thus, an additional set of measurements with differing (but constant) values for one of the other attributes has to be gathered, e.g by using ν(3, j′′ + 1) as the value for the third attribute.
If the new set of measurements confirms the result of the previous set, the confidence value for the hypothesis is increased. If another attribute value is determined for this set of measurements to be the best one, the confidence value for the original performance hypothesis is decreased by one. Once a hypothesis reaches the required number of confirmations, the library removes all implementations which do not have the optimal value for the according attribute and shrinks the list of available implementations. Please note, that if the measurements do not converge toward an optimal value for an attribute, no implementation will be removed based on this attribute.
PERFORMANCE EVALUATION
In the following, we will analyze the effect of using different implementations for the neighborhood communication on the performance of a parallel, iterative solver as often applied in simulations from computational medicine (e.g. blood flow simulations). The software used in this section solves a set of linear equations that stem from discretization of a partial differential equation PDE using center differences. The parallel implementation subdivides the computational domain into subdomains of equal size. The processes are mapped onto a regular three-dimensional cartesian topology. Due to the discretization scheme, a processor has to communicate with at most six processors to perform a matrix-vector product. For the subsequent analysis the code has been modified such that it makes use of the ADCL library, i.e. the sections of the source code which established the 3-D process topology and the neighborhood communication routines have been exchanged by the according ADCL counterparts.
Since most MPI libraries do not show performance advantages for MPI put/get operations compared to two-sided communication on a typical PC cluster and in order to simplify our analysis, we have configured ADCL for the following tests without the one-sided data transfer primitives. This leaves twelve implementations for the 3-D neighborhood communication for the runtime selection logic to choose from. The number of tests required to evaluate an implementation has been set to 50.
The cluster used for the following measurements consists of 24 nodes, each having a single dual-core 2.2 GHz Opteron processor. The nodes are connected by an 4x InniBand interconnect and a Gigabit Ethernet switch. We show results for 16, 32 and 48 process test cases for both networks using two different discretizations. The small problem is configured such that each process holds 32 × 32 × 32 mesh points, the large problem assigns 64 × 64 × 32 mesh points to each process. The execution times presented in this section are the overall execution time for 700 iterations of the iterative solver. Timings are given in seconds. The communication library used throughout the tests was Open MPI version 1.2 [8] . Using Open MPI specific runtime flags we could test separately the performance of the code over In finiBand as well as over Gigabit Ethernet.
In order to determine what the 'correct' decision of the runtime selection logic would be, we also executed the same application for each implementation of the neighborhood communication bypassing the runtime selection logic of ADCL. Each individual implementation has been tested three times. We will refer to these measurements as the verification conditions. An initial observation revelead by figure 2 is, that the sensitivity of the execution time on the implementation of the 3-D neighborhood communication is increasing with the problem sizes. Furthermore, the application is more sensitive to the implementation of the neighborhood communication when using the Gigabit Ethernet interconnect.
Over InfiniBand the application showed for the small problem in most cases the best performance when using either IsendIrecv_aao or SendIrecv_aao for implementing the neighborhood communication. When using ADCL, both runtime selection algorithms decided to use in all six tests SendIrecv_aao. For the large problem sizes, IsendIrecv_aao showed the best performance according to our measurements. The runtime selection logic based on performance hypothesis chose in all three instances the very same implementation. The brute force search chose also IsendIrecv_aao once as the optimal implementation, and decided to use twice Sendrecv_pair, which was the second fastest implementation in our verification runs for this particular problem and execution environment. The most important result for the 16 processes test case however is, that ADCL chose in all instances one of the three fastest implementations according to our verifications runs, and managed to avoid the two implementations, which gave a significantly lower performance than the other ones (SendRecv_pair and SendRecv_pair_pack). The 16 processes test cases over Gigabit Ethernet showed an even better performance of ADCL. For both runtime selection logics and problem sizes, ADCL chose in all scenarios SendIrecv_aao. Contributing to this good result was probably the fact, that the performance difference between the implementations was larger than in the InfiniBand test cases.
The results for the 32 processes test cases are shown in figure 3 . Generally, the behavior and quality of the decision made by ADCL is similar to the 16 processes test cases. Since the differences between the different implementations for these scenarios are not dramatic over In finiBand, the runtime selection logic of ADCL did not choose necessarily the fastest implementation. However, the implementation of its choice was typically in the top section of the verification runs. Over Gigabit Ethernet, ADCL was capable of determining the fastest implementation in all scenarios. One difference between the 32 and 16 processor cases however was the behavior of the runtime selection logic based on performance hypothesis. While this runtime selection logic did not necessarily determine optimal values for all attributes in the previous tests, it managed to cut down the number of implementations being tested for the 32 processes tests.
As described in section 3.2, each implementation is currently characterized by three attributes. The runtime heuristic using these attributes values evaluates in the first stage the performance of four of the available implementations: IsendIrecv_aao, IsendIrecv_pair, IsendIrecv_aao_pack, IsendIrecv_pair_pack. The library can compare the performance data of the first two and the second two implementations in order to determine the best value for attribute one (aao vs. pair) and of the first and the third as well as the second and the fourth implementation for the second attribute (ddt vs. pack). Since the required confidence value for both attributes is 2, the library can remove under optimal circumstances after this stage many of the available implementations. For the 32 process test cases presented above, the measurements confirm that an implementation initiating all messages at once is performing better than implementations communicating only to a single process at a time, and derived datatypes perform better in this scenario than pack/unpack. Thus, the heuristic reduces after the first stage the number of available implementations from 12 to 2. In the final step, the performance of IsendIrecv_aao and SendIrecv_aao are being compared in order to determine the best value for the the last parameter, namely the preferred transfer primitive.
An obvious question when comparing the performance of the brute search algorithm to the performance hypothesis based approach is, why the latter one does not show a significantly lower execution time compared to the brute force search taking into account that fewer implementations have to be tested in the l32-ib l32-ge Figure 3 . 32 processes test cases using InfiniBand (ib) and Gigabit Ethernet (ge) for the small (left) and the large (right) problem.
second approach. The reason is, that the overhead of testing a 'non-optimal' implementation a limited number of times is not dramatic over InfiniBand. However, we expect, that with increasing number of attributes, attribute values and implementations the advantages of the approach using performance hypothesis will become more obvious.
For the 48 processes test cases, the InfiniBand results do not differ significantly from the results of the previous tests. However, the Gigabit Ethernet tests reveal
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The Abstract Data and Communication Library a new characteristic in the network, namely network congestion. While for the small message sizes the aao implementations still outperform the pair implementations due to the higher level of concurrency in the algorithms, this is not the case for the large problem size. In this case, the number of large messages concurrently on the fly generated by the aao implementations lead to congestion in the switch and thus to a higher overall execution time. The difference in this case between a slow and a fast implementation is not negligible anymore. The brute force search runtime selection logic determines in all three tests the optimal implementation in this scenario. The average execution time when using the performance hypothesis based approach is however not as good as expected. A more detailed analysis shows, that this runtime selection logic managed to determine in two out of three cases also the fastest implementation. In fact, for these two cases, the application was faster than the brute force search by three respectively ve seconds, since fewer of the 'slower' implementations had to be tested. However, in one particular case, system noise disturbed the measurements up to a level, that the performance hypothesis based approach could not converge toward optimal parameter values. Since the number of outliers for the fastest implementations was above the threshold defined in ADCL, the library decided to use the unfiltered averages for these implementations and thus ended up making a 'wrong' decision. However, the 48 processes test cases over Gigabit Ethernet highlight the importance of the ADCL approach. An implementation, which delivered only suboptimal performance in the previous tests turned out to be the best performing algorithm for this scenario. Users having a single, fixed implementation for the neighborhood communication would potentially double the execution time of the solver and pay a significant performance penalty in this scenario. The test case also highlights the importance of the data ltering algorithm in ADCL.
SUMMARY AND OUTLOOK
This paper presents the Adaptive Data and Communication Library (ADCL).
The key feature of ADCL is its capability to choose at runtime the best performing implementation for a particular application level collective operation. Furthermore, we introduce in this paper attributes characterizing the actual implementation of an application level collective operation and detail a runtime decision heuristic relying on these attributes. The library has been evaluated using a finite-difference code with In finiBand and Gigabit Ethernet network interconnects. The results indicate, that in an environment producing repeatable performance data, the runtime decision logic based on the performance hypothesis is determining the 'fastest' implementation reliably. The library is also capable to handle moderate perturbations, since it incorporates a data ltering approach in order to exclude outliers.
The currently ongoing work within ADCL focuses on three aspects: first, the number of available implementations are being extended by introducing new attribute values. This includes additional implementations such as topology-aware implementations of the neighborhood communication as presented in [11] as well as using additional transfer primitives such as persistent request operations. Second, we are working on adding additional predefined functionsets and vector descriptions, such that ADCL could be utilized for a larger set of problems and applications. Third, we are currently incorporating a third runtime selection logic based on the 2 k algorithm, in order to be able to handle situations, where the attributes characterizing the implementations have certain dependencies on each other [4] . The library is published under the modified BSD license and is available from http://pstl.cs.uh.edu/projects/adcl.shtml.
