The control in multi-strategy proof planning goes beyond the control in other automated theorem proving approaches: not only the selection of the inference and the facts for the next step can be guided by domain-specific heuristics but also the combination of proof plan refinements such as step introduction, backtracking, and variable instantiation.
Introduction
Each automated theorem prover comprises some heuristics that select the next refinement step of the proof construction. Typically, e.g., in provers based on the resolution principle, the control is based on "local" general-purpose heuristics that reason on the current proof facts and the possible inferences. As result, the control decisions are restricted to the selection of the inference rule and the premises for the next step in the proof derivation. Other decisions are often hard-coded into the system and not subject to reasoning about control. In particular, in search procedures involving backtracking (e.g., Artificial Intelligence planning) the combination of the different refinements step introduction and backtracking is typically hard-coded in some form, for instance, backtrack if and only if no step can be applied.
Proof planning is an approach to mathematical theorem proving in which the proof of a theorem is planned at the abstract level of so-called methods. The knowledge-based proof planning developed in the Ωmega group employs declarative meta-reasoning to guide the search [13] . Mathematically motivated heuristics cannot only reason about the current goals and assumptions but also about the proof planning history and the planning context. Moreover, in Ωmega's automated multiple-strategy proof planner Multi the choice points that are subject to heuristic guidance are not restricted to the next goal and the next method. Rather, also the decisions on which strategy to choose can be guided, where strategies are independent proof plan operations, and different strategies can realize, for instance, different kinds of backtracking and different kinds of variable instantiation.
In certain situations, a step does not result in the expected progress or a refinement does not apply as it usually would. If a pattern of such failures and how to overcome and exploit them can be discovered, then the occurrence of the failure may hold the key to discover a solution proof plan for the problem at hand. In this paper, we shall describe two meta-reasoning patterns that productively use failures to flexibly guide subsequent proof plan manipulations and refinements. We explain how the meta-reasoning patterns are realized in Multi and how they are applied to proof plan -δ-problems.
The paper is structured as follows. First, we introduce the basics of proof planning with multiple strategies in section 2. Afterwards, we explain the application of Multi to tackle -δ-problems. Section 4 investigates the failure reasoning patterns and their application for -δ-problems. We conclude with the discussion of results and related work in section 5.
Proof Planning with Multiple Strategies
Proof planning was originally conceived as an extension of tactical theorem proving to implement automated theorem proving at the abstract level of tactics. Bundy's key idea in [3] is to augment individual tactics with pre-and postconditions. This results in planning operators, so-called methods. In the Ωmega [6] system proof planning is enriched by incorporating knowledge into the planning process [13] and the introduction of the additional hierarchical level of strategies [12] . Domain-specific knowledge can be encoded in methods and control rules. Methods can encode not only general proving steps but also steps particular to a mathematical domain. Heuristics guiding the search can be encoded in control rules. The control rules are evaluated at choice points in the planning process and can express meta-level reasoning about the current proof planning state as well as about the entire history of the proof planning process and the proof context. Further domain-specific knowledge can be contained in external systems that are incorporated into the proof planning process. For proof planning -δ-problems, which we shall discuss, in particular, the constraint solver CoSIE for equations and inequalities over the reals is important.
Proof construction may require construction of mathematical objects, i.e., instantiation of existentially quantified variables by witness terms. In proof planning, metavariables are used as place holders for witness terms. When proof planning -δ-problems, equations and inequalities with meta-variables are passed to CoSIE, which checks the (in)consistency of the constraints and collects consistent constraints in a constraint store. Later, it tries to compute instantiations for the meta-variables that satisfy the collected constraints [15] .
The simplest version of proof planning searches at the level of methods, i.e., it searches for applicable methods and applies the instantiated methods, which are called actions, until all goals are closed. The final sequence of actions forms a solution plan. In Ωmega's previous simple proof planner further plan refinement and modification operations such as backtracking and meta-variable instantiation were hard-coded with the introduction of actions: backtrack one action in the plan if and only if no method is applicable and instantiate meta-variables only at the end if all goals are closed.
Case-studies revealed that the somewhat inflexible proof planning fails on problems for which more flexibility is needed [12] . 1 This motivated the development of proof planning with multiple strategies, which decomposes the previously monolithic proof planning process and replaces it by separated strategies, which are instances of parameterized algorithms for different proof plan refinements and modifications. We implemented proof planning with multiple strategies in the automated proof planner Multi. Among others, Multi employs algorithms for action introduction, meta-variable instantiation, and backtracking. The algorithm for action introduction has parameters for a set of methods and a set of control rules. When Multi executes a strategy of this algorithm, the algorithm introduces only actions that use the methods specified in the strategy. The choices during the action computation and selection are guided by the control rules specified by the strategy. The algorithms for meta-variable instantiation and backtracking have one parameter, respectively. The parameter of the instantiation algorithm is a function that determines how the instantiation for a meta-variable is computed. If Multi applies an instantiation strategy with respect to a meta-variable mv, and if the computation function of the strategy yields a term t for mv, then the instantiation algorithm substitutes mv by t in the proof plan. The parameter of the backtrack algorithm is a function that computes a set of refinement steps of other algorithms that have to be deleted. When Multi applies a backtrack strategy, then the algorithm removes all refinement steps that are computed by the function parameter of the strategy as well as all steps that depend from these steps. Sample strategies of all three algorithms are discussed in the subsequent sections.
In Multi no combination of strategies is pre-defined or hard-coded in a control cycle. Rather, Multi's blackboard architecture enables the flexible cooperation of independent strategies guided by meta-reasoning in strategic control rules. In a nutshell, Multi operates according to the following cycle:
Job Offers Strategies whose condition is true wrt. the current proof plan post their applicability in form of so-called job offers onto the blackboard.
Guidance The strategic control rules are evaluated to order the job offers.
Invocation The strategy who posed the highest ranked job offer is invoked.
Execution The algorithm of the invoked strategy is executed with respect to the parameter instantiation specified by the strategy.
Note that the execution of an action introduction strategy can be interrupted (i.e., interruption is a choice point in the action introduction algorithm). In this case, Multi can first apply some other strategies and then re-invoke the interrupted strategy execution. Failures in the action introduction algorithm, i.e., a goal for which no method is applicable, are also interrupts. A detailed, technical description of the Multi system can be found in [9] .
3 Proof Planning -δ-problems -δ-problems make statements about the limit, the continuity, and the derivative of a function f at a point a. The standard definitions of limit, continuity, and derivative comprise so-called -δ criterions. For instance, the definitions of limit and continuity are:
An example theorem is the Cont-If-Deriv problem that states that, if a function f has a derivative f at point a 2 , then f is continuous at a. When the definitions of limit and continuity are expanded, then the problem's assumption is
and the problem's theorem is
).
An -δ-proof of this problem as well as of similar theorems constructs a real number δ depending on that satisfies certain inequalities. 3 The typical way a mathematician discovers a suitable δ is by incrementally restricting its range of possible values. Proof planning adopts this approach by replacing unknown witness terms such as δ by metavariables and by cooperating with the constraint solver CoSIE.
In the remainder of this section, we describe the strategies employed by Multi to accomplish -δ-proofs (a more detailed description is given in [9] ).
Strategies
Central for accomplishing -δ-proofs with Multi is the action introduction strategy Solve-Inequality, see Table 1 . It is applicable to prove goals whose formulas are inequalities. SolveInequality mainly comprises methods that deal with inequalities such as ComplexEstimate, TellCS, AskCS, FactorialEstimate, and Solve*-B. The list of control rules of SolveInequality contains the rule prove-inequality.
When faced with an inequality goal, SolveInequality first tries to apply the methods TellCS and AskCS, which both interface CoSIE. TellCS passes the goal as constraint to CoSIE (provided it is consistent with the constraints collected by CoSIE so far), whereas AskCS asks CoSIE whether the goal is entailed by its current constraints. If an inequality is too complex to be handled by CoSIE, then SolveInequality tries to apply methods that reduce an inequality to simpler inequalities such as Simplify, Solve*-B, ComplexEstimate, and FactorialEstimate.
For instance, applications of the ComplexEstimate method exploit the Triangle 2 That is, if lim
3 The construction of a δ is is a non-trivial task for students as well as for traditional, resolution-based automated theorem provers. Bledsoe proposed several versions of the problem LIM+ (the limit of the sum of two functions f and g equals the sum of their limits) as a challenge problem for automated theorem proving [2] . The simplest versions of this problem (problem 1 and 2 in [2] ) are at the edge of the capabilities of traditional automated theorem provers but the harder versions are beyond their capabilities. More difficult problems such as Cont-If-Deriv cannot be proved by traditional provers. Inequality and reduce a goal with formula |b| < e to simpler inequalities in case there is an assumption |a| < e and b = k * a + l holds for suitable terms k and l. The resulting simpler goals are |l| < e 2 , e < e 2 * mv , |k| ≤ mv, and 0 < mv, where mv is a new metavariable. As concrete application of ComplexEstimate consider the following situation during the proof planning process for the Cont-If-Deriv problem (see section 4.1). There is the goal |f (c x ) − f (a)| < c and the assumption |
ComplexEstimate is applicable and reduces the goal |f (c x ) − f (a)| < c to the new goals |f * c x − f * a| < c 2 , mv 1 < c 2 * mv , |c x − a| ≤ mv, and 0 < mv.
The method FactorialEstimate deals with fractions in inequalities. It reduces a goal of the form | t t | < t to the three subgoals 0 < mv F , mv F < |t |, and |t| < t * mv F , where mv F is a new meta-variable. A concrete application of FactorialEstimate is discussed in section 4.2.
So, SolveInequality successively produces simpler inequalities until it reaches inequalities that are accepted by CoSIE. This approach -handle with CoSIE or simplifyis guided by the control rule prove-inequality. This rule first checks whether the current goal is an inequality. If this is the case, it prefers the methods of SolveInequality in the desired order: TellCS, AskCS, Simplify, Solve*-B, ComplexEstimate, FactorialEstimate . . .
To derive -δ-proofs Multi employs also the domain-independent action introduction strategies NormalizeGoal and UnwrapAss. Both strategies contain general methods for the decomposition of logic connectives and quantifiers. Whereas applications of NormalizeGoal decompose goals to derive new goals, applications of UnwrapAss derive new assumptions by the decomposition of given assumptions.
In order to instantiate meta-variables that occur in constraints collected by CoSIE, Multi employs two instantiation strategies, InstIfDetermined and ComputeInstFromCS. The first is applicable only if CoSIE states that a meta-variable is already determined by the constraints collected so far. Then, the computation function connects to CoSIE and receives this instantiation for the meta-variable. ComputeInstFromCS is applicable to all meta-variables for which constraints are stored in CoSIE. The computation function of this strategy requests from CoSIE to compute an instantiation for a meta-variable that is consistent with all constraints collected so far.
Application and Cooperation of the Strategies
When proof planning an -δ-problem Multi typically proceeds as follows: First, it applies NormalizeGoal to decompose the initial goal. Afterwards, it applies SolveInequality to the resulting inequality goals. Some methods of SolveInequality can only be applied when suitable assumptions are available (e.g., ComplexEstimate). In case SolveInequality detects promising subformulas of given assumptions, it interrupts (guided by one of its control rules) such that Multi can apply UnwrapAss to derive the promising subformula. Afterwards, SolveInequality can proceed and use the new assumption.
The invocation of ComputeInstFromCS is delayed by a strategic control rule until all goals are closed. This delay of the computation of instantiations for meta-variables is sensible since the instantiations should not be computed before all constraints are collected, i.e., only after all goals are closed. However, if the current constraints already determine a meta-variable, then a further delay of the corresponding instantiation is not necessary. Rather, immediate instantiations of determined meta-variables can simplify a problem [12] . To allow for the flexible instantiation of determined meta-variables SolveInequality can interrupt and cooperate with the strategy InstIfDetermined.
When SolveInequality runs into a deadend, i.e., it finds a goal to which no method is applicable, then Multi employs the backtrack strategy BackTrackActionToGoal, which removes the action that introduced the goal.
Failure Reasoning for -δ-problems and Beyond
The typical application and cooperation of strategies to accomplish -δ-proofs described at the end of the previous section is Multi's "default" behavior. However, since Multi does not pre-define an order or combination of strategies, strategic control rules can be added which override the default behavior. One of the applications of control rules is failure reasoning: Control rules can analyze occurring failures and draw consequences for particular proof plan refinements and modifications.
Guiding the Introduction of Case-Splits
A well-known technique from mathematics to deal with complex problems is to split the problem into cases and to solve the cases separately. But how should the Eureka step case-split be controlled? That is, when should a case-split be introduced and which cases should be considered? We found a pattern that describes the need for a casesplit, which can be spotted by failure reasoning. The failure and its solution exhibit the following general pattern: There is a main goal, which can be solved introducing some side goals, which we also call conditions. Afterwards, one of the conditions cannot be solved. In this situation, the partial success, i.e., the solution of the main goal, gives rise to consider patching the proof attempt by introducing a case-split on the failing condition. Then, the main goal has to be proved several times under different case-split hypotheses.
As example for a -δ-problem that needs such meta-reasoning consider the Cont-IfDeriv problem introduced in section 3. When tackling this problem Multi starts as it is usual for -δ-proofs. It decomposes the theorem with the strategy NormalizeGoal and derives the inequality goals 0 < mv δ and |f (c x ) − f (a)| < c (where mv δ is a new meta-variable and c x and c are new constants) to which it applies SolveInequality. SolveInequality passes the first goal with an application of the method TellCS as constraint to CoSIE but fails to reduce the second goal. Since in the initial assumption it detects | f (x 1 )−f (a)
x 1 −a − f | < 1 as a subformula, which could be used, it interrupts. Multi applies the strategy UnwrapAss whose application yields the new assumption
and the three new goals 0 < mv 1 , |mv x 1 − a| < c δ 1 , and |mv x 1 − a| > 0 (where mv x 1 and mv 1 are new meta-variables and c δ 1 is a new constant).
With the new assumption SolveInequality closes the main goal |f (c x ) − f (a)| < c in several steps (among these steps is the application of ComplexEstimate discussed in section 3 as well as applications of TellCS to pass resulting simple inequality constraints to CoSIE). In between, SolveInequality interrupts once and switches to InstIfDetermined, which introduces the binding mv x 1 →c x . Then, it tackles the new goals from the application of UnwrapAss. It succeeds in solving 0 < mv 1 and |mv x 1 − a| < c δ 1 but fails to solve |mv x 1 − a| > 0, which meanwhile became |c x − a| > 0 wrt. the introduced binding mv x 1 →c x . In this situation, Multi can solve the main goal with an assumption that has some conditions. When Multi uses the assumption, then it introduces the conditions as new goals. Later, it fails to prove one of these side goals. The meta-reasoning pattern
IF
failing condition while main goal is solved THEN introduce case-split on failing condition analyzes the failure and suggests its "repair". Technically, the "repair" is realized in Multi by two control rules, one strategic control rule and one method-level control rule in the strategy SolveInequality, which guide suitable backtracking and the introduction of the case-split. This works as follows: if SolveInequality fails to prove a condition of an assumption that was used to prove the main goal, then the strategic control rule triggers the application of a backtrack strategy that backtracks all actions following the introduction of the failing condition.
In our example, this strategy backtracks the application of UnwrapAss and all actions that depend on it such that |f (c x ) − f (a)| < c becomes again a goal. When Multi re-invokes SolveInequality after the application of this backtrack strategy, then the control rule in SolveInequality fires and suggests the application of the method CaseSplit for the failing condition and its negation. Afterwards, SolveInequality has to prove |f (c x ) − f (a)| < c twice: once under hypothesis |c x − a| > 0 and once under hypothesis ¬(|c x − a| > 0). For the first case it proceeds as already described above. The failing condition |c x − a| > 0 now follows from the hypothesis of the case. The second case is solved differently by SolveInequality. First, it simplifies the hypothesis ¬(|c x − a| > 0) to c x = a. Afterwards, it uses this equation to simplify the goal |f (c x ) − f (a)| < c to 0 < c , which follows from an introduced hypothesis.
Cont-If-Lim=f and Lim-If-Both-Sides-Lim are two other well-known problems from the limit domain that require this kind of failure reasoning. Cont-If-Lim=f states that a function f is continuous at point a if the limit at point a is f (a). The Lim-If-Both-SidesLim problem states that a function f has a limit l at point a, if both the right-hand and the left-hand limit of f at a are l. More such problems can be constructed.
In other mathematical domains the same pattern occurs and can lead to a case-split introduction (see discussion of related work in section 5). Whereas the failure reasoning pattern is domain independent, the actual case-split may depend on the mathematical domain. So far, we employ a general case-split into the cases cond and ¬cond. Examples for possible domain dependent case-splits are:
Meta-Reasoning for Repair of Constraint Handling
Multi provides the freedom to backtrack any actions in the proof plan under construction. This allows for backtracking that targets the application of certain desirable steps rather than the traversal of the search space. In the following, we discuss a pattern in which such a backtracking is suggested by meta-reasoning on a highly desirable but blocked strategy. As example problem consider the problem LIM-DIV, which states that the limit of the function 1 x at point c equals
The decomposition of the initial complex goal by NormalizeGoal results in the two goals 0 < mv δ and | figure 1 , where [|c x − c| < mv δ ] is an assumption that is created during the application of NormalizeGoal but is not used so far. Now all goals are closed and in the default behavior CoSIE is supposed to provide instantiations for the meta-variables mv δ and mv f . That is, the strategy ComputeInstFromCS, which asks CoSIE to compute the instantiations, becomes a highly desirable strategy. However, CoSIE fails to compute instantiations in this situation and ComputeInstFromCS does not succeed. What is the problem? So far, CoSIE collected the constraints < mv f , 0 < mv f , mv f < |c x * c|, 0 < mv δ , 0 < c, and 0 < c .
The critical constraints are the constraints on mv f that state that |cx−c| c has to be smaller than mv f , which has to be smaller than |c x * c|. These constraints are consistent, but a solution for mv f exists only, if |cx−c| c < |c x * c| holds. This, however, does not follow from the collected constraints. In particular, the constraints collected so far are not sufficient for an -δ-proof since they do not establish a connection between c and mv δ . A possibility to overcome this problem is to refine the existing constraints in order to obtain an extended set of refined constraints for which a solution exists. That is, selected applications of TellCS (and only these selected applications) have to be backtracked in order to enable further refinement of some constraints. The meta-reasoning pattern
IF
constraint solver fails to provide instantiations because of insufficient constraints THEN create and pass further constraints analyzes the failure and suggests its "repair". This meta-reasoning pattern is only a particular instance of the more general meta-reasoning pattern: if "highly desirable step is blocked", then "perform other steps to unblock desirable step". The idea to overcome highly desirable but blocked meta-variable instantiations by the constraint solver is encoded in the strategic control rule backtrack-to-unblock-cosie. When all goals are closed, but the strategy ComputeInstFromCS is not applicable since the constraint solver fails to compute instantiations, then this control rule analyzes the constraints passed by applications of TellCS. It triggers the backtracking of actions of TellCS that pass inequalities to CoSIE that can be refined to simpler inequalities by applications of methods such as ComplexEstimate. 5 Then, these simpler inequality goals are may passed to the constraint solver.
In our example, the control rule backtrack-to-unblock-cosie triggers Multi to backtrack the application of TellCS that closes |c − c x | < mv f * c (see figure 1) . Then, SolveInequality reduces the re-opened goal with the method ComplexEstimate. This action makes use of the assumption |c x − c| < mv δ , which is created during the application of NormalizeGoal, and reduces |c−c x | < mv f * c to the new goals |0| < c * mv f 2 , mv δ ≤ c * mv f 2 * mv , | − 1| ≤ mv, and 0 < mv (where mv is a new meta-variable). Afterwards, TellCS passes the new inequality goals to CoSIE. The resulting refined proof plan tree for |c − c x | < mv f * c is given in figure 2 . Since CoSIE also fails on this extended constraint set the strategic control rule backtrack-to-unblock-cosie guides the backtracking of the application of TellCS that closes |c x * c| > mv f (see figure 1) . Again, SolveInequality reduces the re-opened goal with ComplexEstimate. This action makes again use of the assumption |c x −c| < mv δ and reduces |c x * c| > mv f to the new goals |c * c| ≥ mv f * 2, mv δ ≤ mv f mv , |c| < mv , and 0 < mv (where mv is a new meta-variable). Afterwards, SolveInequality passes again the new inequality goals to CoSIE by applications of TellCS. Figure 3 depicts the resulting refined proof plan tree for |c − c x | < mv f * c . Figure 3 : Refined proof plan tree for |c x * c| > mv f Moreover, the resulting constraint store is (after some CoSIE-internal simplifications):
Now the following bindings consistent with these constraints can be computed: mv→2, mv →c + 1, mv f → figure 1 by the proof plan trees in figure 2 and figure 3 , respectively.
All -δ-problems in which subgoals with fractions occur need to repair the constraint reasoning, for instance,
In other domains the same meta-reasoning to overcome blocked instantiations of constraint solvers is applicable.
Conclusion and Related Work
We described two situations in which the multiple-strategy proof planner Multi productively exploits failures to guide particular, mathematically motivated modifications. The described failure reasoning and the repair modifications are possible since Multi does not enforce a pre-defined systematic backtracking (e.g., backtrack always the last step). Rather, when a failure occurs, then strategic control rules can analyze the failure and can dynamically guide promising refinements and modifications.
Further meta-reasoning patterns in Multi are discussed in [10] and [8] . All the patterns are generally applicable rather than over-specific.
Related Work
Failure reasoning in the proof planner CL a M is closely related to the introduction of case-splits in Multi. In [7] , Bundy and Ireland describe critics as a means to patch failed proof attempts in CL a M by exploiting information on failures. The motivation for the introduction of critics is similar to our motivation for failure reasoning: failures in the proof planning process often hold the key to discover a solution proof plan.
Critics in CL a M extend the hierarchy of inference rules, tactics, and methods. A critic is associated with one method -mostly with the wave method -and captures patchable exceptions to the application of this method. Critics are expressed in terms of preconditions and patches. The preconditions analyze the reasons why the method has failed to apply. The patch suggests a change to the proof plan.
The situations that trigger case-splits in CL a M and Multi are very similar: unprovable premises of conditional facts from the context. However, the critics mechanism in CL a M and failure reasoning in Multi considerably differ not only in minor technical issues but also in their conceptual design. Critics are a method-like entity directly bound to failing preconditions of a particular method. Moreover, part of a critic is a patch of the failure, which is a special procedure that changes the proof plan. In contrast, failure reasoning in Multi is conducted by declarative and separate control rules. These control rules are not associated with a particular method but rather test for particular situations that can occur during the proof planning process (independent of the strategy or method that caused the situation). The control rules can reason about the current proof plan and about other information such as the history. The patch of a failure is not implemented into special procedures but is carried out by methods and strategies whose application is suggested by the control rules.
It is a common criticism of proof planning that it relies on over-specific knowledge (e.g., see [4] ). The introduction of case-splits in CL a M and Multi is based on the same meta-reasoning pattern (although technically realized quite differently), which is applied to different domains (problems provable by induction vs. limit problems). This observation is encouraging that this meta-reasoning pattern is general and promising also for other domains. So far, we applied the meta-reasoning pattern to -δ-problems only. Other problem classes tackled with Ωmega's proof planning (e.g., see [11] ) did not require such failure reasoning. However, if necessary, the control rules implementing the meta-reasoning pattern could be easily extended to guide case-splits for problems from other domains as well.
Typically, backtracking methods return to prior points in the spanned search tree and thereby often erase meaningful progress towards a solution. As opposed thereto, Multi enables the goal-directed backtracking of selected steps (and all steps that explicitly depend on them). This can result in a new proof plan not in the search tree traversed so far. In [5] Ginsberg describes a backtracking approach for the solution of constraint satisfaction problems that is similar to Multi's. His approach also enables the deletion of selected steps without removing all steps introduced after these steps (provided that these other steps do not explicitly depend on the steps selected for deletion). He uses the term "dynamic" backtracking because of the dynamic way in which the search is structured.
