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Abstract
Atomisation of liquid fuel jets is an important determinant of combustion
performance in gas turbine engines, and thus is the prime research driver
here. Since the first stage of the atomisation process — primary breakup
— has not been well understood due to its complexity, the objective of the
current project is to develop a robust algorithm for Large Eddy Simulation
(LES) to predict primary breakup.
In order to provide realistic turbulent inflows for LES of liquid jet primary
breakup, a rescaling/recycling method has been developed and validated.
Three interface capturing methods, namely Level Set (LS), Volume of Fluid
(VOF), and coupled Level Set and VOF (CLSVOF), have been implemented
and evaluated. The CLSVOF technique is adopted as the interface-tracking
method in order to combine the advantages of LS and VOF methods. Due
to the discontinuity of density and viscosity across the interface, simula-
tions can become unstable due to numerical errors when a conventional
discretisation approach is applied. Therefore, the governing equations are
discretised here by introducing an extrapolated liquid velocity to minimise
the interface momentum error, showing significant improvement in accuracy
and robustness for simulations of primary breakup.
For several reasons, single drop breakup in a uniform air flow is chosen
as a benchmark test case for validation of the developed methodology for
modelling atomisation. It is shown that the predicted drop breakup agrees
quantitatively well with experiments for different Weber numbers. The
solver is then applied to simulate primary breakup of liquid jets, which are
more relevant to industrial applications. By simulating single round water
jet atomisation in high-speed coaxial air flow, it is found that the predicted
liquid core breakup lengths at different air/liquid velocities agree closely
with measured data, but only when appropriate turbulent inflow conditions
are specified. In simulations of liquid jet breakup in air crossflow, the pen-
etration of the liquid jet is also well reproduced when turbulent inflows are
used. In both simulations, it is found that the turbulence convected down-
stream from the injection nozzles affects significantly the primary breakup
process, and the liquid turbulence rather than the gas turbulence plays a
dominant role in initial disturbance of the liquid jet surface.
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Chapter 1
Introduction
1.1 Background
For at least the past five decades, civil aviation travel has become ever more popular.
However, this has been at the expense of several severe problems, e.g., soaring fuel
price, high carbon and pollutant emissions. Therefore, increasing fuel efficiency and
reducing environmental impact have become the two main objectives for the design of
modern aeroengines (gas-turbines). This has led to a huge amount of research to im-
prove combustion performance. Since typical aeroengine fuels only burn after they are
evaporated, a crucial first step in combustion process is the injection and atomisation of
the liquid fuel. Liquid fuel atomisation essentially determines the fuel/air mixing, and
thus affects significantly combustion performance. Study of the atomisation process is
fundamentally important, but also very challenging, and is the main technical focus of
the present thesis.
Theoretical analysis can promote a deep understanding of the mechanisms which
drive the atomisation process, but usually only works well in a few simple fundamental
cases. For gas-turbine engine fuel injectors, neither the geometry nor the flow are
“simple”. The configuration of a typical fuel injector is shown in Figure 1.1. The high
speed air flow is highly turbulent when entering the combustor. The liquid fuel can also
develop into turbulent flow inside the fuelling system, with possible cavitation occurring
inside some injector geometries. After the fuel is injected into the air flow, several
instabilities coexist to determine the initiation of the atomisation process: Kelvin-
Helmholtz instability, Rayleigh-Taylor instability, Plateau-Rayleigh instability. Usually
the fuel and air are injected at different speeds, and a shear layer will develop around
the interface. This shear force can cause Kelvin-Helmholtz instability, resulting in the
interface instability. The heavy liquid phase is often accelerated by the light gas phase
in the atomisation process, which will induce the Rayleigh-Taylor instability. Ligaments
resulting from primary breakup can undergo the Plateau-Rayleigh instability to break
up into drops. A preliminary analysis of the instability mechanisms encountered in the
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primary breakup process is given by Marmottant and Villermaux [87]. However, the
whole atomisation process is so complicated that it is out of the reach of theoretical
analysis.
Figure 1.1: Configuration of a typical fuel injector.
As a consequence of the challenge to theoretical analysis, a large number of exper-
imental studies have been carried out to investigate atomisation of liquid jets. How-
ever, the spray droplet mist formed during atomisation can block optical access for
laser-based measurements, making it difficult to observe the continuous liquid core and
details of the primary breakup process. Furtheremore, the empirical relationships for
characteristic quantities (e.g. breakup length) extracted from any single experiment
are only valid for the specific injector/atomiser chosen [26]. The considerable expense
of non-intrusive laser-based experimental techniques also inhibits their wide use.
Computational Fluid Dynamics (CFD) has achieved great success in single phase
flow modelling and been applied widely to gas-turbine engine design [91] [117]. In
the context of the subtopic of interest here (primary breakup), numerical modelling of
liquid fuel atomisation has made significant progress since the 1970s, with the promise of
eventually achieving as much success as for single phase flow [43]. Numerical simulations
can show many more details than what are possible to capture in experiments, providing
further insight into atomisation mechanisms. Furthermore, in numerical modelling, the
effect of atomiser geometry can be fully captured; fuel and air flows can be computed
separately before they enter the combustor, providing accurate inflow conditions for the
atomisation process. Finally, it is usually difficult in experiments to obtain precisely
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the same operating conditions as in a real combustor (e.g. high pressure) whilst this
poses no problems in numerical modelling.
The atomisation process is generally considered to comprise of primary breakup
and secondary breakup, as shown in Figure 1.2. Primary breakup happens in the
region close to the injection nozzle where the liquid volume loading is large. After
the liquid jet is injected from a nozzle, the liquid/gas interface deforms due to Kelvin-
Helmholtz and Rayleigh-Taylor instabilities. As the instabilities grow under the action
of aerodynamic forces, the liquid jet disintegrates into discrete liquid structures such as
‘ligaments’ and ‘droplets’. Further downstream in the region where the liquid volume
loading is relatively small, some large liquid structures undergo secondary breakup
into a dispersed population of ever smaller droplets. In the primary breakup region,
the interface undergoes complex topology change which is difficult to model, but the
total interface surface area is small, so it is necessary and computationally affordable
to resolve the interface in Eulerian coordinates. In the secondary breakup region,
the total interface surface area is so large that it would be too expensive to resolve
the interface in an Eulerian method. Moreover, the liquid structures in this region
usually have relatively simple geometry, and are reasonably assumed to be spherical
droplets. A more effective numerical modelling approach is to track these droplets
individually using a Lagrangian method and model the secondary breakup for droplets
satisfying certain criteria. The Lagrangian tracking method has been well validated
for particles, as demonstrated Apte et al. [2]. Several methods have been developed
to model secondary breakup, and moderate success has been achieved [46]. However,
numerical modelling of liquid jet turbulent primary breakup is still in its infancy owing
to the associated high computational cost and numerical challenges in dealing with
highly turbulent flows, strong aerodynamic forces, and high liquid/gas density ratio [43]
[150]. Since primary breakup directly determines the droplets dispersion and air/liquid
mixing in the downstream, development of a simulation approach capable of correctly
modelling primary breakup is the most urgent in the area of atomisation CFD, and
thus is the objective of this thesis.
The three most popular CFD approaches are Reynolds-averaged Navier-Stokes
(RANS), large-eddy simulation (LES) and direct numerical simulation (DNS). RANS
only solves the mean velocity field and models the influence of turbulent motions. In
LES, the large-scale turbulent eddies are resolved, and the effect of the small-scale tur-
bulent vortices are modelled. DNS is the most accurate and computationally expensive
approach, as all lengthscales and timescales have to be resolved. Because the compu-
tational cost increases as Re3 (Re is the Reynolds number), DNS is restricted to flows
with low-to-moderate Reynolds number. A detailed description of these approaches
are give by Pope [104]. As liquid jet primary breakup usually occurs under strong
aerodynamic forces in highly turbulent flows with a high Reynolds number, DNS is too
expensive to compute the complicated atomisation process. When the liquid jet is in-
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Figure 1.2: Classification of atomisation regimes.
jected into an air flow at sufficiently high Reynolds number, the large eddies inside the
turbulent liquid jet can disturb the two-phase interface, thus affecting significantly the
primary breakup process. Similarly, the large eddies in a turbulent air flow may also
magnify the interface instability, and can determine the dispersion of small droplets.
Therefore, these large eddies have to be resolved in order to reproduce the primary
breakup process, rejecting the use of RANS in the current research. LES is capable of
resolving these large eddies with affordable computational costs, and thus is the opti-
mal approach for modelling the liquid jet primary breakup. The current study mainly
focuses on developing an algorithm for LES of primary breakup.
1.2 Computational issues which must be addressed in pri-
mary breakup simulation
Several important computational issues need to be solved if LES is to be applied to
primary breakup. First, the gas/liquid interface must be captured and its dynamic
evolution resolved by an appropriate interface tracking method. Second, the surface
tension acting on the interface must be incorporated into the two-phase flow governing
equations. Since all the flows of relevance to the present study focus on incompressible
and immiscible two-phase flow, the fluid density and viscosity may be assumed to be
constant in each phase with a jump across the interface. Therefore, discontinuity of
fluid properties occurs and should be treated carefully in the discretisation process.
In numerical simulations of incompressible flow, the continuity equation is normally
satisfied by solving a pressure Poisson equation. In a two-phase flow formulation, the
coefficients in the pressure Poisson equation are discontinuous because of the density
4
1. Introduction
discontinuity. Thus, an appropriate pressure solver must be identified and implemented
to deal with the coefficient jump. Finally, the specification of boundary conditions (and
particularly inflow conditions) in LES of two-phase flow is just as important as in single-
phase LES and requires detailed consideration. This section provides explanations of
all the above mentioned issues and reviews previous work on these topics so that the
optimum way forward in the present work can be identified.
1.2.1 Interface tracking method
Representation and evolution of the interface is one of the major issues when simulating
primary atomisation. A variety of methods have been developed to tackle this problem.
These methods can be classified into two categories: one is based on deformable grids,
using certain specific lines (or cell faces) to represent the interface; the other is based on
a fixed grid, using a separate procedure to track the interface, such as front-tracking,
Volume Of Fluid (VOF), Level Set (LS) and Coupled Level Set and Volume Of Fluid
(CLSVOF) methods.
In the deformable grid method, the grid is constructed numerically at each time
step to fit the two-phase interface shape. With the interface represented directly by
the boundaries of the grid elements, jump conditions can be specified accurately at
the interface, making this method potentially the most accurate in terms of the fluid
property discontinuity issue. The interface is evolved by moving the grid points on
the interface in a Lagrangian way using the calculated velocity field. This method has
been successfully implemented to simulate steady rise of a buoyant deformable bubble
through an unbounded quiescent fluid by Ryskin and Leal [113] [114] and Takagi and
Matsumoto [131]. Since the mapping procedure used for generation of an orthogonal
boundary-fitted coordinate system was restricted to two-dimensional or axisymmetric
domains, these simulations were carried out in axisymmetric coordinates. No applica-
tions of this method to 3D problems has been observed. Therefore, the deformable grid
method is well adapted for simulating two-phase flow with simple interface shapes. Due
to the complex interface topology in the atomisation process, it can be very difficult if
not impossible to generate such a boundary-fitted grid.
In the front-tracking method, the Navier-Stokes equations are solved using an Eule-
rian approach on a fixed grid, and the interface is evolved by advecting a set of marker
points using a Lagrangian method. As the interface is explictly represented by the
connected marker points, it is straightforward to calculate the interface curvature. The
front-tracking method has been extensively used to simulate bubbly flows by Tryggva-
son and coworkers [139] [129] [32] [96], and has been further applied to predict the
secondary breakup of droplets by Han and Tryggvason [47] [48]. A thorough review of
the front-tracking method and its applications is given in Tryggvason et al. [138]. Al-
though the front-tracking method has achieved great success in some fundamental test
cases at low Reynolds number which involve only a relatively simple interface shape,
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it has several disadvantages that inhibit its use in simulating the primary breakup of
liquid fuel jets in the current aeroengine combuster application. When advancing the
marker points, the method cannot guarantee that the liquid volume (or mass) enclosed
by the interface is conserved. Tryggvason et al. [138] observed that the mass changes
by 1-2% during a time when bubbles move about 100 diameters. They also stated in
[138] that the mass error can be unacceptably high for cases with many droplets where
resolution is necessarily relatively low. As the interface deforms and stretches, the
marker points can be crowded in some parts while resolution in other parts becomes
inadequate. Therefore, redistribution of the interfacial marker points and restructur-
ing of the interface elements are necessary to maintain proper representation of the
interface. This process can be very complex and expensive in a three-dimensional sim-
ulation of liquid jet atomisation where the interface topology undergoes complicated
changes with frequent breakup and possible coalescence. Moreover, the technique to
handle interface breakup and coalescence automatically has not been well developed
for a general three-dimensional case. Another problem of the front tracking method
observed by Tryggvason et al. [138] is that convergence difficulties can be encountered
in solving the pressure equation at high liquid/gas density ratio. Since the liquid/gas
density ratio is usually high (O(103)) in the application of current interest, it would be
extremely problematic to model liquid jet atomisation with a front-tracking approach.
In both the above methods, the two-phase interface is represented explicitly by
either boundaries of the grid elements or connected marker points. The alternative
approach is to capture the interface implicitly by the use of a separate variable whose
evolution in space/time is determined by an Eulerian transport equation. The VOF and
LS methods are two methods in this category. As they can handle interface topology
changes automatically, VOF and LS methods have been investigated extensively for
simulating the primary breakup.
The VOF method has been widely used and achieved great success in two-phase
flows since the middle 1970s [112] [116]. In this method, a VOF function F is defined
as the volume fraction of liquid in each computational cell. F is equal to 1 for a
cell containing only liquid, and equal to 0 for a cell containing only gas. Any cut
cells which contain an interface have an F value between 0 and 1. As the liquid
volume is tracked and advected directly, the VOF method naturally conserves the
liquid volume, showing superior mass-conservation over many other interface tracking
methods [116]. The disadvantage of the VOF method is that it is difficult to extract
interface geometry information. Since the VOF function only provides liquid volume
fraction in a computational cell, it is complicated to locate the interface position and
calculate parameters such as the curvature [64]. Though the interface reconstruction
with least-squares fit approach has been demonstrated to work well in 3D [4], the effort
required to accomplish this accurately in 3D is still expensive.
The LS method captures the interface via a level set function, with the zero level
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set isocontour representing the interface. It is important to note that the LS function
is a smooth function while the VOF function is discontinuous across the interface. As a
consequence of this, the LS method is superior to the VOF method in locating the inter-
face and calculating its curvature. However, the main disadvantage of the LS method is
the mass loss or gain of the liquid enclosed by the interface during interface evolution.
In order to improve mass conservation, several modified versions of the LS method
have been developed. A refined Level Set grid method was proposed by Herrmann [52].
In addition to a flow solver grid, a separate finer Cartesian grid is used for advecting
the Level Set function. An accurate conservative Level Set method has been proposed
by Desjardins et al. [23]. In this method, the mass conservation error is greatly re-
duced by employing a hyperbolic tangent Level Set function that is transported and
re-initialised using a fully conservative numerical scheme. Desjardins and Pitsch [24]
developed a spectrally refined interface approach which is based on pseudo-spectral
sub-grid refinement of a Level Set function. Though all of these modified LS methods
show considerable improvement in mass conservation over the original one, the mass
error can still become unacceptably large when grid resolution is inadequate for small
liquid structures. In the simulations of primary breakup of liquid jets in crossflow by
Pai et al. [98], up to 40% of the liquid mass is lost even when the spectrally refined
interface method is used.
In order to combine the advantages of the VOF and LS methods, a Coupled Level
Set and VOF method (CLSVOF) was proposed by Sussman and Puckett [125]. In
CLSVOF, the interface in a cell is reconstructed by calculating the normal vector from
the LS function and constraining the interface position via the VOF function. Based on
such a created interface, the LS function is then corrected to conserve the mass and the
VOF function is advected. The CLSVOF method has been successfully implemented
to simulate liquid jet atomisation by Me´nard et al. [93] and Li et al. [80].
Based on the above brief discussion, it is clear that VOF, LS and CLSVOF are
all potential methods for liquid jet primary breakup. Accordingly, in chapter 3, the
algorithms for VOF, LS and CLSVOF methods will be detailed, and a thorough eval-
uation of these three methods carried out, with one to be selected for implementation
in simulating the primary breakup of liquid jets.
1.2.2 Treatment of surface tension and fluid property discontinuity
Two approaches have been used in two-phase flow CFD to introduce the surface tension
force and handle fluid property discontinuity in the literature: the Continuum Surface
Force (CSF) method and the Ghost Fluid Method (GFM).
The CSF method was first proposed by Brackbill et al. [9] in a VOF formulation.
Later this method was also applied in a Level Set formulation by Sussman et al. [126]
and Chang et al. [12]. In the CSF method, the interface is represented as a region of
finite thickness, where density and viscosity are regularised as smooth functions and
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the surface tension acting on the interface is transformed into a localised volume force.
When surface tension forces dominate in a flow, it has been shown in [111] and [38]
that a spurious velocity field is generated near the interface in a simulation of the
Laplace problem due to numerical error in dealing with the surface tension (Laplace
problem: a single static drop in a quiescent ambient with pressure jump across the
interface). In order to reduce the spurious velocity, the concept of force balance has
been proposed by Renardy and Renardy [111], and their balanced-force algorithm was
implemented within a framework based on cell-centered discretisation by Francois et al.
[38]. When modelling surface tension in the CSF method, the overall algorithm should
be designed to be force balanced, which demands that the pressure gradient and surface
tension forces be computed at the same location for consistency. One advantage of the
CSF method is its straightforward implementation. The CSF method has been used
in DNS of liquid jet primary breakup by Shinjo and Umemura [120] and Herrmann
[53]. However, the CSF method can only achieve first order accuracy near the interface
because of its inherent numerical smoothing. In respect of physical reality, it is required
that the pressure jump across the interface be preserved in the numerical solution, but
a smooth pressure field is computed by CSF due to the regularisation of surface tension
forces, resulting in a first order error in the cells around the interface.
In order to avoid the numerical smoothing, the Ghost Fluid Method (GFM) was
introduced by Fedkiw et al. [34] to capture the contact discontinuity at multimaterial
interfaces in the inviscid compressible Euler equations. Later, Liu et al. [81] devised a
new boundary condition capturing method for the variable coefficient Poisson equation
in the presence of an interface where the variable coefficients and the solution itself
can be discontinuous. The GFM method and the new boundary condition capturing
method were employed to treat jump conditions at the interface in modelling two-phase
incompressible flows by Kang et al. [66]. In the GFM method, the surface tension force
is incorporated directly into the discretisation of the pressure gradient, satisfying the
force balance concept in an instinctive way. A signed distance from the interface is
required by the GFM method since density, viscosity and curvature are calculated by
interpolation. In a Level Set based formulation, the Level Set is the signed distance
function itself. In a VOF based formulation, the signed distance function has to be
temporarily reconstructed from the VOF function as shown, for example, by Francois
et al. [38]. The GFM method can produce a discontinuous solution of the pressure field
with a jump corresponding to the surface tension at the interface. In the past decade,
the GFM method has become more popular than the CSF method, and has been used
in simulations of liquid jet atomisation by Me´nard et al. [93], Li et al. [80], Desjardins
et al. [23] and Pai et al. [98].
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1.2.3 Pressure solver
In the simulation of an incompressible flow, the Navier-Stokes equations are usually
solved by a pressure-correction approach [37]. A velocity field is first predicted from
the momentum equations, then a pressure Poisson equation derived from the continuity
equation is solved, and in the end the predicted velocity field is corrected with the
pressure field to satisfy the continuity condition. In this approach, the solution of the
Poisson equation dominates the computational cost. Therefore, a lot of work has been
been devoted to the development of a fast and robust pressure solver [37].
The coefficient matrix resulting from discretising the Poisson equation is sparse,
symmetric and semi-definite. Since direct matrix inversion techniques are very expen-
sive, iterative methods are more efficient for solving a linear (or linearised) system of
algebraic equations with such a sparse matrix. The Jacobi, Gauss-Seidel and succes-
sive over-relaxation (SOR) methods are three basic iterative methods [37]. However,
the convergence rate of these three methods slows down as grid resolution increases.
For Jacobi and Gauss-Seidel methods, the iteration number required for convergence is
proportional to the square of the number of computational cells in one direction [37].
With use of an optimum over-relaxation factor, the SOR method requires an itera-
tion number proportional to the number of computational cells in one direction. It is
desirable that the the required iteration number is independent of cell number. The
multigrid method can achieve such a good scalability [37], and has been used widely in
CFD.
The multigrid method is based on the observation that the convergence rate of it-
erative methods depends on the magnitude of the eigenvalues of the coefficient matrix.
As the eigenvalue magnitude gets smaller, iteration error contributed by the corre-
sponding terms diminishes more quickly. Thus, the eigenvalues with largest magnitude
determine how quickly the solution converges. For the Poisson equation, the iteration
matrix of the Jacobi method has two real largest-magnitude eigenvalues with oppo-
site sign. The positive eigenvalue is associated with an eigenvector corresponding to a
smooth function of the spatial coordinates while the negative eigenvalue is associated
with an eigenvector corresponding to a rapidly oscillating function. Therefore, the iter-
ation error for the Jacobi method comprises both smooth and oscillating components,
making convergence acceleration impossible. The Gauss-Seidel method has a single real
positive largest-magnitude eigenvalue, producing a very smooth iteration error. Thus,
the Gauss-Seidel method has the smoothing property where the rapidly varying com-
ponents (in space) of the iteration error can be eliminated effectively with only a few
iterations. However, the convergence rate of the Gauss-Seidel method reduces quickly
as iteration goes on due to the remaining smooth errors not being damped efficiently
with such a simple iterative approximation.
By taking advantage of the fact that the error is a smooth function of spatial
coordinates, the multigrid method computes the iteration error on a coarser grid. In
9
1. Introduction
3D, the computational cost per iteration on a grid twice as coarse as the fine grid is 1/8
of that on the fine grid. The convergence rate of the Gauss-Seidel method on the coarse
grid is also four times as fast as on the fine grid. Thus, computing the smooth error on
a coarse grid is much more efficient than on the fine mesh, and this characteristic lies
at the heart of the multigrid method.
A two-grid multigrid method is described as follows in [37]:
• On the fine grid, perform iterations with a method (e.g. Gauss-Seidel method)
that gives a smooth error;
• Compute the residual on the fine grid;
• Restrict the residual to the coarse grid;
• Perform iterations of the correction equation on the coarse grid;
• Interpolate the correction to the fine grid;
• Update the solution on the fine grid;
• Repeat the entire procedure until the residual is reduced to the desired level.
Three different multigrid methods have been proposed and used in CFD, and are
briefly described here: the geometric multigrid method (GMG), the black box multigrid
method (BoxMG), and the algebraic multigrid method (AMG). They differ in the choice
of the coarse grid structure, the coarse grid matrix (operator), the restriction operator,
and the interpolation operator.
The geometric multigrid method was developed primarily for structured grids. Since
a finite volume method is used in most CFD codes, only the cell-centered multigrid
is considered here. In this case, a coarse grid is composed of eight fine grid cells
(two in each direction). The coarse grid matrix is calculated directly by discretising
the pressure Poisson equation on the coarse grid. A piecewise constant restriction
operator is used to restrict the residual on the fine grid to the coarse grid, whereas
a trilinear interpolation operator is used to prolongate the correction to the fine grid
[94]. The geometric multigrid method is the optimal pressure solver for single phase
incompressible flows where density and thus Poisson equation coefficients are constant.
However, the performance of the GMG deteriorates dramatically in two-phase flows
since it cannot handle properly the density induced coefficient discontinuity [86]. In
addition, some interface features which are captured on the fine grid are not necessarily
represented on the coarse grid. Therefore, the information on the density variation is
lost in the coarse grid matrix when discretising the Poisson equation directly on the
coarse grid.
In order to overcome these obstacles, the BoxMG was proposed by Dendy [20] al-
lowing the fine-scale density variation to be incorporated into the coarse grid correction
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process. For problems with discontinuous coefficients, the errors left after the Gauss-
Seidel relaxation are not as smooth as for problems with constant coefficients. The
relaxation error depends on the spatial variation of the fine grid operator. Therefore,
it is better to construct the interpolation operator from the fine grid matrix in order to
reflect this relaxation error distribution. Such an operator-dependent interpolation can
better account for the effect of coefficient discontinuity in two-phase problems. With
the interpolation operator defined in this way, a Galerkin coarsening procedure is used
to derive both the coarse grid operator and the restriction operator to obtain the best
correction from the coarse grid. The BoxMG has achieved great success in a variety of
discontinuous-coefficient problems [21] [86].
The AMG adopts the principles of the operator-dependent interpolation and Galerkin
coarsening of BoxMG, but with a different implementation. One important advantage
of AMG is that the fine grid can be either structured or unstructured. In AMG, the
coarse grid is constructed based on the fine grid operator; the coarse grid thus generated
is unstructured, demanding the use of unstructured matrix and vector data structures
in the algorithm. Therefore, the AMG can be very expensive due to its unstructured
grid hierarchy. It is shown by MacLachlan et al. [86] that the AMG takes 10-15 times
computational cost of the BoxMG.
Since Cartesian grids are to be used in all two-phase flow simulations in the present
work (see below), the BoxMG is the optimal multigrid method for solving the pressure
Poisson equation due to its high speed. It is demonstrated in [86] that the required
number of iterations increases only slightly as the interface topology becomes very
complicated. The scalability of the multigrid method can be further improved by
combining with the conjugate gradient method [86]. (If one method is scalar, the
number of iterations required to converge does not change as the grid cell number
increases or the complexity of the interface topology grows.)
Since the matrix of the linear system arising from discretisation of the pressure
equation is symmetric and semi-definite, the conjugate gradient method is also a good
choice for iterative solution. The convergence rate of the conjugate gradient method is
dependent on the condition number of the matrix (Condition number is defined as the
ratio of the largest and smallest eigenvalues of the matrix) [37]. In two-phase flows,
the condition number is proportional to the square of the number of grid points in
one direction and the liquid/gas density ratio. Thus, the conjugate gradient method
converges very slowly in two-phase flow simulations due to the large condition number.
Typically, the conjugate gradient method is applied in a preconditioned form which
pre-multiplies the equation with another carefully chosen matrix. The preconditioned
equation has a much smaller condition number, and can converge faster to the same
solution as the original equation. The incomplete Cholesky preconditioned conjugate
gradient (ICCG) method is the best known method of this type [37]. However, the
iteration number required by ICCG to produce a converged solution grows with problem
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size. A more efficient and scalable variant of ICCG is the so-called Deflated ICCG
(DICCG) method which removes the slow-convergence components associated with
small eigenvalues by a deflation technique. The DICCG has been successfully applied
to simulate bubbly flows in [133] [86].
The multigrid preconditioned conjugate method (MGCG) was first used for elliptic
problems with discontinuous coefficients by Kettler et al. [68]. Later, it was demon-
strated by Tatebe [134] that the multigrid method can be used to define a positive-
definite preconditioner under certain assumptions and is proper as a preconditioner
for the preconditioned conjugate gradient method. Following these ideas, a BoxMG
preconditioned conjugate gradient method (BoxMGCG) has been implemented by by
MacLachlan [86], and compared quantitatively with other methods (ICCG, DICCG,
BoxMG) by simulating bubbly flows. This work came to the conclusion that the
BoxMGCG is the most fast and robust method. Due to its success in application to two-
phase flows (although in a different application to that of interest here), the BoxMGCG
is considered suitable for implementation to the two-phase simulations considered in
the current research.
1.2.4 Boundary conditions for Large Eddy Simulation
It has been made clear above that the CFD approach of interest in the current thesis is
the LES method. In terms of boundary conditions for LES, inflow boundary condition
specification is known to be the most important one. For single phase flow, many
authors have shown that inlet conditions can significantly affect the predicted flow
development, for example Lund et al. [85] for boundary layers and McMullan et al. [92]
for free shear layers. Although no literature on LES/DNS of liquid jet atomisation has
investigated the effects of inlet conditions on the atomisation characteristics, a lot of
experiments [28] [29] [30] [88] [149] (to be discussed in the following section) have shown
that the atomisation process can be strongly dependent on the flow details inside the
injector nozzle. Therefore, it will be necessary in the simulations of the present work
to generate realistic turbulent inflow conditions for both phases in order to produce a
correct prediction of the atomisation process.
Due to the prime importance of inlet condition specification in LES (and DNS),
many methods have been proposed to solve this problem. Generally, these methods
can be classified into two categories: synthetic turbulence generation techniques and
recycling techniques.
Among the synthetic methods, the most straightforward is to superimpose white
noise on an assumed or known mean velocity field (e.g. from experimental measure-
ments or a RANS simulation). However, the uncorrelated nature of white noise means
the generated turbulence lacks large-scale energy containing structures. Such pseudo
turbulence is dissipated rapidly downstream of the inflow plane, and a transition region
of considerable length is then needed to recover realistic and self-consistent turbulence
12
1. Introduction
structures. Several authors have suggested methods whereby some turbulence informa-
tion is provided at the inlet plane and used to generate a more detailed and physically
realistic data set of unsteady inlet velocity conditions. Lee et al. [75] used an inverse
Fourier transform of an assumed energy spectrum to reconstruct turbulent fluctuations,
but the lack of phase information of real eddies proved problematic. Batten [6] sug-
gested generating turbulent fluctuations from a summation of sine and cosine functions
with random phases and amplitudes. Keating et al. [67] applied this method in a
turbulent plane-channel flow, but still observed very slow development of turbulence
structures until they also adopted the controlled forcing method of Spille-Kohoff [123].
Jarrin et al. [60] generated synthetic turbulence by directly prescribing coherent modes;
this produced the correct friction factor in a channel flow, but still required a length of
6 channel heights to achieve this. Finally, what has developed into perhaps the most
popular approach of this type is the technique based on generation of a digital filter
whose coefficients are adjusted to fit specified 1st and 2nd moment one-point statistics,
together with an assumed length scale and a Gaussian 2-point correlation function -
Klein et al. [69], di Mare et al. [25], Veloudis et al. [140].
All of the above synthetic turbulence generation approaches have two drawbacks.
Firstly, the transition region problem mentioned above is always present to some extent.
Lund et al. [85] found that a development region of some 50 boundary layer thicknesses
was required for a wall boundary layer; Le et al. [73] observed that their method re-
quired about 10 step heights for attainment of physically consistent turbulence charac-
teristics in a backward-facing step flow. Secondly, most of the more advanced methods
demand an input of turbulence information that is only rarely available, for example
turbulence length scales or correlation shapes.
These problems are avoided by methods based on the recycling technique. This
approach was first adopted for fully-developed duct flows, where periodic boundary
conditions (a form of spatial recycling) between inlet and outlet may be used. By
applying a carefully designed coordinate transform, Spalart [122] was able to use the
recycling approach for DNS of a spatially developing boundary layer. In the transformed
frame the velocity field is approximately homogeneous in the main flow direction so
periodic conditions can be applied. However, during the coordinate transformation,
some extra complex terms are added to the Navier-Stokes equations to account for the
inhomogeneity in the streamwise direction. Furthermore, the streamwise gradients of
the mean velocity included in these terms need to be specified explicitly. Therefore,
Spalart’s method is complex to program.
Lund et al. [85] produced a simplified version of Spalart’s method requiring no
coordinate frame transformation. During the LES solution, an instantaneous velocity
field was extracted from a plane near the solution domain exit, rescaled according to
self-similarity laws for boundary layers (e.g. mean flow scaled following the law of
the wall/defect law in the inner/outer regions respectively, fluctuations rescaled using
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local friction velocities) and then recycled upstream to form the inflow conditions at
solution domain inlet. This method is substantially simpler, but is, however, still only
applicable to boundary layer-type flows because of the particular rescaling concepts
adopted. Lund et al. [85] implemented their method in a separate (precursor) LES
calculation and imported the eventual inlet conditions for a main calculation from this.
Mayor et al. [89] applied the same method, but realised it could be implemented by
merging the inflow generation procedure with the main simulation.
All the above implementations of the recycling technique have inherently been re-
stricted to boundary layers. Perhaps for this reason, few authors have chosen to follow
this route. Pierce [102] proposed a quite different rescaling approach which generalised
the recycling technique for any inflow profile. Rather than rescale the velocity field of
one specified plane to act as the inflow velocities at the inlet plane as in Lund et al. [85],
Pierce [102] rescaled the velocity of the whole inflow generation region to constrain the
velocity so that the generated velocity field within the inflow simulation domain has
user-defined velocity statistics profiles (in particular 1st moment (mean) velocity and
2nd moment normal stress). The implication of rescaling the instantaneous velocity
field throughout the length of the inflow solution is that the real flow conditions at the
location where target statistics profiles are taken are approximately homogeneous in
the x direction (i.e. axially slowly developing flow).
With this recycling/rescaling technique, all spatial and temporal correlations char-
acterising the turbulence structures are self-generated and self-consistent with the pre-
specified 1st and 2nd moment statistics. Due to the advantages of this technique, a
recycling and rescaling method (hereafter referred to as R2M) based on the work of
Pierce [102], Lund [85] and Spalart [122] is deemed worth of further development as
part of the current project.
1.3 Previous experiments on atomisation
Any CFD development exercise requires validation data to judge the level of accuracy.
In search of such data for the validation of the two-phase flow LES algorithm for primary
breakup to be developed in the present project, this section presents a literature review
of previous experimental studies on atomisation. The literature review focuses initially
on the deformation/breakup of a single drop, whilst this may be viewed perhaps more
appropriate for secondary breakup. Since empirical correlations extracted from single
droplet measurements are used as part of Lagrangian tracking CFD models ([118]),
it would be informative if it were shown that a primary breakup methodology is also
capable of predicting the single droplet breakup correlations. This would increase
confidence in the next step of coupling an Eulerian primary breakup model with a
Lagrangian secondary breakup model. The review of experiments related more directly
to primary breakup is limited to cylindrical liquid jets, and carried out in the following
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three situations: a round liquid jet discharging into quiescent gas, into a coaxial gas
flow, and into a gas crossflow.
1.3.1 Single drop breakup
In order to elucidate the physical breakup mechanism and provide fundamental infor-
mation (and empirical correlations) for numerical modelling, most experimental stud-
ies focus on the deformation/breakup of a single drop (often referred to as secondary
breakup). When a single liquid drop is immersed in a gas flow, the aerodynamic forces
acting on the interface can deform and disintegrate the droplet. This breakup process is
resisted by the surface tension force which tends to restore the drop to a spherical shape.
Therefore, the Weber number We which represents the ratio of the aerodynamic force
to the surface tension force is the most important characteristic parameter in single
drop breakup. As We increases, the drop is more prone to breakup. The deformation
process can also be hindered by the liquid viscosity which dissipates the kinetic energy
supplied by aerodynamic forces. In order to characterise this effect, the Ohnesorge
number Oh is introduced as the ratio of the liquid viscous force to the surface tension
force. A further three common dimensionless parameters used in describing single drop
breakup are Reynolds number Re, the liquid/gas density ratio , and the viscosity ratio
η. The definition of these parameters is as follows:
We =
ρGU
2
0D0
σ
(1.1)
Oh =
µL√
ρLD0σ
(1.2)
Re =
ρGU0D0
µG
(1.3)
 =
ρL
ρG
(1.4)
η =
µL
µG
(1.5)
Where σ is the surface tension coefficient; D0 is the initial drop diameter; U0 is the
initial relative velocity between drop and gas; ρL and µL are the liquid density and
viscosity respectively; ρG and µG are the gas density and viscosity.
Depending on We, several breakup modes have been observed in experiments. Fig-
ure 1.3 demonstrates five breakup modes as We increases: bag breakup, bag-stamen
breakup, multimode breakup, sheet-thinning (or shear) breakup and shear-induced en-
trainment (or catastrophic) breakup. In order to illustrate the relationship between the
dimensionless parameters (We, Oh ) and the breakup modes, a drop deformation and
breakup mode map was generated by Hsiang and Faeth [59], and is shown in Figure
1.4.
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Figure 1.3: Illustration of breakup modes. Top four rows are shadowgraph images; the
bottom one is one LIF image. Images from Theofanous [137]
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Figure 1.4: Drop deformation and breakup mode map. From Hsiang and Faeth [59]
When We is small, the destabilising aerodynamic force cannot overcome the sta-
bilising surface tension force to disintegrate the droplet, resulting in only deformation
without oscillation. With a slightly larger We, an oscillatory deformation mode can be
observed.
As We grows beyond a critical number (∼11), the droplet undergoes bag breakup.
In this mode, the drop deforms into a liquid disc first, and then the disc centre is blown
downstream, forming a hollow bag attached to a toroidal ring. Due to the disturbance
from the gas flow, the bag can burst into a large number of small droplets; later, the
toroidal ring breaks up under the Plateau-Rayleigh instability into several larger drops.
The bag-stamen breakup can happen in the range 16 < We < 28, as observed by
Zhao et al. in their experiments [152]. The only difference from bag breakup is that
one stamen is formed in the center of the bag. This mode is not shown explicitly in
the drop deformation and breakup mode map in Figure 1.4.
With We in the range between 30 and 80, multimode breakup can be observed,
with several bags formed. The dual bag breakup identified by Cao et al. [11] can be
classified as a sub regime of multimode breakup.
The physical mechanism in the above three breakup modes has been well estab-
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lished. Theofanous et al. [136] and Zhao et al. [152] argued that the Rayleigh-Taylor
instability determines the drop breakup morphology at low Weber number (We < 80)
by comparing their theory with their experimental results. Zhao found that the breakup
mode is related to the Rayleigh-Taylor wave number in the region of maximum cross-
stream dimension (NRT ): bag breakup happens at 1/
√
3 < NRT < 1; bag-stamen
breakup at 1 < NRT < 2; multimode breakup at NRT > 2.
The mechanism for secondary breakup has seen more dispute whenWe goes beyond
80. The shear-stripping mechanism was proposed by Ranger and Nicholls [108] and
was widely used in last century. The shear breakup mode was entered in the drop
deformation and breakup mode map of Hsiang and Faeth [59] in Figure 1.4. In the
shear-stripping mechanism, it is postulated that a liquid boundary layer is developed
adjacent to the interface inside the drop under the action of shear stress from the gas
flow. As the boundary becomes unstable, liquid mass is stripped at the drop periphery.
A lot of doubt has been cast on this shear-stripping mechanism by Liu and Reitz [82],
Lee and Reitz [74], Guildenbecher et al. [46] and Theofanous et al. [137] [135]. The
shear-stripping model suggests that the breakup mode should be a function of Re,
which is contradictory to Liu and Reitz’s experimental findings [82]. Thus, Liu and
Reitz [82] proposed a sheet-thinning breakup mechanism (for 80 < We < 350) which is
consistent with their experimental results. In this sheet-thinning breakup mechanism,
the droplet first deforms into a disc-like shape with the thickness growing thinner from
the center to the edge; then the periphery of the flattened drop is bent in the direction of
the flow due to its low inertia, forming a liquid sheet which disintegrates into ligaments
and droplets.
In the range of high Weber number (We > 350), the drop breakup is referred
to as catastrophic breakup in Pilch and Erdman [103], Liu and Reitz [82], Lee and
Reitz [74], Joseph et al. [63] and Guildenbecher et al. [46]. In the initial stage, small-
wavelength waves are formed on the windward surface, with small droplets stripped off
the drop at the periphery, as noted by Pilch and Erdman [103]. Later large-amplitude,
large-wavelength waves develop on the flattened drop, and ultimately penetrate the
drop creating several large fragments which further break up into droplets. Since the
drop is subject to huge acceleration by the gas flow in the catastrophic breakup mode,
most authors have suggested that the penetrating waves result from the Rayleigh-
Taylor instability. Joseph et al. [63] have compared the predicted wavelength from
the Rayleigh-Taylor instability with their experimental measurements, showing good
agreement.
The shadowgraph technique, which is the most commonly-used technique in study-
ing atomisation, has a major drawback: the interfacial structure can be blurred in the
image due to light reflection/refraction and long exposure time, preventing the observa-
tion of all physical phenomena in drop atomisation at high We. By using laser-induced
fluorescence (LIF) visualisation with a high spatial resolution and a short exposure
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time, Theofanous et al. [137] [135] obtained clear images of liquid structures when a
single droplet is exposed to a high speed airstream (high We O(103)). The LIF im-
ages of drop morphology at the initial deformation stage are shown in Figure 1.5. At
this time, the frontal area of the drop is smooth; in contrast, small-wavelength waves
are generated around the periphery where the velocity gradient and thus the shear is
strong. This pattern of initial instabilities is consistent with the Kelvin-Helmholtz in-
stability. By analysing their experimental results, Theofanous et al. [137] [135] noticed
that macroscopic liquid sheets extend out with a significant radial velocity, which the
shear-stripping mechanism fails to explain. They argued that this radial liquid motion
and thus the breakup rate is controlled by the Kelvin-Helmholtz instability and asso-
ciated turbulent entrainment. Based on these findings, they claimed that shear forces
become important at We >∼100, influencing the breakup process in addition to the
Rayleigh-Taylor instability; furthermore shear forces dominate the breakup process at
We >∼1000. Moreover, they proposed a shear-induced entrainment (SIE) mechanism
for high Weber number.
Figure 1.5: LIF images of Early-time interfacial morphologies at We = 7000. On the
left is an oblique (20o) view and on the right is a right-angle view of the same drop.
From Theofanous [135] (gas flow from right to left).
Many works have been carried out to investigate the influence of Oh on the critical
Weber number Wecr which separates the breakup mode from the deformation mode.
Brodkey [10] proposed an empirical correlation between Wecr and Oh:
Wecr =Wecr0(1 + 1.077Oh1.6) (1.6)
WhereWecr0 is the critical Weber number at very low Ohnesorge number. This correla-
tion function is supported by Pilch and Erdman [103] who included more experimental
data.
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After a review of mostly Russian experimental studies, Gelfand [40] suggested:
Wecr =Wecr0(1 + 1.5Oh0.74) (1.7)
Cohen [16] proposed a semi-empirical correlation based on analysis of energy trans-
fer in secondary breakup:
Wecr =Wecr0(1 + COh) (1.8)
Where C has a value between 1.0 and 1.8.
Due to inaccuracies of experiments and the absence of a rational theory, there is no
well-established correlation yet between Wecr and Oh. Therefore, numerical modelling
of primary breakup is a desirable tool to solve this problem, and this is an area worthy
of future investigation.
The drop breakup time has been studied extensively, with several correlation func-
tions proposed by Pilch and Erdman [103], Hsiang and Faeth [57] and Gelfand et al. [41].
The characteristics (drop size distribution, drop velocity) after secondary breakup were
investigated carefully by Hsiang and Faeth [57] [58]. For readers interested in detailed
information on secondary breakup, a state of the art review of secondary atomisation
is given by Guildenbecher et al. [46].
1.3.2 Primary breakup of a liquid jet in quiescent gas
The breakup of a liquid jet injecting into a quiescent gaseous (usually air) atmosphere
has been studied extensively in past years. The jet stability curve, representing the
jet breakup length LBU in term of liquid velocity UL, is commonly used in describing
different liquid jet breakup mechanisms. A typical stability curve and four image
samples corresponding to four breakup regimes are shown in Figure 1.6.
In this subsection, liquid Weber number WeL, gas Weber number WeG, and liquid
Reynolds number ReL are defined as:
WeL =
ρLUL
2D
σ
(1.9)
WeG =
ρGUL
2D
σ
(1.10)
ReL =
ρLULD
µL
(1.11)
Where D is the liquid jet diameter.
When liquid velocity is very low, the liquid issuing from the nozzle breaks up in
a dripping mode (region A) where the droplet detaches directly from the nozzle exit.
As the liquid velocity increases over a critical value (ULO), the detachment point of
the drop suddenly moves downstream from the nozzle exit, forming an initial smooth
region of continuous liquid jet. The transition from dripping to jetting under gravity
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Figure 1.6: Top: a jet stability curve; Bottom: image samples corresponding to four
different breakup regimes: Rayleigh breakup (region B); first wind-induced breakup
(region C); second wind-induced breakup (region D); atomisation (region E). From
Dumouchel [26]; images from Leroux [77].
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was studied by Clanet and Lasheras [15]. It was shown that the transition occurs at a
critical liquid Weber number:
WeLc = 4
Boo
Bo
[
1 + 0.37BooBo−
√
(1 + 0.37BooBo)
2 − 1
]
(1.12)
Here, Boo and Bo are the Bond numbers based on the outer diameter and inner diam-
eter of the tube respectively. Bond number is defined as:
Bo =
√
ρLgD
2
2σ
(1.13)
Where g is gravity.
In the Rayleigh regime (region B), an axisymmetric wave with an axial wavelength of
several jet diameters grows due to the Plateau-Rayleigh instability, with drops breaking
off at the jet tip in a regular way. Based on the temporal linear theory of Rayleigh [109],
the breakup time due to this capillary instability is a constant which depends on the
wavelength of the optimum (i.e. most unstable) perturbation. Therefore, the breakup
length is proportional to the liquid velocity, as shown in region B of the stability curve.
In the first wind-induced regime (region C), the perturbation resulting from the
Plateau-Rayleigh instability still dominates the interface, though the liquid jet is not
as smooth and axisymmetric as in the Rayleigh regime. Moreover, the drop production
is not organised any more, with a wider droplet size distribution. Although the onset
of the first wind-induced regime is easily characterised by the decrease of the breakup
length, the physical mechanism that triggers the onset of this regime is hotly disputed,
and has attracted a lot of attention from researchers. Weber [144] extended the Rayleigh
theory by including aerodynamic forces, and proposed a criterion based on the gaseous
Weber number to demarcate the Rayleigh and first wind-induced modes. Sterling and
Sleicher [124] corrected Weber’s theory by multiplying the aerodynamic force term by a
constant ( 0.175). Fenn and Middleman [36] observed that for high-Ohnesorge jets the
critical velocity increases as the ambient pressure decreases, agreeing well with Sterling
and Sleicher and showing that the onset of first wind-induced breakup arises from the
manifestation of aerodynamic force as in Weber’s theory. However, for low-Ohnesorge
number, the onset of first wind-induced breakup is not affected by ambient conditions,
producing a critical value much lower than Sterling and Sleicher’s modified theory.
Leroux et al. [78] [79] noticed that the critical velocity measured in their experiment
agreed well with Sterling and Sleicher’s modified theory for high gas density as shown
in Figure 1.7. However, as the gas density decreases, the critical value approached a
constant lower than that predicted by Sterling and Sleicher’s modified theory. These
experimental observations suggest that the transition from the Rayleigh regime to the
first wind-induced regime has a different origin other than aerodynamic forces in some
cases. Grant and Middleman [44], Phinney [101] and Sterling and Sleicher [124] argued
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that the behaviour of the low-Weber liquid jet can be influenced by the characteristics
of the internal flow inside the nozzle. Therefore, the onset of the the first wind-induced
breakup is triggered either by aerodynamic forces (whenWeG > WeGc) or by instability
of the issuing liquid jet (when ReL > ReLc).
From equations 1.10 1.11 1.2, the following relation is obtained:
WeG
ReL
2 =
ρGOh
2
ρL
(1.14)
When ρGOh2/ρL > WeGc/ReLc2 (corresponding to large Ohnesorge number or
large density), the onset of the the first wind-induced breakup is determined by the
Weber number (aerodynamic force). When ρGOh2/ρL < WeGc/ReLc2 (corresponding
to small Ohnesorge number or small density), the critical velocity delimiting the first
wind-induced breakup from Rayleigh breakup is determined by the Reynolds number
(liquid jet instability), producing a constant critical value independent of ambient gas
conditions.
Figure 1.7: Comparison of the critical velocity between theory (Weber [144], Sterling
and Sleicher [124]) and experiments (Leroux et al. [78] [79]) for the transition from the
Rayleigh breakup to the first wind-induced breakup. From Dumouchel [26]
As the liquid velocity increases further, the liquid jet undergoes a second wind-
induced breakup (region D in Figure 1.6). Perturbations with various wavelengths
develop under the significant aerodynamic forces, with small drops generated from the
surface of the liquid jet. The remaining liquid column deforms into a very irregular
shape, and breaks up into several large ligaments. With an even higher liquid velocity,
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the liquid jet breaks up in a more drastic way, falling in the atomisation regime. In
this regime, the aerodynamic forces dominate the breakup process, and a lot of small
droplets are stripped off the liquid jet. Faeth and coworkers carried out a series of
experimental studies on liquid jet breakup in the second wind-induced breakup and
atomisation regimes (Wu et al. [147] [149], Wu and Faeth [145] [146]). They found
that the atomisation characteristics near the nozzle exit were significantly influenced
by the liquid flow development in the nozzle. Figure 1.8 shows that the liquid column
surface is smooth with no drops formed when the issuing jet has a laminar and uniform
velocity profile. However, with a laminar boundary layer developed in the nozzle, thin
liquid ligaments are created near the nozzle exit, breaking up into small drops. If the
issuing liquid jet was turbulent, the interface became rough as soon as the jet left the
nozzle, with ligaments and droplets ejecting from the surface immediately.
Figure 1.8: Behaviour of water jets near the nozzle exit at different conditions of the
injecting liquid jet. a: laminar uniform jet; b: laminar jet with a laminar boundary
layer; c: turbulent jet. From Dumouchel [26], Shadowgraph images from Wu et al.
[149]
1.3.3 Primary breakup of a liquid jet in coaxial gas flow
When a liquid jet is injected into a coaxial gas flow, the liquid jet destabilises and
disintegrates into droplets under the strong aerodynamic interaction, which is usually
referred to air-assisted atomisation. A schematic representation of the injector geometry
and jet breakup process studied by Lasheras and Hopfinger [71] is shown in Figure 1.9.
In order to describe such an atomisation process, the gaseous Weber number, liquid
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Reynolds number, Momentum flux ratio, and momentum ratio are defined as:
WeG =
ρG(UG − UL)2DL
σ
(1.15)
ReL =
ρLULDL
µL
(1.16)
M =
ρGUG
2
ρLUL
2 (1.17)
MR =
ρGUG
2AG
ρLUL
2AL
(1.18)
Here, DL is the liquid jet diameter; AL and AG are the cross-sectional areas of the
liquid nozzle and annular gas nozzle respectively.
Figure 1.9: Schematic geometry of air-assisted atomisation injector and jet breakup
process. From Lasheras and Hopfinger [71]
Farago and Chigier [33] classified the air-assisted atomisation into five regimes: ax-
isymmetric Rayleigh breakup, nonaxisymmetric Rayleigh breakup, membrane breakup,
fibre breakup, and superpulsating breakup. Image samples of liquid jet breakup mor-
phology for each atomisation regime are illustrated in Figure 1.10. They also demon-
strated that the various atomisation regimes can be classified via a map of gaseous
Weber number and liquid Reynolds number, as shown in Figure 1.11.
Lasheras and coworkers [72] [71] used a different atomiser in term of geometrical
dimensions (liquid diameter, gas/liquid diameter ratio), and observed a new breakup
regime - digitation breakup as shown in Figure 1.12. The boundaries between different
breakup regimes are different from those identified by Farago and Chigier [33] in the
WeG−ReL map. They also suggested that the momentum flux ratioM is an important
parameter in addition to WeG and ReL in a universal classification of air-assisted
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Figure 1.10: The breakup morphology of liquid jet in coaxial gas flow. From Farago
and Chigier [33]
atomisation.
The primary breakup of a liquid jet in a coaxial flow can be divided into two
stages: initial jet perturbation is triggered near the nozzle exit; the perturbation is then
amplified under the influence of aerodynamic forces, resulting in jet breakup. When
the liquid flow is turbulent inside the nozzle, Eroglu and Chigier [29] [30] and Mayer
and Branam [88] argued that the initial perturbation arose from the eddies inside the
liquid jet. For the case that jets are injected from a nozzle under laminar conditions,
Marmottant and Villermaux [87] suggested that the initial destabilisation is caused by
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Figure 1.11: Atomisation regime classification in a WeG−ReL map. From Farago and
Chigier [33]
Figure 1.12: Digitation breakup. From Lasheras and Hopfinger [71]
a Kelvin-Helmholtz instability; the most unstable wavelength is then proportional to
the thickness of the gaseous boundary layer formed in the annular nozzle. In the second
stage, these perturbation waves grow due to aerodynamic interactions, protruding liquid
structures are accelerated by form drag due to the gas flow, making them subject to
the Rayleigh-Taylor instability, and finally ligaments and droplets disintegrate from
the liquid jet surface. Bague´ et al. [5] investigated the growth of Kelvin-Helmholtz
instability when both phase are laminar by simulating a two-phase mixing layer, and
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Table 1.1: Correlations for liquid core length
Eroglu et al. [31] LcDL = 0.66We
−0.4
G Re
0.6
L
Engelbert et al. [28] LcDG−DL = 5.3MR
−0.3
Lasheras et al. [72] LcDL =
6√
M
Porcheron et al. [106] LcDL = 2.85
(
ρG
ρL
)−0.38
Oh0.34M−0.13
Leroux et al. [76] LcDL =
10
M0.3
showed good agreement between the growth rates predicted by the linear eigenvalue
problem and the nonlinear initial-value problem simulated there. Juniper and Candel
[65] found that the absolute instability of the liquid jet greatly increases in a recessed
coaxial injector.
The liquid core length (or liquid jet breakup length) Lc is the axial location where
the continuity of the liquid jet is interrupted, and thus is an important parameter for
evaluation of atomisation performance. Measurement of Lc has been carried out by
many authors (Eroglu et al. [31], Engelbert et al. [28], Lasheras et al. [72], Porcheron et
al. [106] and Leroux et al. [76]), and several correlations have been proposed as in Table
1.1. Though each correlation shows an appropriate agreement with the experimental
data from which it is deduced, it is not able to predict correct liquid core length for
other experiments. Since the characteristics of the flow developed inside the nozzles
can considerably influence the primary breakup, the liquid core length is strongly de-
pendent on the details of the injector geometry. Another cause of inaccuracy in the
correlations is the measurement error in the popular shadowgraph technique where
droplets can obscure observation of the liquid core. A novel optical technique, based
on the illumination of the liquid jet by laser induced fluorescence (LIF) was used by
Charalampous et al. [13] [14] to measure the liquid core length. Figure 1.13 shows very
clearly that LIF can provide more accurate detection of the liquid jet geometry than
the shadowgraph technique. Therefore, the liquid core length obtained by LIF can be
used to validate the LES model of the liquid jet primary breakup of interest here, and
the data from [13] and [14] seem ideal for this purpose.
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Figure 1.13: The images of the liquid jet primary breakup captured by two techniques:
a) shadowgraph; b) LIF. Images from Charalampous et al. [14]
1.3.4 Primary breakup of a liquid jet in gas crossflow
In studies of primary breakup of a liquid jet in a gaseous crossflow, the two commonly
used dimensionless parameters are the gaseous Weber number WeG and the liquid/gas
momentum flux ratio q:
WeG =
ρGUG
2DL
σ
(1.19)
q =
ρLVL
2
ρGUG
2 (1.20)
Where UG is the velocity of the gaseous crossflow, and VL is the velocity of the liquid
jet.
Wu et al. [148], Mazallon et al. [90], and Sallam et al. [115] observed that the
breakup regimes of a round non-turbulent liquid jet in gaseous crossflow showed a good
analogy with those of a single drop in uniform gaseous flow. Figure 1.14 demonstrates
that the liquid jet undergoes column breakup, bag breakup, multimode breakup and
shear breakup as the crossflow velocity increases.
The physical mechanism behind the primary breakup of a liquid jet in crossflow
has however not been clearly established. Sallam et al. [115] measured the wavelength
of the waves that formed on the upstream side of the liquid jet, and found that the
wavelength decreased as WeG increases, which is consistent with the Rayleigh-Taylor
instability. Therefore, Sallam et al. [115] suggested that the primary breakup of a liquid
jet in crossflow is dominated by the Rayleigh-Taylor instability since the liquid jet is
subjected to significant acceleration from the gas crossflow. Arienti and Soteriou [3]
estimated the wavelength by proper orthogonal decomposition (POD) applied to a time-
resolved series of liquid jet images. They noticed a relatively constant characteristic
wavelength independent of WeG, which is better explained by the Kelvin-Helmholtz
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Figure 1.14: breakup regimes of one round nonturbulent liquid jet in gaseous crossflow.
Images from Sallam et al. [115]
instability. More experimental and numerical studies are clearly needed to resolve this
problem.
The length of penetration of the liquid jet into the gaseous crossflow and the trajec-
tory of the liquid column are the two main characteristics observed in studies of liquid
jets in crossflow, and have been measured for various flow conditions by many authors
(see Elshamy [27] and the references therein). Elshamy [27] investigated the effect of
the ambient pressure (p), gaseous Weber number (WeG) and liquid/gas momentum
flux ratio (q) on the liquid jet spray, and provided empirical correlations for the outer
and inner boundaries of the spray envelope based on their experimental results. The
outer and inner boundaries of the spray were thereby defined as:
y
D
= 17.7
(
1− e−
x
D
+0.5
15.13
)(
1 + e−
x
D
+0.5
0.886
)(
1 + e−
x
D
+0.5
5.86
)
q0.466We−0.141
(
p
p0
)−0.051
(1.21)
y
D
= 13.24
(
1− e−
x
D
−0.5
6.36
)(
1 + e−
x
D
−0.5
0.105
)(
1 + e−
x
D
−0.5
1.117
)
q0.375We−0.275
(
p
p0
)−0.115
(1.22)
Where p0 is the atmospheric pressure.
Once again this data seem ideal as primary validation data for any model of primary
breakup, and have been selected for use in this thesis.
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1.4 Objectives of the present work
Based on the literature review of previous studies (both computation and experiment)
on primary atomisation, the objectives set at the onset of the present work may be
listed as:
• Develop and validate an inflow generation method to provide turbulent inlet
boundary conditions for LES.
• Implement and evaluate the three interface capturing methods: LS, VOF, CLSVOF,
and select the optimum for two-phase flow simulations.
• Develop a robust and computationally efficient algorithm for LES of primary
breakup with a proper treatment of fluid property discontinuity and surface ten-
sion effects.
• Validate the developed two-phase flow LES solver against several fundamental
test cases: Laplace problem, Plateau-Rayleigh instability and single droplet de-
formation/breakup.
• Apply the developed and validated two-phase flow solver to predict liquid jet
primary breakup in a coaxial flow, and liquid jet atomisation in crossflow.
1.5 Thesis outline
The rest of this thesis is organised in the following six chapters.
Chapter 2 gives an introduction to the single phase LES code that formed the
starting point of the present work. The algorithms and discretisation methodologies
used in the in-house code LULES are detailed. The important issue of this chapter is
the development of an algorithm for generating unsteady realistic inlet conditions for
LES. A recycling and rescaling method (R2M) is proposed, and validated using two
test cases (a turbulent boundary layer and a mixing layer).
Chapter 3 details algorithms for the three interface capturing methods: LS, VOF
and CLSVOF. In order to select the optimum interface capturing method for LES of
primary atomisation, these three methods are evaluated using two 2D test cases (liquid
disc transport in a uniform flow; liquid disc deformation in a single vortex flow), and one
3D test case (liquid drop deformation in a single vortex flow). Discretisation methods
of different orders are implemented and compared to decide the optimum approach. A
non-uniform mesh is also used in the simulations to provide a fine resolution where it
is needed, with the result compared with that on a uniform mesh.
Chapter 4 focuses on two-phase flow modelling. The governing equations for two-
phase flow are first introduced. An Eulerian projection method is implemented for
temporal discretisation. Due to the discontinuity across the interface, special treatment
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is needed for spatial discretisation. The pressure discontinuity due to surface tension is
treated via the Ghost Fluid Method. In order to reduce the errors in momentum con-
servation, the nonlinear convection term is discretised by use of an extrapolated liquid
velocity. An improved algorithm for producing a divergence-free extrapolated liquid
velocity is proposed. The eddy viscosity is calculated carefully in the cells around the
interface to provide an accurate discretisation of the diffusion term. On discretisation
of the pressure Poisson equation, an ill-conditioned linear systerm is produced due to
the density jump cross the interface. An efficient pressure solver is implemented to
tackle this coefficient discontinuity in the pressure equation in two-phase flows.
Chapter 5 validates the two-phase flow modelling using several fundamental test
cases: the Laplace problem, Plateau-Rayleigh instability and breakup of a low speed
liquid jet in quiescent surroundings. Simulations of single droplet breakup at different
Weber numbers and Ohnesorge numbers are also carried out to investigate whether the
developed two-phase flow LES can predict the correct deformation and breakup process
under the influence of strong aerodynamic forces. Finally, a droplet with high initial
velocity is simulated to investigate the errors due to the interface moving across a fixed
mesh, demonstrating the necessity of the divergence free step.
Chapter 6 applies the developed two-phase flow LES solver to the primary breakup
of liquid jets relevant to fuel atomisation in gas turbine engines. First, the air-assisted
breakup of a single liquid jet in coaxial air flow is simulated. The atomisation charac-
teristics (breakup length, breakup frequency and cluster velocity) are compared with
experimental results from Hardalupas et al. [28] [13] [14]. Since fuel jets injection into
an air crossflow has been used in some gas-turbine engine fuel injector designs, the
simulation of a single liquid jet in crossflow is carried out to examine the capability of
the proposed method in predicting realistic atomisation.
Chapter 7 summaries the main findings of the current work and draws conclusions
about the LES modelling of the atomisation process. Finally, recommendations for
future work in modelling two-phase flow are provided.
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Chapter 2
Single Phase LES and the
Recycling-Rescaling Method
(R2M)
2.1 Introduction
This chapter introduces the fundamental basis, algorithmic approach and a particular
computer code implementation for single-phase LES, since these form the first building
blocks for development of two-phase flow modelling. In section 2.2, the mathematical
formulation of the governing equations for LES and the methodology used in the in-
house code LULES are presented. The second important objective in this chapter is to
develop an inlet condition generation method which can provide a realistic turbulent
inflow for LES. The selected technique for this is the Recycling and Rescaling method
(R2M), and its algorithm and implementation details are presented in section 2.3. The
developed R2M technique is validated using two single-phase test cases: a turbulent
boundary layer in section 2.4 and a mixing layer in section 2.5. Both the above two test
cases are for statistically 2D flows and thus involve spanwise homogeneous inlet data.
The ability to cope with spanwise inhomogeneous inflow is demonstrated for R2M in
section 2.6.
2.2 Single-phase LES formulation
2.2.1 Rationale of LES
In engineering applications at high Reynolds numbers, turbulent flows contain eddies
with a wide range of different length scales. The philosophy of LES is to resolve the
large-scale eddies while modelling the small-scale eddies. The large-scale vortices carry
the majority of the fluctuating energy, and thus are responsible for most of the turbulent
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mixing. Moreover, the large eddies are usually anisotropic, and are considerably affected
by the flow geometry, making their modelling for a wide range of flows following a RANS
approach rather difficult. Therefore, the large-scale motions are resolved explicitly in
LES. The small eddies tend to be more universal and isotropic; they also react more
rapidly to perturbations and recover more quickly to an equilibrium state where the
statistics of turbulent motions have a universal form [104]. Due to these features,
the modelling of the small-scale motions should be simpler, more accurate and more
generally valid across a wide range of flows than that of the large-scale motions.
An LES formulation mainly has four conceptual steps [104]:
• A spatial filter is used to decompose the instantaneous velocity U(x, t) (which is
governed by Navier-Stokes equations) into a spatially filtered component U(x, t)
and a residual component u′(x, t):
U(x, t) = U(x, t) + u′(x, t)
U(x, t) represents the large scale motions while u′(x, t) is the contribution of the
small eddies.
• The governing equations for the filtered velocity field U(x, t) are derived by ap-
plying the spatial filtering operation to the Navier-Stokes equations.
• The residual stress tensor (subgrid-scale stress tensor) in the filtered momentum
equation is then modelled to obtain closure.
• The filtered equations are solved numerically for the filtered velocity field U(x, t)
2.2.2 Governing equations
This chapter focuses on single-phase incompressible flow with constant fluid properties
(density, viscosity), and the continuity equation and momentum equation (written here
in Cartesian tensor notation) are:
∂Ui
∂xi
= 0 (2.1)
∂(ρUi)
∂t
+
∂(ρUiUj)
∂xj
= − ∂p
∂xi
+
∂τij
∂xj
(2.2)
where
τij = 2µSij , Sij =
1
2
(
∂Ui
∂xj
+
∂Uj
∂xi
)
(2.3)
Sij is the strain rate tensor, and τij is the viscous stress tensor.
In order to derive the governing equation for U(x, t), a filtering operation is first
defined as:
U(x, t) =
∫
G(x− r,x)U(r, t)dr (2.4)
34
2. Single Phase LES and R2M
Here, G(x− r,x) is the filter function. The filter used in LULES is the box filter with
the characteristic function:
G(x− r,x) =

1
43 |xk − rk| ≤
4
2
0 else
(2.5)
where the filter width 4 is set as the cubic root of the local cell volume:
4 = (∆x∆y∆z) 13 (2.6)
By applying the filtering operation to the Navier-Stokes equations, the resulting
equations governing the filtered velocity field U(x, t) are:
∂U i
∂xi
= 0 (2.7)
∂(ρU i)
∂t
+
∂(ρU iU j)
∂xj
= − ∂p
∂xi
+
∂τ ij
∂xj
− ∂τ
r
ij
∂xj
(2.8)
where
τ ij = 2µSij , Sij =
1
2
(
∂U i
∂xj
+
∂U j
∂xi
)
, τ rij = ρ
(
UiUj − U iU j
)
(2.9)
Sij is the filtered strain rate tensor, and τ ij is the resolved viscous stress tensor. τ rij is
the subgrid-scale (SGS) stress tensor (or residual stress tensor) which arises from the
residual motions. As τ rij can not be calculated from the filtered velocity, the SGS stress
tensor must be modelled.
2.2.3 Subgrid-scale modelling
The subgrid-scale model used in this study is the simple Smagorinsky model [121]. In
this approach, the SGS stress is related to the filtered strain rate tensor via a linear
eddy-viscosity model:
τ rij = −2µrSij +
2
3
ρkrδij (2.10)
Here kr is the subgrid-scale kinetic energy (kr = 12τ
r
ii). By analogy to the mixing-
length hypothesis (or on dimensional analysis grounds), the residual subgrid-scale eddy
viscosity µr is modelled via:
µr = ρ`2SS = ρ (CS4)2 S (2.11)
where `S and CS are the Smagorinsky lengthscale and Smagorinsky coefficient respec-
tively, and the filter width 4 is set as the cubic root of the local cell volume (see
equation 2.6). The typical value used in LULES for CS is 0.1. The characteristic
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filtered strain rate S is defined by
S =
√
2Sij Sij (2.12)
In the Smagorinsky model, the specification of the Smagorinsky lengthscale (`S =
CS4) is valid when 4 is in the inertial subrange of high-Reynolds-number turbulence.
However, as the viscous wall region is approached, the inertial subrange diminishes,
and this specification of `S leads incorrectly to a non-zero SGS eddy viscosity at the
wall. A van Driest damping function is used to correct this misbehaviour near the wall:
`S = CS4
[
1− exp
(
− y
+
A+
)]
(2.13)
Here, y+ is the distance from the wall normalised by the viscous lengthscale δν (δν = νuτ
where uτ is the friction velocity), and A is a constant with a typical value of 25.
2.2.4 Grid and variable arrangement
For LES of incompressible flows as in the current research, the optimum numerical
methodology for the governing equations is a pressure-based approach and a finite vol-
ume method. The numerical implementation is embodied in a Loughborough University
in-house code called LULES. A detailed description of the mothodology used in LULES
is given in Tang et al. [132]. Since a high quality grid is necessary to achieve accurate
LES resolution, multi-block structured grids are used in LULES. A curvilinear grid is
employed to fit the boundary of a complex geometry. An orthogonal grid is preferred so
that the pressure Poisson equation takes a simple form with no cross-derivatives, hence
resulting in faster convergence and more accurate solution. In the current version of
the code, the 3D grid is generated by rotating or translating a 2D orthogonal grid in
the 3rd co-ordinate direction.
Contravariant grid-oriented velocity components and a staggered variable arrange-
ment enables a straightforward calculation of cell face flux terms, and facilitates the
specification of the boundary conditions, especially when the boundaries are curved.
Furthermore, when a staggered mesh is used together with a second order central dif-
ference scheme, conservation of mass, momentum and energy can be simultaneously
satisfied [95]. A 2D schematic of the staggered variable arrangement is shown in Figure
2.1. The pressure is located in the cell centre while the velocity components are located
on corresponding faces.
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Figure 2.1: Staggered arrangement of pressure and velocities in LULES
2.2.5 Discretisation
After incorporation of the Smagorinsky SGS model, the LES momentum equations
become:
∂(ρU i)
∂t
+
∂(ρU iU j)
∂xj
= − ∂P
∂xi
+
∂τ̂ij
∂xj
(2.14)
where
τ̂ij = 2µeSij , µe = µ+ µr, P = p+
2
3
ρkr (2.15)
τ̂ij is the sum of the viscous stress tensor and SGS stress tensor; µe is the effective eddy
viscosity; P is a modified filtered pressure.
Temporal discretisation
Though implicit schemes allow use of larger time steps, they introduce additional com-
putational expense as a nonlinear equation system has to be solved. Moreover, large
time steps are unlikely to be used in LES, which demands accurate resolution of the
temporal evolution of large eddies. Therefore, the explicit Adams-Bashforth scheme
which is second order accurate was chosen [132] for implementation in the current
single-phase LES code.
The continuity and momentum equations can be discretised as follows using the
Adams-Bashforth scheme:
∂U
n+1
i
∂xi
= 0 (2.16)
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ρ(Un+1i − Uni )
∆t
=
3
2
(
Hni −
∂P
n
∂xi
)
− 1
2
(
Hn−1i −
∂P
n−1
∂xi
)
(2.17)
where
Hni = −
∂ρU
n
i U
n
j
∂xj
+
∂τ̂nij
∂xj
(2.18)
n and n − 1 indicate previous time steps, and n + 1 indicates the current time step;
the velocity field at time steps n and n − 1, and the pressure field at time step n − 1
are known while the velocity field at time step n + 1 is to be computed. The spatial
discretisation of terms Hi and the pressure gradient will be discussed later. The discre-
tised governing equations can solved in a projection approach. First, an intermediate
velocity is calculated by solving the momentum equations:
ρ(U∗i − Uni )
∆t
=
3
2
Hni −
1
2
Hn−1i +
1
2
∂P
n−1
∂xi
(2.19)
Then, the velocity field at time step n + 1 is computed by updating the intermediate
velocity with the pressure gradient:
ρ(Un+1i − U∗i )
∆t
= −3
2
∂P
n
∂xi
(2.20)
In order to make the updated velocity satisfy the continuity equation 2.16, the pressure
field at time step n should comply with (and can be solved from) the following pressure
correction equation which is derived by taking the divergence of the above equation:
∇2Pn = 2ρ
3∆t
∂U
∗
i
∂xi
(2.21)
Spatial discretisation
Upwind schemes have been widely used in RANS, because the numerical dissipation
from these upwind schemes can improve the robustness of the algorithm. However, in
LES, the dissipative numerical error introduced by upwind schemes can contaminate or
even overwhelm the modelled SGS stress, making upwind schemes (even higher-order
ones) inappropriate for accurate prediction of the unsteady dynamics of large eddy
structures. A second-order central difference scheme is a good choice for LES, because
it ensures robustness without dissipation error and is relatively simple.
In order to provide a clear comparison with the optimum spatial discretisation
methods required for two-phase flows, the spatial discretisation found to be appropri-
ate for single-phase flows is here outlined in detail for a 2D Cartesian mesh (details
of discretisation on 3D curvilinear grids can be found in Tang et al. [132] and Wang
[142]). Here, u and v denote the filtered velocity components in the x and y directions
respectively, as shown in Figure 2.2. By integrating Equation 2.19 on the u-momentum
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control volume Ωi−1/2, j (the grey-shaded region in Figure 2.2), the momentum equa-
tion for u becomes (in the following, the overbar representing filtering is omitted for
simplicity):∫
Ωi−1/2, j
ρ(u∗ − un)
∆t
dV =
3
2
∫
Ωi−1/2, j
Hn dV−1
2
∫
Ωi−1/2, j
Hn−1 dV+
1
2
∫
Ωi−1/2, j
∂Pn−1
∂x
dV
(2.22)
where ∫
Ωi−1/2, j
Hn dV = −
∫
Ωi−1/2, j
∂ρunun
∂x
dV −
∫
Ωi−1/2, j
∂ρunvn
∂y
dV+∫
Ωi−1/2, j
∂τnxx
∂x
dV +
∫
Ωi−1/2, j
∂τnxy
∂y
dV
(2.23)
The inertia term is discretised as:∫
Ωi−1/2, j
ρ(u∗ − un)
∆t
dV =
ρ(u∗i−1/2, j − uni−1/2, j)
∆t
∆V
=
ρ(u∗i−1/2, j − uni−1/2, j)
∆t
∆xi−1 +∆xi
2
∆yj
(2.24)
The pressure gradient adopts a central difference scheme:∫
Ωi−1/2, j
∂Pn−1
∂x
dV =
(
Pn−1i, j − Pn−1i−1, j
)
∆yj (2.25)
The discretisation of the convection terms is as follows:∫
Ωi−1/2, j
∂ρunun
∂x
dV =
(
ρuni, ju
n
i, j − ρuni−1, juni−1, j
)
∆yj (2.26)
uni, j =
uni−1/2, j + u
n
i+1/2, j
2
(2.27)
∫
Ωi−1/2, j
∂ρunvn
∂y
dV =
(
ρuni−1/2, j+1/2v
n
i−1/2, j+1/2 − ρuni−1/2, j−1/2vni−1/2, j−1/2
) ∆xi−1 +∆xi
2
(2.28)
uni−1/2, j−1/2 =
uni−1/2, j + u
n
i−1/2, j−1
2
(2.29)
vni−1/2, j−1/2 =
vni−1, j−1/2 + v
n
i, j−1/2
2
(2.30)
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Figure 2.2: 2D Cartesian mesh with staggered variable arrangement. The green-shaded
region is a pressure control volume; The grey-shaded region is a u-momentum control
volume; The yellow-shaded region is a v-momentum control volume.
The discretisation of the diffusion terms is as follows:∫
Ωi−1/2, j
∂τnxx
∂x
dV =
(
τnxx i, j − τnxx i−1, j
)
∆yj (2.31)
τnxx i, j = 2µe i, j
(
∂un
∂x
)
i, j
= 2(µ+ µr i, j )
(
uni+1/2, j − uni−1/2, j
∆xi
)
(2.32)
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∫
Ωi−1/2, j
∂τnxy
∂y
dV =
(
τnxy i−1/2, j+1/2 − τnxy i−1/2, j−1/2
) ∆xi−1 +∆xi
2
(2.33)
τnxy i−1/2, j−1/2 = 2µe i−1/2, j−1/2
[(
∂un
∂y
)
i−1/2, j−1/2
+
(
∂vn
∂x
)
i−1/2, j−1/2
]
(2.34)
= 2(µ+ µr i−1/2, j−1/2)
[
uni−1/2, j − uni−1/2, j−1
0.5(∆yj−1 +∆yj)
+
vni, j−1/2 − vni−1, j−1/2
0.5(∆xi−1 +∆xi)
]
µr i−1/2, j−1/2 =
µr i−1, j−1 + µr i−1, j + µr i, j−1 + µr i, j
4
(2.35)
The SGS eddy viscosity is calculated at the centre of the pressure control volume:
µr i, j = ρ(Cs4)2Si, j (2.36)
Si, j =
√
2(S2xx i, j + S
2
yy i, j + 2S
2
xy i, j )
=
√√√√√2
(∂un
∂x
)2
i, j
+
(
∂vn
∂y
)2
i, j
+ 0.5
((
∂un
∂y
)
i, j
+
(
∂vn
∂x
)
i, j
)2 (2.37)
(
∂un
∂x
)
i, j
=
uni+1/2, j − uni−1/2, j
∆xi
(2.38)(
∂vn
∂y
)
i, j
=
vni, j+1/2 − vni, j−1/2
∆yj
(2.39)(
∂un
∂y
)
i, j
=
unf − usf
∆yj
(2.40)
unf =
uni−1/2, j + u
n
i+1/2, j + u
n
i−1/2, j+1 + u
n
i+1/2, j+1
4
usf =
uni−1/2, j + u
n
i+1/2, j + u
n
i−1/2, j−1 + u
n
i+1/2, j−1
4(
∂vn
∂x
)
i, j
=
vef − vwf
∆xi
(2.41)
vef =
vni, j−1/2 + v
n
i, j+1/2 + v
n
i+1, j−1/2 + v
n
i+1, j+1/2
4
vwf =
vni, j−1/2 + v
n
i, j+1/2 + v
n
i−1, j−1/2 + v
n
i−1, j+1/2
4
The pressure Poisson equation at the pressure control volume Ωi, j (the green-shaded
region in Figure 2.2) has the integral form:∫
Ωi, j
(
∂2P
∂x2
+
∂2P
∂y2
)
dV =
2ρ
3∆t
∫
Ωi, j
(
∂u
∂x
+
∂v
∂y
)
dV (2.42)
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The discretisation of the pressure Laplace operator is:
∫
Ωi, j
(
∂2P
∂x2
+
∂2P
∂y2
)
dV =
[(
∂P
∂x
)
i+1/2, j
−
(
∂P
∂x
)
i−1/2, j
]
∆yj+[(
∂P
∂y
)
i, j+1/2
−
(
∂P
∂y
)
i, j−1/2
]
∆xi (2.43)(
∂P
∂x
)
i−1/2, j
=
Pi, j − Pi−1, j
0.5(∆xi−1 +∆xi)
(2.44)(
∂P
∂y
)
i, j−1/2
=
Pi, j − Pi, j−1
0.5(∆yj−1 +∆yj)
(2.45)
The source term can be discretised as:∫
Ωi, j
(
∂u
∂x
+
∂v
∂y
)
dV = (ui+1/2, j − ui−1/2, j)∆yj + (vi, j+1/2 − vi, j−1/2)∆xj (2.46)
2.2.6 Multigrid Poisson solver
The most efficient pressure solver for single-phase flow with a constant density is the
geometric multigrid method which is implemented in LULES as follows (a two-level
grid used here for demonstration):
1. Input the fine grid.
2. Collapse the 8 adjoining cells in the fine grid (two in each direction) to construct
one cell in the coarse mesh.
3. Discretise the pressure Poisson equation directly on all grid levels based on the
known geometry information to produce the matrices of the linear systems on
both fine and coarse grids.
4. On the fine grid, perform 2 iterations with a Gauss-Seidel method;
5. Calculate the residual on the fine grid;
6. Restrict the residual to the coarse grid with a piecewise constant restriction op-
erator;
7. Perform 20 iterations of the correction equation on the coarse grid with a Gauss-
Seidel method;
8. Interpolate the correction to the fine grid using trilinear interpolation;
9. Update the solution on the fine grid;
10. Repeat steps 4-9 of the entire procedure until the residual is reduced to the desired
level (reducing residual norm by four magnitudes relative to the initial value is
used in LULES).
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2.2.7 Boundary conditions
The boundary conditions implemented in the single-phase LULES code include inflow,
outflow, wall, periodic boundary, and centreline.
Inflow
Two methods for generating inflow velocities are used in LULES: a simple white noise
method and a Recycling-Rescaling Method (R2M). In the white noise method, the
instantaneous velocity is constructed by perturbing a given inlet mean velocity field with
a white noise fluctuation whose variance is a specified rms level. The more advanced
R2M approach is detailed in section 2.3.
Outflow
A convective outflow condition is applied at any flow outlet. Assuming that the outflow
is in the x direction, the convective boundary condition can be expressed as:
∂Ui
∂t
+ u˜
∂Ui
∂x
= 0 (2.47)
Here, the bulk velocity u˜ is defined as:
u˜ =
1
S0
∫
u dS (2.48)
where S0 is the area of the outlet plane.
To ensure overall mass conservation, the thus calculated x velocity component is
rescaled:
u = u
m˙in
m˙out
(2.49)
where m˙in is the inflow mass rate which can fluctuate in time in LES and is calculated
at the inlet, and m˙out is the calculated mass flow rate at the outlet.
Wall
Assume that the mean flow is in the x direction and the plane y = 0 represents the
wall. The non-slip and impermeability conditions for a stationary wall are:
u|y=0 = 0, v|y=0 = 0 (2.50)
The computation of the wall shear stress depends on whether the first point next
to the wall is in the log-law region (y+ ≥ 11.3) or the laminar sub-layer (y+ < 11.3).
If the first point next to the wall is in the log-law region (as will often be the case
for high Re flows), wall-functions are used to calculate the instantaneous wall shear
stresses:
τxy|y=0 = u(x,∆y, z, t)〈u(x,∆y, z, t)〉〈τxy〉 (2.51)
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τzy|y=0 = w(x,∆y, z, t)〈u(x,∆y, z, t)〉〈τxy〉 (2.52)
where 〈 〉 denotes time-averaging, and ∆y is the distance from near-wall point to the
wall. The mean streamwise velocity 〈u(x,∆y, z, t)〉 and the mean wall shear stress 〈τxy〉
are assumed to follow the log-law:
〈u(x,∆y, z, t)〉 = uτ
κ
[
ln
(
y+
)
+ c
]
(2.53)
y+ =
uτ∆y
ν
(2.54)
uτ =
√
〈τxy〉
ρ
(2.55)
where the von Karmann costant κ has a value of 0.41, and constant c is set to be 2.3,
uτ is the friction velocity, and y+ is distance from the wall normalised by the viscous
lengthscale. Thus, basing on the mean wall shear stress from time-averaging, equation
2.53 can be used to calculate the mean streamwise velocity needed in equations 2.51
and 2.52.
If the first point next to the wall lies in the laminar sub-layer, the wall shear stresses
can be computed directly by:
τxy|y=0 = µu(x,∆y, z, t)∆y (2.56)
τzy|y=0 = µw(x,∆y, z, t)∆y (2.57)
Periodic
The implementation of a periodic boundary condition is shown in Figure 2.3. Halo
cells are generated by the solver using linear extrapolation. The variables in halo cells
are needed for discretisation of the governing equations in the physical domain. Since
the variables in the halo cells are not solved from the N-S equation, they are specified
using internal resolved ones in a periodic way as shown in Figure 2.3.
Centerline
For an axisymmetric flow geometry, the 3D grid is generated by rotating a 2D grid
around the x-axis in LULES, resulting in a centreline which requires special treatment.
Figure 2.4 shows a centreline boundary in a cylindrical grid and the corresponding
variable arrangement. The centreline velocity components in Cartesian co-ordinates
are first calculated as:
Ux,cl =
1
Nk
Nk∑
i=1
Ux(2, k) (2.58)
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Figure 2.3: Illustration of periodic boundary condition. The cells enclosed by dashed
lines are halo cells. The variables in green are ghost ones which are not solved by N-S
equations; The variables in red are physical ones which are solved by N-S equations.
Uy,cl =
1
Nk
Nk∑
i=1
[
Ur(3, k) cos θk − Uθ(2, k) + Uθ(2, k + 1)2 sin θk
]
(2.59)
Uz,cl =
1
Nk
Nk∑
i=1
[
Ur(3, k) sin θk +
Uθ(2, k) + Uθ(2, k + 1)
2
cos θk
]
(2.60)
For cell (2, k), the centreline velocity components are transformed from the Carte-
sian co-ordinates to the cylindrical co-ordinates by:
Ur,cl(k) = Uy,cl cos θk + Uz,cl sin θk (2.61)
Uθ,cl(k) = −Uy,cl sin θ′k + Uz,cl cos θ
′
k (2.62)
Then, the centreline boundary conditions can be specified by:
Ux(1, k) = 2Ux,cl − Ux(2, k) (2.63)
Ur(2, k) = Ur,cl(k) (2.64)
Uθ(1, k) = 2Uθ,cl(k)− Uθ(2, k) (2.65)
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Figure 2.4: Illustration of centreline boundary condition. The cells enclosed by dashed
lines are halo cells.
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2.3 Recycling and Rescaling Method (R2M)
2.3.1 Philosophy of R2M
The proposed inflow generation method for some of the LES solutions presented below
makes use of a recycling and rescaling technique. First, an extra “inlet condition” (IC)
domain (single block or multi-blocks as necessary) is created upstream of the real inlet-
plane of the main simulation (MS) domain, see Figure 2.5. The inflow conditions for
the extra IC domain are generated by recycling the velocity field from a plane in the
downstream region of the IC domain. In order to generate realistic unsteady inflow for
LES using R2M, target values for the mean velocity and Reynolds normal stress (rms
intensity) profiles at the MS domain inlet-plane need to be prescribed, i.e., U¯target(y),
V¯target(y), W¯target(y) , u′target(y), v′target(y), w′target(y) for spanwise homogeneous in-
flow conditions or U¯target(y, z), V¯target(y, z), W¯target(y, z), u′target(y, z), v′target(y, z),
w′target(y, z) for spanwise inhomogeneous inflow conditions. The target values can be
from either experiments or numerical simulations (usually RANS, but possibly even
LES or DNS). By rescaling the velocities, the resulting instantaneous flow field within
the IC domain can achieve the target statistical characteristics whilst also possessing
self-consistent spatial and temporal correlations.
Figure 2.5: Structure of the simulation domains for a turbulent boundary layer.
2.3.2 Algorithm for R2M
The procedure for generating LES inflow conditions is first described for the case of
spanwise (i.e. z direction) homogeneous conditions:
1. Create an extra IC domain (1 or more blocks) upstream of the MS inlet-plane
where turbulent inflow needs to be specified. The size of the IC domain in the
spanwise (z) and transverse (y) directions is usually fixed by the MS inlet-plane
size for convenience. (When the IC domain has a different size in the z and y
directions from the MS inlet-plane, a mapping procedure is needed as demon-
strated in the following simulations of liquid jet primary breakup.) The size in
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the streamwise (x) direction is chosen so that the two point spatial correlations
fall to zero well within the IC block, as required by the recycling technique.
2. Use the recycling method to provide inflow conditions for the IC block. The
velocity field at a plane a short distance upstream of the real MS domain inlet-
plane is recycled. This is to avoid any upstream influence of the flow development
in the MS domain. In addition, it is important that the mesh in the IC domain
should be uniform in the region between the IC domain inlet and the recycling
plane to avoid any varying spatial filtering effects.
3. Initialise the velocity field in the IC domain as well as in the MS domain. When
initialising in the IC domain, the instantaneous velocity field is generated by
superimposing white noise with an intensity of u′target(y), v′target(y), w′target(y) on
the mean velocity U¯target(y), V¯target(y), W¯target(y).
4. Run the simulation in both IC and MS domains simultaneously. Rescale the flow
field everywhere within the IC domain every k time steps in the following way:
• Calculate the mean velocity by spatial averaging in the x and z directions
(homogeneous directions) and temporal averaging with a weight that de-
creases exponentially backward in time (see [85] for more about temporal
averaging):
U¯ (n+1)(y) =
k4t
T
〈U(x, y, z, t)〉x−z +
(
1− k4t
T
)
U¯n(y) (2.66)
=
k4t
T
1
PQ
P∑
i=1
Q∑
j=1
U(xi, y, zj , t) +
(
1− k4t
T
)
U¯n(y) (2.67)
Where 4t is the computational time step, T is a characteristic time scale
for the temporal averaging (in the current study chosen to be 10 times the
time scale of the largest eddies), 〈 〉x−z represents spatial averaging in the
x− z plane, and U(x, y, z, t) is the current instantaneous solution.
• Calculate the rms of the velocity field in a similar way
u′(n+1)(y) =
√
k4t
T
〈[
U(x, y, z, t)− U¯ (n+1)(y)]2〉
x−z
+
(
1− k4t
T
)
[u′n(y)]2
(2.68)
• Rescale the instantaneous velocity to create a new instantaneous velocity
field:
Unew(xi, y, zj , t) =
u′target(y)
u′(n+1)(y)
[U(xi, y, zj , t)− U¯ (n+1)(y)] + U¯target(y)
i = 1, P ; j = 1, Q (2.69)
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• Rescale the other two velocity components V and W following the same
procedure.
If spanwise inhomogeneous inflow conditions are relevant, the sequence of steps is
similar, but modified as follows:
1. Create an extra IC domain and use the recycling method in the same way as
above.
2. Initialise the velocity field in IC and MS domains. When initialising in the IC
domain, the instantaneous velocity field is again generated by superimposing
white noise with an intensity of u′target(y, z), v′target(y, z), w′target(y, z) on the
user-specified mean velocity U¯target(y, z), V¯target(y, z), W¯target(y, z).
3. Run the simulation in both IC and MS domains simultaneously. Rescale the flow
field in the IC domain every k time steps in the following way:
• Calculate the mean velocity by spatial averaging but now in the stream-
wise (x) direction only and temporal averaging with a weight that decreases
exponentially backward in time [85]:
U¯ (n+1)(y, z) =
k4t
T
〈U(x, y, z, t)〉x +
(
1− k4t
T
)
U¯n(y, z) (2.70)
Where 4t is the computational time step, T is the characteristic time scale
of the averaging interval, 〈 〉x represents spatial averaging in the streamwise
direction, and U(x, y, z, t) is the current instantaneous velocity.
• Calculate the rms of the velocity field in a similar way:
u′(n+1)(y, z) =√
k4t
T
〈[
U(x, y, z, t)− U¯ (n+1)(y, z)]2〉
x
+
(
1− k4t
T
)
[u′n(y, z)]2
(2.71)
• Rescale the instantaneous velocity to create a new instantaneous velocity
field:
Unew(xi, y, z, t) =
u′target(y, z)
u′(n+1)(y, z)
[U(xi, y, z, t)− U¯ (n+1)(y, z)] + U¯target(y, z)
(2.72)
• Rescale the other velocity components V and W following the same proce-
dure.
N.B.When generating spanwise homogeneous inflow conditions, the velocity statis-
tics could be calculated by only spatial averaging in the x-z plane without the temporal
averaging. In this case, nearly the same results were obtained as with both spatial and
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temporal averaging, indicating that spatial averaging in the streamwise and spanwise
directions is sufficient to obtain the correct statistics of velocities. Temporal average
also helps converge the statistics of the turbulent field faster. When generating span-
wise inhomogeneous inflow conditions, spatial averaging can only be carried out in the
streamwise direction, making temporal averaging indispensable to obtain converged
velocity statistics efficiently.
2.4 Test case 1: a turbulent boundary layer
It is well known in LES/DNS that the development of flow in a turbulent boundary
layer is very sensitive to the quality of the specified inflow. Therefore, a 2D turbulent
boundary layer is an appropriate first test case to demonstrate the proposed recycling-
rescaling method. Figure 2.5 shows the main simulation domain as well as the extra
inlet condition domain. The main simulation domain is nearly the same as that used in
Lund et al. [85] so that it is straightforward to compare the method proposed here with
the methods surveyed in [85]. The only difference is that the size in the wall-normal
direction is 6δ (δ is the 99% boundary layer thickness at the inlet plane x = 0) rather
than 3δ as in [85]. The dimensions of the main simulation domain are 24δ×6δ× (pi/2)δ
in the streamwise, wall-normal and spanwise directions respectively , and the mesh
contains 192 × 56 × 56 grid nodes. The dimensions of the IC domain are 10δ × 6δ ×
(pi/2)δ with the mesh containing 80 × 56 × 56 nodes. An example of the mesh in the
upstream/downstream region of the MS inlet plane (x = 0) is shown in Figure 2.6.
The mesh size expands in the transverse (y) direction with the near-wall minimum
size ∆ymin equal to 0.01δ; the non-dimensional distance (y+) of the first point from
the wall is 2. The mesh is uniform in the streamwise (x) and spanwise (z)directions.
The velocity field at the plane x = −2δ is recycled as the inflow conditions for the IC
domain. The mean velocity and rms profiles of a boundary layer with Reθ = 1410 from
the DNS of Spalart [122] are used as the target values. Periodic boundary conditions are
used in the spanwise (z) direction; a convective outflow boundary condition is applied
at the outlet (x = 24δ). And a zero-gradient boundary condition is used for the top
surface of the simulation domain:
∂u
∂y
= 0
v = 0 (2.73)
∂w
∂y
= 0
Due to zero transverse (wall-normal direcition) velocity on the top surface, the free
stream velocity at the outlet is about 1.2% higher than that at the inlet.
Figure 2.7 shows the predicted instantaneous contours of the streamwise velocity
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Figure 2.6: Mesh for a turbulent boundary layer
U in an x − y plane. Coherent turbulent structures are developed in the IC domain.
Due to the rescaling procedure, the boundary layer doesn’t grow within the IC domain.
However, with the turbulent flow from the IC domain as the MS domain inflow con-
dition, the boundary layer develops naturally in the MS domain, demonstrating the
capability of the proposed method.
Figure 2.7: Contours of the streamwise velocity U in an x − y plane of a turbulent
boundary layer simulation with recycling and rescaling method as inflow conditions for
the region downstream of x/δ = 0
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Figures 2.8 and 2.9 indicate that statistically stationary mean velocity and rms
levels in the IC domain fit the target values very well. The turbulent shear stress
distribution, self-generated by R2M and not included in the input statistics, agrees well
with the DNS of Spalart [122], as shown in Figure 2.10. The statistical streamwise
homogeneity within the IC domain solution is demonstrated in Figures 2.8, 2.9 and
2.10, which include profiles for x = −δ, x = −5δ and x = −9δ. The near wall peak
in shear stress is slightly overpredicted compared to the DNS data of Spalart [122], as
might be expected from the simplicity of the SGS model used.
Figure 2.8: Mean velocity profiles in the IC domain for a turbulent boundary layer
Figure 2.11 compares spanwise 2-point spatial correlation functions at y = 0.5δL (δL
is the local 99% boundary layer thickness). The correlation functions in the IC domain
(x = −7.5δ) agree well with those in the MS domain (x = 10δ), indicating that spatially
coherent turbulent inflow is reproduced in the IC domain. Figure 2.12 shows the
spanwise integral lengthscale evaluated by integrating the spanwise spatial correlation
for the v-component. Good agreement is again observed for this integral lengthscale
(scaled by δL) between IC and MS domains, showing that the turbulent structures
generated by R2M in the IC domain have the same nondimensional spatial lengthscale
as turbulent flows governed by the N-S equations in the MS domain. Furthermore, the
predicted streamwise integral length (evaluated by integrating the x-direction spatial
correlation for the u-component) agrees well with experiment data measured via a hot-
wire technique by Antonia and Luxton [1], as demonstrated in Figure 2.13. Figure 2.14
shows the similarity of the temporal correlation functions at two points in the IC and
MS domains. The frequency spectra of the turbulent energy at these two points also
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Figure 2.9: Rms profiles in the IC domain for a turbulent boundary layer
Figure 2.10: Shear stress profiles in the IC domain for a turbulent boundary layer
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demonstrate good agreement, as shown in Figure 2.15, indicating that the turbulent
energy for eddies of different temporal scales are correctly reproduced in IC domain
as in the MS domain. These evidences clearly demonstrates that the large turbulent
structures in the IC domain generated with the R2M technique have the correct spatial
and temporal scales as those in the naturally developed boundary layer in the MS
domain, which also agrees with the available experimental data.
This method has generated an LES inlet condition which should require no (or
very small) transition region for the flow in the MS domain. Figure 2.16 supports this
conclusion by showing the evolution of the predicted boundary layer thickness with
inflow conditions prescribed by different methods. In order to make comparison between
the method proposed here with the methods investigated in Lund et al. [85], the
simulated boundary layer thickness is normalised by δ0, the boundary layer thickness
corresponding to Reθ = 1530. The current R2M approach generally behaves as well as
Lund et al.’s modified Spalart method, except that the boundary layer thickness with
the current approach does not grow exactly linearly, but with occasional departure. The
periodic behaviour of the turbulence in the IC domain originates from the recycling and
rescaling procedure, and this effect is convected far downstream because of the long
memory of turbulence. Although in the IC domain the target mean velocity and rms
profiles corresponding to Reθ = 1410 from [122] were used, at the MS inlet plane
x/δ = 0 the simulated Reθ is 1435 due to the effect of the downstream flow. Near
the MS inlet plane, there is a small adjustment region. This is attributed to the
standard Smagorinsky model which behaves poorly in the viscous wall region. Though
the mean velocity in the IC domain achieves the target value because of the rescaling
procedure, in the MS domain the mean velocity develops to that consistent with the
standard Smagorinsky model within two boundary layer thicknesses downstream of
the inlet plane. Because the standard Smagorinsky model erroneously predict larger
wall friction, a dynamic SGS model [42] would perhaps reduce these small adjustment
effects.
2.5 Test case 2: a mixing layer
The turbulent mixing layer studied experimentally by Tageldin and Cetegen [130] is
chosen as the next test case. As shown in figure 2.17, a splitter plate is inserted in
the middle of a wide rectangular channel. On the lower side is a high speed flow with
a mean velocity of 7.1m/s whilst on the upper side is a low speed flow with a mean
velocity of 2m/s. After the trailing edge of the splitter a mixing layer develops and is
investigated within the test section 0mm ≤ x ≤ 200mm. Since the turbulent boundary
layers on either side of the splitter significantly affect the initial development of the
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(a) Correlations based on the u and w
(b) Correlations based on the v
Figure 2.11: Comparison of 2-point spanwise spatial correlations at y = 0.5δL in the
IC and MS domains
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Figure 2.12: Spanwise integral lengthscale evaluated by integrating the spanwise spatial
correlation for the v-component.
Figure 2.13: Streamwise integral length evaluated by integrating the x-direction spatial
correlation for the u-component
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Figure 2.14: Comparison of the temporal correlation functions in the IC and MS do-
mains (at y=0.15δ).
Figure 2.15: Comparison of the frequency spectra of the turbulent energy in the IC
and MS domains (at y=0.15δ).
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Figure 2.16: Evolution of the boundary layer thickness. Modified Spalart method is
from Lund et al. [85].
mixing layer, proper inflow conditions must be prescribed at the inlet-plane x = 0 to
obtain a correct prediction of the early shape of the mixing layer,
Figure 2.17: Sketch of experiment configuration for a mixing layer from Tageldin and
Cetegen [130].
It is reported in [130] that the boundary layer of the fast stream has a momentum
Reynolds number (Reθ) of 244.5 at the end of the splitter, but there are no experimental
data for mean velocity or rms profiles for the wall boundary layers reported for this test
case in the paper. Since the mean velocity and rms normalised by free stream velocity
should have similar profiles at similar Reθ, the non-dimensional profiles corresponding
to Reθ = 300 from DNS of Spalart [122] are used to create the target data.
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Figure 2.18 shows the simulation domain for a mixing layer with inflows generated
by R2M. Two IC domains are created respectively for the high-speed and low-speed
flows on either side of the splitter to generate the inflow conditions at the MS inlet-plane
x = 0. The streamwise and spanwise sizes of the IC domains are:
Lx/δBL = 4pi; Lz/δBL = 7.5 (2.74)
where δBL is the 99% velocity thickness of the wall boundary layer developed on the
splitter plate by the high-speed flow.
Figure 2.18: Simulation domain for a mixing layer with inflows generated by R2M.
Green lines represent the wall, and the red line represents the splitter.
Periodic conditions are used in the spanwise direction. In this test case, the velocity
field within the IC domains is rescaled every 10 time steps. Figure 2.19 shows the mesh
in the IC domains. The mesh is uniform in the streamwise direction except that the
few meshlines near the MS inlet-plane become finer to match the mesh in the MS
domain where a fine x-mesh is required to resolve the initial development of two wall
boundary layer regions into a free shear layer. The uniform mesh upstream in the IC
domains is required by the recycling and rescaling technique. The velocity from the
plane x = −δBL is recycled to provide inflow conditions for the IC domains.
To investigate the effects of inflow conditions on the development of the mixing
layer, an extra simulation with inflows generated by a simple white noise method has
been performed. In this simulation, the inflows are specified directly at the inlet of
the IC domains, and the IC domains are used in an attempt to recover same turbulent
boundary layers on the splitter.
Figure 2.20 shows contours of the streamwise velocity U in an x-y plane predicted
using the two inflow generation methods. With R2M, realistic turbulent structures are
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Figure 2.19: Mesh in the IC domains
generated in the IC domains and convected into the MS domain, and as a consequence
the mixing layer begins to develop immediately after the splitter trailing edge. However,
with the white noise method, the perturbation decays immediately after the IC inlet
plane, no realistic turbulence is generated at the splitter trailing edge, and the mixing
layer only begins to develop from ∼ 50mm downstream of the splitter trailing edge.
Assuming that the free stream velocities of the high speed and low speed flows are
Umax and Umin respectively, the velocity difference is 4U = Umax − Umin. y0.5 is the
locus of the mixing layer centreline where U = Umin+4U/2. The velocity thickness δ of
the mixing layer is defined as the distance between the locus where U = Umin+10%4U
and U = Umin + 90%4U .
Figure 2.21 shows the evolution of this velocity thickness δ and the momentum
thickness θ of the mixing layer in the streamwise direction. When using a white noise
method, the velocity and momentum thickness begin to grow linearly only from 50mm
downstream of the trailing edge of the splitter. With R2M, the correct growth rate
of velocity and momentum thickness is observed right after the trailing edge of the
splitter.
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Figure 2.20: Contours of streamwise velocity U in the x − y plane of mixing layer
simulation with two different inflow conditions generation techniques. Top: recycling
and rescaling method; bottom: white noise method
Figure 2.22 shows measured and predicted streamwise mean velocity distributions
in similarity coordinates. When using the proposed recycling and rescaling method to
generate the inflow condition, the mean velocity profiles at locations x=50, 100, 150mm
collapse well onto a single distribution in universal mixing layer coordinates, agreeing
well with the experimental values, indicating that the mean velocity distribution has
quickly reached self-similarity. The mean velocity profile at location at x=10mm also
agrees well with experimental data. However, with the white noise method, the mean
velocity distributions only collapsed after 100mm downstream, and the mean velocity
profiles at locations x=10, 50mm deviate considerably from the experiment.
Figure 2.23 shows measured and predicted distributions for the turbulence inten-
sity u-rms. When using recycling and rescaling method, the rms profiles at locations
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Figure 2.21: Evolution of the velocity thickness δ and the momentum thickness θ of
the mixing layer in the streamwise direction.
x=50, 100, 150mm generally collapse onto a single distribution in universal mixing
layer coordinates, agreeing also quantitatively with the experimental values. The rms
profile at location x=10mm is also correctly predicted by LES, in comparison with the
experiment. In contrast, the performance of the white noise method is very poor; there
is nearly no turbulence at location x=10mm. Though turbulence begins developing
at x=50mm, the rms is still much lower than the experimental value, and the profile
disagrees qualitatively with that from the experiment. The rms profiles at locations
x=100, 150mm generally collapsed together, but showing much higher peak values than
experimental data.
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(a) R2M
(b) White noise method
Figure 2.22: Predicted mean velocity profiles with two different inflow generation meth-
ods
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(a) R2M
(b) White noise method
Figure 2.23: Predicted u− rms profiles with two different inflow generation methods
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2.6 Test case 3: spanwise inhomogeneous inflow
In this section, artificial mean velocity and rms target profiles were prescribed to demon-
strate the capability of R2M to handle spanwise inhomogeneous inflow, as would apply
for a 3D boundary layer for example. The mean velocity and rms target profiles in sec-
tion 2.5 were hereby multiplied by a factor 1 + 0.1127 cos(zpi/Lz) to generate spanwise
inhomogeneity:
U¯i, target(y, z) = U¯i, target(y)(1 + 0.1127 cos2(zpi/Lz)) (2.75)
u′i, target(y, z) = u
′
i, target(y)(1 + 0.1127 cos
2(zpi/Lz)) (2.76)
where U¯i, target(y) and u′i, target(y) are the target profiles used for the turbulent boundary
layer on the high speed flow side of the mixing layer test case in section 2.5; Lz is the
spanwise size of the IC domain, and has a value of 42mm. Since the multiplying factor
is periodic, periodic boundary conditions can still be applied in the spanwise direction.
For this test case, only the flow in the IC domain was simulated for demonstration, and
periodic boundary conditions were also used in the streamwise direction.
Figure 2.24 shows the generated mean velocity profiles at two spanwise locations:
z = 3mm and z = 21mm and at three streamwise locations: x = −70mm, x = −40mm,
and x = −10mm. At each spanwise location, the mean velocity profiles at the three
different streamwise locations collapse onto the target values, indicating that the flow
is homogeneous in the streamwise direction.
Figure 2.25 shows the rms profiles at two spanwise locations: z = 3mm and z =
21mm and at three streamwise locations: x = −70mm, x = −40mm, and x = −10mm.
At each spanwise location, the rms profiles of the three different streamwise locations
generated by R2M agree well with their target values. Finally, figure 2.26 shows mean
velocity and rms profiles along the spanwise (z) direction at y = −2.5mm and at the
same three streamwise locations. The mean velocity profiles agrees well with the target
values. The rms profiles shows fluctuations due to the slow convergence of the second
moment, and the w′ is a bit lower than the target value on the whole, which is also
indicated in Figure 2.25. Overall, the rms profiles agree qualitatively well with the
target values.
2.7 Summary
This chapter has outlined the basic LES methodology available in the Loughborough
University in-house code LULES. The capability of the code for single-phase flow has
been extended by implementing an improved LES inflow condition generator, namely
the recycling and rescaling method (R2M), and this has been successfully validated in
the near-wall and free shear turbulent flow test cases.
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Figure 2.24: Mean velocity profiles at different spanwise locations: z = 3mm, z =
21mm
Figure 2.25: Rms profiles at different spanwise locations: z = 3mm, z = 21mm
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(a) streamwise mean velocity (b) u-rms
(c) v-rms (d) w-rms
Figure 2.26: Mean velocity and rms profiles along spanwise direction at y = −2.5mm
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Chapter 3
Interface Capturing Methods
3.1 Introduction
Volume of Fluid (VOF), Level Set (LS) and coupled level set and VOF (CLSVOF)
methods are the most popular techniques used to capture the interface in two-phase
flow simulations. The algorithms for these three methods are described here in sections
3.2, 3.3 and 3.4 respectively. For convenience, the methods are described in 2D and
evaluated using a selected 2D test case. The optimum (chosen) interface capturing
method is then extended to 3D, with the detailed algorithm and validation test pre-
sented in section 3.6. Since the fifth order WENO scheme, which is widely used for LS
evolution in LS and CLSVOF methods, is expensive and often restricted to a uniform
mesh, numerical schemes of different orders are presented in section 3.3 and compared
comprehensively in section 3.7. It is found that a low order LS evolution scheme (first
or second order) can achieve the same accuracy as a high order scheme (fifth order
WENO) when used in the CLSVOF method. Therefore, the second order scheme is
implemented in CLSVOF and demonstrated in a simulation on a nonuniform mesh in
section 3.8.
3.2 VOF method
3.2.1 VOF evolution equation
In the Volume of Fluid method, the volume fraction F is defined as the fraction of
volume occupied by the liquid in each cell, as shown in Figure 3.1. If a cell is occupied
fully by liquid, F = 1. If a cell is occupied fully by gas, F = 0. If a cell contains both
liquid and gas, 0 < F < 1. The evolution of the volume fraction is governed by:
∂F
∂t
+U · ∇F = 0 (3.1)
Due to the discontinuity of the volume fraction function across the interface, ex-
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Figure 3.1: volume fraction F in each cell with the red line representing the interface
and the shaded region representing the liquid.
cessive numerical diffusion can be introduced when applying conventional numerical
schemes to solution of equation 3.1. A special procedure, referred to as a VOF ad-
vection algorithm, is required to minimise this error. In this algorithm, the two-phase
interface is first reconstructed in each cell where 0 < F < 1, and then the fluid flux
through each face of an cell is calculated geometrically using this information to provide
sharp interface advection.
3.2.2 Interface reconstruction
In order to carry out accurate flux calculation in the VOF approach, the interface must
be reconstructed based on the volume fraction F . There are two reconstruction ap-
proaches that have been adopted in the literature [112]: 1) the simple line interface
calculation (SLIC) method, in which the reconstructed interface is forced to align with
selected mesh logical coordinates; 2) the piecewise linear interface calculation (PLIC)
method, in which the reconstructed interface (with a properly calculated normal vec-
tor) can align more naturally with the local true interface. An example of interface
reconstruction with the above two methods is shown in Figure 3.2.
The PLIC reconstruction method can obtain second order accuracy while SLIC
is only first order accurate. Therefore, the PLIC reconstruction method is usually
preferred in two-phase flow simulations. In the following, assume that the interface
is reconstructed in a 2D uniform Cartesian mesh with 4x = 4y = h. In the PLIC
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(a) SLIC
(b) PLIC
Figure 3.2: Red line represents the real two-phase interface. The green lines are recon-
structed interfaces with shaded regions representing the liquid: (a) SLIC reconstruction,
(b) PLIC reconstruction.
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reconstruction method, the linear interface within a cell has the standard representation
nx x+ ny y = α (3.2)
where (nx, ny) is the unit normal vector (pointing from liquid to gas), and α is the
shortest distance from the coordinate origin to the linear interface. The interface recon-
struction therefore has two steps: 1) calculation of the unit normal vector, 2) calculation
of the shortest distance α.
Pilliod and Puckett [64] reviewed several existing approaches for calculating the nor-
mal vector and proposed two new ones, namely: a centre of mass algorithm, a central
difference algorithm, Parker and Youngs’ method [100], a least squares VOF interface
reconstruction algorithm (LVIRA), and an efficient least squares VOF interface recon-
struction algorithm (ELVIRA). LVIRA and ELVIRA, the two new methods proposed
in [64], can achieve second order accuracy, but are more complicated than the former
three methods. The centre of mass algorithm and Parker and Youngs’ method were
shown to achieve first order accuracy in [64], while the central difference algorithm
can obtain comparable accuracy as LVIRA and ELVIRA. Therefore, only the central
difference algorithm is implemented in the current project and detailed in the following.
In the central difference method, the volume fractions in a 3 × 3 block of cells
are used to reconstruct the interface in the middle cell, as shown in Figure 3.3. The
interface can be represented by either y(x) = mx x + bx or x(y) = my y + by. When
(mx ≤ my ) as in (a) of Figure 3.3, the interface is given by y(x) = mx x+ bx; in order
to approximate mx, define
yi = h
1∑
k=−1
fi,j+k (3.3)
where yi is an approximation of the y coordinate of the interface at xi = (i+ 12). Then
the slope mx can be approximated by a central difference algorithm
mx =
yi+1 − yi−1
xi+1 − xi−1 =
1
2
(
1∑
k=−1
fi+1,j+k −
1∑
k=−1
fi−1,j+k
)
(3.4)
Thus we can obtain the unit normal vector by:
nx =
−mx√
1 +mx2
(3.5)
ny =

1√
1 +mx2
if
∑1
k=−1 fi+k,j+1 <
∑1
k=−1 fi+k,j−1
−1√
1 +mx2
if
∑1
k=−1 fi+k,j+1 >
∑1
k=−1 fi+k,j−1
(3.6)
When (mx > my ) as in (b) of Figure 3.3, the interface is given by x(y) = my y+by.
In this case, the slope my is calculated in a similar way as mx; and then the unit normal
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vector is calculated by:
nx =

1√
1 +my2
if
∑1
k=−1 fi+1,j+k <
∑1
k=−1 fi−1,j+k
−1√
1 +my2
if
∑1
k=−1 fi+1,j+k >
∑1
k=−1 fi−1,j+k
(3.7)
ny =
−my√
1 +my2
(3.8)
Figure 3.3 shows that when a linear interface cuts opposite sides of a 3× 3 block of
cells the central difference method can exactly reconstruct the line as in (a) and (b).
However, when the linear interface intersects adjacent sides of a 3 × 3 block as in (c),
it cannot produce an accurate normal vector of the interface. Therefore, the central
difference algorithm cannot always achieve second order accuracy.
Given the unit normal vector, the position of the linear interface is constrained by
the volume fraction. In equation (3.2), α is the shortest distance from coordinate origin
to the linear interface. When nx ≥ 0 and ny ≥ 0 as is the case shown in figure 3.4, the
relation between the volume fraction and α is described as
F 4x4y = α
2
2nxny
[
1−H(α− nx4x)
(
α− nx4x
α
)2
−H(α− ny4y)
(
α− ny4y
α
)2]
(3.9)
where 4x and 4y are the width and height of the cell respectively. H(x) is the
Heaviside step function, defined as
H(x) =
{
0 if x ≤ 0
1 if x > 0
(3.10)
Calculating the volume fraction F from α and the normal vector is explicit and
straightforward. However, this is not the case when solving the inverse problem of
determining the α which corresponds to a specified volume fraction with the given
normal direction. Newton’s method converges fast, but it is complex to calculate the
derivatives of the function. The bisection method is very simple, but it converges slowly.
Brent’s algorithm is an appropriate method to find a bracketed root of a general one-
dimensional function, when the function’s derivative is difficult to compute. Brent’s
method combines the sureness of bisection with the speed of a higher-order method
when appropriate [107]. In practice, there are many cases when nx < 0 or ny < 0. This
problem can be tackled by a coordinate transform, with equation (3.2) transformed
into
n∗x x
∗ + n∗y y
∗ = α∗ (3.11)
where n∗x = |nx|, x∗ = sgn(nx)x − min{0, sgn(nx)4x}, n∗y = |ny|, y∗ = sgn(ny)y −
min{0, sgn(ny)4y}, α∗ = α−min(0, nx4x)−min(0, ny4y). Given the volume fraction
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(a) mx ≤ my (b) mx > my
(c)
Figure 3.3: (a) (b) central difference can exactly reconstruct a line that cuts opposite
sides of a 3×3 block of cells; (c) it will not exactly reconstruct a line that cuts adjacent
sides of a 3 × 3 block of cells. Red line is the two-phase interface with shaded regions
representing the fluid.
F , n∗x and n∗y, α∗ can be calculated using equation (3.9). Then α can be obtained with
α = α∗ +min(0, nx4x) + min(0, ny4y).
3.2.3 Advection scheme
Advection schemes for solution of volume tracking equation can be classified into two
categories: operator split and unsplit methods. Relative to the unsplit advection algo-
rithm, the operator split method is easy to implement and is well documented. The
operator split method can be geometrically distorting [112], causing “operator split
error”. Therefore, a number of papers have been devoted to developing the unsplit
method, Rider and Kothe [112], Pilliod and Puckett [64], Lo´pez et al. [84]. However,
most of the proposed unsplit schemes are difficult to extend to 3D. Though it causes
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Figure 3.4: Typical shape of liquid region when the interface line truncates one cell
some “operator split error”, the operator split method can produce comparable results
to the unsplit method, as shown in Pilliod and Puckett [64]. Therefore, the operator
split method has been implemented in the current code.
The philosophy of the operator split method is to advect the volume fraction F
sequentially in each co-ordinate direction direction. Based on the fact that the fluid is
incompressible, i.e. ∇ ·U = 0, the evolution equation of the volume fraction (3.1) has
the following form:
∂F
∂t
+∇ ·UF = F ∇ ·U (3.12)
Using the operator split method, the temporal discretisation is treated as follows (in
2D): 
F˜ − Fn
4t +
∂uFn
∂x
= F˜
∂u
∂x
Fn+1 − F˜
4t +
∂vF˜
∂y
= F˜
∂v
∂y
(3.13)
For spatial discretisation, the discretisation scheme from Sussman and Puckett [125] is
used here:
F˜i,j =
Fni,j + (4t/4x)
(
Gi− 1
2
,j −Gi+ 1
2
,j
)
1− (4t/4x)
(
ui+ 1
2
,j − ui− 1
2
,j
)
Fn+1i,j = F˜i,j +
4t
4y
(
G˜i,j− 1
2
− G˜i,j+ 1
2
)
+
4t
4y F˜i,j
(
vi,j+ 1
2
− vi,j− 1
2
) (3.14)
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where Gi+ 1
2
,j = ui+ 1
2
,jFi+ 1
2
,j denotes the liquid volume flux through the right face of
cell (i, j); G˜i,j+ 1
2
= vi,j+ 1
2
F˜i,j+ 1
2
denotes the liquid volume flux through the top face of
cell (i, j)
Figure 3.5: Calculation of liquid volume flux through the right face in the case of
ui+ 1
2
,j > 0. (udt = ui+ 1
2
,j4t)
In order to advect the volume fraction for cell (i, j) in the x direction, the liquid
volume fluxes through the right and left faces, i.e. Gi+ 1
2
,j and Gi− 1
2
,j need to be
calculated. As shown in figure 3.5, the shaded region is the liquid volume (defined as
Vi+ 1
2
,j) that crosses the right face during time 4t. The linear interface in the cell (with
point A as the coordinate origin) is represented by equation (3.2), with α being the
shortest distance from point A to the interface. By a shift of coordinate system, we
obtain the shortest distance from point B to the interface as αB = α− nx(4x− udt).
Given αB, nx and ny, the volume of the shaded region can be calculated via:
Vi+ 1
2
,j =
αB
2
2nxny
[
1−H(αB − nx udt)
(
αB − nx udt
αB
)2
−H(αB − ny4y)
(
αB − ny4y
αB
)2]
(3.15)
Then the liquid volume flux through the right face Gi+ 1
2
,j can be calculated as
Gi+ 1
2
,j =
Vi+ 1
2
,j
4t4y (3.16)
In the same way, we can calculate the liquid volume flux through the left face
Gi− 1
2
,j . From equation (3.14), we can advect the volume fraction F
n in the x direction,
obtaining F˜ . Then we reconstruct the interface basing on the new volume fraction field
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F˜ and advect the volume fraction in the y direction, obtaining the final volume fraction
Fn+1.
By alternating the starting sweep direction at each time step, the above operator
split algorithm can achieve second order accuracy. For the 3D version of the operator
split method, readers are referred to Sussman [125].
3.2.4 Liquid disc deformation in a single vortex
Stretching of a liquid disc in a prescribed single vortex flow field has become a standard
benchmark test case for assessment of interface tracking methods. A liquid disc of radius
r = 0.15 is placed in a single vortex velocity field in a unit sized box, with the centre
of the disc located at (0.5, 0.75) as shown in Figure 3.6. The velocity field (t ≤ T ,
assuming a period T of 3) is given by a 2D streamfunction as follows:
ψ =
1
pi
sin2(pix) sin2(piy) (3.17)
u = −∂ψ
∂y
(3.18)
v =
∂ψ
∂x
(3.19)
In the ideal (exact) solution, the velocity field stretches the disc into an ever thinner
ligament shape, reaching the maximum deformation at t = T .
Figure 3.6: Liquid disc in a single vortex flow
Figure 3.7 shows the shape of the deformed interface resolved by the VOF method
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described above at t = T on a uniform mesh of 128 × 128 cells. At the tail of the
stretched circle, some separate blobs are produced by numerical errors when using this
particular VOF algorithm.
Figure 3.7: Shape of the deformed interface at t = T on uniform mesh 128×128. Black
line: exact interface; red line: interface resolved by VOF method.
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3.3 LS method
3.3.1 Level Set equation
The Level Set method is an implicit interface capturing approach which uses a level set
function φ. The phase interface is defined by φ = 0 with φ > 0 representing liquid and
φ < 0 representing gas, as shown in Figure 3.8. Typically the level set function φ is
defined as the signed distance from the interface to establish a number of its advantages
(e.g. straightforward calculation of curvature), satisfying
|∇φ| = 1 (3.20)
Figure 3.8: Illustration of the level set function φ
The normal vector ~n (pointing from the liquid to the gas) and the curvature κ of
the interface can be easily determined from the level set function:
~n = − ∇φ|∇φ| (3.21)
κ = ∇ · ~n = −∇ · ∇φ|∇φ| (3.22)
The level set function φ is also used to define the evolution of the interface. Since
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the interface is a material property, the level set function φ is evolved by a simple
advection equation:
Dφ
D t
=
∂ φ
∂ t
+U · ∇φ = 0 (3.23)
This level set equation is an Eulerian formulation for the evolution of the interface
where φ = 0.
3.3.2 Discretisation of the LS equation
Since the fluid is incompressible, the LS equation (3.23) can be written in the following
form
∂ φ
∂ t
+∇ · (Uφ) = 0 (3.24)
For temporal discretisation of the LS equation, the following second-order Adams-
Bashforth scheme is implemented:
φn+1 − φn
∆t
= −3
2
(
∂ unφn
∂ x
+
∂ vnφn
∂ y
)
+
1
2
(
∂ un−1φn−1
∂ x
+
∂ vn−1φn−1
∂ y
)
(3.25)
By applying a finite volume approach, the following formulation is obtained:
φn+1i,j =φ
n
i,j −
3∆t
2
(
Gni+1/2,j −Gni−1/2,j
∆x
+
Gni,j+1/2 −Gni,j−1/2
∆y
)
+
∆t
2
(
Gn−1i+1/2,j −Gn−1i−1/2,j
∆x
+
Gn−1i,j+1/2 −Gn−1i,j−1/2
∆y
)
(3.26)
where Gi+1/2,j = ui+1/2,jφi+1/2,j denotes the flux of φ through the right face of cell
(i, j).
As φ is unknown at the cell faces, φi+1/2,j need to be approximated. Due to the
hyperbolic characteristic of the LS equation, upwind differencing is an appropriate
choice. Schemes of different orders have been implemented, and are compared in the
present study.
First order
The first order approximation to φi+1/2,j is the simple upwind scheme.
φi+1/2,j =
φi,j if ui+1/2,j ≥ 0φi+1,j if ui+1/2,j < 0
Second order A second order approximation to φi+1/2,j is the TVD (total variation
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diminishing) scheme [141]:
φi+1/2,j =
φi,j +
1
2
Ψ
(
φi,j − φi−1,j
xi,j − xi−1,j
/φi+1,j − φi,j
xi+1,j − xi,j
)
(φi+1,j − φi,j) if ui+1/2,j ≥ 0
φi+1,j +
1
2
Ψ
(
φi+2,j − φi+1,j
xi+2,j − xi+1,j
/φi+1,j − φi,j
xi+1,j − xi,j
)
(φi,j − φi+1,j) if ui+1/2,j < 0
Here, a Van Leer Flux limiter is used:
Ψ(r) =
r + |r|
1 + |r|
Fifth order
The fifth order upwind-biased approximation to φi+1/2,j is the WENO scheme pro-
posed by Ren et al. [110], which was developed on a uniform mesh:
φi+1/2,j =
3∑
r=1
ωrφ
r
i+1/2,j (3.27)
The weight ωr is calculated as:
ωr =
αr
(+ βr)2
/ 3∑
r=1
αl
(+ βl)2
(3.28)
where α1 = 0.1, α2 = 0.6 and α3 = 0.3. The candidate stencils φri+1/2,j and the
smoothness indicators βr are computed as:
φ1i+1/2,j =
1
3
v1 − 76v2 +
11
6
v3 (3.29)
φ2i+1/2,j = −
1
6
v2 +
5
6
v3 +
1
3
v4 (3.30)
φ3i+1/2,j =
1
3
v3 +
5
6
v4 − 16v5 (3.31)
β1 =
13
12
(v1 − 2v2 + v3)2 + 14(v1 − 4v2 + 3v3)
2 (3.32)
β2 =
13
12
(v2 − 2v3 + v4)2 + 14(v2 − v4)
2 (3.33)
β3 =
13
12
(v3 − 2v4 + v5)2 + 14(3v3 − 4v4 + v5)
2 (3.34)
When ui+1/2,j ≥ 0, v1 = φi−2,j , v2 = φi−1,j , v3 = φi,j , v4 = φi+1,j , v5 = φi+2,j ; When
ui+1/2,j < 0, v1 = φi+3,j , v2 = φi+2,j , v3 = φi+1,j , v4 = φi,j , v5 = φi−1,j .
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3.3.3 Reinitialisation
It is desirable for many problems that the level set function maintains the property
of signed distance, i.e. |∇φ| = 1. Although it is straightforward to initialise the level
set function as a distance function, the level set function usually will deviate from
this signed distance function when advected by the level set equation. Therefore, it is
necessary to enforce |∇φ| = 1 by a procedure which is referred to as reinitialisation.
There are two approaches to reinitialise the level set function. One is the Fast Marching
method (FFM) proposed by Sethian [119]. The other is to solve the steady state solution
of the reinitialisation equation ([126])
∂ϕ
∂τ
= S(ϕ0)(1− |∇ϕ|) (3.35)
with the initial condition ϕ0 = ϕ(x, τ = 0) = φ(x, t), S(ϕ0) is a modified sign function:
S(ϕ0) =
ϕ0√
ϕ02 +42
(3.36)
Where 4 = max(∆x,∆y). After solving equation (3.35) to the steady state, replace φ
with ϕ.
In FFM, a special algorithm is needed to search through all the tentative grid
points to find the one to update first. In order to avoid the complexity of the algorithm
implementation in FFM, the second approach (solving the reinitialisation equation) is
adopted in the present research. The second-order Adams-Bashforth scheme is used
for temporal discretisation of the reinitialisation equation:
ϕn+1 − ϕn
∆τ
=
3
2
S(ϕ0) (1− |∇ϕ|n)− 12S(ϕ0)
(
1− |∇ϕ|n−1) (3.37)
Here, the pseudo time step is set to be ∆τ = 0.3min(∆x,∆y).
Since the reinitialisation equation is hyperbolic, a Godunov scheme is applied in
solving this PDE to obtain a signed distance in both directions away from the inter-
face, as recommended by Herrmann [52] and Javierre et al. [61]. The term |∇ϕ| is
approximated with [61]:
|∇ϕ| =

√
max(a2+, b2−) +max(c2+, d2−) if ϕi,j > 0√
max(a2−, b2+) +max(c2−, d2+) if ϕi,j < 0
0 otherwise
(3.38)
where a− = min(a, 0), a+ = max(a, 0), a = d−x , b = d+x , c = d−y , d = d+y . In the
following, only the discretisation of d−x and d+x is described while other terms can be
discretised in a similar way.
First order
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The first order approximation to d−x and d+x at node (i, j) is the upwind scheme:
d−x =
ϕi,j − ϕi−1,j
xi,j − xi−1,j (3.39)
d+x =
ϕi+1,j − ϕi,j
xi+1,j − xi,j (3.40)
Second order
The second order approximation to d−x and d+x at node (i, j) is the second order
ENO scheme from Yue et al. [151] (for simplicity the subscripts j and k are ignored):
d−x =
ϕi,j − ϕi−1,j
xi,j − xi−1,j + (xi,j − xi−1,j) minmod(hi−1,j , hi,j) (3.41)
d+x =
ϕi+1,j − ϕi,j
xi+1,j − xi,j + (xi,j − xi+1,j) minmod(hi,j , hi+1,j) (3.42)
minmod(p, q) =
{
sign(p)min(|p|, |q|) if pq > 0
0 otherwise
(3.43)
The divided difference hi,j is defined as:
hi,j =
(
ϕi+1,j − ϕi,j
xi+1,j − xi,j −
ϕi,j − ϕi−1,j
xi,j − xi−1,j
)/
(xi+1,j − xi−1,j) (3.44)
Fifth order
The fifth order approximation to d−x and d+x at node (i, j) is the HJ WENO scheme
by Jiang [62], which was developed on a uniform mesh:
dx =
3∑
r=1
ωrd
r
x (3.45)
The weight ωr is calculated as:
ωr =
αr
(+ βr)2
/ 3∑
r=1
αl
(+ βl)2
(3.46)
where α1 = 0.1, α2 = 0.6 and α3 = 0.3. The candidate stencils drx and the smooth
indicators βr are computed as:
d1x =
1
3
v1 − 76v2 +
11
6
v3 (3.47)
d2x = −
1
6
v2 +
5
6
v3 +
1
3
v4 (3.48)
82
3. Interface Capturing Methods
d3x =
1
3
v3 +
5
6
v4 − 16v5 (3.49)
β1 =
13
12
(v1 − 2v2 + v3)2 + 14(v1 − 4v2 + 3v3)
2 (3.50)
β2 =
13
12
(v2 − 2v3 + v4)2 + 14(v2 − v4)
2 (3.51)
β3 =
13
12
(v3 − 2v4 + v5)2 + 14(3v3 − 4v4 + v5)
2 (3.52)
When calculating d−x , v1 = D−φi−2,j , v2 = D−φi−1,j , v3 = D−φi,j , v4 = D−φi+1,j ,
v5 = D−φi+2,j (D− is the backward difference); When calculating d+x , v1 = D+φi+2,j ,
v2 = D+φi+1,j , v3 = D+φi,j , v4 = D+φi−1,j , v5 = D+φi−2,j (D+ is the forward
difference).
3.3.4 Liquid disc deformation in a single vortex
Here, the fifth-order WENO schemes are used in evolving LS (the performance of
numerical schemes of different orders are surveyed below in section 3.7). The WENO
scheme of Ren et al. [110] was used for LS advection, and the HJ WENO scheme of
Jiang [62] was used for LS reinitialisation.
Figure 3.9 shows the interface shape at t = T in the single vortex test obtained on a
mesh of 128× 128 cells. In comparison with the exact interface, the LS method is able
to capture the interface. However, the thin ligament at the tail is still underresolved.
Moreover, 31% mass gain is observed when the maximum deformation is reached at
t = T .
On a better resolution mesh(256× 256), the captured interface agrees much better
with the exact solution as illustrated in Figure 3.10, with the mass gain reducing
significantly to 5%. In contrast to the mass loss reported by Berlemont [7], mass gain
is predicted in the current implentmentation of the LS method, though the mass error of
both cases are of the same order. The main difference between the two implementations
is the way that the WENO scheme is implemented in evolving the level set equation.
The fifth-order WENO scheme from Ren et al. [110] is used in the current code, which
advects the level set function in a finite volume approach. The fifth-order HJ WENO
scheme from Jiang [62] was used by Berlemont [7], which advects the level set function
in a finite different way. The HJ WENO scheme was also tested in this study for
solution of the level set equation in the same test case on a mesh of 256×256, resulting
in a mass loss of 7%.
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Figure 3.9: Shape of the deformed interface in single vortex flow at t = T on mesh
128× 128: black line: exact interface; red line: interface resolved by LS method.
Figure 3.10: Shape of the deformed interface in single vortex flow at t = T on mesh
256× 256: black line: exact interface; red line: interface resolved by LS method.
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3.4 CLSVOF method
3.4.1 Philosophy of CLSVOF
The LS and VOF methods are both popular interface tracking techniques for two-phase
flow simulation, with each having distinct advantages and disadvantages. The advan-
tage of the VOF method is that it can conserve mass accurately, but it is difficult to
extract the interface information (i.e. interface location, normal vector, and curvature)
especially in 3D due to the discontinuity of the VOF function. The LS method can
provide a superior representation of the interface topology, but its main drawback is
the marked mass error when evolving the interface. In order to combine the advantages
of LS and VOF, a coupled level set/VOF (CLSVOF) method was proposed by Sussman
and Puckett [125], and has also been implemented by Me´nard et al. [93] and Wang et
al. [143] in their two-phase simulations.
A flow chart of the CLSVOF method is shown in Figure 3.11. The coupling of
the LS and VOF methods occurs during the interface reconstruction and LS-redistance
processes. The detailed algorithm of the present CLSVOF method is as follows:
• Initialise the level set function φn=0 and volume fraction function Fn=0.
• Reconstruct the interface. The normal vector of the interface is calculated from
the level set function: ~n = ∇φ/|∇φ|, and the position of interface is constrained
by the VOF function.
• Advect the VOF function from Fn to Fn+1, based on the reconstructed interface.
Advect the level set function from φn to (φn+1)∗. The operator split method is
used for solving both equations.
• Reconstruct the interface using the new level set function (φn+1)∗ and the VOF
function Fn+1.
• Correct the level set value in the cells containing the interface, based on the
reconstructed interface. Perform a reinitialisation step to obtain the final level
set function φn+1 with a recovered signed distance property.
It is noted in section 3.3 that Adams-Bashforth scheme is used for temporal discreti-
sation of the LS advection equation in the pure LS method. However, in the CLSVOF
method, an operator split approach is used for LS advection in order to be consistent
with the solution of VOF advection. The algorithm of the operator split method for
the LS equation is as follows:
φ˜i,j =
φni,j + (∆t/∆x)
(
Gi−1/2,j −Gi+1/2,j
)
1− (∆t/∆x) (ui+1/2,j − ui−1/2,j) (3.53)
φn+1i,j = φ˜i,j +
∆t
∆y
(
G˜i,j−1/2 − G˜i,j+1/2
)
+
∆t
∆y
φ˜i,j
(
vi,j+1/2 − vi,j−1/2
)
(3.54)
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Figure 3.11: Flow chart of the CLSVOF method
where Gi+1/2,j = ui+1/2,jφi+1/2,j , and φi+1/2,j is approximated as in section 3.3.
3.4.2 Calculation of the normal vector in CLSVOF
In CLSVOF, the normal vector is calculated from the level set function. A least squares
technique was recommended for calculation of the unit normal vector by Sussman and
Puckett [125] in their CLSVOF method. Me´nard et al. [93] also adopted this method,
but modified it to resolve thinner ligaments by used of a proper choice of the stencil.
They observed in [93] that a nine-point stencil failed to correctly localise the interface
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when two interfaces crossed the stencil domain, and a six-point or four-point stencil was
more appropriate in this case. In the present study, the unit normal vector is calculated
directly by discretising the level set gradient in a finite difference scheme, and proper
corrections are made to improve the capability of resolving thin ligaments as explained
below.
The straightforward way to discretise ~m = ∇φ is the central difference scheme. The
normal vector ~m at node (xi, yj) is approximated by:
mx = mcx =
φi+1,j − φi−1,j
24x
my = mcy =
φi,j+1 − φi,j−1
24y
(3.55)
Then the unit normal ~n vector can be obtained from ~m via:
nx = − mx√
mx2 +my2
ny = − my√
mx2 +my2
(3.56)
However, the above scheme results in a large error in the computed normal vector
when two interfaces approach each other as shown in Figure 3.12. The level set values at
nodes (xi, yj), (xi+1, yj), (xi, yj+1), (xi, yj−1) are determined by the interface which
crosses cell (i, j), while the level set value at node (xi−1, yj) is determined by the
interface which crosses cell (i − 1, j). Thus, when approximating the normal vector
of the interface in cell (i, j), only the nodes (xi, yj), (xi+1, yj), (xi, yj+1), (xi, yj−1)
should be used while the node (xi−1, yj) should be excluded. In this case, nx should
be approximated by a forward difference, and ny should be approximated by a central
difference, i.e. 
mx = mcx =
φi+1,j − φi,j
4x
my = mcy =
φi,j+1 − φi,j−1
24y
(3.57)
In this case, a central difference approximation for mx is not capable of giving a correct
prediction of the normal vector, since it uses the node (xi−1, yj).
The above method for calculation of the normal vector can be improved by appropriately
choosing one of the three finite difference schemes: central difference, forward differ-
ence, backward difference. The forward difference of ~m = ∇φ at node (xi, yj) is defined
by 
m+x =
φi+1,j − φi,j
4x
m+y =
φi,j+1 − φi,j
4y
(3.58)
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Figure 3.12: Choice of nodes for normal vector calculation when two interface are near
each other. Green line are the two-phase interfaces.
The backward difference of ~m = ∇φ at node (xi, yj) is defined by
m−x =
φi,j − φi−1,j
4x
m−y =
φi,j − φi,j−1
4y
(3.59)
If the value ofm+x is similar to that ofm
−
x , the level set values at nodes (xi−1, yj),(xi, yj+1)
and (xi+1, yj) should be determined by one interface; therefore, the second order central
difference scheme can be used, i.e. mx = mcx. Otherwise, if the value of m
+
x deviates
considerably from that of m−x (e.g. |m+x −m−x | ≥ 0.01) (xi−1, yj) or (xi+1, yj) should
be determined by another interface rather than the one that crosses the cell (i, j). The
node which produces the larger value of the derivative is the one whose level set value
is determined by the interface crossing cell (i, j). If |m+x | > |m−x |, then mx = m+x ;
otherwise mx = m−x .
3.4.3 Liquid disc deformation in a single vortex
Here, fifth-order WENO schemes are used in evolving LS (the performance of numerical
schemes of different orders is surveyed in section 3.7).
Figure 3.13 shows the results for the single vortex test case obtained by the CSLVOF
method described above with the normal vector calculated by a simple central differ-
ence. The generation of the numerical blobs in the tail of the liquid mass are mainly
caused by the inaccurate central difference approximation of the normal vector when
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two interfaces approach each other. Figure 3.14 shows the interface shape captured by
the CSLVOF method with the improved calculation for the normal vector. By appro-
priately choosing one of the three finite difference schemes (central difference, forward
difference, backward difference), it provides a more accurate normal vector and thus
improves the solution significantly, reducing considerably the size of the numerical
breakup zone where the ligaments are underresolved.
Figure 3.13: Shape of the deformed interface in single vortex flow at t = T on mesh
128× 128: black line: exact interface; red line: interface resolved by CSLVOF method
with normal vector calculated by the central difference.
3.5 Evaluation of LS , VOF and CLSVOF
In this section, a qualitative and quantitative comparison of the LS , VOF and CLSVOF
methods is given for the test case of liquid disc deformation in a single vortex. Table 3.1
shows the errors in the mass enclosed by the interface evolved by the three methods at
t = T taken from the three calculations detailed earlier in sections 3.2(VOF), 3.3(LS)
and 3.4(CLSVOF) on a 128 × 128 mesh. It is obvious that the VOF and CLSVOF
methods can conserve the mass accurately while the LS method induces considerable
mass error. Figure 3.15 provides the interface shapes of the deformed liquid disc at
t = T on a uniform mesh of 128 × 128 obtained by the three interface capturing
methods. The CLSVOF method captures the interface more accurately than either the
LS or VOF method. Although the VOF method can be improved and made capable
to resolve the thin ligament as well as the present CLSVOF method (in Figure 3.15)
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Figure 3.14: Shape of the deformed interface in single vortex flow at t = T on mesh
128× 128: black line: exact interface; red line: interface resolved by CSLVOF method
with improved normal vector calculation.
when using a second order interface reconstruction method as proposed by Lo´pez et al.
[84], their method is very complex, making it difficult to extend to 3D. Therefore, the
CLSVOF method is chosen for use in the current two-phase flow simulations because
of its combined superiority in (i) straightforward implementation in 3D, (ii) capability
of resolving thin ligaments, and (iii) accuracy of conserving mass.
Table 3.1: Mass error at t = T in single vortex test on mesh 128× 128
methods LS VOF CLSVOF
mass error 31 % 6× 10−4 % 5× 10−4 %
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(a) LS (b) VOF
(c) CLSVOF
Figure 3.15: Interface shape at t = T in single vortex teston mesh 128× 128 obtained
by: (a) level set method; (b) VOF method; (c) CLSVOF method.
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3.6 3D CLSVOF method
The CLSVOF method as described in the last section is here extended to 3D, and
tested in a 3D deforming interface problem. Since the operator split method is used in
the CLSVOF method, algorithm in 3D is generally the same as that in 2D except for
a few differences detailed in the following.
For the operator split method in 3D, the discretisation scheme from Sussman and
Puckett [125] is used (Φ is either the VOF function F or the level set function φ):
Φ˜i,j,k =
Φni,j,k + (∆t/∆x)
(
Gi−1/2,j,k −Gi+1/2,j,k
)
1− (∆t/∆x) (ui+1/2,j,k − ui−1/2,j,k) (3.60)
Φˆi,j,k =
Φ˜i,j,k + (∆t/∆y)
(
G˜i,j−1/2,k − G˜i,j+1/2,k
)
1− (∆t/∆y) (vi,j+1/2,k − vi,j−1/2,k) (3.61)
Φ¯i,j,k =
Φˆi,j,k + (∆t/∆z)
(
Gˆi,j,k−1/2 − Gˆi,j,k+1/2
)
1− (∆t/∆z) (wi,j,k+1/2 − wi,j,k−1/2) (3.62)
Φn+1i,j,k = Φ¯i,j,k −
Φ˜i,j,k
∆x
(ui+1/2,j,k − ui−1/2,j,k)∆t−
Φˆi,j,k
∆y
(vi,j+1/2,k − vi,j−1/2,k)∆t−
Φ¯i,j,k
∆z
(wi,j,k+1/2 − wi,j,k−1/2)∆t (3.63)
where Gi+1/2,j,k = ui+1/2,j,kΦi+1/2,j,k denotes the flux of Φ through the right face of
cell (i, j, k).
When Φ is the level set function, the face value Φi+1/2,j,k is calculated in the manner
described in section 3.3.
When Φ is the VOF function, the liquid volume flux Gi+1/2,j,k is calculated directly
from VOF advection algorithm:
Gi+ 1
2
,j,k =
Vi+ 1
2
,j,k
∆t∆y∆z
(3.64)
where Vi+ 1
2
,j,k is liquid volume through the right face of cell (i, j, k) during the time
∆t.
In a 3D cut cell, the interface plane (shown in Figure 3.16) can be denoted by the
equation n1 x+n2 y+n3 y = α. Here, n1, n2 and n3 are the components of the interface
unit normal vector in the x, y and z directions respectively, and α is the normal distance
from the origin O to the interface plane. Assuming that n1, n2 and n3 are positive,
the relation between the liquid volume in the cell and α given by Gueyffier et al. [45]
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is used here:
F ∆1∆2∆3 =
α3
6n1n2n3
[
1−
3∑
k=1
H(α− nk4k)
(
α− nk4k
α
)3
+
3∑
k=1
H(α− αmax + nk4k)
(
α− αmax + nk4k
α
)3]
(3.65)
where αmax = n141 + n242 + n343.
Figure 3.16: The interface plane in a 3D cut cell. The normal vector ~n points from
liquid to gas.
For the LS reinitialisation equation in 3D, the term |∇ϕ| is approximated with [61]:
|∇ϕ| =

√
max(a2+, b2−) +max(c2+, d2−) +max(e2+, f2−) if ϕijk > 0√
max(a2−, b2+) +max(c2−, d2+) +max(e2−, f2+) if ϕijk < 0
0 otherwise
(3.66)
where a− = min(a, 0), a+ = max(a, 0), a = d−x , b = d+x , c = d−y , d = d+y , e = d−z ,
f = d+z . Discretisation of these terms follows the same routine as in 2D (see section
3.3).
A 3D problem from [93] is used to evaluate the performance of the 3D CLSVOF
algorithm. A sphere of radius 0.15 was placed in the domain (1,1,1) with its centre at
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point (0.35,0.35,0.35). The velocity field is prescribed by
u(x, y, z, t) = 2 sin2(pix) sin(2piy) sin(2piz)cos(pit/T )
v(x, y, z, t) = − sin(2pix) sin2(piy) sin(2piz)cos(pit/T )
w(x, y, z, t) = − sin(2pix) sin(2piy) sin2(piz)cos(pit/T )
(3.67)
where T = 3s. In this single vortex velocity field, the liquid sphere stretches into a
thin film, reaching its maximum deformation at t = T2 , and then reverses back to the
original sphere.
Figure 3.17 shows the results obtained from the current CLSVOF method on a
uniform mesh of 150× 150× 150 cells. At the maximum deformation (t = T2 ), the thin
liquid film breaks up numerically into ligaments in the middle section of the deformed
shape. On a marginally finer mesh of 200 × 200 × 200 cells, this thin liquid film can
be resolved well as illustrated in Figure 3.18.This validates the implementation scheme
selected for the CLSVOF method to be used in the remainder of the thesis.
Figure 3.17: Deformation of a sphere predicted by CLSVOF method on uniform mesh
150 × 150 × 150: initial sphere (left); deformation at t = T2 (middle); reverse back to
initial position at t = T (right).
3.7 Numerical schemes of different order
While the second order PLIC scheme is well established as adequate for VOF advection,
numerical schemes of different order can be used for LS advection and reinitialisation
in both ‘pure’ LS and CLSVOF methods. Me´nard et al. [93] suggested that a 5th order
WENO scheme should be used to evolve the LS in their CLSVOF method for accuracy.
In the hybrid VOF and Level Set method proposed by Park et al. [99], the 5th-order
WENO was again used in discretising the LS reinitialisation equation, based on the
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Figure 3.18: Interface shape of deformed sphere at t = T2 obtained by CLSVOF method
on mesh 200× 200× 200
observation of Croce et al. [17] that WENO showed superior performance than other
ENO schemes in the pure Level Set method. WENO schemes for LS advection [110]
and reinitialisation [62] were developed on uniform Cartesian mesh. It has not been
validated whether these can work well on non-uniform meshes. A further drawback of
WENO is that it is computationally expensive. Therefore, it was decided to survey
different numerical schemes to establish the optimum scheme for the LS evolution in
the sense of low computational cost and sufficient accuracy.
The first test case is the transport of a liquid disc in uniform velocity field. A liquid
disc of radius 0.25 with centre at point (−0.5, 0) is placed in the domain [−1, 1]×[−1, 1].
The velocity field is uniform, with u = 0.05, v = 0. After 20 seconds, the circle should
have been transported unchanged to a position with its centre at point (0.5, 0). All
simulations of this test case were run on a uniform mesh of 100× 100 cells with a time
step of 0.08 second.
Figure 3.19 shows the liquid disc captured by the pure level set method with three
schemes of different order used for both advection and reinitialisation steps. The fifth
order scheme can capture the liquid disc well with small mass loss (see Table 3.2) in
this simple test case. The second order scheme loses considerable mass (7.5%) while
the first order scheme loses nearly all the mass.
Figure 3.20 and Table 3.2 shows the results from the CLSVOF method for the same
test problem. The CLSVOF method can capture the liquid disc transport very well,
and the three different-order schemes for level set advection and reinitialisation produce
no difference. Table 3.2 shows that the CLSVOF method conserves mass accurately,
95
3. Interface Capturing Methods
Figure 3.19: The liquid disc captured by pure level set method after a transfer in
uniform flow. Numerical schemes for level set equations: fifth order scheme (a); second
order scheme (b); first order scheme (c). Black circle is the exact interface.
even with a first order scheme for the evolution of the LS function.
Figure 3.20: The liquid disc captured by CLSVOF method after a transfer in uniform
flow. Numerical schemes for level set equations: fifth order scheme (a); second order
scheme (b); first order scheme (c). Black circle is the exact interface.
In conclusion, the fifth order scheme for LS advection and reinitialisation is neces-
sary in a pure LS method to reduce the mass error. However, low order schemes (first
order, second order) can be used for LS evolution when the LS equation is solved in
conjuction with the VOF equation as in the CLSVOF method where mass conservation
is determined by VOF evolution. It is not yet clear whether this result is only rele-
vant to interface capture with a pre-specified velocity field as in the simple test cases
chosen in this chapter, or will also hold when the two-phase velocity field is also part
of the calculation. This point will be addressed below in Chapter 5, but the result
can for convenience be mentioned here that second order methods for LS evolution in
a CLSVOF scheme are found to be the best choice. Therefore, this method has been
used in all following simulations.
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Table 3.2: Mass error when transporting a liquid disc
methods fifth order second order first order
Pure LS 0.3 % 7.5 % 99.7 %
CLSVOF 3.2× 10−4 % 3.0× 10−4 % 3.1× 10−4 %
3.8 Nonuniform Cartesian mesh vs. uniform Cartesian
mesh
Due to the choice of a second order LS evolution scheme, it is straightforward to
implement the CLSVOF method on a non-uniform Cartesian mesh which can provide
a fine resolution in regions where it is needed. The benefits of using a non-uniform
mesh are shown in the simulation of sphere deformation. Figure 3.21 shows that the
thin film can be resolved well on a non-uniform mesh of 160 × 160 × 160 cells while
ligaments are produced numerically on uniform mesh with the same number of cells.
Figure 3.21: Deformation of a sphere in a single vortex velocity field at t = T2 predicted
by second order CLSVOF method: PLIC for VOF and second order scheme for LS.
(a): Uniform mesh of 160× 160× 160 cells; (b): nonuniform mesh of 160× 160× 160
cells.
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3.9 Summary
This chapter has detailed the algorithms for the VOF, LS, and CLSVOF methods, and
evaluated these three interface capturing method by simulating liquid disc deformation
in a specified single-vortex velocity field. It is observed that the VOF method can
conserve mass accurately, but it is difficult to extract the interface information (i.e.
interface location, normal vector, and curvature) especially in 3D due to the discon-
tinuity of the VOF function. The LS method can provide a superior representation
of the interface topology, but it introduces considerable mass error when evolving the
interface. The CLSVOF method is shown to be able to combine the advantages of
both the LS and VOF methods. An extended 3D version of CLSVOF method is also
demonstrated to perform well in a simulation of sphere deformation in a specified vor-
tex flow. Therefore, the CLSVOF method is chosen as the interface capturing method
in the current two-phase flow formulation.
Numerical schemes of different orders have been surveyed for LS advection and
reinitialisation equations. It is observed that high order schemes (fifth order WENO)
are necessary to reduce the mass error in the pure LS method. In contrast, low order
schemes (first order or second order) can achieve the same accuracy as the fifth order
WENO schemes when used to evolve the LS function in the CLSVOF method. Thanks
to the use of low order schemes for LS evolution, the CLSVOF method can be straight-
forwardly applied in non-uniform Cartesian mesh, resulting in a better solution than
on a uniform mesh. As will be demonstrated below in Chapter 5, the second order
methods for LS evolution are the best choice in a CLSVOF scheme when the velocity
field is also numerically solved.
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Two-phase LES
4.1 Two-phase flow Governing equations
In the current study of two-phase flow modelling, both liquid and gas are considered
as incompressible and immiscible fluids. For simplicity of numerical implementation, a
single set of governing equations is solved for both phases. The continuity equation in
two-phase flows is the same as that in single-phase flows:
∂Ui
∂xi
= 0 (4.1)
The momentum equation must allow for the fluid property discontinuity and surface
tension at the interface:
∂(Ui)
∂t
+
∂(UiUj)
∂xj
= −1
ρ
∂p
∂xi
+
1
ρ
∂τij
∂xj
+ gi +
1
ρ
FSTi (4.2)
here, gi is gravitational acceleration. The viscous stress τij is calculated by:
τij = 2µSij , Sij =
1
2
(
∂Ui
∂xj
+
∂Uj
∂xi
)
(4.3)
Density and viscosity are determined by the LS function in the current formulation:
ρ = ρG + (ρL − ρG)H(φ)
µ = µG + (µL − µG)H(φ)
(4.4)
The Heaveside function H(φ) is defined as:
H(φ) =
{
1 if φ > 0
0 if φ ≤ 0 (4.5)
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The surface tension FSTi is computed from:
FSTi = σκ
∂H
∂xi
(4.6)
Here, σ is the surface tension coefficient. The interface curvature κ is calculated from
the LS function:
κ =
∂ni
∂xi
ni = − 1√
∂φ
∂xk
∂φ
∂xk
∂φ
∂xi
(4.7)
Where ni is the interface normal vector pointing from the liquid phase to the gas phase.
4.2 Two-phase flow LES formulation
The philosophy for the current approach to two-phase LES is as follows: the usual
spatially filtered LES formulation is employed in the single-phase flow regions with
proper boundary conditions imposed on the interface for both phases (detailed in the
following sections). The continuity equation becomes:
∂U i
∂xi
= 0 (4.8)
where an overbar represents spatial filtering. The residual or sub-grid-scale (SGS) stress
tensor which appears in the resolved scale filtered momentum equations is modelled by
a simple Smagorinsky eddy viscosity approach [121] (4 represents the filter width,
taken as the cube root of the local cell volume); the SGS term arising from the surface
tension term filtering is neglected (see comments below on the spatial resolution of the
interface):
∂(U i)
∂t
+
∂(U iU j)
∂xj
= −1
ρ
∂P
∂xi
+
1
ρ
∂(τ ij + τ rij)
∂xj
+ gi +
1
ρ
F
ST
i (4.9)
τ ij = 2µSij τ rij = 2µrSij Sij =
1
2
(
∂U i
∂xj
+
∂U j
∂xi
)
µr = ρ (CS4)2 S S =
√
2Sij Sij P = p+
2
3
ρkr kr =
1
2
τ rkk
ρ = ρG + (ρL − ρG)H
(
φ
)
µ = µG + (µL − µG)H
(
φ
)
Note that the same momentum equations are solved within single phase regions of
the flow as well as in the zone containing the interface. Since it is desired to maintain the
implications of a sharp interface, fluid density and viscosity are in the present approach
not considered as spatially filtered quantities, but are set to be the properties of liquid
or gas depending on the local value of the resolved Level Set φ. The VOF function
is discontinuous across the interface; spatial filtering will regularise F to a continuous
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function and smear the interface — some element of which is, however, inevitable in
any discretised methodology. The instantaneous VOF equation written in terms of
resolved scale and SGS velocity components (u′i) is
∂F
∂t
+ Ui
∂F
∂xi
=
∂F
∂t
+
(
U i + u′i
) ∂F
∂xi
= 0 (4.10)
Whilst modelling approaches for reconstructing the SGS velocity have been proposed
([55], [51]), these have not yet developed into a generally demonstrated and workable
method. Equally, the liquid volume flux is dominated by the filtered velocity, and the
contribution of the SGS velocity is small. Thus, the SGS term in the VOF equation
is neglected, resulting in the following transport equation solved for resolved VOF
function F :
∂F
∂t
+ U i
∂F
∂xi
= 0 (4.11)
For consistency, an analogous treatment is adopted for the transport equation for re-
solved Level Set φ:
∂φ
∂t
+ U i
∂φ
∂xi
= 0 (4.12)
As a consequence of this approach, the resolved interface geometry cannot track
distortions due to the smallest eddies, and this is the reason no SGS component of the
surface tension force has been retained in the momentum equations, thus:
FSTi = σκ
∂H
∂xi
κ =
∂ni
∂xi
ni = − 1√
∂φ
∂xk
∂φ
∂xk
∂φ
∂xi (4.13)
Thus, in the present work the LES formulation is similar to that referred to in
[43] and [8] as quasi-DNS/LES, i.e. an under-resolved DNS of the interface combined
with an LES of the single phase regions of the flow; the treatment of fluid density and
viscosity is, however, different.
In what follows, for simplicity the overbar indicating spatial filtering has been omit-
ted, but all variables represent LES resolved quantities.
4.3 Temporal discretisation
In the solution of single phase flow, the second order Adams-Bashforth scheme is used
for temporal discretisation since the convection and diffusion terms are continuous in
term of time. However, these terms are discontinuous across the interface due to the
density and viscosity jump between liquid and gas. Therefore, the convection and
diffusion terms can be discontinuous over the time when the phase in one cell changes
from gas (liquid) to liquid (gas). Since the Adams-Bashforth scheme is based on Taylor
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series expansion and demands continuity of the convection and diffusion terms, it may
be unsuitable for two-phase flow. For caution’s sake, a forward Euler projection method
is used here for the temporal discretisation of the two-phase governing equations.
First, an intermediate velocity is computed from convection, diffusion and gravi-
tational terms (NB surface tension is treated as part of the pressure term using the
ghost-fluid approach as described in the next section):
U∗i − Uni
δt
= −∂(U
n
i U
n
j )
∂xj
+
1
ρ
∂(τnij + τ
r
ij
n)
∂xj
+ gi (4.14)
Second, the intermediate velocity field is updated using a pressure gradient term to
obtain the velocity at time step n+ 1:
Un+1i − U∗i
δt
= −1
ρ
∂Pn+1
∂xi
(4.15)
Since the velocity field at time step n+1 must satisfy the continuity equation, a pressure
Poisson equation may be derived by taking the divergence of equation 4.15 to allow
Pn+1 to be calculated:
∂
∂xi
(
1
ρ
∂Pn+1
∂xi
)
=
1
δt
∂U∗i
∂xi
(4.16)
4.4 Treatment of surface tension - Ghost fluid method
In the current simulation of two-phase flows, the pressure jump arising from surface
tension is incorporated into the discretisation of the pressure gradient in a ghost fluid
method [34] [81] [66]. Ghost and real values of pressure are illustrated in Figure 4.1.
The pressure gradient at i− 1/2 can be discretised as:(
∂P
∂x
)
i−1/2
=
PGi − Pi−1
δx
=
Pi − [P ]− Pi−1
δx
(4.17)
Here, [P ] is the pressure jump across the interface, which is related to the surface
tension via:
[P ] =

σκΓ if φi−1 ≤ 0 and φi > 0
−σκΓ if φi−1 > 0 and φi ≤ 0
0 otherwise
(4.18)
The curvature at the interface κΓ is calculated from linear interpolation:
κΓ = κi−1(1− θ) + κiθ θ = |φi−1||φi−1|+ |φi| (4.19)
102
4. Two-phase LES
Figure 4.1: Illustration of the ghost fluid method. Red points represent the real pressure
while green ones represent the ghost values of pressure.
4.5 Discretisation of the nonlinear convection term
In the following, discretisation of the momentum equation for velocity component u is
carried out on a 2D grid for demonstration. Extension to 3D and to other components
is then straightforward. The grid and variables arrangement are shown in Figure 4.2.
The variables are arranged in a staggered manner: the pressure, LS and VOF are
located at the cell centre; the velocity components are located at corresponding faces.
4.5.1 The problem with a conventional approach
In a conventional discretisation, the convection terms in the x-momentum control vol-
ume Ωi−1/2, j (the grey-shaded region in Figure 4.2) are computed via:∫
Ωi−1/2, j
∂uu
∂x
dV = (ui,jui,j − ui−1,jui−1,j)∆yj (4.20)
where, for example:
ui,j =
ui−1/2,j + ui+1/2,j
2
(4.21)
∫
Ωi−1/2, j
∂uv
∂y
dV = (ui−1/2,j+1/2vi−1/2,j+1/2 − ui−1/2,j−1/2vi−1/2,j−1/2)
∆xi−1 +∆xi
2
(4.22)
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Figure 4.2: Grid and variables arrangement. The green-shaded region is a pressure
CV; the grey-shaded region is an x-momentum CV; the yellow-shaded region is a y-
momentum CV.
where
ui−1/2,j−1/2 =
ui−1/2,j + ui−1/2,j−1
2
vi−1/2,j−1/2 =
vi−1,j−1/2 + vi,j−1/2
2
(4.23)
The density used for the x-momentum control volume Ωi−1/2, j is normally taken as an
averaged value based on LS:
ρi−1/2,j = ρi−1,j
|φi−1,j |
|φi−1,j |+ |φi,j | + ρi,j
|φi,j |
|φi−1,j |+ |φi,j | (4.24)
However, it was observed in preliminary calculations that the above discretisation
scheme can induce a large numerical error in momentum for cells which straddle the
liquid/gas interface. This was evidenced in simulations carried out (to be reported in
detail below) of a single liquid drop in a uniform gas flow. Experiments have shown
that, for Weber number (ratio of the aerodynamic force to the surface tension force)
equal to the low value of 3.4, the droplet should only undergo moderate oscillatory
deformation without breakup (see Figure 1.4). In a simulation of this case with the
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conventional approach to convection term discretisation as described above, the droplet
breaks up numerically due to errors in momentum around the interface, as shown in
Figure 4.3.
Figure 4.3: Numerical breakup of droplet with We = 3.4 in a simulation with the
conventional discretisation approach for the convection term
Due to the viscosity and density discontinuity across the interface, the velocity
gradient and momentum fluxes should also be discontinuous in this region, making a
simple interpolation and average approach incapable of conserving momentum. Two
approaches have been investigated by Desjardins and Moureau [22] to deal with high
density ratio, but both of them have not been validated against the experimental results.
Sussman et al. [127] proposed an approach using exptrapolated liquid velocity, which
was applied to simulated liquid jet atomisation at condition of high density ratio by
Li et al. [80]. Therefore, a special discretisation scheme using an extrapolated liquid
velocity was adopted for the present two-phase LES algorithm.
4.5.2 Philosophy of discretisation using an extrapolated liquid veloc-
ity field
Consider momentum discretisation for CVs in the vicinity of the interface for the case
shown in Figure 4.4. When the level set value at a CV node is positive, this CV is
referred to as a liquid CV, otherwise, it is referred to as a gas CV. For example, since
φi+1/2, j > 0, the x-momentum CV Ωi+1/2, j is a liquid CV, and it is treated as if it
contains only liquid: the resolved velocity ui+1/2, j thus represents a liquid velocity, and
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the density in this x-momentum CV is set to be liquid density (i.e. ρi+1/2, j = ρL).
Similarly, due to φi−1/2, j > 0, the x-momentum CV Ωi−1/2, j is considered as a gas
CV: the resolved velocity ui−1/2, j represents the gas velocity, and the density in this
x-momentum CV is set to be gas density (i.e. ρi−1/2, j = ρG). Due to the velocity
difference between the gas phase and the liquid phase, two boundary layers will form in
both phases on either side of the interface; because the shear stress across the interface
is continuous and the liquid/gas viscosity ratio is large (O(100)), the velocity gradient
in the gas is much larger than that in the liquid phase, as sketched in Figure 4.5. It is
obvious from these considerations that the interface velocity is much closer to that in
the neighbouring liquid CV (Ωi+1/2, j) than in the neighbouring gas CV (Ωi−1/2, j).
Figure 4.4: Momentum discretisation for CVs in the vicinity of the interface. Yellow
region represents a gas x-momentum CV; green region represents a liquid x-momentum
CV.
When solving for the gas velocity ui−1/2, j from the momentum equation in the gas
CV Ωi−1/2, j , the gas momentum flux at the right face ρGui,jui,j needs to be computed.
When solving for the liquid velocity ui+1/2, j from the momentum equation in the liquid
CV Ωi+1/2, j , the liquid momentum flux at the left face ρLui,jui,j needs to be computed.
In this sense, the borderline between these two CVs is numerically treated as the two-
phase interface, and ui,j should therefore reprent the interface velocity in the numerical
approach. As a consequence of the fact that the interface velocity is much closer to
that in neighbouring liquid CVs than in neighbouring gas CVs, a good approximation
to ui,j is to extrapolate the velocity in the neighbouring liquid CV to this point. For
convenience, the extrapolated liquid velocity at the gas CV node uLi−1/2, j (indicated by
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Figure 4.5: Profile of the velocity component u in the vicinity of the interface.
the small arrow labelled uL in Figure 4.4) is first calculated, and then ui,j is computed
from arithmetic averaging ui,j =
uL
i−1/2, j+ui+1/2, j
2 . This issue can also be explained in
another way. Since the liquid/gas density ratio is large (O(1000)), any error in ui,j
can result in a much larger error in the momentum flux term ρuu in the liquid phase
than in the gas phase. Therefore, it is more important to find a proper value of ui,j so
that the calculated convection term ui+1,jui+1,j−ui,jui,j∆x in the liquid CV approximates
well the physical (real) convection term
(
∂uu
∂x
)
i−1/2, j in the liquid phase. This demands
that the computed velocity gradient ui+1,j−ui,j∆x in the liquid CV approximate well the
physical value
(
∂u
∂x
)
i−1/2, j in the liquid phase. The simple averaging treatment (i.e.
ui,j =
ui−1/2, j+ui+1/2, j
2 ) in the conventional discretisation approach would considerably
overpredict the velocity gradient in the liquid CV because of the use of the gas velocity
ui−1/2, j , resulting in significant numerical error in momentum, and it is believed that
this error causes the droplet numerical breakup as shown in Figure 4.3. Use of an
extrapolated liquid velocity approach is a much better option in this case.
The extrapolation technique has already been used in the ghost fluid method (GFM)
for inviscid compressible flows by Fedkiw et al. [34] [35], to extrapolate discontinuous
variables (entropy, tangential velocity) from the real fluid nodes to the ghost cells.
A constant extrapolation approach by solving an advection equation was used in [34]
[35]. Later, a geometric extrapolation approach was used by Sussman et al. [127] to
extrapolate the liquid velocity to the gas region for simulating incompressible two-phase
flows. For simplicity, the constant extrapolation method from [34] is adopted for the
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liquid velocity extrapolation in the present thesis and detailed below in subsection 4.5.3.
It is clear that any extrapolated liquid velocity field should also satisfy continuity
to avoid the Poisson equation generating spurious values of pressure which can also
cause numerical breakup when the liquid phase has a relatively high velocity (e.g.
> 10m/s). Another reason why the extrapolated liquid velocity field should satisfy
continuity is that the extrapolated liquid velocity is used to solve the VOF advection
equation (described below in section 4.9). Sussman et al. [127] suggested that the
VOF advection equation be discretised in a conservation form to avoid the step of
projecting the extrapolated liquid velocity field to a divergence-free one. However,
theoretically, if the extrapolated liquid velocity does not satisfy continuity, the liquid
volume can not be conserved even though discretised in a conservative form, which
will also be demonstrated below in simulations of liquid jet primary breakup. Thus, a
divergence-free approach for the extrapolated liquid velocity is introduced and described
in subsection 4.5.4. Since the extrapolated liquid velocity will only be used in gas CVs
adjacent to the interface, the extrapolation and divergence-free steps can be applied
locally in a two-cell-thickness gaseous layer adjoining the interface. The proposed
spatial discretisation for the convection term using this extrapolated liquid velocity is
outlined in subsection 4.5.5. This approach is validated in simulations of a water drop in
a uniform air flow which had resulted in numerical droplet breakup using conventional
approach as already indicated in Figure 4.3. It is shown in subsection 4.5.6 that this
is avoided by the hereafter developed LES methodology using an extrapolated liquid
velocity field, which was therefore adopted for all future calculations shown in this
thesis.
4.5.3 Liquid velocity extrapolation algorithm
An extrapolated liquid velocity field in the whole simulation domain is needed for
discretisation as described above. The velocity deduced from the momentum equations
(U) gives of course the liquid velocity at nodes in the liquid phase region. The liquid
velocity at nodes in the gas phase region must be computed by extrapolation. For
convenience, another variable array for the liquid velocity field is created, being called
UL.
First, the liquid velocity UL (components uL, vL) in the liquid phase (φ > 0) is
initialised simply by setting it equal to the momentum-deduced velocity U (components
u, v), e.g.:
uLi−1/2,j = ui−1/2,j if φi−1/2,j > 0 where φi−1/2,j =
φi−1,j + φi,j
2
vLi,j−1/2 = vi,j−1/2 if φi,j−1/2 > 0 where φi,j−1/2 =
φi,j−1 + φi,j
2
(4.25)
Then, the liquid velocity at gas phase nodes (φ ≤ 0) is computed by extrapolation of
velocity outwards along the interface normal vector pointing from liquid to gas. For
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example, the liquid velocity component uL in the gas phase is calculated by solving the
following extrapolation equation to the steady state:
∂uL
∂τ
+ ~n · ∇uL = 0 if φi−1/2,j ≤ 0 (4.26)
As explained above this is only necessary for gas-phase nodes which lies close to the
interface. A forward Euler scheme is used for temporal discretisation:
uLi−1/2,j
n+1 − uLi−1/2,j
n
∆τ
= −
(
nx
∂uL
∂x
)n
i−1/2,j
−
(
ny
∂uL
∂y
)n
i−1/2,j
(4.27)
where, the pseudo time step ∆τ is set by:
∆τ = 0.3 min(∆xi−1,∆xi,∆yj−1,∆yj ,∆yj+1) (4.28)
And a first order upwind scheme is used for spatial discretisation:
(
∂uL
∂x
)
i−1/2,j
=
uLi−1/2,j − uLi−3/2,j
∆xi−1
if (nx)i−1/2,j > 0
(
∂uL
∂x
)
i−1/2,j
=
uLi+1/2,j − uLi−1/2,j
∆xi
if (nx)i−1/2,j ≤ 0
(4.29)
(
∂uL
∂y
)
i−1/2,j
=
uLi−1/2,j − uLi−1/2,j−1
0.5(∆yj−1 +∆yj)
if (ny)i−1/2,j > 0
(
∂uL
∂y
)
i−1/2,j
=
uLi−1/2,j+1 − uLi−1/2,j
0.5(∆yj +∆yj+1)
if (ny)i−1/2,j ≤ 0
(4.30)
4.5.4 Divergence free step for the extrapolated liquid velocity
First, a liquid velocity source term in cell (i, j) is computed from:
S = uLi−1/2,j∆yj − uLi+1/2,j∆yj + vLi,j−1/2∆xi − vLi,j+1/2∆xi (4.31)
The extrapolated liquid velocity at gas phase nodes is then corrected by an upwind
scheme:
uLi−1/2,j = u
L
i−1/2,j − aw
S
A
|nx|i−1/2,j (4.32)
uLi+1/2,j = u
L
i+1/2,j + ae
S
A
|nx|i+1/2,j (4.33)
vLi,j−1/2 = v
L
i,j−1/2 − as
S
A
|ny|i,j−1/2 (4.34)
vLi,j+1/2 = v
L
i,j+1/2 + an
S
A
|ny|i,j+1/2 (4.35)
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where
aw =
{
1 if (φi−1/2,j < 0 and φi,j > φi−1,j)
0 else
(4.36)
ae =
{
1 if (φi+1/2,j < 0 and φi,j > φi+1,j)
0 else
(4.37)
as =
{
1 if (φi,j−1/2 < 0 and φi,j > φi,j−1)
0 else
(4.38)
an =
{
1 if (φi,j+1/2 < 0 and φi,j > φi,j+1)
0 else
(4.39)
A = ae|nx|i−1/2,j∆yj + aw|nx|i+1/2,j∆yj + as|ny|i,j−1/2∆xi + an|ny|i,j+1/2∆xi (4.40)
4.5.5 Discretisation of the convection term using the extrapolated
liquid velocity
In order to reduce the discretisation error in momentum for cells which are intersected
by the interface, the convection term is calculated using the extrapolated liquid velocity:
∫
Ωi−1/2, j
∂uu
∂x
dV =

(uLi,ju
L
i,j − uLi−1,juLi−1,j)∆yj if φi−1/2,j > 0
(Ci,j − Ci−1,j)∆yj if φi−1/2,j ≤ 0
(4.41)
where
Ci,j =

uLi,ju
L
i,j if φi+1/2,j > 0
ui,jui,j if φi+1/2,j ≤ 0
(4.42)
Ci−1,j =

uLi−1,ju
L
i−1,j if φi−3/2,j > 0
ui−1,jui−1,j if φi−3/2,j ≤ 0
(4.43)
uLi,j =
uLi−1/2,j + u
L
i+1/2,j
2
ui,j =
ui−1/2,j + ui+1/2,j
2
(4.44)
∫
Ωi−1/2, j
∂uv
∂y
dV =
(uLi−1/2,j+1/2v
L
i−1/2,j+1/2 − uLi−1/2,j−1/2vLi−1/2,j−1/2)
∆xi−1 +∆xi
2
if φi−1/2,j > 0
(Ci−1/2,j+1/2 − Ci−1/2,j−1/2)
∆xi−1 +∆xi
2
if φi−1/2,j ≤ 0
(4.45)
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where
Ci−1/2,j−1/2 =

uLi−1/2,j−1/2v
L
i−1/2,j−1/2 if φi−1/2,j−1 > 0
ui−1/2,j−1/2vi−1/2,j−1/2 if φi−1/2,j−1 ≤ 0
(4.46)
Ci−1/2,j+1/2 =

uLi−1/2,j+1/2v
L
i−1/2,j+1/2 if φi−1/2,j+1 > 0
ui−1/2,j+1/2vi−1/2,j+1/2 if φi−1/2,j+1 ≤ 0
(4.47)
uLi−1/2,j−1/2 =
uLi−1/2,j + u
L
i−1/2,j−1
2
vLi−1/2,j−1/2 =
vLi−1,j−1/2 + v
L
i,j−1/2
2
(4.48)
ui−1/2,j−1/2 =
ui−1/2,j + ui−1/2,j−1
2
vi−1/2,j−1/2 =
vi−1,j−1/2 + vi,j−1/2
2
(4.49)
4.5.6 Discretisation using the extrapolated liquid velocity approach
vs. the conventional approach
The performance of the two discretisation schemes for the convection term were com-
pared in simulations of a static water drop in a uniform (x-direction) air flow. The drop
diameter was 3.1mm with drop centre located initially at (0.008,0,0), and the gas ve-
locity was 15.7m/s. In these simulations, the surface tension coefficient was purposely
set to zero, therefore there should be no pressure jump across the interface. Figure 4.6
shows the predicted gas phase velocity vector on a plane through the drop mid-section.
This snapshot was taken 200 time steps (∆t = 2 × 10−7 second) after the simulation
was initialised, so no wake region has yet formed behind the drop whose centre has also
not yet moved. The two pressure CVs which lie on either side of the interface on the
line y = 0 are indicated as i and i + 1. Figure 4.7 shows the predicted pressure along
the x-direction in the vicinity of the windward stagnation point (near the i, i+1 CVs).
Physically, the pressure in the gas phase should be similar to that of gas flow around a
solid sphere, which has a high value in the front stagnation region and a low value in
the periphery and rear regions. Since the pressure field inside the liquid drop satisfies
the Poisson equation (which has a negligible source term due to the small velocity in
the liquid phase at this stage) with pressure boundary condition exerted by the gas
flow, the pressure should be smooth inside the liquid phase with the highest value at
the drop front edge. Therefore, the pressure should increase in the gas phase to the flow
stagnation point on the interface, then decrease within the liquid phase as shown here
by the black line marked ‘approx. ideal distribution’. Discretisation of the convection
term using the extrapolated liquid velocity approach provided a much improved pres-
sure distribution in the vicinity of the interface compared to the conventional approach
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which erroneously predicts a very high pressure inside the liquid.
Figure 4.6: Velocity field illustration of a single water drop in uniform air flow
Figure 4.8 shows the 2D pressure field on the x-y plane through the drop centre
predicted with the convection term discretised using the conventional approach. It
is observed that with the conventional approach the pressure is almost discontinuous
across the interface and contains isolated ‘spikes’ at single cells due to the numeri-
cal error arising from inappropriate velocity boundary conditions at the interface for
discretisation in liquid CVs. In complete contrast, a smooth pressure distribution is
correctly predicted across the interface and within the liquid drop itself when the con-
vection term is calculated using the extrapolated liquid velocity approach, as shown in
Figure 4.9.The extrapolation procedure was therefore adopted for all two-phase flow
calculations below.
4.6 Discretisation of the diffusion term
The discretisation of the diffusion term ∂τxx∂x is as follows:∫
Ωi−1/2, j
1
ρ
∂τxx
∂x
dV =
1
ρi−1/2, j
(
τxx i, j − τxx i−1, j
)
∆yj (4.50)
where
τxx i, j = 2µ
E
e
(
∂u
∂x
)
i, j
= 2µEe
(
ui+1/2, j − ui−1/2, j
∆xi
)
(4.51)
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Figure 4.7: Pressure around the windward stagnant point in the x-axis predicted by
two discretisation schemes
Figure 4.8: 2D pressure field predicted with the convection term discretised using the
conventional approach.
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Figure 4.9: 2D pressure field predicted with the convection term discretised using the
extrapolated liquid velocity approach.
Here, µe is the effective eddy viscosity (µe = µ + µr), and µEe is the effective eddy
viscosity on the east face of the x-momentum control volume Ωi−1/2, j (the grey-shaded
region in Figure 4.2). The calculation of µEe is given in subsection 4.6.2.
In order to be consistent with the decision made above in section 4.5.2 where selected
momentum CVs are treated as either liquid or gas, the density is computed from:
ρi−1/2,j =

ρL if φi−1/2,j > 0
ρG if φi−1/2,j ≤ 0
(4.52)
The discretisation of the diffusion term ∂τxy∂y follows analogously:∫
Ωi−1/2, j
1
ρ
∂τxy
∂y
dV =
1
ρi−1/2, j
(
τxy i−1/2, j+1/2 − τxy i−1/2, j−1/2
) ∆xi−1 +∆xi
2
(4.53)
where
τxy i−1/2, j−1/2 = 2µ
S
e
[(
∂u
∂y
)
i−1/2, j−1/2
+
(
∂v
∂x
)
i−1/2, j−1/2
]
(4.54)
= 2µSe
[
ui−1/2, j − ui−1/2, j−1
0.5(∆yj−1 +∆yj)
+
vi, j−1/2 − vi−1, j−1/2
0.5(∆xi−1 +∆xi)
]
Here, µSe is the effective eddy viscosity on the south face of the x-momentum CV
114
4. Two-phase LES
Ωi−1/2, j . The calculation of µSe is given in subsection 4.6.2.
4.6.1 Effective eddy viscosity at centres of pressure CVs
The effective viscosity µe at the center of a pressure CV is calculated from:
µe i, j =

µG + ρG(Cs4)2Si, j if φi,j ≤ 0
µL + ρL(Cs4)2SLi, j if φi,j > 0
(4.55)
Si, j =
√
2(S2xx i, j + S
2
yy i, j + 2S
2
xy i, j )
=
√√√√√2
(∂u
∂x
)2
i, j
+
(
∂v
∂y
)2
i, j
+ 0.5
((
∂u
∂y
)
i, j
+
(
∂v
∂x
)
i, j
)2 (4.56)
(
∂u
∂x
)
i, j
=
ui+1/2, j − ui−1/2, j
∆xi
(4.57)
(
∂v
∂y
)
i, j
=
vi, j+1/2 − vi, j−1/2
∆yj
(4.58)
(
∂u
∂y
)
i, j
=
unf − usf
∆yj
(4.59)
unf =
ui−1/2, j + ui+1/2, j + ui−1/2, j+1 + ui+1/2, j+1
4
usf =
ui−1/2, j + ui+1/2, j + ui−1/2, j−1 + ui+1/2, j−1
4(
∂v
∂x
)
i, j
=
vef − vwf
∆xi
(4.60)
vef =
vi, j−1/2 + vi, j+1/2 + vi+1, j−1/2 + vi+1, j+1/2
4
vwf =
vi, j−1/2 + vi, j+1/2 + vi−1, j−1/2 + vi−1, j+1/2
4
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SLi, j =
√√√√√2
(∂uL
∂x
)2
i, j
+
(
∂vL
∂y
)2
i, j
+ 0.5
((
∂uL
∂y
)
i, j
+
(
∂vL
∂x
)
i, j
)2 (4.61)
(
∂uL
∂x
)
i, j
=
uLi+1/2, j − uLi−1/2, j
∆xi
(4.62)
(
∂vL
∂y
)
i, j
=
vLi, j+1/2 − vLi, j−1/2
∆yj
(4.63)
(
∂uL
∂y
)
i, j
=
unfL − usfL
∆yj
(4.64)
unfL =
uLi−1/2, j + u
L
i+1/2, j + u
L
i−1/2, j+1 + u
L
i+1/2, j+1
4
usfL =
uLi−1/2, j + u
L
i+1/2, j + u
L
i−1/2, j−1 + u
L
i+1/2, j−1
4(
∂vL
∂x
)
i, j
=
vefL − vwfL
∆xi
(4.65)
vefL =
vLi, j−1/2 + v
L
i, j+1/2 + v
L
i+1, j−1/2 + v
L
i+1, j+1/2
4
vwfL =
vLi, j−1/2 + v
L
i, j+1/2 + v
L
i−1, j−1/2 + v
L
i−1, j+1/2
4
4.6.2 Effective eddy viscosity at faces of an x-momentum CV
Calculation of µEe
Following equation 4.51, velocities ui+1/2, j and ui−1/2, j are used for the calculation of
the viscous force τxx i, j .
When both the x-momentum CVs Ωi−1/2, j and Ωi−1/2, j are liquid (i.e. φi−1/2, j > 0
and φi+1/2, j > 0), the effective eddy viscosity defined by liquid properties and liquid
velocities should be used:
µEe =

µe i, j if φi,j > 0
ai−1, jµe i−1, j + ai+1, jµe i+1, j
ai−1, j + ai+1, j
if φi,j ≤ 0
(4.66)
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where
ai, j =

1 if φi,j > 0
0 if φi,j ≤ 0
(4.67)
When φi−1/2, j > 0 or φi+1/2, j > 0, ui+1/2, j or ui−1/2, j is computed in a gas CV.
Since the velocity gradient in gas phase in much higher than that in liquid phase, the
velocity gradient in equation 4.51 is a reasonable approximation to that in gas phase.
Therefore, the effective eddy viscosity defined by gas properties and gas velocities should
be used:
µEe =

µe i, j if φi,j ≤ 0
bi−1, jµe i−1, j + bi+1, jµe i+1, j
bi−1, j + bi+1, j
if φi,j > 0
(4.68)
where
bi, j =

1 if φi,j ≤ 0
0 if φi,j > 0
(4.69)
Calculation of µSe
From equation 4.54, velocities ui−1/2, j , ui−1/2, j−1, vi, j−1/2 and vi−1, j−1/2 are used for
the calculation of the viscous force τxy i−1/2, j−1/2 .
When ui−1/2, j , ui−1/2, j−1, vi, j−1/2 and vi−1, j−1/2 are all located in liquid CVs, the
effective eddy viscosity defined by liquid properties and liquid velocities should be used:
µSe =
ai−1, jµe i−1, j + ai, jµe i, j + ai−1, j−1µe i−1, j−1 + ai, j−1µe i, j−1
ai−1, j + ai, j + ai−1, j−1 + ai, j−1
(4.70)
When one or several of ui−1/2, j , ui−1/2, j−1, vi, j−1/2 and vi−1, j−1/2 are located in
gas CVs, the effective eddy viscosity defined by gas properties and gas velocities should
be used:
µSe =
bi−1, jµe i−1, j + bi, jµe i, j + bi−1, j−1µe i−1, j−1 + bi, j−1µe i, j−1
bi−1, j + bi, j + bi−1, j−1 + bi, j−1
(4.71)
4.7 Discretisation of the pressure Poisson equation
The pressure Poisson equation 4.16 is discretised in the pressure CV Ωi, j (the green-
shaded region), and has the following integral form:∫
Ωi, j
[
∂
∂x
(
1
ρ
∂P
∂x
)
+
∂
∂y
(
1
ρ
∂P
∂y
)]
dV =
1
∆t
∫
Ωi, j
(
∂u
∂x
+
∂v
∂y
)
dV (4.72)
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The discretisation of the pressure Laplace operator is:
∫
Ωi, j
[
∂
∂x
(
1
ρ
∂P
∂x
)]
dV =
[
1
ρi+1/2, j
(
∂P
∂x
)
i+1/2, j
− 1
ρi−1/2, j
(
∂P
∂x
)
i−1/2, j
]
∆yj
(4.73)
The pressure gradient
(
∂P
∂x
)
i−1/2, j is discretised as described in section 4.4, incorporat-
ing the surface tension by the ghost fluid method. Since the x-momentum CV Ωi−1/2, j
is treated as either liquid or gas, the density ρi−1/2, j is set to be liquid density or gas
density as in equation 4.52.
∫
Ωi, j
[
∂
∂y
(
1
ρ
∂P
∂y
)]
dV =
[
1
ρi, j+1/2
(
∂P
∂y
)
i, j+1/2
− 1
ρi, j−1/2
(
∂P
∂y
)
i, j−1/2
]
∆xi
(4.74)
The source term is discretised as:∫
Ωi, j
(
∂u
∂x
+
∂v
∂y
)
dV = (ui+1/2, j − ui−1/2, j)∆yj + (vi, j+1/2 − vi, j−1/2)∆xj (4.75)
4.8 Two-phase flow pressure solver — BoxMG precondi-
tioned conjugate gradient method
When solving the pressure Poisson equation in two-phase flows, one can set [1ρ∇P ] = 0
([ ]denotes the jump across the interface) [81][66]. Therefore, 1ρ∇P is continuous
across the interface although there is a jump in ∇P across the interface due to the den-
sity discontinuity. However, the standard multigrid method, in particular the bilinear
interpolation operator, implicitly relies on the continuity of ∇P . Since the density and
pressure gradient jump significantly across the interface, a more appropriate interpola-
tion operator is one that can exploit the continuity of 1ρ∇P . The operator-induced
interpolation holds this property well, and was implemented in the Box multigrid
method (BoxMG) by Dendy [20] [21]. The Galerkin coarse-grid operator was used
therein to ensure that the derived coarse-grid problem represents the fine-grid problem
well. Generally, it is not useful to accelerate a high efficient multigrid algorithm by
a Krylov subspace method for simple problems where the extra effort does not pay
off. However, for two-phase flows with complex interfaces and significant discontinuity
therein, combining the multigrid method with the preconditioned conjugate method
can improve robustness and scalability, and is the solution route adopted here.
4.8.1 BoxMG preconditioned conjugate gradient method
Assuming that the linear system resulting from the discretisation of the pressure equa-
tion has the form Ax = b, the procedure of the BoxMG preconditioned conjugate
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gradient method is as follows:
1. Select an initial guess x0
2. Calculate the initial residual: r0 = b−Ax0
3. Solve z0 from the equation Az0 = r0 by BoxMG (two multigrid cycles), which
corresponds to z0 =M−1r0
4. p0 = z0
5. k = 0
6. repeat
• αk = r
T
k zk
pTkApk
• xk+1 = xk + αkpk
• rk+1 = rk − αkApk
• if rk+1 is sufficiently small then exit loop end if
• Solve zk+1 from the equation Azk+1 = rk+1 by BoxMG (two multigrid
cycles), which corresponds to zk+1 =M−1rk+1
• βk =
zTk+1rk+1
zTk rk
• pk+1 = zk+1 + βkpk
• k = k + 1
7. end repeat
8. The result is xk+1
In the above formulation, the preconditioner matrix M is defined implicitly by
solving the equation Az0 = r0 by two V-cycles of BoxMG.
4.8.2 Box multigrid method
In BoxMG, the difference equation only needs to be specified on the fine grid, and the
auxiliary coarse-grid problem is generated by the code itself. Assume that the fine-grid
difference equation is represented by Ap = f where A is the fine-grid operator, and for
demonstration, a two-level grid is used here:
1. Input the fine-grid difference equation Ap = f .
2. Compute the interpolation operator Jfc from the fine-grid operator A.
3. Calculate the restriction operator Jcf and coarse-grid operator A
c from the inter-
polation operator Jfc basing on the Galerkin coarsening.
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4. On the fine grid, solve pk from Ap = f by performing iterations with a coloured
Gauss-Seidel method;
5. Calculate the residual on the fine grid from r = f −Apk;
6. Restrict the residual to the coarse grid using rc = Jcfr;
7. On the coarse grid, solve Acxc = rc by the block Gauss-Seidel method to obtain
coarse-grid correction xc.
8. Interpolate the coarse-grid correction to the fine grid with x = Jfcxc
9. Update the solution on the fine grid using pk+1 = pk + x;
10. Repeat steps 4-9 of the entire procedure until the residual is reduced to the desired
level.
On the fine grid (and intermediate-level grids if there are more than two levels), the
coloured Gauss-Seidel method is used for its straightforward implementation in par-
allelisation without degradation of performance. However, the coloured Gauss-Seidel
method demands that the cell number be even in each direction. As the cell number
can here be odd in one direction on the coarsest mesh, the block Gauss-Seidel method
is used for this stage. In the following, the computation of the interpolation operator
is detailed, and the choice of the restriction and coarse-grid operators is defined based
on the Galerkin coarsening.
Interpolation operator
The computation of the interpolation operator Jfc in the Box multigrid method is
demonstrated on a 2D grid as shown in Figures 4.10 and 4.11. One coarse cell comprises
four fine cells, with the cell centre (node) located at one of the fine cell centres for
simplicity. the fine-grid difference equation Ap = f in cell (i, j) has the following form:
SO(i, j, P ) p(i, j) = f(i, j) + SO(i, j,W ) p(i− 1, j)
+ SO(i, j, S) p(i, j − 1)
+ SO(i, j, SW ) p(i− 1, j − 1)
+ SO(i+ 1, j,NW ) p(i+ 1, j − 1)
+ SO(i+ 1, j,W ) p(i+ 1, j)
+ SO(i, j + 1, S) p(i, j + 1)
+ SO(i, j + 1, NW ) p(i− 1, j + 1)
+ SO(i+ 1, j + 1, SW ) p(i+ 1, j + 1) (4.76)
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The coefficients SO(i, j,W ), SO(i, j, S), SO(i, j, SW ) and SO(i+ 1, j,NW ) represent
the correlation between node (i, j) and its neighbouring nodes (i − 1, j), (i, j − 1),
(i− 1, j − 1) and (i+ 1, j − 1) respectively, as illustrated in Figure 4.10.
Figure 4.10: Illustration of correlation coefficients between node (i, j) and its neigh-
bouring nodes on a 2D Grid
The interpolation coefficients from the coarse mesh to the fine mesh are illustrated
in Figure 4.11. By interpolation of the coarse-grid correction xc to the fine grid, the
new pressure field x has the form:
x(i, j) = xc(ic, jc)
x(i− 1, j) = CI(ic, jc, LL) xc(ic− 1, jc) + CI(ic, jc, LR) xc(ic, jc)
x(i, j − 1) = CI(ic, jc, LB) xc(ic, jc− 1) + CI(ic, jc, LA) xc(ic, jc)
x(i− 1, j − 1) = CI(ic, jc, LSW ) xc(ic− 1, jc− 1)
+ CI(ic, jc, LSE) xc(ic, jc− 1)
+ CI(ic, jc, LNW ) xc(ic− 1, jc)
+ CI(ic, jc, LNE) xc(ic, jc)
The interpolation coefficients CI are calculated from the fine grid operator.
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Figure 4.11: Illustration of interpolation coefficients from the coarse mesh to the fine
mesh on a 2D Grid. Blue circles are coarse-grid nodes; red points are fine-grid nodes.
The computation of CI(ic, jc, LL) and CI(ic, jc, LR) is as follows:
R = SO(i, j,W ) + SO(i, j + 1, SW ) + SO(i, j,NW )
L = SO(i− 1, j,W ) + SO(i− 1, j, SW ) + SO(i− 1, j + 1, NW )
CI(ic, jc, LR) =
R
R+ L
CI(ic, jc, LL) =
L
R+ L
The computation of CI(ic, jc, LA) and CI(ic, jc, LB) is as follows:
A = SO(i, j, S) + SO(i+ 1, j, SW ) + SO(i, j,NW )
B = SO(i, j − 1, S) + SO(i, j − 1, SW ) + SO(i+ 1, j − 1, NW )
CI(ic, jc, LA) =
A
A+B
CI(ic, jc, LB) =
B
A+B
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The computation of CI(ic, jc, LSW ), CI(ic, jc, LSE), CI(ic, jc, LNE) and CI(ic, jc, LNW )
is as follows:
SW = SO(i− 1, j − 1, SW ) + SO(i− 1, j − 1, S) CI(ic, jc− 1, LL)
+SO(i− 1, j − 1,W ) CI(ic− 1, jc, LB)
SE = SO(i, j − 1, NW ) + SO(i− 1, j − 1, S) CI(ic, jc− 1, LR)
+SO(i, j − 1,W ) CI(ic, jc, LB)
NE = SO(i, j, SW ) + SO(i− 1, j, S) CI(ic, jc, LR)
+SO(i, j − 1,W ) CI(ic, jc, LA)
NW = SO(i− 1, j,NW ) + SO(i− 1, j, S) CI(ic, jc, LL)
+SO(i− 1, j − 1,W ) CI(ic− 1, jc, LA)
CI(ic, jc, LSW ) =
SW
SW + SE +NE +NW
CI(ic, jc, LSE) =
SE
SW + SE +NE +NW
CI(ic, jc, LNE) =
NE
SW + SE +NE +NW
CI(ic, jc, LNW ) =
NW
SW + SE +NE +NW
Galerkin coarsening
In Galerkin coarsening, the Calculate the restriction operator Jcf is chosen as the trans-
pose of the interpolation operator:
Jcf =
(
Jfc
)T
(4.77)
The coarse-grid operator Ac is defined by:
Ac = Jcf A J
f
c (4.78)
4.9 Liquid velocity for LS and VOF advection
Figure 4.12 shows the momentum equation deduced velocity and liquid velocity fields.
Inside the liquid, the liquid velocity is of course equal to the momentum equation
deduced velocity while the liquid velocity on the gas phase of the interface is obtained
as described in subsection 4.5.3. In general, the velocity in the gas cell can be very
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different from that in the neighbouring liquid cell. Since the shear stress is the same
across the interface, the velocity gradient in the liquid is much smaller than in the
gas phase because of the large liquid/gas viscosity ratio. Therefore, the velocity of the
liquid phase at the left face (i − 1/2, j) of cell (i, j) is much closer to ui−1/2,j−1 than
ui−1/2,j . If the momentum equation deduced velocity ui−1/2,j is used for VOF function
advection in cell (i, j), the liquid phase moves at the speed of the gas phase, resulting
in a large error. If the extrapolated liquid velocity uL is used, much better accuracy
can be obtained in the calculation of liquid volume flux. In order to conserve the liquid
volume, the extrapolated liquid velocity field UL must be divergence-free in the cells
that contain the interface, i.e. ∇ ·UL = 0.
Figure 4.12: Momentum equation deduced velocity (blue vector) and liquid velocity
(green vector) fields with red line representing the interface.
With regard to the advection of the LS function, Osher and Fedkiw [97] investigated
the requirements for the velocity field to capture the correct interface motion, and
found that: (1) the velocity on the interface dictates the correct interface motion;
(2) the velocity off the interface has nothing to do with the correct interface motion,
and this is true even if the velocity off the interface is inherited from the underlying
physical calculation. In order to resolve the correct interface motion on a Cartesian
mesh, the variation of the velocity in the immediate vicinity of the interface should be
minimised. A good method to achieve this is by extrapolating the interface velocity to
be constant in the direction normal to the interface. Since the velocity field is resolved
on a Cartesian mesh, the precise interface velocity is unknown. However, the velocity in
the liquid cell adjacent to the interface is an acceptable approximation to the interface
velocity due to the relatively small gradient in the liquid phase. By extrapolating the
liquid velocity to the gas phase side of the interface, the resulting liquid velocity is then
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a good choice for advecting the LS function. Figure 4.13 shows the velocity fields for a
liquid drop (D0 = 3.1 mm) moving at a uniform speed (7.85 m/s) in the x-direction in
a static gas phase (at the low Weber number of 3.4). If the liquid velocity field is used
to advect the LS function, the LS function will evolve at the same speed as the drop,
and be kept as the signed distance to the interface, which is desired in the simulation.
However, when it is advected by the momentum equation deduced velocity field, the
LS function in the gas phase will lose the signed distance property, and numerical error
can be introduced if the velocity variation from the interface to the adjacent gaseous
Cartesian node is large.
Thus, in the present simulations, VOF and LS funcitons are evolved numerically by
the following equations to maintain accuracy in the interface vicinity:
∂F
∂t
+∇ · (UL F ) = 0 (4.79)
∂φ
∂t
+∇ · (UL φ) = 0 (4.80)
Figure 4.14 shows the predicted interface topology at t = 3 ms when the same drop
as above is given zero velocity and placed in a uniform air flow (U∞ = 7.85 m/s). At
this low Weber number, the drop interface should be very smooth, experiencing only
an oscillatory deformation without breakup. However, when the momentum equation
deduced velocity U is used for advection of LS and VOF, the interface is considerably
disturbed due to the numerical error mentioned above. In contrast, a smooth interface
is predicted when the liquid velocity is used to evolve LS and VOF.
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(a) Momentum equation deduced velocity field
(b) Liquid (auxiliary) velocity field
Figure 4.13: Velocity fields for a liquid drop moving at a uniform speed in static gas
phase.
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(a) U for advection of F and φ
(b) UL for advection of F and φ
Figure 4.14: Predicted interface topology at t = 3 ms when a static spheric water drop
(D0 = 3.1 mm) is put in an uniform air flow (U∞ = 7.85).
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4.10 Algorithm for two-phase flow LES
Figure 4.15 summaries the final procedure of the developed two-phase flow LES. The
detailed algorithm for two-phase flow LES is as follows:
• Based on the interface represented by the LS function φn, discretise the two-phase
flow governing equations using both Un and ULn, to solve for the velocity field
at the next time step Un+1.
• Construct the liquid velocity field ULn+1 using an extrapolation technique.
• Ensure continuity property for the extrapolated liquid velocity (i.e.∇·ULn+1 = 0)
in the gas phase by a divergence free step.
• Based on ULn+1, advect the LS and VOF functions to the next time step to
obtain φn+1 and Fn+1 using the CLSVOF algorithm described in Chapter 3.
• Set the velocity in the CVs which change from gas to liquid (i.e. φn+1 ≤ 0 and
φn+1 > 0) to liquid velocity via ULn+1 = Un+1.
• Repeat the above steps
Figure 4.15: Procedure of developed two-phase flow LES in current study
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Chapter 5
Validation of two-phase flow
modelling - fundamental test
cases
5.1 Laplace problem
A spherical water droplet of radius r is placed in stationary air. If gravity is ignored,
the droplet remains static, with the pressure within the droplet larger than ambient
pressure by 2σ/r. However, it has been observed that spurious currents are produced
in numerical simulations of this problem due to two aspects: imbalance between the
pressure gradient and the surface tension force, and the numerical error in calculation
of interface curvature. In the current two-phase modelling, the method of treating the
surface tension (the Ghost fluid method) can achieve force balance in a natural way.
Therefore, the magnitude of the spurious velocity is determined only by the numerical
error in curvature calculation.
As an example, consider a simulation of a droplet of radius 0.25 placed in a unit
cubic domain with the drop centre located at (0.5, 0.5). A uniform mesh of 60×60×60
is used. The initial time step ∆t is 0.01, and ∆t is then changed adaptively to keep the
CFL number between 0.06 and 0.14.
Figure 5.1 shows the spurious velocity at t = 10 obtained by the current two phase
flow solver using the CLSVOF method to track the interface. First order, second order,
and fifth order schemes are used for LS advection and reinitialisation. It was observed
that the spurious velocities obtained from the three different-order schemes have the
same order of magnitude (10−1). It can also be observed that the spurious velocity
in the liquid phase is smaller than in the gas phase by around three orders due to
the large liquid/gas density ratio (∼ 800). Since the interface is determined by the
liquid velocity, the deformation resulting from the spurious velocity is therefore small.
When an accurate curvature is specified at the interface, the magnitude of the spurious
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velocity is significantly reduced (to the order of 10−7), indicating that the curvature
error is the main cause of spurious velocity.
Figure 5.1: Spurious velocity at t=10 for Laplace problem with three different LS
schemes: (a) first order; (b) second order; (c) fifth order. (d)second order LS scheme
with theoretical interface curvature κI specified.
Figure 5.2 shows the pressure distribution on an x-direction line through the drop
centre. The pressure obtained with theoretical interface curvature κI is the correct
result, which is denoted by the solid black line in Figure 5.2. The pressure predicted by
the first order LS scheme is erroneously higher in the liquid phase. This is because the
resulting level set function is only first order accurate when using a first order scheme
for advection and reinitialisation. Since the curvature is a function of second derivatives
of the level set function, the accuracy of the calculated curvature is low, resulting in a
larger error in computed pressure. Since the VOF method is second order accurate, the
level set function after the reinitialisation based on the reconstructed interface are at
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most second order accurate. Therefore, the second order LS scheme and the fifth order
scheme logically should produce comparable results. However, it seems the pressure
jump across the interface is captured more accurately by the second order LS scheme
although the exact reason for this is not clear. Thus, the second order scheme is the best
choice for level set advection and reinitialisation since it not only obtains the desired
accuracy, but is also straightforward to implement.
Figure 5.2: The pressure distribution on the x-direction line through the drop centre
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5.2 Plateau-Rayleigh instability
A perturbed liquid cylinder with a radius R = R0 + η0 sin(kx) deforms and breaks up
due to the Plateau-Rayleigh instability if kR0 < 1. Here, k is the perturbation wave
number, which is related to wavelength λ by k = 2pi/λ. η0 is the initial magnitude of
the perturbation. This perturbation wave grows according to η(t) sin(kx), with η(t) =
η0eωt (ω is the growth rate). In the simulation of this problem the following initial
parameters were set by ρL = 1000kg/m3, µL = 1.006× 10−3Pa · s, ρG = 1.205kg/m3,
µG = 1.836 × 10−5Pa · s, σ = 0.0728m/s, R0 = 0.14m, λ = 9R0 (kR0 = 0.698), and
η0 = R0/28 = 0.5∆. The simulations were run on a domain of 5R0 × 5R0 × 9R0 with
a uniform Cartesian mesh of 70 × 70 × 126 (the cylinder axis is in the z direction).
Periodic boundary conditions were used in the z direction, and zero-gradient boundary
condition in the x and y directions.
The predicted deformation and breakup of the liquid cylinder is illustrated in Fig-
ure 5.3. Figure 5.4 shows the instantaneous pressure contour and velocity vectors on
the y − z plane at one time instant. Since there is a larger interface curvature in the
region with minimum radius, the higher pressure there pushes the liquid towards the
region with maximum radius, resulting in an even larger perturbation magnitude, and
this is referred to as the Plateau-Rayleigh instability. Though there is significant spu-
rious velocity in the gas phase, the spurious velocity in the liquid phase is negligible.
Therefore, the Plateau-Rayleigh instability dominates the deformation and breakup in
the simulation, capturing well the physical process.
Figure 5.5 shows the growth of the perturbation magnitude predicted by LES with a
second-order numerical scheme for LS advection and reinitialisation. Theoretically the
magnitude of the pertbation wave grows exponentially. Therefore, an exponential line
is used to fit the numerically predicted results. It is found that the predicted perturba-
tion growth follows an exponential function shape well in the time between 20s and 60s.
The reason for the poor agreement in the initial period is that an appropriate initial
velocity field has not been specified corresponding to the initial interface deformation.
A zero initial velocity field was used in the current simulation. Thus, growth rate of
the deformation magnitude is smaller than the theoretical value in the initial stage.
After a period of relaxation ( 20 seconds), a consistent velocity field is recovered, and
the predicted perturbation grows exponentially with the growth rate agreeing well with
the theoretical value. In the period around breakup, nonlinear effects cause the pertur-
bation growth to deviate from the analytical one from linear theory. The perturbation
growth predicted by the simulation with a first-order LS scheme shows fluctuations
due to the large error in curvature calculation pointed out above. The perturbation
growth rate is underpredicted by 1% in the simulation with the fifth-order LS scheme.
A second-order LS evolution scheme is used in all the following simulation. Four more
simulations were then run at different perturbation wave numbers. The growth rate
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ω was calculated from the fitted exponential line. Figure 5.8 shows that the predicted
growth rates agree very well with the dispersion equation from linear analysis theory,
which describes the instability growth rate as a function of the wave number.
Figure 5.3: Deformation and breakup of liquid cylinder with a perturbation wavelength
satisfying kR0 = 0.698. (a) t = 5s; (b) t = 40s; (c) t = 55s; (d) t = 60s; (e) t = 65s;
(f) t = 70s; (g) t = 75s; (h) t = 80s.
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Figure 5.4: Instantaneous pressure contour and velocity vectors on the y − z plane
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Figure 5.5: Growth of the perturbation magnitude with second-order LS scheme
Figure 5.6: Growth of the perturbation magnitude with first-order LS scheme
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Figure 5.7: Growth of the perturbation magnitude with fifth-order LS scheme
Figure 5.8: Dependence of growth rate ω (Ω = ω
√
ρR30
σ ) on the perturbation wave
number k for the Plateau-Rayleigh instability.
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5.3 Low speed liquid jet
Transition from dripping to jetting of a liquid jet was studied experimentally by Clanet
and Lasheras [15]. Water was injected downward into stagnant air at a velocity VJ
under gravity g, through a tube with inner diameter D and outer diameter DO. As the
injected liquid velocity increases, periodic dripping (PD), chaotic dripping (CD) and
jetting (J) modes were observed as in Figure 5.9:
• At a very low Weber number, liquid drops detach periodically from the nozzle
at a constant frequency, resulting in drops with constant mass. The detachment
point is approximately one diameter downstream from the nozzle exit as shown
in Figure 5.9(a).
• As the liquid velocity increases over the first threshold, liquid drops detach in
a chaotic way, producing drops with different masses, and the detachment point
moves downstream to a few diameter from the nozzle. Figure 5.9(b) shows that
interface instability waves exist up to the nozzle exit.
• As the liquid velocity increases further, the detachment point moves suddenly to
a downstream distance of greater than 10 diameters, and a smooth jet is formed
upstream of the breaking point as in Figure 5.9(c).
Figure 5.9: Liquid injected into stagnant air: (a) periodic dripping; (b) chaotic dripping;
(c) jetting. Image from Clanet and Lasheras [15].
In the present LES calculation of this problem, it was assumed that the tube has
no thickness (DO = D = 1.2mm). Water has a density of 1000 kg/m3 and a dynamic
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viscosity of 0.001 Pa · s. Air has a density of 1.205 kg/m3 and a dynamic viscosity
of 1.836 × 10−5Pa · s. The surface tension coefficient is 0.0728 N/m. A uniform
cubic grid was used in the simulation with a cell size ∆ of 0.06mm.A uniform laminar
inflow was specified at the tube exit. Simulations were carried out for three different
liquid velocities 0.3483m/s, 0.4337m/s, 0.6322m/s. Figures 5.10 5.11 and 5.12 show
that periodic dripping, chaotic dripping and jetting respectively were predicted by
LES at these three liquid velocities. Figure 5.13 shows the simulation cases and the
experimental critical velocities separating the three different regimes from Clanet and
Lasheras [15]. It indicates that the transition from dripping to jetting was correctly
predicted by LES.
Figure 5.10: Periodic dripping predicted by LES when liquid velocity is 0.3483m/s.
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Figure 5.11: Chaotic dripping predicted by LES when liquid velocity is 0.4337m/s.
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Figure 5.12: Jetting predicted by LES when liquid velocity is 0.6322m/s.
Figure 5.13: Simulation cases and experimental critical velocities separating the three
regimes:periodic dripping (PD), chaotic dripping (CD) and jetting (J). Experimental
data from Clanet and Lasheras [15]
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The liquid jet breakup length was computed for the jetting mode. Two more sim-
ulations in the jetting regime were run for liquid velocity equal to 0.8167m/s and
0.9987m/s. Since the three simulated jets are in the regime of Rayleigh breakup, the
liquid jet breakup length should be proportional to the liquid velocity, which was cor-
rectly predicted by LES as shown in Figure 5.14.
Figure 5.14: Predicted breakup lengths at different liquid velocities in Rayleigh-jetting
regime.
5.4 Single drop breakup
5.4.1 Reasons for simulating single drop breakup
The single drop breakup in a uniform air flow is considered here to be a good choice as a
benchmark test case for validation of a developed methodology for modelling atomisa-
tion. First, the breakup of a single drop in uniform air flow has been studied extensively
in experiments, and a lot of quantitative data have been well documented for compari-
son with CFD. In constract with the complex liquid structures in liquid jet atomisation,
the topology of the interface geometry in single drop breakup is rather simple, facili-
tating more accurate measurements. Second, the instability mechanisms encountered
in liquid jet atomisation are well represented in single drop breakup, meaning that an
algorithm predicting drop breakup well is also likely to model well more complicated
liquid jet atomisation. The strong aerodynamic forces exerted on the interface deter-
mine the acceleration and deformation/breakup of the liquid structures, and this aspect
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should be given a quantitative comparison between LES and experiments. As the flow
around a spherical drop in the initial stage are similar to the well-studied flow around a
solid sphere and the pressure jump due to surface tension is known, it is easy to check
whether the velocity and pressure field around the interface are correctly predicted.
Though the freestream air flow maybe laminar, turbulent eddies are created and exist
behind the liquid drop, providing a good test whether these turbulent structures can be
captured well around the resolved interface by LES. Finally, boundary conditions are
straightforward to specify for LES of single drop breakup, as only a laminar uniform
gas inflow is needed at the inlet. As shown in section 5.4.5, this test case facilitates the
investigation of the effects of high speed initial liquid velocity due to simple boundary
conditions.
5.4.2 Single drop breakup at different Weber numbers
Simulations were first carried out at four different Weber numbers: 3.4, 13.5, 22 and
96 (We = ρGU∞2D0/σ). The diameter of the initial spherical drop D0 is 3.1mm; the
air density ρG and dynamic viscosity µG are 1.272kg/m3 and 1.86 × 10−5Pa · s; the
liquid density ρL and dynamic viscosity µL are 1002kg/m3 and 0.892 × 10−3Pa · s
respectively; the surface tension coefficient σ is set to 0.072N/m. The free stream
velocities U∞ corresponding to the three Weber numbers are 7.85m/s, 15.7m/s and
41.8m/s. The Ohnesorge number is 1.9 × 10−3 (Oh = µL/
√
ρLD0σ). The simulation
domain is [0 45.6]× [−12 12]× [−12 12]mm in x, y, and z directions respectively. The
centre of the initially static drop is located at the position (8, 0, 0)mm. The mesh is
shown in Figure 5.15. In order to resolve the drop deformation and breakup process, a
uniform fine mesh is used in the region [0 40.8]× [−5.1 5.1]× [−5.1 5.1]mm with a cell
size of 0.06 mm. In other regions of the simulation domain, a coarser mesh is used to
reduce the computational cost.
Figure 5.16 shows 3D views of the predicted oscillatory deformation at the lowest
Weber number 3.4, and Figure 5.17 demonstrates the evolution of the liquid drop shape
in a diametral slice through the drop center. Here, a characteristic break-up time scale
is defined as t∗ =
√
ρL/ρG D0/U∞; the dimensionless time is thus defined as T = t/t∗.
Under the aerodynamic force, the drop first deforms into an oblate ellipsoid shape as
shown in subfigure 5.16 (c). As the drop deforms, the surface tension increases in
the periphery region due to the growing curvature there. Since the aerodynamic force
is not strong enough to disintegrate the drop at this low Weber number, the surface
tension can restore the drop to a spherical shape. Thus the drop will oscillate around the
equilibrium shape where the surface tension balances the aerodynamic pressure exerted
on the interface, with the oscillation magnitude decreasing due to viscous diffusion. As
the drop is accelerated to the gaseous velocity, the drop approaches a spherical shape.
At Weber number 13.5, the simulated drop undergoes bag breakup. 3D and 2D
illustrations of predicted bag break-up are shown in Figures 5.18 and 5.19, which agree
142
5. Validation - fundamental test cases
Figure 5.15: Mesh for single drop breakup (red region is liquid).
qualitatively well with the shadowgraph images from Suzuki and Mitachi [128]. The
drop first deforms into a liquid disc (Figure 5.18 (c)); later a bag forms at the disc
centre (Figure 5.18 (d)), and subsequently bursts into small droplets (Figure 5.18 (e));
in the end, the rim breaks up into several large drops (5.18 (f)). In the experiment
[128], the bag can grow very thin and large. However, the bag breaks up numerically
in LES when the thin liquid film of the bag is underresolved on the mesh. As shown
in Figure 5.20, the liquid film must have a thickness of more than two cells in order to
be well resolved.
When the Weber number is increased to 22, a bag-stamen breakup is observed
in the simulation. The breakup process is shown in 3D in Figure 5.23 and in 2D in
Figure 5.24. As in bag breakup, the drop first deforms into a liquid disc, see Figures
5.21 (b)-(c). Figure 5.22 (d) indicates that the liquid film centre is thick and a bag
grows between the rim and liquid centre. In the experiment 5.21 (g), the bag can
grow very large, producing a long liquid stamen after the bag bursts. However, due
to restriction of mesh resolution, the predicted bag disintegrates earlier than in the
experiment, resulting in a shorter liquid stamen 5.21 (e)-(f).
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Figure 5.16: 3D illustration of predicted oscillatory deformation (We = 3.4). (a)
T=0.054; (b) T=0.27; (c) T=0.49; (d) T=0.7; (e) T=0.92; (f) T=1.14.
Figure 5.17: 2D illustration of predicted oscillatory deformation (We = 3.4). (a)
T=0.054; (b) T=0.27; (c) T=0.49; (d) T=0.7; (e) T=0.92; (f) T=1.14.
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Figure 5.18: 3D illustration of predicted bag breakup (We = 13.5): (a) T=0.054; (b)
T=0.38; (c) T=1.36; (d) T=1.79; (e) T=2.06. (f) T=3.09 (oblique by a degree of 30o
and scaled by 60%). (g) experimental images of bag breakup from Suzuki and Mitachi
[128]
At Weber number 96, a sheet-thinning breakup is predicted for the simulated drop.
The breakup process is again illustrated in 3D in Figure 5.23, with breakup features
demonstrated in 2D in Figure 5.24. It is observed in Figures 5.23 (b)-(c) that the
liquid moves radially from the forward stagnation region to the periphery; a wave
of thin liquid sheet is ejected radially outwards (Figure 5.23 (d)); the ejected liquid
sheet is blown downstream and subsequently disintegrates into ligaments and droplets
(Figures 5.23 (e) (f)); a second wave of thin liquid sheet forms on the periphery of the
remaining liquid disc (Figure 5.24 (f)) and disintegrates into drops (Figure 5.23 (g));
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Figure 5.19: 2D illustration of predicted bag breakup (We = 13.5). (a) T=0.054; (b)
T=0.38; (c) T=1.36; (d) T=1.79; (e) T=2.06; (f) T=3.09 (scaled by 60%).
the remaining liquid sheet deflects under influence of the aerodynamic forces and forms
a liquid core, which is evident in Figures 5.24 (f) (g).
According to the experiments in [152] and [57], oscillatory deformation happens
when 2.5 < We < 12, bag breakup when 12 < We < 16, bag-stamen breakup when
16 < We < 28, and sheet-thinning breakup when We > 80. For the four studied test
cases (We = 3.4, We = 13.5, We = 22, We = 96), the simulated droplet undergoes
oscillatory deformation, bag breakup, bag-stamen breakup, and sheet-thinning breakup
respectively. Therefore, the predicted breakup modes at different Weber numbers agree
well with experimental observations.
In order to investigate the mechanism of single drop breakup, a detailed analysis
of the velocity and pressure fields is carried out. Figure 5.25 shows the velocity and
pressure fields for the caseWe = 13.5 at T=0.036 when the drop is still nearly spherical
with a small liquid velocity. Similar to the flow around a sphere, the gas velocity reduces
to zero at the front stagnation point, resulting in the highest pressure in the gas phase.
The flow around the drop periphery accelerates and has the lowest pressure. Vortices
develop in the wake of the drop where pressure is low. By setting the gas velocity to
be zero, the liquid velocity vector and liquid in-plane streamtraces are shown in Figure
5.26. Since the drop is nearly spherical, the liquid pressure around the interface is
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Figure 5.20: Minimum resolution to resolve the liquid film in LES of bag breakup
(We = 13.5). (a) T=1.89; (b) T=1.94.
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Figure 5.21: 3D illustration of predicted bag-stamen breakup (We = 22): (a) T=0.0;
(b) T=0.62; (c) T=1.24; (d) T=1.73; (e) T=1.87; (f) T=2.07. (g) experimental images
of bag-stamen breakup from Suzuki and Mitachi [128].
the sum of the gas pressure there and the quasi-constant pressure jump arising from
the surface tension. Therefore, the pressure distribution in the liquid phase is directly
determined by the gas pressure field. The pressure gradient induces the liquid velocity,
which moves the liquid radially from the front and rear stagnation region (high pressure)
to the drop periphery (low pressure), with details shown by streamtraces. Figure 5.27
shows the pressure distribution and the liquid velocity field for the case with the highest
Weber number 96. It is evident that no boundary layer is formed in the liquid phase,
in contradiction with the shear-stripping mechanism which postulates that a liquid
boundary layer is developed adjacent to the interface under the action of shear from
the gas flow. The predicted liquid velocity vectors follow the opposite direction of the
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Figure 5.22: 2D illustration of predicted bag-stamen breakup (We = 22). (a) T=0.0;
(b) T=0.62; (c) T=1.24; (d) T=1.73; (e) T=1.87; (f) T=2.07.
pressure gradient, which is controlled by gaseous pressure distribution around the drop.
The shear force plays a relatively insignificant role in inducing velocity even at this high
Weber test case.
Figure 5.28 shows the velocity and pressure field for the case We = 13.5 at T=1.3
when the liquid drop has deformed into a disc. Similar to the flow around a solid disc,
the presure in front of the liquid disc is much larger than that behind the disc. Due
to this huge pressure difference, the high-density liquid disc is accelerated considerably
by the low-density air flow, resulting in the Rayleigh-Taylor (RT) instability. At this
Weber number, the RT wavelength is longer than the maximum cross stream diameter,
producing a bag in the liquid disc centre. At Weber number 22, the RT wavelength
is shorter than the maximum cross stream diameter, resulting in a liquid disc with a
higher thickness in the center; the bag then forms between the rim and the thicker
liquid disc center, see Figure 5.22(d). As the Weber number increases to 96, the RT
wavelength decreases further, and two waves of liquid films disintegrate sequentially
from the main drop before leaving a liquid core. By comparing Figures 5.19(d) 5.22(d)
and 5.24(d), it can be observed that the rim of the RT wave becomes thinner and holds
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Figure 5.23: 3D illustration of predicted sheet-thinning breakup (We = 96): (a)
T=0.096; (b) T=0.29; (c) T=0.48; (d) T=0.96; (e) T=1.15; (f) T=1.44; (g) T=1.83.
less mass due to its decreased wavelength as We increases. When Weber number is 96,
the liquid wave rims are more prone to deflect downstream due to the small inertia of
the rim.
In the following, a quantitative comparison of variables characterising the break-up
process is given between experiment and simulation. The droplet break-up process is
divided into a deformation stage and a breakup stage. In the first stage, the drop
deforms into a liquid disk under the pressure imbalance exerted by the gas flow ; in
the second stage, as the liquid disc is accelerated by the lighter gas phase, the RT
instability develops on the liquid disc, forming a bag (bag/bag-stamen breakup) or
a wave of liquid sheet (sheet-thinning breakup) which subsequently disintegrates into
ligaments and droplets.
The initiation time Tini is the elapsed time of the deformation period; at this mo-
ment, the liquid disc formed reaches its maximum cross-stream dimension Dmax. The
definition of Tini and Dmax in a bag breakup is illustrated in Figure 5.29. One ex-
perimental example of the definition is demonstrated in Figure 5.29 (a) by Zhao et al.
[152]. Figure 5.29 (b) shows the predicted shapes of the deformed drop at T = 1.25,
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Figure 5.24: 2D illustration of predicted sheet-thinning breakup (We = 96). (a)
T=0.096; (b) T=0.29; (c) T=0.48; (d) T=0.96; (e) T=1.15; (f) T=1.44; (g) T=1.83.
T = 1.36, and T = 1.47. liquid discs are shown at the first two moments while a
bag can already just be observed at T = 1.47. At T = 1.36, the liquid disc reach its
maximum cross-stream dimension Dmax/D0 = 1.73, and thus this moment is chosen
as initiation time. The initiation time Tini in a bag-stamen breakup is defined as the
moment shown in Figures 5.21 (c) and 5.22 (c). For sheet-thinning breakup, the end
of the deformation period is indicated in Figures 5.23 (d) and 5.24 (d).
The predicted initiation time Tini and maximum cross-stream dimension Dmax at
different Weber numbers are compared with experiments in Figures 5.30 and 5.31
respectively. The results of two further simulations at We=12.5 (bag breakup) and
We=25 (bag-stamen breakup) are also included. Figure 5.30 indicates that the de-
formation period calculated from the simulations reduces as We increases, which is
consistent with the tendency observed by Pilch and Erdman based on available ex-
periments [103]. The predicted Tini is between Pilch and Erdman’s data and Hsiang
and Faeth’s data for Weber numbers larger than ∼ 15. As the drop is accelerated
to the freestream velocity, the aerodynamic force exerted on the drop is decreasing.
Therefore, the drop either breaks up in a finite time or only undergoes deformation.
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Figure 5.25: Predicted velocity and pressure field at T=0.036 for We = 13.5.
Pilch and Erdman’s data for Weber numbers approaching critical value Wecr is scep-
tical as it implies an infinite initiation time. Gelfand et al. [41] studied bag breakup
at approximately the critical Weber number in detail, and reported an initiation time
of 1.42 characteristic time units at Oh = 1.9 × 10−3. Tini predicted by the current
LES agrees well with Gelfand et al.’s experimental value when We number approaches
the critical value Wecr. The corresponding maximum cross-stream dimension Dmax at
different Weber numbers obtained from the simulations is presented in Figure 5.31. By
fitting a line to the extensive results obtained with both water and ethanol, Zhao et al.
[152] found that Dmax grows as We increases, which is well reproduced by the current
LES algorithm. For the bag-stamen and sheet-thinning breakup, the predicted Dmax is
approximately a constant located between the experimental values of Zhao et al. [152]
and Dai et al. [19].
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Figure 5.26: Predicted liquid velocity and streamtraces at T=0.036 for We = 13.5.
Figure 5.32 displays the temporal growth of the drop cross-stream dimension for
a bag breakup case (We=13.5), which shows a good agreement with the experiments
data of Hsiang and Faeth [57]. This indicates that the radial velocity inside the drop
is correctly predicted, facilitating a further capture of child-droplet dispersion after
breakup. Figure 5.33 presents a comparison of the drag coefficient between the current
LES prediction and the experimental measurements of Hsiang and Faeth [57]. The
definition and calculation of the drag coefficient is as follows:
• The velocity of the centre of mass is first computed by:
uL =
∑
i u
L
i Fi4i∑
i Fi4i
here4i is the volume of cell i; uLi and Fi are the liquid velocity and VOF function
in cell i respectively.
153
5. Validation - fundamental test cases
p: -1200 -991 -782 -573 -364 -155 55 264 473 682 891 1100
1
Figure 5.27: Predicted liquid velocity and streamtraces at T=0.29 for We = 96.
• The acceleration of the deformed drop is calculated by
aL =
d uL
d t
• The drag exerted on the drop is obtained by Newton’s second law of motion,
FD = mL aL = ρL
pi
6
D0
3 aL
• The drag coefficient is defined based on the instantaneous cross-stream dimension,
CD =
FD
1
2
ρG U∞2A
=
ρL
pi
6
D30 aL
1
2
ρG U∞2
pi
4
D2
When the drop is nearly spherical (D/D0 → 1), the predicted drag coefficient is ∼ 0.45,
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Figure 5.28: Predicted velocity and pressure field at T=1.3 for We = 13.5.
agreeing well with the drag coefficient of a solid sphere at a corresponding Reynolds
number (Re = ρG U∞D0/µG = 3328). As the drop deforms from a sphere to a liquid
disc, the predicted drag coefficient grows from ∼ 0.45 to ∼ 1.1, showing good agreement
with measurements of Hsiang and Faeth [57]. In the experiments [57], Hsiang and Faeth
measured the position of the centre of mass directly via shadowgraph images which can
introduce certain error; then the acceleration of the drop was computed from the second
derivative of the mass-centre position with time. Due to the measurement error in the
mass-centre position, the drag coefficients obtained from experiments show a significant
scatter. In contrast, LES can predict a more accurate and consistent evolution of the
drag coefficient as the drop deforms. The fluctuation of the drag coefficient arises from
the unsteadiness of the large eddies in the wake of the drop. As the acceleration of
liquid structures can be well predicted for different interface topologies (i.e., sphere,
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Figure 5.29: Definition of initiation time Tini and maximum cross-stream dimension
Dmax: (a) experiment in Zhao et al. [152]; (b) LES.
disc), the trajectory of the liquid structures can be reproduced, and thus a correct
spray after liquid jet atomisation can be expected as long as resolution is fine enough.
Figure 5.34 shows the acceleration of the drop at different time in a bag breakup
case (We = 13.5). The acceleration is 230m/s2 at the initiation time Tini = 1.36
when the drop reaches its maximum cross stream dimension Dmax = 5.363mm. The
wavelength of the most unstable RT wave is calculated from
λmax = 2pi
√
3σ
ρL aL
= 6.08mm
Following the definition in [152], the nondimensional RT wave number in the maximum
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Figure 5.30: Initiation time Tini at different Weber numbers.
Figure 5.31: Maximum cross-stream dimension Dmax at different Weber numbers.
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Figure 5.32: Temporal growth of drop cross-stream dimension for a bag breakup
(We=13.5).
Figure 5.33: Drag coefficient at different drop cross-stream dimensions for a bag
breakup (We=13.5).
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cross stream dimension is computed as:
NRT =
Dmax
λmax
= 0.88
For the bag-stamen breakup case (We = 13.5), Dmax = 6.4mm, λmax = 4mm, resulting
in NRT = 1.6. These simulation results agree with Zhao et al.’s conclusion [152] that
bag breakup happens at 1/
√
3 < NRT < 1 and bag-stamen breakup at 1 < NRT < 2.
Figure 5.34: Drop acceleration vs. time in a bag breakup (We=13.5).
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5.4.3 Effects of grid resolution
In order to investigate the influence of mesh size, four grids are used in simulations.
The benchmark fine grid is the same as in subsection 5.4.2 except that the streamwise
dimension of the simulation domain is enlarged to 45.6mm to 64.8mm to capture the
whole breakup process. The cell size of the benchmark fine mesh in the uniform region
is denoted by ∆0 which is equal to 0.06mm as in subsection 5.4.2. Then the cell size
of the three coarser grids is respectively set by ∆1 =
√
2∆0, ∆2 = 2∆0 and ∆3 = 4∆0.
Figure 5.35 shows the temporal growth of drop cross-stream dimension (Dc) pre-
dicted by LES on the four grids. On the coarsest mesh ∆3, the simulated Dc grows to
the maximum at T = 1.3 and then decreases, indicating that no drop breakup happens
due to numerical error. On the other three grids where the simulated drop undergoes
breakup, Dc grows monotonously, and convergence is shown as mesh refinement.
Figure 5.35: Temporal growth of drop cross-stream dimension predicted by LES on the
four grids.
Figure 5.36 shows that the calculated drops deformed into the maximal liquid disc
shape at T = 1.36 on grids ∆2, ∆1, and ∆0. This implies that the initiation time
(period of the deformation stage) is predicted well on all three grids, although the
cross-stream dimension of the maximal liquid disc shows some difference. Figure 5.37
displays that the formed bag starts bursting at T = 2.11, T = 2.06, and T = 2.11
respectively on grids ∆2, ∆1, and ∆0. Since the deformed drop has larger cross-stream
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dimension On the finest mesh ∆0, the liquid disc centre and the subsequently formed
bag is thinner as shown in Figures 5.36 and 5.37. Therefore, the simulated bag bursts
slightly earlier on grid ∆0 than on coarser grids.
Figure 5.36: Shape of predicted liquid disc at T = 1.36 on grids ∆2, ∆1, and ∆0.
Figure 5.37: Liquid structures when bag burst is first observed on grids ∆2, ∆1, and
∆0.
Figure 5.38 shows breakup of the remaining bag rim under Plateau-Rayleigh in-
stability and the resulting droplets on different grids. On the coarse mesh ∆2, four
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nodes grows in the bag rim and disintegrate into four large drops, and the ligaments
connecting the nodes produces smaller drops. On finer grids, more nodes are produced,
and the resulting droplet distribution on grid ∆1 approaches that on the finest mesh
∆0, indicating the convergence of droplet size distribution as mesh refinement. It is
also shown that the whole bag breakup process is completed at T = 3.84 on all three
grids. Figure 5.39 shows that the time needed for complete drop breakup in LES agrees
well with the experimental measurements by Hassler [50].
Figure 5.38: Breakup of the rims and the resulting droplets on grids ∆2, ∆1, and ∆0.
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Figure 5.39: Comparison of time for complete drop breakup between LES and experi-
mental measurements by Hassler [50] (experimental data is from paper [103]).
5.4.4 Effects of Ohnesorge number on Single drop breakup
Since the liquid viscosity can retard the drop deformation process by dissipation and
thus hinder the breakup, it has a significant effect on the critical Weber number Wecr
that separates the breakup mode from the deformation mode. Empirical correlations
between Wecr and Oh based on experimental data have been proposed by Pilch and
Erdman [103] and Gelfand [40] respectively based on the experimental data available to
the authors. However, due to the inaccuracy of the experimental measurements, these
two empirical correlations differ significantly from each other. Cohen [16] proposed a
semi-empirical correlation based on analysis of energy transfer in secondary breakup.
Here, simulations were run at different Ohnesorge numbers by adjusting the liquid
viscosity. When water viscosity (0.892× 10−3Pa · s) was used as liquid viscosity, Oh =
1.9 × 10−3. Simulations were run for another three Ohnesorge numbers 0.1, 0.7, and
2, by setting the liquid dynamic viscosity to 0.0473Pa · s, 0.331Pa · s, and 0.946Pa · s
respectively. Since the breakup time of the drop grows as the the liquid viscosity
increases, the drop moves further downstream. Therefore, a larger simulation domain
than that used in the above subsections was needed to resolve the whole breakup
process. The simulation domain was now [0 115.2] × [−9 9] × [−9 9]mm in x, y, and
z directions respectively. The centre of the initially static drop was located at the
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position (8, 0, 0)mm. In order to reduce computational cost, a uniform fine mesh was
used in the region [0 115.2]× [−4.8 4.8]× [−4.8 4.8]mm with a cell size 0.12 mm while
an expanding mesh was used in the other region.
As the liquid velocity field should be laminar, the computed eddy viscosity µr in LES
should be small enough not to interfere with the physical process. It was observed in the
simulation that the velocity gradient in the liquid phase was small, resulting in a small
strain rate. The eddy viscosity calculated from the Smagorinsky model was negligible
in comparison with the molecular viscosity in the liquid phase with µr/µ < 10−3, and
thus the effects of liquid viscosity can be correctly captured in the simulation.
Figure 5.40 shows the two simulation cases for each Ohnesorge number: one under-
goes oscillatory deformation while the other undergoes bag breakup at a slightly higher
Weber number. Based on the simulation results, a line representing Wecr as a function
of Oh was fitted and is given as:
Wecr = 12.3 (1 + 1.1Oh) (5.1)
This fit line agrees well with the experimental measurements by Lane [70], Hinze [56],
Hanson et al. [49], Loparev [83], and Hsiang and Faeth [59], and is consistent with
Cohen’s energy transfer analysis [16].
Figure 5.40: Correlation between critical Weber number and Ohnesorge number. Ex-
periment data are extracted from [59]
Figure 5.41 shows the initiation time predicted in the four simulation cases which
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undergoes the bag breakup in Figure 5.40. Pilch and Erdman [103] proposed the
following empirical correlation based on the experimental data available to them:
Tini = 1.9 (we− 12)−0.25
(
1 + 2.2Oh1.6
)
(5.2)
The initiation time computed from this correlation for the four simulated cases is also
plotted in Figure 5.41. Hsiang and Faeth [57] derived a correlation from their experi-
mental measurements:
Tini =
1.6
1−Oh/7 We < 10
3 Oh < 3.5 (5.3)
Gelfand et al. [41] measured the characteristic time for bag breakup at approximately
critical Weber numbers, and gave the following empirical correlation:
Tini =
1.6
1−Oh/7 We ≈Wecr (5.4)
Since the four simulated cases have a Weber number close to Wecr, the initiation time
predicted by LES agrees well with the correlation proposed by Gelfand et al. [41].
Figure 5.41: Initiation time Tini at different Ohnesorge number Oh
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5.4.5 Droplet with high initial velocity
When the velocity of the liquid phase is relatively high, the interface moves rapidly
across the fixed grid, resulting in possibly large numerical error. This error was exam-
ined by simulating bag-breakup of a drop with an initial velocity. The fluid properties
of water and gas were again used for the liquid and gas phases. The simulation domain
and mesh were the same as in subsection 5.4.4. Rather than a static drop, the initial
velocity of the drop was now set to UD = −8 m/s for these simulations. The velocity of
the uniform air flow was set to be U∞ = 7.7 m/s, resulting in a Weber number of 13.5.
Theoretically, the predicted deformation/breakup should be the same as the case with
UD = 0 m/s and U∞ = 15.7 m/s. Figure 5.42 shows that the divergence free step for
the extrapolated liquid velocity (UL) had no significant effect on the predicted drop
deformation for the initially static drop. However, the drop with initial high velocity
(UD = −8 m/s) undergoes numerical breakup even at the early stage (T = 0.22) when
ignoring the divergence free step for UL, as shown in Figure 5.43 (b). It is observed
in Figure 5.43 (c) that the numerical breakup can be eliminated by introducing the
divergence-free step for UL. Figure 5.43 (d) indicates that a slightly better result can
be obtained by also introducing a divergence-free step for U in gas cells adjacent to
the interface. Figures 5.44 5.45 and 5.46 shows the interface shape of the drop in a
diametral slice. With the divergence-free step, the deformation/breakup process of the
drop with initial high velocity are captured much better in comparison with the case
of initial static drop, although at later times some differences are still observed.
As the interface moves across a fixed grid, numerical error is induced by the two
velocity fields. Figure 5.47 shows that as the interface moves from time tn−1/2 to tn+1/2,
φi+1/2,j and φi,j+1/2 change from negative to positive, meaning that the phase of u-CV
Ωi+1/2,j and v-CV Ωi,j+1/2 change from gas to liquid. Therefore, the velocities in u-CV
Ωi+1/2,j and v-CV Ωi,j+1/2 are set by the extrapolated liquid velocities, i.e. ui+1/2,j =
uLi+1/2,j , vi,j+1/2 = v
L
i,j+1/2. Since the updated velocities in the liquid phase (e.g. p-CV
Ωi,j) should satisfy the continuity equation, this demands that the extrapolated liquid
velocity should be divergence-free. Due to the redefinition of ui+1/2,j , the velocities in
the gas phase p-CV Ωi+1,j do not satisfy the continuity equation. A divergence-free
step for velocities in gas-phase cells adjacent to the interface can therefore reduce the
numerical error, as indicated in Figures 5.44 5.45 and 5.46.
In the simulations of the next chapter where liquid is injected at a high velocity,
the divergence free step is indispensable to reduce numerical error.
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Figure 5.42: Predicted interface of the deformed drop (We = 13.5) in a slice at T = 1.1,
UD = 0 m/s and U∞ = 15.7 m/s. Red: without divergence free step for UL; Green:
with divergence free step for UL.
Figure 5.43: Predicted shape of the deformed drop (We = 13.5) at T = 0.22. (a)
UD = 0 m/s and U∞ = 15.7 m/s; (b) UD = −8 m/s and U∞ = 7.7 m/s, without
divergence free step for UL; (c) UD = −8 m/s and U∞ = 7.7 m/s, with divergence free
step for UL; (d) UD = −8 m/s and U∞ = 7.7 m/s, with divergence free step for both
UL and U .
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Figure 5.44: Predicted interface shape of the deformed drop (We = 13.5) at T = 0.22.
Green: UD = 0 m/s and U∞ = 15.7 m/s; Red: UD = −8 m/s and U∞ = 7.7 m/s, with
divergence free step for UL; Blue: UD = −8 m/s and U∞ = 7.7 m/s, with divergence
free step for both UL and U .
Figure 5.45: Predicted interface shape of the deformed drop (We = 13.5) at T = 1.1.
Green: UD = 0 m/s and U∞ = 15.7 m/s; Red: UD = −8 m/s and U∞ = 7.7 m/s, with
divergence free step for UL; Blue: UD = −8 m/s and U∞ = 7.7 m/s, with divergence
free step for both UL and U .
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Figure 5.46: Predicted interface shape of the deformed drop (We = 13.5) at T = 1.6.
Green: UD = 0 m/s and U∞ = 15.7 m/s; Red: UD = −8 m/s and U∞ = 7.7 m/s, with
divergence free step for UL; Blue: UD = −8 m/s and U∞ = 7.7 m/s, with divergence
free step for both UL and U .
Figure 5.47: Illustration of numerical error when interface moves across the fixed grid.
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Chapter 6
Validation of two-phase flow
modelling — liquid jet
atomisation
6.1 Liquid jet in high speed coaxial air flow
6.1.1 Introduction
In this section, the atomisation of a liquid jet in coaxial air flow in simulated. Since the
liquid core length is the most important parameter charaterising the liquid jet primary
breakup, it is used to validate the developed two-phase LES method against the exper-
iment. Charalampous et al. [13] [14] used a laser induced fluorescence (LIF) technique
to measure the liquid core length, and showed that LIF can provide more accurate
detection of the liquid jet geometry than the shadowgraph technique. Therefore, their
experimental results are used to examine the performance of the proposed method in
this study. The coaxial air-blast atomiser used in [13] [14] is shown in Figure 6.1. The
diameter of the liquid nozzle is DL = 2.3 mm; the inner and outer diameters of the
annular gas nozzle are 2.95 mm and 14.95 mm respectively.
Table 6.1 lists the flow conditions simulated here (UG and UL are the area-averaged
velocities at the exit of the nozzle, MR is the gas to liquid momentum ratio defined in
[13]).Since the experiment is carried out with water and air at atmospheric pressure,
the fluid properties in the simulations are set by: gas density ρG = 1.205 kg/m3, gas
viscosity µG = 1.836 × 10−5 Pa · s, liquid density ρL = 1000 kg/m3, liquid viscosity
µL = 0.8476× 10−3 Pa · s, and the surface tension coefficient σ = 0.072 N/m.
A simple uniform laminar inflow is first used for the LES, with the results shown
in subsection 6.1.2. Then, a recycling-rescaling method (R2M) is applied to generate
realistic turbulent inflows for the numerical prediction of the liquid jet primary breakup,
and this is demonstrated in subsection 6.1.3. A comparison of the LES-predicted liquid
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Figure 6.1: Geometry of coaxial air-blast atomiser used by Charalampous et al. [13]
[14].
Table 6.1: Simulated flow conditions
flow UG (m/s) UL (m/s) We ReL MR
1a 47 4 73 10850 0.166
1b 70 4 174 10850 0.369
1c 119 4 508 10850 1.066
1d 166 4 1016 10850 2.075
2b 70 2 526 5440 1.476
3b 70 8 473 21770 0.0923
core length and the experimental data is given in subsection 6.1.5.
6.1.2 Laminar inflow
The simulation domain is [0 54] × [−6 6] × [−6 6] mm in the x, y, and z directions
respectively. The axis of the nozzle lies in the x direction, at y = 0 and z = 0. Figure
6.2 shows the Cartesian mesh used in the simulation. In order to resolve well the liquid
jet primary breakup, a uniform fine mesh is used in the region [0 54] × [−2.43 2.43] ×
[−2.43 2.43]mm with a cell size 0.09 mm. In the outer region of the simulation domain,
an expanding mesh is used to reduce the computational cost. The number of cells is
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600× 80× 80 in x, y, and z directions respectively.
(a) x− y plane
(b) y − z plane
Figure 6.2: Mesh used in the simulation of liquid jet in coaxial flow. (Red region
represents liquid)
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Uniform laminar inflows are specified for both liquid and gas phase at the inlet. Fig-
ure 6.3 shows an instantaneous liquid jet structure predicted by LES for UG = 70 m/s
and UL = 4 m/s; this shows significant difference with the experimental shadowgraph
image. The predicted liquid jet is continuous without any breakup while ligaments and
droplets are observed in the shadowgraph. Some small disturbances are observed on
the interface near the nozzle exit in the experiment. However, in the simulation, the
predicted interface is rather smooth in the first three DL downstream of the nozzle exit.
Since the internal flows inside the nozzles will be turbulent due to the high Reynolds
number, the turbulent eddies can destabilise the interface after gas and liquid exit their
nozzles. Therefore, a realistic turbulent inflow is needed to predict correctly the liquid
jet primary breakup.
Figure 6.3: Comparison of the predicted liquid jet structure and the experimental
shadowgraph for UG = 70 m/s and UL = 47 m/s. (a) shadowgraph from [13]; (b) LES
with uniform laminar inflow.
6.1.3 Turbulent inflow
In order to generate realistic turbulent inflow using the R2M technique, the mean
velocity and rms profiles at the nozzle exit are required as input. 2D axisymmetric
RANS simulations with a Reynolds stress turbulence model were run using the Fluent
CFD code for the internal flows.
Figure 6.4 shows the simulation domain for the water flow inside the central nozzle
of the atomiser and the contours of the predicted Turbulent Kinetic Energy (TKE),
indicating rapid boundary layer growth on the nozzle wall at this Reynolds number.
A quad mesh with 180000 elements was used. Enhanced wall treatment was employed
to resolve the turbulent boundary layer. Figure 6.5 shows the predicted radial profiles
of mean streamwise velocity U , u-rms u′, v-rms v′, and w-rms w′ at the nozzle exit.
These formed the required R2M data input for the liquid flow.
Figure 6.6 shows the TKE contours obtained for the gas flow inside the annular
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Figure 6.4: Simulation domain for the liquid flow inside the central nozzle and predicted
TKE contour. (UL = 4 m/s)
Figure 6.5: Profiles of mean streamwise velocity U , u-rms u′, v-rms v′, and w-rms w′
in the radial direction for liquid flow. (UL = 4 m/s)
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nozzle. Turbulent boundary layers were observed to develop on the walls after the
contraction section. A quad mesh with 170000 elements was used. Figure 6.7 shows
the predicted profiles of mean streamwise velocity and rms levels for gas flow at the
nozzle exit. Again these formed the required R2M target data.
Figure 6.6: Simulation domain for the gas flow inside the annular nozzle and predicted
TKE contour. (UG = 47 m/s)
Figure 6.7: Profiles of mean streamwise velocity U , u-rms u′, v-rms v′, and w-rms w′
in the radial direction for gas flow. (UG = 47 m/s)
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Figures 6.8 and 6.9 show the domain and mesh for LES where realistic turbulent
inflows are generated using R2M at nozzle exit. The main simulation domain for re-
solving the liquid jet primary breakup is the same as that in subsection 6.1.2, and
uses the same Cartesian mesh. In order to generate unsteady turbulent inflows using
R2M, an extra cylindrical IC (Inlet Condition) domain (two blocks) is created for the
liquid phase, and another annular IC domain (two blocks) for the gas phase. The cross-
stream dimensions of the two IC domains are set as those of the nozzle exit. Thus,
the dimensions of the liquid-phase IC domain are [−8.4 0] × [0 1.15] × [0 2pi] mm in
x, r, and θ directions respectively; the dimensions of the liquid-phase IC domain are
[−8.4 0] × [1.475 7.475] × [0 2pi] mm. A cylindrical mesh is used in order to resolve
better the turbulent boundary layers inside the nozzles. A uniform mesh is used in
the streamwise and circumferential directions while in the radial direction finer mesh
is used in the boundary layer regions. Both IC domains have 58× 52× 68 cells.
(a) Overall view
(b) Enlarged view for the IC blocks
Figure 6.8: Simulation domain for LES with realistic turbulent inflow generated by
R2M.
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(a) Mesh in plane z = 0
(b) Mesh for the IC blocks in plane x = −0.005 m
Figure 6.9: Mesh for LES with realistic turbulent inflows generated by R2M.
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In LES of the flow in the IC domain, the instantaneous velocities from the plane
x = −0.15 mm are recycled as inflow velocities at the IC domain inlet, and convective
outflow condition is used at the outlet. Figures 6.10 and 6.11 shows that the mean
and rms values of the velocity field predicted in the IC domains agree well with the
input target profiles. The profiles at locations x = −1,−4,−7 mm collapse together,
indicating that the predicted turbulent flow is homogeneous in the streamwise direction.
Figure 6.10: Mean velocity U , u-rms u′, v-rms v′, and w-rms w′ predicted by LES for
liquid flow in the IC domain at locations x = −1,−4,−7 mm. (UL = 4 m/s)
The flows in the IC domains are simulated using a single-phase LES solver while
the liquid jet primary breakup in the MS domain is simulated using the developed
two-phase flow LES method. Simulations in all domains are run simultaneously with
the same time step. At every time step, the instantaneous unsteady velocities from a
selected plane (x = −0.0048 m was used in this study) are mapped from the cylindrical
mesh onto the Cartesian mesh at the inlet plane of the MS domain. Figures 6.12
and 6.13 show contours of instantaneous liquid and gas streamwise velocity at plane
x = −0.0048 m and also at the inlet of the MS domain. It is observed that the
velocity fields at the two planes show the same large-eddy structures, indicating a
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Figure 6.11: Mean velocity U , u-rms u′, v-rms v′, and w-rms w′ predicted by LES for
gas flow in the IC domain locations x = −1,−4,−7 mm. (UG = 47 m/s)
correct mapping process. However, the small-eddy structures are smoothed to some
extent in the mapping from the cylindrical mesh to the Cartesian mesh. This is due
to a finer cylindrical mesh being used to resolve the turbulent boundary layer while a
relatively coarser cartesian mesh was employed in the MS domain. Figure 6.14 presents
contours of the instantaneous streamwise velocity in the central x − y plane for both
phases. It is observed (especially evident for the liquid phase) that the turbulent eddies
developing downstream of the MS domain inlet have similar structures as those in the
IC domain (downstream of plane x = −0.0048 m), indicating that the turbulent eddies
developed by the R2M technique in the nozzles are convected downstream as the liquid
and gas are ejected from their nozzle exits.
Figure 6.15 compares the interface topologies near the nozzle exit predicted by
LES with the two different inflow conditions. In contrast with the predicted long
smooth interface region when applying uniform laminar inlet conditions, the interface
is disturbed by the turbulent eddies right after the jets exit the nozzles when using
turbulent inflow conditions. Figure 6.16 shows the overall liquid jet structure predicted
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(a) IC domain x = −0.0048 m
(b) Inlet of MS domain x = 0
Figure 6.12: Contours of instantaneous liquid streamwise velocity. (UL = 4 m/s,
UG = 47 m/s)
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(a) IC domain x = −0.0048 m
(b) Inlet of MS domain x = 0
Figure 6.13: Contours of instantaneous gas streamwise velocity. (UL = 4 m/s, UG =
47 m/s)
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(a) liquid
(b) gas
Figure 6.14: Contour of instantaneous streamwise velocity in x−y plane. Blue dash line
in IC domain represents the plane (x = −0.0048 m) providing instantaneous velocity to
the inlet of MS domain. Black line in MS domain represents the interface. (UL = 4 m/s,
UG = 47 m/s)
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by LES when turbulent inflows are specified for both phases using R2M. The growth
of the surface instability in the liquid jet under aerodynamic forces is well reproduced
by LES, and the breakup point of the liquid core now agrees well with the experiment.
Ligaments and droplets are ejected from the resulting liquid clusters, which is consistent
with shadowgraph observations.
Figure 6.15: Comparison of the interface topologies near the nozzle exit predicted by
LES with: (a)uniform laminar inflow (b) realistic turbulent inflow.
In order to investigate in more detail the mechanism behind the initial interface
instability, two more simulations were run: one with realistic turbulent gas inflow
but uniform laminar liquid inflow, and the other with uniform laminar gas inflow and
realistic turbulent liquid inflow. The 3D view of the predicted liquid jets are shown in
Figure 6.17 together with results from simulations using either both uniform laminar
inflows or both realistic turbulent inflows. It is evident that the two-phase interface
is disturbed immediately after the nozzle exit in the two simulations with realistic
turbulent liquid inflow, while a marked smooth interface region exists downstream of
the nozzle exit in the two simulations with uniform laminar liquid inflow. Therefore,
the liquid eddies rather than the turbulent eddies are responsible for the initial interface
instability, which is indeed rational since the liquid has a much larger inertia than the
gas. When uniform laminar inflow is specified for the liquid phase, the initial interface
instability is mainly due to the shear forces exerted by the gas flow. It is perhaps
surprising that the interface predicted with realistic turbulent gas inflow has a longer
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Figure 6.16: Comparison of the predicted liquid jet structure and the experimental
shadowgraph for UG = 47 m/s and UL = 4 m/s. (a) shadowgraph from [13]; (b) LES
with turbulent inflow generated by R2M.
Figure 6.17: The liquid jets predicted by LES with: (a) realistic turbulent inflows for
both liquid and gas; (b) realistic turbulent inflow for liquid and uniform laminar inflow
for gas; (c) uniform laminar inflow for liquid and realistic turbulent inflow for gas; (d)
uniform laminar inflows for both liquid and gas. (UG = 47 m/s and UL = 4 m/s)
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smooth region than with uniform laminar inflow. The cause is indicated in Figure 6.18.
With a realistic turbulent boundary layer, the simulated gas flow has a longer slow
relocation (backflow) region behind the nozzle lip separating liquid and gas flows, and
the gas velocity in the cell adjacent to the interface reaches 10 m/s at x = 4.4 mm.
In contrast, when uniform laminar inflow is used for the gas phase, the gas flow in
the cell adjacent to the interface increases to 10 m/s only 2 mm after the nozzle
exit, and destabilises the interface at a shorter distance downstream of the nozzle exit.
Therefore, when the same inflow is specified for the liquid phase, the uniform laminar
gaseous inflow predicts a slightly shorter liquid core than the realistic turbulent gaseous
inflow.
Figure 6.18: Gas flows predicted when uniform laminar inflow is specified for the liquid
phase (black dashed line is the interface). (a) uniform laminar inflow for gas; (b)
realistic turbulent inflow for gas. (UG = 47 m/s and UL = 4 m/s).
185
6. Validation — liquid jet atomisation
6.1.4 Liquid jet structure at different flow conditions
Figure 6.19 compares the liquid jet structures predicted by the current LES method
with the shadowgraphs taken by Charalampous et al. [13] for liquid jet primary breakup
under different coaxial air velocities. The breakup morphologies of the continuous liquid
jet are well reproduced by the current two-phase LES method for all conditions. As the
air velocity increases, the predicted location where drops and ligaments are first seen
decreases, in good agreement with the experimental observation. Due to the increasing
aerodynamic force, the dimensions of predicted liquid ligaments and droplets resulting
from the primary breakup becomes smaller. Due to the relatively coarse mesh, the
secondary breakup in the downstream region is not well resolved for the high speed air
velocity cases (UG = 119 m/s and UG = 166 m/s).
Figure 6.20 shows the simulated primary breakup at three different liquid injection
velocities with a coaxial air flow of 70 m/s, together with the shadowgraphs at the
corresponding flow conditions. As the liquid velocity increases, the liquid jet interface
before the breakup point becomes more rough, due to the disturbing liquid eddies
become more energetic as the Reynolds number of the liquid flow inside the nozzle
increases from 5440 to 21770. This physical phenomenon is correctly captured by the
current LES but obviously only when R2M is applied to generate the turbulent inflows.
As the liquid injection velocity grows from 2 m/s to 8 m/s, the liquid jet breakup
position moves downstream, in good agreement with the experimental images.
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Figure 6.19: Comparison of Liquid jet primary breakup between LES prediction and
Experimental shadowgraph for flows with the same liquid velocity (UL = 4 m/s) but
different coaxial air velocity: (a) UG = 70 m/s; (b) UG = 119 m/s; (c) UG = 166 m/s.
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Figure 6.20: Comparison of Liquid jet primary breakup between LES prediction and
Experimental shadowgraph for flows with the same coaxial air velocity (UG = 70 m/s)
but different liquid velocity: (a) UL = 2 m/s; (b) UL = 4 m/s; (c) UL = 8 m/s.
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6.1.5 Liquid core length
In the simulaion, the liquid core length is determined by the area ratio illuminated
by the laser beam. Figure 6.21 demonstrates the liquid area (A) which is illuminated
directly by the laser at plane x = 19mm in a 2D slice (ignoring laser beam reflection
on the interface). The illumination area in 3D is calculated in the same way. The ratio
of area illuminated by laser beam to liquid nozzle exit area is calculated by α = A/A0.
The predicted illumination area ratio variation in the x direction at t = 24 ms is shown
in Figure 6.22. Phisically, more area can be illuminated at section x = 19mm due to
the laser beam refrection by the interface. Taking this into account, a relatively small
value of α is chosen as the criterion to determine the liquid core length. Figure 6.23
shows the instantaneous and mean liquid core length calculated basing on the criterion
α = 0.05 for the case UL = 4 m/s, UG = 47 m/s where turbulent inflows were used for
both phases.
Figure 6.21: Demonstration of area (A green section) illuminated by laser beam at plane
x = 19mm in LES with turbulent inflow at t = 24 ms.(UL = 4 m/s, UG = 47 m/s).
Red line denotes predicted interface; blue line represents the area (A0) at the nozzle
exit.
Figure 6.24 shows the liquid core length predicted by the current two-phase LES for
flows 1a—1d in Table 6.1. The liquid jet velocity UL is 4 m/s in all four cases, but the
gas velocity varies to produce different Weber numbers. When uniform laminar inflows
were used for both phases, the predicted liquid core length is as expected from the
discussion above much larger than the experimental measurements of Charalampous
et al. [14] for lower Weber numbers. When realistic turbulent inflows are specified for
both phases, the simulated liquid core length agrees well with the experimental value
for all Weber numbers, confirming that the initial interface perturbations caused by
liquid eddies play an important role in the resulting surface instability development and
primary breakup process. For the cases with higher gaseous co-flow (UG = 119 m/s and
UG = 166 m/s), the aerodynamic forces dominate the primary breakup process, and
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Figure 6.22: Ratio of area illuminated by laser beam to liquid nozzle exit area in LES
with turbulent inflow at t = 24 ms.(UL = 4 m/s, UG = 47 m/s)
blasts the liquid jet core in a shorter distance. Therefore, the difference of the predicted
liquid core length between simulations with different inflow conditions is much smaller.
Though the turbulent liquid inflow indicates a shorter liquid core, the uniform laminar
gaseous co-flow tends to disintegrate the liquid core in a shorter distance than the
realistic turbulent inflow. Thus, the simulations with uniform laminar inflows predicts
the same breakup length as that with turbulent inflows for the case with the highest
gas velocity (UG = 166 m/s). Overall, the liquid core lengths are well reproduced by
the developed two-phase flow LES method for all four flows when realistic turbulent
inflows are provided for both liquid and gas phases by R2M.
Figure 6.25 shows the predicted liquid core length for different liquid velocities
with the same air co-flow (UG = 70 m/s). For the two lower liquid injection velocities
UL = 2 m/s and UL = 4 m/s, the liquid core length predicted by the current LES agrees
well with the experimental measurements. However, the predicted value is considerably
larger than the LIF measurement for the case with the highest liquid velocity UL =
8 m/s. This marked difference is due to the measurement error. Charalampous et al.
[13] observed significant decrease of the fluorescent intensity along jet length, as the
laser light was scattered due to refraction at the liquid-air interface which had more
wavy features at the highest liquid velocity. This can cause undervalued measurements
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Figure 6.23: Predicted liquid jet core length based on the criterion α = 0.05. Red solid
line: instantaneous value; Blue dashed line: mean value. (UL = 4 m/s, UG = 47 m/s)
of liquid jet core length. It is noted in Figure 6.20 (c) that few droplets are stripped off
the liquid jet in the test section for this case (UL = 8 m/s). Therefore, in this instance,
the shadowgraph technique provides an accurate liquid jet structure, and it indicates a
liquid core length of ∼ 13D which is in good agreement with results from the current
LES.
Figure 6.26 shows that the predicted liquid core length is a power law function of
the momentum flux ratio. As the gas velocity increases while the liquid velocity is
kept at 4m/s, the predicted liquid core length decreases with a power law exponent of
-0.39. As the liquid velocity increases while the gas velocity is kept to be 70m/s, the
predicted liquid core length decreases a power law exponent of -0.35. This prediction
is consistent with the power law exponents (from -0.5 to -0.3) reported based on a
range of experimental measurements (see Lasheras et al. [72], Engelbert et al. [28], and
Leroux et al. [76]).
Finally, Figure 6.27 indicates that the predicted liquid core length decreases as a
power law function of Weber number when the liquid velocity is kept at 4m/s, with a
power law exponent of -0.39 which is in good agreement with the value -0.4 reported
by Eroglu et al. [31].
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Figure 6.24: Comparison of the liquid core length predicted by current LES with the
experimental data of Charalampous et al. [14] for different Weber numbers. (UL =
4 m/s)
Figure 6.25: Comparison of the liquid core length predicted by current LES with the
experimental data of Charalampous et al. [14] for different liquid velocities under the
same air co-flow. (UG = 70 m/s)
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Figure 6.26: Predicted liquid core length vs momentum flux ratio
Figure 6.27: Predicted liquid core length vs Weber number. (UL = 4 m/s)
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6.1.6 Liquid volume error in predicted primary breakup
Since it is very important to conserve fuel mass in simulations of fuel atomisation in an
engine, the liquid volume error in the LES of the liquid jet primary breakup carried out
above was examined. When it was judged that the simulated liquid jet primary breakup
has reached a statistically stable state (shown in Figure 6.28), the following three
quantities were measured: the liquid volume injected into the domain (region enclosed
by the black solid line in Figure 6.28) at inlet Vin(t), the liquid volume flowing out of the
outlet Vout(t), and the liquid volume change in the domain ∆V (t) = V (t)−V (0) (V (t)
is the liquid volume in the domain at time (t)).According to the mass conservation,
the three quantities should satisfy the relation: Vin(t) = Vout(t) + ∆V (t). Figure 6.29
presents the liquid volume budget for the simulation domain shown in Figure 6.28. Since
the liquid mass influx is constant, the liquid volume entering the simulation domain
grows linearly as time. However, the rate of liquid volume exiting from the simulation
domain varies due to flapping of the liquid jet, resulting in the fluctuation of the
liquid volume staying in the simulation domain. It is observed in Figure 6.29 that the
calculated Vout(t)+∆V (t) collapsed to Vin(t) with an error of 0.01%, demonstrating that
the the liquid volume is conserved well in the simulation of liquid jet primary breakup.
In order to examine whether the requirement of continuity for the interface advection
velocity is necessary in order to conserve the liquid volume, one more simulation without
the divergence free step for the extrapolated liquid velocity was run, and the results
is shown in Figure 6.30. Significant error (4%) in liquid volume is observed in the
primary breakup process, confirming the importance of the divergence free step for the
extrapolated liquid velocity.
Figure 6.28: Simulation domain for examination of the liquid volume error in the liquid
jet primary breakup process.
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Figure 6.29: Liquid volume budget in a normal simulation
Figure 6.30: Liquid volume budget in a simulation without the divergence free step for
the extrapolated liquid velocity.
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6.2 Liquid jet in cross flow
6.2.1 Introduction
The injection of a liquid jet into a high-speed gaseous crossflow may achieve good
fuel/air mixing for application in air-breathing propulsion systems (gas turbine combus-
tors, afterburners, ramjets, scramjets), and has been studied extensively in experiments
and CFD. Elshamy [27] investigated the liquid jet penetration and produced spray
structures in air crossflow using several techniques (shadowgraphy, MIE-scattering,
PIV, LDV). One case from [27] is simulated here using the currently developed two-
phase LES method, and the predicted liquid jet primary breakup is compared with
the experimental measurements. Figure 6.31 shows a schematic of the test section
and liquid injection nozzle. The diameter of the liquid nozzle is D = 1mm, and the
depth/diameter ratio is L/D = 10. The simulated test case has a Weber number of
100 and a momentum flux ratio of 10, and the corresponding experiment is carried out
with water and air at atmospheric pressure. Figure 6.32 shows the sequence used in
the experiment to determine outer and inner spray boundaries for this test case using
the Mie scattering technique. Spray boundaries were defined as locations where the
gray level is 10% of the maximum level in the averaged Mie scattering image. A similar
approach is described to extract spray boundaries for LES predictions.
(a) Test section (b) Liquid noz-
zle
Figure 6.31: Schematic of test section and liquid injection nozzle. Images from Elshamy
[27].
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(a) Instantaneous MIE scattering image
(b) Average of 60 MIE images
(c) 90% threshold image
Figure 6.32: Sequence to determine outer and inner spray boundaries (We = 100, q =
10)
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6.2.2 Laminar inflow conditions
The velocity of the gas flow at the liquid injection location was measured by LDV
with no liquid injected in [27], and the measured profile indicated a boundary layer
thickness of 6mm. Considering that the diameter of the liquid jet is 1mm, the gas
flow boundary layer should therefore have a considerable effect on the liquid jet atom-
isation. Therefore, a developing turbulent boundary layer on a plate with the same
free stream velocity as in the experiment was first simulated by 2D RANS (Reynolds
stress turbulence model), with the mean velocity profile shown in Figure 6.33. The
predicted mean velocity at location x = 0.32m had the same freestream velocity and
boundary layer thickness as the experimental measurements as shown in Figure 6.34,
and thus was used as the input for the gas flow in the two-phase flow LES. Note that
this is referred to in the present subsection as a ‘laminar’ inflow since only the mean
velocity profile was used, no turbulent quantities were used and no approached invoked.
A uniform laminar velocity (Vj = 8.6m/s) was applied at the injection nozzle exit to
create inflow conditions for the liquid phase. The density and viscosity of the air are:
ρG = 1.2 kg/m3 and µG = 1.836 × 10−5 Pa · s. For water, ρL = 1000 kg/m3 and
µL = 8.476 × 10−4 Pa · s. The surface tension coefficient between water and air is
σ = 0.072 N/m.
Figure 6.33: The streamwise velocity contour of the simulated turbulent boundary layer
by RANS.
The simulation domain is shown in Figure 6.35, and has dimensions of [−0.006 0.024]×
[0 0.024]× [−0.012 0.012] m in x, y and z directions. A uniform Cartesian mesh was
used in the region [0 0.011] × [0 0.013] × [−0.002 0.002] m to resolve the primary
breakup, with a cell size δx = δy = δz = 0.00004 m. In other regions, an expanding
mesh was used to reduce the computational cost. In total, 20 million cells were used.
The instantaneous spray structures of the liquid jet in crossflow predicted by LES
using these laminar inflow conditions are shown in Figures 6.36 and 6.37. After the
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Figure 6.34: Mean velocity at location x = 0.32m predicted by RANS and LDV
measurements at liquid injection location.
Figure 6.35: Simulation domain used for water jet in air crossflow (We = 100, q = 10).
Red region denotes water.
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liquid exits the nozzle, the liquid column deforms from a circular to an elliptic cross-
section. Figure 6.38 shows the pressure distribution as the gas phase flows around the
liquid column. Due to the high pressure in the upstream stagnation region and the
low pressure on the sides (shown in Figure 6.38), the liquid moves spanwise (in the z
direction) from the front to the sides of the liquid column, and liquid ligaments and
droplets begin to be ejected or shedded from the liquid column at a distance of 3D
from the wall. Under the influence of the large pressure difference between upstream
and downstream sides of the liquid jet (Figure 6.38), the liquid column deflects in the
direction of the gaseous crossflow, and regular instability waves are observed on the
upstream surface of the liquid jet (Figures 6.36 and 6.37). As the magnitude of the
instability waves grows, liquid jet primary breakup eventually occurs at 7.8D from the
wall, agreeing well with the breakup location of 8D as reported by Wu et al. [148] based
on their experimental study of nonturbulent liquid jet in crossflow. The discrete liquid
structures resulting from primary breakup are convected downstream under the action
of aerodynamic forces, and undergo secondary breakup if the aerodynamic forces are
sufficiently strong.
Figure 6.39 demonstrates how the wavelength of the surface wave in slice z =
0.0002m was estimated from the instantaneous prediction of the interface, indicating
that the wavelength λS was equal to 0.00055m. Sallam [115] measured the wavelength
of instability waves on the upstream side of a liquid jet in their experimental study of
a round nonturbulent liquid jet in gaseous crossflow, and gave a fit line based on their
experimental data. Figure 6.40 shows that the wavelength predicted by the current
LES agrees well with Sallam’s experimental measurements.
Based on their experimental results, Sallam [115] suggested that the initial surface
instability was caused by a Rayleigh-Taylor instability. In order to investigate the
mechanism of primary breakup, the wavelength corresponding to the maximum growth
rate of a Rayleigh-Taylor instability was calculated here from
λR−T = 2pi
√
3σ
ρLa
(6.1)
Where a is the acceleration of the liquid phase arising from the drag of the gaseous
flow. The mass-averaged velocities of the liquid jet in both the crossflow (x) and
transverse (y) directions are shown in Figure 6.41 as a function of y. The liquid phase
acceleration can be approximated by
a =
U(y1)− U(y2)
∆t
(6.2)
Here, δt is the time used to convect the liquid from position y1 to y2, which can be
computed from:
∆t =
∫ y2
y1
y
V (y)
dy (6.3)
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(a) Front view
(b) top view
Figure 6.36: Front view and top view of the predicted spray structures of liquid jet in
crossflow when laminar inflows are used for both phases.
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Figure 6.37: Side view of the predicted spray structures of liquid jet in crossflow when
laminar inflows are used for both phases.
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Figure 6.38: Velocity vector and pressure fields in slice y = 0.0018 mm
To be consistent with the region where the wavelength was measured in LES, y1 =
0.0026 m and y2 = 0.0036 were chosen, resulting in a = 14120 m/s2 and λR−T =
0.00077 m. In consideration of the difference between the ideal conditions where equa-
tion 6.1 is derived and the circumference of liquid jet primary breakup, the wavelength
of the most unstable R-T waves is close to the surface wavelength observed in both
current simulation and Sallam’s experiments. Therefore, the current LES indicates
that the initial instability of the liquid jet under low turbulence conditions is indeed a
Rayleigh-Taylor instability.
Figure 6.42 shows U contours and velocity vectors in slice z = 0. Strong turbulence
is observed behind the liquid jet. A zoomed in view of the velocity vector field in the
liquid jet primary breakup region is presented in Figure 6.43. As the magnitude of
the instability wave grows on the upstream surface of the liquid jet, gaseous vortices
develop in the troughs of the surface waves, further enhancing the primary breakup
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Figure 6.39: Measurement of the wavelength of the surface wave in slice z = 0.0002 m
Figure 6.40: Comparison of the instability wavelength predicted by current LES with
the experimental data and corresponding fit line from Sallam et al. [115]
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Figure 6.41: Mass-averaged x-direction velocity U and y-direction velocity V of the
liquid jet as a function of y.
process. The large eddies behind the tip of the liquid jet are well reproduced, clearly
demonstrating the advantage of LES over RANS. Figure 6.44 displays the velocity
vector field in the secondary breakup region. The gaseous flow around the large liquid
structures is well resolved. It is observed that some large liquid structures undergo
further deformation and secondary breakup under the action of aerodynamic forces.
The smaller droplets are convected downstream due to the drag experienced from the
gas phase.
In order to compare the spray boundaries with experimental results, two different
post-processing approaches have been used. The first approach aims to give a straight-
forward 3D view of the predicted spray structure. 21 instantaneous 3D liquid jet spray
images predicted by current LES have been superimposed, and are displayed in Figure
6.45 together with the spray boundaries measured by Elshamy [27]. The second ap-
proach is intended to produce better quantitative estimates of predicted outer and inner
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Figure 6.42: Contours of velocity component U and velocity vector in slice z = 0. Red
line represents the interface. Velocity vector in liquid is coloured by blue; Velocity
vector in gas is coloured by red.
spray boundaries that are consistent with the experimental technique described above.
The 3D instantaneous spray structures are first converted into 2D images. If all cells in
the z direction with constant indices i and j hold no liquid (i.e. Fi,j,k = 0, k = 1, kmax),
the H value in 2d cell (i, j) is set to be zero (i.e. Hi,j = 0). Otherwise, Hi,j = 1. Figure
6.46 demonstrates the 2D H contour of the predicted 3D instantaneous liquid jet spray
shown in Figure 6.36. An average of 101 such 2D H contours is shown in Figure 6.47.
To be consistent with the experiments, a 90% threshold is used here, meaning that the
contour with averaged H value equal to 10% is measured as the spray boundaries. In
Figure 6.47, the region with averaged H value less than 10% is treated as non-spray
region and thus cut off in the image. Figure 6.47 indicates that the resulting bound-
aries of the simulated spray are within the experimental measurements. It is observed
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Figure 6.43: Velocity vector field in the liquid jet primary breakup region in slice z = 0.
Red line represents the interface. Velocity vector in liquid is coloured by blue; Velocity
vector in gas is coloured by red.
in both experiments and LES that the small droplets dominate in the region near the
inner boundary. Due to the mesh resolution, some relatively small liquid structures
may not be well resolved, resulting in a smaller number of drops in this region than
in the experiments. As the liquid jet penetration is determined by larger liquid struc-
tures, it is expected that the outer boundary should be better resolved. However, the
jet penetration (outer boundary) is still underpredicted in Figure 6.47, with the largest
difference between LES and experiment observed in the primary breakup region (up
to 14% at its maximum). In order to predict the spray better as in the co-axial jet, it
is important that realistic turbulent inflows are provided for both phases, and this is
described in the next subsection.
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Figure 6.44: Velocity vector field in the secondary breakup region in slice z = 0. Red
line represents the interface. Velocity vector in liquid is coloured by blue; Velocity
vector in gas is coloured by red.
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Figure 6.45: Superimposition of 21 instantaneous 3D liquid jet spray images predicted
by current LES with laminar inflow for both phases (time between two images ∆t =
0.1 ms). Green circular and square points denote the outer and inner spray boundaries
measured by Elshamy [27].
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Figure 6.46: 2D H contour of the predicted 3d instantaneous liquid jet spray shown
in Figure 6.36. Green circular and square points denote the outer and inner spray
boundaries measured by Elshamy [27].
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Figure 6.47: Average of 101 2DH contour of liquid jet spray images predicted by current
LES with laminar inflow for both phases (time between two images ∆t = 0.02 ms).
Green circular and square points denote the outer and inner spray boundaries measured
by Elshamy [27].
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6.2.3 Turbulent inflow conditions
The recycling and rescaling method was again used to generate turbulent inflow condi-
tions for both phases. For the gas phase, the mean velocity profile obtained from the
RANS prediction shown in subsection 6.2.2 (see Figure 6.34) and the corresponding
rms profiles at corresponding location (Figure 6.48) were used as the target input for
the R2M technique.
Figure 6.48: Rms profiles at location x = 0.32m predicted by RANS
A 2D axisymmetric RANS prediction (Reynolds stress turbulence model) was run
to capture the liquid internal flow inside the nozzle. Figure 6.49 shows the simulation
domain and predicted contours of the axial mean velocity U . Figure 6.50 shows the
mean velocity and rms profiles obtained at nozzle exit, which were used as target input
for an R2M calculation to provide turbulent inflow conditions at the nozzle exit for the
liquid phase.
For the simulation with turbulent inflow conditions, the two-phase main simulation
(MS) domain was the same as that used above in subsection 6.2.2. In order to generate
turbulent inflow for the gas phase, An IC domain was created upstream of the MS
domain inlet as shown in Figure 6.51. The gas IC domain had the same dimensions
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Figure 6.49: U contours of liquid phase internal flow inside the nozzle predicted by
RANS
Figure 6.50: mean velocity and rms profiles at nozzle exit predicted by RANS
in transverse and spanwise directions as the MS domain while the dimension in the
streamwise (crossflow) direction was set to be 10 boundary layer thicknesses, i.e. 0.06 m.
A mesh with 80 × 100 × 80 nodes was used to resolve the turbulent boundary layer
in the gas IC domain. A turbulent boundary layer was successfully reproduced in the
IC domain and was correctly mapped to the gas phase inlet of the MS domain as
shown in Figure 6.51. For the generation of turbulent inflow conditions at the exit of
the liquid nozzle, an extra cylindrical domain was created, which had dimensions of
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0.0048m × 0.0005m × 2pi in y,r, and θ directions. Figure 6.52 illustrates the created
liquid IC domain and the employed mesh. Figure 6.53 demonstrates that the turbulent
flow developed within the liquid IC domain was properly mapped onto the liquid phase
inlet of the MS domain, and the turbulent eddies were convected downstream as the
liquid was injected into the gaseous crossflow.
Figure 6.51: Contours of instantaneous streamwise velocity U in gas IC domain and
two-phase MS domain. The dashed green line in the IC domain denotes the plane
where the velocity was mapped as the inflow at the gas inlet of MS domain. The black
line in the MS domain represents the interface.
Figure 6.52: IC domain for liquid phase and the mesh.
Figures 6.54 and 6.55 show the simulated liquid jet spray in air crossflow when
turbulent inflows were provided for both phases. In the LES prediction with laminar
inflows, instability waves were observed to develop regularly on the two-phase interface,
resulting in an orderly primary breakup of the liquid jet. When turbulent inflows are
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Figure 6.53: Contours of instantaneous transverse velocity V in liquid IC domain and
two-phase MS domain. The dashed blue line in the IC domain denotes the plane where
the velocity is mapped as the inflow at the liquid inlet of MS domain. The black line
in the MS domain represents the interface.
215
6. Validation — liquid jet atomisation
applied, the interface is dramatically disturbed by the turbulent eddies, with the liquid
jet now disintegrating in a chaotic manner. In order to investigate whether the liquid
eddies or the gas eddies dominate the initial interface instability, two more numerical
experiments were carried out: one with turbulent gas inflow and laminar liquid inflow;
the other with laminar gas inflow and turbulent liquid inflow. Predicted liquid spray
structures in the two simulations are displayed in Figure 6.56. LES with turbulent
gas inflow and laminar liquid inflow predicted orderly surface waves with the same
wavelength as the simulation with laminar inflow conditions for both phases. When a
turbulent liquid velocity field was specified at the exit of the liquid nozzle, a disordered
interface destabilisation and chaotic primary breakup were observed no matter whether
the gaseous inflow was turbulent or laminar. It is evident that the liquid eddies rather
than the gaseous turbulence affect significantly the mode of primary breakup. The cause
must be again that the liquid turbulent eddies have much larger inertia than gaseous
eddies due to the large liquid/gas density ratio. This assumption is supported by the
following time scale analysis. The characteristic time scale for gaseous eddy velocity u′
to influence the liquid jet deformation/breakup is: t∗b =
D
u′
√
ρL
ρG
. The characteristic time
scale of gaseous eddies in the turbulent boundary layer of the crossflow is: t∗e =
δ
U . δ is
the thickness of the gaseous turbulent boundary layer and is equal to 6 mm. Inside the
gaseous turbulent boundary layer, u
′
U ≈ 0.1. Thus, the ratio of the two characteristic
time scales is:
t∗b
t∗e
=
D
δ
U
u′
√
ρL
ρG
≈ 50
In comparison with the time scale needed to affect the liquid column deformation/breakup,
the time scale of the gaseous eddies in the turbulent boundary layer is too small to in-
fluence the liquid jet primary breakup. It is also observed that the primary breakup of
the turbulent liquid jet now occurs at a distance of 6.5D from the wall, lower than the
disintegration position of the nonturbulent liquid jet by 20%.
Figure 6.57 shows a superimposition of 21 3D instantaneous liquid jet spray images
predicted by the current LES with turbulent inflow conditions for both phases. Figure
6.58 displays the average of 101 2D H contours of the instantaneous liquid jet spray.
The inner spray boundary obtained is similar to that simulated with laminar inflows
whereas the spray penetration (outer boundary) is significantly larger than that sim-
ulated with laminar inflows. This is due to two reasons. First, the mean centerline
velocity of a realistic turbulent inflow is higher by 22% than that of a uniform laminar
inflow at the same mass flow rate condition, meaning that the core liquid volume has
much larger momentum than the average value and is able to penetrate farther in the
air crossflow. By comparing Figures 6.37 6.55 and 6.56, the deformed liquid column
has a considerably larger area in the cross section normal to the air flow when uniform
laminar liquid inflow is specified, indicating that a stronger form drag is exerted on the
liquid column by the air crossflow. Therefore, the spray will (erroneously) bend more
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(a) Front view
(b) top view
Figure 6.54: Front view and top view of the predicted spray structures of liquid jet in
crossflow when turbulent inflows are provided for both phases.
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Figure 6.55: Side view of the predicted spray structures of liquid jet in crossflow when
turbulent inflows are provided for both phases.
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Figure 6.56: Predicted liquid spray structures by LES with: turbulent gas inflow and
laminar liquid inflow (left); laminar gas inflow and turbulent liquid inflow (right).
in the direction of the air crossflow when uniform laminar inflows are used in LES than
in the experiments. Figure 6.59 shows that the liquid jet penetration predicted by LES
with turbulent inflows agrees significantly better with the experimental measurement
than that with laminar inflows. Figure 6.60 compares the predicted spray inner bound-
ary with the experimental measurement. Near the liquid jet nozzle, the spray inner
boundary is slightly better predicted with turbulent inflows than with laminar inflows
while similar predictions are obtained by both simulations in the downstream region.
The overprediction of the spray inner boundary was previously discussed in subsection
6.2.2.
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Figure 6.57: Superimposition of 21 instantaneous liquid jet spray images predicted by
current LES with turbulent inflows for both phases (time between two images ∆t =
0.1 ms). Green circular and square points denote the outer and inner spray boundaries
measured by Elshamy [27].
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Figure 6.58: Average of 101 2DH contour of liquid jet spray images predicted by current
LES with turbulent inflow for both phases (time between two images ∆t = 0.02 ms).
Green circular and square points denote the outer and inner spray boundaries measured
by Elshamy [27].
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Figure 6.59: Comparison of the predicted liquid jet penetration with the experimental
measurement.
Figure 6.60: Comparison of the predicted spray inner boundary with the experimental
measurement.
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Chapter 7
Conclusions and
recommendations for future work
7.1 Summary of results
In gas-turbine engines, liquid fuel atomisation significantly affects combustion per-
formance. The objective of the current research is to investigate the first stage of
the atomisation process (primary breakup) using a CFD approach. A two-phase flow
LES methodology has been developed and validated in this thesis to predict the pri-
mary breakup process at the conditions relevant to air-blast atomisation in gas turbine
combustors — highly turbulent flows, strong aerodynamic forces, and high liquid/gas
density ratio. This was accomplished in the following five stages:
• The liquid and gas flows inside the nozzles of the atomiser can be very turbulent,
and the large eddies exiting the nozzles can considerably influence the breakup
morphology of the liquid jet. Therefore, in order to accurately reproduce the pri-
mary breakup process in numerical simulations, realistic turbulent inflows must
be specified at the nozzle exits. A rescaling/recycling method (R2M) was ini-
tially developed in single-phase LES. With only mean velocity and turbulent rms
levels supplied as input, it enables realistic turbulent structures to be generated
within a specially created inlet condition (IC) domain. R2M was first validated by
simulated a turbulent boundary layer. The generated turbulent flow was homo-
geneous in both streamwise and spanwise directions in the IC domain, with the
mean velocity and rms profiles agreeing well with the input target values. Com-
parison of shear stress and integral length scale with experiments/DNS indicated
the success of the method in generating turbulent 1-point and 2-point correla-
tions not specified in the input data. When turbulent inflow was generated using
the R2M technique, the simulated turbulent boundary developed naturally right
from the inlet in the main simulation (MS) domain, with the boundary layer
growth rate in good agreement with a momentum integral estimate. A mixing
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layer is considered next. The mean velocity and u-rms levels predicted by LES
with R2M-generated turbulent inflow again agreed well with experimental data
at different locations, confirming the excellent performance of the R2M approach.
The inflows in the previous two test cases were homogeneous in the spanwise
direction. Spanwise-dependent mean velocity and rms profiles were prescribed
in the third test case. The inhomogeneity of the turbulent flow generated by
R2M was correctly reproduced by comparison of mean velocity and rms. Finally,
R2M was used in simulations of liquid jet primary breakup. The idea was to
generate turbulent flow in the IC domains separately for liquid and gas phases.
Since the mesh in the IC domains was different from that in the MS domain,
a mapping procedure of the instantaneous velocity from a selected IC plane to
a corresponding MS domain inlet plane was carried out every time step. The
target mean velocity and rms profiles for R2M can be from either experiments or
CFD (RANS/LES/DNS). In the LES of liquid jet primary breakup, preceding 2D
RANS (Reynolds stress turbulence model) predictions of either the nozzle flow
or the cross-flow boundary layer were carried out to obtain target mean velocity
and rms profiles. From the numerical experiments, it was found that the liquid
turbulent flows developed inside the injector nozzles had a significant effect on
the early stage of surface disturbance that preceeded primary breakup process.
• In an LES approach to primary breakup, the two-phase interface must be re-
solved. Three interface capturing methods, namely Level Set (LS), Volume of
Fluid (VOF), and coupled Level Set and VOF (CLSVOF), were implemented
and tested by simulating liquid disc deformation in a specified single vortex flow.
It was found that significant error can be introduced to liquid mass when the
interface was evolved by LS although this approach can provide superior rep-
resentation of the interface and a straightforward calculation of normal vector
and curvature. In contrast, the VOF method can conserve liquid mass naturally.
However, due to the continuity of the VOF function, the location of the interface
and the calculation of surface normal vector and curvature information are more
complicated, especially in 3D. In preliminary 2D testing, CLSVOF was found
to be the optimum approach simultaneously to conserve liquid mass and pro-
vide superior representation of the interface geometry, combining the advantages
of both VOF and LS methods. Therefore, CLSVOF was extended to 3D, and
good performance observed when tested in a 3D problem of sphere deformation
in a vortex flow. In a pure LS method, a high order scheme (e.g. fifth order
WENO) can resolve the interface much more accurately than low order schemes
(first or second order) when discretising the advection and reinitialisation equa-
tions. Therefore, fifth order WENO schemes are always suggested for the pure
LS method. However, WENO schemes for LS advection [110] and reinitialisation
[62] have predominantly been developed on a uniform Cartesian mesh. It has
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not been demonstrated that it can work as well on a non-uniform mesh. Another
drawback of WENO is that it is expensive. Several tests were carried out to inves-
tigate whether it is possible to capture the interface well using low order schemes
for LS advection and reinitialisation when embedded in a CLSVOF method. It
was found that low order schemes (first order or second order) for LS advection
and reinitialisation can produce the same results as WENO schemes in CLSVOF
method in test problems where the velocity field was specified. However, a first
order scheme for LS advection and reinitialisation can introduce a large error in
the calculation of curvature, and this results in a large spurious velocity when the
velocity field is solved for as shown in the Laplace problem. Therefore, second
order LS evolution scheme was selected as the choice in the CLSVOF method,
which was then used in all simulations of primary breakup. Due to the use of a
second order LS evolution scheme, the CLSVOF method can easily be applied on
a nonuniform Cartesian mesh. The benefits of using a non-uniform mesh were
shown in the simulation of sphere deformation. The thin film can be resolved well
on a non-uniform mesh, as finer mesh can be used where it is needed.
• An LES formulation of the two-phase flow governing equation was developed
next. In a two-phase flow formulation, the pressure jump arising from the surface
tension and the discontinuity of fluid properties (density and viscosity) across
the interface must be treated properly. First, the surface tension at the inter-
face was treated via a ghost fluid approach by incorporating the pressure jump
into the discretisation of the pressure gradient. The discontinuity of density and
viscosity pose a more serious issue in LES of the primary breakup. In prelimi-
nary simulations, it was observed that simulated drop could undergo numerical
breakup in a uniform air flow at the subcritical Weber number of 3.4 when a
conventional numerical scheme only basing on the resolved velocity field was used
for discretisation of the nonlinear convection term. Therefore, a special scheme
for convection term discretisation was developed by using an extrapolated liquid
velocity. Due to the high liquid/gas density and viscosity ratio, the velocity gra-
dient in the gas phase is larger than the liquid, and thus the interface velocity
is closer to the velocity in the neighbouring liquid cell than that in neighbouring
gas cell. When discretising the momentum equation in a gas cell adjacent to the
interface, the velocity in the neighboring liquid cell can be used to act as a proper
boundary condition at the interface. However, a large error can be introduced
into the convection term if the velocity in the neighbouring gas cells is used to
discretise the momentum equation in the liquid cell. The extrapolated liquid
velocity acts as a much better boundary condition at the interface, and should
therefore be used to discretise the convection term in the liquid cells adjacent to
the interface. When this scheme was used, oscillatory deformation was correctly
predicted for the drop at a Weber number of 3.4. A liquid velocity extrapolation
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and divergence-free algorithm was therefore proposed in this study. It was also
found that the extrapolated liquid velocity must be used in calculation of the
SGS eddy viscosity in the liquid cells adjacent to the interface to avoid excessive
overvaluation.
The coefficients of the discretised pressure Poisson equation are discontinuous due
to the high liquid/gas density ratio, and the geometric multigrid method which
is often used in single-phase LES is no longer an efficient pressure solver in a
two-phase flow simulation. A BoxMG preconditioned conjugate gradient method
(BoxMGCG) was implemented in the current research, and was found to be the
optimal solver in term of robustness and efficiency.
• The developed two-phase flow LES formulation was first validated in several fun-
damental test cases. By simulating the Laplace problem, it was found that the
pressure jump across the interface can be correctly captured by the ghost fluid
method. Then Plateau-Rayleigh instability was studied by simulating a perturbed
liquid cylinder, with the predicted instability growth rate agreeing well with the
dispersion equation from linear analysis theory at different wave numbers. By
simulating a low speed liquid jet, the transition from dripping to jetting was well
reproduced in comparison with the experimental data of Clanet and Lasheras
[15]. In the Rayleigh-jetting mode, the predicted liquid jet breakup length should
be proportional to the injection velocity, which is well established in experiments
and fully supported by theory.
Single drop breakup in a uniform air flow is a good choice to act as a benchmark
test case for validation of a developed methodology on modelling atomisation.
First, the breakup of a single drop in uniform air flow has been studied exten-
sively in experiments, and a lot of quantitative data have been well documented
for comparison with CFD. Second, as the flow around the spherical drop in the
initial stage are similar to the well-studied flow around a solid sphere and the
pressure jump due to surface tension is known, it is easy to check whether the
velocity and pressure field around the interface are correctly predicted. Third, the
instability mechanisms encountered in liquid jet atomisation are well embodied
in single drop breakup, meaning that an algorithm predicting drop breakup ac-
curately is likely to model well more complicated liquid jet atomisation. Fourth,
boundary conditions are straightforward to specify for LES of single drop breakup,
since only a laminar uniform gas inflow is needed at the inlet. Finally, this test
case facilitates the investigation of the effects of high speed initial liquid velocity
in the simulation due to the simple boundary conditions. The predicted defor-
mation/breakup process should be the same as long as the relative velocity is
kept constant, irrespective of the initial drop velocity. By simulating a liquid
drop deformation/breakup at different Weber numbers, oscillatory deformation,
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bag break-up, or sheet-thinning break-up were all correctly predicted depend-
ing on the Weber number. Characteristics such as initiation time, maximum
cross-stream diameter and drag coefficient agreed quantitatively with experimen-
tal data. The effects of the liquid viscosity were also correctly captured by the
current two-phase LES formulation. The critical Weber number demarcating
the bag breakup from the oscillatory deformation was well predicted at different
Ohnesorge numbers in comparison with experimental measurements. Finally, the
divergence-free step for extrapolated liquid velocity was found to be absolutely
necessary to avoid numerical breakup when the liquid drop had a relatively high
initial velocity.
• In the last stage, the developed two-phase LES method was applied to predict
the atomisation of liquid jets which are more relevant to the spray systems found
in gas turbine engines. The first test case was primary breakup of a liquid jet
injected into a coaxial air flow. Since the liquid core length is the most im-
portant parameter characterising the primary breakup, this was compared with
experimental measurements to evaluate the proposed two-phase LES formula-
tion. Charalampous et al. [13] [14] showed that the laser induced fluorescence
(LIF) technique can provide clearer detection of the liquid jet geometry than the
shadowgraph technique, and thus their LIF technique was used to obtain more
accurate measurement of the liquid core length. The two-phase flows studied in
[13] [14] were chosen for simulation. When uniform laminar inflows were speci-
fied for both phases, the simulated liquid jet was observed to disintegrate further
downstream than experiments in cases with relatively low gas velocity. When
realistic turbulent inflows were generated using the R2M approach, the liquid
core length was always predicted correctly for flows with different gas and liquid
velocities. The primary breakup morphologies of the liquid jet were also well
reproduced for all flows in comparison with shadowgraph images. Since a liquid
jet in crossflow is used widely in engines, it was modelled numerically by the cur-
rent LES method, with the simulation results compared with experimental data.
When laminar inflows were specified, the breakup location of the liquid jet agreed
with that reported by Wu et al. [148] based on their experimental study of a non-
turbulent liquid jet in crossflow. Orderly instability waves were observed on the
upstream side of the predicted liquid column, with the wavelength agreeing well
with Sallam’s measurements [115] and the most unstable wavelength from the
Rayleigh-Taylor instability. When turbulent inflows were used, the liquid column
interface was disturbed by the turbulent eddies with the surface perturbations
now appearring disordered, and the liquid jet disintegrates in a chaotic way at a
shorter distance than the case with laminar inflows. By an analysis of character-
istic time scales, it was realised that the time scale of the turbulent eddies in the
gaseous crossflow boundary layer is much smaller than the time scale needed for
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the eddy velocity to effect the liquid jet deformation/breakup. Therefore, it is
the liquid eddies rather than the gaseous eddies that disturb the liquid jet inter-
face. By comparing the spray boundaries with the experimental measurements
of Elshamy [27], the liquid jet penetration (outer boundary) was predicted better
in LES with turbulent inflows.
7.2 Recommendations for future work
Based on the findings in the current study, recommendations for future work are given
as follows:
• Currently, the curvature is calculated from first and second derivatives of the level
set function. However, the convergence rate of this method is poor, resulting in
a large spurious velocity in the Laplace problem. Although it is felt that this
has only a minimal impact on the more complex test problems examined, a more
accurate approach to curvature computation should be implemented to quantify
the influence of this error. The Height Function method used in [105] [127] [18]
should be examined.
• A cautious first order approach was adopted in the present work for temporal dis-
cretisation, influenced by concerns of errors in cells which changed phase during
the time step. Appropriate implementation of a second order temporal discreti-
sation and an examination of its performance should be explored.
• The deformation/breakup of a drop with an initial velocity showed small differ-
ences from that of an initially static drop at the same gas/liquid relative velocity.
This problem needs to be investigated to reduce this numerical error.
• As shown in the LES of liquid jet atomisation, small droplets resulting from
primary breakup can not be well resolved in the region further downstream of
the injection on the mesh used in the current simulations. This aspect could be
improved by two approaches. One is to increase the spatial resolution using an
adaptive mesh refinement approach for cells adjacent to the interface developed
by Fuster et al. [39]. A better way forward is to couple the current Eulerian
primary breakup methodology with a Lagrangian secondary breakup modelling.
It is reasonable to transfer disintegrated small drops from an Eulerian formula-
tion to a Lagrangian formulation, since the Lagrangian formulation can model
movement and secondary breakup of the small liquid drops more accurately at
a lower computational cost. Lagrangian tracking and secondary breakup mod-
els have been well developed and validated [2] [118]. An algorithm coupling the
present Eulerian formulation and a Lagrangian formulation needs to be explored,
for example, as has been attempted in [54] [80].
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