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Abstract 
The paper shows the application of an optical measuring system to a trajectory tracking problem with the aim of training a welding 
robot in a collaborative man-machine welding station. The optical system allows a fast and reliable training of the welding tasks 
imparted by the human co-worker. An algorithm developed for this application filters inaccurate and noisy data, re-orders points 
and computes a trajectory suitable for a welding robot. This can shorten time required for programming. The industrial relevance of 
this application is twofold: on one side it increases the safety of human workers by leaving the robot to perform the risky tasks, 
namely the welding, on the other side it guarantees higher repeatability than manual execution.  
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1. Introduction 
Gas metal arc welding (GMAW) poses several safety 
harms to human workers. The electric arc imposes the 
use of protective gloves. The heat generated during the 
process requires the use of protective clothing. The high 
intensity of the light emitted by the electric arc can cause 
possible burning of the retina and make the use of 
protective helmets compelling. The toxicity of the gas 
and of the smoke produced during welding is another 
issue. There is even a risk of gas explosion [1]. 
A counter can be found by directly substituting the 
human welder with a robot. Unfortunately several 
assembly are executed on small batches of product 
where it would be both expensive and technically 
challenging to employ fully automated cells. Indeed, the 
actual weld assembly is composed mostly by handling 
and fixing the parts and the actual welding is only one of 
the many tasks. The dexterity and flexibility required by 
the handling of different parts, is largely greater than for 
the welding process. The most appropriate solution is 
therefore to implement a collaborative welding cell, in 
which human and robot interact. The human will be in 
charge of handling the parts to be welded and will direct 
the robot co-worker to perform the welding task. Fig. 1 
displays the layout of an experimental laboratory cell 
under development. 
To achieve this goal, satisfying the industrial 
requirements of accuracy and repeatability and the safety 
of the human operator,  it is necessary to solve several 
problems [2]: guarantee the absence of contact when the 
human is inside the robot workspace, implement a 
machine learning system based on observation of the 
human motions, find a reliable way to give orders to the 
robot. 
This paper presents an implementation of a machine 
learning system for trajectory reproduction. Several 
researches exist in the Training by Demonstration field. 
Nevertheless the large majority of them address the 
of a task policy on a high abstraction level. Fewer 
researches ([3][4]) deal with the automatic learning of 
complex working trajectories for industrial applications 
by observation of the same operations executed by the 
human. 
© 2013 The Authors. Published by Elsevier B.V.
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Fig. 3: Main components of the IR-based sensor network: an IR 
camera is coupled with an IR LED array to locate passive retro-
reflective targets.
This case study presents some new problems. It is 
necessary to guarantee the reliability and the accuracy in
the observation of the joint welding in the order of 
millimeters. It is necessary to work inside a factory 
environment coping with noises, dust, un-predictable
lights without disturbing the surrounding work.
Furthermore, the teacher is a welder without no
experience about robot programming and generally the
problems posed by robot operations. For instance, the 
human welder approaches the joint from the optimal
position by using the legs. This is impossible for the
robot. In present study, an optical system (named Mobile
Spatial coordinate Measurement System II) was adopted 
for the observation of the welding operations, a long 
post-processing was necessary to generate a robot 
oriented trajectory. The system was tested on a 3D
complex joint, attaining the accuracy goals posed by the
application.
2. MScMS-II optical system
The MScMS-II is an indoor coordinate measuring
system based on IR optical technology, designed for 
Large-Scale Metrology applications.
The system satisfies the following requirements: (i) it 
is wireless; (ii) it is redundant in order to guarantee a 
good coverage of the working volume; (iii) it is portable.
The system, developed at the Industrial Metrology 
and Quality Engineering Laboratory of DIGEP
Politecnico di Torino, consists of three basic units (Fig. 
devices, suitably distributed within the measurement
Fig. 1. Layout of the laboratory cell reproducing a welding area with a robot interacting with the human operator. 1) COMAU NS16 Robot;
2) workpiece; 3) laser scanners for human-robot collision avoidance; 4) IR cameras for demonstration observation.
Fig. 2: Functional representation of MScMS-II.
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volume, to estimate 3D coordinates of reflective passive 
markers; a mobile wireless and armless probe, equipped 
points; a data-processing system, using Bluetooth con-
nection, to acquire and elaborate data sent by each net-
work node [5].  
Currently, a prototype of the distributed network has 
been set up by using commercial low-cost IR cameras, 
characterized by an interpolated resolution of 1024x768 
pixels (native resolution is 128x96 pixels), a maximum 
sample rate of 100 Hz, and a viewing angle of approxi-
mately 45°. Each camera implements a real-time multi-
object tracking engine, allowing to track up to four IR 
light sources. In order to work with passive markers, 
each camera is coupled with a near-IR light source (Fig. 
2.2), consisting of a 160-chip LED array with a peak 
wavelength of 940 nm and a viewing half-angle of ap-
proximately 80°. The overall sensor set (camera and 
LED array) weights about 500 g and is 30x30x50 cm 
sized.  
The IR sensors configuration can be set according to 
shape and size of the measured object as well as of the 
working environment [6].  
Given a fixed number of cameras, all operating 
conditions being unchanged, the actual working volume, 
intended as the region within which the spatial position 
of a single marker can be reconstructed, depends on the 
technical specifications of IR cameras (e.g. resolution 
and focal length) and the LED arrays as well as on the 
size of the markers. According to triangulation 
principles, this volume consists of the volume of 
-of-
cameras. It has to be noted that a network layout 
consisting of six commercial low-cost IR sensors, 
arranged in a 5.0×6.0×3.0 m working environment 
according to a grid-based configu-ration, results in an 
actual working volume of about 2.0×2.0×2.0 m. 
The mobile probe (Fig. 4) consists of a rod, equipped 
with two reflective markers at the extremes and a stick at 
. 
Passive markers have been made by wrapping around 
polystyrene spheres a retro-reflective silver transfer film. 
The marker dimensions depend on hardware capabilities 
and working volume. The IR sensor sensitivity has been 
experimentally evaluated by testing visibility distance of 
differently sized retro-reflective spheres. 
The implemented technology demonstrated to be able 
to track a 40 mm diameter marker at a maximum 
distance of 6 m. Referring to Fig. 4, as the probe tip (V) 
lies on the same line of marker
coordinates of point XV can be univocally determined 
knowing the geometrical features of the probe. 
2.1. Metrological qualification 
The system has been qualified through repeatability 
and reproducibility tests and characterized by a prelimi-
nary estimation of the measurement accuracy [7]. 
the results of successive measurements of the same 
measurand carried out under the same conditions of 
erent points, 
uniformly distributed within the measurement volume. 
The test has been carried out by repeating the 
measurement 30 times for each point, repositioning the 
probe in the same position for each measurement.  
Table 1: Results of preliminary repeatability tests [mm].  
 X Y Z x y  z 
Point 1 -179.56 -188.55 -41.99 1.25 0.75 0.69 
Table 2: Results of preliminary reproducibility tests [mm]. 
 X Y Z x y  z 
Point 1 -258.53 409.44 266.44 3.45 2.10 2.05 
 
Results of repeatability tests are reported in Table 1, 
in terms of sample mean and standard deviation of the 
reconstructed 3D positions of the probe tip V. Only the 
worst case is reported. 
A further performance degradation in terms of stand-
ard deviation is strongly related to capabilities of the 
human operator of exactly replicating the probe position 
at each test. 
of the agreement between the results of successive meas-
urements of the same measurand carried out under 
with reference to 5 points, distributed all over the 
measurement volume. For each point the measurements 
has been repeated 30 times with different angular 
orientations of the mobile probe. 
Table 2 only reports the worst case result of this 
preliminary test. Also observing the other results, the 
standard deviation is basically higher for reproducibility 
tests. This behavior can be basically ascribed to the 
strong influence the relative position and orientation of 
Fig. 4: Mobile measuring probe. 
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probe and network devices has on the overall 
measurement accuracy. 
Finally, a preliminary evaluation of the overall 
between a measured quantity value and a true quantity 
3D aluminum alloy calibrated artifact. 
On the artifact, 22 points have been calibrated using a 
coordinate-measuring machine (CMM) in order to have a 
set of reference points with known nominal positions. 
The artifact calibration and the accuracy testing have 
been carried out by keeping the same, constant 
environmental conditions (temperature T=21°C; relative 
humidity RH=27%). The artifact has thus been moved in 
5 different positions, distributed within the measurement 
volume in order to include worst-case conditions (i.e. 
volume spatial limits). For each artifact repositioning, the 
set of reference points have been measured using the 
MScMS-II. To compare nominal with measured 3D 
coordinates, the measurement results have been roto-
translated using a Robust Least Square (RLS) fitting 
approach in order to best fit the nominal positions. 
Considering the distances between measured and 
nominal positions, it is noteworthy how the 50% of the 
measured points is within a distance of 1.87 mm from 
the nominal position, while the 94.2% of results is far 
less than 5mm from the nominal position. 
3. Trajectory processing algorithm 
While most of the measured points lay within 
acceptable error range, the method may produce some 
points completely detached from the trajectory, and all 
points of the trajectory are subject to high noise level 
(due to system accuracy and human operator factors like 
hand shake). Another issue is present: for convenience, 
the human operator may prefer to register real-world 
curves as several separate and overlapping segments 
rather than a single pass curve. 
For welding applications it is necessary to have a sin-
gle directed path with limited amount of micro-detail. So 
for practical reasons the optical system should be 
augmented with a trajectory processing algorithm, which  
 merges overlapping curve segments into one 
 reorders points along the curve 
 removes obvious outliers 
 removes noise and fine detail which cannot be 
reproduced in welding 
The purpose of this algorithm is to approximate a 
three-dimensional curve with a relatively simple B-
 
Fig. 5. Trajectory processing dataflow and algorithm parameters. 
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spline. Input data is supposed to be an unordered point 
cloud. These requirements define the general flow of the 
proposed algorithm (Fig. 5). 
3.1. Reordering points 
Before calculating an approximating spline, we need 
to reorder the points along the curve, but the curve is not 
known yet. The assumptions about curve properties are: 
 the curve is simple (no self-intersections) 
 the curve is regular (no backtracks) 
 the minimum curvature radius is known 
We start from an arbitrary curve point P0 and a sphere 
of radius r around the point. Then we consider separately 
the points within the sphere and the outer points. 
We fit a line to the inner points and re-arrange them 
by their projections to the line. Then we find the leftmost 
and the rightmost points PL and PR within the sphere. 
The next step is to continue the same procedure for the 
remaining points following the curve in both directions, 
first from the point PR  and then back from the point PL. 
The procedure for the second and the following spheres 
is exactly the same, except that we remove processed 
points from the set to consider (Fig. 6). 
We should take care of maintaining the orientation 
between neighbor spheres. For instance, if the direction 
vector of the first sphere points from PL to PR, then in 
the second sphere with the centre in PR the points should 
be arranged along the direction vector pointing away 
from the point PR . For simplicity, we assume that this is 
the direction from PR to the barycenter of the inner 
points of the inner sphere. 
When no more points can be found to the right, we 
return to the first sphere and process the remaining 
points on the left. Obviously, the direction vectors 
should now point to the centers of spheres. 
We continue to chain spheres while we can find any 
points inside of them. If some points remain 
unprocessed, this may be an indication that the curve is 
not continuous or the radius r is too small to gather all its 
points 
3.2. Smooth curve 
To build an approximating vector spline we need to 
provide curve parameter vector as well as the data 
points. We observed that the best results are reliably 
achieved when we apply smooth filter to the data points, 
and calculate the curve parameter from the smooth 
curve. In our implementation we use a convolution with 
Hann window function separately for all three sequences 
xi, yi, zi. This should work well for curves with uniform 
distribution of points. 
 The smoothed curve is used to calculate curve 
parameter for a B-spline and eliminate outliers (Fig. 7). 
3.3. Eliminating outliers and approximating spline 
Before calculating the spline, we eliminate those 
points, which are farther away from the smooth curve, 
than some threshold t. Filtered curve is used to calculate 
an approximating B-spline. Threshold value t is usually 
greater than amplitude of operator tremor.  
In addition to data points and curve parameter, we 
provide also the smoothing parameter s, which we 
choose proportionally to the number of points. For 
details see [9]. 
4. Case study 
We tried to apply our method to a complex real world 
geometry. A curve has been acquired from a free form 
 
Fig. 7.  Parameter curve obtained from the case study data. Removed 
outliers indicated in red. 
 
Fig. 6. Chaining spheres to reorder points of the curve. 
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3D object (a scaled car body). Two thousand points were 
sampled per scan and the test was reproduced three times 
by three different human operators. 
As in real applications, even if the geometry would 
have been known exactly, operators cannot follow the 
free-form curve precisely. We observed three operators 
following three slightly different curves. Therefore the 
scope of this experiment is not quantitative analysis, but 
rather integration testing and evaluation of the method 
robustness. 
Fig. 8 compares the path on the free-form 
surface, indicated by the operator, to the reconstructed 
and computed trajectory. 
A number of parameters had to be chosen for the 
trajectory processing algorithm (Fig. 5). While the 
method works well with a wide range of parameters, our 
rule of thumb was: choose smooth window size n of the 
same order of magnitude as sampling rate, choose outlier 
threshold t to be 2 or 3 mm (typical for hand tremor in 
this situation), choose spline smooth parameter s 
proportional to the number of points (N  s  2N mm2 
worked particularly well). An alternative approach to 
choose t is based on statistical properties of the acquired 
points. Choice of the smoothing parameter s is a tradeoff 
between simplicity of the computed spline (the number 
of knots) and the accuracy of reproduction. 
5. Conclusions 
This work is a part of the larger project aimed to 
introduce robots in small series production. The vision is 
to bring forth work places where human and robot 
collaborate. 
At this stage we focus on development of the system 
of learning a policy from the demonstrated examples. 
The objective is to exclude explicit programming from 
the workflow and train robot by demonstration. 
Future works will validate the methods against known 
geometries. The next step is generation of the robot 
trajectory and its integration in the robot welding 
program. 
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Fig. 8. Case study. Left: curve on the real-world free-form object. Right: reconstruction with an approximating B-spline (reordering sphere radius 
r = 30 mm, Hann window size n = 50, threshold t = 2 mm, smoothing parameter s = 2N, spline degree k = 3) 
