Decoder remapping to counteract neuron loss in brain-machine interfaces.
Variability of single-unit neural recordings can significantly affect the overall performance achieved by brain machine interfaces (BMI). In this paper, we present a novel technique to adapt a linear filter commonly used in BMI to compensate for loss of neurons from the recorded neural ensemble, thus minimizing loss in performance. We simulate the gains achieved by this technique using a model of the learning process during closed-loop BMI operation. This simulation suggests that we can adapt to the loss of 24% of the neurons controlling a BMI with only 13% drop in performance.