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PROBABILISTIC UNIVERSALITY IN
TWO-DIMENSIONAL DYNAMICS
M. LYUBICH, M. MARTENS
Abstract. In this paper we continue to explore infinitely renor-
malizable He´non maps with small Jacobian. It was shown in [CLM]
that contrary to the one-dimensional intuition, the Cantor attrac-
tor of such a map is non-rigid and the conjugacy with the one-
dimensional Cantor attractor is at most 1/2-Ho¨lder. Another for-
mulation of this phenomenon is that the scaling structure of the
He´non Cantor attractor differs from its one-dimensional counter-
part. However, in this paper we prove that the weight assigned by
the canonical invariant measure to these bad spots tends to zero on
microscopic scales. This phenomenon is called Probabilistic Uni-
versality. It implies, in particular, that the Hausdorff dimension of
the canonical measure is universal. In this way, universality and
rigidity phenomena of one-dimensional dynamics assume a proba-
bilistic nature in the two-dimensional world.
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2 M. LYUBICH, M. MARTENS
1. Introduction
Renormalization ideas have played a central role in Dynamics since
the discovery of the Universality and Rigidity phenomena by Feigen-
baum [F], and independently by Coullet and Tresser [CT], in the mid
1970s. Roughly speaking, it means that different systems in the same
“universality class” have the same small scale geometry. In the one-
dimensional setting this phenomenon has been viewed from many an-
gles (statistical physcis, geometric function theory, Teichmu¨ller theory,
hyperbolic geometry, infinite-dimensional complex geometry) and by
now has been fully and rigorously justified, see [Ep], [FMP], [L], [Lan],
[Ma2], [McM], [S] and references therein.
In [CT] Coullet and Tresser also conjectured that these phenom-
ena would also be valid in higher dimensional systems, even in infinite
dimensional situations. Indeed, computer and physical experiments
that followed suggested that universality and rigidity hold in much
more general context. The simplest test case for it is the dissipative
He´non family which can be viewed as a small perturbation of the one-
dimensional quadratic family. However, it was shown in [CLM] that
Universality and Rigidity break down already in this case. This puts
in question the relevance of one-dimensional models for higher dimen-
sional problems.
In this paper we provide a resolution of this unsatisfactory situation:
namely, we show that for dissispative He´non maps, small scale univer-
sality is actually valid in probabilistic sense, almost everywhere with
respect to the canonical invariant measure. Probabilistic universality
and probabilistic rigidity phenomena may be valid for higher dimen-
sional (including infinite dimensional) systems which are contracting
in all but one direction.
Let us now formulate our results more precisely. We consider a class
of dissipative He´non-like maps on the unit box B0 = [0, 1] × [0, 1] of
form
(1.1) F (x, y) = (f(x)− ε(x, y), x),
where f(x) is a unimodal map with non-degenerate critical point and
ε is small. It maps B0 on a slightly thickened parabola x = f(y). Such
a map is called renormalizable if there exists a smaller box B1 ⊂ B0
around the tip of of the parabola which is mapped into itself under
F 2. The renormalization for F is the map RF = Ψ−1 ◦ F 2 ◦Ψ, where
Ψ : B0 → B1 is an explicit non-linear change of variable (“rescaling”)
that brings F 2 to the normal form of type (1.1).
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If RF is in turn renormalizable then F is called twice renormalizble,
etc. In this paper we will be concerned with infinitely renormalizable
He´non-like maps. Such a map admits a nest of 2n-periodic boxes B0 ⊃
B1 ⊃ B2 ⊃ . . . shrinking to the tip τ of F . The nth-renormalization
cycle is the orbit Bn = {Bni = f
i(Bn), i = 0, 1, . . . 2n − 1}. We obtain
a hierarchy of such cycles shrinking to the Cantor attractor
OF =
∞⋂
n=0
2n−1⋃
i=0
Bni
on which F acts as the dyadic adding machine. In particular, the
dynamics on OF is uniquely ergodic, so we obtain a canonical invariant
measure µ supported on OF . We define the average Jacobian of F as
follows:
bF = exp
∫
OF
log JacFdµ.
Consider a strongly dissipative infinitely renormalizable He´non-like
map. The geometry of a piece B ∈ Bn can be very different from the
geometry of the corresponding piece I of the one-dimensional renormal-
ization fixed point f∗. The pieces of the one-dimensional system are
small intervals. Take a piece B ∈ Bn and the two pieces B1, B2 ∈ B
n+1
with B1, B2 ⊂ B. Let I, I1, I2 be the corresponding pieces of f∗. The
piece B of F has ǫ−precision if after one simultaneous rescaling and
translation A : R2 → R2 we have that the (Hausdorff) distance be-
tween I and A(B), I1 and A(B1), I2 and A(B2) is at most ǫ · diam(I).
The triples B1, B2 ⊂ B and I1, I2 ⊂ I are geometrical almost the same.
Collect the pieces of the nth−cycle with ǫ−precision in
SSn(ǫ) = {B ∈ B
n|B has ǫ− precision}.
Definition 1.1. The geometry of the Cantor attractor OF of a dis-
sipative infinitely renormalizable He´non-like map is probabilistically
universal if there exists θ < 1 such that
µ(SSn(θ
n)) ≥ 1− θn.
Theorem 1.1. (Probabilistic universality) The geometry of the Cantor
attractor of a strongly dissipative infinitely renormalizable He´non-like
map is probabilistically universal.
Definition 1.2. The Cantor attractor OF of a dissipative infinitely
renormalizable He´non-like map is probabilistically rigid if the conju-
gation h : OF → Of∗ to the attractor Of∗ of the one-dimensional
4 M. LYUBICH, M. MARTENS
renormalization fixed point f∗ has the following property. There ex-
ist β > 0, and a sequence X1 ⊂ X2 ⊂ X3 ⊂ · · · ⊂ OF such that
h : XN → h(XN ) ⊂ Of∗ is (1 + β)-differentiable, and µ(XN)→ 1.
Theorem 1.2. (Probabilistic Rigidity) The Cantor attractor of a dissi-
pative infinitely renormalizable He´non-like map is probabilistically rigid.
The Cantor attractor OF is not part of a smooth curve, see [CLM].
However, large parts of it, the sets
XN =
⋂
k≥N
SSn(θ
n)
where θ < 1 is close enough to 1 satisfy
Theorem 1.3. Each set XN ⊂ OF is part of a smooth C
1+β−curve.
Let µ∗ be the invariant measure on Of∗ , the attractor of the one-
dimensional renormalization fixed point. A consequence of probabilis-
tic rigidity is
Theorem 1.4. The Hausdorff dimension is universal
HDµ(OF ) = HDµ∗(Of∗).
The theory of universality and rigidity became a probabilistic geo-
metrical theory for He´non dynamics.
We prove the above results by introducing the so-called pushing-up
machinery. This method locates the pieces in the nth-renormalization
cycle that have exponential precision. The difficulty is that the or-
bit between two such good pieces may pass through poor pieces, so
one cannot recover all good pieces by simple iteration of the original
map. Instead, the pushing-up machinery relates pieces in the same
renormalization cycle by means of the diffeomorphic rescalings built
into the notion of renormalization. The distortion of these rescalings
can be controlled if the two pieces under consideration, viewed from an
appropriate scale, do not lie “too deep” (in the sense precisely defined
below) . This machinery might have applications beyond the present
situation.
For the reader’s convenience, the pushing-up machinery will be in-
formally outlined in §2. Also more special notations are collected in
the Nomenclature. For a survey on He´non renormalization see [LM2].
For early experiments and results on He´non renormalization see [CEK],
[Cv], and [GST].
Acknowledgment. We thank all the institutions and foundations
that have supported us in the course of this work: Simons Mathematics
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and Physics Endowment, Fields Institute, NSF, NSERC, University of
Toronto. In fall 2005, when M. Feigenbaum saw the negative results of
[CLM], he made computer experiments that suggested that the univer-
sal scaling of the attractor is violated very rarely. Our paper provides a
rigorous justification of Feigenbaum’s experiments and conjectures. We
also thank C. Tresser for many valuable renormalization discussions,
and R. Schul for interesting comments on [J].
2. Outline
2.1. Infinitely renormalizable He´non-like maps. We will start
with outlining the set-up developed in [CLM, LM1] – see §3 for de-
tails.
We consider a class H = H(ε¯) of He´non-like maps of the form
F : (x, y) 7→ (f(x)− ε(x, y), x),
acting on the unit box B0 = [0, 1] × [0, 1], where f(x) is a unimodal
map subject of certain regularity assumptions, and ‖ε‖ < ε¯ is small (for
an appropriate norm). If the unimodal map f is renormalizable then
the renormalization F1 = RF ∈ H is defined as (Ψ
1
0)
−1 ◦ (F 2|B1) ◦Ψ
1
0,
where B1 is a certain box around the tip, a point which plays the role of
the “critical value”, and Ψ10 : Dom(F1) → B
1 is an explicit non-linear
change of variables.
Inductively, we can define n times renormalizable maps for any n ∈
N, and consequently, infinitely renormalizable He´non-like maps. For
such a map the n-fold renormalization Fn = R
nF ∈ H is obtained as
(Ψn0)
−1 ◦ (F 2
n
|Bn) ◦ Ψ
n
0 , where B
n is an appropriate renormalization
box, Ψn0 : Dom(Fn)→ B
n is a non-linear change of variables.
These boxes Bn form a nest around the tip of F :
B0 ⊃ B1 ⊃ · · · ⊃ Bn ⊃ · · · ∋ τ
Taking the iterates F kBn, k = 0, 1, . . . , 2n − 1, we obtain a family
Bn of 2n pieces {Bnω}, called the n
th renormalization level, that can be
naturally labelled by strings ω ∈ {c, v}n in two symbols, c and v, with
Bnvn ≡ B
n. See §3 for details. Then
OF =
⋂
n
⋃
ω
Bnω
is an attracting Cantor set on which F acts as the adding machine.
This Cantor set carries a unique invariant measure µ. This allows us
to introduce the most important geometric parameter attached to F ,
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its average Jacobian
bF = exp
∫
OF
log JacF dµ.
Usually, we will denote the average Jacobian with b.
The size of the boxes decays exponentially:
(2.1) diamBnω ≤ Cσ
n,
where σ ∈ (0, 1) is the universal scaling factor (coming from one-
dimensional dynamics) while C = C(ε¯) depends only on the geometry
of F .
A surprising phenomenon discovered in [CLM] is that unlike its one-
dimensional counterpart, the Cantor set OF does not have universal
geometry: it essentially depends on the average Jacobian b. However,
the difference appears only in scale of order b: if all the pieces Bnω of
level n are much bigger than b then the geometry of the pieces Bnω is
controlled by one-dimensional dynamics: the pieces are aligned along
the parabola x = f(y) with thickness of order b. According to (2.1),
this happens whenever
(2.2) ασn ≥ b
with sufficienty small (absolute) α > 0, i.e., when
(2.3) n ≤ c| log b| − A, where c =
1
| log σ|
, A =
logα
log σ
.
We will call these levels safe.
2.2. Random walk model. To any point x ∈ O ≡ OF we can assign
its depth
depth(x) ≡ k(x) = sup{k : x ∈ Bk} ∈ N ∪ {∞}.
Here the tip is the only point of infinite depth. If depth(x) = k then
x ∈ Ek ≡ Bk \ Bk+1 (see Figure 2.1 and 4.1). We say that a point
x ∈ O is combinatorially closer to τ than y ∈ O if k(x) > k(y). We
will now encode any point x ∈ O by its closest approaches to τ in
backward time. Namely, let us consider the backward orbit {F−tx}∞t=0,
and mark the moments tm (m = 0, 1, . . . ) of closest approaches, i.e., at
the moment tm the point xm := F
−tmx is combinatorially closer to τ
than all previous points F−tx, t = 0, 1, . . . , tm− 1. Since the dynamics
of F onO is the adding machine, this is an infinite sequence of moments
for any x 6∈ orb(τ). If x = F t(τ), we terminate the code at the moment
t. Let
km(x) = k(xm), m = 0, 1, . . . ,
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Figure 2.1.
be the sequence of the corresponding depths. Obviously, both se-
quences, t¯ = {tm} and k¯ = {km} are strictly increasing.
For any depth k, let us consider the first return map (see Figure 2.1
and 4.1).
Gk : B
k+1 → Bk, Gk = F
2k ,
and the first landing map in backward time
Lk :
2k−1⋃
m=0
Fm(Bk)→ Bk, Lk(x) = F
−mx, for x ∈ Fm(Bk).
Then we have by definition:
xm = Gkm(x)(xm+1), xm = Lkm(x)(x)
Let Σ stand for the space of strictly increasing sequences k¯ = {km} of
symbols km ∈ N∪{∞} that terminate at moment m if and only if km =
∞. Endow Σ with a weak topology and the measure ν corresponding to
the following random walk on N: the probability of jumping from k ∈ N
to l ∈ N is equal to 1/2l−k if l > k, and it vanishes otherwise. The initial
distribution on N is given by ν{k} = 1/2k+1. We let jm := km+1 − km
be the jumps in our random walk.
Lemma 2.1. The coding x 7→ k¯(x) establishes a homeomorphism be-
tween O and Σ and a measure-theoretic isomorphism between (O, µ)
and (Σ, ν).
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We can also consider the random walk that stops on depth n. This
means that we consider the orbit F−tx only until the moment it lands
in Bn. The corresponding (finite) coding sequence {k˜m}
T
m=0 is defined
as follows: k˜m = km whenever km < n (m = 0, 1 . . . , T − 1), while
k˜T = n. (In what follows we will skip “tilde” in the notation as long
as it would not lead to confusion.)
Fix an increasing control function s : N → Z+. We say that a
sequence k¯ = {km}
∞
m=0 is s-controlled after a moment N if jm ≤ s(km)
for all km ≥ N . We say that a point x ∈ O is s-controlled after moment
N if its code k¯(x) is such. The set of these points is denoted by KN .
Lemma 2.2. Under the summability assumption
∞∑
k=0
1
2s(k)
<∞
we have
ν(KN ) ≥ 1− O(
∞∑
k=N
1
2s(k)
).
Proof. It follows immediately from the definition of the random walk,
using the monotonicity of the control function, that
ν(KN) ≥
∞∏
k=N
(1−
1
2s(k)
),
which implies the Lemma. 
2.3. Geometric estimates. Our analysis depends essentially on the
geometric control of the renormalizations and changes of variables es-
tablished in [CLM].
The renormalizations have the following nearly universal shape:
(2.4) RnF = (fn(x)− b
2n a(x) y (1 +O(ρn)), x ),
where the fn converge exponentially fast to the universal unimodal map
f∗, a(x) is a universal function, and ρ ∈ (0, 1).
The changes of variables Ψlk : Dom(F
l)→ Dom(F k) have the follow-
ing form:
(2.5) Ψlk = D
l
k ◦ (id+S
l
k),
where
(2.6) Dlk =
(
1 tk
0 1
)(
(σ2)l−k 0
0 (−σ)l−k
)
(1 +O(ρk)).
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is a linear map with tk ≍ b
2k
F , while id+S
l
k : (x, y) 7→ (x+ S
l
k(x, y), y)
is a horizontal non-linear map with
|∂xS
l
k| = O(1), |∂yS
l
k| = O(ε¯
2k).
2.4. Regular boxes. In this section we outline the results of §4.
For any x ∈ O, we let Bn(x) be the box B
n
ω ∈ B
n containing x (in
particular, Bn(τ) = B
n). Let Bn∗ = B
n r {Bn} stand for the family of
boxes Bnω that do not contain the tip.
Notice that the depth of all points x in any box B ∈ Bn∗ is the same,
so it can be assigned to the box itself. In other words,
depth(B) = sup{k : B ⊂ Bk} ∈ {0, 1, . . . n− 1}.
Let Bn[l], l < n, be the family of all boxes of level n whose depth is l.
Note that Bn[l] contains 2n−l−1 boxes.
We can view the box B in the renormalization coordinates on various
scales. Namely, to view B from scale k ≤ n means that we consider its
preimage B under the (nonlinear) rescaling Ψk0 : Dom(Fk)→ B
k. The
main scale from which B will be viewed is its depth k, so from now on
B := (Ψk0)
−1(B) will stand for the corresponding box (see Figure 4.2).
This seemingly minor ingredient plays a crucial role in the estimates.
A box B as above is called regular if the horizontal and vertical pro-
jections of B are K-comparable, where K > 0 is a universal constant,
to be specified in the main body of the paper. In other words, modB
(the ratio of the the vertical and horizontal sizes of B) is of order 1.
We will control depth by the control function
(2.7) s(k) = a2k − A where a =
log b
log σ
, A =
logα
log σ
,
with a sufficiently small universal α > 0 to be specified in the main
body of the paper. With this choice, we have:
(2.8) ασl−k ≥ b2
k
.
Comparing it to (2.2) and (2.3), we see that the level l − k controlled
in this way is safe for the renormalization Fk.
We say that the box B ∈ Bn[l] is not too deep in scale Bk if
l − k ≤ s(k).
There are a number of constant which have to be chosen appropri-
ately, for example α and K. In the main body of this paper it will be
shown how to choose these constants carefully such that all Lemmas
and Propositions hold. From now on we will assume in this outline
that the constants are chosen appropriately and will not mention this
matter any more.
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We will number the Lemmas and Propositions in this outline as
the corresponding statements in the main body. However, the version
in the outline should be viewed as an informal version of the actual
statements.
Proposition 4.1. For all sufficiently big levels k, the following is true.
If a regular box B ∈ Bn∗ , n > k, is not too deep in scale B
k then Gk(B)
is regular.
Outline of the proof. Let B ∈ Bn[l], n > l > k. We should view B
from scale l, i.e., consider the piece B of level n− l for the renormaliza-
tion Fl, see Figure 4.3. As the piece B˜ = Gk(B) has depth k, it should
be viewed from this depth. So, we consider the corresponding piece B˜
of level n− k for the renormalization Fk. Then B˜ = Fk ◦Ψ
l
k(B).
Using geometric estimates for factorization (2.5) we show that
modΨlk(B) ≍ σ
l−kmodB,
provided B is regular. So Ψlk(B) is highly stretched in the vertical
direction. The nearly Universal map Fk, see (2.4), will contract the
vertical size by a factor of order b2
k
<< σl−k since the piece is not too
deep. This implies that the image under Fk is essentially the image of
the horizontal side. We obtain a piece B˜, which is essentially a curve,
that gets roughly aligned with the parabola, which makes its modulus
of order 1. ⊔⊓
2.5. Universal sticks. Given a box B ∈ Bn[l] of a map F , letO(B) :=
OF ∩B be the part of the postcritical set OF contained in B. Respec-
tively, O(B) = OFl ∩B, where B is the rescaled box corresponding to
B.
We say that a box B ∈ Bn[l] is a δ-stick if the postcritical set O(B) is
contained in a diagonal strip Π of thickness δ, relatively the horizontal
size of B. The minimal thickness is denoted by δB. See Figure 5.1.
Let us consider the pieces B1 and B2 of level n + 1 contained in
B. The corresponding pieces B1 and B2 occupy fractions σB1 and σB2
of B, called scaling ratios, see Figure 6.1. Let σ∗
B1
and σ∗
B2
be the
scaling ratios of the corresponding pieces for the degenerate renormal-
ization fixed point F∗. Let ∆σB be the maximal difference between the
corresponding scaling ratios.
A piece B ∈ Bn is called ε-universal if δB ≤ ǫ and ∆σB ≤ ǫ.
Consider very deep pieces B ∈ Bn[k], with (1−q0)·n ≤ k ≤ n, at scale
n−k. Then we are watching pieces of Bn−k(Fk) which can be obtained
by following the orbit of Bn−kv (Fk) for 2
n−k steps. Fk is at a distance
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O(ρk) to the degenerate renormalization fixed point F∗. When q0 > 0 is
small, these few iterates, 2n−k = 2q0·n, with a map O(ρ(1−q0)·n) close to
the renormalization fixed can be well approximated by iterates of the
renormalization fixed point. At this scale, one-dimensional dynamics
is a good geometrical model. We call this the one-dimensional regime.
Proposition 7.2. There exist θ < 1, 0 < q0 < q1 such that every piece
in Bn[k], with (1− q1) · n ≤ k ≤ (1− q0) · n, is O(ρ
n)-universal.
We are going to refine Proposition 4.1, in the sense that we are
estimating how ǫ-universality is distorted (or even improved!) when
we apply maps Gk to regular pieces which are not too deep in scale B
k.
Proposition 5.1 and 6.1 If B ∈ Bn[l] is regular and not too deep in
Bk then
δ
B˜
≤
1
2
· δB +O(σ
n−l),
and
∆σ
B˜
= ∆σB +O(δB + σ
n−l),
where B˜ = Gk(B) ∈ B
n[k] and B˜ = Fk(Ψ
l
k(B)).
Outline of the proof. We consecutively estimate, using geometric es-
timates of §2.3, the relative thickness of the pieces Bdiff = (id+S
l
k)(B),
Baff = D
l
k(Bdiff) and B˜ = Fk(Baff), see Figure 4.4. The first one is
comparable with the thickness of B, up to an error of order σn−l, since
the horizontal map id+Slk has bounded geometry (where the error
σn−l ≥ diamB comes from the second order correction).
Let us now represent the affine map Dlk as a composition of the
diagonal part Λ and the the sheer part T , see (2.6). The diagonal map
Λ preserves the horizontal thickness, so the thickness is only effected
by the sheer part T , which has order tk ≍ b
2k . Using this estimate and
that B is not too deep in Bk, we show that δ(Baff) = O(δBdiff).
Finally, we show that the map Fk, being strongly vertically contract-
ing, improves thickness again using that B is not too deep in Bk.
The maps Ψlk do not distort the scaling ratios at all as a consequence
of the precise defintion of scaling ratios. The piece B˜ is the image under
Fk of Baff = Ψ
l
k(B). This map is exponentially close to the degenerate
renormalization fixed point. It will not distort the scaling ratios too
much. 
Starting with pieces obtained during the one-dimensional regime, we
apply repeatedly the maps Gk as long as the new pieces are not too
deep. This process is called the pushing-up regime.
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The pieces created by the combined one-dimensional and pushing-up
regimes are O(ρn)-universal. This can be seen as follows. Proposition
7.2, states that the pieces from the one-dimensional regime are expo-
nentially universal. These pieces are the starting pieces of the pushing-
up regime. Propositions 5.1 and 6.1, state that the error in scaling
ratios caused by pushing-up is of order of the sum of the ticknesses
observed during the pushing-up process. Moreover, the thicknesses are
essentially contracted each pushing-up step.
Unfortunately, the pieces generated by the combination of the one-
dimensional and pushing-up regimes, do not have a total measure which
tends to 1. In particular, Proposition 8.2 states that asymptotically,
these pieces will be missing a fraction of the order O(2k(bγ)2
k
) of Bk,
where γ > 0. This is an immediate consequence of the fact that during
the pushing-up regime we only pushed-up pieces which are not too
deep.
The solution to this problem is to stop the pushing-up regime at the
level κ(n) ≍ lnn. Then Bκ(n) will be filled except for an exponential
small fraction with O(ρn)-universal pieces. After level κ(n) we start
the brute-force regime, push-up all pieces without considering whether
they are too deep or not. In other words, just apply the original map F
for 2κ(n) steps. But under these iterates the O(ρn)-universal sticks get
spoiled at most by factor O(Cκ(n)) = O(nc) with some c > 0. Hence,
they are O(ncρn)-universal sticks, and we still see O(θn)-universality,
for some θ < 1.
Denote the pieces in Bn generated by combining these three regimes
by Pn. These pieces are θ
n-universal.
2.6. Probabilistic universality. We say that the geometry of O is
probabilistically universal if there exists a θ ∈ (0, 1) such that the total
measure of boxes B ∈ Bn which are θn-universal sticks is at least 1 −
O(θn).
Theorem 2.3. The geometry of O is probabilistically universal.
Proof. Let n ≥ 1. The pieces in Pn are θ
n-universal. Left is to estimate
µ(Pn).
The one-dimensional regime deals with the pieces of Bn in Bk with
(1− q1) · n ≤ k ≤ (1− q0) · n. They occupy a fraction 1− O(
1
2(q1−q0)·n
)
of the measure of B(1−q1)·n. Push them up until B0 without restriction
whether they are too deep or not. They will occupy Bn except for
an exponential small fraction. Let Rn be the corresponding set of
paths of the random walk. These are the paths which hit the interval
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[(1 − q1) · n,≤ (1 − q0) · n] at least once but are not necessarily s-
controlled. So
ν(Rn) = 1− O(
1
2(q1−q0)·n
).
Recall, the set Kκ(n) consists of the paths which are s-controlled after
depth κ(n) ≍ lnn. Lemma 2.2 gives
ν(Kκ(n)) = 1−O(
∞∑
k=κ(n)
1
2s(k)
) = 1−O
(
1
2a2κ(n)
)
= 1− O(ρn)
for some ρ ∈ (0, 1).
Observe, the set of paths corresponding to Pn is Rn ∩Kκ(n). Hence,
µ(Pn) = ν(Rn ∩Kκ(n)) = 1− O(θ
n),
for some θ ∈ (0, 1). 
3. Preliminaries
A complete discussion of the following definitions and statements
can be found in part I and part II, see [CLM], [LM1], of this series on
renormalization of He´non-like maps.
Let Ωh,Ωv ⊂ C be neighborhoods of [−1, 1] ⊂ R and Ω = Ωh × Ωv.
The set HΩ(ǫ) consists of maps F : [−1, 1]
2 → [−1, 1]2 of the following
form.
F (x, y) = (f(x)− ǫ(x, y), x),
where f : [−1, 1] → [−1, 1] is a unimodal map which admits a holo-
morphic extension to Ωh and ǫ : [−1, 1]2 → R admits a holomorphic
extension to Ω and finally, |ǫ| ≤ ǫ. The critical point c of f is non
degenerate, D2f(c) < 0. A map in HΩ(ǫ) is called a He´non-like map.
Observe that He´non-like maps map vertical lines to horizontal lines.
A unimodal map f : [−1, 1] → [−1, 1] with critical point c ∈ [−1, 1]
is renormalizable if f 2 : [f 2(c), f 4(c)] → [f 2(c), f 4(c)] is unimodal and
[f 2(c), f 4(c)] ∩ f([f 2(c), f 4(c)]) = ∅. The renormalization of f is the
affine rescaling of f 2|([f 2(c), f 4(c)], denoted by Rf . The domain of Rf
is again [−1, 1]. The renormalization operator R has a unique fixed
point f∗ : [−1, 1] → [−1, 1]. The introduction of [FMP] presents the
history of renormalization of unimodal maps and describes the main
results.
The scaling factor of this fixed point f∗ is
σ =
|[f 2∗ (c), f
4
∗ (c)]|
|[−1, 1]|
.
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A He´non-like map is renormalizable if there exists a domain D ⊂
[−1, 1]2 such that F 2 : D → D. The construction of the domain
D is inspired by renormalization of unimodal maps. In particular,
it should be a topological construction. However, for small ǫ > 0
the actual domain A ⊂ [−1, 1], used to renormalize as was done in
[CLM], has an analytical definition. The precise definition can be found
in §3.5 of part I. If the renormalizable He´non-like maps is given by
F (x, y) = (f(x)− ǫ(x, y)) then the domain A ⊂ [−1, 1], an essentially
vertical strip, is bounded by two curves of the form
f(x)− ǫ(x, y) = Const.
These curves are graphs over the y-axis with a slope of the order ǫ > 0.
The domain A satisfies similar combinatorial properties as the domain
of renormalization of a unimodal map:
F (A) ∩ A = ∅,
and
F 2(A) ⊂ A.
Unfortunately, the restriction F 2|A is not a He´non-like map as it does
not map vertical lines into horizontal lines. This is the reason why the
coordinated change needed to define the renormalization of F is not an
affine map, but it rather has the following form. Let
H(x, y) = (f(x))− ǫ(x, y), y)
and
G = H ◦ F 2 ◦H−1.
The map H preserves horizontal lines and it is designed in such a way
that the map G maps vertical lines into horizontal lines. Moreover, G
is well defined on a rectangle U×[−1, 1] of full height. Here U ⊂ [−1, 1]
is an interval of length 2/|s| with s < −1. Let us rescale the domain
of G by the s-dilation Λ, such that the rescaled domain is of the form
[−1, 1] × V , where V ⊂ R is an interval of length 2/|s|. Define the
renormalization of F by
RF = Λ ◦G ◦ Λ−1.
Notice that RF is well defined on the rectangle [−1, 1]× V . The coor-
dinate change ψ = H−1 ◦Λ−1 maps this rectangle onto the topological
rectangle A of full height.
The set of n-times renormalizable maps is denoted by HnΩ(ǫ) ⊂
HΩ(ǫ). If F ∈ H
n
Ω(ǫ) we use the notation
Fn = R
nF.
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The set of infinitely renormalizable maps is denoted by
IΩ(ǫ) =
⋂
n≥1
HnΩ(ǫ).
The renormalization operator acting on H1Ω(ǫ), ǫ > 0 small enough,
has a unique fixed point F∗ ∈ IΩ(ǫ). It is the degenerate map
F∗(x, y) = (f∗(x), x).
This renormalization fixed point is hyperbolic and the stable manifold
has codimension one. Moreover,
W s(F∗) = IΩ(ǫ).
If we want to emphasize that some set, say A, is associated with a
certain map F we use notation like A(F ).
The coordinate change which conjugates F 2k |A(Fk) to Fk+1 is denoted
by
(3.1) ψk+1v = (Λk ◦Hk)
−1 : Dom(Fk+1)→ A(Fk).
Here Hk is the non-affine part of the coordinate change used to define
Rk+1F and Λk is the dilation by sk < −1. Now, for k < n, let
(3.2) Ψnk = ψ
k+1
v ◦ ψ
k+2
v ◦ · · · ◦ ψ
n
v : Dom(Fn)→ An−k(Fk),
where
Ak(F ) = Ψ
k
0(Dom(Fk)) ∩B.
Notice, that each Ak ⊂ [−1, 1] is of full height and Ψ
k
0 conjugates R
kF
to F 2
k
|Ak. Furthermore, Ak+1 ⊂ Ak.
The change of coordinates conjugating the renormalization RF to F 2
is denoted by ψ1v := H
−1◦Λ−1. To describe the attractor of an infinitely
renormalizable He´non-like map we also need the map ψ1c = F ◦ψ
1
v . The
subscripts v and c indicate that these maps are associated to the critical
value and the critical point, respectively.
Similarly, let ψ2v and ψ
2
c be the corresponding changes of variable for
RF , and let
ψ2vv = ψ
1
v ◦ ψ
2
v , ψ
2
cv = ψ
1
c ◦ ψ
2
v , ψ
2
vc = ψ
1
v ◦ ψ
2
c , ψ
2
cc = ψ
1
c ◦ ψ
2
c .
and, proceeding this way, for any n ≥ 0, construct 2n maps
ψnw = ψ
1
w1
◦ · · · ◦ ψnwn , w = (w1, . . . , wn) ∈ {v, c}
n.
The notation ψnw(F ) will also be used to emphasize the map under
consideration, and we will let W = {v, c} and W n = {v, c}n be the
n-fold Cartesian product. The following Lemma and its proof can be
found in [CLM, Lemma 5.1].
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Lemma 3.1. Let F ∈ IcΩ(ε¯). There exist C > 0 such that for w ∈ W
n,
‖Dψnw‖ ≤ Cσ
n, n ≥ 1.
Let F ∈ IΩ(ǫ) and consider the domains
Bnω = Imψ
n
ω.
The first return maps to the domains
Bnvn = ImΨ
n
0 = Imψ
n
vn
correspond to the different renormalizations. Notice,
Bn+1vn+1 ⊂ B
n
vn .
An infinitely renormalizable He´non-like map has an invariant Cantor
set:
OF =
⋂
n≥1
2n−1⋃
i=0
F i(Bnvn) =
⋂
n≥1
⋃
ω∈Wn
Bnω .
The dynamics on this Cantor set is conjugate to an adding machine.
Its unique invariant measure is denoted by µ. The average Jacobian
bF = exp
∫
log JacFdµ
with respect to µ is an important parameter that influences the geom-
etry of OF , see [CLM, Theorem 10.1].
The critical point (and critical value) of a unimodal map plays a
crucial role in its dynamics. The counterpart of the critical value for
infinitely renormalizable He´non-like maps is the tip
{τF} =
⋂
n≥1
Bnvn .
3.1. One-dimensional maps. Recall that f∗ : [−1, 1]→ [−1, 1] stands
for the one-dimensional renormalization fixed point normalized so that
f∗(c∗) = 1 and f
2
∗ (c∗) = −1, where c∗ ∈ [−1, 1] is the critical point of
f∗. The renormalization fixed point f∗ has a nested sequence of renor-
malization cycles Cn, n ≥ 1. A cycle consists of the following intervals.
The critical point of f∗ is c∗ and the critical value v∗ = f∗(c∗)
I∗j (n) = [f
j
∗ (v∗), f
j+2n
∗ (v∗)] ∈ Cn,
with j = 0, 1, 2, · · · , 2n − 1. The collection Cn consists of pairwise
disjoint intervals. Notice, for j = 0, 1, 2, . . . , 2n − 2
f∗(I
∗
j (n)) = I
∗
j+1(n),
and
f∗(I
∗
2n−1(n)) = I
∗
0 (n).
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The interval in Cn which contains the critical point is denoted by
Un = I
∗
2n−1(n) ∋ c∗.
The nonlinearity of a C2-diffeomorphism φ : I → φ(I) ⊂ R, I ⊂ R,
is
(3.3) ηφ = D lnDφ.
The Distortion of a diffeomorphism φ : I → J between intervals I, J ⊂
R is defined as
Dist(φ) = max
x,y
log
Dφ(y)
Dφ(x)
.
If η is the nonlinearity of φ then
(3.4) Dist(φ) ≤ ‖η‖C0 · |I|.
The distortion of a map does not change if we rescale domain and
range.
Given r > 0. The r-neighborhood T ⊃ I of an interval I ⊂ R is the
interval such that both components of T \ I have length r|I|.
Lemma 3.2. There exist r > 0 and D > 1 such that the r-neighborhoods
Tj(n) ⊃ I
∗
j (n) have the following property. For all n ≥ 1 the following
holds. Let ζj ∈ Tj(n) then
k2−1∏
l=k1
|Df∗(ζj)|
|I∗j+1(n)|
|I∗j (n)|
≤ D.
with 0 ≤ k1 < k2 < 2
n.
Proof. The a priori bounds on the cycles Cn are described in [MS], see
also [CMMT]. The a priori bounds state that for some r > 0 the gap
between Ij(n+ 1) and Ij+2n+1(n) satisfies
|Ij(n) \ (Ij(n+ 1) ∪ Ij+2n+1(n))| ≥ 5r · |Ij(n)|.
Hence, we have Tj(n+ 1) ∩ Tj+2n+1(n+ 1) = ∅ and
|Tj(n+ 1)|+ |Tj+2n+1(n)| ≤ (1− r) · |Tj(n)|.
Let ηj(n) be the nonlinearity, see (3.3), of the rescaling of f∗ : I
∗
j (n)→
I∗j+1(n). The rescaling turns domain and range into [−1, 1]. Lemma
3.1 in [Ma2] says that
‖ηj(n + 1)‖C0 ≤
|Tj(n + 1)|
|Tj(n)|
· ‖ηj(n)‖C0 ,
‖ηj+2n+1(n+ 1)‖C0 ≤
|Tj+2n+1(n+ 1)|
|Tj(n)|
· ‖ηj(n)‖C0 .
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Hence,
‖ηj(n+ 1)‖C0 + ‖ηj+2n+1(n+ 1)‖C0 ≤ (1− r) · ‖ηj(n)‖C0 ,
for j = 0, 1, 2, · · · , 2n − 2. The a priori bounds also imply a universal
bound
‖η2n−1(n+ 1)‖C0 ≤ K.
Inductively, this gives a universal bound
2n−2∑
j=0
‖ηj(n)‖C0 ≤ K0.
Use (3.4) and observe,
log
|Df∗(ζj)|
|I∗
j+1(n)|
|I∗
j
(n)|
= O(‖ηj(n)‖C0).
The Lemma follows. 
Proposition 3.3. There exists ρ < 1 such that the following holds.
Let 0 < q0 and I ∈ Cn and I ⊂ Uk \U(1−q0)·n, with k < (1− q0) · n. Let
tI = 2
k be the first return to Uk. Then for every j ≤ tI
Dist(f j∗ |I) = O(ρ
q0·n).
Proof. Let sI ≥ tI be the first return time of I to U(1−q0)·n. There exists
J0 ⊂ Uk with I ⊂ J0 such that f
sI
∗ : J0 → U(1−q0)·n diffeomorphically,
[Ma1]. Let Jk = f
k
∗ (J0) and Ik = f
k
∗ (I). The a priori bounds on the
geometry of the cycles Cn imply
|Ik|
|Jk|
= O(ρq0·n).
This estimate hold because the intervals Jk are in C(1−q0)·n and the
intervals Ik are in Cn.
The nonlinearity of the rescaled map f∗ : Jk → Jk+1 which has the
unit interval as its domain and range, is denoted by ηk. As in the proof
of Lemma 3.2 we obtain
sI−1∑
k=0
‖ηk‖C0 ≤ K0.
The nonlinearity of the rescaled version of the map f∗ : Ik → Ik+1
which has the unit interval as its domain and range, is denoted by
ηIk. Lemma 3.1 in [Ma2] says that the nonlinearity of the restriction
f∗ : Ik → Ik+1 of f∗ : Jk → Jk+1 satisfies
‖ηIk‖C0 ≤
|Ik|
|Jk|
· ‖ηk‖C0.
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Hence,
sI−1∑
k=0
‖ηIk‖C0 = O(ρ
q0·n).
The distortion of a map f t∗ : Ik → Ik+t is bounded as follows.
Dist(f s∗ |Ik) ≤
k+t−1∑
j=k
Dist(f∗|Ij)
≤
sI−1∑
j=0
‖ηIj‖C0 = O(ρ
q0·n).
This finishes the proof of the Lemma. 
3.2. Geometrical properties of the Cantor attractor.
Theorem 3.4 (Universality). For any F ∈ IΩ(ε¯) with sufficiently
small ε¯, we have:
RnF = (fn(x)− b
2n a(x) y (1 +O(ρn)), x ),
where fn → f∗ exponentially fast, b is the average Jacobian, ρ ∈ (0, 1),
and a(x) is a universal function. Moreover, a is analytic and positive.
Corollary 3.5. There exists a universal d1 > 0 such that for k ≥ 1
large enough
1
d1
≤ |
∂Fk
∂x
(z)| ≤ d1,
for every z ∈ B1v(Fk).
Let τn be the tip of Fn = R
nF and τ ∗ be the tip of F∗.
Lemma 3.6. There exists ρ < 1 such the conjugations
hn : OF∗ → OFn
with hn(τ∗) = τn satisfy
|hn(z)− z| = O(ρ
n),
for every z ∈ OF∗.
Proof. Choose z∗ ∈ OF∗ and let z = hn(z
∗). There are unique sequence
wn+1, . . . , wm, . . . , and zn, zn+1, . . . , zm, . . . , and z
∗
n, z
∗
n+1, . . . , z
∗
m, . . . with
wk ∈ {c, v}, zk ∈ OFk , and z
∗
k ∈ OF∗ such that z = zn, z
∗ = z∗n and for
k ≥ n
zk = ψ
k+1
wk+1
(zk+1)
z∗k = (ψ
k+1
wk+1
)∗(z∗k+1).
This follows from the construction of OF in [CLM].
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Theorem 3.4 implies
|ψk+1w − (ψ
k+1
w )
∗| = O(ρk)
for some ρ < 1. The proof of Lemma 5.6 in [CLM] gives that (ψk+1w )
∗ =
ψ∗w are contractions, |Dψ
∗
w| ≤ σ < 1. Then for k ≥ n
|zk − z
∗
k| =|ψ
k+1
wk+1
(zk+1)− (ψ
k+1
wk+1
)∗(z∗k+1)|
≤|ψk+1wk+1(zk+1)− (ψ
k+1
wk+1
)∗(zk+1)|+
|(ψk+1wk+1)
∗(zk+1)− (ψ
k+1
wk+1
)∗(z∗k+1)|
≤O(ρk) + σ · |zk+1 − z
∗
k+1|
Then for every m > n we have
|zn − z
∗
n| ≤
m∑
k=n+1
O(ρk) · σk−n−1 + σm−n · |zm − z
∗
m|.
Observe, |zm − z
∗
m| ≤ 1 and the Lemma follows by taking m > n
sufficiently large. 
3.3. Analytical properties of the coordinate changes. Fix an
infinitely renormalizable He´non-like map F ∈ IΩ(ε¯) to which we can
apply the results of [CLM] and [LM1], ε¯ > 0 is small enough. For such
an F , we have a well defined tip:
τ ≡ τ(F ) =
⋂
n≥0
Bnvn
Consider the tips of the renormalizations, τk = τ(R
kF ). To simplify
the notations, we will translate these tips to the origin by letting
Ψk = ψ
0
v(R
kF ) (z + τk+1)− τk.
Denote the derivative of the maps Ψk at 0 by Dk and decompose it into
the unipotent and diagonal factors:
(3.5) Dk =
(
1 tk
0 1
)(
αk 0
0 βk
)
.
Let us factor this derivative out from Ψk:
Ψk = Dk ◦ (id+sk),
where sk(z) = (sk(z), 0) = O(|z|
2) near 0. Lemma 7.4 in [CLM] states
Lemma 3.7. There exists ρ < 1 such that for k ∈ Z+ the following
estimates hold:
(1) αk = σ
2 · (1 +O(ρk)), βk = −σ · (1 +O(ρ
k)), tk = O(ε¯
2k);
(2) |∂xsk| = O(1), |∂ysk| = O(ε¯
2k);
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(3) |∂2xxsk| = O(1), |∂
2
xysk| = O(ε¯
2k), |∂2yysk| = O(ε¯
2k).
Lemma 3.8. The numbers tk quantifying the tilt satisfy
tk ≍ −b
2k
F .
We will use the following notation
Bn−k
vn−k
(Fk) = ImΨ
n
k .
Consider the derivatives of the maps Ψnk at the origin:
Dnk = Dk ◦Dk+1 ◦ · · ·Dn−1.
We can reshuffle this composition and obtain:
(3.6) Dnk =
(
1 tk
0 1
)(
(σ2)n−k 0
0 (−σ)n−k
)
(1 +O(ρk)).
Factoring the derivatives Dnk out from Ψ
n
k , we obtain:
(3.7) Ψnk = D
n
k ◦ (id+S
n
k),
where Snk(z) = (S
n
k (z), 0) = O(|z|
2) near 0.
The following Lemma is Lemma 7.6 in [CLM]
Lemma 3.9. For k < n, we have:
(1) |∂xS
n
k | = O(1), |∂yS
n
k | = O(ε¯
2k);
(2) |∂2xxS
n
k | = O(1), |∂
2
yyS
n
k | = O(ε¯
2k), |∂2xyS
n
k | = O(ε¯
2k σn−k).
Lemma 3.10. There exists a universal d0 > 0 such that for k ≥ 1
large enough
1
d0
≤ |
∂(id +Snk)
∂x
| ≤ d0
Proof. According to proposition 7.8 in [CLM], the diffeomorphisms
id+Snk stay wihin a compact family of diffeomorphisms. This gives
the upperbound on the derivative. The partial derivative
∂(id+Sn
k
)
∂x
can
not be zero in a point because otherwise the derivative of the diffeomor-
phism would become singular in point. This gives the positive lower
bound on the partial derivative. 
Lemma 3.11. There exists ρ < 1 such that
|Ψnk − (Ψ
n
k)
∗|C0 = O(ρ
k).
Proof. The proof is a small modification of the proof of Lemma 3.6.
Use the same notation: wl = v for all l ≥ k. We have to incorporate
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the translation which center the maps around the tips. The estimates
in the proof of Lemma 3.6 become
|Ψnk(z)− (Ψ
n
k)
∗(z)| ≤ O(ρk) +
n∑
l=k+1
O(ρl) · σl−k−1 + σn−k · |zn − z
∗
n|,
where zn = z + τn and z
∗
n = z + τ
∗. From Lemma 3.6 we get that
|zn − z
∗
n| = O(ρ
n) and the Lemma follows. 
3.4. General Notions. We will use the following general notions and
notations throughout the text.
Let ⊂ R2 and Q = [a, a + h] × [b, b + v] be the smallest rectangle
containing X . Then h ≥ 0 is the horizontal size of X and v ≥ 0 the
vertical size.
Q1 ≍ Q2 means that C
−1 ≤ Q1/Q2 ≤ C, where C > 0 is an absolute
constant or depending on, say F . Similarly, we will use Q1 & Q2.
4. Regular Pieces
By saying that something depends on the geometry of F , we mean
that it depends on the C2-norm of F . Below, all the constants depend
only on the geometry of F unless otherwise is explicitly said.
The tip piece Bk ≡ Bkvk of level k ∈ N contains two pieces of level
k + 1, the tip one, Bk+1, and the lateral one,
Ek = Bk+1
vkc
.
They are illustrated in Figure 2.1, and more schematically, in Fig-
ure 4.1.
PSfrag replacements E0
E1
E2
F
F 2
F 4
τ
Figure 4.1.
For n ≥ k ≥ 0, let
Bn[k] ≡ Bn(F )[k] = {B ∈ Bn|B ⊂ Ek}.
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We call k the depth of any piece B ∈ Bn[k]. A piece Bnω belongs to
Bn[k] if and only if
ω = vkcωk+2 . . . ωn.
Observe
µ

 ⋃
B∈Bn[k]
B

 = µ(Ek) = 1
2k+1
,
where µ is the invariant measure on OF . Let
Gk = F
2k :
⋃
l>k
El → Ek, k ≥ 0.
Given a piece B ∈ Bn[k], there is a unique sequence
k = k0 < k1 < · · · < kt = n, ki = ki(B)
such that
B = Gk0 ◦Gk1 ◦ · · · ◦Gkt−1 ◦Gkt(B
n).
To see it, consider the backward orbit {F−mB} that brings B to the
tip piece Bn. Let F−mi(B) be the moments of its closest combinatorial
approaches to the tip, in the sense of the nest B0 ⊃ B1 ⊃ . . . . Then ki
is the depth of F−mi(B). Thus, F−mi(B) ∈ Eki, while F−m(B)∩Bki =
∅ for all m < mi, compare with §2.2. The pieces
B(i) := F−mi(B) = Gki ◦ · · · ◦Gkt−1 ◦Gkt(B
n) ∈ Bn[ki],
with i = 1, 2, · · · , t, are called predecessors of B. Let us view a piece
B = Bnvkcωk+2···ωn ∈ B
n[k] from scale k, i.e., let us consider the following
piece B of depth 0 for the renormalization Fk ≡ R
kF :
(4.1) B = Bn−kcωk+2···ωn(Fk) ∈ B
n−k(Fk)[0], so B = Ψ
k
0(B),
see Figure 4.2.
Below, a “rectangle” means a rectangle with horizontal and vertical
sides. Given a piece B = Bnω ∈ B
n, let us consider the smallest rectangle
Q = Qnω containing B ∩OF . We say that Q = Q(B) is associated with
B.
Remark 4.1. We are primarily interested in the geometry of the Cantor
attractor OF . For this reason we consider rectangles Q superscribed
around OF ∩ B rather than the ones superscribed around the actual
pieces B. However, our results apply to the latter rectangles as well.
Given B ∈ Bn[k], let us consider the rectangle Q associated to
B ∈ Bn−k(Fk). Let h and v be its horizontal and vertical sizes of
Q respectively. We also call them the sizes of B viewed from scale k.
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We say that the piece B ∈ Bn[k] is regular if these sizes are comparable,
or, in other words, if modB := h/v is of order 1:
(4.2)
1
C0
≤ modB ≤ C0,
with C0 = 3d1, where d1 > 0 is the bound on ∂Fk/∂x from Corollary
3.5 (see Figure 4.2).
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Figure 4.2. A regular piece
Notice that in the degenerate case, F (x, y) = (f(x), x), every piece
is regular since the slope of f in E0 is squeezed in between d1 and 1/d1.
Next, we will specify an exponential control function s(k) = sα(k) =
a2k − A, see (2.7). Namely, we let
a =
ln b
ln σ
, A =
lnα
lnσ
,
where α > 0 is a small parameter. The actual choice of α = α(ε¯) > 0
depending only on the geometry of F will be made in the cause of the
paper (see Propositions 4.1, 5.1, etc.).
Let l(k) = lα(k) = s(k) + k. If k ≤ l ≤ l(k) we say that the pieces
B ∈ Bn[l] are not too deep in Bk. The choice of the control function is
made so that
(4.3) b2
k
≤ ασl−k for l ≤ lα(k).
Proposition 4.1. There exists k∗ ≥ 0 and α∗ > 0 such that for α < α∗
and k ≥ k∗ the following holds. If B ∈ Bn[l] is regular and not too deep
in Bk, k < l ≤ lα(k), then
B˜ = Gk(B) ∈ B
n[k]
is regular as well.
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Proof. We should view B from scale l, i.e., consider the piece B ∈
Bn−l(Fl)[0] defined by (4.1). As the puzzle piece B˜ = F
2k(B) has
depth k, it should be viewed from this depth. So, we consider
(4.4) B˜ ∈ Bn−k(Fk)[0], such that Ψ
k
0(B˜) = B˜.
Observe: B˜ = Fk ◦Ψ
l
k(B) (see Figure 4.3).
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Figure 4.3. Pieces B and B˜ viewed from appropriate scales.
As above, let (h,v) be the sizes of B, and let (h˜, v˜) be the sizes of
B˜. Since B is regular, bound (4.2) hold for modB = h/v. We want to
show that the same bound hold for mod B˜ = h˜/v˜.
The map Ψlk factors into a non-linear and an affine part as described
in §3:
Ψlk = D
l
k ◦ (id+S
l
k).
Figure 4.4 shows details of this factorization for the map Ψlk from Fig-
ure 4.3. Let hdiff and vdiff be the sizes of the rectangle Qdiff associated
with the piece (id+Slk)(B), see Figure 4.4. Lemmas 3.9(1) and 3.10
imply for k big enough:
hdiff ≤ d0 · h+O(ǫ
2k) · v ≤ 2d0 · h,
where the last estimate takes into account (4.2). Similarly,
(4.5) hdiff ≥
1
2d0
h.
Moreover, since the map id+Slk is horizontal, we have
(4.6) vdiff = v ≤ C0 · h.
Let haff and vaff be the sizes of the rectangle Qaff associated with the
piece Baff = Ψ
l
k(B) = D
l
k ◦ (id+S
l
k)(B) (which is the piece B viewed
26 M. LYUBICH, M. MARTENS
PSfrag replacements
BB˜
Fl
Fk
Fk
Dlk
id +Slk
v
h
vaff
haff
vdiff
hdiff
v˜
h˜
v
h
Figure 4.4. Factorization of the map Ψlk into horizontal
and affine parts.
from scale k). Incorporating the above estimates into decomposition
(3.6) and using Lemma 3.8, we obtain for large k (with s = l − k) :
haff ≤ (hdiff · σ
2s + vdiff · |tk| · σ
s) · (1 +O(ρk))
≤ [3d0 · σ
s +O(b2
k
)] · σs · h.
Similarly, we obtain a lower bound for haff:
haff ≥ [
1
3d0
· σs −O(b2
k
)] · σs · h.
If B is not too deep for scale k, then b2
k
≤ ασs, and we obtain:
(4.7) haff ≍ σ
2s · h,
as long as α is small enough (depending on the geometry of Fk).
Bounds on vaff are obtained similarly (in fact, easier):
(4.8) vaff = vdiff · σ
l−k · (1 +O(ρk)) = v · σs · (1 +O(ρk)) ≍ v · σs.
Thus,
(4.9) modBaff = modΨ
l
k(B) ≍ σ
smodB.
it gets roughly aligned with the parabola-like curve inside Ek, which
makes its modulus of order 1. Furthermore, Theorem 3.4 and Corollary
3.5 imply, for k large enough, the following bounds on the sizes of B˜:
1
2d1
haff −A0b
2k · vaff ≤ h˜ ≤ 2d1 · haff + A0b
2k · vaff,
v˜ = haff,
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where A0 > 0 is an upper bound for a(x) (1 + O(ρ
k)) which controls
the vertical derivative of Fk. Hence
mod B˜ ≤ 2d1 +
A0b
2k
modΨlk(B)
≤ 2d1 +
A0b
2k
σsmodB
≤ 2d1 + A0C0α ≤ 3d1,
as long as α is small enough.
Remark 4.2. Notice that modB appears only in the residual term of
the last estimate. The main term (2d1) depends only on the geometry
of F , which makes the bound for mod B˜ as good as that for B.
The lower estimate, mod B˜ ≥ (3d1)
−1, is similar. 
5. Sticks
Let us consider a piece B ∈ Bn[l] and the corresponding piece B ∈
Bn−l(Fl)[0], see (4.1) and Figure 4.2. In the degenerate case, most of
the pieces B ∩OFl get squeezed in a narrow strip around the diagonal
of the associated rectangle Q. We will show that this is also the case
for many pieces of He´non perturbations. To this end, let us quantify
the thickness of the pieces in question.
Let us first introduce two standard strips of thickness δ:
∆±δ = {(x, y) ∈ [0, 1]
2 | |y ± x| ≤
δ
2
}
(oriented “north-west” and “north-east” respectively.)
Given a piece B ∈ Bn and the associated rectangle Q = Q(B), let
L : [0, 1]2 → Q be the diagonal affine map. Let ∆(B) = L(∆δ)
±,
where:
• we select the “+”-sign if B comes from the upper branch of the
parabola x = f(y), and “−”-sign otherwise.
• δ = δB is selected to be the smallest one such that ∆(B) ⊃ B ∩O.
This δB is called the (relative) thickness of B. The horizontal size
hδB of ∆(B) is called the absolute thickness of B. ∆(B) is called the
associated diagonal strip. We let ∆ ≡ ∆B and call it the regular stick
associated with B, see Figure 5.1.
Proposition 5.1. There exists k∗ ≥ 0 and α∗ > 0 such that for α < α∗
and k∗ ≤ k the following holds. If B ∈ Bn[l] is regular and not too deep
in Bk, k < l ≤ lα(k), then
δ
B˜
≤
1
2
· δB +O(σ
n−l),
where B˜ = Gk(B) ∈ B
n[k] and B˜ = Fk(Ψ
l
k(B)).
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Proof. We will use the notation from §4. Let δ ≡ δB, and let w = δ ·h
be the absolute thickness of B. The relative thickness of B˜ is denoted
by δ˜ ≡ δ
B˜
. To estimate δ˜, we will decompose Ψlk as in §4. Let wdiff be
the absolute thickness of Bdiff ≡ (id+S
l
k)(B). Then
(5.1) wdiff = O(w+ h · σ
n−l).
Indeed, let Γy be the horizontal section of (id+S
l
k)(∆B) on height y,
and let Γy = (id+S
l
k)
−1(Γy). Then
|Γy| ≤ |Γy| · ‖ id+S
l
k‖C1 = O(w),
where the last estimate follows from Lemma 3.9(1).
Furthermore, let us consider a boundary curve of (id+Slk)(∆B). Its
horizontal deviation from any of its tangent lines is bounded by
(5.2)
1
2
‖ id+Slk‖C2 · (diamB)
2 = O(σn−l) · h,
where the last estimate follows from Lemma 3.9 (2), bounded modulus
of B (4.2), and Lemma 3.1. Hence
wdiff ≤ max
y
|Γy|+O(σ
n−l) · h,
and (5.1) follows. Together with (4.5), it implies:
(5.3) δdiff = O(δ + σ
n−l).
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Let us now consider the piece Baff ≡ Ψ
l
k(B) = D
l
k(Bdiff), see Figure 4.4.
Let Dlk = T ◦ Λ, where Λ = Λ
l
k and T = T
l
k are the diagonal and
sheer parts of Dlk respectively, see (3.6). Let us consider a box Bdiag =
Λ(Bdiff), and let hdiag = σ
2(l−k)hdiff and vdiag = σ
l−kvdiff be its horizontal
and vertical sizes. Since diagonal affine maps preserve the horizontal
thickness, the thickness is only effected by the sheer part T lk, which has
order tk ≍ b
2k , see Lemma 3.8, namely:
(5.4)
δaff ≤ δdiff ·
1
1−
vdiag
hdiag
· tk
= δdiff ·
1
1− vdiff
hdiff
· σ−(l−k) · tk
= O(δdiff) = O(δ + σ
n−l).
where the passage to the last line comes from (4.3), (4.5), (4.6) and
Lemma 3.8. Let us also consider the absolute vertical thickness uaff of
Baff, i.e., the vertical size of the stick ∆(Baff). From triangle similarity,
we have:
uaff
vaff
=
waff
haff
So
(5.5) uaff =
waff
modBaff
≍
waff
σsmodB
≍ σ−s · waff, s = l − k,
where the last estimate follows from regularity of B while the previous
one comes from (4.9).
We are now prepared to apply the map Fk : (x, y) 7→ (fk(x) −
ǫk(x, y), x), where ‖εk‖C2 = O(2
bk), see Theorem 3.4. Let w˜ be the
absolute thickness of B˜. By (4.7)–(4.8), the rectangle Qaff associated
with Baff has sizes
vaff ≍ σ
sv and haff ≍ σ
2sh.
Let us use affine parametrization for the diagonal Z of Baff:
x = x0 + t, y = y0 +
C
σs
t, 0 ≤ t ≤ haff,
where x0, y0 is its corner where the stick ∆aff begins. Restrict Fk to
this diagonal:
Fk(x(t), y(t)) = (A+Bt+ E(t), x0 + t),
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where E(t) is the second order deviation of Fk(Z) from the straight
line. We obtain:
E(t) = O(‖
∂2(fk − ǫk)
∂x2
‖+ ‖
∂2ǫk
∂xy
· σ−s‖+ ‖
∂2ǫk
∂y2
‖ · (σ−s)2)) · h2aff
= O(haff + b
2kσ−shaff + (b
2kσ−s) · (σ−shaff)) · haff.
From Lemma 3.1 we have haff = O(σ
n−k). Hence,
E(t) = O(σn−k + b2
k
σ−(l−k)+n−k + α · σ−(l−k)+n−k)) · haff
= O(σn−l) · haff
where we used that l is not too deep for k, i.e. b2
k
σ−s ≤ α. It follows
that
w˜ = O(σn−l · haff + b
2k · uaff)
= O(σn−l · haff + b
2kσ−s · waff)
= O(σn−l · haff + α · waff),
where we used (5.5).
Remark 5.1. This was the moment where the thickness improves.
From the regularity of B˜ we get h˜ ≍ v˜ = haff. Thus,
δ˜ = O(σn−l + α · δaff)
= O(α · δ + σn−l)
where we used (5.4). The Proposition follows as long as α is sufficiently
small. 
6. Scaling
Let B ∈ Bn[k] and Bˆ ∈ Bn−1[k] with B ⊂ Bˆ. Say,
B = Bnων ⊂ Bˆ = B
n−1
ω ⊂ E
k.
Let B and Bˆ be the corresponding rescaled pieces, so B = Ψk0(B)
and Bˆ = Ψk0(Bˆ). The horizontal and vertical sizes of the associated
rectangles are called h,v > 0 and hˆ, vˆ > 0 respectively.
The scaling number of B is
σB =
v
vˆ
.
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Remark 6.1. The scaling number can be expressed directly in terms of
the original pieces B and Bˆ. Indeed, since the diffeomorphism Ψk0 is a
horizontal map, we have σB = v/vˆ, where v and vˆ are the vertical sizes
of B and Bˆ. We will use the notation σB when we refer to the cor-
responding measurement in the domain of F . This formal distinction
will only play a role in (7.20).
Remark 6.2. There are many possible ways to define the scaling num-
ber. The proof of the probabilistic universality will show that the
relative thickness of most pieces asymptotically vanishes. Because of
this, most definitions of the scaling number become equivalent.
For B = Bnων(F ) as above, let B
∗ = Bnων(F∗) be the corresponding
degenerate piece for the renormalization fixed point F∗. The proper
scaling for B is
σ∗
B
= σBnων(F∗).
The function
σ : B 7→ σB
is called the scaling function of F . The universal scaling function σ∗ of
F∗ is injective, as was shown in [BMT].
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Remark 6.3. Given a piece B ∈ Bn+1(F ∗). Let Bˆ∗ ∈ Bn(F∗) which
contains B. For some iˆ < 2n we have
π1(Bˆ
∗) = I∗
iˆ
(n) ∈ Cn.
Similarly, π1(B
∗) = I∗i (n+1) ∈ Cn+1, for i = iˆ or i = iˆ+2
n. The scaling
ratios σB are vertical measurements of pieces. Using that He´non like
maps take vertical lines to horizontal lines, y′ = x, we have
σ∗
B
=
|I∗i−1(n+ 1)|
|I∗
iˆ−1
(n)|
.
Proposition 6.1. There exists k∗ ≥ 0 and α∗ > 0 such that for α < α∗
and k ≥ k∗ the following holds. If a piece B ∈ Bn[l] is regular and not
too deep for Ek, i.e. k < l ≤ lα(k), then
σ
B˜
= σB +O(δBˆ + σ
n−l),
where B˜ = Gk(B) ∈ B
n[k] and B ⊂ Bˆ = Ψl0(Bˆ) ∈ B
n−1[l].
Proof. As above in §4, let haff stand for the horizontal length of Baff =
Ψlk(B), see Figure 4.4. We will use the similar notation hˆaff and wˆaff
for the corresponding measurements of the piece Bˆaff := Ψ
l
k(Bˆ).
Since Fk maps vertical lines to horizontal lines, we have
σ
B˜
=
haff
hˆaff
.
Let γ be the angle between the diagonal of Bˆaff and the vertical side,
so tg γ = mod Bˆaff. Then
vaff · tg γ = hˆaff
vaff
vˆaff
= hˆaff · σB,
Now Figure 6.2 shows:
|haff − vaff · tg γ| ≤ wˆaff.
Dividing by hˆaff (taking into account the two previous formulas and
definition of the relative thickness δˆaff = wˆaff/hˆaff), we obtain:
|σ
B˜
− σB| ≤ δˆaff.
Now the Proposition follows from (5.4). 
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7. Universal Sticks
7.1. Definition and statement. Let us consider a piece B ∈ Bn and
the two pieces B1, B2 ∈ B
n+1 of level n + 1 contained in B. Rotate it
to make it horizontal and then rescale it to horizontal size 1; denote
the corresponding linear conformal map by A. Let δ, σB1 , σB2 ≥ 0 be
the smallest numbers such that:
(1) A(B ∩OF ) ⊂ [0, 1]× [0, δ],
(2) A(B1 ∩OF ) ⊂ [0, σB1 ]× [0, δ],
(3) A(B2 ∩OF ) ⊂ [1− σB2 , 1]× [0, δ],
for the optimal choice of A. The numbers σB1 , and σB2 are called
scaling factors of B1 and B2.
Remark 7.1. The scaling factor σB of a piece B is a measurement of the
corresponding B. The scaling factor σB of B reveres to measurements
of the actual piece in the domain of F . The difference between the
scaling factors σB and σB is estimated in Proposition 7.7.
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We say that B is ǫ-universal if
|σB1 − σ
∗
B1
| ≤ ǫ, |σB2 − σ
∗
B2
| ≤ ǫ, and δ ≤ ǫ.
The precision of the piece B is the smallest ǫ > 0 for which B is
ǫ-universal. The optimal A−1([0, 1]× [0, δ]) is called the ǫ-stick for B.
We will revere to the (relative) length and (relative) height of such a
stick. Let SSn(ǫ) ⊂ Bn be the collection of ǫ-universal pieces.
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Definition 7.1. The Cantor attractor OF of an infinitely renormaliz-
able He´non-like map F ∈ HΩ(ǫ) is probabilistically universal if there is
θ < 1 such that
µ(SSn(θn)) ≥ 1− θn, n ≥ 1.
Now we can formulate the main result of this paper:
Theorem 7.1. The Cantor attractor OF is probabilistically universal.
After careful choices of θ < 1, q0 < q1 and κ(n) = −Const+lnn, one
distinguishes three regimes where pieces in SSn(θ
n)∩Ek are discovered
by different techniques.
The one-dimensional regime: all the pieces in Bn[k] with (1−q1)·n ≤
k ≤ (1 − q0) · n are in SSn(θ
n). These very deep pieces are controlled
by the one-dimensional renormalization fixed point: they are perturbed
versions the corresponding pieces of F∗ and their relative displacements
are exponentially small, see Lemma 7.3 and Proposition 7.2. We have
to exclude the pieces in Bn[k] with k > (1− q0) ·n because they do not
have a small thickness. Viewed from their scale k, they are relatively
large pieces close to the graph of f∗. The curvature of the graph of f∗
causes this pieces to have a large thickness.
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The pushing-up regime: the pieces from the one-dimensional regime
can be pushed up without being distorted too much, using the Propo-
sitions 5.1 and 6.1, as long as they are not too deep. The resulting
pieces have exponentially small precision, see Proposition 7.7. In this
way one finds pieces in SSn(θ
n)∩Ek for 0 ≤ k < (1− q1) · n. Unfortu-
nately, the relative measure of these pieces in SSn(θ
n) ∩ Ek obtained
by pushing up, is only exponentially close to 1, for k ≥ κ(n) ≍ lnn,
see Proposition 8.2 . That is why the pushing-up regime is restricted
to κ(n) ≤ k < (1− q1) · n where these pieces occupy E
k except for an
exponential small relative part.
The brute-force regime: the pieces obtained in the one-dimensional
and pushing-up regimes are in Bκ(n). They will be spread around by
brute-force iteration of the original map until returning. The time to go
from Bκ(n) and return by iterating the original map is 2κ(n). The depth
κ(n) is the largest integer such that 2κ(n) ≤ Kn ln 1/θ. The pieces in
the one-dimensional and pushing-up regime have exponentially small
precision. Each of the brute-force return steps used to spread around
the pieces from the deeper regimes, will distort their exponential pre-
cision θn, see Proposition 7.8. The total distortion along such a return
orbit can be bounded by O(r2
κ(n)
) = O(rKn ln 1/θ), with r & 1/b >> 1.
However, this distortion can not destroy the exponential precision when
θ < 1 is chosen close enough to 1.
The pushing-up regime is split into two parts. Let κ0(n) be the
smallest integer such that l(κ0(n)) ≥ n. As long as κ0(n) ≤ k <
(1 − q1) · n the pieces in B
n[l], l > k, are not too deep and can be
pushed up into Ek. Indeed, κ0(n) ≍ lnn is uniquely defined and can
not be adjusted. Unfortunately, we can not use κ(n) = κ0(n) because
the corresponding return time 2κ0(n) used to fill the brute-force regime
might be too large. Too large in the sense that it might build up too
much distortion, which is of the order O(rn0 ) for some definite r0 > 1.
We have to choose κ(n) ≍ lnn much smaller than κ0(n) to get an
arbitrarily slow growing rate for the distortion during the brute-force
regime. The rate should be small enough such that the exponential
decaying precision in the deeper regimes can not be destroyed. In the
regime κ(n) ≤ k < κ0(n) we have l(k) < (1 − q1) · n which means
that we can not push up all previously recovered pieces in Bn[l] with
l > l(k). This is responsible for the super-exponential loss term in
Proposition 8.2.
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7.2. Universal sticks created in the one-dimensional regime.
Proposition 7.2. There exist ρ < 1, q∗ > 0 with the following prop-
erty. For every 0 < q0 < q1 ≤ q
∗ there exists n∗ > 0 such that for
n ≥ n∗ and (1− q1) · n ≤ k ≤ n
(1) every B ∈ Bn[k] is regular.
(2) for every B ∈ Bn+1[k]
|σB − σ
∗
B
| = O(ρq1·n),
where B = Ψk+10 (B).
(3) for every B ∈ Bn[k] with (1− q1) · n ≤ k ≤ (1− q0) · n
δB = O(ρ
q0·n),
where B = Ψk0(B).
Choose, (1 − q1) · n ≤ k ≤ n and B ∈ B
n[k]. Let B ∈ Bn−k(Fk) be
such that B = Ψk0(B). Let τn be the tip of Fn and τ∗ the tip of F∗. In
the next part we will have to compare the maps Ψnk related to F and
the maps (Ψnk)
∗ corresponding to F∗. Let
B0 = B
n−k
vn−k
(Fk) = Ψ
n
k(Dom(Fn))
and
B∗0 = B
n−k
vn−k
(F∗) = (Ψ
n−k
0 )
∗(Dom(F∗)).
where (Ψn−k0 )
∗ is the change of coordinates used to construct Rn−kF∗.
Then B = F jk (B0) for some 0 ≤ j < 2
n−k and j is odd. Let Bj =
F jk (B0) and B
∗
j = F
j
∗ (B
∗
0) for 0 ≤ j < 2
n−k. We will analyse the
relative positions of Bj and B
∗
j . Let
Ij = π1(Bj) and Jj = π2(Bj).
The intervals in the nth cycle of f∗ are denoted by I
∗
j (n), see §3.1.
Observe,
I∗j ≡ I
∗
j (n− k) = π1(B
∗
j), 0 ≤ j < 2
n−k.
and
J∗j = π2(B
∗
j) = I
∗
j−1(n− k), 0 < j < 2
n−k.
Consider the conjugations
hn : OF∗ → OFn
with hn(τ∗) = τn. These conjugations allow us to label the points in
OFn. Choose, z
∗ ∈ OF∗ and let z = hn(z
∗). Let (x0, y0) = Ψ
n
k(z) ∈ B0
and (x∗0, y
∗
0) = (Ψ
n
k)
∗(z∗) ∈ B∗0. The points in the orbits are
(xj , yj) = F
j
k (x0, y0) and (x
∗
j , y
∗
j ) = F
j
∗ (x
∗
0, y
∗
0),
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with 0 ≤ j < 2n−k. The first estimates will be on the relative displace-
ments
∆xj
|I∗j |
and
∆yj
|J∗j |
where ∆xj = xj − x
∗
j and ∆yj = yj − y
∗
j .
Lemma 7.3. There exist ρ < 1, q∗ > 0 with the following property.
For every 0 < q ≤ q∗ there exists n∗ > 0 such that for n ≥ n∗,
(1− q) · n ≤ k ≤ n, and 0 ≤ j < 2n−k
|∆xj |
|I∗j |
= O(ρq·n), and
|∆yj|
|J∗j |
= O(ρq·n).
Proof. Recall, yj+1 = xj . Hence,
|∆yj+1|
|J∗j+1|
=
|∆xj |
|I∗j |
,
we only have to estimate the displacements ∆xj and ∆y0. Since, Fk →
F∗ exponentially fast controlled by some ρ < 1, see Theorem 3.4, we
have
xj+1 = f∗(xj) +O(ρ
k)
= f∗(x
∗
j ) +Df∗(ζj)∆xj +O(ρ
k).
Hence,
∆xj+1 = Df∗(ζj)∆xj +O(ρ
k).
There exists K > 1 such that
(7.1)
|∆xj+1|
|I∗j+1|
≤
Df∗(ζj)
|I∗j+1|
|I∗j |
·
|∆xj|
|I∗j |
+K
ρk
ρn−k0
,
where we used the a priori bounds: |I∗j+1| ≥ ρ
n−k
0 for some ρ0 < 1.
We will use (7.1) repeatedly but to do so we first need to estimate
|∆x0|. Let ∆z = z − z
∗ and use the Lemmas 3.11, 3.1, and 3.6 in the
following estimate
|(x0, y0)− (x
∗
0, y
∗
0)| ≤ |Ψ
n
k(z)− (Ψ
n
k)
∗(z∗)|
≤ |Ψnk − (Ψ
n
k)
∗|+ |(Ψnk)
∗(z)− (Ψnk)
∗(z∗)|
≤ O(ρk) + |D(Ψnk)
∗| · |∆z|
= O(ρk + σn−k · ρn)
= O(ρk).
Thus,
(7.2)
|∆x0|
|I∗0 |
= O(
ρk
ρn−k0
)
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and
(7.3)
|∆y0|
|J∗0 |
= O(
ρk
ρn−k0
).
Let r > 0 and D > 1 be given as in Lemma 3.2 and K > 1 as defined
above. For q > 0 small enough and n ≥ 1 large enough we have
(7.4)
|∆x0|
|I∗0 |
= O(
ρk
ρn−k0
) = O((
ρ1−q
ρq0
)n) = O(ρq·n) ≤
r
2D
.
and
(7.5) DK(
2
ρ0
)n−k · ρk = O((
ρ1−q
(ρ0/2)q
)n) = O(ρq·n) ≤
r
2
.
One has to be careful when applying (7.1) repeatedly. The points ζj
should not be too far from I∗j to be able to control distortion.
Claim 7.4. For q > 0 small enough and n > 1 large enough
|∆xj |
|I∗j |
≤ DK(
2
ρ0
)n−k · ρk +D
|∆x0|
|I∗0 |
,
for 0 ≤ j < 2n−k.
Proof. The proof is by induction: the statement holds for j = 0 because
D > 1. Suppose it holds up to j < 2n−k − 1. The r−neighborhoods
Ul(n) ⊃ I
∗
l were introduced in Lemma 3.2. The induction hypothesis
together with (7.4) and (7.5) imply that
ζl ∈ Ul(n− k)
for l ≤ j. Now repeatedly apply (7.1) and Lemma 3.2 to get
|∆xj+1|
|I∗j+1|
≤
j+1∑
l=1
(
j∏
k=l
Df∗(ζk)
|I∗
k+1|
|I∗
k
|
) ·K
ρk
ρn−k0
+ (
j∏
k=0
Df∗(ζk)
|I∗
k+1|
|I∗
k
|
) ·
|∆x0|
|I∗0 |
≤ (j + 1)DK
ρk
ρn−k0
+D
|∆x0|
|I∗0 |
≤ DK(
2
ρ0
)n−k · ρk +D
|∆x0|
|I∗0 |
.
This estimate finishes the induction step. 
Now incorporate the estimates (7.4), (7.5) in the Claim and together
with (7.3), Lemma 7.3 follows. 
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Proof of Proposition 7.2. Let (1 − q1) · n ≤ k ≤ n and assume that
the conditions of Lemma 7.3 are satisfied. Choose B ∈ Bn[k]. Let
B ∈ Bn−k(Fk) be such that B = Ψ
k
0(B), say B = Bj with 0 < j < 2
n−k
odd.
The pieces B∗j ∈ B
n−k(F∗), 0 < j < 2
n−k odd, are curves on the
graph of f∗ contained in B
1
c (F∗), that is, they have a bounded slope.
This bounded slope implies that
|I∗j | ≍ |J
∗
j |.
This bound and Lemma 7.3 imply that the Hausdorff distance between
Bj and B
∗
j is O(ρ
q0·n · |I∗j |). We get that Bj = Ψ
k
0(Bj) is regular, which
proves Proposition 7.2(1).
Let B ∈ Bn+1[k], say B = Ψk0(B) with B ∈ B
n−k+1(Fk) and B ⊂
Bj ∈ B
n−k(Fk), for some 0 < j < 2
n−k. Recall that the scaling ratio
of B ∈ Bn+1[k] is a measurement in vertical direction in the domain of
Fk. The relative displacement of every point z
∗ ∈ OF∗ is estimated in
Lemma 7.3. These bounds imply
|σB − σB∗| = O(ρ
q0·n).
This finishes the proof of Proposition 7.2(2).
To control the thickness associated to B ∈ Bn[k] we have to restrict
ourselves to (1 − q1) · n ≤ k ≤ (1 − q0) · n. The piece B ≡ Bj,
which determines the relative thickness of B = Ψk0(B) has a Hausdorff
distance O(ρq0·n · |I∗j |) to B
∗
j , Lemma 7.3. This piece B
∗
j is a curve in
the graph of f∗ contained in B
1
c (F∗). This curve has a bounded slope.
Hence, its relative thickness is proportional to its diameter, which is of
the order σn−k ≤ σq0·n, see Lemmas 3.1. The control of the Hausdorff
distance and the small relative thickness of B∗j implies
δB = O(ρ
q0·n)
We finished the proof of Proposition 7.2(3). 
7.3. Universal sticks created in the pushing-up regime.
Definition 7.2. Given 0 < q0 < q1, the collection Pn(k; q0, q1) of
(q0, q1)-controlled pieces consists of B ∈ B
n[k] with the following prop-
erty. If B(i), i = 0, 1, 2, · · · , t, are the predecessors of B = B(0) with
k = k0(B) < k1(B) < k2(B) < · · · < kt−1(B) < kt(B) < n.
then
(1) ki+1 ≤ l(ki), i = 0, 1, 2, 3, . . . , t− 1,
(2) there exists 0 ≤ s ≤ t such that (1−q1)·n ≤ ks(B) ≤ (1−q0)·n,
and
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(3) ks−1(B) ≤ (1− q1) · n.
Remark 7.2. The definition of controlled pieces is a combinatorial def-
inition. It does not depend on F but only on the average Jacobian
bF which is a topological invariant, [LM1]. If B is a (q0, q1)-controlled
piece of F then the corresponding piece B∗ is (q0, q1)-controlled piece
of F∗.
The definition of controlled pieces implies
(7.6)
⋃
k<l≤l(k)
Gk(Pn(l; q0, q1)) = Pn(k; q0, q1).
Proposition 7.2 introduced the constants ρ < 1, and q∗ > 0. The
constants α∗ > 0 and k∗ > 0 are the optimal choice given by the
Propositions 4.1, 5.1 and 6.1. Now Proposition 4.1 and Proposition
7.2(1) imply
Lemma 7.5. Let α < α∗. For every q∗ > q1 > q0 > 0 there exists
n∗ ≥ 1 such that every B ∈ Pn(k; q0, q1) and all its predecessors are
regular when n ≥ n∗ and k ≥ k∗.
Lemma 7.6. Let α < α∗. For every q∗ > q1 > q0 > 0 there exists
n∗ ≥ 1 such that for every Bˆ ∈ Pn(k; q0, q1) and B ∈ B
n+1[k] with
B ⊂ Bˆ
δ
Bˆ
= O(ρq0·n)
and
|σB − σ
∗
B
| = O(ρq0·n)
when n ≥ n∗ and k ≥ k∗.
Proof. Let us call the predecessors of Bˆ and B
B(i) ⊂ Bˆ(i),
i = 0, 1, 2, . . . , t. Let ki = ki(Bˆ) = ki(B) and δi the relative thickness
of Bˆ(i), where Bˆ(i) = Ψki0 (Bˆ
(i)), and σi = σB(i), the scaling number of
B(i)Ψki0 (B
(i)), i = 0, 1, 2, . . . , t. Observe, the piece B might have one
predecessor more than Bˆ.
Apply Propositions 5.1 and 6.1. In particular,
(7.7) δi−1 ≤
1
2
δi +O(σ
n−ki)
and
(7.8) |σi−1 − σi| = O(δi + σ
n−ki)
for i = 1, 2, . . . , t.
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Iterating estimate (7.7) we obtain
(7.9)
s∑
i=0
δi ≤ 2δs +O(σ
n−ks)
= O(ρq0·n) +O(σq0·n),
where we used Proposition 7.2(3) and property (2) of Definition 7.2.
We may assume σ < ρ < 1. The first estimate of the Lemma follows:
δ
Bˆ
= δ0 ≤
s∑
i=0
δi = O(ρ
q0·n).
To establish the second estimate of the Proposition, first observe that
σB(0) = σB(s) +
s−1∑
i=0
(σB(i) − σB(i+1)).
Hence, by using (7.8) and (7.9),
|σB(0) − σB(s) | ≤
s−1∑
i=0
|σB(i) − σB(i+1) |
= O(
s∑
i=1
(δi + σ
n−ki))
= O(ρq0·n + σn−ks) = O(ρq0·n).
If B ∈ Pn(k, q0, q1) and B
∗ is the corresponding piece of F∗, then B
∗
is also controlled. Namely, each l(k) =∞ because bF∗ = 0. Hence, we
have the same estimate for the proper scaling
|σ∗
B(0)
− σ∗
B(s)
| = O(ρq0·n).
This finishes the proof. Namely, B(s) ∈ Bn+1[ks] with (1 − q1) · n ≤
ks ≤ n and we can apply Proposition 7.2(2),
|σB − σ
∗
B
| = |σB(0) − σ
∗
B(0)
|
≤ |σB(0) − σB(s) |+ |σB(s) − σ
∗
B(s)
|+ |σ∗
B(s)
− σ∗
B(0)
|
= O(ρq0·n).

The measurements of the pieces, such as scaling and thickness, are
geometrical quantities observed when viewing a piece from its scale,
they are geometrical measurements of B and not B itself. The next
Proposition states that the actual pieces B inherit exponentially small
estimates for their precision. The Proposition is also a preparation for
the brute-force regime which concerns iteration of the original map.
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Proposition 7.7. Let α < α∗. For every q∗ > q1 > q0 > 0 there exists
n∗ ≥ 1 such that
Pn(k; q0, q1) ⊂ SSn(O(ρ
q0·n))
when n ≥ n∗ and k ≥ k∗.
The estimates in the proof of this Proposition are like the estimates
used to prove the Propositions 4.1, 5.1, and 6.1.
Proof. Let Bˆ ∈ Pn(k; q0, q1) and B ∈ B
n+1[k] with B ⊂ Bˆ. Let B
and Bˆ be such that B = Ψk0(B) and Bˆ = Ψ
k
0(Bˆ). The horizontal and
vertical size of the smallest rectangle which contains Bˆ are h,v > 0.
Let δ > 0 be the relative thickness of Bˆ, the absolute thickness of Bˆ is
w = δ · h. From Lemma 3.1 we get
h,v = O(σn−k).
Moreover, the regularity of Bˆ gives
h ≍ v.
The situation allows to apply Lemma 7.6 :
(7.10) δ = O(ρq0·n) and |σB − σ
∗
B
| = O(ρq0·n).
We have to show that Bˆ∩OF = Ψ
k
0(Bˆ∩OFk) is contained in a O(ρ
q0·n)-
stick. As before we will decompose Ψk0 into its diffeomorphic part
(id+Sk0) and its affine part. Let hdiff, vdiff > 0 be the horizontal and
vertical size of the smallest rectangle containing the image of Bˆ under
(id+Sk0) and wdiff > 0 the absolute thickness of its stick and σdiff > 0
the scaling factor of the image of B under the same diffeomorphism.
Then we have
σdiff = σB,
vdiff = v
and, by recalling (5.1),
wdiff = O(w+ σ
n−k · h),
hdiff ≍ h.
The last two estimates rely on v ≍ h. The term h · σn−k reflects the
distortion of (id+Sk0) on Bˆ determined by the diameter of Bˆ which
is of the order σn−k. The next step is to apply the affine part of Ψk0.
Denote the measurements after this step by haff, vaff, waff, σaff > 0 resp.
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Equation (3.6) and Lemma 3.8 yield
(7.11)
waff ≍ σ
2kwdiff,
σaff = σdiff = σB,
haff ≍ σ
2khdiff + σ
kvdiff,
Use the above estimates in the following
(7.12)
waff
haff
= O(
σ2k · [w + σn−k · h]
σ2k · h+ σk · v
) = O(σk · δ + σn) = O(ρq0·n).
PSfrag replacements
vaff
haff
σaffl
′
waff
∆l′
l′
w′
σ′l′
σBvaff
B ∩ OF
Figure 7.2.
Consider the smallest conformal image of a rectangle aligned along
the diagonal of the rectangle containing Bˆ = Ψk0(Bˆ), see Figure 7.2.
The precision of Bˆ will be better than the precision based on the mea-
surements of this approximation of the stick. Let l′ > 0 be the length,
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w′ > 0 be the absolute thickness and σ′ > 0 be the scaling factor of
B ⊂ Bˆ within this rectangle. Then
(7.13) l′ =
√
h2aff + v
2
aff,
and
(7.14) w′ ≤ waff.
First we will estimate the precision of σ′. Let γ be the angle between
the diagonal of the rectangle and the horizontal. Observe,
cos γ =
haff√
h2aff + v
2
aff
,
see Figure 7.2. The projection ∆l′ of the horizontal interval of length
waff onto the diagonal has length
∆l′ = waff · cos γ.
Observe,
|σ′ · l′ − σaff · l
′| ≤ ∆l′ = waff ·
haff√
h2aff + v
2
aff
.
Then, by using (7.12) and (7.13),
(7.15) |σ′ − σaff| ≤
waff
haff
·
h2aff
h2aff + v
2
aff
≤
waff
haff
= O(ρq0·n).
Use (7.10), (7.11), and (7.15) to estimate the precision of σ′
(7.16) |σ′ − σ∗
B
| ≤ |σ′ − σaff|+ |σaff − σ
∗
B
| = O(ρq0·n).
The estimate (7.14) says that the height of the stick containing Bˆ is at
most waff. The relative height is estimated by
(7.17)
w′
l′
≤
waff√
h2aff + v
2
aff
≤
waff
haff
= O(ρq0·n),
where we used (7.12) and (7.13). The estimates (7.16) and (7.17) con-
firm that Bˆ ∈ SSn(ρ
q0·n)), which finishes the proof of the Proposi-
tion. 
7.4. Universal sticks created in the brute-force regime.
Proposition 7.8. There exists ǫ∗ > 0, and q∗ > 0 such that the fol-
lowing holds. Let ǫ < ǫ∗, and 0 < q0 < q1 < q
∗ then there exists n∗ ≥ 1
such that if for 0 ≤ j < 2(1−q1)·n
F j(B) ∈ SSn(ǫ),
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with B ∈ Bn[k], (1− q1) · n ≤ k ≤ (1− q0) · n, and n ≥ n
∗, then
F j+1(B) ∈ SSn(O(ǫ+ ρ
q0·n)).
Proof. Choose Bˆ ∈ Bn[k] with (1 − q1) · n ≤ k ≤ (1 − q0) · n and
B ∈ Bn+1 with B ⊂ Bˆ. The iterates under the original map are
denoted by Bj = F
j(B) and Bˆj = F
j(Bˆ), j ≤ 2(1−q1)·n. Assume that
for some j ≤ 2(1−q1)·n
Bˆj ∈ SSn(ǫ).
The piece Bˆj is contained in an ǫ-stick. Say Bˆj ∩ OF is contained in
a rectangle of length l > 0 and height w ≤ ǫl. The smaller rectangle
which contains Bj∩OF has length σjl, where σj = σBj and |σj−σ
∗
Bj
| ≤
ǫ. Notice that we have to estimate the scaling factor σBj and not σBj ,
compare remark 6.1.
Apply F to this rectangle. The stick which contains Bˆj+1 has length
l′ > 0 and height w′ > 0. The relevant scaling factor of Bj+1 is σj+1 =
σBj+1 .
Choose, M,m > 0 such that
m|v| ≤ |DF (x, y)v| ≤M |v|.
This is possible because F is a diffeomorphism onto its image. However,
m = O(b). Let K > 0 be the maximum norm of the Hessian of F . The
diameter of Bˆj ∩OF , which is proportional to l, is of the order σ
n, see
Lemma 3.1. We can estimate the sizes l′, w′ and σ′ by applying the
derivative of F and correcting for distortion which is bounded by Kl2.
Let D be the absolute value of the directional derivative of F in the
direction of the rectangle containing Bˆj, measured in a corner of the
rectangle. Then
l′ ≥ Dl − 2Kl2 − 2Mw,
w′ ≤Mw + 2Kl2,
Observe,
|σj+1 · l
′ −D · σj · l| ≤ 2Mw + 2Kl
2.
Let us first estimate the relative height of the stick of Bˆj+1. Use w ≤ ǫl,
(7.18)
w′
l′
≤
Mǫl + 2Kl2
ml − 2Kl2 − 2Mǫl
≤
M
m− 2Kl − 2Mǫ
· ǫ+ 2
K
m− 2Kl − 2Mǫ
· l
= O(ǫ+ σn) = O(ǫ+ ρq0·n),
when ǫ < ǫ∗, q0 < q
∗
1 small enough, and n ≥ n
∗ large enough. Similarly,
(7.19) |σj+1 − σj | = O(ǫ+ ρ
q0·n).
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Use remark 6.3 and apply Proposition 3.3 to get
(7.20) |σ∗
Bs
− σ∗
B
| = O(ρq0·n),
with 0 ≤ s < 2(1−q1)·n.
We need to estimate the scaling factor σj+1 of Bj+1. Use (7.19) and
(7.20) and and the notation σ∗j = σ
∗
Bj
. Then
(7.21)
|σj+1 − σ
∗
j+1| ≤ |σj+1 − σj |+ |σj − σ
∗
j |+ |σ
∗
j − σ
∗
j+1|
≤ O(ǫ+ ρq0·n) + ǫ+O(ρq0·n)
= O(ǫ+ ρq0·n),
for ǫ ≤ ǫ∗, 0 < q0 < q
∗ small enough and n ≥ n∗ large enough. The
estimates (7.18) and (7.21) together finish the proof. 
8. Probabilistic Universality
In this section we are going to estimate the measure of the pieces
created in the three regimes, see Proposition 8.6. Let α = α∗, ǫ∗ > 0,
and 0 < q∗1 < 1/3 small and k
∗ ≥ 1 large enough to allow the use of
the Propositions 7.7, and 7.8.
For each n ≥ 1, let κ0(n) ≍ lnn be the smallest integer such that
l(κ0(n)) ≡ 2
κ0(n) ·
ln b
ln σ
−
lnα
lnσ
+ κ0(n) ≥ n.
For n ≥ 1 large enough we have
(8.1) κ0(n) ≤
lnn
ln 2
.
Lemma 8.1. Given q0 < q1. There exists n
∗ ≥ 1 such that for n ≥ n∗
and κ0(n) ≤ k < (1− q0) · n,
µ(Pn(k; q0, q1)) ≥ [1−
1
2(q1−q0)·n+1
] · µ(Ek).
Proof. Let βn(k; q0, q1) = µ(E
k \ Pn(k; q0, q1)) be the measure of the
uncontrolled pieces. The construction implies immediately
(8.2) βn(k; q0, q1) = µ(E
k), (1− q0) · n < k ≤ n,
and
(8.3) βn(k; q0, q1) = 0, (1− q1) · n ≤ k ≤ (1− q0) · n,
every piece in the one-dimensional regime is controlled. The Lemma
holds for (1 − q1) · n ≤ k ≤ (1− q0) · n. This implies that the fraction
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of the uncontrolled part in ∪l≥(1−q1)·nE
l is
(8.4)
∑n
l=(1−q1)·n
βn(l; q0, q1)
µ(B(1−q1)·n)
≤
1
2(q1−q0)·n+1
.
Observe,
l((1− q1) · n− 1) = 2
(1−q1)·n−1 ·
ln b
ln σ
−
lnα
lnσ
+ (1− q1) · n− 1
& 2(1−q1)·n−1 ≥ n,
holds when n ≥ 1 is large enough. All pieces in Bn[k], with k ≥
(1− q1) · n are not too deep for level (1 − q1) · n− 1. Hence, equation
(7.6) reduces to
Pn((1− q1) · n− 1; q0, q1) =
⋃
(1−q1)·n≤l≤n
G(1−q1)·n−1(Pn(l; q0, q1)).
Hence, using (8.4),
βn((1− q1) · n− 1; q0, q1) =
n∑
l=(1−q1)·n
βn(l; q0, q1)
≤
1
2(q1−q0)·n+1
· µ(B(1−q1)·n)
=
1
2(q1−q0)·n+1
· µ(E(1−q1)·n−1).
Now we finish the proof by induction. The Lemma is proved for k =
(1− q1) ·n− 1. Assume the Lemma holds from (1− q1) ·n− 1 down to
k + 1 ≤ (1 − q1) · n− 1. Because k ≥ κ0(n) we have l(k) ≥ n. Hence,
again by using (7.6), (8.2), (8.3), and µ(El) = 1
2l+1
, l ≥ 0, we get
µ(Pn(k; q0, q1)) = µ(
n⋃
l=k+1
Gk(Pn(l; q0, q1)))
=
(1−q1)·n−1∑
l=k+1
µ(Pn(l; q0, q1))) +
(1−q0)·n∑
l=(1−q1)·n
µ(El)
≥ (1−
1
2(q1−q0)·n+1
) · [
(1−q1)·n−1∑
l=k+1
µ(El) +
1
2(1−q1)·n
]
= (1−
1
2(q1−q0)·n+1
) · [
(1−q1)·n−1∑
l=k+1
µ(El) +
∞∑
l=(1−q1)·n
µ(El)]
= (1−
1
2(q1−q0)·n+1
) · µ(Ek).
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
Proposition 8.2. Given q0 < q1 < q
∗
1. There exists n
∗ ≥ 1 such that
for n ≥ n∗ and k ≤ (1− q0) · n
µ(Pn(k; q0, q1)) ≥ [1−
1
2(q1−q0)·n+1
− 2
lnασ
lnσ
∞∑
l=k
2l(bγ)2
l
] · µ(Ek),
where γ = − ln 2
lnσ
∈ (0, 1).
Proof. According to Lemma 8.1, the Proposition holds for κ0(n) ≤ k ≤
(1−q0) ·n. The proof for the lower values of k < κ0(n) is by induction.
Assume by induction
βn(k; q0, q1)) ≤ [
1
2(q1−q0)·n+1
+ 2
lnασ
lnσ
κ0(n)−1∑
l=k
2l(bγ)2
l
] · µ(Ek),
which holds for k = κ0(n). Suppose it holds from κ0(n) down to
k + 1 ≤ κ0(n). Observe,
1
2l(k)
= 2
lnα
ln σ · 2−[
k
2k
+ ln b
lnσ
]·2k ≤ 2
lnα
lnσ · 2−
ln b
lnσ
·2k .
Hence,
(8.5)
1
2l(k)
≤ 2
lnα
lnσ · (bγ)2
k
.
Use (8.1) and observe,
lκ0(n)−1 = 2
κ0(n)−1 ·
ln b
ln σ
−
lnα
ln σ
+ κ0(n)− 1
=
1
2
(n+
lnα
ln σ
− κ0(n))−
lnα
ln σ
+ κ0(n)− 1
≤
1
2
n(1 +
κ0(n)
n
) +O(1)
≤
1
2
n(1 +
lnn
n ln 2
) +O(1)
< (1− q1) · n,
holds when n ≥ n∗ large enough because q∗1 <
1
3
. Hence, for n ≥ 1
large enough, we have
(8.6) l(k) ≤ l(κ0(n)− 1) < (1− q1) · n.
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Use (7.6), the induction hypothesis, (8.5), and (8.6) in the following
estimates.
βn(k; q0, q1)) ≤
l(k)∑
l=k+1
βn(l; q0, q1) + µ(B
l(k)+1)
≤ [
1
2(q1−q0)·n+1
+ 2
lnασ
lnσ
κ0(n)−1∑
l=k+1
2l(bγ)2
l
] ·
l(k)∑
l=k+1
µ(El) +
1
2l(k)
≤ [
1
2(q1−q0)·n+1
+ 2
lnασ
lnσ
κ0(n)−1∑
l=k+1
2l(bγ)2
l
] · µ(Ek) + 2
lnα
lnσ (bγ)2
k
= [
1
2(q1−q0)·n+1
+ 2
lnασ
lnσ
κ0(n)−1∑
l=k
2l(bγ)2
l
] · µ(Ek),
where the last equality uses µ(Ek) = 1
2k+1
. 
For each K > 0 and θ < 1, let κ(n) be the largest integer such that
2κ(n) ≤ Kn ln 1/θ.
Lemma 8.3. There exists K > 0 such that for every θ < 1 there exists
n∗ ≥ 1 such that κ(n) ≥ k∗ for n ≥ n∗ and
2
lnασ
lnσ
∞∑
l=κ(n)
2l(bγ)2
l
≤
1
3
θn.
Proof. Observe,
∞∑
l=κ(n)
2l(bγ)2
l
= O(2κ(n)(bγ)2
κ(n)
).
To achieve the property of the Lemma it suffices to satisfy
ln 2κ(n) + 2κ(n) ln bγ +O(1) ≤ n ln θ.
In turn, this holds when
n ln 1/θ · [
1
2
K ln bγ + 1] +O(1) ≤ 0.
This holds for large n ≥ 1 when K > 0 is chosen large enough. 
In the sequel we will fix K > 0 according to the previous Lemma.
For each Q > 0 and θ < 1, define q0 by
q0 = Q ln 1/θ.
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and
q1 = [Q+
3
2 ln 2
] · ln 1/θ.
Lemma 8.4. For every θ < 1 there exists n∗ ≥ 1 such that for Q > 0
and n ≥ n∗
1
2(q1−q0)·n+1
≤
1
3
θn.
The brute-force regime consists of iterates of
⋃(1−q0)·n
l=κ(n) Pn(l; q0, q1) up
to just one step before the moment of return to Bκ(n) ≡
⋃∞
l=κ(n)E
l. The
return uses exactly 2κ(n) steps. Thus we obtain for each choice Q > 0
and θ < 1, the collection
(8.7) Pn =
2κ(n)−1⋃
j=0
F j(
(1−q0)·n⋃
l=κ(n)
Pn(l; q0, q1))
Proposition 8.5. There exist Q > 0 and θ∗ < 1 such that the following
holds. For θ∗ ≤ θ < 1 there exists n∗ ≥ 1 such that for n ≥ n∗
Pn ⊂ SSn(θ
n).
Proof. Take B ∈
⋃(1−q0)·n
l=κ(n) Pn(l; q0, q1). According to Proposition 7.7
there exists C > 0 such that
(8.8) B ∈ SSn(Cρ
q0·n),
when θ < 1 close enough to 1 and n ≥ 1 large enough (Recall that q0
depends on θ). Now consider an image F j(B) with j ≤ 2κ(n) − 1 <
2(1−q1)·n. Denote its precision by ǫj . This is a piece in the brute-force
regime. If θ < 1 close enough to 1 and n ≥ 1 large enough we can
apply Proposition 7.8: there exists r > 1 such that if ǫj ≤ ǫ
∗ then
(8.9) ǫj+1 ≤ r · (ǫj + ρ
q0·n).
Choose Q > 0 large enough such that
Q ln ρ+K ln r +
3
2
≤ 0.
This choice implies
(8.10) ρq0·n · r2
κ(n)
≤ (θ
3
2 )n.
Now we can repeatedly apply (8.9): for n ≥ 1 large enough and 0 ≤
j < 2κ(n)
ǫj ≤ Cρ
q0·n · rj + ρq0·n ·
j−1∑
i=0
rj−i
≤ (C +
r
r − 1
) · ρq0·n · r2
κ(n)
≤ θn ≤ ǫ∗.
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Every piece in Pn is θ
n-universal. 
In the sequel we will fixed Q > 0 according to the previous Proposi-
tion.
Proposition 8.6. There exists θ∗ < 1 such that the following holds.
For θ∗ ≤ θ < 1 there exists n∗ ≥ 1 such that for n ≥ n∗
µ(Pn) ≥ 1− θ
n.
Proof. For θ < 1 close enough to 1 we have
1
2
1
2
−Q ln 1/θ
≤ θ.
Hence, for n ≥ 1 large enough
(8.11)
Kn ln 1/θ
2(1−Q ln 1/θ)·n+1
≤
1
3
· θn.
For θ < 1 close enough to 1, and n ≥ 1 large enough we can apply
Proposition 8.2, Lemmas 8.3, 8.4, and (8.11) to obtain
µ(Pn) = 2
κ(n) · µ(
(1−q0)·n⋃
l=κ(n)
Pn(l; q0, q1))
≥ 2κ(n) · (1−
2
3
θn) ·
(1−q0)·n∑
l=κ(n)
µ(El)
= (1−
2
3
θn) · (1−
2κ(n)
2(1−q0)·n+1
)
≥ (1−
2
3
θn) · (1−
Kn ln 1/θ
2(1−Q ln 1/θ)·n+1
)
≥ 1− θn.

The Propositions 8.6 and 8.5 confirm probabilistic universality, The-
orem 7.1.
9. Recovery
The pieces in Bn which are contained in θn-sticks can be determined
by pure combinatorial methods. In [CLM], it has been shown that
there are pieces which are not contained in θn-sticks. Probabilistic
universality says that these bad spots will be filled on deeper levels with
pieces contained in sticks with exponential precision. This recovery
process has a combinatorial description.
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A piece B ∈ Bn has an associated word ω = w1w2 . . . wn, with letters
wk ∈ {c, v}, such that
B = Imψ1w1 ◦ ψ
2
w2
◦ . . . ψnwn
where ψkv is the non-affine rescaling used to renormalize R
kF , and to
obtain Rk+1F and ψkc = R
kF ◦ψkv . If B1, B2 ∈ B
n+1 are the two pieces
contained in B then the associated words for B1 and B2 are wc and
wv. This discussion defines a homeomorphism
w : OF → {c, v}
N.
The relation between the ki(B), i = 0, 1, 2, . . . , t, which define the
predecessors of B ∈ Bn and the word ω = w1w2 . . . wn is as follows. If
i ∈ {k0(B), k1(B), . . . , kt(B)} then wi = c, otherwise wi = v.
In the previous section we constructed the collection Pn ⊂ SSn(θ
n),
see (8.7). The word ω = w1w2 . . . wn of a piece B ∈ Pn is characterized
by
(1) If k ≥ κ(n) and wk = c then there exists k < i ≤ l(k) with
wi = c.
(2) There exits n− q1 · n ≤ k ≤ n− q0 · n with wk = c.
Remark 9.1. Recall, q0, q1, and the function l(k), depend only on the
average Jacobian, which is a topological invariant, see [LM1]. The
characterization of the pieces in Pn is purely topological.
Definition 9.1. A point x ∈ OF is eventually controlled if there exists
Nx ≥ 1 such that for all n ≥ Nx there exists n− q1 · n ≤ k ≤ n− q0 · n
with
wk = c,
where w(x) = w1w2w3 . . . . The collection of eventually controlled
points is denoted by CF ⊂ OF .
Lemma 9.1. The set of eventually controlled points satisfies µ(CF ) = 1
and
CF =
⋃
N≥1
⋂
n≥N
Pn.
Proof. There exists k∗ ≥ 1 such that (1− q1) · l(k) > k for k ≥ k
∗. Let
x ∈ CF . Choose n ≥ 1 large enough such that n ≥ κ(n) ≥ Nx and
κ(n) ≥ k∗. The piece Bn(x) ∈ B
n contains x. Then Bn(x) satisfies
property (2).
Choose k ≥ κ(n). Then l(k) > (1 − q1) · l(k) > k ≥ κ(n) ≥ Nx.
Hence, there exists wi = c with (1− q1) · l(k) ≤ i ≤ (1− q0) · l(k). Now,
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i ≥ (1 − q1) · l(k) > k. Moreover, i ≤ (1 − q0) · l(k) < l(k). The piece
Bn(x) satisfies property (1). We proved,
(9.1) x ∈
⋂
κ(n)≥max{Nx,k∗}
Pn.
Choose x ∈
⋂
n≥N Pn. Then property (2) implies that for every n ≥ N
there exists n− q1 · n ≤ k ≤ n− q0 · n with
wk = c.
We proved that
⋂
n≥N Pn ⊂ CF , for N ≥ 1. The statement on the
measure of CF follows from Proposition 8.6. This finishes the proof of
Lemma 9.1 
The recovery process can be described by using Proposition 8.5 and
(9.1)
Proposition 9.2. If x ∈ OF is controlled then and κ(n) ≥ Nx then
Bn(x) ∈ SSn(θ
n).
Remark 9.2. Given a conjugation h : OF1 → OF2 then bF1 = bF2 , see
[LM1], and h(CF1) = CF2 . The set of controlled points is a topological
invariant.
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10. Probabilistic Rigidity
The geometry of large parts of OF resemble that of the geometry of
OF∗ , see Theorem 7.1, probabilistic universality. The large parts are
(10.1) XN =
⋂
k≥N
SSk(θ
k),
where θ < 1 is given by Theorem 7.1, with
µ(XN) ≥ 1−O(θ
N).
Let
X =
⋃
N≥1
XN
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and note µ(X) = 1.
As a consequence of a result from [CLM] we known that there is no
continuous line field on OF consisting of tangent lines to OF . How-
ever, the first step towards describing the geometry of OF will be the
construction of tangent lines to OF in all points of X ⊂ OF . Choose
N ≥ 1 and define for n ≥ N
Tn : XN → P
1
as follows. Let x ∈ XN and let Bn(x) ∈ B
n, n ≥ N , be the piece
with x ∈ Bn(x). The part OF ∩ Bn(x) is contained in a θ
n-stick see
Figure 10.1. The direction of the longest edge of this stick is denoted
by Tn(x) ∈ P
1.
The a priori bounds give that the scaling σ1 of Bn+1(x) is strictly
away from zero. Namely, σ1 = σBn+1(x) ≥ σ
∗
Bn+1(x)
− θn ≥ a > 0. The
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angle between Tn(x) and Tn+1(x) is of the order θ
n, see Figure 10.1.
The piecewise constant functions Tn form a Cauchy sequence,
(10.2) dist(Tn+1(x), Tn(x)) = O(θ
n).
for n ≥ N and x ∈ XN . The limit is denoted by
T = lim
n→∞
Tn : XN → P
1.
The construction implies that we get in fact a map
T : X → P1.
The actual line through x ∈ X ⊂ OF with direction T (x) is denoted
by Tx ⊂ R
2.
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Definition 10.1. The Cantor set OF is almost everywhere (1 + β)-
differentiable if for each N ≥ 1 there exists CN > 0 such that
dist(x, Tx0) ≤ CN |x− x0|
1+β
when x ∈ OF , x0 ∈ XN .
The tangent line field of OF is weakly β-Ho¨lder if for each N ≥ 1
there exists CN > 0 such that
dist(T (x0), T (x1)) ≤ CN |x0 − x1|
β,
with x0, x1 ∈ XN .
Remark 10.1. The objects we consider have Ho¨lder estimates on the
growing sets XN . Although, the increasing sequence of sets X1 ⊂
X2 ⊂ X3 ⊂ · · · is intrinsically related to the notion of being almost
everywhere Ho¨lder we will suppress it in the notation, instead of using
almost everywhere Ho¨lder with respect to the sequence {XN}.
Theorem 10.1. The Cantor set OF is almost everywhere (1 + β)-
differentiable, where β > 0 is universal. The tangent line field is weakly
β-Ho¨lder.
Proof. Choose N ≥ 1. Let
dN = min
B∈BN
diam(B ∩ OF ) > 0.
Choose, x0, x1 ∈ XN . We will find a uniform Ho¨lder estimate for the
function T |XN in these two points. Let n ≥ 1 such that x1 ∈ Bn(x0)
and x1 /∈ Bn+1(x0). To prove a Ho¨lder estimate we may assume that
n ≥ N . The a priori bounds for the Cantor set of the one-dimensional
map f∗ and the probabilistic universality of OF observed in the sets
XN , see (10.1), give a ρ < 1 such that
|x1 − x0| ≥ ρ
n−N · dN .
Estimate (10.2) implies
dist(T (x1), T (x0)) ≤ dist(T (x1), Tn(x1)) + dist(Tn(x0), T (x0))
= O(θn)
≤ CN |x1 − x0|
β.
where CN = O(
θN
(dN )β
) and β > 0 is such that
(10.3) ρβ = θ.
The estimate only holds when x0 and x1 are in the same piece of B
N .
To get a global estimate we might have to increase the constant to
obtain
dist(T (x1), T (x0)) ≤ CN |x1 − x0|
β,
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for any pair x0, x1 ∈ XN .
Choose x ∈ OF to prove that Tx0 , x0 ∈ XN , is a β−Ho¨lder tangent
line to OF . Again let n ≥ 1 such that x ∈ Bn(x0) and x /∈ Bn+1(x0).
The distance between x0 and x is bounded from below when n < N .
To find the Ho¨lder estimate for the distance between x and Tx0 we
may assume that n ≥ N . Recall, dist(T (x0), Tn(x0)) = O(θ
n) and
|x − x0| ≥ ρ
n−N · dN . Denote the length of the stick which contains
OF ∩Bn(x0) by l > 0. The a priori bounds imply
l = O(|x− x0|).
Then
(10.4)
dist(x, Tx0) = O(θ
n) · l
= O((ρn)β|x− x0|)
≤ CN |x− x0|
1+β.
This estimate holds when x0, x are in the same piece of B
N . We might
have to increase the constant CN to get a global Ho¨lder estimate. 
In [CLM] it has been shown that the Cantor attractors OF , with
bF > 0, can not be part of a smooth curve.
Theorem 10.2. Each set XN ⊂ OF is contained in a C
1+β-curve.
Proof. The proof will not use the specific structure of the set XN de-
scribed by the pieces in Bn. The proof holds for every closed set in the
plane with tangents line to each point with Ho¨lder dependence on the
point.
We will construct a C1+β-curve through every set XN ∩B with B ∈
BN+K and K ≥ 0 large enough. This suffices to prove the Theorem.
Choose B ∈ BN+K with XN ∩B 6= ∅. For each x0 ∈ XN ∩B consider
the cusps
Sx0 = {x ∈ B|dist(x, Tx0) < CN |x− x0|
1+β}.
Note XN ∩B ⊂ Sx0 . Thus
S ≡
⋂
x∈XN
Sx ⊃ XN ∩ B.
Fix K ≥ 0 large enough such that each Sx \ {x} has two components.
This defines already an order on XN ∩B. Write
Sx \ {x} = S
+
x ∪ S
−
x ,
where S±x are the connected components. We may assume that the as-
signment of connected components preserves the order in the following
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sense. If x1 ∈ S
+
x0
then
S+x1 ∩XN ⊂ S
+
x0 .
A point x ∈ XN is a boundary point of XN if S
+
x ∩ XN = ∅ or
S−x ∩ XN = ∅. A connected component G ⊂ S \XN , see Figure 10.2,
is called a gap of XN . For every gap there exist two boundary points
x0, x1 ∈ XN such that
G ⊂ S+x0 ∩ S
−
x1
.
Consider a gap between two boundary points x0 and x1 and the graph
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over the tangent line Tx0 of a cubic polynomial γG which passes through
x0 and x1 and is tangent to the tangent lines Tx0 and Tx1. Denote the
graph of γG also by γG. A calculation shows that
|γG|0 ≤ 7CN |x0 − x1|
1+β
and if DγG(x) ∈ P
1 is the direction of the tangent line to the graph γG
at a point x ∈ γG then
|DγG(y)−DγG(x)| ≤ 21CN |y − x|
β .
In particular, the distance between the tangent directions along the
curve and the direction at the boundary points shrink to zero as the
diameter of the gap shrinks. This implies that the closure of the union
of the curves γG
γ = XN ∪
⋃
G
γG
is a C1 curve.
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Left is to show that the tangent direction Dγ is Cβ. Choose x0, x1 ∈
γ. Let a0 ∈ γ ∩ XN be the closest point to x0 on the line segment
between x0 and x1. Similarly, let a1 be the closest point to x1. If
x0 ∈ G then a0 is a boundary point of the gap G, See Figure 10.2. For
K ≥ 0 large enough, the distances between these points are, up to a
factor close to 1, equal to the corresponding distances of the projections
of these points to the tangent line through a0. We may assume that
|x1 − a1|, |a1 − a0|, |a0 − x0| ≤ 2|x1 − x0|. Then
|Dγ(x1)−Dγ(x0)| ≤ CN · {21|x1 − a1|
β + |a1 − a0|
β + 21|a0 − x0|
β}
≤ 86CN |x1 − x0|
β.
The curve γ is C1+β and contains XN ∩ B. 
The following Theorem is an answer to a question posed by J.C.
Yoccoz.
Theorem 10.3. The Cantor attractor OF is contained in a rectifiable
curve without self-intersections.
Proof. Let Fn : [0, 1]
2 → [0, 1]2 be the nth-renormalization of F . The
piece B1v(Fn) ⊂ Dom(Fn) is strip bounded between two horizontal line
segments and B1c (Fn) ⊂ Dom(Fn) is strip bounded between two vertical
line segments. Let γn be a collection of three line segments which
connects the two pieces and each piece with the horizontal boundaries
of Dom(Fn) = [0, 1]
2, see Figure 10.3.
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For each n ≥ 1 we will construct inductively a curve Γn in the domain
of F which passes through all pieces B ∈ Bn of the nth-cycle of F . Let
Γnn consists of γn and curves in the boundaries of B
1
v(Fn) and B
1
c (Fn)
connecting the end points of γn, see Figure 10.3.
Suppose Γnk+1 is defined and its end point are in the two horizontal
boundary part of the domain of Fk+1, see Figure 10.3. Let Γ
n
k be the
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curve connecting the top and bottom of the domain of Fk consists of
the curves
Γnk = ψ
k
v (Γ
n
k+1) ∪ ψ
k
c (Γ
n
k+1) ∪ γk ∪ g
n
k ,
where gnk consists of the two shortest horizontal line segments connect-
ing the endpoints of ψkv (Γ
n
k+1) with the end points of γk and the two
vertical line segments connecting the endpoints of ψkv (Γ
n
k+1) with the
end points of γk, see Figure 10.3. Let Γ
n = Γn0 .
The curve Γn+1 is obtained from Γn by changing it inside the pieces
of Bn. Hence,
Γn+1 \ Bn = Γn \ Bn.
This refinement process induces natural parametrizations of the curves
Γn where the parametrization of Γn+1 is obtained from the one of Γn
by only adjusting only inside the pieces of Bn. In each piece B ∈ Bn,
the curve Γn+1 is partitioned into five sub-curves, see Figure 10.3. The
refinement of the parametrization of Γn spends equal time in each of
these five sub-curves. The diameter of the pieces in Bn decay expo-
nentially fast, supB∈Bn diam(B) = O(σ
n). The construction and this
decay imply that the parametrization have a uniform Ho¨lder bound.
This bound allows us to take a limit. Let Γ be the limiting Ho¨lder
curve. It contains OF .
The maps ψkv and ψ
k
c are contracting distance by at least
1
2.5
, for
k ≥ 1 large enough, see Lemma 3.1. Denote the length of Γnk by |Γ
n
k |.
Then,
|Γnk | ≤
2
2.5
· |Γnk+1|+ |γk|+ |g
n
k |
≤
2
2.5
· |Γnk+1|+ 4.
The curves Γnk have a bounded length. In particular, the limiting curve
Γ is rectifiable.
Outside the pieces B ∈ Bn the curve Γ coincides with Γn which
consists of non-intersecting curves. A self-intersection has to be a point
x ∈ OF . Let Bn(x) ∈ B
n the piece which contains this self-intersection.
The interval of parameter values which correspond to points in Bn(x)
is an interval of length O(1/5n). This means that the parametrization
is injective. There are no self-intersections. 
Remark 10.2. The curve Γ for the degenerate maps follows the same
combinatorial construction as for a non-degenerate maps. This implies
that the order of the pieces B ∈ Bn in the curve Γ is the same order as
observed in one-dimensional maps.
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Remark 10.3. The relative height (or thickness) of a piece B ∈ Bn
coincides with the number β(B) ≤ 1 introduced by P. Jones. In [J],
Jones characterizes sets which are contained in rectifiable curves. A
set O is contained in a rectifiable curve if and only if its diadic covers
Bn satisfy the summability condition∑
n≥1
∑
B∈Bn
β2(B) · diamB <∞.
In the present case of OF , one can use the dynamical covers B
n instead
of the diadic ones. Since diam(B) = O(σn) with 2σ < 1, the set
OF satisfies the summability condition with respect to these covers.
The diameter of the pieces decay fast enough so that we do not have
to consider actual geometrical information of the pieces: the bound
β(B) ≤ 1 suffices. For completeness we include a direct proof for
rectifiability using the strongly contracting rescalings ψkc and ψ
k
v .
The sets XN have better geometrical properties. The relative height
(or thickness) of the pieces covering XN and the corresponding num-
bers β(B) decay exponentially fast. This is responsible for the smooth
curves containing these sets.
The tangent bundle over OF is defined by
TX = {(x, v) ∈ X × R2|v ∈ Tx}.
If Y ⊂ X then the tangent bundle over Y is denoted by
TY = {(x, v) ∈ TX|x ∈ Y }.
We identify Tx ⊂ R
2, {x} × T (x) ⊂ TX with the tangent space at
x ∈ X ⊂ OF . Let πx : R
2 → Tx be the orthogonal projection.
Let Y ⊂ OF1 . A map h : Y → h(Y ) ⊂ OF2 is differentiable at
x0 ∈ Y if x0 and h(x0) have a tangent line, and there exists a linear
Dh(x0) : Tx0 → Th(x0) such that for x ∈ Y
h(x) = h(x0) +Dh(x0)(πx0(x)− x0) + o(|x− x0|).
We will identify Dh(x0) with a number.
A bijection h : X → h(X) ⊂ OF2 is almost everywhere a (1 + β)-
diffeomorphism if for each N ≥ 1 the restriction h|XN is differentiable
at each x ∈ XN and
Dh : TXN → Th(XN)
and its inverse are β-Ho¨lder homeomorphisms.
Let OF∗ be the Cantor attractor of the fixed point of renormalization,
the degenerate map F∗. Its invariant measure is denoted by µ∗. In
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[LM1] it has been shown that every conjugation which extends to a
homeomorphism between neighborhoods of OF and OF∗ respects the
orbits of the tips. We will only consider conjugations
h : OF → OF∗
with h(τF ) = τF∗ .
Definition 10.2. The attractor OF of an infinitely renormalizable
He´non map F ∈ HΩ(ǫ) is probabilistically rigid if there exists β > 0 such
that the restriction h : X → h(X) of the conjugation h : OF → OF∗ ,
is almost everywhere a (1 + β)-diffeomorphism.
Theorem 10.4. The Cantor attractor OF is probabilistically rigid.
Proof. Fix N ≥ 1 and choose B0 ∈ SSN(θ
N ) which intersects XN .
Consider the stick which contains B0. Call one of the long edges of
this stick the bottom and choose an orientation of this line segment.
It suffices to show the differentiability of the conjugation restricted to
such a piece.
We will construct a curve containing XN ∩ B
0. This curve will be
the closure of a countable collection of pairwise disjoint line segments.
These line segments are called gaps. This piecewise affine curve is
better adapted to the problem at hand than the curve of Theorem
10.2. Let
XN(k) = {B ∈ SSk(θ
k)|B ∩XN 6= ∅ and B ⊂ B
0}.
Given B ∈ XN(k). Let δ > 0 be the relative height of the stick of B and
σ1, σ2 > 0 the scaling factors of the two pieces B1, B2 ∈ B
k+1 contained
in B. The stick of B has three parts. Two rectangles of relative length
σ1 and σ2 containing respectively B1 and B2 and the the complement
within the stick. This last part does not intersect XN . It could be that
one of the other parts also does not intersect XN . At least one of the
parts does intersect XN . Let E be the union of the parts which do
not intersect XN and H− and H+ be the vertical boundaries of E, see
Figure 10.4.
The gap of B will be a line segment GB connecting H− with H+. Let
Bl ∈ XN (l) which intersect H+, l = k, . . . , L. Choose
x+B ∈ H+ ∩OF ∩
L⋂
l=k
Bl.
The point x+B is uniquely defined when L = ∞. In fact, it will be a
point ofXN . When L <∞ we have some freedom choosing x
+
B. Choose
it to be the closest point to the bottom of B0. Similarly, choose a point
x−B ∈ H−. The gap of B, denoted by GB, is the line segment (x
−
B, x
+
B).
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The length of a gap is defined by
|GB| ≡ |x
+
B − x
−
B|.
Remark 10.4. The gaps are pairwise disjoint. For B1 ∈ XN (k+ 1) and
B ∈ XN(k) it might happen that GB1 and GB have a common endpoint.
The angle between the gap GB and the bottom of B ∈ XN(k) is of order
θk. This is a consequence of δ = O(θk) and the a priori bounds on σ1
and σ2.
There is a natural order on XN ∩ B
0 and the collection of gaps. It
coincides with the order of the projections of XN and the gaps onto the
bottom of B0. Let us define the order between some x ∈ XN ∩B
0 and
a gap GB1 . Let k ≥ N be maximal such that there is B ∈ XN(k) with
x ∈ B and GB1 ∩ B 6= ∅. The stick of B has three parts as described
above. Observe, x and GB1 cannot be in the same part of the stick of
B. The angle of the axis of B with the bottom of B0 is of order θN .
This defines an order on the three parts of this stick. Accordingly, this
defines whether x > GB1 , or, x < GB1 .
The gap-distance between x, y ∈ XN ∩B
0 is
|x− y|g =
∑
x<GB<y
|GB|.
The gaps between x, y ∈ XN ∩B
0 form a curve
[x, y]g ≡
⋃
x<GB<y
GB.
It is a graph over the tangent line of x.
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Claim 10.5. If x, y ∈ B ∩XN with B ∈ XN(k) then
|x− y|g
|x− y|
= 1 +O(θk).
Proof. Let πx be the projection onto the tangent line Tx of x. Then
(10.5) |x− πx(y)| =
∑
x<GB′<y
|πx(GB′)|.
The angle between each gap GB′ between x and y, and the tangent line
of x is of order θk, see (10.2) and remark 10.4. This implies that
(10.6)
|πx(GB′)|
|GB′|
= 1 +O(θk).
The Cantor set OF is almost everywhere differentiable, see Theorem
10.1. In particular, use (10.4) to obtain
(10.7)
|x− πx(y)|
|x− y|
= 1 +O(θk).
The estimates (10.5), (10.6), and (10.7) prove the Claim. 
Given a piece B of F , the corresponding piece of F∗ is denoted by
B∗ = h(B).
Claim 10.6. Let Bl ∈ XN (l) with Bl ⊂ Bk ∈ XN(k). Then
ln
|GBl |
|GBk |
·
|GB∗
k
|
|GB∗
l
|
= O(θk).
Proof. The Claim holds for l = k + 1 because the relevant pieces are
in SSk(θ
k) and SSk+1(θ
k+1). In general, there is a unique sequence of
pieces Bj ∈ XN (j), k ≤ j ≤ l with Bl ⊂ Bl−1 ⊂ . . . Bk+1 ⊂ Bk. Then
ln
|GBl|
|GBk |
·
|GB∗
k
|
|GB∗
l
|
=
l−1∑
j=k
ln
|GBj+1|
|GBj |
·
|GB∗j |
|GB∗j+1 |
=
l−1∑
j=k
O(θj) = O(θk).

Claim 10.7. Let x, y, z ∈ XN ∩ B with B ∈ XN(k) and x
∗, y∗, z∗ ∈
h(XN) the corresponding images under h. Then
ln
|x− y|g
|x− z|g
·
|x∗ − z∗|g
|x∗ − y∗|g
= O(θk).
Proof. Claim 10.6 gives for every piece B˜ ⊂ B
|GB˜| = |GB˜∗ | ·
|GB|
|GB∗|
· (1 +O(θk)).
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This implies
|x− y|g
|x− z|g
=
∑
x<B˜<y |GB˜|∑
x<B˜<z |GB˜|
=
∑
x∗<B˜∗<y∗ |GB˜∗|∑
x∗<B˜∗<z∗ |GB˜∗|
· (1 +O(θk))
=
|x∗ − y∗|g
|x∗ − z∗|g
· (1 +O(θk)).
This finishes the proof of the Claim. 
A reformulation of this Claim is the following. Let x, y, z ∈ XN ∩B
with B ∈ XN(k). Then
(10.8) | ln
|h(y)− h(x)|g
|y − x|g
− ln
|h(z)− h(x)|g
|z − x|g
| = O(θk).
This implies that for x, y ∈ XN ∩ B
0 the following limit exists.
Dh(x) = lim
y→x
|h(y)− h(x)|g
|y − x|g
.
Moreover, the limit depends continuously on x.
Claim 10.8. There exists a universal β > 0, independent of N , such
that Dh : XN → R is β-Ho¨lder.
Proof. Choose x0, x ∈ XN ∩ B
0 to prove a Ho¨lder estimate for lnDh.
Let k ≥ N be maximal such that x ∈ Bk(x0). Observe, as before in
the proof of Theorem 10.1,
|x− x0| ≥ ρ
k−N · diam(B0)
where ρ < 1. Choose β > 0 such that ρβ = θ. Then
(10.9) θk = O(|x− x0|
β).
Hence, using (10.8) and (10.9),
| lnDh(x)− lnDh(x0)| = O(θ
k) = O(|x− x0|
β).
This suffices to show the Ho¨lder bound for Dh. 
We will identify Dh(x) with a linear map Dh(x) : Tx → Th(x). The
positive function Dh is bounded. This bound, (10.8), and Claim 10.5,
imply that for x, x0 ∈ XN
(10.10) |h(x)− h(x0)| = O(|x− x0|).
Claim 10.9. For x, y ∈ XN ∩B
0
|h(y)− h(x)| = Dh(x) · |x− y| · (1 +O(|x− y|β)).
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Proof. Let k ≥ N be maximal such that y ∈ Bk(x). Apply Claim 10.5,
(10.8), and (10.9), in the following estimate
|h(y)− h(x)| =
|h(y)− h(x)|
|h(y)− h(x)|g
· |h(y)− h(x)|g
= (1 +O(θk)) ·Dh(x) · |y − x|g
= (1 +O(|y − x|β)) ·Dh(x) · |y − x|.

Now we are prepared to show the differentiability of h. Choose
x, x0 ∈ XN ∩ B
0. Let k ≥ N be maximal such that x ∈ Bk(x0).
Let ∆ = Dh(x0)(πx0(x)− x0) ∈ Th(x0). Claim 10.9, (10.7), and (10.9),
imply
(10.11) |∆| = |h(x)− h(x0)| · (1 +O(|x− x0|
β)).
Let J = πh(x0)(h(x)) − h(x0) ∈ Th(x0) and V = h(x) − πh(x0)(h(x)).
The image h(OF ) is contained in a smooth curve, the image of the
degenerate map F∗. Hence,
(10.12)
|J | = |h(x)− h(x0)| · (1 +O(|h(x)− h(x0)|
2))
= |h(x)− h(x0)| · (1 +O(|x− x0|
β))
and
(10.13) |V | = O(|h(x)− h(x0)|
2).
Apply (10.11), (10.12), (10.13), and (10.10), in the following estimate
h(x) = h(x0) + ∆ + (J −∆) + V
= h(x0) + ∆ +O(|h(x)− h(x0)| · |x− x0|
β) + O(|h(x)− h(x0)|
2)
= h(x0) +Dh(x0)(πx0(x)− x0) +O(|x− x0|
1+β).
This finishes the proof of the differentiability and the Theorem. 
Remark 10.5. The conjugation h : OF → OF∗ satisfies
h(x) = h(x0) +Dh(x0)(πx0(x)− x0) +O(|x− x0|
1+β)
in almost every point x0 ∈ OF . Observe, that the Ho¨lder exponent is
universal. The Ho¨lder constant tends to infinity when h is restricted
to larger and larger sets XN , when N →∞.
The Cantor attractor OF has two characteristic exponents, [O]. One
is zero the other is ln bF , see [CLM]. The function T : X → P
1 con-
structed before defines a measurable line field, with respect to µ, on
OF .
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Proposition 10.10. The line field
T : OF → P
1
is the invariant line field of zero characteristic exponent.
Proof. For each point x0 ∈ X we have, see Theorem 10.1,
dist(x, Tx0) ≤ Cx0|x− x0|
1+β
with x ∈ OF . The map F is a diffeomorphism which preserves OF .
Hence,
dist(x,DF (x0)Tx0) = O(|x− F (x0)|
1+β)
with x ∈ OF . For almost every x0 ∈ X we have F (x0) ∈ X . Hence, T
is an invariant line field, i.e. for almost every x0 ∈ OF we have
DF (x0)Tx0 = TF (x0).
The map F has only two invariant lines fields, the two characteristic
directions, [O]. Left is to show that T (x) corresponds to the zero
exponent.
Choose N ≥ 1. For almost every x0 ∈ XN there are tn → ∞ such
that
F tn(x0) ∈ XN .
This is because the ergodic measure µ assigns positive measure to XN .
Let v ∈ Tx0 and v∗ ∈ Th(x0) be unit vectors. Apply the chain rule
|DF tn(x0)v| = |Dh
−1(F∗(h(x0)))| · |DF
tn
∗ (h(x0))Dh(x0)v| · |Dh(x0)|
≍ |DF tn∗ (h(x0))v∗|.
Observe, v∗ ∈ Th(x0) which is a tangent line to the graph of f∗. The
degenerate He´non map F∗ has zero exponential contraction along this
curve. Hence,
lim
t→∞
1
t
ln |DF t(x0)v| = lim
n→∞
1
tn
ln |DF tn(x0)v| = 0
On a set of full measure inXN there is no exponential contraction along
the direction T (x). The line field T has exponent zero. 
The Hausdorff dimension of a measure µ on a metric space O is
defined as
HDµ(O) = inf
µ(X)=1
HD(X).
Theorem 10.11. The Hausdorff dimension of the invariant measure
is universal
HDµ(OF ) = HDµ∗(OF∗).
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Proof. Let h : OF → OF∗ be a conjugation which exchanges the orbits
of the tips. According to Theorem 10.4 there are sets XN ⊂ OF with
µ(XN) ≥ 1 − O(θ
N) and on which h is a (1 + β)-diffeomorphism.
The continuity of the derivative gives upper and lower bounds of the
derivative. This implies
HD(h(XN)) = HD(XN).
Hence, for X =
⋃
N≥1XN and every Z ⊂ OF
HD(h(X ∩ Z)) = HD(X ∩ Z).
Let ZN ⊂ OF with µ(ZN) = 1 and limN→∞HD(ZN) = HDµ(OF ) then
HDµ(OF ) ≥ lim
N→∞
HD(ZN ∩X)
= lim
N→∞
HD(h(ZN ∩X))
≥ HDµ∗(OF∗),
where the last inequality holds because µ∗(h(ZN ∩X)) = µ(ZN ∩X) =
1. The opposite inequality HDµ∗(OF∗) ≥ HDµ(OF ) is obtained in the
same way. 
Remark 10.6. We can identify the Hausdorff dimension of the measure
on the Cantor attractor. Namely,
HDµ(OF ) =
ln 2∫
ln |Dr∗|dµ∗
.
where r∗ is the analytic expanding one dimensional map constructed
such that π1(OF∗) is its invariant Cantor set, see for example [BMT]
and references therein. The measure µ∗ is the projected measure from
OF∗ .
Appendix: Open Problems
Let us finish with some questions related to the previous discussion.
Problem I: The collections Pn, see (8.7), of good pieces that we have
constructed are determined by the average Jacobian of the map. Ob-
serve that SSn(θ
n) might be slightly larger than Pn. It was suggested
by Feigenbaum’s experiment, mentioned in the introduction, that the
statistics of the remaining bad pieces, might be governed by some uni-
versality law. This problem is also related to one of the open problems
in [CLM] on the regularity of the conjugation h : OF → OG when
bF = bG.
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Problem II: Do wandering domains exist? This question was already
formulated in [LM1]. It is included again because its solution might be
obtained by using the techniques developed in this paper.
Nomenclature
bF average Jacobian, §3
Bnω a piece of the n
th-renormalization cycle, §3
Bn collection of pieces in the nth-renormalization cycle, §3
Bn[k] pieces of Bn in Ek, §4
Bn(x) the piece in B
n containing x ∈ OF
B the piece B viewed from its proper scale, §4, Figure 4.2
Dist(φ) Distortion, (3.4)
Dk derivative of ψ
k
v at the tip, (3.5)
δB thickness of B, §5
∆B absolute thickness of B, §5
Ek part of a dynamical partition, §4, Figure 2.1, 4.1
f∗ unimodal renormalization fixed point, §3
Gk return map related to the partition by E
k, §4, Figure 2.1, 4.1
ki(B) depth of the i
th-predecessor of B, §4, Definition 7.2
κ0(n) minimal depth to safely push-up, §8, and §7.1
κ(n) upper bound of the brute-force regime, §8, and Lemma 8.3
l(k) maximal allowable depth, §4
ηφ Nonlinearity, (3.3)
OF invariant Cantor set of F , §3
ψkc,v coordinate changes related to the renormalizationR(R
kF ), (3.1)
ψnω coordinate change, §3
Ψnk coordinate change relating R
n−k(RkF ) to Rn, (3.2)
Pn(k; q0, q1) collection of q0, q1-controlled pieces, Definition 7.2
Pn pieces obtained by applying the three regimes, §8, and (8.7)
q0, q1 boundary one-dimensional regime, §8, and Lemma 8.4
σ scaling factor of the unimodal renormalization fixed point, §3
σB scaling factor of B, §6
SSn(ǫ) collection of pieces in Bn with ǫ precision, §6
tk tilt of the derivative of ψ
k
v at the tip, (3.5)
T tangent line field to OF , §10
τF tip, §3
X the differentiable part of OF , §10
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