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A NEW ALGORITHM FOR FINDING THE NILPOTENCY
CLASS OF A FINITE p-GROUP DESCRIBING THE UPPER
CENTRAL SERIES
MARIA A. AVIN˜O-DIAZ
Abstract. In this paper we describe an algorithm for finding the nilpotency
class, and the upper central series of the maximal normal p-subgroup ∆(G) of
the automorphism group, Aut(G) of a bounded (or finite) abelian p-group G.
This is the first part of two papers devoted to compute the nilpotency class
of ∆(G) using formulas, and algorithms that work in almost all groups. Here,
we prove that for p ≥ 3 the algorithm always runs. The algorithm describes a
sequence of ideals of the Jacobson radical, J , and because ∆(G) = J +1, this
sequence induces the upper central series in ∆(G).
1. Introduction
The automorphism group of an abelian p-group, was studied for K. Shoda in
1928, under the advice of Emmy Noether, and he gave the description of the endo-
morphism ring and a characterization of the automorphism group using a matrix
representation over the integer modulo a primary number Zpn , [9]. The maximal
normal p-subgroup of the automorphism group of a bounded abelian p-group G
plays a very important role in the description of the automorphism group, because
Aut(G) decomposes on semidirect product of ∆(G) in several cases, see [5]. This
paper is the first part of two papers devoted to the description of the nilpotency
class of the maximal normal p-subgroup ∆(G) of the automorphism group of a
bounded abelian p group G = ⊕i≤sGi, where Gi is a homocyclic group of expo-
nent pni and p-rank ri, with ni < ni+1 for all i. Here, we prove that some special
sequence of ideals, the upper annihilating series of the Jacobson radical J of the
endomorphisms ring of G plays a very important role in the description of the up-
per central series of the maximal normal p-subgroup ∆(G) = J + 1 ≤ Aut(G).
In fact, we obtain the nilpotency class of ∆(G), and characterize its upper central
series (ucs) {Zt}. to do this, we use the upper annihilating sequence (uas) {Jt},
where Jt=Annihilator of (J /Jt−1)}, for all t, a sequence of two sided ideals of J
in the endomorphism ring E(G). This sequence was defined and studied for finite
groups in [1, 2, 3, 4], and for bounded groups in [6]. Here we obtain new results
for the (uas), in Section 3. For most the cases this sequence determine the upper
central series. The nilpotency class of a finite p-group is usually computing the
lower central series, but here we introduce an algorithm for computing the upper
central series and of course the nilpotency class. We have a recursive function that
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permits the construction of the (ucs). One of the most interesting results is that
the description, and the length of the upper central series only depends on the ex-
ponents of the group G, and the rank rs of the homocyclic subgroup Gs ∼= (Zpns )
rs
of maximal exponent in the group G. This is true even if the group is infinite but
bounded. Here, we introduce a method to construct central series associated to
annihilating series, that is, if we have a ring R with identity 1, and there exists a
bilateral ideal I that has a finite annihilating sequence then H = I+1 is a nilpotent
group with degree less or equal the length of the upper annihilating sequence of I.
A group G has the (uas)-(ucs)-property for the Jacobson radical J of E , if the
upper central series (Zt)t≥1 of ∆(G) satisfies the following Zt = (Jt + 1)Z∆ for all
t from 1 to n(∆)=the nilpotency class of ∆(G), and Z∆ is the intersection of the
subgroup ∆(G) with the center of E .
Associated to the Upper Annihilating Sequence of J , we have a special function
that is defined in a recursive form, because the function calls itself to construct
the ideals, we have the initial value, and the condition to stop given by the the
ideal function associated to the radical J , and the Theorem 6.5. We call this
function Upper Function and we use it to describe an algorithm for finding the
Upper Central Series of ∆(G), it is done in Section 7. In this paper, the following
theorem is proved:
Theorem 1.1. Let G ∼= ⊕si=1Gi be a bounded abelian p-group, where the p-rank of
Gi ∼= (Zpni )
ri is the ordinal number ri, where 0 < n1 < · · · < ns. Let {Jt} be the
upper annihilating series of the radical J of E, and let {Zt} be the upper central
series of the maximal normal p-subgroup of Aut(G), ∆(G). If Z = Z ∩∆(G) and
one of the following cases holds:
(1) p ≥ 3
(2) p = 2, σ(G) ≥ 2,
(3) p = 2, rs > 1, and s ≥ 2.
then for t ≥ 1, Zt = (Jt + 1)Z. The description of the elements in the hyper-
centers Zt is the following:
Zt =

C + 1rr ∈ ∆(G)|


c
(l,k)
ij ≡ 0 (mod p
nj−α(i,j,t)) i 6= j;
c
(l,l)
ii ≡ c
(r,r)
ss (mod pni−α(i,i,t)) for i ≤ s
c
(l,k)
ii ≡ 0 (mod p
ni−α(i,i,t)) l 6= k




where C = (c
(l,k)
ij )r×r is a matrix with entries by columns in Zpnj , where r =∑s
i=1 ri.
In the second paper, general formulas for the length of the upper annihilating
sequence, and the nilpotency class of ∆ are given.
2. Preliminaries and Notation
Let G = ⊕si=1Gi be a decomposition of a bounded abelian p-group G into ho-
mocyclic subgroups Gi ∼= (Zpni )
ri , where 0 < n1 < · · · < ns are integers and ri
cardinals.
The endomorphism ring E of G will be represented as an s× s matrix ring (Eij),
where for all (i, j), Eij = Hom(Gi, Gj), considered as an Ei-Ej-bimodule. For each
endomorphism f = (fij)s×s ∈ E we consider the functions fij defined as follows. If
x ∈ G decomposes as sum of elements xi ∈ Gi, then f(x) =
∑
i f(xi) =
∑
i
∑
j xij ,
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where f(xi) =
∑
j xij ∈ Gj , so fij(xi) = xij , and fij ∈ Eij . So, E
∼= (Eij). By the
above decomposition we have that the matrix Eij has entries in Zpj and satisfies
the following condition Eij ≡ 0 (mod p
nj−ni) if i < j. The center Z of E is the ring
of scalar matrices cIE where cii ≡ c (mod p
ni), and for i < j, cii ≡ cjj (mod p
nj ).
The maximal normal p-subgroup of Aut(G) is denoted by ∆(G) = 1 + J .
Here, we always consider an ideal like a bilateral ideal. I is an ideal of E if and
only if I = (Iij) where each Iij is a sub-bimodule of Eij . I is an ideal of E if and only
if there exists an ideal function β such that the matrix representation of the ideal
is the following I = (pβ(i,j)Eij), where p
β(i,j)Eij = Iij , and Eij is a ri × rj-matrix
with entries in the integers modulo pnj , [4, 6].
E has Jacobson radical J = (Jij) where for all i 6= j, Jij = Eij and Jii =
pEii, [7, 8]. We denote the ideal function associated to the Jacobson Radical by
nj − fJ (i, j), where fJ (i, j) =
{
ni∧j if i 6= j
nj − 1 if i = j
, min{i, j} = i ∧ j.
We will say that G has underlying type t(G) = (n1, . . . , ns), with ni < ni+1, for
all i. We denote by σ(G) the minimum gap in the sequence n1 < n2 < · · · < ns,
that is σ(G) = minj(nj − nj−1) Let ℓ = max{j : nj − nj−1 = σ(G)}.
If the rank of G is denoted by r =
∑
i ri, then let G = ⊕
n
i=1 ⊕
ri
k=1 〈xik〉 be a
fixed decomposition of G into cyclic summands, and let X = ∪Xi where Xi =
{x1i, . . . , xrii} is a basis of Gi. We define a set of endomorphisms in J , called
elementary endomorphisms, that are the common elementary matrices, but
consider in the radical J ,
(1) For all xki, xli ∈ Xi, e
(k,l)
ii maps xki to pxli and annihilates the complement
of 〈xki〉 with respect to the basis X . The elementary matrix of e
(k,l)
ii has
p in the place kl of the diagonal cell ii. For example, the endomorphism
e
(k,l)
11 has matrix representation
E
(k,l)
1,1 =

 pE
kl
11 0 0
0 0 0
0 0 0

 ,
where the matrix Ekl11 is the elementary r1×r1-matrix which has the number
1 in the place kl.
(2) For i > j, and for all xki ∈ Xi, xlj ∈ Xj , e
(k,l)
ij maps xki onto xlj and
annihilates the complement of 〈xki〉. The elementary matrix of e
(i,l)
ij has
1 in the place kl of the cell ij. For example, the endomorphism e
(kl)
21 has
matrix representation
E
(k,l)
2,1

 0 0 0Ekl21 0 0
0 0 0

 ,
where the matrix Ekl21 is the elementary r2×r1-matrix which has the number
1 in the place kl.
(3) For i < j, and for all xki ∈ Xi, xlj ∈ Xj with i < j, e
(k,l)
ij maps xki
onto pnj−nixlj and annihilates the complement of 〈xki〉. The elementary
matrix of e
(k,l)
ij has p
nj−ni in the place kl of the cell ij. For example, the
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endomorphism e
(k,l)
12 has matrix representation
E
(l,k)
1,2 =

 0 p
n2−n1Ekl12 0
0 0 0
0 0 0

 ,
where the matrix Ekl12 is the elementary r1×r2-matrix which has the number
1 in the place kl.
3. Central Series induced by Annihilating Sequences
Let I be an ideal of a ring R. Let A1 = Ann(I) = {a ∈ I : aI = 0 = Ia} be the
annihilator of I. The following definitions appear in [1, 2, 3, 6].
Definition 3.1. The upper annihilating sequence, (uas), of the ideal I is defined
by
I0 = 0, and for t ≥ 1, It/It−1 = Ann(I/It−1).
In other words, It = {a ∈ I : aI ⊆ It−1, Ia ⊆ It−1}. This is an ascending sequence
of ideals It. If there is a positive integer d such that
0 = I0 ⊂ · · · ⊂ It−1 ⊂ Ut ⊂ · · · ⊂ Id = I,
we say that the annihilating length of I is d.
We make a generalization of the above definition in order to find the ideal func-
tion associated to the upper annihilating sequence of the Jacobson radical of E ,
This definition will be used in the next section in a ring R with unit 1.
Definition 3.2. We will say that a sequence of ideals At is an annihilating sequence
of I if
A0 = 0, A1 = Ann(I) and for t ≥ 2, At/At−1 ⊆ Ann(I/At−1),
that is At = {a ∈ I|ab ∈ At−1, ba ∈ At−1, ∀b ∈ I}. So,
0 = A0 ⊂ A1 = Ann(I) ⊂ · · · ⊂ At−1 ⊂ At ⊂ · · · ⊂ Al(At) = I.
If for some t the ideal I = At, then the first t with this property will be called the
length of At and denoted by l(At), [4].
It is clear that l(It) ≤ l(At) for all annihilating sequence (At)t of I.
Central series induced by annihilating sequences. In this section we intro-
duce the mean relation between the upper annihilating series of the radical J , and
the central series of the maximal normal p-subgroup ∆(G) = J + 1. This relation
is given in the Theorem 3.3.
The length of the (uas) of I is called the annihilating length of I.
If R is a ring with 1, and I is an ideal of R, with finite annihilating length,
then 1 + I = Γ is a normal subgroup of the group of units of R, that satisfies the
following theorem.
Theorem 3.3. Let {At} be an annihilating sequence of the ideal I of length l(At),
and let Γ = I + 1. If Z = Z ∩ Γ, where Z is the center of R. Then
{1} ≤ (A1 + 1)Z ≤ · · · ≤ (At + 1)Z ≤ · · · ≤ (Al(At) + 1)Z = Γ
is a central series for Γ, and Γ is a nilpotent group. Consequently, the nilpotency
class of Γ is less than or equal to the annihilating length of I.
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Proof. Let Γ0 = 1, and Γt = (At + 1)Z for 1 ≤ t ≤ l(At). If α = a + 1 ∈ Γt and
β = b + 1 ∈ Γ = I + 1, then we will prove that the commutator [α, β] ∈ Γt−1.
Computing [α, β] we have that
[α, β] = α−1β−1αβ = α−1β−1(αβ − βα) + 1 =
= α−1β−1((a+ 1)(b+ 1)− (b+ 1)(a+ 1)) + 1 = α−1β−1(ab− ba) + 1
Denoting α = (1 + at)z with at ∈ At and z ∈ Z, we have that α = a + z, with
a ∈ At. On the other hand
ab− ba = (a+ z)(b+ 1)− (b + 1)(a+ z) = ab− ba = (a, b) ∈ At−1,
because a ∈ At. So α
−1β−1(ab− ba) ∈ At−1 and [α, β] ∈ At−1 + 1 ⊆ Γt−1. 
Corollary 3.4. Let {At} be an annihilating sequence of the ideal I of R and let
Γ = I + 1. If Z = Z ∩ Γ, where Z is the center of R. Then the central series
(Γt)t≥1, and Γ0 = {1}, satisfies that the following property, for all t > 0:
If a+ 1 ∈ Γt = (At + 1)Z, then (a, b) ∈ At−1 for all b+ 1 ∈ Γ
Of course, these results are true for the endomorphism ring E , for the radical J ,
and the maximal normal p-subgroup of AutG, ∆(G) = J + 1.
4. The annihilating functions
In this section we introduce the function, that we call Upper annihilating function
which describes the upper annihilating sequence. In particular the function 4.2 gives
the algorithm to construct the upper central series of ∆(G). First we compute the
annihilator of J , Ann(J ) = J1.
Lemma 4.1. The annihilator of J is the ideal J1 described by the matrices (Aij)s×s,
such that Aij = 0 for all (i, j) 6= (s, s), and (A(s,s)) = p
ns−1Ess.
Proof. By definition J1 = Ann(J ) = {A ∈ J |AB = BA = 0, ∀B ∈ J } using the
matrix representation of E . Suppose that A ∈ J1, and B ∈ J , then the condition
for the annihilating ideal implies that
(1) (i, j)
s∑
k=1
AikBkj ≡
s∑
k=1
BikAkj ≡ 0 (mod p
nj ).
If Bks = 0, for k 6= s, and Bss = pIss, then for all i 6= s in (1 − (i, s)) , we
have that Ais ≡ 0 (mod p
ns), and pAss ≡ 0 (mod p
ns), so Ass ≡ 0 (mod p
ns−1).
Similarly we prove that Aij ≡ 0 (mod p
ni), for all (i, j) 6= (s, s). On the other
hand, an element A ∈ J with these conditions satisfies that A ∈ J1. Then our
claim holds. We can observe that the ideal function associated to J1 = Ann(J ) is
β(s, s) = ns − 1, and β(i, j) = 0, for (i, j) 6= (s, s). 
We use the matrix representation of J = (pnj−ni∧j+δijE ij), where δij is the
Kronecker’s delta, and Eij is the set of ri × rj -matrices with entries in Zpnj .
Theorem 4.2. The sequence of ideals
0 = A0 ⊂ · · · ⊂ At−1 ⊂ At ⊂ · · · ⊂ An = J ,
is an annihilating sequence of J if, and only if, there exists an ideal function f
such that At = (p
ni−f(i,j,t)Eij), for all (i, j, t) ∈ D, which satisfies:
(1) f(s, s, 1) = 1, and f(i, j, 1) = 0,
(2) f(i, j, t) ≤ f(i, j, t− 1) + 1,
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(3) f(i− 1, j, t) ≤ f(i, j, t− 1) ≤ f(i, j, t),
(4) f(i, j − 1, t) ≤ f(i, j, t− 1) ≤ f(i, j, t),
(5) f(i+ 1, j, t) ≤ ni+1 − ni + f(i, j, t− 1),
(6) f(i, j + 1, t) ≤ nj+1 − nj + f(i, j, t− 1).
We will call this class of functions, the annihilating functions.
Proof. (⇒ ) Suppose {At} is an annihilating sequence of J . So, there exists an
ideal function associated to this sequence that we denote, βt(i, j) = ni − f(i, j, t).
We claim that f is an annihilating function, so we prove the six properties of
the function f in the theorem. By Lemma 4.1 the condition (1) holds. Because
At−1 ⊆ At, for t ≥ 2, we have that
pni−f(i,j,t−1)Eij ⊆ p
ni−f(i,j,t)Eij ⇒ f(i, j, t− 1) ≤ f(i, j, t).
By definition of annihilating sequence, if we take A ∈ At, and B ∈ J , then AB ∈
At−1. On the other hand, AB = (
∑s
k=1 AikBkj)s×s, with Aik ∈ p
nk−f(i,k,t)Eik,
and Bkj ∈ p
nj−nk∧j+δkjEkj . For all 1 ≤ k ≤ s,we have the following
AikBkj ∈ p
nk−f(i,k,t)+nj−nk∧j+δkjEikEkj ⇒
pnk−f(i,k,t)+nj−nk∧j+δkjEij ⊆ p
nj−f(i,j,t−1)Eij because AB ∈ At−1.
Therefore
nk − f(i, k, t) + nj − nk∧j + δkj ≥ nj − f(i, j, t− 1)⇒
(2) f(i, k, t)− δkj ≤ nk − nk∧j + f(i, j, t− 1).
On the other hand, BA ∈ At−1, and BA = (
∑s
k=1BikAkj)s×s, where the matrix
Bik ∈ p
nk−ni∧k+δikEik, and Akj ∈ p
nj−f(k,j,t)Ekj . For all 1 ≤ k ≤ s, we have the
following
nj − f(k, j, t) + nk − ni∧k + δik ≥ nj − f(i, j, t− 1)⇒
(3) f(k, j, t)− δik ≤ nk − ni∧k + f(i, j, t− 1).
Using the equation (2) we obtain the following relations
k = j + 1⇒ f(i, j + 1, t) ≤ nj+1 − nj + f(i, j, t− 1) (6)
k = j ⇒ f(i, j, t) ≤ f(i, j, t− 1) + 1 (2)
k = j − 1⇒ f(i, j − 1, t) ≤ (i, j, t− 1) (4)
Using the equation (3) we obtain the following relations.
k = i+ 1⇒ f(i+ 1, j, t) ≤ ni+1 − ni + f(i, j, t− 1) (5)
k = i⇒ f(i, j, t) ≤ f(i, j, t− 1) + 1 (2)
k = i− 1⇒ f(i− 1, j, t) ≤ f(i, j, t− 1) (3)
The condition(1) is proved by Lemma 4.1. So, our claim holds.
(⇐) It is easy to prove that the chain of ideals At = (p
ni−f(i,j,t)Eij), where
f is an annihilating function, is an annihilating sequence of J . So, the theorem
holds. 
It is clear that the upper annihilating sequence has the minimal length between
the annihilating sequences. Therefore, the annihilating function associated to the
(uas) is the minimum annihilating function, that we denote by α. The symbol
∧
means the minimum number.
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Corollary 4.3 (The Upper Function). For t ≥ 1, the upper annihilating function
α is a recursive function on t, defined by the following formulas:
(1) α(s, s, 1) = 1, α(i, j, 1) = 0, for (i, j) 6= (s, s)
(2) α(i, j, t) =
∧
{nj − nj−1 + α(i, j − 1, t− 1);ni − ni−1 + α(i − 1, j, t− 1);
α(i, j, t− 1) + 1;α(i + 1, j, t− 1);α(i, j + 1, t− 1)}.
we consider the function α : S × S × T → N, where S = {1, . . . , s}, and T =
{1, . . . , d = l(Jt)}.
Proposition 4.4. The following properties holds
(1) α(i + 1, j, t) ≤ α(i, j, t), for all 1 ≤ i ≤ s− 1,
(2) α(i, j, t) ≤ α(i, j, t+ 1), for all t ≤ l(Jt,
(3) α(i, j + 1, t) ≤ α(i, j, t), for all 1 ≤ j ≤ s− 1,
(4) For all j < s, nj − α(j, j, t) ≤ ns − α(s, s, t).
Proof. Because α is a annihilating function, it satisfies the properties in Theorem
4.2, so again the properties (1), (2), (3).
The proof of property (4) is the following
α(j + 1, j + 1, t) ≤ α(j, j + 1, t) ≤ α(j, j, t)
by properties (1), and (3). On the other hand, we have that
nj+1 − nj ≥ 0, and α(j, j, t) − α(j + 1, j + 1, t) ≥ 0.
Therefore, nj − α(j, j, t) ≤ nj+1 − α(j + 1, j + 1, t), for all j < s, and the property
(4) holds.

Remark 4.5. Using the matrix representation of E , we proved that Jt = (p
ni−α(i,j,t)Eij),we
want to remark that the integers α(i, j, t) depend only on the exponents (n1, . . . , ns)
of the group G, but not the ranks of the homocyclic components of G.
In this paper we use the following notation, for x ∈ R≥0, [x] =the integer part
of x, if x < 0, then [x] means 0.
Lemma 4.6 (Case 1 for α). If σ(G) ≥ 2 then α(i, j, t) = [t+ i+ j − 2s].
Proof. If σ(G) ≥ 2, we use induction in order to prove that α(i, j, t) = [t+i+j−2s].
For t = 1 is trivial, suppose that the theorem holds for t− 1, then
α(i, j, t) =
∧
{nj − nj−1 + [t− 2 + j + i− 2s];ni − ni−1 + [t− 2 + j + i− 2s];
[t− 1 + i+ j − 2s] + 1; [t+ i+ j − 2s]; [t+ i+ j − 2s]} = [t+ i+ j − 2s]

Lemma 4.7 (Case 2 for α). If σ(G) = 1, and ns − ns−1 = 1 then
α(i, j, t) =
[
t+ i+ j − 2s+ 1
2
]
.
Proof. We use induction to prove the Lemma, so for t = 1 is trivial. Suppose the
lemma holds for t− 1, and we have
α(i, j, t) =
∧{
nj − nj−1 +
[
t+ i+ j − 2s− 1
2
]
;ni − ni−1 +
[
t+ i+ j − 2s− 1
2
]
;
[
t+ i+ j − 2s
2
]
+ 1;
[
t+ i+ j − 2s+ 1
2
]
;
[
t+ i+ j − 2s+ 1
2
]}
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It is obvious that α(i, j, t) =
[
t+ i+ j − 2s+ 1
2
]

The third case for α is the following: σ(G) = 1, and nj − nj−1 = 1, but j < s.
There are formulas for all the cases. In the second paper, general formulas for the
length of the upper annihilating sequence, and the nilpotency class of ∆ are given.
Example 4.8. Consider a group of type t(G) = (3, 5, 6, 8, 10) with p-rank ri = 1,
for all i. The matrices in the annihilating sequence have the entries by columns in
Zp3 , Zp5 , Zp6 , Zp8 , and Zp10 respectively. Observe that this is the third case, because
σ(G) = 1, but ns − ns−1 = 2. Using the Corollary 4.3, the upper annihilating
sequence is the following, we compute the recursive formula for the ideals Jt. We
only include the correspondent power of p in the place(i, j), the meaning is: that
place is congruent to 0 modulo px . The matrices represent the sequence of ideals
J1 ⊂ · · · ⊂ J14 = J .

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 p9

 ,


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 p9
0 0 0 p7 p8

 ,


0 0 0 0 0
0 0 0 0 0
0 0 0 0 p9
0 0 0 p7 p8
0 0 p5 p6 p7

 ,


0 0 0 0 0
0 0 0 0 p9
0 0 0 p7 p9
0 0 p5 p6 p7
0 p4 p5 p5 p6

 ,


0 0 0 0 p9
0 0 0 p7 p9
0 0 p5 p7 p8
0 p4 p5 p5 p6
p2 p4 p4 p4 p5

 ,


0 0 0 p7 p9
0 0 p5 p7 p8
0 p4 p5 p6 p8
p2 p4 p4 p5 p6
p2 p3 p4 p4 p4

 ,


0 0 p5 p7 p8
0 p4 p5 p6 p8
p2 p4 p4 p6 p7
p2 p3 p4 p4 p6
p p3 p3 p4 p4

 ,


0 p4 p5 p6 p8
p2 p4 p4 p6 p7
p2 p3 p4 p5 p7
p p3 p3 p4 p5
p p2 p3 p3 p3

 ,


p2 p4 p4 p6 p7
p2 p3 p4 p5 p7
p p3 p3 p5 p6
p p2 p3 p3 p5
∗ p2 p2 p3 p3




p2 p3 p4 p5 p7
p p3 p3 p5 p6
p p2 p3 p4 p6
∗ p2 p2 p3 p4
∗ p p2 p2 p2

 ,


p p3 p3 p5 p7
p p2 p3 p4 p6
∗ p2 p2 p4 p5
∗ p p2 p2 p4
∗ p p p2 p2

 ,


p p2 p3 p5 p7
∗ p2 p2 p4 p5
∗ p p2 p3 p5
∗ p p p2 p3
∗ ∗ p p p




p p2 p3 p5 p7
∗ p
︷︸︸︷
p2 p3 p5
∗
︷︸︸︷
p p
︷︸︸︷
p3 p4
∗ ∗
︷︸︸︷
p p
︷︸︸︷
p3
∗ ∗ ∗
︷︸︸︷
p p


,J14 =


p p2 p3 p5 p7
∗ p p p3 p5
∗ ∗ p p2 p4
∗ ∗ ∗ p p2
∗ ∗ ∗ ∗ p

 = J
with annihilating length d = 14.
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5. The (uas)-(ucs)bounded abelian p–groups
Let {Jt} be the upper annihilating sequence of J . We denote the nilpotency
class of ∆(G) by n(∆), and Z = ∆(G) ∩ Z, where Z is the center of the ring E ,
(2.b). Denoting by Γt = (Jt + 1)Z, for t > 1, and Γ0 = {1}, we will prove that
Γt = Zt. By Theorem 3.3 the series (Γt) is a central series, so we only need to prove
that Zt ≤ Γt, for all t. The Lemma 5.2 gives a characterization of the elements in
the groups Γt. This characterization of Γt is very important because we will prove
that Γt = Zt for almost all of groups G.
Definition 5.1. We will say that the abelian p-group G has the property (uas)-
(ucs)–group for the Jacobson radical J of E , if the upper central series (Zt)t=0,n(∆)
of the p-subgroup ∆(G) satisfies the following Zt = Γt for all t from 1 to n(∆).
If 1rr is the identity matrix of size r × r, we use the following notation for the
elements of Γt: C + 1rr ∈ Γt, then C + 1rr = (c
(l,k)
ij )r×r + 1rr. On the other hand
Γt = (Jt + 1)Z.
Lemma 5.2 (Characterization of Γt).
( 1 ) C + 1rr ∈ Γt if, and only if C − c
(r,r)
ss 1rr ∈ Jt,
( 2 ) Γt =

C + 1rr ∈ ∆(G)|


c
(l,k)
ij ≡ 0 (mod p
nj−α(i,j,t)) i 6= j;
c
(l,l)
ii ≡ c
(r,r)
ss (mod pni−α(i,i,t))
c
(l,k)
ii ≡ 0 (mod p
ni−α(i,i,t)) l 6= k




Proof. (1) We know that C + 1rr ∈ Γt = Jt + Z∆ if, and only if there exists
C ∈ Jt, and a scalar matrix (pc+1)1rr ∈ Z such that C+(pc+1)1rr = C+1rr. If
C+1rr ∈ Γt, then either for i 6= j, or i = j, and l 6= k, we have that c
(l,k)
ij = c
(l,k)
ij ≡ 0
(mod pnj−α(i,j,t)). Because c
(l,l)
jj = c
(l,l)
jj + pc, for all l, and j. We have that
c
(l,l)
jj − c
(r,r)
ss = c
(l,l)
jj − c
(r,r)
ss ≡ 0 (mod p
nj−α(j,j,t)),
by Proposition 4.4, property (4).
Therefore C− c
(r,r)
ss 1rr ∈ Jt, and C+1rr = (C− c
(r,r)
ss 1rr)+ (c
(r,r)
ss +1)1rr) ∈ Γt,
if and only if C − c
(r,r)
ss 1rr ∈ Jt
(2) It is a consequence of part (1). 
6. Construction of the upper central series using the upper
annihilating sequence
This section is devoted to prove Theorem 6.1. In fact, we want to prove Γt = Zt
for all t ≥ 1, we know that Γt ≤ Zt, so we need to prove that Zt ≤ Γt. We use
induction on t, for t = 1 is proved in Lemma 6.2, under assumption the property
holds for t−1, then we prove the property for t holds too. It is done in Lemmas 6.3,
and 6.4. We want to remark that in the hypothesis of induction on t is Γt−1 = Zt−1.
Theorem 6.1. The group G = ⊕si=1Gi, where the p-rank of Gi is ri, is a (uas)-
(ucs)–group for ∆(G), in the following cases
(1) rs > 1, and s ≥ 2, for all prime number p,
(2) σ(G) ≥ 2, for all prime number p,
(3) p ≥ 3.
Lemma 6.2. The center Z1 of the subgroup ∆(G) is equal Γ1 = (J1 + 1)Z.
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Proof. We know that Γ1 ≤ Z1 by Theorem 3.3. So, we will prove Z1 ≤ Γ1. Taking
two elements in ∆(G) and considering A+ 1 ∈ Z1, we have that
(4)
(A+ 1)(B + 1) = (B + 1)(A+ 1)
BA−AB = (A,B) = 0,
for all B + 1 ∈ ∆(G) = J + 1. But
(5) (BA−AB)ij =
s∑
k=1
(BikAkj −AikBkj) ≡ 0 (mod p
nj ).
Taking for the matrix B = (Bij)s×s the elementary matrices A− a
(r,r)
ss 1rr ∈ J1 so
A+ 1 ∈ Γ1. Therefore Γ1 = Z1, and our claim holds. 
A trivial consequence is that ∆(G) is abelian if, and only if G has type t(G) = (2).
In the following Lemma we prove that Zt ≤ Γt, for the cases described in the
Lemma 6.4, assuming the condition (6).
Lemma 6.3. The group G is a (uas)-(ucs)–group for ∆(G) if and only if the
following condition holds,
(6) If A+ 1 ∈ Zt then BA−AB = (B,A) ∈ Jt−1 for all B + 1 ∈ ∆(G).
Proof. (⇒ ) Suppose the group is (uas)-(ucs)-group, that is Γt = Zt for all t, then
the condition holds by Corollary 3.4.
(⇐) Suppose the group satisfies the condition (6). By definition of Zt, we have
that for all B + 1 ∈ ∆(G), and A+ 1 ∈ Zt then
[B + 1, A+ 1] = C + 1 ∈ Zt−1 = Γt−1 = (Jt−1 + 1)Z = Jt−1 + Z
by induction. This implies that BA−AB = C(A+1)(B+1), where C+1 ∈ Zt−1 =
Γt−1. Therefore
(C(A+ 1)(B + 1))ij =
s∑
k=1
Cik
s∑
l=1
(Akl + δkl)(Blj + δlj),
But (BA − AB)kj =
∑s
i=1(BkiAij − AkiBij) ≡ 0 (mod Jt−1), by condition (6).
So,
(7) (kj)
s∑
i=1
(BkiAij −AkiBij) ≡ 0 (mod p
nj−α(k,j,t−1))
Now, we will prove that A−a
(r,r)
ss 1rr ∈ Jt, and of course A+1 ∈ Γt then the group
is (uas)-(ucs)–group. The idea is to select for the element B different matrices, in
such a way that all the conditions for the upper annihilating functions are satisfied.
In fact, in (7)-(kj),we have the following
taking B = E
(u,v)
ki for i 6= j, e
(u,v)
ki a
(v,l)
ij ≡ 0 (mod p
nj−α(k,j,t−1))
if k = i+ 1 then e
(u,v)
i+1,i = 1, a
(v,l)
ij ≡ 0 (mod p
nj−α(i+1,j,t−1))
if k = i− 1 then e
(u,v)
i−1,i = p
ni−ni−1 , a
(v,l)
ij ≡ 0 (mod p
nj−ni+ni−1−α(i−1,j,t−1))
taking B = E
(u,v)
kj for i 6= j, a
(l,u)
ki e
(u,v)
i,j ≡ 0 (mod p
nj−α(k,j,t−1))
if j = i+ 1 then e
(u,v)
i,i+1 = p
ni+1−ni , a
(l,u)
ki ≡ 0 (mod p
ni+1−ni+1+ni−α(k,i+1,t−1))
if j = i− 1 then e
(u,v)
i,i−1 = 1, a
(l,u)
ki ≡ 0 (mod p
ni−1−α(k,i−1,t−1))
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Similarly, for i 6= j we obtain that a
(l,k)
ij ≡ 0 (mod p
nj−1−α(i,j,t−1)), and a
(l,k)
ij ≡ 0
(mod pnj−α(i,j,t)) because
α(i, j, t) =
∧
{nj − nj−1 + α(i, j − 1, t− 1);ni − ni−1 + α(i − 1, j, t− 1);
α(i, j, t− 1) + 1;α(i+ 1, j, t− 1);α(i, j + 1, t− 1)},
In the same way for the matrix A− a
(r,r)
ss 1rr we prove that
a
(l,l)
jj − a
(r,r)
ss ≡ 0 (mod p
nj−α(j,j,t)), for j < s
and if the p-rank rs of the last homocyclic group Gs is greater than 1, we have that
a(l,l)ss − a
(r,r)
ss ≡ 0 (mod p
ns−α(s,s,t)), for l ≤ r.
We want to remark that in the place rr of the matrix A − a
(r,r)
ss 1rr we have 0.
Therefore A− a
(r,r)
ss 1rr ∈ Jt, A+ 1 ∈ Jt + 1, and the group is a (uas)-(ucs)-group.
So, our claim holds. 
Lemma 6.4. The condition (6) holds in the following cases
(1) rs > 1, and s ≥ 2, for all prime number p,
(2) σ(G) ≥ 2, for all prime number p,
(3) otherwise, only for p ≥ 3.
Proof. I need to prove that (B,A) ∈ Jt−1, for A+ 1 ∈ Zt, and B + 1 ∈ ∆(G). We
have the following expression
(B,A) = C(A+ 1)(B + 1) =
s∑
k=1
Cik(
s∑
l=1
(Akl + δkl)(Blj + δlj)),
we have that (B,A) ∈ Jt−1 if, and only if C ∈ Jt−1. We know that for all B and
A + 1 ∈ Zt, we have C + 1 ∈ Zt−1 = Γt−1, by induction. So by Lemma 5.2, we
have that: C + 1 ∈ Γt−1 ⇔ C − c
(r,r)
ss 1rr ∈ Jt−1, and C ∈ Jt−1 if and only if
c
(r,r)
ss 1rr ∈ Jt−1. But
BA−AB = (C − c(r,r)ss 1rr + c
(r,r)
ss 1rr)(A+ 1)(B + 1).
By C + 1 ∈ Zt−1 = Γt−1, then C − c
(r,r)
ss 1rr ∈ Jt−1, so
BA−AB ≡ c(r,r)ss 1rr(A+ 1)(B + 1) (mod Jt−1).
Because the elementary endomorphism defined in Section 2 form a set of gen-
erator for the Jacobson radical J , we will prove that our claim is true for all the
elementary matrix in J .
(E
(k,u)
ij , A) ≡ c
(r,r)
ss
s∑
l=1
(Ail + δsl)(E
(k,u)
l,j + δlj), (mod p
nj−α(i,j,t−1)).
We want to remark here that in general, all elementary endomorphism have a
different matrix C+1. The notation of the entries in the matrix C are the following
c
(l,k)
i,j , so if we need to include another notation in these elements, it will be more
complicated. Then we prefer to consider only the notation c
(r,r)
ss for all the matrices,
knowing that in each case we have the possibility to have a different C. We will
prove that in all the cases the element c
(r,r)
ss ≡ 0 (mod pns−α(s,s,t−1)) First we prove
that for all the elementary matrices such that (i, j) 6= (s, s) then the entry c
(r,r)
s,s in
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the associated matrix C satisfies the condition for the elements in Jt−1, for k 6= r,
and u 6= r
(E
(k,u)
ij , A)
(r,r)
ss = 0 then 0 ≡ c
(r,r)
s,s (a
(r,r)
ss + 1) (mod pns−α(s,s,t−1))
but (a
(r,r)
ss + 1)−1 exists then 0 ≡ c
(r,r)
s,s (mod pns−α(s,s,t−1))
then c
(r,r)
s,s 1rr ∈ Jt−1 and (E
(k,u)
ij , A) ∈ Jt−1
Then we have proved the condition for all the entries in the elementary endomor-
phism, where k < r, and u < r.
(Case number 1) rs > 1, and s ≥ 2, for all prime number p.
Suppose that k = r and l 6= r. Then in the place (r − 1, r − 1) we have 0 ≡
c
(r,r)
s,s (a
(r−1,r−1)
ss +1) (mod pns−α(s,s,t−1)), and our claim holds because (E
(r,u)
sj , A) ∈
Jt−1. Similarly we prove that (E
(l,r)
is , A) ∈ Jt−1, even (E
(r,r)
ss , A) ∈ Jt−1. The case
is solved.
(Case number 2) σ(G) ≥ 2, for all prime number p.
The solution is similar the above case, considering rs = 1, and σ(G) ≥ 2, that
are the correspondent unsolve case.
(Case number 3) p ≥ 3.
We have the cases for giving solution
(a) rs = 1, σ(G) = 1, and ns > ns−1 + 1. The solution is similar the first case,
(b) rs = 1, σ(G) = 1, and ns = ns−1 + 1, we need the condition p ≥ 3, and only in
this case.
We give here the solution:
(E
(r,u)
sj , A)
(r,r)
ss = e
(r,u)
sj a
(u,r)
js ⇒
e
(r,u)
sj a
(u,r)
js ≡ c
(r,r)
s,s (ar,rss + 1) (mod p
ns−α(s,s,t−1)) (I)
(E
(rs,u)
sj , A)
(r,r)
jj = −a
(u,r)
js e
(r,u)
sj ⇒
−a
(u,r)
js e
(r,u)
sj ≡ c
(r,r)
s,s (a
(l,l)
jj + 1 + a
(u,v)
js ) (mod p
nj−α(j,j,t−1)), (II)
taking j = s− 1 we have byLemma4.7
ns − α(s, s, t− 1) = ns−1 − α(s− 1, s− 1, t− 1)
summand (I) and (II)
0 ≡ c
(r,r)
s,s (a
(l,l)
jj + 1 + a
(u,v)
js + a
(r,r)
ss + 1) (mod pns−α(s,s,t−1))
because (a
(l,l)
jj + a
(u,v)
js + a
(r,r)
ss + 2)−1 exists for p 6= 3
c
(r,r)
s,s 1ss ∈ Jt−1, and (E
(r,u)
sj , A) ∈ Jt−1
Similarly we prove that (E
(l,r)
is , A) ∈ Jt−1, even (E
(r,r)
ss , A) ∈ Jt−1. The case is
solved.

If S = {1, . . . , s}, we denote by y(G) the least t such that α(i, j, t) ≥ fJ (i, j),
for (i, j) ∈ S × S \ {(s, s)}. Clearly y(G) ≤ l(J ) = d
Theorem 6.5. If G is a (uas)-(ucs)–group for ∆(G) then
(8) n(G) =
{
l(J ) if rs ≥ 2
y(G) if rs = 1
}
Proof. By Theorem 3.3, we know that n(G) ≤ l(J ).
Suppose rs > 2, and n(G) = d = l(J ) then we have that α(s, s, d− 1) < ns − 1.
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By definition of elementary endomorphism the matrix E
(l,k)
ss ∈ Jd = J for
(l, k) 6= (r, r). But E
(l,k)
ss 6∈ Jd−1 because E
(l,k)
ss 6≡ 0 (mod pns−α(s,s,d−1)), because
ns − α(s, s, d− 1) ≥ 2. So, E
(l,k)
ss + 1ss ∈ ∆(G) − Γd−1, and as a consequence
Γd−1 < ∆, and n(G) = d = l(J ).
If rs = 1, we prove that ∆(G) = J +1 ≤ Γy(G), because trivially Γy(G) ≤ ∆(G).
If we consider C + 1ss ∈ ∆(G) = Γd, then C − c
(r,r)
ss 1rr ∈ Jd, but we assume that
C−c
(r,r)
ss 1rr ∈ Jy(G). Therefore C+1ss ∈ Γy(G) by Lemma 5.2, then ∆(G) ≤ Γy(G),
and our claim holds. 
7. Algorithm for computing the upper central series , and the
nilpotency class of ∆(G)
Let G be a group with the property (uas)-(ucs)-group, that is the hypercenters
Zt = Γt = (At+1)Z, where {Jt} is the upper annihilating sequence of J , and Z =
∆(G)∩Z. Let C+1 ∈ Zt = Γt be the matrix described as follows: C = (c
(l,k)
ij )r×r,
with the entries in Zpnj for 1 ≤ j ≤ s.
Algorithm 7.1. Input: t(G) = (n1, . . . , ns), and the p-ranks (r1, . . ., rs).
(A1) Compute r = r1 + · · ·+ rs.
(A1) Write the matrix Ct = (c
(l,k)
ij )r×r, with the entries described above.
(A2) If rs > 1 for t = 0 until least t such that α(i, j, t) ≥ fJ (i, j) for all (i, j) do
else for t = 1 until the least t such that α(i, j, t) ≥ fJ (i, j) for all
(i, j) 6= (s, s)) do
1. α(i, j, 0) = 0 for all (i, j).
2. Compute the function α(i, j, t) using formulas in Corollary 4.3.
(A4) Write on the matrix Ct of Zt, the following:
for i 6= j do c
(l,k)
i,j = p
nj−α(i,j,t−1)c
(l,k)
i,j → p
nj−α(i,j,t)c
(l,k)
i,j
for l 6= k do c
(l,k)
j,j = p
nj−α(j,j,t−1)c
(l,k)
j,j → p
nj−α(j,j,t)c
(l,k)
j,j
(A5) Write the relations for the elements in the diagonal for j ≤ s, and l 6= r do
c
(l,l)
jj = p
nj−α(j,j,t−1)c
(l,l)
jj + pc
(r,r)
ss → c
(l,l)
jj = p
nj−α(j,j,t)c
(l,l)
jj + pc
(r,r)
ss ,
and pcrrss −→ pc
rr
ss,
(A6) Save Ct, and write Zt = {C
t + 1rr}.
(A7) Save and write the number t = n(G) when the algorithm stop.
Output: n(G) =the nilpotency class of ∆(G), and the centers Z1, . . ., Zn(G).
Example 7.2. For a group of type (3, 5, 7), with ranks (1, 1, 2), when p ≥ 3, we
have Γt = Zt. Applying the Algorithm we found the upper central series of ∆(G)
Then the elements of the upper central series are
Z1 =




pc44 + 1 0 0 0
0 pc44 + 1 0 0
0 0 p6c33 + pc44 + 1 p
6c34
0 0 p6c43 c44 + 1



 ,
Z2 =




pc44 + 1 0 0 0
0 pc44 + 1 p
6c23 p
6c24
0 p4c32 p
5c33 + pc44 + 1 p
5c34
0 p4c42 p
5c43 pc44 + 1




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Z3 =




pc44 + 1 0 p
6c13 p
6c14
0 p4c22 + pc44 + 1 p
5c23 p
5c24
p2c31 p
3c32 p
4c33 + pc44 + 1 p
4c34
p2c41 p
3c42 p
4c43 pc44 + 1




Z4 =




pc44 + 1 p
4c12 p
5c13 p
5c14
p2c21 p
3c22 + pc44 + 1 p
4c23 p
4c24
pc31 p
2c32 p
3c33 + pc44 + 1 p
3c34
pc41 p
2c42 p
3c43 pc44 + 1




Z5 =




p2c11 + pc44 + 1 p
3c12 p
4c13 p
4c14
pc21 p
2c22 + pc44 + 1 p
3c23 p
3c24
c31 pc32 p
2c33 + pc44 + 1 p
2c34
c41 pc42 p
2c43 pc44 + 1




∆(G) = Z6 =




pc11 + 1 p
2c12 p
4c13 p
4c14
c21 pc22 + 1 p
2c23 p
2c34
c31 c32 pc33 + 1 pc34
c41 c42 pc43 pc44 + 1



 .
The class of nilpotency of the group ∆(G) is n(G) = 6,
Example 7.3. For a group of type (2, 4, 7), with ranks (1, 1, 1), when p ≥ 3, we
have Γt = Zt for t = 1 to t = y(G). Applying the Algorithm we found the upper
central series of ∆(G) Then the elements of the upper central series are
Z1 =



 pc33 + 1 0 00 pc33 + 1 0
0 0 pc33 + 1




Z2 =



 pc33 + 1 0 00 pc33 + 1 p6c23
0 p3c32 pc33 + 1




Z3 =



 pc33 + 1 0 p
6c13
p2c21 p
3c22 + pc33 + 1 p
5c23
pc31 p
2c32 pc33 + 1




Z4 =



 pc33 + 1 p
3c12 p
5c13
pc21 p
2c22 + pc33 + 1 p
4c23
c31 pc32 pc33 + 1




Z5 =



 pc11 + 1 p
2c12 p
5c13
c21 pc22 + 1 p
3c23
c31 c32 pc33 + 1



 = ∆(G)
The class of nilpotency of the group ∆(G) is n(G) = 5, we can check that in this
case the length of the upper annihilating sequence is l(Jt) = 6
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