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Abstract
We present a search for gravitational waves from 222pulsars with rotation frequencies 10 Hz. We use advanced
LIGO data from its ﬁrst and second observing runs spanning 2015–2017, which provides the highest-sensitivity
gravitational-wavedata so far obtained. In this search we target emission from both the l=m=2 mass
quadrupole mode, with a frequency at twice that of the pulsar’s rotation, and the l=2, m=1 mode, with a
frequency at the pulsar rotation frequency. The search ﬁnds no evidence for gravitational-wave emission from any
pulsar at either frequency. For the l=m=2 mode search, we provide updated upper limits on the gravitational-
wave amplitude, mass quadrupole moment, and ﬁducial ellipticity for 167pulsars, and the ﬁrst such limits for a
further 55. For 20young pulsars these results give limits that are below those inferred from the pulsars’ spin-down.
For the Crab and Vela pulsars our results constrain gravitational-wave emission to account for less than
0.017%and 0.18%of the spin-down luminosity, respectively. For the recycled millisecond pulsar J0711
−6830our limits are only a factor of 1.3above the spin-down limit, assuming the canonical value of 1038 kg m2
for the star’s moment of inertia, and imply a gravitational-wave-derived upper limit on the star’s ellipticity of
1.2×10−8. We also place new limits on the emission amplitude at the rotation frequency of the pulsars.
Key words: gravitational waves – pulsars: general – stars: neutron
Supporting material: machine-readable table
1. Introduction
There have been several previous searches for persistent (or
continuous) quasi-monochromatic gravitational waves emitted
by a selection of known pulsars using data from the LIGO,
Virgo, and GEO600 gravitational-wavedetectors (Abbott et al.
2004, 2005, 2017a, 2007, 2008, 2010; Abadie et al. 2011; Aasi
et al. 2014). In the majority of these, the signals that have been
searched for are those that would be expected from stars with a
nonzero l=m=2 mass quadrupole moment Q22 and with
polarization content consistent with the expectations of general
relativity (see, e.g., Zimmermann & Szedenits 1979; Bonazzola
& Gourgoulhon 1996; Jaranowski et al. 1998). Such signals
would be produced at twice the stellar rotation frequencies, and
searches have generally assumed that the rotation frequency
derived from electromagnetic observations of the pulsars is
phase locked to the star’s rotation and thus the gravitational-
wavesignal. Some searches have been performed where the
assumption of the phase locking to the observed electro-
magnetic signal has been slightly relaxed, allowing the signal
to be potentially offset over a small range of frequencies
(∼10–100 mHz) and ﬁrst frequency derivatives (Abbott et al.
2008, 2017b; Aasi et al. 2015b). A search including the
prospect of the signal’s polarization content deviating from the
purely tensorial modes predicted by general relativity has also
been performed in Abbott et al. (2018a). None of these
searches have detected a gravitational-wavesignal from any of
the pulsars that were targeted. Thus, stringent upper limits of
the gravitational-waveamplitude, mass quadrupole moment,
and ellipticity have been set.
Emission of gravitational waves at a pulsar’s rotation
frequency from the l=2, m=1 harmonic mode, in addition
to emission at twice the rotation frequency from the
l=m=2 mode, has long been theorized (Zimmermann &
Szedenits 1979; Zimmermann 1980; Jones & Anders-
son 2002). The ﬁducial emission mechanism would be from
a biaxial or triaxial star undergoing free precession. In the
case of a precessing biaxial star, or a precessing triaxial star
with a small “wobble angle,” the electromagnetic pulsar
emission frequency would be modulated slightly, with the
gravitational-waveemission being emitted at frequencies
close to once and twice the time-averaged rotation frequency.
There is only weak observational evidence for any pulsar
showing precession (see the discussions in, e.g., Jones 2012;
Durant et al. 2013, and references therein), and free
precession would be quickly damped, but as shown in Jones
(2010), the existence of a superﬂuid interior gives rise to the
possibility for gravitational-waveemission at the rotation
frequency even for a nonprecessing star. A search for
emission at both once and twice the rotation frequency for
43 pulsars using data from LIGO’s ﬁfth science run has been
performed in Pitkin et al. (2015). That analysis saw no
evidence for signals at the rotation frequency and was
consistent with the search conducted for signals purely from
the l=m=2 mode (Abbott et al. 2010).
The searches implemented in this work are speciﬁcally
designed for the case where the signal’s phase evolution is very
well known over the course of full gravitational-wavedetector
observing runs. Therefore, here we will only focus on the
assumption that emission occurs at precisely once and twice the
observed rotation frequency, as given by the model in Jones
(2010), so we do not account for the possibility of any of the
sources undergoing free precession.
Previous searches, combining the results given in Aasi et al.
(2014) and Abbott et al. (2017a), have included a total of
271pulsars. The most stringent upper limit on gravitational-
waveamplitude from the l=m=2 mode was set for
PSR J1918−0642at 1.6×10−26, and the most stringent upper
limit on the ﬁducial ellipticity (see Appendix A, Equations (4)
191 Deceased, 2018 February.
192 Deceased, 2017 November.
193 Deceased, 2018 July.
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and (6)) was set for PSR J0636+5129at 1.3×10−8(Abbott
et al. 2017a). However, for these particular pulsars, both of
which are millisecond pulsars (MSPs), the gravitational-
waveamplitude limits are above the ﬁducial spin-down limit
(see Appendix A and Equation (9)). In the search described in
Abbott et al. (2017a), there were eightpulsars for which their
observed gravitational-wave limits were below the ﬁducial
spin-down limits, with the upper limits on emission from the
Crab pulsar (PSR J0534+2200) and Vela pulsar (PSR J0835
−4510) being factors of more than 20and 9below their
respective spin-down limits.194
Concurrently with this work, a search has been performed
for 33 pulsars using advanced LIGO data from the second
observing run in which the assumption of phase locking
between the electromagnetically observed signal and gravita-
tional-wavesignal is relaxed by allowing the signal model to
vary freely over a narrow band of frequencies and frequency
derivatives (Abbott et al. 2019). Even with the slight sensitivity
decrease compared to the analysis presented here, due to the
wider parameter space, that analysis gives limits that are below
the spin-down limit for 13 of the pulsars.
1.1. Signal Model
Using the formalism shown in Jones (2015) and Pitkin et al.
(2015), the gravitational-wavewaveform from the l=2,
m=1 harmonic mode can be written as
h t
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and that from the l=m=2 mode can be written as
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Here C21 and C22 represent the amplitudes of the components,
C
21F and C22F represent initial phases at a particular epoch, Φ(t) is
the rotational phase of the source, and ι is the inclination of the
source’s rotation axis with respect to the line of sight.195 The
detected amplitude is modulated by the detector response
functions for the two polarizations of the signal (“+” and “×”),
F t, , ;D a d y+ ( ) and F t, , ;D a d y´ ( ), which depend on the
location and orientation of detector D, the location of the
source on the sky, deﬁned by the R.A. α and decl. δ, and the
polarization angle of the source ψ.
As shown in Jones (2015), the waveforms given in
Equations (1) and (2) describe a generic signal, but the amplitudes
(C21 and C22) and phases ( C21F and C22F ) can be related to intrinsic
physical parameters describing a variety of source models, e.g., a
triaxial star spinning about a principal axis (Abbott et al. 2004), a
biaxial precessing star (Jones & Andersson 2002), or a triaxial star
not spinning about a principal axis (Jones 2010). In the standard
case adopted for previous gravitational-wavesearches of a triaxial
star spinning about a principal axis, there is only emission at twice
the rotation frequency from the l=m=2 mode, so only
Equation (2) is nonzero. In this case the C22 amplitude can be
simply related to the standard gravitational-wavestrain amplitude
h0 via h0=2C22.
196 We can simply deﬁne the phase C22F as
relating to the initial rotational phase f0 via 2C22 0fF = , noting
that f0 actually incorporates the sum of two phase parameters
(an initial gravitational-wavephase and another phase offset)
that are entirely degenerate and therefore not separately
distinguishable (Jones 2015).
Despite Equations (1) and (2) not providing the intrinsic
parameters of the source, they do break strong degeneracies
between them, which are otherwise impossible to disentangle
(see Pitkin et al. 2015, showing this for the case of a triaxial
source not rotating about a principal axis).
In this work we adopt two analyses. The ﬁrst assumes the
standard picture of a triaxial star rotating around a principal
axis from which we can simply relate the waveform amplitude
C22 to the gravitational-waveamplitude. In this case we can
then compare this to the standard spin-down limit and can
calculate each source’s mass quadrupole Q22 and ﬁducial
ellipticity upper limits (see Appendix A for deﬁnitions of these
standard quantities.) The second assumes the model of a
triaxial star not spinning about a principal axis, for which there
could be emission at both once or twice the rotation frequency.
In this case we do not attempt to relate the signal amplitudes to
any physical parameter of the source.
1.2. Signal Strength
For the l=m=2 quadrupole mode the strength of the
emission is deﬁned by the size of the mass quadrupole moment
Q22 (see Equations (3) and (5)), which is proportional to the
ellipticity of the star and to the star’s moment of inertia, and
will therefore depend on the star’s mass and also on the
equation of state of neutron star matter (see, e.g., Ushomirsky
et al. 2000; Owen 2005; Johnson-McDaniel & Owen 2013).
This ellipticity could be provided by some physical distortion
of the star’s crust or irregularities in the density proﬁle of the
star. For our purposes the mechanism providing the distortion
must be sustained over long periods, e.g., the crust must be
strong enough for any (submillimeter high) mountain to be
maintained (see Owen 2005; Johnson-McDaniel & Owen 2013,
for discussions of the maximum sustainable ellipticities for
various neutron star equations of state), or there must be a
persistent strong internal magnetic ﬁeld (e.g., Bonazzola &
Gourgoulhon 1996; Cutler 2002). Johnson-McDaniel & Owen
(2013) suggest that, assuming a standard set of neutron star
equations of state, maximum ﬁducial ellipticities of a few ×
10−6 could be sustained. Constraints on the neutron star
equation of state are now starting to be probed using
gravitational-waveobservations from the binary neutron
star coalescence observed as GW170817 (Abbott et al.
2017c, 2018b). These constraints suggest that softer equations
of state are favored over stiffer ones, which would imply
smaller maximum crustal quadrupoles. An additional caveat to
this is that the maximum crustal deformation is also dependent
on the star’s mass, and less massive stars would allow
larger deformations (Horowitz 2010; Johnson-McDaniel &
Owen 2013), so there is still a wide range of uncertainty.
Recent work on the strength of neutron star crusts consisting of
194 In previous work we have often referred to observed gravitational-wave
limits “surpassing,” or “beating,” the spin-down limits, which just means to say
that the limits are lower than the equivalent spin-down limits.
195 For precessing stars the phase evolution Φ(t) in Equations (1) and (2) will
not necessarily be given by the rotational phase, but it can differ by the
precession frequency.
196 To maintain the sign convention between Equation (2) and the equivalent
equation in, e.g., Jaranowski et al. (1998), the transform between h0 and C22
should more strictly be h0=−2C22.
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nuclear pasta suggests that these could have larger breaking
strains and thus support larger ellipticities (Caplan et al. 2018).
It has recently been suggested by Woan et al. (2018) that the
distribution of MSPs in the period–period derivative plane
provides some observational evidence that they may all have a
limiting minimum ellipticity of ∼10−9. This could be due to
some common process that takes place during the recycling
accretion stage that spins the pulsar up to millisecond periods.
For example, there could be external magnetic ﬁeld burial (see,
e.g., Melatos & Phinney 2001; Payne & Melatos 2004), for
which the size of the buried ﬁeld is roughly the same across all
stars, or similar levels of spin-up leading to crust breaking (e.g.,
Fattoyev et al. 2018). If this is true, it provides a compelling
reason to look for emission from these objects.
For the model emitting at both l=2, m=1, 2 modes, and
assuming no precession, the signal amplitudes are related to
combinations of moment-of-inertia asymmetries and orienta-
tion angles between the crust and core of the star (Jones 2010).
These are related in a complex way to the C21 and C22
amplitudes given in Equations (1) and (2) (see Jones 2015). In
general, if the Q21 and Q22 mass moments are equal, then the
gravitational-wavestrain from the l=2, m=1 mode would
be roughly four times smaller owing to the fact that it is related
to the square of the frequency and that mode is at half the
frequency of the l=m=2 mode. However, we do not have
good estimates of what the actual relative mass moments
might be.
Note that one can in principle also obtain limits on a neutron
star’s deformation if one interprets some features of its timing
properties as due to free precession. In this case, the limits
involve a combination of the differences between the three
principal moments of inertia, together with an angular
parameter (“wobble angle”) giving the amplitude of the
precession. This can be done either for stars that show some
periodic structure in their timing properties (see, e.g., Akgün
et al. 2006; Ashton et al. 2017) or by assuming that some
component of pulsar timing noise is due to precession
(Cordes 1993). Note, however, that it is by no means clear
whether pulsar timing really does provide evidence for free
precession (Jones et al. 2017; Stairs et al. 2019).
1.3. Search Methods
As with the previous searches for gravitational waves from
known pulsars described in Aasi et al. (2014) and Abbott et al.
(2017a), we make use of three semi-independent search
methods. We will not describe these methods in detail here,
but we refer the reader to Aasi et al. (2014) for more
information. Brieﬂy, the three methods are as follows: a search
using narrowband time-domain data to perform Bayesian
parameter estimation for the unknown signal parameters, and
marginal likelihood evaluation, for each pulsar (Dupuis &
Woan 2005; Pitkin et al. 2017); a search using the same
narrowband time series, but Fourier-transformed into the
frequency domain, to calculate the  -statistic (Jaranowski
et al. 1998) (or equivalent -statistic for constrained orienta-
tions; Jaranowski & Królak 2010), with a frequentist-based
amplitude upper limit estimation procedure (Feldman &
Cousins 1998); and a search in the frequency domain that
makes use of splitting of any astrophysical signal into ﬁve
frequency harmonics through the sidereal amplitude modula-
tion given by the detector responses (Astone et al. 2010, 2012).
The narrowband time-domain data are produced by
heterodyning the raw detector strain data using the expected
signal’s phase evolution (Dupuis & Woan 2005). It is then low-
pass-ﬁltered with a knee frequency of 0.25 Hz and down-
sampled, via averaging, creating a complex time series with
one sample per minute, i.e., a bandwidth of 1/60 Hz centered
about the expected signal frequency that is now at 0 Hz. We
call these approaches the Bayesian,  -/-statistic, and 5n-
vector methods, respectively. The ﬁrst of these methods has
been applied to all the pulsars in the sample (see Section 2.2),
and again following Aasi et al. (2014) and Abbott et al.
(2017a), at least two of the above methods have been applied to
a selection of 34high-value targets for which the observed
limit is lower than, or closely approaches, the spin-down limit.
The results of the 5n-vector analysis only use data from the
LIGO O2 run (see Section 2.1).
All these methods have been adapted to deal with the potential
for signals at both once and twice the rotation frequency. For the
Bayesian method, when searching for such a signal the
narrowband time series from both frequencies are included in
a coherent manner, with common polarization angles ψ and
orientations ι. For the 5n-vector and  -/-statistic methods a
simpler approach is taken, and signals at the two frequencies are
searched for independently. The /-statistic approach for such
a signal is described in more detail in Bejger & Królak (2014).
As a consequence, given that C21=0 (see Equation (1))
corresponds to the case of a triaxial star rotating around one of its
principal axes of inertia, results for the amplitude C22
(Equation (2)) from the 5n-vector method are not given, as they
are equivalent to those for the standard amplitude h0.
In the case of a pulsar being observed to glitch during the run
(see Section 2.2) the methods take different approaches. For the
Bayesian method it is assumed that any glitch may produce an
unknown offset between the electromagnetically observed
rotational phase and the gravitational-wavephase. Therefore,
an additional phase offset is added to the signal model at the
time of the glitch, and this is included as a parameter to be
estimated, while the gravitational-waveamplitude and orienta-
tion angles of the source (inclination and polarization) are
assumed to remain ﬁxed over the glitch. This is consistent with
the analysis in Abbott et al. (2010), although it differs from the
more recent analyses in Aasi et al. (2014) and Abbott et al.
(2017a), in which each interglitch period was treated semi-
independently, i.e., independent phases and polarization angles
were assumed for each interglitch period, but two-dimensional
marginalized posterior distributions on the gravitational-
waveamplitude and cosine of the inclination angle from data
before a glitch were used as a prior on those parameters when
analyzing data after the glitch. For both the  /-statistic and
5n-vector methods, as already done in Aasi et al. (2014) and
Abbott et al. (2017a), each interglitch period is analyzed
independently, i.e., no parameters are assumed to be coherent
over the glitch, and the resulting statistics are incoherently
combined.
The prior probability distributions for the unknown signal
parameters, as used for the Bayesian and 5n-vector methods,
are described in Appendix B.
The 5n-vector method uses a description of the gravitational-
wavesignal based on the concept of polarization ellipse. The
relation of the amplitude parameter H0 used by the 5n-vector
method with both the standard strain amplitude h0 and the C21
amplitude given in Equation (1) is described in Appendix E.
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2. Data
In this section we brieﬂy detail both the gravitational-
wavedata that have been used in the searches and the
electromagnetic ephemerides for the selection of pulsars that
have been included.
2.1. Gravitational-wave Data
The data analyzed in this paper consist of those obtained by
the two LIGO detectors (the LIGO Hanford Observatory,
commonly abbreviated to LHO or H1, and the LIGO
Livingston Observatory, abbreviated to LLO or L1) taken
during their ﬁrst (Abbott et al. 2016) and second observing runs
(O1 and O2, respectively) in their advanced detector conﬁg-
urations (Aasi et al. 2015a).197
Data from O1 between 2015 September 11(with start times
of 01:25:03UTCand 18:29:03UTCfor LHO and LLO,
respectively) and 2016 January 19at 17:07:59UTChave been
used. The calibration of these data and the frequency-
dependent uncertainties on amplitude and phase over the run
are described in detail in Cahillane et al. (2017). Over the
course of the O1 run the calibration amplitude uncertainty was
no larger than 5%and 10%, and the phase uncertainty was no
larger than 3°and 4°, for LHO and LLO, respectively, over the
frequency range ∼10–2000 Hz (these are derived from the 68%
conﬁdence levels given in Figure 11 of Cahillane et al. 2017).
All data ﬂagged as in “science mode,” i.e., when the detectors
were operating in a stable state, and for which the calibration
was behaving as expected, have been used. This gave a total of
79 and 66 daysof observing time for LHO and LLO,
respectively, equivalent to duty factors of 60%and 51%.
Data from O2 between 2016 November 30at
16:00:00UTCand 2017 August 25at 22:00:00UTC, for
both LHO and LLO, have been used. An earlier version of the
calibrated data for this observing run, as well as the
uncertainty budget associated with it, is again described in
Cahillane et al. (2017). However, data with an updated
calibration have been produced and used in this analysis, with
this having an improved uncertainty budget (Cahillane et al.
2018). Over the course of the O2 run the calibration amplitude
uncertainty was no larger than 3%and 8% and the phase
uncertainty was no larger than 3°and 4° for LHO and LLO,
respectively, over the frequency range of ∼10–2000 Hz. The
data used in this analysis were post-processed to remove
spurious jitter noise that affected detector sensitivity across a
broad range of frequencies, particularly for data from LHO,
and to remove some instrumental spectral lines (Davis et al.
2019; Driggers et al. 2019).
The Virgo gravitational-wave detector (Acernese et al. 2015)
was operating during the last 25 days of O2 (Abbott et al.
2017d); however, due to its higher noise levels as compared to
the LIGO detectors and the shorter observing time, Virgo data
were not included in this analysis.
2.2. Pulsars
For this analysis we have gathered ephemerides for
222pulsars based on radio, X-ray, and γ-ray observations.
The observations have used the 42 ft telescope and Lovell
telescope at Jodrell Bank (UK), the Mount Pleasant
Observatory 26 m telescope (Australia), the Parkes radio
telescope (Australia), the Nançay Decimetric Radio Tele-
scope (France), the Molonglo Observatory Synthesis Tele-
scope (Australia), the Arecibo Observatory (Puerto Rico), the
Fermi Large Area Telescope, and the Neutron Star Interior
Composition Explorer (NICER). As with the search in Abbott
et al. (2017a), the criterion for our selection of pulsars was
that they have rotation frequencies greater than 10 Hz, so that
they are within the frequency band of greatest sensitivity of
the LIGO instruments, and for which the calibration is well
characterized. There are in fact threepulsars with rotation
frequencies just below 10 Hz that we include (PSR J0117
+5914, PSR J1826−1256, and PSR J2129+1210A); for two
of these the spin-down limit was potentially within reach
using our data.
The ephemerides have been created using pulse time-of-
arrival observations that mainly overlapped with all, or some
fraction of, the O1 and O2 observing periods (see Section 2.1),
so the timing solutions should provide coherent phase models
over and between the two runs. Of the 222, we have 168for
which the electromagnetic timings fully overlapped with the
full O1 and O2 runs. There are 12 pulsars for which there is no
overlap between electromagnetic observations and the O2 run.
These include two pulsars, J1412+7922 (known as Calvera)
and J1849−0001, for which we only have X-ray timing
observations from after O2 (Bogdanov et al. 2019).198 For
these we have made the reasonable assumption that timing
models are coherent for our analysis and that no timing
irregularities, such as glitches, are present.
In all previous searches a total of 271pulsars had been
searched for, with 167of these being timed for this search. For
the other sources ephemerides were not available to us for our
current analysis. In particular, we do not have up-to-date
ephemerides for many of the pulsars in the globular clusters
47Tucanae and Terzan5, or the interesting young X-ray
pulsar J0537−6910.
2.2.1. Glitches
During the course of the O2 period, ﬁve pulsars exhibited
timing glitches. The Vela pulsar (J0835−4510) glitched on
2016 December 12 at 11:36UTC (Palfreyman 2016; Palfrey-
man et al. 2018), and the Crab pulsar (J0534+2200) showed a
small glitch on 2017 March 27 at around 22:04UTC (Espinoza
et al. 2011).199 PSRJ1028−5819 glitched some time around
2017 May 29, with a best-ﬁt glitch time of 01:36 UTC.
PSRJ1718−3825 experienced a small glitch around 2017 July
2. PSRJ0205+6449 experienced four glitches over the period
between the start of O1 and the end of O2, with glitch epochs
of 2015 November 19, 2016 July 1, 2016 October 19, and 2017
May 27. Two of these glitches occurred in the period between
O1 and O2, and as such any effect of the glitches on
discrepancies between the electromagnetic and gravitational-
wavephase would not be independently distinguishable,
meaning that effectively only three glitches need to be
accounted for.
197 The O1 and O2 data sets are publicly available via the Gravitational Wave
Open Science Center athttps://www.gw-openscience.org/O1 andhttps://
www.gw-openscience.org/O2, respectively (Vallisneri et al. 2015).
198 Subsequent to the search performed here, Bogdanov et al. (2019) revised
their initial timing model of J1849−0001 so that it now overlaps partially with
O2. The revised model is consistent with the initial model used here, and thus
the results presented here remain valid.
199 http://www.jb.man.ac.uk/pulsar/glitches.html
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2.2.2. Timing Noise
Timing noise is low-frequency noise observed in the
residuals of pulsar pulse arrival times after subtracting a low-
order Taylor expansion ﬁt (see, e.g., Hobbs et al. 2006a). As
shown in Cordes & Helfand (1980), Arzoumanian et al. (1994)
timing noise is strongly correlated with pulsar period
derivative, so “young,” or canonical, pulsars generally have
far higher levels than MSPs. If not accounted for in the timing
model, the Crab pulsar’s phase, for example, could deviate by
on the order of a cycle over the course of our observations,
leading to decoherence of the signal (see Jones 2004; Pitkin &
Woan 2007; Ashton et al. 2015). In our gravitational-
wavesearches we used phase models that incorporate the
effects of timing noise when necessary. In some cases this is
achieved by using a phase model that includes high-order
coefﬁcients in the Taylor expansion (including up to the twelfth
frequency derivative in the case of the Crab pulsar) when ﬁtting
the electromagnetic pulse arrival times. In others, where
expansions in the phase do not perform well, we have used
the method of ﬁtting multiple sinusoidal harmonics to the
timing noise in the arrival times, as described in Hobbs et al.
(2004) and implemented in the FITWAVES algorithm in
TEMPO2 (Hobbs et al. 2006b).
2.2.3. Distances and Period Derivatives
When calculating results of the searches in terms of the Q22
mass quadrupole, ﬁducial ellipticity, or spin-down limits (see
Appendix A), we require the distances to the pulsars. For the
majority of pulsars we use “best-estimate” distances given in
the ATNF Pulsar Catalog (Manchester et al. 2005).200 In the
majority of cases these are distances based on the observed
dispersion measure and calculated using the Galactic electron
density distribution model of Yao et al. (2017), although others
are based on parallax measurements, or inferred from
associations with other objects or ﬂux measurements. The
distances used for each pulsar, as well as the reference for the
value used, are given in Tables 1 and 2.
The spin-down limits that we compare our results to (see
Appendix A) require a value for the ﬁrst period derivative P˙, or
equivalently frequency derivative f˙ , of the pulsar. The
observed spin-down does not necessarily reﬂect the intrinsic
spin-down of the pulsar, as it can be contaminated by the
relative motion of the pulsar with respect to the observer. This
is particularly prevalent for MSPs, which have intrinsically
small spin-downs that can be strongly affected, particularly if
they are in the core of a globular cluster where signiﬁcant
intracluster accelerations can occur, or if they have a large
transverse velocity with respect to the solar system and/or are
close (the “Shklovskii effect”; Shklovskii 1970.) The spin-
down can also be contaminated by the differential motion of
the solar system and pulsar due to their orbits around the
Galaxy. For the non-globular-cluster pulsars, if their proper
motions and distances are well enough measured, then these
effects can be corrected for to give the intrinsic period
derivative (see, e.g., Damour & Taylor 1991). For pulsars
where the intrinsic period derivative is given in the literature
we have used those values (see Tables 1 and 2 for the values
and associated references). For further non-globular-cluster
pulsars for which a transverse velocity and distance are given in
the ATNF Pulsar Catalog, we correct the observed period
derivative using the method in Damour & Taylor (1991). In
some cases the corrections lead to negative period derivative
values, indicating that the true values are actually too small to
be conﬁdently constrained. For these cases Table 2 does not
give a period derivative value or associated spin-down limit.
As was previously done in Abbott et al. (2017a), for two
globular cluster pulsars, J1823−3021A and J1824−2452A, we
assume that the observed spin-down is not signiﬁcantly
contaminated by cluster effects following the discussions in
Freire et al. (2011) and Johnson et al. (2013), respectively, so
these values are used without any correction. For the other
globular cluster pulsars, we again take the approach of Aasi
et al. (2014) and Abbott et al. (2017a) and create proxy period
derivative values by assuming that the stars have characteristic
ages of 109 yr and braking indices of n=5 (i.e., they are
braked purely by gravitational radiation from the l=m=2
mode).201
2.2.4. Orientation Constraints
In Ng & Romani (2004, 2008) models are ﬁtted to a
selection of X-ray observations of pulsar wind nebulae, which
are used to provide the orientations of the nebulae. In previous
gravitational-wavesearches (Abbott et al. 2008, 2010, 2017a;
Aasi et al. 2014) the assumption has been made that the
orientation of the wind nebula is consistent with the orientation
of its pulsar. In this work we will also follow this assumption
and use the ﬁts in Ng & Romani (2008) as prior constraints on
orientation (inclination angle ι and polarization angle ψ) for
PSR J0205+6449, PSR J0534+2200, PSR J0835−4510, PSR
J1952+3252, and PSR J2229+6114. This is discussed in more
detail in Appendix B. We refer to results based on these
constraints as using restricted priors.
Constraints on the position angle, and therefore gravita-
tional-wavepolarization angle, of pulsars are also possible
through observations of their electromagnetic polarization
(Johnston et al. 2005). None of the pulsars in Johnston et al.
(2005) are in our target list, but such constraints may be useful
in the future. Constraints on the polarization angle alone are not
as useful as those that also provide the inclination of the source
(as described above for the pulsar wind nebula observations),
which is directly correlated with the gravitational-waveampli-
tude. However, there are some pulsars for which double pulses
are observed (Kramer & Johnston 2008; Keith et al. 2010),
suggesting that the rotation axis and magnetic axis are
orthogonal, and therefore implying an inclination angle of
ι≈±90°. In terms of upper limits on the gravitational-
waveamplitude, the implication of ι≈90° would generally be
to lead to a larger limit on h0 than for an inclination aligned
with the line of sight, due to the relatively weaker observed
strain for a linearly polarized signal compared to a circularly
polarized signal of the same h0. Of the pulsars observed in
Keith et al. (2010), one (PSR J1828−1101) is in our search,
although we have not used the implied constraints in this
analysis. In the future these constraints will be considered if
appropriate.
200 Version 1.59 of the catalog available athttp://www.atnf.csiro.au/people/
pulsar/psrcat/.
201 The braking index n deﬁnes the power-law relation between the pulsar’s
frequency and frequency derivative via f kf n= -˙ , where k is a constant.
Purely magnetic dipole braking gives a value of n=3, and purely quadrupole
gravitational-wavebraking gives n=5. The characteristic age is deﬁned
as n f f1 1t = - -( ) ( ˙ ).
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Table 1
Limits on Gravitational-wave Amplitude, and Other Derived Quantities, for 34 High-value Pulsars from the Three Analysis Methods
Pulsar Name frot Prot˙ Distance h0sd Analysis C2195% C2295% h095% Q2295% ε
95%
h h0
95%
0
sd Statistica Statisticb
(J2000) (Hz) (s s−1) (kpc) Method (kg m2) l=2, m=1, 2 l=2, m=2
J0030+0451 205.5 1.1×10−20g 0.33 (a) 3.7×10−27 Bayesian 1.7×10−26 5.9×10−27 1.3×10−26 1.8×1030 2.3×10−8 3.4 −3.8 −2.1
 -statistic L L L L L L L L
5n-vector 1.3×10−26 L 1.7×10−26 2.3×1030 3.0×10−8 4.5 0.72 0.61
J0117+5914c 9.9 5.9×10−15 1.7 (b) 1.1×10−25 Bayesian L L 3.8×10−25 1.3×1035 1.7×10−3 3.5 −2.4 −1.9
 -statistic L L L L L L L L
5n-vector L L 2.6×10−25 8.6×1034 1.1×10−3 2.4 L 0.31
J0205+6449c 15.2 1.9×10−13 2.00 (c) 6.9×10−25 Bayesian 1.8(1.5)×10−24 2.4(3.6)×10−26 4.9(7.1)×10−26 0.8(1.1)×1033 1.0(1.5)×10−4 0.071(0.1) −4.8(−4.6) −2.7(−2.4)
 -statistic 2.2×10−24 4.5×10−26 8.8×10−26 1.4×1034 1.8×10−4 0.13 0.71 0.26
5n-vector L L 2.9(4.5)×10−26 4.6(7.1)×1033 5.9(9.2)×10−5 0.042(0.065) L 0.41
J0534+2200c 29.7 4.2×10−13 2.00 1.4×10−24 Bayesian 7.9(5.8)×10−26 9.1(7.3)×10−27 1.9(1.5)×10−26 7.7(6.0)×1032 1.0(0.8)×10−5 0.013(0.01) −5.1(−5.2) −2.6(−2.7)
 -statistic 1.6(1.1)×10−25 1.1(1.1)×10−26 2.2(1.3)×10−26 9.1(5.4)×1032 1.2(0.7)×10−5 0.015(0.0091) 0.32(0.18) 0.65(0.87)
5n-vector 1.7(1.3)×10−25 L 2.9(2.9)×10−26 1.2(1.2)×1033 1.6(1.6)×10−5 0.02(0.02) 0.70 0.45
J0711−6830c 182.1 1.4×10−20 0.11 (b) 1.2×10−26 Bayesian 2.6×10−26 7.0×10−27 1.5×10−26 9.3×1029 1.2×10−8 1.3 −3.1 −1.9
 -statistic L L L L L L L L
5n-vector 1.2×10−26 L 1.5×10−26 9.1×1029 1.2×10−8 1.3 0.79 0.39
J0835−4510c 11.2 1.2×10−13 0.29 (j) 3.3×10−24 Bayesian 1.4(1.1)×10−23 6.7(6.2)×10−26 1.4(1.2)×10−25 5.9(5.2)×1033 7.6(6.7)×10−5 0.042(0.037) −4.2(−4.4) −2.5(−2.8)
 -statistic 1.3(1.1)×10−23 1.1(0.9)×10−25 2.6(2.0)×10−25 1.1(0.8)×1034 1.4(1.1)×10−4 0.078(0.06) 0.75(0.75) 0.75(0.75)
5n-vector L L 2.3(2.4)×10−25 9.7(9.9)×1033 1.3(1.3)×10−4 0.07(0.071) L 0.41
J0940−5428 11.4 3.3×10−14 0.38 (b) 1.3×10−24 Bayesian 1.6×10−23 7.7×10−26 1.6×10−25 8.7×1033 1.1×10−4 0.13 −3.7 −2.3
 -statistic L L L L L L L L
5n-vector L L 1.7×10−25 8.9×1033 1.2×10−4 0.13 L 0.70
J1028−5819 10.9 1.6×10−14 1.42 (b) 2.4×10−25 Bayesian 2.7×10−23 9.1×10−26 2.3×10−25 5.1×1034 6.6×10−4 0.98 −3.5 −2.2
 -statistic L L L L L L L L
5n-vector L L 1.9×10−25 4.1×1034 5.3×10−4 0.8 L 0.40
J1105−6107 15.8 1.6×10−14 2.36 (b) 1.7×10−25 Bayesian 1.7×10−24 2.0×10−26 3.9×10−26 6.7×1033 8.7×10−5 0.23 −4.6 −2.8
 -statistic L L L L L L L L
5n-vector L L 2.7×10−26 4.6×1033 6.0×10−5 0.16 L 0.93
J1112−6103 15.4 3.1×10−14 4.50 (b) 1.2×10−25 Bayesian 3.4×10−24 2.5×10−26 5.8×10−26 2.0×1034 2.6×10−4 0.47 −4.2 −3.4
 -statistic L L L L L L L L
5n-vector L L 3.6×10−26 1.2×1034 1.6×10−4 0.29 L 0.76
J1410−6132 20.0 3.2×10−14 13.51 (b) 4.8×10−26 Bayesian 4.9×10−25 9.4×10−27 2.1×10−26 1.3×1034 1.7×10−4 0.44 −5.7 −3.0
 -statistic L L L L L L L L
5n-vector 5.4×10−25 L 2.6×10−26 1.6×1034 2.1×10−4 0.55 L 0.88
J1412+7922 16.9 3.3×10−15 2.00 (o) 9.5×10−26 Bayesian 1.8×10−24 3.4×10−26 7.5×10−26 9.6×1033 1.2×10−4 0.78 −4.9 −2.1
 -statistic 2.3×10−24 2.2×10−26 6.2×10−26 7.9×1033 1.0×10−4 0.65 0.24 0.39
5n-vector L L 3.6×10−26 4.6×1033 6.0×10−5 0.38 L 0.80
J1420−6048 14.8 8.3×10−14 5.63 (b) 1.6×10−25 Bayesian 2.1×10−24 1.9×10−26 4.1×10−26 1.9×1034 2.5×10−4 0.26 −6.2 −2.8
 -statistic L L L L L L L L
5n-vector L L 7.6×10−26 3.6×1034 4.7×10−4 0.48 L 0.52
J1509−5850 11.2 9.2×10−15 3.37 (b) 7.7×10−26 Bayesian 1.7×10−23 1.5×10−25 5.4×10−25 2.6×1035 3.4×10−3 7.1 −3.5 −2.0
 -statistic L L L L L L L L
5n-vector L L 2.1×10−25 1.0×1035 1.3×10−3 2.7 L 0.72
J1531−5610 11.9 1.4×10−14 2.84 (b) 1.1×10−25 Bayesian 7.9×10−24 5.5×10−26 1.2×10−25 4.4×1034 5.6×10−4 1 −4.2 −2.4
 -statistic L L L L L L L L
5n-vector L L 1.4×10−25 5.3×1034 6.8×10−4 1.2 L 0.31
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Table 1
(Continued)
Pulsar Name frot Prot˙ Distance h0sd Analysis C2195% C2295% h095% Q2295% ε
95%
h h0
95%
0
sd Statistica Statisticb
(J2000) (Hz) (s s−1) (kpc) Method (kg m2) l=2, m=1, 2 l=2, m=2
J1718−3825 13.4 1.3×10−14 3.49 (b) 9.7×10−26 Bayesian 3.2×10−24 4.2×10−26 8.7×10−26 3.1×1034 4.0×10−4 0.9 −5.6 −2.4
 -statistic L L L L L L L L
5n-vector L L 6.5×10−26 2.3×1034 3.0×10−4 0.67 L 0.67
J1809−1917 12.1 2.6×10−14 3.27 (b) 1.4×10−25 Bayesian 6.6×10−24 4.9×10−26 9.8×10−26 4.0×1034 5.2×10−4 0.72 −4.4 −2.5
 -statistic 6.2×10−24 6.2×10−26 7.3×10−26 3.0×1034 3.9×10−4 0.53 0.76 0.76
5n-vector L L 1.1×10−25 4.3×1034 5.6×10−4 0.77 L 0.19
J1813−1246 20.8 1.8×10−14 2.50 (z) 1.9×10−25 Bayesian 3.9×10−25 2.2×10−26 4.7×10−26 5.0×1033 6.4×10−5 0.24 −4.2 −2.2
 -statistic 3.8×10−25 1.0×10−26 3.3×10−26 3.5×1033 4.5×10−5 0.17 0.08 0.73
5n-vector 1.0×10−24 L 4.5×10−26 4.7×1033 6.1×10−5 0.23 L 0.22
J1826−1256 9.1 1.2×10−13 1.39 (cc) 6.1×10−25 Bayesian L L 6.2×10−25 1.9×1035 2.5×10−3 1 −2.0 −2.1
 -statistic L L L L L L L L
5n-vector L L 4.7×10−25 1.5×1035 1.9×10−3 0.77 L L
J1828−1101 13.9 1.5×10−14 4.77 (b) 7.7×10−26 Bayesian 7.5×10−24 4.6×10−26 7.2×10−26 3.3×1034 4.2×10−4 0.94 −4.6 −2.5
 -statistic L L L L L L L L
5n-vector L L 5.5×10−26 2.5×1034 3.2×10−4 0.71 L 0.13
J1831−0952 14.9 8.3×10−15 3.68 (b) 7.7×10−26 Bayesian 3.2×10−24 3.1×10−26 6.9×10−26 2.1×1034 2.7×10−4 0.9 −5.0 −2.4
 -statistic L L L L L L L L
5n-vector L L 4.3×10−26 1.3×1034 1.7×10−4 0.56 L 0.75
J1833−0827c 11.7 9.2×10−15 4.50 (m) 5.9×10−26 Bayesian 1.9×10−23 8.8×10−26 3.3×10−25 2.0×1035 2.6×10−3 5.6 −3.3 −1.9
 -statistic L L L L L L L L
5n-vector L L 1.4×10−25 8.3×1034 1.1×10−3 2.3 L 0.94
J1837−0604 10.4 4.5×10−14 4.77 (b) 1.2×10−25 Bayesian 4.0×10−23 1.1×10−25 2.4×10−25 1.9×1035 2.5×10−3 2 −3.7 −2.3
 -statistic L L L L L L L L
5n-vector L L 1.6×10−25 1.3×1035 1.6×10−3 1.4 L 0.38
J1849−0001 26.0 1.4×10−14 7.00 (dd) 7.0×10−26 Bayesian 7.1×10−25 7.9×10−27 1.9×10−26 3.7×1033 4.7×10−5 0.28 −3.4 −2.6
 -statistic 6.8×10−25 9.1×10−27 2.8×10−26 5.3×1033 6.9×10−5 0.4 0.04 0.75
5n-vector 6.8×10−26 L 2.0×10−26 3.8×1033 4.9×10−5 0.29 0.23 0.49
J1856+0245 12.4 6.2×10−14 6.32 (b) 1.1×10−25 Bayesian 7.2×10−24 7.3×10−26 1.5×10−25 1.1×1035 1.4×10−3 1.3 −3.8 −2.1
 -statistic L L L L L L L L
5n-vector L L 1.6×10−25 1.2×1035 1.6×10−3 1.5 L 0.36
J1913+1011 27.8 3.4×10−15 4.61 (b) 5.4×10−26 Bayesian 1.6×10−25 1.8×10−26 3.7×10−26 4.0×1033 5.2×10−5 0.7 −4.1 −2.2
 -statistic L L L L L L L L
5n-vector 1.7×10−25 L 2.1×10−26 2.3×1033 3.0×10−5 0.39 0.56 0.90
J1925+1720 13.2 1.0×10−14 5.06 (b) 5.9×10−26 Bayesian 3.3×10−24 5.5×10−26 1.1×10−25 5.8×1034 7.5×10−4 1.9 −5.6 −2.4
 -statistic L L L L L L L L
5n-vector L L 1.1×10−25 5.8×1034 7.5×10−4 1.9 L 0.44
J1928+1746 14.5 1.3×10−14 4.34 (b) 8.1×10−26 Bayesian 2.4×10−24 5.5×10−26 1.2×10−25 4.3×1034 5.6×10−4 1.4 −5.2 −2.6
 -statistic 2.2×10−24 3.9×10−26 1.3×10−25 4.9×1034 6.3×10−4 1.6 0.61 0.61
5n-vector L L 8.6×10−26 3.2×1034 4.2×10−4 1.1 L 0.59
J1935+2025 12.5 6.1×10−14 4.60 (b) 1.5×10−25 Bayesian 7.3×10−24 5.2×10−26 1.1×10−25 6.2×1034 8.0×10−4 0.75 −4.4 −2.4
 -statistic 5.0×10−24 5.5×10−26 1.3×10−25 7.0×1034 9.1×10−4 0.85 0.71 0.71
5n-vector L L 1.4×10−25 7.6×1034 9.8×10−4 0.92 L 0.37
J1952+3252c 25.3 5.8×10−15 3.00 (m) 1.0×10−25 Bayesian 2.8(2.9)×10−25 8.7(9.0)×10−27 1.9(1.8)×10−26 1.7(1.5)×1033 2.1(2.0)×10−5 0.19(0.17) −3.4(−3.5) −2.7(−2.6)
 -statistic L L L L L L L L
5n-vector 2.0(2.0)×10−25 L 2.4(2.5)×10−26 2.1(2.1)×1033 2.7(2.7)×10−5 0.24(0.24) 0.06 0.70
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Table 1
(Continued)
Pulsar Name frot Prot˙ Distance h0sd Analysis C2195% C2295% h095% Q2295% ε
95%
h h0
95%
0
sd Statistica Statisticb
(J2000) (Hz) (s s−1) (kpc) Method (kg m2) l=2, m=1, 2 l=2, m=2
J2043+2740 10.4 1.3×10−15 1.48 (b) 6.3×10−26 Bayesian 2.6×10−23 7.3×10−26 1.6×10−25 4.1×1034 5.3×10−4 2.6 −4.2 −2.5
 -statistic 2.1×10−23 6.4×10−26 2.8×10−25 7.0×1034 9.1×10−4 4.5 0.79 0.79
5n-vector L L 1.9×10−25 4.7×1034 6.1×10−4 3 L 0.17
J2124−3358 202.8 9.0×10−21g 0.38 (g) 2.9×10−27 Bayesian 1.4×10−26 6.3×10−27 1.3×10−26 2.2×1030 2.9×10−8 4.6 −3.8 −2.2
 -statistic L L L L L L L L
5n-vector 2.6×10−26 L 1.3×10−26 2.2×1030 2.8×10−8 4.5 0.58 0.58
J2229+6114 19.4 7.8×10−14 3.00 (hh) 3.3×10−25 Bayesian 3.9(3.7)×10−25 1.2(0.8)×10−26 2.5(1.6)×10−26 3.7(2.3)×1033 4.8(3.0)×10−5 0.077(0.048) −5.0(−5.1) −2.8(−2.9)
 -statistic 5.6×10−25 2.9×10−26 2.1×10−26 3.1×1033 4.0×10−5 0.063 0.55 0.43
5n-vector L L 2.5(1.9)×10−26 3.7(2.8)×1033 4.8(3.6)×10−5 0.077(0.057) L 0.99
J2302+4442c 192.6 1.4×10−20 0.86 (b) 1.5×10−27 Bayesian 1.5×10−26 6.5×10−27 1.4×10−26 5.7×1030 7.4×10−8 8.9 −3.9 −2.0
 -statistic 2.5×10−26 5.6×10−27 1.1×10−26 4.7×1030 6.0×10−8 7.2 0.49 0.49
5n-vector L L L L L L L L
Notes. For references and other notes see Table 2. Values in parentheses are those produced using the restricted orientation priors described in Section 2.2.4.
a For the Bayesian method this column shows the base-10 logarithm of the Bayesian odds, , comparing a coherent signal model at both the l=2, m=1, 2 modes to incoherent signal models. For the  -/ -statistic
method this column shows the false-alarm probability for a signal just at the l=2, m=1 mode, assuming that the 2 value has a χ2 distribution with 4 degrees of freedom and the 2 value has a χ2 distribution with 2
degrees of freedom. For the 5n-vector method this column shows the p-value for a search for a signal at just the l=2, m=1 mode, where the null hypothesis being tested is that the data are consistent with pure
Gaussian noise.
b This is the same as in footnote a, but for all the methods the assumed signal model is from the l=m=2 mode.
c The observed P˙ has been corrected to account for the relative motion between the pulsar and observer.
(This table is available in its entirety in machine-readable form.)
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Table 2
Limits on Gravitational-wave Amplitude and Other Derived Quantities for 188 Pulsars from the Bayesian Analysis
Pulsar Name frot Prot˙ Distance h0sd C2195% C2295% h095% Q2295% ε
95%
h h0
95%
0
sd
m
l
1,2
2 == ml 22 ==
(J2000) (Hz) (s s−1) (kpc) (kg m2)
J0023+0923a 327.8 1.0×10−20 1.10 (a) 1.3×10−27 2.4×10−26 6.8×10−27 1.5×10−26 2.8×1030 3.6×10−8 11 −3.9 −2.2
J0034−0534a 532.7 4.2×10−21 1.35 (b) 8.9×10−28 2.0×10−26 1.2×10−26 2.5×10−26 2.2×1030 2.8×10−8 28 −4.1 −2.1
J0101−6422a 388.6 3.8×10−21 1.00 (b) 9.7×10−28 2.3×10−26 6.2×10−27 1.3×10−26 1.6×1030 2.1×10−8 14 −4.1 −2.3
J0102+4839 337.4 1.1×10−20 2.38 (b) 6.6×10−28 1.9×10−26 9.8×10−27 2.0×10−26 7.6×1030 9.8×10−8 30 −4.0 −1.9
J0218+4232a 430.5 7.7×10−20 3.15 (d) 1.5×10−27 3.1×10−26 1.7×10−26 3.3×10−26 1.0×1031 1.3×10−7 22 −3.0 −1.7
J0248+4230 384.5 1.7×10−20 1.85 (b) 1.1×10−27 2.6×10−26 1.8×10−26 3.2×10−26 7.4×1030 9.5×10−8 29 −3.4 −1.8
J0251+26 393.5 7.6×10−21 1.15 (b) 1.2×10−27 2.0×10−26 8.4×10−27 1.8×10−26 2.4×1030 3.1×10−8 15 −4.0 −2.1
J0308+74 316.8 1.7×10−20 0.38 (b) 5.0×10−27 1.7×10−26 6.9×10−27 1.5×10−26 1.0×1030 1.3×10−8 3 −3.9 −2.2
J0340+4130a 303.1 6.7×10−21 1.60 (b) 7.2×10−28 2.9×10−26 7.8×10−27 1.7×10−26 5.3×1030 6.8×10−8 23 −3.5 −2.1
J0348+0432a 25.6 2.3×10−19 2.10 (e) 9.3×10−28 1.4×10−25 8.8×10−27 1.8×10−26 1.1×1033 1.4×10−5 20 −4.9 −2.6
J0359+5414 12.6 1.7×10−14 L L 7.9×10−24 4.0×10−26 8.6×10−26 L L L −4.8 −2.7
J0407+1607 38.9 7.9×10−20 1.34 (b) 1.1×10−27 4.8×10−26 5.3×10−27 1.1×10−26 1.8×1032 2.4×10−6 11 −4.7 −2.4
J0437−4715a 173.7 1.4×10−20 0.16 (f) 7.9×10−27 1.5×10−26 8.3×10−27 1.6×10−26 1.5×1030 2.0×10−8 2 −4.4 −2.5
J0453+1559a 21.8 1.8×10−19 0.52 (b) 3.1×10−27 1.9×10−25 9.2×10−27 2.1×10−26 4.1×1032 5.3×10−6 6.6 −5.2 −2.8
J0533+67 227.9 1.3×10−20 2.28 (b) 6.0×10−28 1.4×10−26 6.7×10−27 1.4×10−26 1.1×1031 1.5×10−7 24 −3.9 −2.0
J0557+1550 391.2 7.4×10−21 1.83 (b) 7.5×10−28 1.7×10−26 1.0×10−26 2.1×10−26 4.7×1030 6.1×10−8 29 −4.0 −2.0
J0605+37 366.6 4.7×10−21 0.19 (b) 5.6×10−27 2.3×10−26 1.6×10−26 3.1×10−26 8.0×1029 1.0×10−8 5.6 −3.0 −1.3
J0609+2130 18.0 2.4×10−19 0.57 (b) 2.9×10−27 8.9×10−25 1.9×10−26 3.9×10−26 1.3×1033 1.6×10−5 13 −4.6 −2.6
J0610−2100a 259.0 1.1×10−21 3.26 (b) 1.3×10−28 1.7×10−26 6.0×10−27 1.3×10−26 1.2×1031 1.5×10−7 99 −4.0 −2.2
J0613−0200 326.6 8.9×10−21 (g) 0.78 (g) 1.8×10−27 1.7×10−26 1.1×10−26 2.3×10−26 3.1×1030 4.0×10−8 13 −3.9 −1.9
J0614−3329a 317.6 1.8×10−20 0.63 (h) 3.0×10−27 2.4×10−26 1.0×10−26 1.9×10−26 2.1×1030 2.8×10−8 6.2 −3.8 −2.0
J0621+1002a 34.7 4.6×10−20 0.42 (b) 2.4×10−27 7.0×10−26 7.7×10−27 1.6×10−26 1.0×1032 1.3×10−6 6.6 −4.6 −2.3
J0621+25 367.4 2.5×10−20 1.64 (b) 1.5×10−27 2.6×10−26 1.1×10−26 2.5×10−26 5.5×1030 7.1×10−8 17 −3.7 −1.9
J0636+5129a 348.6 3.4×10−21 0.21 (b) 4.2×10−27 1.6×10−26 6.2×10−27 1.4×10−26 4.5×1029 5.8×10−9 3.4 −4.8 −2.3
J0645+5158a 112.9 3.6×10−21 1.20 (a) 4.3×10−28 1.7×10−26 8.5×10−27 1.7×10−26 2.9×1031 3.8×10−7 39 −3.4 −1.5
J0721−2038 64.3 4.4×10−20 2.68 (b) 5.1×10−28 3.2×10−26 7.4×10−27 1.5×10−26 1.7×1032 2.2×10−6 29 −3.6 −1.6
J0737−3039Aa 44.1 1.8×10−18 1.10 (i) 6.5×10−27 5.1×10−26 5.2×10−27 1.1×10−26 1.2×1032 1.5×10−6 1.7 −4.3 −2.3
J0740+6620a 346.5 8.6×10−21 0.40 (a) 3.5×10−27 1.6×10−26 7.9×10−27 1.6×10−26 9.9×1029 1.3×10−8 4.7 −4.9 −2.3
J0751+1807 287.5 6.2×10−21 (g) 1.00 (g) 1.1×10−27 1.6×10−26 5.7×10−27 1.3×10−26 2.8×1030 3.6×10−8 12 −4.1 −2.2
J0900−3144 90.0 5.0×10−20 (g) 0.81 (g) 2.1×10−27 1.6×10−26 5.0×10−27 1.1×10−26 2.0×1031 2.6×10−7 5.1 −5.0 −2.8
J0931−1902a 215.6 3.2×10−21 3.72 (b) 1.8×10−28 1.6×10−26 5.8×10−27 1.3×10−26 1.9×1031 2.4×10−7 71 −3.9 −2.1
J0952−0607 707.3 4.8×10−21 1.74 (b) 8.5×10−28 5.5×10−26 2.7×10−26 5.5×10−26 3.5×1030 4.5×10−8 65 −2.1 −1.1
J0955−61 500.2 1.4×10−20 2.17 (b) 9.9×10−28 3.8×10−26 1.2×10−26 2.6×10−26 4.1×1030 5.3×10−8 26 −3.6 −2.1
J1012+5307 190.3 8.0×10−21 (g) 1.11 (k) 9.0×10−28 1.6×10−26 6.5×10−27 1.3×10−26 7.5×1030 9.7×10−8 15 −3.9 −2.0
J1012−4235 322.5 6.6×10−21 0.37 (b) 3.2×10−27 1.6×10−26 8.9×10−27 1.8×10−26 1.2×1030 1.5×10−8 5.7 −3.9 −1.9
J1017−7156 427.6 1.2×10−21 (kk) 0.70 (l) 8.3×10−28 1.7×10−26 8.9×10−27 1.9×10−26 1.3×1030 1.7×10−8 23 −4.2 −2.2
J1022+1001 60.8 3.0×10−20 (g) 1.09 (g) 1.0×10−27 3.5×10−26 5.8×10−27 1.2×10−26 6.5×1031 8.4×10−7 12 −4.0 −2.0
J1024−0719b 193.7 L 1.08 (g) L 1.7×10−26 8.5×10−27 1.7×10−26 9.0×1030 1.2×10−7 L −3.7 −1.9
J1035−6720b 348.2 L 1.46 (b) L 1.9×10−26 6.8×10−27 1.5×10−26 3.2×1030 4.2×10−8 L −4.7 −2.3
J1036−8317 293.4 3.1×10−20 0.93 (b) 2.6×10−27 2.2×10−26 8.1×10−27 1.7×10−26 3.4×1030 4.4×10−8 6.6 −3.7 −2.0
J1038+0032 34.7 6.7×10−20 5.94 (b) 2.1×10−28 6.5×10−26 6.6×10−27 1.4×10−26 1.3×1033 1.6×10−5 68 −4.7 −2.4
J1055−6028 10.0 3.0×10−14 3.83 (b) 1.1×10−25 8.4×10−23 1.2×10−25 2.0×10−25 1.4×1035 1.8×10−3 1.8 −1.8 −3.0
J1124−3653 415.0 6.0×10−21 1.05 (b) 1.2×10−27 3.1×10−26 6.9×10−27 1.6×10−26 1.8×1030 2.4×10−8 14 −3.7 −2.2
J1125+7819b 238.0 L 0.88 (b) L 2.1×10−26 4.7×10−27 1.0×10−26 2.9×1030 3.7×10−8 L −3.8 −2.2
J1125−5825 322.4 5.9×10−20 (kk) 1.74 (b) 2.0×10−27 2.0×10−26 1.0×10−26 2.0×10−26 6.1×1030 7.8×10−8 9.8 −3.8 −1.9
J1137+7528 398.0 3.2×10−21 3.81 (b) 2.4×10−28 2.4×10−26 7.8×10−27 1.6×10−26 7.1×1030 9.2×10−8 67 −3.8 −2.2
J1142+0119 197.0 1.5×10−20 2.18 (b) 6.4×10−28 3.1×10−26 1.0×10−26 2.4×10−26 2.5×1031 3.2×10−7 38 −2.8 −1.3
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(Continued)
Pulsar Name frot Prot˙ Distance h0sd C2195% C2295% h095% Q2295% ε
95%
h h0
95%
0
sd
m
l
1,2
2 == ml 22 ==
(J2000) (Hz) (s s−1) (kpc) (kg m2)
J1207−5050 206.5 6.1×10−21 1.27 (b) 7.1×10−28 1.5×10−26 5.4×10−27 1.1×10−26 6.1×1030 7.9×10−8 16 −3.9 −2.1
J1231−1411a 271.5 8.2×10−21 0.42 (b) 2.9×10−27 1.9×10−26 7.9×10−27 1.7×10−26 1.7×1030 2.3×10−8 5.8 −3.7 −1.9
J1300+1240a 160.8 3.1×10−20 0.60 (m) 3.0×10−27 2.3×10−26 5.5×10−27 1.2×10−26 5.2×1030 6.7×10−8 4.1 −3.7 −2.1
J1301+0833 542.4 1.1×10−20 1.23 (b) 1.6×10−27 2.7×10−26 2.0×10−26 4.3×10−26 3.3×1030 4.3×10−8 28 −3.6 −1.9
J1302−32 265.2 6.6×10−21 1.49 (b) 7.1×10−28 2.0×10−26 6.2×10−27 1.3×10−26 4.9×1030 6.3×10−8 18 −3.9 −2.2
J1311−3430 390.6 2.1×10−20 2.43 (b) 9.5×10−28 1.8×10−26 1.3×10−26 2.8×10−26 8.0×1030 1.0×10−7 29 −3.7 −1.7
J1312+0051 236.5 1.8×10−20 1.47 (b) 1.1×10−27 1.9×10−26 6.8×10−27 1.4×10−26 6.9×1030 8.9×10−8 13 −3.8 −2.0
J1327−0755b 373.4 L 1.70 (n) L 1.6×10−26 8.7×10−27 1.8×10−26 4.1×1030 5.3×10−8 L −4.0 −2.1
J1446−4701 455.6 9.7×10−21 (kk) 1.57 (b) 1.1×10−27 2.7×10−26 1.4×10−26 2.9×10−26 4.0×1030 5.2×10−8 27 −3.6 −1.9
J1453+1902a 172.6 9.1×10−21 1.27 (b) 8.0×10−28 1.9×10−26 8.3×10−27 1.6×10−26 1.2×1031 1.6×10−7 20 −4.1 −2.4
J1455−3330 125.2 2.3×10−20 (g) 0.80 (g) 1.7×10−27 2.1×10−26 5.2×10−27 1.0×10−26 9.5×1030 1.2×10−7 5.9 −3.8 −2.0
J1513−2550 471.9 2.1×10−20 3.97 (b) 6.5×10−28 1.7×10−26 8.6×10−27 1.9×10−26 6.2×1030 8.0×10−8 29 −4.3 −2.2
J1514−4946a 278.6 1.2×10−20 0.91 (b) 1.6×10−27 1.4×10−26 6.2×10−27 1.4×10−26 2.9×1030 3.8×10−8 8.6 −4.0 −2.1
J1518+4904a 24.4 2.3×10−20 0.96 (b) 6.3×10−28 2.0×10−25 8.2×10−27 1.8×10−26 5.2×1032 6.8×10−6 28 −4.8 −2.8
J1528−3146 16.4 2.5×10−19 0.77 (b) 2.1×10−27 1.6×10−24 1.8×10−26 3.7×10−26 1.9×1033 2.5×10−5 18 −4.5 −2.6
J1536−4948 324.7 2.1×10−20 0.98 (b) 2.2×10−27 2.0×10−26 8.8×10−27 2.0×10−26 3.5×1030 4.5×10−8 9.5 −3.7 −2.0
J1537+1155a 26.4 2.4×10−18 1.05 (p) 6.1×10−27 1.3×10−25 7.4×10−27 1.6×10−26 4.3×1032 5.5×10−6 2.6 −4.9 −2.7
J1544+4937 463.1 2.9×10−21 2.99 (b) 3.1×10−28 1.8×10−26 1.0×10−26 2.2×10−26 5.5×1030 7.1×10−8 69 −4.0 −2.1
J1551−0658 141.0 2.0×10−20 1.32 (b) 1.0×10−27 2.4×10−26 1.1×10−26 2.1×10−26 2.5×1031 3.3×10−7 20 −3.0 −1.5
J1552+5437 411.9 2.8×10−21 2.64 (b) 3.3×10−28 2.7×10−26 9.1×10−27 1.8×10−26 5.3×1030 6.8×10−8 56 −3.5 −2.1
J1600−3053 277.9 8.6×10−21 (g) 1.49 (g) 8.4×10−28 1.8×10−26 6.6×10−27 1.4×10−26 4.9×1030 6.3×10−8 17 −4.0 −2.2
J1603−7202a 67.4 1.4×10−20 0.53 (f) 1.5×10−27 3.3×10−26 5.1×10−27 1.0×10−26 2.1×1031 2.8×10−7 6.7 −3.7 −2.1
J1614−2230a 317.4 3.5×10−21 0.67 (a) 1.3×10−27 1.8×10−26 1.2×10−26 2.4×10−26 2.9×1030 3.8×10−8 19 −3.4 −1.6
J1618−3921 83.4 5.4×10−20 5.52 (b) 3.1×10−28 2.3×10−26 4.2×10−27 9.1×10−27 1.3×1032 1.7×10−6 29 −4.0 −2.1
J1623−2631c 90.3 8.8×10−20 1.80 (q) 1.3×10−27 2.7×10−26 4.1×10−27 8.9×10−27 3.6×1031 4.6×10−7 7 −3.7 −2.1
J1623−5005 11.8 4.2×10−15 L L 1.0×10−23 7.4×10−26 1.5×10−25 L L L −3.9 −2.3
J1628−3205 311.4 1.3×10−20 1.22 (b) 1.3×10−27 1.6×10−26 8.4×10−27 1.7×10−26 4.0×1030 5.2×10−8 13 −4.0 −2.1
J1630+37 301.4 1.1×10−20 1.18 (b) 1.2×10−27 1.6×10−26 1.6×10−26 3.3×10−26 7.7×1030 1.0×10−7 27 −3.3 −1.4
J1640+2224a 316.1 1.3×10−21 1.52 (r) 3.4×10−28 2.6×10−26 9.9×10−27 1.9×10−26 5.3×1030 6.9×10−8 57 −3.5 −2.0
J1643−1224 216.4 1.8×10−20 (g) 0.76 (g) 2.1×10−27 1.8×10−26 5.9×10−27 1.2×10−26 3.7×1030 4.8×10−8 5.9 −3.9 −2.1
J1653−2054 242.2 1.1×10−20 2.63 (b) 5.0×10−28 1.5×10−26 6.1×10−27 1.3×10−26 1.1×1031 1.4×10−7 26 −3.9 −2.1
J1658−5324a 410.0 1.1×10−20 0.88 (b) 1.9×10−27 1.4×10−26 2.4×10−26 4.9×10−26 4.7×1030 6.0×10−8 25 −2.6 −0.7
J1710+49 310.5 1.8×10−20 0.51 (b) 3.8×10−27 2.0×10−26 5.6×10−27 1.2×10−26 1.2×1030 1.6×10−8 3.3 −4.1 −2.3
J1713+0747 218.8 8.1×10−21 (g) 1.11 (g) 9.7×10−28 1.8×10−26 8.4×10−27 1.7×10−26 7.0×1030 9.1×10−8 17 −3.5 −1.8
J1719−1438b 172.7 L 0.34 (b) L 1.7×10−26 7.4×10−27 1.5×10−26 3.1×1030 4.0×10−8 L −4.3 −2.5
J1721−2457b 286.0 L 1.37 (b) L 1.6×10−26 7.2×10−27 1.5×10−26 4.7×1030 6.0×10−8 L −4.0 −2.1
J1727−2946a 36.9 2.4×10−19 1.88 (b) 1.3×10−27 1.0×10−25 8.0×10−27 1.8×10−26 4.6×1032 5.9×10−6 14 −4.0 −2.2
J1729−2117 15.1 1.7×10−19 0.97 (b) 1.3×10−27 2.0×10−24 3.7×10−26 7.6×10−26 5.9×1033 7.7×10−5 57 −4.1 −2.1
J1730−2304 123.1 1.0×10−20 (g) 0.90 (g) 9.9×10−28 2.0×10−26 4.4×10−27 9.3×10−27 1.0×1031 1.3×10−7 9.4 −3.8 −2.1
J1732−5049a 188.2 1.2×10−20 4.22 (s) 2.8×10−28 1.4×10−26 5.0×10−27 1.1×10−26 2.3×1031 3.0×10−7 37 −4.1 −2.2
J1738+0333 170.9 2.2×10−20 (t) 1.47 (t) 1.1×10−27 1.5×10−26 4.8×10−27 1.0×10−26 9.3×1030 1.2×10−7 9.5 −4.6 −2.7
J1741+1351a 266.9 2.9×10−20 1.08 (u) 2.1×10−27 2.0×10−26 1.1×10−26 2.2×10−26 6.0×1030 7.8×10−8 11 −3.3 −1.5
J1744−1134 245.4 7.0×10−21 (g) 0.42 (g) 2.5×10−27 2.1×10−26 1.3×10−26 2.5×10−26 3.2×1030 4.1×10−8 10 −2.7 −1.1
J1744−7619b 213.3 L L L 1.3×10−26 6.6×10−27 1.4×10−26 L L L −4.0 −2.0
J1745+1017a 377.1 2.2×10−21 1.21 (b) 6.0×10−28 1.6×10−26 7.4×10−27 1.6×10−26 2.5×1030 3.3×10−8 27 −4.1 −2.3
J1747−4036a 607.7 1.1×10−20 7.15 (b) 2.9×10−28 2.9×10−26 1.2×10−26 2.6×10−26 9.3×1030 1.2×10−7 90 −3.9 −2.1
J1748−2446Ac 86.5 9.2×10−20 5.50 (v) 4.1×10−28 2.1×10−26 6.9×10−27 1.4×10−26 1.8×1032 2.4×10−6 33 −3.8 −1.8
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(Continued)
Pulsar Name frot Prot˙ Distance h0sd C2195% C2295% h095% Q2295% ε
95%
h h0
95%
0
sd
m
l
1,2
2 == ml 22 ==
(J2000) (Hz) (s s−1) (kpc) (kg m2)
J1748−30b 103.3 L 13.81 (b) L 3.5×10−26 6.6×10−27 1.4×10−26 3.3×1032 4.3×10−6 L −3.0 −1.8
J1750−2536 28.8 8.1×10−20 3.22 (b) 3.8×10−28 1.2×10−25 1.1×10−26 2.0×10−26 1.4×1033 1.8×10−5 52 −4.6 −2.4
J1751−2857a 255.4 1.0×10−20 1.09 (b) 1.2×10−27 1.5×10−26 8.5×10−27 1.8×10−26 5.5×1030 7.2×10−8 15 −3.8 −2.0
J1753−1914 15.9 2.0×10−18 2.91 (b) 1.6×10−27 1.9×10−24 2.3×10−26 4.7×10−26 9.9×1033 1.3×10−4 30 −4.5 −2.7
J1753−2240 10.5 9.7×10−19 3.23 (b) 8.0×10−28 2.2×10−23 1.6×10−25 3.2×10−25 1.7×1035 2.2×10−3 410 −4.0 −2.2
J1756−2251a 35.1 1.0×10−18 0.73 (w) 6.6×10−27 5.7×10−26 7.1×10−27 1.5×10−26 1.6×1032 2.1×10−6 2.3 −4.8 −2.3
J1757−27 56.5 2.1×10−19 8.12 (b) 3.4×10−28 3.4×10−26 7.2×10−27 1.4×10−26 6.3×1032 8.2×10−6 40 −4.1 −2.0
J1801−1417a 275.9 3.8×10−21 1.10 (b) 7.5×10−28 2.0×10−26 8.1×10−27 1.8×10−26 4.7×1030 6.1×10−8 24 −3.7 −1.9
J1801−3210b 134.2 L 6.12 (b) L 1.3×10−26 4.1×10−27 9.0×10−27 5.6×1031 7.2×10−7 L −4.1 −2.1
J1802−2124 79.1 7.2×10−20 (g) 0.64 (g) 3.0×10−27 2.5×10−26 4.4×10−27 9.4×10−27 1.8×1031 2.3×10−7 3.1 −4.0 −2.1
J1804−0735c 43.3 1.8×10−19 7.80 (x) 2.9×10−28 4.4×10−26 6.4×10−27 1.3×10−26 1.0×1033 1.3×10−5 45 −4.7 −2.3
J1804−2717a 107.0 3.5×10−20 0.80 (b) 1.9×10−27 1.8×10−26 4.7×10−27 9.8×10−27 1.2×1031 1.6×10−7 5 −3.8 −2.0
J1807−2459Ac 326.9 2.4×10−20 2.79 (y) 8.1×10−28 1.8×10−26 2.1×10−26 4.2×10−26 2.0×1031 2.6×10−7 52 −2.5 −0.5
J1810+1744 601.4 4.5×10−21 2.36 (b) 5.6×10−28 2.0×10−26 1.6×10−26 3.5×10−26 4.2×1030 5.4×10−8 63 −4.0 −1.9
J1810−2005a 30.5 5.3×10−20 3.51 (b) 2.9×10−28 2.0×10−25 6.3×10−27 1.6×10−26 1.1×1033 1.5×10−5 56 −3.9 −2.6
J1811−2405 375.9 1.3×10−20 (kk) 1.83 (b) 9.7×10−28 2.0×10−26 1.0×10−26 2.1×10−26 4.9×1030 6.3×10−8 21 −3.9 −2.1
J1813−2621b 225.7 L 3.01 (b) L 1.6×10−26 5.1×10−27 1.1×10−26 1.2×1031 1.5×10−7 L −4.0 −2.1
J1816+4510a 313.2 4.3×10−20 4.36 (b) 6.8×10−28 1.9×10−26 7.0×10−27 1.4×10−26 1.1×1031 1.5×10−7 21 −3.9 −2.1
J1823−3021A 183.8 3.4×10−18 8.40 (aa) 2.4×10−27 2.7×10−26 9.7×10−27 2.0×10−26 9.3×1031 1.2×10−6 8.6 −2.6 −1.1
J1824−2452A 327.4 1.6×10−18 5.10 (bb) 3.6×10−27 2.3×10−26 1.0×10−26 2.0×10−26 1.7×1031 2.3×10−7 5.5 −3.9 −2.0
J1825−0319 219.6 6.8×10−21 3.86 (b) 2.6×10−28 2.3×10−26 7.9×10−27 1.5×10−26 2.2×1031 2.9×10−7 60 −3.5 −1.9
J1827−0849 445.9 1.1×10−20 L L 2.2×10−26 9.6×10−27 2.1×10−26 L L L −4.0 −2.2
J1832−0836b 367.8 L 2.50 (a) L 2.2×10−26 6.9×10−27 1.4×10−26 4.8×1030 6.3×10−8 L −4.1 −2.3
J1840−0643 28.1 2.2×10−16 5.01 (b) 1.3×10−26 9.1×10−26 1.8×10−26 3.5×10−26 4.0×1033 5.2×10−5 2.8 −3.5 −1.2
J1841+0130 33.6 8.2×10−18 4.23 (b) 3.2×10−27 7.3×10−26 6.4×10−27 1.4×10−26 9.6×1032 1.2×10−5 4.4 −4.6 −2.4
J1843−1113 541.8 9.4×10−21 (g) 1.48 (s) 1.2×10−27 2.2×10−26 2.2×10−26 4.6×10−26 4.2×1030 5.5×10−8 37 −3.6 −1.6
J1844+0115 238.9 1.1×10−20 4.36 (b) 3.0×10−28 1.4×10−26 6.2×10−27 1.3×10−26 1.9×1031 2.4×10−7 45 −4.0 −2.1
J1850+0124 280.9 1.1×10−20 3.39 (b) 4.2×10−28 1.8×10−26 7.5×10−27 1.6×10−26 1.3×1031 1.6×10−7 39 −3.8 −2.1
J1853+1303a 244.4 8.7×10−21 1.32 (b) 8.9×10−28 2.5×10−26 9.8×10−27 2.2×10−26 8.9×1030 1.1×10−7 25 −3.4 −1.8
J1855−1436 278.2 1.1×10−20 5.15 (b) 2.7×10−28 2.3×10−26 1.0×10−26 2.0×10−26 2.5×1031 3.2×10−7 74 −3.4 −1.8
J1857+0943 186.5 1.7×10−20 (g) 1.10 (g) 1.3×10−27 1.3×10−26 4.5×10−27 1.0×10−26 5.8×1030 7.6×10−8 7.7 −4.2 −2.2
J1858−2216 419.5 3.9×10−21 0.92 (b) 1.1×10−27 2.4×10−26 8.7×10−27 1.9×10−26 1.8×1030 2.4×10−8 17 −3.8 −2.1
J1900+0308 203.7 5.9×10−21 4.80 (b) 1.8×10−28 2.1×10−26 5.0×10−27 1.1×10−26 2.3×1031 2.9×10−7 58 −3.8 −2.2
J1902−5105a 573.9 8.7×10−21 1.65 (b) 1.1×10−27 2.1×10−26 1.4×10−26 2.9×10−26 2.7×1030 3.5×10−8 27 −4.1 −2.1
J1903+0327a 465.1 2.0×10−20 6.11 (b) 4.0×10−28 2.5×10−26 9.7×10−27 2.1×10−26 1.1×1031 1.4×10−7 52 −3.9 −2.1
J1903−7051a 277.9 7.7×10−21 0.93 (b) 1.3×10−27 2.0×10−26 7.2×10−27 1.6×10−26 3.5×1030 4.5×10−8 13 −3.7 −2.0
J1904+0412 14.1 1.1×10−19 4.58 (b) 2.2×10−28 3.6×10−24 4.3×10−26 7.9×10−26 3.3×1034 4.3×10−4 360 −4.3 −2.3
J1904+0451 164.1 5.7×10−21 4.40 (b) 1.8×10−28 1.5×10−26 4.9×10−27 1.1×10−26 3.2×1031 4.1×10−7 60 −4.2 −2.3
J1905+0400a 264.2 4.2×10−21 1.06 (b) 8.0×10−28 1.4×10−26 8.3×10−27 1.8×10−26 4.9×1030 6.4×10−8 22 −3.9 −1.9
J1908+2105 390.0 1.4×10−20 2.58 (b) 7.3×10−28 2.5×10−26 1.3×10−26 2.5×10−26 7.7×1030 9.9×10−8 34 −3.4 −1.9
J1909−3744 339.3 2.7×10−21 (g) 1.15 (g) 6.7×10−28 2.5×10−26 1.6×10−26 3.2×10−26 5.8×1030 7.5×10−8 47 −3.1 −1.3
J1910+1256 200.7 9.3×10−21 (g) 1.16 (s) 9.5×10−28 2.5×10−26 5.5×10−27 1.2×10−26 6.4×1030 8.3×10−8 13 −3.5 −2.1
J1910−5959Ac 306.2 2.6×10−20 4.50 (ee) 5.0×10−28 1.9×10−26 6.3×10−27 1.4×10−26 1.2×1031 1.6×10−7 27 −4.1 −2.2
J1910−5959Cc 189.5 4.2×10−20 4.50 (ee) 5.0×10−28 1.6×10−26 4.9×10−27 1.1×10−26 2.4×1031 3.1×10−7 21 −3.9 −2.2
J1910−5959Dc 110.7 7.2×10−20 4.50 (ee) 5.0×10−28 2.2×10−26 5.3×10−27 1.2×10−26 7.7×1031 1.0×10−6 23 −3.4 −1.9
J1911+1347a 216.2 1.7×10−20 1.36 (b) 1.1×10−27 1.5×10−26 5.2×10−27 1.2×10−26 6.1×1030 7.9×10−8 10 −4.0 −2.1
J1911−1114a 275.8 1.1×10−20 1.07 (b) 1.3×10−27 1.7×10−26 1.1×10−26 2.2×10−26 5.6×1030 7.2×10−8 16 −3.5 −1.6
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Pulsar Name frot Prot˙ Distance h0sd C2195% C2295% h095% Q2295% ε
95%
h h0
95%
0
sd
m
l
1,2
2 == ml 22 ==
(J2000) (Hz) (s s−1) (kpc) (kg m2)
J1914+0659 54.0 3.1×10−20 8.47 (b) 1.2×10−28 2.7×10−26 4.3×10−27 9.1×10−27 4.8×1032 6.2×10−6 74 −4.7 −2.2
J1915+1606a 16.9 8.6×10−18 5.25 (b) 1.9×10−27 1.2×10−24 1.6×10−26 3.1×10−26 1.0×1034 1.4×10−4 17 −5.8 −2.7
J1918−0642a 130.8 2.4×10−20 1.10 (a) 1.3×10−27 1.9×10−26 7.0×10−27 1.5×10−26 1.7×1031 2.2×10−7 11 −3.6 −1.7
J1921+0137 400.6 1.9×10−20 5.06 (b) 4.4×10−28 4.1×10−26 9.1×10−27 1.7×10−26 1.0×1031 1.3×10−7 40 −2.9 −2.1
J1923+2515a 264.0 7.0×10−21 1.20 (b) 9.1×10−28 1.9×10−26 5.7×10−27 1.3×10−26 4.0×1030 5.1×10−8 14 −4.0 −2.2
J1932+17 23.9 4.1×10−19 2.07 (b) 1.2×10−27 2.1×10−25 2.0×10−26 4.0×10−26 2.6×1033 3.4×10−5 32 −4.0 −2.0
J1939+2134 641.9 1.1×10−19 (g) 3.27 (g) 2.0×10−27 2.7×10−26 2.3×10−26 4.6×10−26 6.6×1030 8.6×10−8 23 −3.3 −1.4
J1943+2210 196.7 8.8×10−21 6.78 (b) 1.6×10−28 1.8×10−26 6.3×10−27 1.4×10−26 4.3×1031 5.6×10−7 86 −3.8 −2.0
J1944+0907a 192.9 3.8×10−21 1.22 (b) 5.7×10−28 2.2×10−26 1.2×10−26 2.2×10−26 1.3×1031 1.7×10−7 38 −2.7 −1.3
J1946+3417b 315.4 L 6.97 (b) L 2.0×10−26 6.4×10−27 1.4×10−26 1.8×1031 2.3×10−7 L −4.0 −2.1
J1946−5403 368.9 2.7×10−21 1.15 (b) 7.0×10−28 1.9×10−26 7.8×10−27 1.7×10−26 2.6×1030 3.4×10−8 24 −4.0 −2.1
J1950+2414 232.3 1.9×10−20 7.27 (b) 2.3×10−28 1.6×10−26 9.7×10−27 1.9×10−26 4.8×1031 6.2×10−7 83 −3.5 −1.6
J1955+2527a 205.2 1.1×10−20 8.18 (b) 1.5×10−28 1.7×10−26 8.1×10−27 1.7×10−26 5.9×1031 7.6×10−7 110 −3.5 −1.8
J1955+2908a 163.0 3.1×10−20 6.30 (b) 2.9×10−28 2.1×10−26 5.9×10−27 1.3×10−26 5.7×1031 7.4×10−7 46 −3.7 −2.1
J1959+2048a 622.1 1.1×10−20 1.73 (b) 1.2×10−27 2.8×10−26 1.2×10−26 2.5×10−26 2.1×1030 2.7×10−8 21 −4.1 −2.2
J2007+2722 40.8 9.6×10−19 7.10 (b) 7.1×10−28 5.7×10−26 1.2×10−26 2.2×10−26 1.7×1033 2.2×10−5 30 −3.7 −1.5
J2010−1323a 191.5 4.0×10−21 1.16 (b) 6.1×10−28 3.0×10−26 9.1×10−27 2.1×10−26 1.2×1031 1.6×10−7 34 −2.9 −1.7
J2017+0603a 345.3 8.0×10−21 1.40 (b) 9.6×10−28 2.4×10−26 1.3×10−26 2.7×10−26 5.8×1030 7.5×10−8 28 −4.0 −1.6
J2017−1614 432.1 2.4×10−21 1.44 (b) 5.7×10−28 1.7×10−26 1.4×10−26 3.0×10−26 4.2×1030 5.4×10−8 52 −3.7 −1.7
J2019+2425a 254.2 1.6×10−21 1.16 (b) 4.4×10−28 2.8×10−26 1.4×10−26 3.3×10−26 1.1×1031 1.4×10−7 75 −3.3 −1.7
J2033+1734a 168.1 8.4×10−21 1.74 (b) 5.5×10−28 1.4×10−26 7.8×10−27 1.6×10−26 1.8×1031 2.3×10−7 28 −3.9 −2.0
J2042+0246 220.6 1.4×10−20 0.64 (b) 2.2×10−27 2.1×10−26 6.9×10−27 1.4×10−26 3.3×1030 4.2×10−8 6.1 −3.6 −2.0
J2043+1711a 420.2 4.1×10−21 1.60 (a) 6.6×10−28 2.6×10−26 1.1×10−26 2.2×10−26 3.7×1030 4.8×10−8 34 −3.9 −2.1
J2045+3633a 31.6 6.0×10−19 5.63 (b) 6.2×10−28 5.3×10−26 9.9×10−27 2.1×10−26 2.1×1033 2.8×10−5 33 −4.8 −2.3
J2047+1053 233.3 2.1×10−20 2.79 (b) 6.4×10−28 3.4×10−26 6.1×10−27 1.3×10−26 1.3×1031 1.6×10−7 21 −3.1 −2.1
J2051−0827a 221.8 1.2×10−20 1.47 (b) 9.0×10−28 1.9×10−26 8.4×10−27 1.7×10−26 9.4×1030 1.2×10−7 19 −3.6 −1.8
J2052+1218 503.7 6.7×10−21 3.92 (b) 3.8×10−28 2.0×10−26 9.6×10−27 2.1×10−26 6.0×1030 7.7×10−8 56 −4.1 −2.3
J2053+4650a 79.5 1.7×10−19 3.81 (b) 7.8×10−28 1.9×10−26 5.4×10−27 1.1×10−26 1.3×1032 1.6×10−6 15 −4.1 −1.9
J2129+1210Ac 9.0 8.8×10−19 10.00 (ff) 2.3×10−28 L L 7.2×10−25 1.6×1036 2.1×10−2 3200 −2.5 −1.9
J2129+1210Bc 17.8 4.4×10−19 10.00 (ff) 2.3×10−28 8.9×10−25 1.4×10−26 2.9×10−26 1.7×1034 2.2×10−4 130 −4.9 −2.9
J2129+1210Cc 32.8 2.4×10−19 10.00 (ff) 2.3×10−28 7.2×10−26 8.5×10−27 1.7×10−26 2.9×1033 3.7×10−5 75 −4.8 −2.4
J2129+1210Dc 208.2 3.8×10−20 10.00 (ff) 2.3×10−28 1.7×10−26 8.5×10−27 1.8×10−26 7.5×1031 9.7×10−7 78 −3.6 −1.9
J2129+1210Ec 215.0 3.7×10−20 10.00 (ff) 2.3×10−28 1.9×10−26 7.2×10−27 1.5×10−26 5.9×1031 7.6×10−7 66 −3.8 −2.0
J2145−0750 62.3 2.9×10−20 (g) 0.65 (g) 1.7×10−27 2.7×10−26 6.9×10−27 1.4×10−26 4.4×1031 5.7×10−7 8.7 −4.1 −1.8
J2205+60 414.0 2.0×10−20 3.53 (b) 6.5×10−28 1.8×10−26 1.1×10−26 2.4×10−26 8.9×1030 1.2×10−7 36 −4.0 −1.9
J2214+3000a 320.6 1.3×10−20 0.60 (a) 2.7×10−27 2.0×10−26 1.3×10−26 2.6×10−26 2.8×1030 3.6×10−8 9.5 −3.5 −1.7
J2222−0137 30.5 4.1×10−21 (gg) 0.27 (gg) 1.1×10−27 8.6×10−26 1.1×10−26 2.2×10−26 1.1×1032 1.5×10−6 20 −4.7 −2.3
J2229+2643a 335.8 1.4×10−21 1.80 (b) 3.1×10−28 3.2×10−26 1.1×10−26 2.3×10−26 6.6×1030 8.5×10−8 72 −3.2 −1.8
J2234+0611a 279.6 3.6×10−21 1.50 (a) 5.4×10−28 2.0×10−26 8.9×10−27 1.8×10−26 6.4×1030 8.3×10−8 34 −3.7 −1.9
J2234+0944a 275.7 1.3×10−20 0.80 (a) 1.9×10−27 1.7×10−26 7.7×10−27 1.6×10−26 3.1×1030 4.0×10−8 8.2 −3.9 −2.0
J2235+1506a 16.7 9.2×10−20 1.54 (b) 6.5×10−28 1.5×10−24 3.3×10−26 6.2×10−26 6.2×1033 8.0×10−5 95 −3.4 −1.9
J2241−5236 457.3 6.6×10−21 0.96 (b) 1.5×10−27 2.5×10−26 8.8×10−27 2.0×10−26 1.6×1030 2.1×10−8 13 −4.1 −2.2
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Table 2
(Continued)
Pulsar Name frot Prot˙ Distance h0sd C2195% C2295% h095% Q2295% ε
95%
h h0
95%
0
sd
m
l
1,2
2 == ml 22 ==
(J2000) (Hz) (s s−1) (kpc) (kg m2)
J2256−1024 435.8 1.1×10−20 1.33 (b) 1.3×10−27 2.6×10−26 1.2×10−26 2.3×10−26 2.9×1030 3.8×10−8 17 −3.7 −2.1
J2310−0555 382.8 5.0×10−21 1.55 (b) 7.2×10−28 1.9×10−26 9.7×10−27 2.0×10−26 3.9×1030 5.0×10−8 28 −4.0 −2.1
J2317+1439 290.3 3.5×10−21 (g) 1.01 (g) 8.0×10−28 1.5×10−26 1.2×10−26 2.6×10−26 5.6×1030 7.2×10−8 32 −3.6 −1.6
J2322+2057 208.0 4.4×10−22 (ii) 0.23 (ii) 1.1×10−27 2.1×10−26 6.2×10−27 1.3×10−26 1.3×1030 1.6×10−8 12 −3.7 −2.0
J2339−0533a 346.7 6.9×10−21 1.10 (jj) 1.1×10−27 2.2×10−26 8.1×10−27 1.8×10−26 2.9×1030 3.8×10−8 15 −4.9 −2.4
Notes. The information in Table 2 is available in the machine readable version of Table 1.
a The observed P˙ has been corrected to account for the relative motion between the pulsar and observer.
b The corrected pulsar P˙ value is negative, so no value is given and no spin-down limit has been calculated.
c This is a globular cluster pulsar for which a proxy period derivative has been derived assuming a characteristic age of 109 yr and a braking index of n=5.
References.The following is a list of references for pulsar distances and intrinsic period derivatives, and they should be consulted for information on the associated uncertainties on these quantities: (a) Arzoumanian
et al. (2018), (b) Yao et al. (2017), (c) Kothes (2013), (d) Verbiest & Lorimer (2014), (e) Antoniadis et al. (2013), (f) Reardon et al. (2016), (g) Desvignes et al. (2016), (h) Bassa et al. (2016), (i) Deller et al. (2009),
(j) Dodson et al. (2003), (k) Mingarelli, private communication, (l) Abbott et al. (2017a), (m) Verbiest et al. (2012), (n) Boyles et al. (2013), (o) Halpern et al. (2013), (p) Fonseca et al. (2014), (q) Braga et al. (2015),
(r) Vigeland et al. (2018), (s) Mingarelli et al. (2018), (t) Freire et al. (2012), (u) Espinoza et al. (2013), (v) Ortolani et al. (2007), (w) Ferdman et al. (2014), (x) Harris (1996), (y) Valenti et al. (2010), (z) Marelli et al.
(2014), (aa) Valenti et al. (2007), (bb) Rees & Cudworth (1991), (cc) Wang (2011), (dd) Gotthelf et al. (2011), (ee) Gratton et al. (2003), (ff) McNamara et al. (2004), (gg) Deller et al. (2013), (hh) Halpern et al. (2001),
(ii) Spiewak et al. (2018), (jj) Romani & Shaw (2011), (kk) Ng et al. (2014).
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3. Results
For each pulsar the results presented here are from analyses
coherently combining the data from both the LIGO detectors.
As described below, we see no strong evidence for a
gravitational-wavesignal from any pulsar, so we therefore
cast our results in terms of upper limits on the gravitational-
waveamplitude. These limits are subject to the uncertainties
from the detector calibration as described in Section 2.1, as
well as statistical uncertainties that are dependent on the
particular analysis method used. For the Bayesian analysis,
statistical uncertainties on the 95% credible upper limits are on
the order of 1% (see Figure 12 of Pitkin et al. 2017). For the
5n-vector method the statistical uncertainty on the upper limits
is of the order of 1%–5%, depending on the pulsar.
For all pulsars, we present the results of our analyses in
terms of several quantities. For the searches including data at
both once and twice the rotation frequency and searching for a
signal from both the l=2, m=1, 2 modes we present the
inferred limits on the C21 and C22 amplitude parameters given
in Equations (1) and (2). For the searches looking only for
emission from the l=m=2 mode we present limits on the
signal’s gravitational-wavestrain h0. For the Bayesian search
these limits are 95% credible upper bounds derived from the
posterior probability distributions. For the 5n-vector pipeline
the upper limits are obtained with a hybrid frequentist/
Bayesian approach, described in Appendix D, consisting in
evaluating the posterior probability distribution of the signal
amplitude H0, conditioned to the measured value of a detection
statistic, and converting it to a 95% credible upper limit on h0
or C21 (see Section 1.3, Appendix E, and Aasi et al. 2014, for
more details.) Upper limits have been computed assuming both
ﬂat and, when information from electromagnetic observation is
available, restricted priors on the polarization parameters, as
detailed in Section 2.2.4 and Appendix B.
For the purely l=m=2 mode search, we are able to
convert these limits into equivalent limits on several derived
quantities. In cases where we have an estimate for the pulsar
distance (see Section 2.2 and Tables 1 and 2) h0 can be
converted directly into a limit on the Q22 mass quadrupole (see
Equation (5)). Under the assumption of a ﬁducial principal
moment of inertia of I 10 kg mzz
fid 38 2= this can also place a
limit on the ﬁducial ellipticity ε. When we also have a reliable
estimate of the intrinsic period derivative, the spin-down limit
h0
sd can be calculated (see Equation (9)) and the ratio of
the observed limits on h0 to this value, h h0
95%
0
sd, is shown (the
square of this value gives the ratio of the limit on the
gravitational-waveluminosity to the spin-down luminosity of
the pulsar).
For the Bayesian method, an odds value giving a ratio of
probabilities is also calculated (the base-10 logarithm of which
we denote as, which is equivalent to log 10 S I from Abbott
et al. 2017a), where the numerator is the probability of the data
being consistent with a coherent signal model in both detectors
and the denominator is the probability of an incoherent signal
present in both detectors or Gaussian noise in one detector and
a signal in the other or Gaussian noise being present in both
detectors (see Appendix A.3 in Abbott et al. 2017a or
Section 2.6 of Pitkin et al. 2017 for more details). These odds
can be used to assess when the coherent signal model is favored
by the data. The values of  for each pulsar are shown in
Tables 1 (where it is the value given in the “Statistic” column
for the Bayesian search) and 2, but in all cases the values are
negative, indicating no pulsars for which the coherent signal
model is favored. Also, examination of the posterior probability
distributions for the amplitude parameters shows that none are
signiﬁcantly disjoint from the probability of the amplitude
being zero.
In the 5n-vector search the signiﬁcance of each analysis is
expressed through a p-value, which is a measure of how
compatible the data are with pure noise. It is obtained by
empirically computing the noise-only distribution of the
detection statistic, over an off-source region, and comparing
it to the value of the detection statistic found in the actual
analysis. Conventionally, a threshold of p<0.01 on the
p-value is used to identify potentially interesting candidates:
pulsars for which the analysis provides a p-value smaller than
the threshold would deserve a deeper study (see also Aasi et al.
2014; Abbott et al. 2017a). The computed p-values are reported
in Table 1. For all the analyzed pulsars they are well above
p=0.01, suggesting that the data are fully compatible with
noise.
For the  -/-statistic method false-alarm probabilities of
obtaining the observed statistic values are calculated. They are
derived assuming that for the  -statistic the 2 value has a χ2
distribution with 4 degrees of freedom (Jaranowski et al. 1998)
and for the -statistic the 2 value has a χ2 distribution with 2
degrees of freedom (Jaranowski & Królak 2010). The false-
alarm probabilities reported in Table 1 are all close to unity and
show no strong indication that the statistics deviate from their
expected distributions.
The results for the 34high-value targets are shown in
Table 1, and the results for all the other pulsars are shown in
Table 2. The 95% credible upper limits on C21 and C22 for all
222pulsars from the Bayesian analysis are shown as a function
of the gravitational-waveemission frequency in Figure 1. Also
shown are estimates of the expected sensitivity of the search
given representative noise amplitude spectral densities from the
O1 and O2 observing runs (see Appendix C for descriptions of
how these were produced). The 95% credible upper limits on h0
for all 222pulsars from the search purely for emission from the
l=m=2 mode are shown in Figure 2. Figure 2 also shows
spin-down limits on the emission as triangles, and in the cases
where our observed upper limits are below these the result is
highlighted with a circular marker and is linked to its associated
spin-down limit with a vertical line.
Figure 3 shows a histogram of the spin-down ratio h h0
95%
0
sd
from the Bayesian analysis for the l=m=2 mode search, for
pulsars where it was possible to calculate a spin-down limit.
This shows 20pulsars for which h h0
95%
0
sd< and 53for which
the results are between 1 and 10 times greater than h0
sd. If we
just look at MSPs, then 41are within a factor of 10 of the spin-
down limit.202 The spin-down limits and the Q22 and ε values
assume a particular distance, intrinsic period derivative, and
ﬁducial moment of inertia of 10 kg m38 2, but there can be
considerable uncertainties on these values. For example,
distances calculated using the Galactic electron density model
of Yao et al. (2017) have a 1σ relative error of ∼40%, with
some parts of the sky having several 100% relative errors. The
true moment of inertia depends on the pulsar’s mass and
equation of state and could be within a range of roughly
202 Based on our sample of pulsars with rotation frequencies greater than
10 Hz, there is a clear distinction between the MSP and young (or normal)
population based on a cut in P˙ of 10−17 s s−1, i.e., we assume that any pulsar
with a P˙ smaller than this is an MSP.
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(1–3)×1038 kg m2 (see, e.g., Figures 4 and 7 of Worley et al.
2008 and Figures 6 and 7 of Bejger 2013). We do not
incorporate these uncertainties into the results we present here,
but they should be kept in mind when interpreting the limits.203
In the case of pulsar distances the references provided in
Tables 1 and 2 should be consulted to provide an estimate of
the associated uncertainty. These uncertainties dominate the
few percent uncertainties arising from the calibration of the
gravitational-wavedetectors described in Section 2.1.
The h0
95% results from the Bayesian analysis, recast as limits
on Q22 and the ﬁducial ellipticity and assuming the distances
given in Tables 1 and 2, are shown in Figure 4. The much
lower limits on ε inferred for the MSPs easily follow from the
frequency scaling seen in Equation (6).
3.1. Results Highlights
For decades, two of the most intriguing targets in searches
for gravitational waves from pulsars have been the Crab and
Vela pulsars (J0534+2200 and J0835−4510, respectively), due
to their large spin-down luminosities. For these two pulsars,
assuming emission from the l=m=2 mode and with the
phase precisely locked to the observed rotational phase, the
limits observed using the initial LIGO and Virgo detectors in
Abbott et al. (2008) and Abadie et al. (2011), respectively,
were lower than the equivalent spin-down limits. Using data
from the O1 run, the observed limits were also below the spin-
down limit for these two pulsars in searches where the strict
phase locking of the observed rotational phase and gravita-
tional-wavephase was relaxed (Abbott et al. 2017b).204
For the Crab pulsar, this analysis ﬁnds an observed 95%
limit of h0
95%=1.9×10−26for the Bayesian analysis (with
consistent values of 2.2×10−26and 2.9×10−26for the
 -statistic and 5n-vector analyses, respectively). This is
0.013times the spin-down ratio, or, equivalently, it means
that less than 0.017%of the available spin-down luminosity is
emitted via gravitational waves (see Equation (7)). These limits
are also well below less naive spin-down limits that can be
calculated by taking into account the power radiated electro-
magnetically or through particle acceleration (Ostriker &
Gunn 1969; Palomba 2000). As shown in Table 1, slightly
tighter constraints are possible if one assumes that the
orientation of the pulsar matches that derived from the
observed orientation of its pulsar wind nebula (see
Section 2.2.4). The above h0 upper limit corresponds to limits
on Q22 of 7.7×10
32 kg m2and an equivalent ﬁducial
ellipticity of 1.0×10−5. This mass quadrupole is almost in
the range of maximum allowable quadrupoles for standard
neutron star equations of state (see discussion in Section 1.2
and Johnson-McDaniel & Owen 2013).
Figure 1. Upper limits on C21 and C22 for 222pulsars. The stars show the observed 95% credible upper limits on observed amplitudes for each pulsar. The solid lines
show an estimate of the expected sensitivity of the searches.
203 From Equations (4), (5), and (9) it can be seen that fractional uncertainties
on distance will scale directly into the uncertainties on ε, Q22, and h0
sd.
Increasing the value of Izz
fid will proportionally decrease the inferred ε value and
increase the inferred spin-down limit by a factor given by the square root of the
fractional increase compared to the canonical moment of inertia.
204 In the similar narrowband searches for the Crab pulsar in Abbott et al.
(2008) and Aasi et al. (2015b) the limits were also below the spin-down limit,
under the assumption that the orientation was restricted to that derived from the
pulsar wind nebula (see Section 2.2.4).
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Similarly, for the Vela pulsar, this analysis ﬁnds an observed
95% limit of h0
95%=1.4×10−25for the Bayesian analysis
(with broadly consistent values of 2.6×10−25and 2.3×
10−25for the  -statistic and 5n-vector analyses, respectively).
This is 0.042times the spin-down ratio, or, equivalently, it means
that less than 0.18%of the available spin-down luminosity is
emitted via gravitational waves. The above h0 upper limit
corresponds to limits on Q22 of 5.9×10
33 kgm2and an
equivalent ﬁducial ellipticity of 7.6×10−5.
Of all the pulsars in the analysis, the one with the smallest
upper limit on h0 is PSRJ1623−2631(with a rotational
frequency of 90.3 Hzand distance of 1.8 kpc), with h0
95% =
8.9×10−27. The pulsar with the smallest limit on the Q22
mass quadrupole is PSRJ0636+5129(with a rotational
frequency of 348.6 Hzand distance of 0.21 kpc), with Q22
95% of
4.5×1029 and an equivalent ﬁducial ellipticity limit of
5.8×10−9. These limits are only a factor of 3.4above the
pulsar’s spin-down limit. Of the MSPs in our search (which, as
above, we take as any pulsar with P 10 17< -˙ s s−1), the one for
which our limit is closest to the spin-down limit is J0711
−6830(with a rotational frequency of 182.1 Hzand a distance
of 0.11 kpc). It is within a factor of 1.3of the spin-down limit,
with an observed upper limit of h0
95%=1.5×10−26and
derived limits on Q22 and ellipticity of 9.3×10
29 kg m2and
1.2×10−8, respectively.205 The upper bound on possible
neutron star moments of inertia is roughly 3×1038 kg m2, for
which the ﬁducial spin-down limit could be increased by a
factor of 3 1.7» , which would be greater than our upper
limit.
Figure 2. Upper limits on h0 for 222pulsars. The stars show the observed 95% credible upper limits on observed amplitude for each pulsar. The solid line shows an
estimate of the expected sensitivity of the search. Triangles show the limits on gravitational-waveamplitude derived from each pulsar’s observed spin-down.
Figure 3. Histogram of ratios of upper limits on h0 compared to the spin-down
limit.
205 It is interesting to note that in Abbott et al. (2017a) PSRJ0437−4715 was
the MSP with an observed upper limit closest to its spin-down limit, being only
a factor of 1.4 above that value, while J0711−6830had a limit that was a factor
of ∼20 above its spin-down limit. For J0437−4715, despite now having an
improved upper limit on the gravitational-waveamplitude, the correction of the
observed period derivative to the intrinsic period derivative has lowered the
spin-down limit by roughly a factor of two. For J0711−6830the distance
estimated using the YMW16 Galactic electron density model (Yao et al. 2017)
is about a factor of 9 closer than that estimated with the previously used
NE2001 model (Cordes & Lazio 2002).
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Similarly to Abbott et al. (2017a), our most stringent limits
on ellipticity for MSPs still imply limits on the internal toroidal
magnetic ﬁeld strength of 109 T (or 1013 G) (applying
Equation (2.4) of Cutler 2002, and assuming a superconducting
core). The method in Mastrano & Melatos (2012) could also be
applied to these results to constrain the ratio of the poloidal
magnetic ﬁeld energy to the total ﬁeld energy.
For the searches that include the l=2, m=1 mode, the
smallest upper limit on the C21 amplitude is for PSRJ1744
−7619(with a rotational frequency of 213.3 Hz), at C21
95% =
1.3×10−26. As C21 and C22 are not very strongly correlated,
the upper limits on C22 are generally consistent
with C h 222
95%
0
95%» .
4. Discussion
In this paper we have used data from the ﬁrst two
observation runs of Advanced LIGO (O1 and O2) to update
the upper limits on the gravitational-waveamplitude h0 for
emission from the l=m=2 mass quadrupole for 167pulsars.
This compares to 271results presented previously in Aasi et al.
(2014) (using data from the initial runs of the LIGO [Abbott
et al. 2009] and Virgo [Accadia et al. 2012] detectors, S1–6 and
VSR1–4) and Abbott et al. (2017a) (using data from the ﬁrst
observing run, O1, of the advanced LIGO detectors; Aasi et al.
2015a; Abbott et al. 2016). New upper limits on h0 have been
set for a further 55pulsars. Other than the results in Pitkin et al.
(2015), we have also presented the ﬁrst comprehensive set of
results for searches that also include the possibility of emission
from the l=2, m=1 mode at the pulsar’s rotation frequency.
These are expressed as upper limits on two amplitude
parameters C21 and C22 deﬁned in Jones (2015). We ﬁnd no
strong evidence for gravitational-waveemission from any
pulsar in the searches purely for the l=m=2 mode, or both
the l=2, m=1, 2 modes.
Further analyses of this data set are possible. For example,
we have not presented any updated results regarding potential
emission from nontensorial polarization modes as performed in
Abbott et al. (2018a). In addition to this, the results from all
pulsars could be combined in a way, such as that described in
Pitkin et al. (2018), to constrain the underlying pulsar ellipticity
distribution and determine whether the ensemble of all pulsars
provides evidence for any gravitational-wavesignal.
With the MSPs PSRJ0636+5129and PSR J0711−6830
within a factor of ∼3 of their respective spin-down limits, the
imminent third observing run of the advanced LIGO and Virgo
detectors (O3) could allow us to obtain limits below the spin-
down limit for an MSP for the ﬁrst time. This offers the
intriguing possibility for signal detection from these extremely
smooth objects, with spin-down-derived ellipticities of a
few × 10−9. The O3 sensitivity could also bring the limits
for the Crab pulsar into the range of mass quadrupoles allowed
by reasonably standard neutron star equations of state.
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Appendix A
Deﬁnitions
Here we will deﬁne some of the standard useful quantities
reported and used in our results (many of these are deﬁned in
Aasi et al. 2014). The standard deﬁnition for the gravitational-
waveamplitude from the l=m=2 mass quadrupole for a
nonprecessing triaxial star rotating about a principal axis is
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where d is the pulsar distance, Izz
fid is the ﬁducial component of
the moment-of-inertia tensor ellipsoid about the rotation axis,
frot is the pulsar’s rotation frequency, and ε is the star’s ﬁducial
ellipticity (see, e.g., Johnson-McDaniel 2013) deﬁned as
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where Ixx and Iyy are the true moments of inertia about the
principal axes other than the rotation axis.
The gravitational-waveamplitude is related to the l=m=
2 mass quadrupole Q22 via
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where we use the deﬁnition of the mass quadrupole used in
Owen (2005) and deﬁned in Ushomirsky et al. (2000).
Alternatively, we can use h0 to calculate the ﬁducial ellipticity,
deﬁned as
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If emission of gravitational radiation via the l=m=2 mass
quadrupole is considered to be the sole energy loss mechanism
for a pulsar, then by equating the gravitational-waveluminosity
(see, e.g., Equation (4) of Aasi et al. 2014)
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with the loss of kinetic energy inferred from the the ﬁrst
frequency derivative frot˙ of the pulsar
E I f f
I f f
4 3.95 10
10 kg m 100 Hz 10 Hz s
W, 8
zz
zz
KE
2 fid
rot rot
30
fid
38 2
rot rot
11 1
p= » ´
´ - -
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
˙ ∣ ˙ ∣
∣ ˙ ∣ ( )
206 http://tempo.sourceforge.net/
23
The Astrophysical Journal, 879:10 (28pp), 2019 July 1 Abbott et al.
one can deﬁne the spin-down limit on h0, where
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By equating Equations (3) and (9), we can rearrange and get
spin-down limits on Q22 as
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where it is interesting to note that these are independent of the
distance to the pulsar.
For a triaxial source not rotating about a principal axis, and
emitting via both the l=2, m=1 and the l=m=2
quadrupole modes, the relations between the waveform
amplitudes and phases given in Equations (1) and (2) and the
source moment-of-inertia tensor components and Euler orienta-
tion angle θ are described in Section 3.1 of Jones (2015). We
will not repeat the relationships here, but note that how to
convert between the two deﬁnitions is described in detail in the
Appendix of Pitkin et al. (2015).
Appendix B
Priors
In this appendix we will detail the prior probability
distributions used on parameters by the Bayesian and 5n-vector
analysis methods. The use of these priors for the Bayesian search
is discussed in Pitkin et al. (2017), and the motivation behind
some of the prior limits used is discussed in Jones (2015) and
Pitkin et al. (2015). For the 5n-vector pipeline, priors are set on
signal initial phase f0 and polarization parameters ψ, cos i in the
computation of upper limits.
For the gravitational-wave-speciﬁc orientation parameters
for searches purely from the l=m=2 mode, the following
priors have been used.207 The initial rotational phase of the
pulsar at a given epoch f0, the polarization angle ψ, and the
cosine of the inclination angle cos i have uniform priors208
given by
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For the Bayesian search, the prior on the gravitational-
waveamplitude h0 is based on observed upper limits, or
sensitivity estimates, from previous LIGO and Virgo runs. The
form of the prior is given by a Fermi–Dirac-type probability
distribution (see, e.g., that used in Middleton et al. 2016) as
described in Pitkin et al. (2017), which has a ﬂat region
followed by an exponential decay region but is nonzero for all
positive values. It is deﬁned as
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where μ gives the value at which the distribution decays to
50% of its maximum value and σ controls the width of the band
over which the bulk of the decay happens. The band around μ
over which the probability density falls from 97.5% to 2.5% of
its peak value is given by μ±7.33μ/2r, where r=μ/σ. In
our case we specify that this fall-off happens over a range that
is 40% of the value of μ, so that r=7.33/(2×0.4)=9.1625.
The value of μ is set by ﬁnding the value that produces a
speciﬁc bound within which 95% of the probability is
constrained (bounded by zero at the lower end) given the
previous value of r. The speciﬁc bound is that based on the
sensitivity for each pulsar (i.e., the 95% upper limits on h0; see
Appendix C) that would have been expected if using data from
the sixth LIGO science run and fourth Virgo science run, scaled
up by a factor of 25 to be conservative and make sure that the
likelihood is well within the ﬂat part of the prior distribution,
while disfavoring arbitrarily large values.209
For the searches that include both the l=2, m=1, 2 modes
the phase and orientation angle priors have been given by
0, 2 ,
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As discussed above, in the Bayesian method the priors on the
amplitude parameters C21 and C22 have used Fermi–Dirac
probability distributions for which the parameters have been set
in the same way as done for h0. However, in this case the
sensitivity estimate used for h0 is assumed to be valid for C21
and C22, while in reality there are factors of a few differences.
These differences are allowable given the scaling factor used
and the sensitivity improvements over S6.
In our searches we make use of the pulsar rotational phase
parameters (frequency, frequency derivatives, sky location,
proper motion, and Keplerian and relativistic binary system
207 In the notation used here ∼ stands for “has the probability distribution of,”
and a b,( ) is a continuous uniform distribution with a constant probability
1/(b−a) for xä[a, b].
208 The polarization angle ψ and orientation angle ι have a joint prior that is
uniform over a sphere, with degeneracies when thinking purely in terms of the
gravitational-wavewaveforms described in Jones (2015), but these can be
reparameterized to independent uniform priors if in terms of cos i.
209 A discussion about a choice between a uniform prior and a uniform in
logarithm prior for the amplitude parameter is given in AppendixB of Isi et al.
(2017).
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orbital parameters if relevant) derived from electromagnetic
observation of pulse times of arrival. These parameters are
obtained by ﬁtting the phase model to the times of arrival using
software such as TEMPO2 Hobbs et al. (2006b) to produce
ephemeris ﬁles, and these ﬁts include uncertainty estimates. In
most cases, and where it is computationally feasible, for any
combination of parameters in the ephemeris ﬁles that have been
reﬁt (i.e., a new estimate has been performed using data
that matched the requirements of our search, such as being
concurrent with the LIGO observing runs) we include a
multivariate Gaussian prior in our analysis, for which the
diagonal of the covariance matrix is derived from
the uncertainties in the ephemeris ﬁle and taking them to be
one standard deviation values. In the prior covariance matrix we
assume no correlations between parameters except in two pairs
of cases for pulsars in binary systems; for very low eccentricity
systems (e<0.001) with reﬁtted uncertainties on both the time
and angle of periastron, or with reﬁtted values on the period and
time derivative of the angle of periastron, the covariance matrix
is set such as to make these pairs fully correlated.
As described in Abbott et al. (2010, 2017a) and Aasi et al.
(2014), there are some pulsars for which we can place tighter
constraints on their orientation. In particular, the inclination angle
and gravitational-wave polarization angle can be assumed to be
measured by modeling X-ray observations of their surrounding
pulsar wind nebulae (Ng & Romani 2004, 2008). In this analysis,
for PSR J0205+6449, PSR J0534+2200, PSR J0835−4510,
PSR J1952+3252, and PSR J2229+6114, in addition to a search
using the above priors, we also perform parameter estimation
using the restricted priors given in Table 3 of Abbott et al.
(2017a), based on values taken from Ng & Romani (2008). In
these cases the priors are on the inclination angle ι rather than its
cosine. The prior probability distribution on ψ is a unimodal
Gaussian, but that on ι is given by the sum of a pair of Gaussian
distributions with different means, which is required to account
for the fact that rotation directions of the stars are unknown
(Jones 2015).
Appendix C
Sensitivity Estimates
Here we will describe the expected sensitivity of the
Bayesian analysis in searches for signals purely from the
l=m=2 mode, and for coherent searches for signals at both
the l=2, m=1, 2 modes. We deﬁne the expected sensitivity
based on the observation time (Tobs) weighted noise power
spectral density Sn( f ) as a function of frequency f, such that for
a single detector
h f D
S f
T
, 13n
obs
á ñ =( ) ( ) ( )
where in our case h fá ñ( ) is the expected 95% credible upper
limit on amplitude and D is an empirically derived scaling
factor (similar to the sensitivity depth deﬁned in Behnke et al.
2015). When combining data from multiple detectors and
observing runs, for which the power spectral densities will be
different, we take the harmonic mean of the time-weighted
power spectral densities. For example, for a set of different
noise power spectral densities Sni( f ) associated with observa-
tion times Tobsi we would have
h f D
S f
T
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For a search for emission from the l=m=2 mode, where
the limit is on the gravitational-waveamplitude h0 (see
Equation (3)), it was shown in Dupuis & Woan (2005) that
D≈10.8±0.2, based on the simulations containing purely
Gaussian noise with variance drawn from a known power
spectral density, marginalized over orientations and averaged
over the sky. If we instead take the median rather than the mean
over a similar set of simulations, to suppress any outlier values,
we ﬁnd D 10.4» (see left panel of Figure 5), which is used
here in producing the sensitivity curve in Figure 2.
Figure 5. Distributions of 95% credible upper limits on h0 (left), C21 (middle), and C22 (right) scaled by the observation times and noise power spectral density for a
set of simulations consisting of Gaussian noise. To average over effects of different antenna patterns in performing parameter estimation, each simulation assumes a
random source sky location for a uniform distribution over the sky.
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To estimate the sensitivity to the C21 and C22 amplitude
parameters for an l=2, m=1, 2 mode search, we have
performed similar simulations to those described above. A
search including both modes is not completely independent for
each mode, as there are common orientation parameters.
Hence, we also wanted to investigate whether the sensitivity at
either amplitude is affected by the noise level at the other
amplitude. We generated simulations consisting of independent
Gaussian noise in two data streams: one equivalent to the data
at the rotation frequency and another equivalent to the data at
twice the rotation frequency. For the data stream at twice the
rotation frequency the noise was always drawn from a Gaussian
distribution with the same variance deﬁned by a power spectral
density of 10−48 Hz−1/2. For the data stream at the rotation
frequency we created multiple sets of 500 instantiations where
the noise was drawn from a Gaussian distribution with a
variance deﬁned by a power spectral density of 10−48xHz−1/2,
where for each set of 500 x was a different factor between 0.1
and 10. The D scale factor from Equation (13) for both the C21
and C22 amplitude upper limit for each set of 500 simulations
and as a function of x is shown in Figure 6. It can be seen that
there is no obvious correlation between the power spectral
density ratio x and the value of D, which suggests that the
upper limits on the two amplitudes are actually largely
independent.
We see from Figures 5 and 6 that the value of D used to
estimate the sensitivity for C21 is 19.9, and the value of D used
to estimate the sensitivity for C22 is 5.0. These values have
been used when producing the sensitivity curves in Figure 1.
Appendix D
Mixed Bayesian/Frequentist Upper Limit Computation for
the 5n-vector Method
Given a measured value S* of a detection statistic  , the
frequentist upper limit at a given conﬁdence level α is deﬁned
as that value of signal amplitude hul such that a signal with
amplitude h0>hul produces a value of the detection statistic
bigger than S* in a fraction α of a large number of repeated
experiments: P S S h h0 ul* a> > =( ∣ ) . Typically, the upper
limit is computed using Neyman’s rule for the construction of
conﬁdence intervals (Neyman 1937). This classical frequentist
upper limit has the following well-known and unpleasant
feature: if the value of the detection statistic S* falls in the ﬁrst
1-α quantile of its noise-only distribution, the resulting upper
limit is exactly zero. This behavior, although legitimate in the
frequentist framework, poses a problem, for instance, when
upper limits obtained in the analysis of data sets with different
sensitivity are compared. It may happen that, due to a noise
ﬂuctuation, the upper limit set for the more noisy data is below
that computed for the less noisy one. This kind of problem may
happen also for Bayesian upper limits, but it is exacerbated in
the classical frequentist case.
The unwanted features of the classical Neyman’s construc-
tion have been overcome in the Feldman–Cousins uniﬁed
approach, where, using the freedom inherent in Neyman’s
construction, a method to obtain a uniﬁed set of classical
conﬁdence intervals for computing both upper limits and two-
sided conﬁdence intervals has been obtained (Feldman &
Cousins 1998). The Feldman–Cousins approach sometimes is
difﬁcult to implement and, similarly to Neyman’s approach,
does not allow accounting for nonuniform prior distributions
for nuisance parameters.
We have developed an alternative method for setting upper
limits on signal amplitude that keeps the advantages of the
frequentist approach, like the ease of implementation and
computational speed, while avoiding its problems. The basic
idea is that of computing the posterior distribution of the signal
amplitude conditioned to the measured value of the detection
statistic. The main steps of the procedure can be summarized as
follows.
We consider a set of possible signal amplitudes H0. For each
amplitude we generate several signals with polarization
parameters distributed according to given prior distributions,
and for each signal we compute the corresponding value of the
detection statistic. Hence, the probability distribution of the
detection statistic, for the different signal amplitudes, can be
built; see Figure 7.
For each distribution we determine the value corresponding
to the measured detection statistic p S H0*( ∣ ). By multiplying
each value by the prior probability density of the signal
amplitude, p(H0), and normalizing, we obtain the posterior
probability distribution for the signal amplitude: p H S0 * µ( ∣ )
p S H p H0 0*( ∣ ) ( ); see Figure 8.
Figure 6. D scale factor for the C21 and C22 upper limits as a function of the
power spectral density ratio between the data at equivalents of the rotation
frequency and twice the rotation frequency.
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We then calculate the cumulative probability distribution and
obtain the amplitude value corresponding to a given probability,
e.g., 0.95; see Figure 9. This is the 95% credible upper limit.
Appendix E
Amplitude Conversion Factors for the 5n-vector Method
The 5n-vector method uses a nonstandard formalism to describe
the gravitational-wavesignal, based on the concept of polarization
ellipse (Astone et al. 2010; Abadie et al. 2011; Aasi et al. 2014). In
this formalism the signal strain is given by the real part of
e eh t H H H e , 15ı t t0 0 0= + w+ + ´ ´ +F( ) ( ) ( )( ( ) )
where ω0(t) is the signal angular frequency, e
+/× are the two basis
polarization tensors, Φ0 is the signal phase at the time t=0, and
the two complex amplitudes H+, H× are given by
H
ı
H
ıcos 2 sin 2
1
,
sin 2 cos 2
1
, 16
2 2
y h y
h
y h y
h
= -
+
= +
++ ´
( )
in which ηä[−1,1] is the ratio of the polarization ellipse
semiminor to semimajor axis and the polarization angle ψ
deﬁnes, as usual, the direction of the major axis with respect to
the celestial parallel of the source (measured counterclockwise).
The signal described by Equation (15) is general, i.e., does not
assume any speciﬁc emission mechanism by a spinning neutron
star. Assuming a triaxial star spinning about a principal axis of
inertia, the overall amplitude H0 is related to the standard h0 by
h
H2
1 6 cos cos
. 170
0
2 4i i
=
+ +
( )
For the emission at the star’s rotational frequency of the l=2,
m=1 harmonic mode (see Equation (1)), the relation between
H0 and the amplitude C21 is given by
C
H2
1 cos
. 1821
0
4 i
=
-
( )
As discussed in, e.g., Aasi et al. (2014), upper limits are
computed on H0 and then converted to h0 or C21 using
Equations (17) and (18), where the functions of ι are replaced
by their mean value: h H1.370
95%
0
95% andC H1.312195% 095% .
Figure 7. Probability distributions of the detection statistic  after having injected into Gaussian noise with σ=1 signals with three different amplitudes. Given the
measured value of the detection statistic * (shown by the vertical dashed line), the corresponding values of probability density for the various signal amplitudes are
determined (shown by the horizontal dot-dashed lines).
Figure 8. Posterior probability distribution of the signal amplitude for the
given measured value * of the detection statistic.
Figure 9. Cumulative posterior probability distribution of the signal amplitude.
The amplitude value corresponding to 95% of the cumulative is the wanted
credible upper limit.
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Abstract
We study the structure and dynamics of extreme ﬂaring events on young stellar objects (YSOs) observed in hard
X-rays by the Nuclear Spectroscopic Telescope Array (NuSTAR). During 2015 and 2016, NuSTAR made three
observations of the star-forming region ρ Ophiuchi, each with an exposure ∼50 ks. NuSTAR offers unprecedented
sensitivity above ∼7 keV, making this data set the ﬁrst of its kind. Through improved coverage of hard X-rays, it is
ﬁnally possible to directly measure the high-energy thermal continuum for hot plasmas and to sensitively search for
evidence of nonthermal emission from YSO ﬂares. During these observations, multiple ﬂares were observed, and
spectral and timing analyses were performed on three of the brightest ﬂares. By ﬁtting an optically thin thermal
plasma model to each of these events, we found ﬂare plasma heated to high temperatures (∼40−80MK) and
determined that these events are ∼1000 times brighter than the brightest ﬂares observed on the Sun. Two of the
studied ﬂares showed excess emission at 6.4 keV, and this excess may be attributable to iron ﬂuorescence in the
circumstellar disk. No clear evidence for a nonthermal component was observed, but upper limits on nonthermal
emission allow for enough nonthermal energy to account for the estimated thermal energy in the ﬂare on protostar
IRS43, which is consistent with the standard model for solar and stellar ﬂares.
Uniﬁed Astronomy Thesaurus concepts: Star forming regions (1565); Stellar ﬂares (1603); Stellar x-ray ﬂares
(1637); Pre-main sequence stars (1290); Young stellar objects (1834); Stellar activity (1580)
1. Introduction
Observed ﬂares on distant stars are typically assumed to be
similar to ﬂares on our own Sun. Standard models for solar
ﬂares theorize that these energetic events are driven by
magnetic reconnection, and during this process, a signiﬁcant
portion of the dissipated magnetic energy (∼40%) is converted
into kinetic energy of particles (e.g., Aschwanden et al. 2016).
These accelerated particles then travel along magnetic ﬁeld
lines, producing nonthermal bremsstrahlung emission through
interactions with dense chromospheric plasma (Brown 1971)
and heating the ambient plasma to high temperatures
(>10MK). This heated plasma then expands into the ﬂare
loop in a process called chromospheric evaporation and
produces thermal bremsstrahlung emission. In this model, both
thermal and nonthermal processes result in emission of X-rays,
and thus, spectroscopic measurements in the X-ray regime are
key to understanding the nature of energy release and transfer
in ﬂares.
When studying stellar ﬂares, young stellar objects (YSOs)
are particularly interesting targets as their heightened magnetic
activity leads to extreme ﬂaring events. The term YSO covers
the early stages of a star’s life, from infalling protostar
(∼104 yr) to weak-lined T Tauri stars (∼107 yr). From early
infrared-millimeter observations of YSOs, Lada & Wilking
(1984) developed an evolutionary classiﬁcation system (Class I
through Class III) based on characteristics of spectral energy
distributions in this waveband, with higher class numbers
corresponding to more evolved YSOs (Wilking & Lada 1983).
Along with hosting extreme ﬂaring events, YSOs also prove
to be interesting sources due to the presence of circumstellar
disks, which allows for the possibility of different ﬂare loop
conﬁgurations, such as photosphere–disk and disk–disk, in
addition to the photospheric footpoints for ﬂares on solar-type
and M dwarf stars (Feigelson & Montmerle 1999). Though the
dense circumstellar material associated with YSOs strongly
attenuates emission in certain wavebands, including the optical,
higher-energy emission in the X-ray regime can be transmitted
and measured by X-ray observatories.
Observations of intense X-ray ﬂares on YSOs can
additionally provide an opportunity to investigate the impact
of high-energy radiation on the surrounding environment. One
major question regarding YSOs is whether their ﬂaring activity
has an impact on planet formation. If enough high-energy
X-ray emission penetrates the protoplanetary disk, it is possible
that the disk material could become sufﬁciently ionized to lead
to magnetorotational instabilities (MRIs; Feigelson 2010).
YSOs have previously been observed in the X-ray regime by
observatories such as Chandra and XMM-Newton (see Imanishi
et al. 2001; Pillitteri et al. 2010). Surveys of the nearby star-
forming region ρ Ophiuchi (∼120 pc; Loinard et al. 2008) by
both observatories have detected many YSO ﬂares and found
through spectral analyses, that Class I sources are associated
with hotter temperatures and larger absorption columns than
their older counterparts. Additionally, these surveys have led to
the discovery of interesting spectral features, such as the ﬁrst
detected 6.4 keV line from a Class I source, which has been
attributed to iron ﬂuorescence (Imanishi et al. 2001). However,
due to limited sensitivity at higher X-ray energies, these studies
do not measure or place constraints on nonthermal emission,
which is essential for understanding the energy transfer from
nonthermal electrons to heating of plasma.
The Nuclear Spectroscopic Telescope Array (NuSTAR) is
the ﬁrst satellite to use focusing optics in the hard X-ray
regime and overtakes the effective are of previous X-ray
imaging observatories above ∼6–7 keV. With improved
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coverage of higher-energy X-rays, it is possible to search for
evidence of nonthermal emission, to directly measure thermal
continuum of hot plasmas, and to investigate the impact of
high-energy radiation on circumstellar disks. NuSTAR per-
formed the ﬁrst focused hard X-ray (10 keV) observations
of YSOs during 2015 and 2016 through three ∼50 ks
exposures of ρ Ophiuchi. Over the course of these observa-
tions, NuSTAR observed multiple X-ray ﬂares from YSOs,
and the brightest of these events are analyzed here. Section 2
introduces the observations and outlines the process for data
reduction. In Section 3, the analysis of ﬂare spectra is
described, and the corresponding results are presented.
Section 4 offers a discussion of the results, and Section 5
provides a summary of our study.
2. Observations and Data Processing
The star-forming region ρ Ophiuchi was observed by
NuSTAR over three ∼50 ks exposures during 2015 and 2016
as part of NuSTARʼs Guest Observer Program (see
Table 1).The NuSTAR science instrument is composed of two
grazing incidence telescopes that are optimized over the energy
range of 3–79 keV (Harrison et al. 2013). Each focal plane
module, focal plane module (FPMA) and focal plane module B
(FPMB), contains a 2×2 array of pixellated cadmium zinc
telluride detectors, leading to small crosshair gaps in the image.
Data from FPMA/FPMB were processed using the NuSTAR
data analysis software (NuSTARDAS4 v1.6.0).
The ﬂares analyzed here were selected by eye from full ﬁeld-
of-view (FOV) images integrated over the entire observation
period (see Figure 1). Multiple distinct ﬂares were observed
during the three observing intervals, and three of these ﬂares
have been analyzed in depth (see Figure 2 for corresponding light curves). Sources were identiﬁed by comparing the ﬂare
location with catalogs from previous surveys of ρ Ophiuchi
(Imanishi et al. 2001; Pillitteri et al. 2010). During the ﬁrst
Table 1
NuSTAR Observations of ρ Ophiuchi
Sequence ID Start Date and Time (UT) End Date and Time (UT) Exposure (ks)
30102028002 2015-May 10 10:31:07 2015-May-11 14:51:07 55
30102028004 2015-Aug-25 18:56:08 2015-Aug-26 23:36:08 51
30102028006 2016-Apr-29 09:36:08 2016-Apr-30 11:11:08 46
Figure 1. Images from FPMA show the time integrated NuSTAR observations of ρ Ophiuchi over the whole FOV and the full energy range of 3–79 keV. Images are
not background subtracted.
Figure 2. Light curves (binned by hour) of three YSO ﬂares during the ﬁrst two
NuSTAR observations of ρ Ophiuchi with combined data from FPMA and
FPMB over the full energy range of 3–79 keV. Dashed lines indicate the time
interval selected for the ﬂare spectral analysis.
4 https://heasarc.gsfc.nasa.gov/docs/nustar/analysis/nustar_swguide.pdf
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observation, Class I protostar Elias 29 (hereafter EL 29;
Elias 1978) produced a ﬂare that lasted ∼5 hr. Two large ﬂares
occurred during the second observation: one from Class I
protostar IRS43 (Wilking et al. 1989) and one from Class III
source WL19 (Wilking & Lada 1983). These ﬂares lasted
∼12.6 and ∼4.2 hr, respectively. In future analyses, we will
both examine the bright additional ﬂares visible in Figure 1 and
search for other potential sources near the sensitivity limits of
NuSTAR.
3. Analysis
3.1. Background Estimation
The relatively low background of NuSTAR (∼10−3 counts
s−1 at 10–30 keV) within the half-power diameter includes
focused cosmic X-ray background (CXB), unfocused CXB
through the open light path, environmental neutrons, and
instrument background (e.g., ﬂuorescence lines). The back-
grounds for the sources studied here were simulated
through use of the nuskybgd suite of IDL routines (Wik
et al. 2014). In this method, a source-free region of the FOV is
selected—in our case, an annulus around each ﬂaring YSO;
each background component has a known spectral shape, and
a ﬁt of the normalizations of these components is performed
based on the selected background region. Once this ﬁt is
performed, the background is determined for the whole
FOV, and we can estimate the background at the source
position.
3.2. Spectral Analysis
For each ﬂaring source, a time frame was selected by eye to
encompass the rise through decline of the ﬂare (see Figure 2).
The source extraction region was reduced to a circular region
with a radius of 15″ centered on the source. Counts outside the
calibrated NuSTAR energy range (3–79 keV) were removed
prior to the analysis, and spectra were binned so that each bin
included a minimum of 30counts. The high end of the energy
range for the spectral analysis was further limited by low
statistics (i.e., not enough counts at higher energies to make a
bin with at least 30 counts), and most spectra extend up to
∼20 keV. The spectral analysis was performed for each source
in XSPEC (version 12.9.0u), simultaneously ﬁtting data from
both FPMA and FPMB (see Figure 3). EL 29 falls close to
the chip gap for FPMA (closer than for FPMB) during this
observation, which is likely the cause of the difference in
normalization between the focal plane modules for this
spectrum.
3.2.1. Single Temperature Model
For each source, the ﬂare data were modeled as an optically
thin thermal plasma (vapec) with an absorption component
(tbabs) to account for attenuation by circumstellar material,
which is mainly important at lower X-ray energies. The
free parameters for this model, labeled “1-T + abs” in
Table 2, included temperature (kT), absorption column (NH),
and a normalization factor (n). From this normalization,
we compute an emission measure (EM) by using the
Figure 3. Flare spectra for (top) IRS 43, (middle) WL 19, and (bottom) EL 29.
The top panel of each plot shows data from FPMA (black) and FPMB (magenta)
along with the best-ﬁt model. Data from FPMA and FPMB are simultaneously
ﬁt, with all parameters tied together except for a cross-normalization factor. EL
29 falls close to the chip gap for FPMA (closer than for FPMB) during this
observation, which is likely the cause of the difference in normalization between
the focal plane modules for this spectrum. The middle panel shows the
contribution to the chi-squared value, with sign according to the difference of the
data and the model for each data point using an optically thin thermal plasma
model (vapec) plus an absorption component (tbabs). With this model, excess
emission is observed around 6.4 keV for IRS43 and WL19 (but not for EL 29).
The bottom panel shows the contribution to the chi-squared value for each data
point when a 6.4 keV line is added to the model. For the ﬂares in IRS43 and
WL19, including this additional emission line improves the ﬁt.
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normalization formula for vapec described in the XSPEC
manual5 and accounting for the distance to the source—in this
case, ∼120 pc (Loinard et al. 2008).
In addition, the vapec model allows for a number of
elemental abundances to vary with respect to solar abundances,
which provides greater ﬂexibility for working with the differing
compositions of young stars. In our model, all lighter elements
were ﬁxed to solar abundances (Anders & Grevesse 1989)
while the abundance for iron (ZFe), which is an element
affecting our energy range and that is typically less abundant
for younger stars (Maggio et al. 2007), was allowed to vary.
Data from FPMA and FPMB were simultaneously ﬁt, with all
parameters tied between data sets apart from a cross-normal-
ization factor. Fit parameters are shown in Table 2 and spectra
are shown in Figure 3.
3.2.2. 6.4 keV Emission Line
After applying an optically thin thermal plasma model,
which already includes an iron emission line at ∼6.7 keV from
the thermal plasma, the ﬂare spectra for IRS43 and WL19
showed excess emission around 6.4 keV (see Figure 3). To
account for this excess, we added a Gaussian emission line
centered at 6.4 keV with σ=0.1 keV (both ﬁxed) and a
normalization parameter that was left free. We note that the ﬂux
in the 6.4 keV line will, in a sense, trade off with the iron
abundance in the vapec model since our coarse energy binning
and NuSTARʼs ﬁnite resolution will allow the 6.4 and the
6.7 keV lines to share ﬂux in the bins around 6–7 keV.
Since NH is not well-constrained in our energy range, we ﬁx
this parameter to the value from the initial ﬁt (IRS 43 and WL
19) or to a value found in previous studies of the same sources
(EL 29); this reduction of free parameters allows for the
normalization of the 6.4 keV line, and hence the equivalent
width (EW), to be constrained. Best values for the EW,
computed in XSPEC, are shown in Table 2. Upon initial
comparison with the “1T+abs” model, the addition of a
6.4 keV line to the model slightly improves the ﬁt for the ﬂares
on IRS 43 and WL 19, while there is no improvement in the ﬁt
quality for the ﬂare observed on EL 29. Even so, for all sources
studied, the uncertainty on the EW is large enough to be
consistent with zero, so though some of the ﬁts are suggestive
of a possible line, the line is not statistically signiﬁcant. We
note that, though we did not ﬁnd evidence for a 6.4 keV line for
EL 29, observations of EL 29 by Chandra and XMM-Newton
have yielded positive detections of the 6.4 keV line, during
both ﬂaring and quiescent times (Favata et al. 2005; Giardino
et al. 2007).
3.3. GOES Class
These YSO ﬂares are clearly very bright since they can be
observed from 120 pc away. A common measure for ﬂare
magnitude when classifying solar ﬂares is the X-ray intensity of
the ﬂare peak as observed by the Geostationary Observational
Environmental Satellite (GOES) series of Earth-orbiting space-
craft,6 which is then classiﬁed from faintest to brightest as
GOES class A, B, C, M, or X (X-class>10−4 Wm−2). From
our isothermal ﬁts, we can estimate what the GOES ﬂux
(W m−2) would be if an event of a certain temperature and
emission measure were to occur at a distance of 1 au from
Earth. For the YSO ﬂares presented here, the equivalent GOES
class ranges from X104–105, which is roughly 1000 times the
classiﬁcation of the largest solar ﬂare on record (Kane et al.
2005).
3.4. Neupert Effect
The physical processes behind these ﬂares can be further
understood by considering the time evolution of the X-ray
emission. We examined the ﬂares for evidence of the Neupert
effect, which describes a relationship in which the nonthermal
(higher-energy) X-ray output traces the rate of input of thermal
plasma from the footpoints to the ﬂare loop, over timescales
shorter than the loop cooling time (Neupert 1968; Veronig et al.
2002).
In order to study this, the light curve of the WL 19 ﬂare was
split into three energy bands, including a low- (3–6 keV),
Table 2
Flare Model Parameters from the Spectral Analysis Described in Section 3.2
Parameters 1-T + abs 1-T + abs + 6.4 keV
IRS 43
NH
a (1022 cm−2) 2.30.0
4.9 2.3b
Tc (MK) 5750
68 5853
65
ZFe
d 0.20.1
0.4 0.20.0
0.3
nA
e (10−3 cm−5) 7.75.9
9.8 7.56.6
8.5
cred2 1.2 1.1
EMf (1054 cm−3) 1.31.0
1.7 1.31.1
1.5
EWg (eV) L 190
WL 19
NH (10
22 cm−2) 3.40.0
7.7 3.4b
T (MK) 7657
113 8165
102
ZFe 0.20.0
0.5 0.10.0
0.3
nA (10
−3 cm−5) 9.86.7
14.5 9.47.9
11.3
cred2 1.4 1.3
EM (1054 cm−3) 1.71.2
2.5 1.61.4
1.9
EW (eV) L 230
EL 29
NH (10
22 cm−2) 7.6h 7.6h
T (MK) 3728
52 3828
54
ZFe 0.60.2
1.0 0.50.1
1.0
nB
i (10−3 cm−5) 4.32.7
6.6 4.22.5
6.4
cred2 0.6 0.6
EM (1054 cm−3) 0.70.5
1.1 0.70.4
1.1
EW (eV) L 120
Notes. Subscripts and superscripts on the parameter values indicate the lower
and upper limits to the 90% conﬁdence interval, respectively. Bolded values are
those derived from ﬁt parameters.
a NH: hydrogen column density.
b NH: ﬁxed to ﬁt value from 1T+abs model.
c T: temperature.
d ZFe: iron abundance relative to solar (Anders & Grevesse 1989).
e nA: normalization for FPMA data.
f EM: emission measure, the distance to the source is ∼120 pc.
g EW: equivalent width of 6.4 keV emission line.
h NH: ﬁxed using best-ﬁt value from Imanishi et al. (2001).
i nB: normalization for FPMB data, used instead of nA due to the chip gap issue
noted in Section 3.2.
5 https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/node133.
html#vapec 6 www.swpc.noaa.gov/products/goes-x-ray-ﬂux
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medium- (6–9 keV), and high-energy band (9–20 keV), as seen
in Figure 4. From these light curves, we note the difference in
peak time between bands, with the two higher-energy bands
peaking ∼500 s (one time bin) prior to the lowest energy peak.
This effect was not studied in depth for the other two sources
due to low statistics and, in the case of IRS43, gaps in the data
because of the source being occulted by the Earth during the
rising interval of the ﬂare.
4. Discussion
Spectral analysis of three NuSTAR YSO ﬂares, each lasting
15–45 ks, found high-temperature plasma (∼40–80MK) and
revealed that these ﬂares are ∼1000 times brighter than the
brightest ﬂares on the Sun. An isothermal model effectively
described the data for each ﬂare, and no clear evidence for a
nonthermal component was found, although the ﬂux at higher
energies does peak earlier for the ﬂare on WL19 (Figure 4).
Two of the observed ﬂares, those from IRS43 and WL19,
showed evidence of an additional emission line at 6.4 keV,
which is typically attributed to iron ﬂuorescence (discussed
further in Section 4.2).
By comparison, our temperatures are found to be consistent
with the range of ﬂare temperatures observed in the surveys of
ρ Ophiuchi by Chandra (Imanishi et al. 2003) and XMM-
Newton (Pillitteri et al. 2010). The ﬂares we studied are on the
brighter end of those observed in these surveys, which is
consistent with our selection method of choosing the brightest
events. Similar to our analysis, the Chandra study considered
individual ﬂares (in addition to quiescent measurements), and
the ﬂare durations are found to be of the same order, averaging
∼10–20 ks.
4.1. Flare Energetics
When considering the energetics of these ﬂares, one thing to
address is whether there could be enough energy in nonthermal
electrons to account for the observed heating, despite having no
clear detection of a nonthermal component above the thermal
spectrum. This scenario would allow for a model similar to the
standard model for solar ﬂares (Brown 1971) in which
energetic electrons deposit energy in the footpoints and heat
the ambient plasma, leading to chromospheric evaporation and
subsequent thermal emission. The ﬂare on IRS 43 is selected
for this energetics analysis since it has the best counting
statistics of the sources studied in this paper when integrating
over the whole ﬂaring period (>12 hr).
4.1.1. Nonthermal Electron Energy
With the ﬂares studied so far, a high-temperature plasma
model is sufﬁcient to account for emission at high energies, and
we see no clear evidence of nonthermal emission. By assuming
that these ﬂares are similar to those observed on the Sun and
other stars, scaling laws were used to explore whether or not
NuSTAR would be sensitive enough to observe nonthermal
emission for ﬂares of the observed magnitudes.
In Battaglia et al. (2005), correlations between parameters for
a broad population of solar ﬂares, from GOES class A to class M
(soft X-ray ﬂux ~ - -10 108 4– Wm−2), were studied. By using a
scaling relation between the maximum GOES ﬂux and
nonthermal ﬂux, we estimated the nonthermal NuSTAR ﬂux at
35 keV to be ∼1.4×10−6 counts keV−1 s−1 for the ﬂare on
IRS43. In addition, a similar scaling law from Isola et al. (2007)
was used to estimate the peak nonthermal NuSTAR ﬂux over the
energy range 20–40 keV. Along with solar ﬂares, that study also
includes a number of stellar ﬂares that are closer in magnitude to
the ones observed here by NuSTAR. This scaling law estimates
the peak nonthermal ﬂux from 20–40 keV to be ∼3.5×10−5
counts keV−1 s−1. When comparing to the NuSTAR background
near this energy range,∼10−5 counts keV−1 s−1, we note that the
nonthermal ﬂux estimates for IRS 43 are either of the order of or
below the NuSTAR background. With the very limited statistics
above 20 keV for our observed ﬂares, it is plausible that there
could be an undetected nonthermal component among the
background. Thus, the absence of a clear nonthermal component
to the model does not eliminate the possibility that YSO ﬂares
follow the standard model for solar ﬂares. In addition, we are
optimistic that NuSTAR may be able to detect a nonthermal
Figure 4. Light curve (binned by 500 s) of WL 19 split into three energy bands: 3–6 keV (top), 6–9 keV (middle), and 9–20 keV (bottom). We note the difference in
timing, with the emission in the two higher-energy bands peaking prior to that of the lower-energy band. The gaps in the data occur when the source was occulted by
the Earth.
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component for larger magnitude ﬂares in future observations
of YSOs.
In a separate line of reasoning, we consider how large of a
nonthermal component could be present and undetected within
our current model. To test this, we add a model to our spectral
analysis of IRS 43 that represents nonthermal bremsstrahlung
emission—in this case, a broken power-law model (bknpower).
Using the thick-target model described in Brown (1971), the
parameters from a broken power law in the photon spectrum
can be translated into a corresponding electron spectrum with a
spectral index, δ, and a low-energy cutoff, Ec, from which the
nonthermal electron energy can be calculated.
For the broken power-law model, the index below an
assumed break energy7 ( E Ecbreak ) is set to γ1=1, and we
test a series of photon indices above Ebreak at integer intervals
from γ2=2 to γ2=8. The photon index γ2 corresponds to the
electron spectral index δ such that δ=γ2+1 for a thick-target
model. For each γ2, all parameters of the broken power-law
model are ﬁxed, and the normalization is raised until the quality
of the ﬁt to the data is affected,8 i.e., until the chi-squared value
increases by a certain amount. In order to be conservative in
our estimate of the plausible nonthermal energy available in the
ﬂare, we only allowed for a small increase in chi-squared,9
corresponding to a 5% increase in the conﬁdence with which
the ﬁt can be rejected; allowing for additional degradation of
the ﬁt quality by raising the normalization further would only
increase the amount of nonthermal energy available. With these
model parameters, we determine the electron spectrum, test a
range of Ec values, and compute a rough upper limit on the
nonthermal electron energy in the ﬂare (see results in Figure 5).
From this plot, we ﬁnd that the upper limit to the nonthermal
electron energy ranges from ∼1039–1041 erg. We note that
some combinations of parameters even improved the quality
of the ﬁt; the setting an index of γ2=2 (δ=3) and a
normalization of ∼6×10−5 photons keV−1 cm2 s−1 (at 1 keV)
resulted in the best ﬁt of the parameters tested. These
parameters correspond to ENT∼(3−4)×10
39 erg, depending
on the value of Ec used.
Given the limited sensitivity of previous X-ray instrumenta-
tion above ∼10 keV, estimates of nonthermal energy for stellar
ﬂares in the literature are currently lacking, particularly for
YSOs. Studies on surveys of star-forming regions by charge-
coupled device (CCD)-based instruments, such as the observa-
tions of ρ Ophiuchi by Chandra and XMM-Newton, do not
make attempts to place limits on a nonthermal component. A
study by Osten et al. (2007), which analyzes a superﬂare
observed by the Swift X-Ray Telescope (XRT) and Burst Alert
Telescope (BAT) on the active binary II Pegasi (II Peg), states
that it is the ﬁrst study to provide evidence for a nonthermal
component during a stellar ﬂare. Though this is an inherently
different ﬂare on a different stellar source, it is nonetheless
interesting to note their ﬁndings when considering trends for
large magnitude events. In this study of II Peg, the best-ﬁt
electron spectral indices for two time intervals are δ∼2.8 and
δ∼3.1, which are similar in hardness to the ﬁxed index in our
study corresponding to an improved overall ﬁt quality (δ=3).
These ﬁndings for extreme stellar events are consistent with
patterns observed for solar ﬂares, where a correlation is found
between higher nonthermal ﬂux and lower (harder) electron
spectral indices (Battaglia et al. 2005). The energetics analysis
in Osten et al. (2007) estimates a total electron energy that
exceeds the thermal radiative losses; however, challenges with
constraining conductive losses in this study make it difﬁcult to
state conclusively whether the nonthermal energy can account
for total thermal energy in the ﬂare.
4.1.2. Thermal Energy
To determine if the estimated upper limits to the nonthermal
energy are sufﬁcient to account for the thermal energy, we
estimate both radiative and conductive losses for the ﬂare on
IRS 43. For an estimate of the radiative losses, we take our
thermal model for this ﬂare and extend the model to a broad
range of energies in XSPEC. We considered the range of
0.01–200 keV, which is a typical energy range for radiation
from the corona that has been used in previous stellar X-ray
studies (Audard et al. 1999; Osten et al. 2007). By integrating
the spectrum over this range, we obtain a radiative ﬂux (erg
cm−2 s−1); the total radiative energy can be computed by
accounting for the duration of the ﬂare (Δt) and the distance to
the source (D). For the observed ﬂare on IRS 43 (Δt∼ 21 ks,
D∼3.7×1020 cm), the estimated radiated energy released in
the corona is Erad∼6×10
35 erg. We note that this is a lower
limit to the radiative losses; multiple studies of solar ﬂares
indicate that a majority of the total radiated ﬂare energy comes
from the visible and infrared wavebands (Woods et al.
2004, 2006). The actual value for thermal energy could be
ﬁve times larger than our estimate, bringing the possible value
for radiative losses up to ∼3×1036 erg.
In addition to radiative losses, a ﬂare study by Warmuth &
Mann (2016) has also found conductive losses to be signiﬁcant
Figure 5. Estimated upper limits on nonthermal electron energy for the ﬂare on
IRS 43 over a range of photon indices and cutoff energies of 5 keV (black),
10 keV (green), and 15 keV (blue). For each scenario, the upper limit to the
nonthermal electron energy far exceeds the estimated thermal energy (magenta
dotted line), indicating that the energy in an undetected nonthermal electron
population, if present, could plausibly account for the thermal energy in
the ﬂare.
7 Ebreak is set to 5 keV for Ec=5 keV and set to 10 keV for Ec=10 keV and
Ec=15 keV.
8 For other model components (e.g., isothermal plasma, absorption, etc.), the
same parameters are left free, as described in Section 3.2.
9 We allowed for an increase in chi-squared from 37.65 to 38.97 (dof=34),
which corresponds to a 5% increase in the conﬁdence with which the ﬁt can be
rejected.
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in ﬂares. Conductive energy losses can be computed by
k= DE T t
l
A
erg, 1cond
7 2
( )
where κ is the Spitzer conductivity (8.8×10−7 erg cm−1 s−1
K−7/2), l describes the length scale of energy loss, A is the area of
the footpoint, andΔt is the ﬂare time interval. For this estimate, we
assume a geometry of a cylindrical loop of length 2l with footpoint
radius r, which is related by the aspect ratio of a = = 0.1r
l2
(considered an upper limit for solar ﬂares). With these assumptions
incorporated into Equation (1), the conductive losses can be
computed in terms of an unknown length, l. For the ﬂare on IRS
43, the conductive energy losses are estimated as Econd∼(4×
1024)×l erg. By freezing the aspect ratio, we note that A ∝ l2 and
thus the conductive losses increase with the loop length rather than
being inversely proportional.
We expect that the combined energy in radiative and
conductive losses should be equal to the overall energy in the
thermal plasma:
= *E kT EM V3 , 2therm ( )
where V is the volume of the heated ﬂare plasma. Using this
relationship, Etherm∼Erad+Econd, and the cylindrical loop
geometry described above (V=π r2 (2l)), we can solve for the
loop length. Through this process, we estimate l∼5×1011 cm,
which is consistent with typical values of stellar ﬂare loop
lengths10 (∼1011–1012 cm). In a case where conductive losses
occur early in the ﬂare, it may be more accurate to assume
Etherm∼Erad. In this scenario, the estimated length is of the
same order, with l∼4×1011 cm. In either case, the resulting
total thermal energy is of the order of Etherm∼10
37 erg, which is
orders of magnitude smaller than the upper limits to nonthermal
energy, as shown in Figure 5.
Taking this exploration a step further, we can then consider
what loop length of l would be required in order for conductive
losses to exceed the possible energy in nonthermal electrons
(ENT). Assuming the upper limit of ENT∼10
41 erg, an
unreasonably large loop length of l∼1017 cm is required for
Econd>ENT. We note that this result assumes a ﬁxed aspect
ratio of α=0.1, which is considered an upper limit for solar
ﬂares; using a smaller aspect ratio would require an even larger
loop length for conductive losses to exceed energy in
nonthermal electrons. This unlikely scenario further supports
the case for the energy in conductive losses being much lower
than our upper limits to the nonthermal electron energy.
Therefore, we ﬁnd that electron energy could plausibly account
for both radiative and conductive losses in the ﬂare on IRS 43.
4.2. Iron Fluorescence and Disk Ionization
By considering the EW of the 6.4 keV emission line, we can
learn more about the ionizing radiation causing ﬂuorescence,
the ﬂuorescing material, and the geometry of the source. For
IRS 43 and WL 19, we ﬁnd the best estimates of the EW to be
relatively large: ∼190 eV and ∼230 eV, respectively. If we
assume that ﬂuorescence comes from photoionization of
spherically distributed material around the source, the EW is
predicted to be around ∼10 eV, based on NH and ZFe
(Inoue 1985). Thus, if we utilize the best-ﬁt EW values for
our spectra, the ﬂuorescence cannot be produced by material in
the line of sight but instead requires interaction with denser
material (George & Fabian 1991; Sekimoto et al. 1997).
In the case of YSOs, a 6.4 keV line in the ﬂare spectrum with
a large EW is often attributed to ﬂuorescence in the
circumstellar disk (Imanishi et al. 2001; Favata et al. 2005;
Tsujimoto et al. 2005). Assuming photoionization of disk
material, we would expect an EW only up to 120 eV, which is
still smaller than the best-ﬁt values, aside from that of EL 29
(George & Fabian 1991). However, in a case where the ﬂare is
hidden behind the star’s limb, the EW may be larger than
120 eV due to attenuation of the continuum relative to the
ﬂuorescence emission from the disk (Drake et al. 2008).
Another way to account for large EWs is through
ﬂuorescence by collisional ionization, as was suggested in a
study of EL 29 by Giardino et al. (2007). In addition to
observing relatively large EWs (> 200 eV), this study found
that a source of accelerated electrons could better explain the
signiﬁcant variability in EWs than changes in the thermal
spectrum.
Given the large uncertainties of the EWs for our study (noted
in Section 3.2.2), we refrain from proposing one speciﬁc
mechanism for our ﬂares but highlight that the potentially large
EW may be consistent with a scenario where the disk serves as
the main ﬂuorescing material as opposed to the photosphere or
material in the line of sight.
One important question regarding high-energy X-ray emission
is how this emission impacts the process of planet formation in the
protoplanetary disk (Feigelson & Montmerle 1999; Glassgold
et al. 2000; Feigelson 2010). The presence of a 6.4 keV line and
the associated EW provide evidence that X-rays from these YSO
ﬂares are plausibly interacting with their surrounding disks. X-ray
emission can potentially alter the dynamics of the disk by ionizing
disk material and, therefore, coupling this material to the magnetic
ﬁeld that, at sufﬁcient ionization levels, could lead to MRI and
eventually magnetohydrodynamical turbulence (Balbus 2011).
For a “typical” quiescent YSO (kT=1 keV, L∼ 1029 erg s−1),
work by Krolik & Kallman (1983) estimates that ionization by
stellar X-rays could dominate ionization of disk material out to
∼1000 au and that much of the outer disk layer could be
sufﬁciently ionized for MRI. During ﬂaring times, both higher
plasma temperatures and higher luminosities can lead to further
penetration and an increased ionization rate (Glassgold et al.
2000). For our observed ﬂares, we ﬁnd kT ranging from 3–7 keV
and average luminosities from 1030–1031 erg s−1, which would
correspond to broader ionization than what is found for the
“typical” values. However, work by Ilgner & Nelson (2006)
indicates that the timescale for MRI is much longer than the
duration of these X-ray ﬂares, so more research is needed to
determine whether transient X-ray events can lead to persistent
turbulence in the disk.
5. Summary
During three ∼50 ks observations of the ρOphiuchi cloud
complex by NuSTAR, multiple bright X-ray ﬂares from YSOs
were observed. NuSTAR offers unprecedented sensitivity in the
hard X-ray regime above ∼7 keV, making this data set the ﬁrst
of its kind. Spectral analyses of ﬂares on IRS43, WL19, and
EL29 found temperatures ranging from ∼40–80MK and
emission measures of the order of 1054 cm−3 using an isothermal
10 These values for stellar ﬂare loop lengths were estimated in Shibata &
Yokoyama (1999) using scaling relations and data from a variety of star types,
including YSOs, binaries, and red dwarfs.
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model. These results offer conﬁrmation of what has been found
for temperatures and brightnesses in previous X-ray surveys of
ﬂaring YSOs in the ρOphiuchi region.
The ﬂares presented here show no clear evidence for a
higher-energy nonthermal component, but estimates through
scaling laws indicate that it may be possible to observe
nonthermal emission with a hotter and brighter ﬂare in future
observations. Estimates were made of thermal radiative and
conductive energy along with upper limits to the energy in
nonthermal electrons for the ﬂare on IRS43. According to our
estimates, the energy in nonthermal electrons, if present, could
plausibly account for both radiative and conductive losses,
which is consistent with the standard model for solar and stellar
ﬂares.
Spectral analyses of the ﬂares on IRS43 and WL19 suggest
the presence of a 6.4 keV emission line. In these cases, the
large estimated EW may be consistent with a scenario where
ﬂare radiation interacts with dense material in the surrounding
disk, producing ﬂuorescence through photoionization. In
addition to ﬂuorescence, X-rays from ﬂaring YSOs may
signiﬁcantly ionize disk material, depending on the ﬂare
luminosity, temperature, and frequency. Additional modeling
and observations in the high-energy X-ray regime with
NuSTAR are necessary in order to further investigate the
impact of these extreme stellar events.
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