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Abstract
I study the universal finite-size scaling function for the lowest gap of the quantum Ising chain with
a one-parameter family of “defect” boundary conditions, which includes periodic, open, and antiperiodic
boundary conditions as special cases. The universal behavior can be described by the Majorana fermion field
theory in 1+1 dimensions, with the mass proportional to the deviation from the critical point. Although the
field theory appears to be symmetric with respect to the inversion of the mass (Kramers-Wannier duality),
the actual gap is asymmetric, reflecting the spontaneous symmetry breaking in the ordered phase which
leads to the two-fold ground-state degeneracy in the thermodynamic limit. The asymptotic ground-state
degeneracy in the ordered phase is realized by (i) formation of a bound state at the defect (except for the
periodic/antiperiodic boundary condition) and (ii) effective reversal of the fermion number parity in one
of the sectors (except for the open boundary condition), resulting in a rather nontrivial crossover “phase”
diagram in the space of the boundary condition (defect strength) and mass.
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I. INTRODUCTION
Universality in critical phenomena is one of the most important concepts in statistical physics.
At the critical point, the long-distance properties are governed by a fixed point in terms of Renor-
malization Group (RG), which is nothing but a scale-invariant (conformal) field theory. This is
best established in 2 dimensions, or for “relativistic” quantum critical point in 1 spatial dimension.
The corresponding field theories are conformal field theories (CFTs) in 1+1 dimensions [1], which
are governed by the infinite-dimensional Virasoro algebra. This correspondence has led to many
quantitative predictions which have been confirmed numerically and experimentally. In particular,
the finite-size scaling of energy gaps is important. In the thermodynamic (infinite-size) limit of a
critical system, the energy spectrum is continuous above the ground state. However, in a finite-size
system, the energy spectrum is generally discrete, and there is a nonvanishing gap between energy
eigenvalues. Understanding this spectrum is of practical importance, since only finite-size systems
are accessible by most of numerical calculations. In particular, the exact diagonalization of a finite
system provides a very precise energy spectrum. According to the CFT in 1+1 dimensions, the
excitation energies ∆En (energy eigenvalues relative to the ground state) of a finite-size system of
length L with the periodic boundary condition are related to the scaling dimensions xn as [2]
∆En =
2pixn
L
, (1)
thanks to the conformal mapping between the infinite plane and the infinite cylinder. The ground-
state energy also obeys the universal correction
E0 = ε0L− pic
6L
+O(
1
L2
), (2)
where c is the central charge which characterizes the CFT, and ε0 is the non-universal ground-state
energy density in the thermodynamic limit. Similar relations for the open boundary condition are
also obtained [3]. These celebrated relations have been successfully tested and utilized for many
quantum critical systems in 1+1 dimensions. While the analysis becomes more involved in higher
dimensions, it is recently extended to 2+1 dimensions [4].
Even away from the critical point, in the vicinity of the critical point the long-distance prop-
erties are governed by a universal RG flow away from the fixed point, which corresponds to a
massive field theory. This should again determine universal properties, including the scaling of
the finite-size energy spectrum. In field theory, the finite-size correction to the excitation gap
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in massive field theories has been known as Lu¨scher’s formula [5–7], which is useful to extract
scattering amplitudes from numerical simulations. Although Lu¨scher’s formula works in any di-
mensions, its structure can be elucidated in more details in 1+1 dimensions [8]. The perturbation
theory in terms of the “mass” (gap-opening) term added to the CFT in 1+1 dimensions is also
very useful for an accurate determination of quantum critical points of quantum lattice models in
1 dimension, and was dubbed as “level spectroscopy” [9, 10]. The finite-size scaling of the energy
spectrum has been also discussed in the context of integrable models, such as S = 1/2 XXZ and
XYZ chains. Their scaling limits provide lattice regularizations of integrable field theory in 1 + 1
dimensions, such as sine-Gordon and Thirring models. Thus the universal finite-size gap scaling
function can be obtained in these cases [11–15].
However, it appears that, some interesting structures in the universal finite-size scaling of the
gap, especially in connection to quantum phase transitions involving spontaneous symmetry break-
ings, have not been appreciated in full details. In this paper, I will discuss the universal finite-size
scaling of the lowest energy gap (the gap between the ground state and the first excited state in a
finite size system) in the quantum (transverse-field) Ising chain away from the critical point but in
the scaling limit. The quantum Ising chain, defined by the Hamiltonian
HI = −J
∑
j
σzjσ
z
j+1 − Γ
∑
j
σxj , (3)
is a prototypical model of quantum phase transitions and quantum critical phenomena [16]. With-
out losing generality, I assume J > 0. The first term is the standard Ising interaction, which
is identical to that in the classical Ising chain, and tend to align the spins in the same direction
(σz = ±1) in the ground state. The second, transverse field term, flips σz and thus tend to disorder
the spins in σz-basis. As a result of competition between these two terms, a quantum phase tran-
sition between the ordered phase Γ < Γc and the disordered phase Γ > Γc occurs at the critical
point Γ = Γc. From the exact solution, which will be discussed below we know that the quantum
phase transition is of second order, and that Γc = J .
The Ising chain is exactly solved [17, 18] by the Jordan-Wigner transformation [19, 20] to the
free fermion Hamiltonian
HK = −t
∑
j
(
c†jcj+1 + c
†
j+1cj
)
− µ
∑
j
c†jcj +
∑
j
(
∆cjcj+1 + ∆
∗c†j+1c
†
j
)
, (4)
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where
t = ∆ =J ∈ R, (5)
µ = 2Γ. (6)
While the Hamiltonian (4) contains the pair creation/annihilation terms, they can be eliminated
by a canonical (Bogoliubov) transformation so that the resulting Hamiltonian is completely diag-
onalized. Physically, the pair creation/annihilation terms in Eq. may be realized by a proximity
effect to a bulk superconductor. Thus Eq. (4) can represent (non-interacting) electrons in one-
dimensional channel attached to a superconductor. It is nothing but the “Kitaev chain” Hamilto-
nian [21], which exhibits Majorana zero modes localized at the open ends, in the topological phase.
The Kitaev chain (and its possible experimental realizations) is studied vigorously in recent years,
in relation to topological quantum computation. The Kitaev chain (4) has a second-order quantum
phase transition when
|µ| = |2t|, (7)
which corresponds to |Γ| = |J | in the Ising chain. In the case of the Kitaev chain, it is a quan-
tum phase transition between the topological (with Majorana zero modes at the ends) and non-
topological phases.
While the Ising chain and Kitaev chain are “equivalent” since they are mapped to each other
by the Jordan-Wigner transformation, the physical (local) operator content is different. The non-
locality of the Jordan-Wigner transformation also introduces subtleties in the boundary condition.
The periodic boundary condition for the Ising chain is not translated simply to the periodic bound-
ary condition for the Kitaev chain. These issues have been also well understood in terms of the
CFT describing the quantum critical point. As discussed in detail in Appendix A, the contin-
uum limit of the Kitaev chain near the critical point is the Majorana fermion field theory in 1+1
dimensions, defined by the Lagrangian density
LM = ψ¯(i∂µγµ −m)ψ (8)
with the two-component real field ψ. The corresponding Hamiltonian in the chiral basis is
HI ∼ 1
2
∫
dx ψT (x)hBdG(x)ψ(x), (9)
where
ψ(x) =
ψR(x)
ψL(x)
 (10)
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is the real field ψ†R,L(x) = ψR,L(x) and
hBdG = −i∂xτ z −mτ y. (11)
General quantum states in this system can be constructed as (superpositions of) multi-particle
states. In particular, a “single particle” state is given as
|φ〉 =
∫
dx ψ†(x)φ(x)|vac〉, (12)
where |vac〉 is the vacuum, ψ†(x) = ψT (x) for the real field under consideration here, and
φ(x) =
φR(x)
φL(x)
 (13)
is a two-component “wavefunction” (which is generally complex). The Hamiltonian can be diag-
onalized by solving the eigenequation (single-particle Schro¨dinger equation)
hBdGφ(x) = φ(x). (14)
In the infinite line −∞ < x <∞, this can be solved using the Fourier transformation
φ(x) =
∫
dp
2pi
φ(p)eipx, (15)
which results in
hBdG(p) = pτ
z −mτ y. (16)
This implies that the single-particle eigenstate wavefunctions are
φ(+)(p) ∝
p+√p2 +m2
−im
 (17)
and
φ(−)(p) ∝
 im
p+
√
p2 +m2
 (18)
which satisfy
hBdG(p)φ
(±)(p) = ±(p)φ(±)(p), (19)
where
(p) =
√
p2 +m2. (20)
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The corresponding single-particle creation operator is
η(±)(p)
†
= ψ†(p)φ(±)(p). (21)
As a consequence of the real (Majorana) nature of the field ψ, we find
η(+)(p)
†
= η(−)(−p). (22)
Thus the negative-energy particles are actually identical to the holes/antiparticles of the positive-
energy particles and not independent degrees of freedom, and the system can be described solely in
terms of positive-energy particles created by η(+)(p)†. (Subtleties concerning possible zero-energy
states will be discussed later.)
In any case, the “Majorana mass” m determines the gap in the single-particle spectrum. As
an effective theory for the Ising model, m is proportional to the deviation from the critical point
Γ−Γc (see Appendix A). The Ising spin (σz) operator is understood as a “twist field” with respect
to the Majorana fermion field [1].
In this paper, I will study the universal finite-size scaling of the energy gap in the nearly-critical
quantum Ising chain with a one-parameter family of the boundary conditions
HI = −J
N−2∑
j=0
σzjσ
z
j+1 − bJσzN−1σz0 − Γ
N−1∑
j=0
σxj , (23)
where N = L/a is the number of spins and b is the parameter representing the strength of the
“defect”. This includes the periodic (b = 1), antiperiodic (b = −1), and open (b = 0) boundary
conditions as special cases. This model corresponds to an anisotropic limit of the two-dimensional
classical Ising model with a defect line, and they share the same universal critical behavior near
the critical point. These models have been studied with various methods [22–37]. In particular,
at the critical point, this one-parameter family of the boundary conditions corresponds to a “fixed
line” with continuously changing boundary scaling dimensions. The finite-size energy spectrum
in the scaling limit at the critical point can be described in terms of boundary CFT. The purpose
of this paper is to extend such a field-theory description of the universal scaling of the finite-size
energy spectrum in the massive (off-critical) regime.
A central issue in the present problem is that, even though the effective field theory appears
symmetric with respect to the mass inversion m→ −m, the original quantum Ising model is not.
The mass inversion is a mapping between the ordered (Γ < Γc) and disordered (Γ > Γc) phases,
6
which are certainly inequivalent. The “symmetry” with respect to the mass inversion corresponds
to the Kramers-Wannier duality [18, 38]. Even though the duality exists in a certain sense, it
does not mean that the spectrum is identical between the two cases. In fact, the ground state is
unique in the disordered phase ( m > 0 or Γ > Γc) and gapped, while the lowest finite-size
gap asymptotically vanishes in the limit of a large system size in the ordered phase ( m < 0 or
Γ < Γc) reflecting the spontaneous symmetry breaking. I emphasize that, although the finite-
size energy spectrum depends on the boundary condition, the asymmetry with respect to the mass
inversion exists for any boundary condition, as it is the bulk that dictates the spontaneous symmetry
breaking. Understanding of the asymmetry in terms of the relativistic (Majorana fermion) field
theory is an interesting problem.
Not surprisingly, many studies on the finite-size spectrum of the quantum Ising chain have been
reported in the past. Pfeuty discussed the finite-size energy spectrum with the open boundary con-
dition and its asymptotic behavior in the thermodynamic limit [17]. Abraham studied the spectrum
of the transfer matrix of the two-dimensional classical Ising model on a strip of a finite width with
the open (free) boundary condition [39]. As noted above, although these are microscopically dif-
ferent objects, the universal critical behavior of these spectra should be identical. In Refs. [17, 39],
a single-particle state characterized by an imaginary momentum was found in the ordered phase.
This leads to the asymptotic double degeneracy of the ground states, which reflect the spontaneous
breaking of the Ising spin flip (Z2) symmetry.
More recently, Kitaev [21] discussed the energy spectrum of the Kitaev chain with the open
boundary condition. For the open boundary condition, the energy spectrum is identical between
the quantum Ising chain and the Kitaev chain. In the topological phase, Kitaev found the Majo-
rana zero modes localized near the ends, and the associated quasi-degeneracy of the ground states.
These are mathematically identical [40] to what were found in Refs. [17, 39]. However, the phys-
ical significance of the Majorana zero modes and its potential relevance for topological quantum
computation were not recognized until pointed out by Kitaev [21].
For the periodic boundary condition, Hamer and Barber [41] studied the lowest gap (among
other things) in the scaling limit from the field-theory viewpoint. However, apparently they did
not pay much attention to the asymmetry with respect to the mass inversion (asymmetry between
the ordered and disordered phases). On the other hand, Sachdev [42] discussed the spin-spin
correlation function in an infinite Ising chain at finite temperature, and obtained the exact universal
scaling function for the correlation length in the scaling limit. As one can see from the Quantum
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Transfer Matrix formalism [43, 44], the universal scaling of the inverse correlation length for the
spin-spin correlation function at finite temperature should be identical to that of the lowest gap in a
finite size chain, if the system is Lorentz invariant in the low-energy limit. Thus Sachdev’s formula
can be regarded as the universal scaling function of the lowest gap. Indeed, it clearly exhibits the
asymmetry with respect to the mass inversion.
The finite-size energy spectrum of the quantum Ising chain (or transfer matrix spectrum of the
classical Ising model on a strip) with the one-parameter family of the boundary conditions (23)
has been also discussed in Refs. [29–32, 45–47]. In particular, a thorough analysis of the spectrum
in the ordered phase based on the exact solution was presented by Abraham, Ko, and Sˇvrakic´ [32].
However, the universal scaling function of the gap, including the universal crossover between the
ordered and disordered phase, has not been discussed in the full detail.
In this paper, I will discuss the universal scaling function of the lowest gap, for the general
one-parameter family of boundary conditions. The field-theory analysis in this paper exactly re-
produces the result of Ref. [42] for the special case of the periodic boundary condition, although
the approach is rather different. I emphasize that, while the exact solution of the quantum Ising
chain depends on the particular lattice model (23), the universal scaling function should apply to
any nearly critical system which belongs to the same Ising universality class.
The quantum Ising chain is mapped to the Kitaev chain with some constraints on the param-
eters. The constraints also apply to the defect. Thus, the Kitaev chain allows somewhat more
general defects than the quantum Ising chain, as discussed in Refs. [48, 49]. As a byproduct of
the present study, I analyse the generalized defect in the Kitaev chain in the vicinity of a quantum
critical point, based on the relativistic Majorana fermion field theory. I give a field-theory picture
for the most remarkable observation in Ref. [49] that Majorana zero modes exist near the defect
under a certain condition, even when the defect coupling is non-vanishing.
This paper is organized as follows. In Sec. II, I will discuss the universal scaling function of
the lowest gap in finite chains with the open boundary condition, for which bound states localized
around the chain ends appear in the ordered phase. The universal scaling function for the periodic
boundary condition is discussed in Sec. III. An effective reversal of the fermion number parity
leads to the asymmetry between of the lowest gap in the ordered and disordered phases. In Sec. IV,
the universal scaling function of the lowest gap is discussed for the more general one-parameter
family of the boundary condition. Both the bound states and the fermion number parity reversal
play roles. Finally, Sec. V is devoted to conclusions and discussions.
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Derivation of the relativistic Majorana fermion field theory as the effective theory of the quan-
tum Ising chain is presented in Appendix A. In Appendix B, scattering of Majorana fermions at
the defect is analyzed, in order to determine the parameters in the field theory description in terms
of the lattice model. Scattering at more general class of defects in the Kitaev chain is discussed in
Appendix C.
II. OPEN BOUNDARY CONDITION
Here I consider the quantum Ising chain with the open boundary condition. In this case, the
Jordan-Wigner transformation is well defined. Thus, the quantum Ising chain is mapped to the
Kitaev chain with the open boundary condition, and the spectrum of the two models are completely
identical. In the vicinity of the quantum critical point, the effective Majorana fermion field theory
is applicable. The open boundary condition for the Kitaev chain is translated to the boundary
conditions
ψR(x = 0) = ψL(x = 0), (24)
ψR(x = L) = −ψL(x = L), (25)
for the Majorana fermion fields in the chiral basis. The boundary conditions on the fields can be
simply translated to those on the wavefunctions (13):
φR(x = 0) = φL(x = 0), (26)
φR(x = L) = −φL(x = L). (27)
These boundary conditions were obtained in Ref. [50] for massless case, but this is also valid for
non-vanishing mass. This is natural, since within length-scales shorter than the inverse mass, the
massive system should behave similarly to the massless CFT. The relative sign difference between
the boundary conditions at two ends was related to the conformal spin of the fermion field [50] in
terms of CFT. Alternatively, these boundary conditions can be derived from an explicit calculation.
Setting b = 0 (χ = pi/2) in the transmission/reflection amplitudes Eqs. (66), (67), and (68), which
are obtained later in Sec. IV and Appendix B for the generalized defect boundary conditions, I
find T→ = T← = 0, R← = 1, and R→ = −1 for the open boundary conditions. The last two
(reflection) amplitudes correspond to Eqs. (26) and (27).
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The Schro¨dinger equation for the Majorana fermion field in the real space
hBdGφ =
−i∂x im
−im i∂x
φR
φL
 = 
φR
φL
 (28)
together with the boundary condition (26) admits a potential zero-energy bound-state solution
φ(x) ∝
1
1
 emx, (29)
near the left end of the chain x ∼ 0. For this solution to be normalizable (and be a bound-state),
m < 0, (30)
has to be satisfied. Likewise, Eq. (28) together with the the boundary condition (27) admits a
zero-energy bound state
φ(x) ∝
 1
−1
 em(L−x), (31)
localized near the right end of the chain x ∼ L, under the same condition (30). (Here we pretend
L to be “infinite” and treat the two bound states separately. For a finite L, in reality, the “bound
state” has to satisfy the boundary conditions on the both ends and its energy is lifted from zero, as
I will discuss later.)
Thus, the Kitaev chain has two “Majorana zero modes” localized near the both ends of the
chain in the “topological phase” (30). As it was pointed out in the celebrated paper by Kitaev [21],
the two Majorana zero modes constitute a single “qubit”, so that they can be regarded as a spatially
distributed qubit which is robust against decoherence. The presence of the Majorana zero modes
was demonstrated [21] in the exactly solvable limit of t = |∆| and µ = 0, where the zero modes
are completely localized. In this limit, the ground states are exactly two-fold degenerate for any
length of the chain. At generic points in the topological phase, the two ground states are only
nearly degenerate, split by the exponentially small energy ∼ e−mL. As I have mentioned earlier,
the energy spectrum of the quantum Ising chain is identical to that of the Kitaev chain under the
open boundary condition. Thus, there are two quasi-degenerate ground states only in one side of
the critical point, Eq. (30). This is nothing but the ordered phase of the quantum Ising chain, and
the quasi-degeneracy of the ground states signals the spontaneous breaking of the Z2symmetry.
As noted in the Introduction, the “Majorana zero modes” had been mathematically discovered in
the Ising model context earlier [17, 39].
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Now let me discuss the universal scaling function of the smallest gap (splitting of the quasi-
degenerate ground states in the topological/ordered phase) based on the effective Majorana
fermion field theory. The two independent “plane wave” eigenstates with the energy +
√
p2 +m2
in the real space are
φ(+)p (x) ≡ φ(+)(p)eipx, (32)
φ
(+)
−p (x) ≡
 im
p+
√
p2 +m2
 eipx
∝ φ(+)(−p)e−ipx, (33)
where φ(+)(p) is defined in Eq. (17), for p ≥ 0. I note that, for p = 0, these two states reduce to
the single state
Ψ(+)(p = 0) =
 1
−i sgnm
 . (34)
However, since this does not satisfy the open boundary conditions, p 6= 0 can be assumed (except
for the special case when p = 0 becomes a double root).
For p 6= 0, the single-particle energy eigenstate can be written as the superposition
φ(+)(x) = a+φ
(+)
p (x) + a−φ
(+)
−p (x) (35)
The boundary condition at x = 0 then requires
(1,−1)Tφ(+)(x = 0) =
(
p+ im+
√
p2 +m2
)
a+ −
(
p− im+
√
p2 +m2
)
a− = 0. (36)
This implies
a+
a−
=
p− im+√p2 +m2
p+ im+
√
p2 +m2
=
p− im√
p2 +m2
. (37)
Similarly, the boundary condition at x = L requires
a+
a−
= − p+ im√
p2 +m2
e−2ipL. (38)
The two boundary conditions thus imply
(p− im)2
p2 +m2
e2ipL = −1. (39)
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In the massless limit m = 0 which corresponds to the critical point, this is equivalent to e2ipL =
−1, which implies
p =
2n− 1
2L
pi, (40)
where n is a positive integer. This recovers the result of Ref. [50] that the fermions obey the
antiperiodic boundary condition on a ring of the doubled length 2L.
Also for m 6= 0, there are infinite number of solutions. The condition to be satisfied by the
momentum p can be rewritten as
tan pL = − p
m
, (41)
excluding the trivial solution p = 0 (except for the special case of the double root). The solu-
tions (40) for m = 0 corresponds to the poles of tan pL. For a finite m, the solutions will be
shifted from the poles of tan pL. Graphically, they can be identified as crossing points between
the curve tan pL and the straight line −p/m. For m < 0, the crossing point at the smallest p > 0
decreases as |m| is increased. Eventually, at
−mL = 1, (42)
the smallest root p merges to 0. While the root p = 0 is usually excluded, it should be taken into
account in this “double root” case.
For
−mL > 1, (43)
the real solution corresponding to the smallest p disappears. However, it can be regarded that the
solution turned pure imaginary in this case. That is,
p = iλ, (44)
where λ is a real root satisfying
tanhλL = − λ
m
. (45)
This equation indeed has a unique real solution (excluding λ = 0) when (43).
The imaginary solution reflects the presence of the bound states localized near the end. As
discussed in Sec. I, the bound states are at zero energy in the limit of infinitely long chain. How-
ever, the energy is lifted to a positive value in a finite chain, reflecting the mixing between the two
bound states.
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The effective Hamiltonian of the system takes the form of Eq. (A36), where the parameter p
runs over the solution of Eq. (41) excluding p = 0 and including the possible pure imaginary
solution. The ground state of the system is nothing but the “vacuum” in terms of the ηp-fermions.
The lowest excited state is given by creating a fermion with the smallest possible p, which we
denote p∗. When Eq. (43) holds, p∗ is understood as the pure imaginary solution.
The lowest excitation gap Emin in the finite-size chain with the open boundary condition is then
given as
Emin =
√
p∗2 +m2. (46)
Introducing the scaling variable
s ≡ mL, (47)
and the scaled lowest gap
∆ ≡ LEmin, (48)
the result (46) reads
∆ =
√
q∗2 + s2 (49)
where q∗ is the smallest positive solution of
tan q = −q
s
, (50)
or its pure imaginary solution when s < −1.
When s < −1, the scaled lowest gap may be written as ∆ = −s√ρ, where ρ is the positive
solution of
tanh
(
|s|
√
1− ρ
)
=
√
1− ρ. (51)
Deep inside the ordered phase, s < 0 and |s| is large. This requires ρ ∼ 0 (namely Emin ∼ 0),
indicating the quasi-degeneracy of the ground states. More precisely, ρ can be expanded in terms
of the small parameter ζ = e−2|s|. As I will show below, ρ is O(ζ). Here I obtain ρ up to O(ζ2).
Up to this order, ρ3 = O(ζ3) and hence can be ignored. Expanding Eq. (51) up to the second order
in ρ,
(
2|s|2 tanh3 |s|+ l tanh2 |s| − 2|s|2 tanh |s| − l + 1) ρ2+4(|s| tanh |s|2−|s|+1)ρ+(tanh |s| − 1) = 0.
(52)
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The solution satisfying ρ > 0 for small ζ reads, up to O(ζ2),
ρ = 4ζ + (16l − 8)ζ2 +O(ζ3). (53)
It follows that
∆ = 2|s| [e−|s| + (2|s| − 1)e−3|s|]+O(e−5|s|), (54)
or, in terms of the original variables,
Emin = 2|m|
[
e−|m|L + (2|m|L− 1)e−3|m|L]+O(e−5|m|L), (55)
in the ordered region m < 0 and |m|L  1. While the first term in the expansion is well known,
the second term is also universal. It would be also possible to obtain higher-order terms in this
expansion of the finite-size gap (splitting of the quasi-degenerate ground states).
III. PERIODIC BOUNDARY CONDITION
Here I discuss the universal scaling of the finite-size gap of the Ising chain under the peri-
odic boundary condition. In this case, there are no Majorana bound states since there is no open
boundary to localize such states. Nevertheless, physically one should expect the quasi-degenerate
ground states in the ordered phase m < 0. In fact there is a different mechanism to ensure this for
the periodic boundary condition, which I shall demonstrate in the following.
The Jordan-Wigner transformation maps the quantum Ising chain to fermionic (Kitaev) chain
only with local (short-ranged) hoppings and interactions. However, under the periodic boundary
condition, the Jordan-Wigner transformation of the Ising interaction at the “boundary” leads to a
non-local term containing the Jordan-Wigner string wrapping around (almost) the entire system.
Fortunately, such a term can be written in terms of the total fermion number parity and a local
Hamiltonian. Since the fermion number parity is conserved, it can be regarded as a constant.
This leads to an interesting situation: the resulting fermion model is still “free”, but the boundary
condition for the fermion depends on the total fermion number parity. When (−1)F = 1 (even
fermion number) fermions obey the antiperiodic boundary condition, while they obey the periodic
boundary condition when (−1)F = −1 (odd fermion number).
It turns out that the ground state belongs to the even fermion number sector, while the first
excited state does to the odd fermion number sector. The ground state is given by the “vacuum” in
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terms of fermions. Thus the ground-state energy reads
E0 = −1
2
∑
p=
pi(2n−1)
L
(p), (56)
where I included the “zero-point” energy of each mode (which is essential as it can be seen be-
low). Here p runs over the quantized momenta pi(2n − 1)/L with n ∈ Z, corresponding to the
antiperiodic boundary condition.
On the other hand, the first excited state belongs to the odd fermion number sector. In order
to be in the odd sector, one has to create odd number of fermions on the vacuum (however, see
below). It is obvious that the first excited state, the lowest energy among such states, is given by
creating just one fermion with the minimum energy at p = 0. Since the energy of the fermion at
p = 0 is given as
√
m2 = |m|, the energy of the first excited state appears to be given as
E1 = |m| − 1
2
∑
p= 2pin
L
(p), (57)
where I included the zero-point energy for the periodic boundary condition. However, this expres-
sion contradicts the physics of the Ising chain, since the energies E0 and E1 are now completely
symmetric with respect to m→ −m and do not show the expected difference between the ordered
and disordered phases. In particular, in the thermodynamic limit L → ∞ of an off-critical chain
(m 6= 0), the zero-point energies are asymptotically the same and the finite-size gap reads
∆ = E1 − E0 ∼ |m|. (58)
Namely, the expected quasi-degeneracy of the ground states is absent in the ordered phase m < 0.
The resolution to this puzzle is given as follows. Let us start from the disordered phase m > 0,
where the expression (57) is indeed valid. As we decrease the mass parameter m, the energy m
of the lowest mode p = 0 decreases. When we cross the quantum critical point m = 0 and enter
the ordered phase m < 0, from the dispersion relation it appears that the energy of the lowest
mode is given as |m|. However, in a finite-size system, there should be no singularity and thus the
energy of the lowest mode cannot exhibit the cusp-like dependence as |m| on the parameter m at
m = 0. In this respect, the energy of the lowest mode p = 0 should be understood as m, not |m|.
This energy becomes negative in the ordered phase m < 0. For convenience, we can always apply
the particle-hole transformation to such a negative-energy mode so that the single-particle energy
is non-negative. This particle-hole transformation applied only to p = 0 recovers the standard
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dispersion relation (20). Usually this does not leave any other side-effects, but here we have to be
careful with the fermion number parity constraint. Since the “occupied” and “unoccupied” states
are exchanged for p = 0, the original fermion number parity (−1)F and the fermion number parity
(−1)F˜ (in the new basis for which Eq. (20) holds) are different and are related by
(−1)F = −(−1)F˜ . (59)
In particular, the first excited state of the system, that is the lowest-energy state in the “odd sector”,
is given by one fermion with the lowest energy m at p = 0 in the original representation. Apply-
ing the particle-hole transformation, the dispersion relation recovers the form (20) while the first
excited state now becomes the vacuum for fermions obeying the periodic boundary condition. (Of
course, this conclusion can be obtained by performing the Jordan-Wigner transformation carefully,
without resorting to the analyticity argument.)
This analysis leads to the correct expression of the energy of the first excited state
E1 = mΘ(m)− 1
2
∑
p= 2pin
L
(p), (60)
where Θ is the Heaviside step function
Θ(m) ≡
1 (m > 0),0 (m ≤ 0). (61)
The first gap thus reads
Emin = mΘ(m) + 1
2
 ∑
p= 2pin
L
−
∑
p=
pi(2n−1)
L
√
p2 +m2
 . (62)
While the zero-point energy in each of E0 and E1 is divergent, their difference is finite, and can
be written as a contour integral
I =
L
4pii
∮
C
√
m2 + p2
sin pL
dp, (63)
where the contour C is defined as in Fig. 1. The branch cut due to the square root should run
from p = ±im to infinity, so that it does not intersect with the contour C. We can simply take the
branch cut parallel to the imaginary axis. Deforming the contour so that it surrounds the branch
cut as in Fig. 2, we find
I =
L
pi
∫ ∞
|m|
√
κ2 −m2
sinhκL
dκ˜. (64)
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FIG. 1. The contour C. The blue lines represent branch cuts.
Changing the integration variable to y = κL, the scaled lowest gap (48) can be written as a
universal function of the scaling variable (47) as
∆ =
[
sΘ(s) +
1
pi
∫ ∞
|s|
√
y2 − s2
sinh y
dy
]
. (65)
This universal gap function was actually obtained more than 20 years ago by Sachdev [42]. He
studied the universal scaling function for the spin-spin correlation function in the quantum Ising
chain at finite temperature. Since the spin-spin correlation function is the most long-ranged, its
inverse correlation length corresponds to the lowest gap in the spectrum of the quantum transfer
matrix. As the scaling (continuum) limit of the quantum Ising chain is described by the Lorentz-
invariant field theory, the scaling limit of the quantum transfer matrix is identical to the Hamilto-
nian. Thus the universal scaling function for the spin-spin correlation length at finite temperatures
is identical to the universal gap scaling function I have derived here. Indeed, if the system size L
is replaced by the inverse temperature, Eq. (65) agrees exactly with the expression in Ref. [42],
17
FIG. 2. The deformed contour
which was derived by a rather different method (taking the scaling limit of the Toeplitz determi-
nant expression). The origin of the non-analytic term sΘ(s) is perhaps more naturally understood
in the present formalism. Despite the non-analytic nature of the step function, the entire scaling
function must be analytic in s, as pointed out in Ref. [42]. Namely, a non-analytic contribution
from the integral around s = 0 cancels the non-analyticity originating from the step function.
IV. GENERAL BOUNDARY CONDITIONS
Now I consider the spectrum of the quantum Ising chain with the defect as in Eq. (23). While
some of the results in this section could be found by taking the scaling limit of those in Ref. [32], I
will elucidate interesting structures appearing in the crossover between the ordered and disordered
sides.
At the bulk critical point, a continuously changing “boundary” critical exponent [22–31] as a
18
function of b is found for the defect model (23). In terms of CFT, this can be understood, after a
folding procedure, as a dependence on the boundary value ϕ0 of the Z2 orbifold of the free boson
field theory [36, 37]. However, in order to extend the analysis to the massive case, it is more
convenient to treat the defect in terms of the fermions. In the continuum (scaling) limit, the defect
is represented as a localized mass term for the relativistic Majorana fermions. Such a defect causes
elastic scatterings (transmission and reflection) of the relativistic Majorana fermions, and can be
characterized by the transmission/reflection coefficients T and R [35]. They are functions of the
magnitude of the momentum of the incoming fermion, and given as
T→ = T← =
p cosχ
p+ im sinχ
(66)
R→ = − p+ im
p+ im sinχ
sinχ, (67)
R← =
p− im
p+ im sinχ
sinχ, (68)
where the subscript→ and← represent the direction of the incoming fermion, and p > 0 is the
absolute value of its momentum. χ is the phase shift parameter specifying the universal scattering
property of the defect. It is determined by the defect strength in the microscopic model.
It should be noted that, as in the case of the periodic boundary condition, boundary condition
with respect to the fermion depends on the total fermion number parity. Thus the phase shift
parameter generally differs between the even fermion number sector and the odd fermion number
sector, for a given defect strength b. In the analysis in Appendix B, I find
χ =
pi
2
+ 2 tan−1 b. (69)
in the even fermion sector. By comparing the spectra, the parameter χ is related to the boundary
value ϕ0 in the orbifold CFT formulation [36, 37] as
χ =
3pi
2
− 2ϕ0. (70)
In the odd fermion number sector, χ is replaced by
χ˜ ≡ pi − χ, (71)
which maps T → −T and R → R. Values of χ and χ˜ for some representative cases are listed in
Table I.
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b χ, χ˜ bound state ∗ reversal
b = +∞
infinite ferromagnetic
even χ = 3pi2 mL > 1 none
odd χ˜ = −pi2 mL > 1 always
1 < b < +∞
strong ferromagnetic
even pi < χ < 3pi2 mL > − tan χ2 > 0 none
odd 0 > χ˜ > −pi2 mL > − tan χ˜2 > 0 mL < log cos χ˜1+sin χ˜
b = 1
periodic
even χ = pi none none
odd χ˜ = 0 none m < 0 (p = 0)
0 < b < 1
weak ferromagnetic
even pi2 < χ < pi mL < − tan χ2 < 0 none
odd pi2 > χ˜ > 0 mL < − cot χ2 < 0 mL < log cos χ˜1+sin χ˜
b = 0
open
even χ = pi2 mL < −1 none
odd χ˜ = pi2 mL < −1 none
−1 < b < 0
weak antiferromagnetic
even 0 < χ < pi2 mL < − tan χ2 < 0 mL < log cosχ1+sinχ
odd pi > χ˜ > pi2 mL < − cot χ2 none
b = −1
antiperiodic
even χ = 0 none m < 0 (p = 0)
odd χ˜ = pi none none
−∞ < b < −1
strong antiferromagnetic
even −pi2 < χ < 0 mL > − tan χ2 > 0 mL < log cosχ1+sinχ
odd 3pi2 > χ˜ > pi mL > − cot χ2 > 1 none
b = −∞
infinite antiferromagnetic
even χ = −pi2 mL > 1 always
odd χ˜ = 3pi2 mL > 1 none
TABLE I. Values of χ, in the even fermion number sector, for some representative cases. For the odd
fermion number sector, χ is replaced by χ˜ = pi − χ.
An energy eigenstate in the presence of the defect may be written generally as in Eq. (35). The
coefficients have to satisfy
a+ = T→a+eipL +R←a−, (72)
a−e−ipL = T←a− +R→a+eipL. (73)
Existence of a non-trivial eigenstate requires
f(p, χ) = 0, (74)
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where
f(p, χ) ≡ (p+ im sinχ)e−ipL det
1− T→eipL −R←
−R→e2ipL 1− T←eipL

= (p− im sinχ)eipL − 2p cosχ+ (p+ im sinχ)e−ipL, (75)
= 2 (p cos pL− p cosχ+m sinχ sin pL) (76)
where the overall factor was chosen for convenience. The infinite number of solutions p for
Eq. (74) determine the eigenstates in the presence of the defect.
As a special case, exactly at the critical point, m = 0, Eq. (74) reduces to
e2ipL − 2 cosχeipL + 1 = 0, (77)
which means
eipL = cosχ±
√
cos2 χ− 1 = e±iχ. (78)
This corresponds to a simple shift of the quantized momenta
p =
2pin
L
± χ, (79)
where p > 0 by definition. Redefining p = 2pin
L
−χ as−p, the entire set of the quantized momenta
can be written as
p =
2pin
L
+ χ, (80)
where −∞ < p <∞.
In the presence of the mass, there is a potential bound state solution, which corresponds to an
imaginary momentum (44). If we consider the L→∞ limit, the bound state wavefunction should
read
e−λ
∗|x|, (81)
where x < 0 corresponds to L − x. This corresponds to the situation where only the “outgoing”
plane waves, eip∗x for x > 0, and e−ip∗x for x < 0, exist around the defect, with the imaginary
momentum
p∗ = iλ∗. (82)
In an infinite size system L → ∞, this requires divergence of transmission and reflection coeffi-
cients (66), (67), and (68). Thus
λ∗ = −m sinχ > 0. (83)
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This implies that, when 0 < χ < pi, which correspond to |b| < 1, the bound state exists if and only
if m < 0, and when pi < χ < 3pi/2 or 0 > χ > −pi/2, which correspond to |b| > 1, bound state
exists if and only if m > 0. Although χ is replaced by χ˜ in the odd fermion number sector, the
condition for the existence of the bound state at the defect in an infinite system remains the same,
as sin χ˜ = sinχ.
The condition for the appearance of the bound state may be “physically” understood as follows.
The “weak” defect with |b| < 1 corresponds to a short (two-site) section of the Ising chain in the
disordered phase, or equivalently in the trivial (non-topological) phase in the context of the Kitaev
chain. Similarly, the “strong” defect with |b| > 1 corresponds to a two-site section of the Kitaev
chain in the topological phase. The bound states appear (only) between the regions in the trivial
and topological phases of the Kitaev chain; it is the case when the bulk is in the disordered phase
(m > 0) and the defect is weak (|b| < 1), or the bulk is in the ordered phase (m < 0) and the
defect is strong (|b| > 1).
However, it should be noted that, for the general strength of the defect, the bound state does
not correspond to Majorana zero modes. This is because, even when the bulk is infinite, the bound
states appearing at the boundaries of the topological and trivial regions of the Kitaev chain “talk
to each other” through the short section correspond to the defect. In fact, from Eq. (83) the bound-
state energy in the thermodynamic limit reads
b =
√
−λ∗2 +m2 = |m cosχ|. (84)
When m 6= 0, this vanishes only for the zero defect coupling b = 0 which correspond to the
open boundary condition (discussed in Sec. II) or the infinitely strong defect b = ±∞ (discussed
below). The finite bound-state energy (84) implies that the asymptotic ground-degeneracy in the
thermodynamic limit in the ordered phase, which is physically expected, cannot be accounted for
the generic defects only by the bound-state formation. As I will discuss below, the other necessary
mechanism is the effective reversal of the fermion number parity as discussed for the periodic
boundary condition in Sec. III. In a more general setting, the bound-state energy vanishes in the
thermodynamic limit under a certain condition for a generalized defect in the Kitaev chain (see
Ref. [49] and Appendix C).
In a finite-size system, the condition for the existence of the “bound state” with energy smaller
than |m| becomes more complicated and does depend on the sector, as shown below. Replacing
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the momentum p in Eq. (76) by the imaginary momentum (44), I obtain the equation
g(λ, χ) = 0, (85)
where
g(λ, χ) ≡ (λ+m sinχ)eλL − 2λ cosχ+ e−2λL(λ−m sinχ). (86)
= 2 (λ coshλL− λ cosχ+m sinhλL) (87)
Eq. (85) has a trivial (and unphysical) solution λ = 0, which corresponds to p = 0. The possible
bound state is represented by a nontrivial solution λ > 0 of Eq. (85). As in the case of f(λ, χ),
since g(λ, χ) is an odd function of λ, its roots appear in pairs λ,−λ. We can formally include the
root −λ and then account for the double-counting.
Obviously,
g(λ, χ) ∼ λeλL → +∞(λ→∞), (88)
On the other hand,
g(λ, χ) ∼ 2 (1− cosχ+ Lm sinχ)λ+O(λ2). (89)
Thus, there exists a real root λ (corresponding to a “bound state”) if
2 sin2
χ
2
+ 2Lm sin
χ
2
cos
χ
2
= 2 sin2
χ
2
(1 + Lm cot
χ
2
) < 0, (90)
namely
mL cot
χ
2
< −1. (91)
This implies that, the bound state exists for a sufficiently large L for m < 0 if 0 < χ < pi, and for
m > 0 if −pi/2 < χ < 0 or pi < χ < 3pi/2. In particular, in the limit L → ∞, e−λL → 0 for any
λ > 0, and thus we recover Eq. (83) from Eq. (85).
Because the energy eigenvalue±√λ2 +m2 of any eigenstate in the finite ring of length Lmust
be real, a real root λ∗ of g(λ, χ) (corresponding to a purely imaginary momentum) has to satisfy
|λ∗| ≤ |m|. (92)
As we will see, it is important to know whether and when the root λ∗ hits |m|, or equivalently
when the energy eigenvalue becomes exactly zero. Assuming that there is a root λ∗ = m, in the
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even sector with the phase shift parameter χ,
e2λ
∗Lg(λ∗, L) = m(1 + sinχ)e2mL − 2m cosχemL +m(1− sinχ) (93)
= m(1 + sinχ)
(
emL − cosχ
1 + sinχ
)2
. (94)
Thus there is a double root λ∗ = m when
emL =
cosχ
1 + sinχ
, (95)
and λ∗ = −m when
e−mL =
cosχ
1− sinχ. (96)
These roots appear when cosχ > 0, namely −pi/2 < χ < pi/2. Within this region, if −pi/2 <
χ < 0, sinχ < 0 and thus m > 0 for this “touching” to occur. Likewise, when 0 < χ < pi/2,
m < 0 is required for the touching. Let us define
s∗(χ) (97)
as the solution of
e|s∗(χ)| =
cosχ
1± sinχ. (98)
At the touching point, the bound-state energy is exactly zero in the finite-size chain, corresponding
to exact Majorana zero modes. Such a phenomenon is studied in the context of a finite Kitaev ring
with a magnetic flux piercing through the ring in Ref. [48]. However, in the present context of the
Ising chain, the touching occurs at different points in the different fermion-number parity sectors
because of the different boundary conditions.
When the parameter s = mL is varied, the energy of the bound state crosses zero when the
touching occurs at s = s∗(χ) in the even sector, and at s = mL = s∗(χ˜) in the odd sector.
That is, the energy of the bound state changes its sign between +
√
λ∗2 +m2 and−
√
λ∗2 +m2 at
s = mL = s∗(χ). This is very similar to what happens to the p = 0 eigenstate when the phase shift
χ˜ is zero in the odd fermion number sector for the periodic boundary condition, as discussed in
Sec. III. A negative energy eigenvalue of a single-particle eigenstate can be always made positive
by the particle-hole transformation. However, the particle-hole transformation on a single-particle
eigenstate effectively flips the fermion number parity, as in Sec. III.
Let us call the case where all the energy eigenvalues are positive without a fermion number
parity flip as “regular”, and those with a fermion number parity flip as “reversed”. Which side of
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the touching λ∗ = |m| corresponds to regular or reversed case can be determined by the continuity
from the periodic boundary condition. That is, deep inside the disordered phase mL → ∞ for
the general boundary condition −∞ < b < ∞, the situation should be regular and there must be
indeed even or odd number of positive-energy fermions in the even and odd sectors, respectively.
For a given boundary condition b and a fixed L, consider reducing m from∞. When mL crosses
the touching point s∗(χ), the even fermion number sector becomes reversed for mL < s∗(χ).
Likewise, the odd fermion number sector is reversed for mL < s∗(χ˜).
The existence of the bound state, and whether the fermion number parity is reversed, are sum-
marized in Table I. They are also shown as “phase diagrams” in Fig. 3.
I define p∗(χ) as the “minimum root” (smallest positive root) of Eq. (74), when Eq. (91) does
not hold. When Eq. (91) holds, p∗(χ) = iλ∗(χ) where λ∗(χ) is the positive (real) root of Eq. (85).
Then the contribution of the occupied state energy to the lowest gap is
Ediffocc = Θ (mL− s∗(χ˜))
√
p∗(χ˜)2 +m2 −Θ (s∗(χ)−mL)
√
p∗(χ)2 +m2. (99)
Now let us consider the zero-point energies of the “vacua” (without any positive-energy
fermion) in Eq. (A36) for the general boundary conditions. In the even fermion number sec-
tor, it reads
Eevenzero = −
1
2
∑
p>0|f(p,χ)=0
√
p2 +m2. (100)
By construction, the physical eigenstates are characterized by the positive solutions p > 0 and a
possible bound state solution p = iλ with λ > 0, of Eq. (74). However, Eq. (74) itself has other
solutions. Indeed, it always has a trivial solution p = 0, which is unphysical (corresponding to
no actual eigenstate). Moreover, there are negative roots p < 0 of Eq. (74) as well. In fact, since
Eq. (76) is an odd function of p, all the non-zero roots appear in pairs −p and p. As the pair of
the momenta ±p gives the same energy √p2 +m2, extending the domain of p to −∞ < p < ∞
simply double counts each energy level. Therefore, Eq. (100) can be written as
Eevenzero = −
1
2
1
2
1
2pii
∮
C
f ′(p, χ)
f(p, χ)
√
p2 +m2dp, (101)
where one of the factors 1/2 is to compensate the double counting and The zero-point energy in
the odd sector Eoddzero is then simply given by replacing χ by χ˜ in the above. There are common
contributions from the spurious solution p = 0 in both sectors, which cancel out in the difference.
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FIG. 3. (a)The finite-size “phase diagram” for the even fermion number sector, in the two-dimensional
parameter space (χ/pi,mL). A bound state exists around the defect in the yellow-colored region. In the
blue-colored region, the fermion number parity is effectively reversed to odd, and there must be at least one
positive-energy particle in the ground state of this sector. (b) The same “phase diagram” for the odd fermion
number sector. If it were drawn with χ˜ = pi − χ as the horizontal coordinate, it would be identical to (a).
Here, for the sake of the comparison with (a), the same variable χ/pi is used as the horizontal coordinate. In
the blue-colored region, the fermion number parity is effectively reversed to even, so that the ground state
of this sector has no positive-energy particle.
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The difference can be written as a contour integral
Ediffzero = E
odd
zero − Eevenzero
=
∮
C
[
f ′(p, χ)
f(p, χ)
− f
′(p, χ˜)
f(p, χ˜)
]√
p2 +m2dp, (102)
where the contour is taken as in Fig. 1.
Deforming the contour as in Fig. 2, and adding the occupied state energy contribution (99), I
find the universal scaling function for the lowest gap
Emin =Θ (mL− s∗(χ˜))
√
p∗(χ˜)2 +m2 −Θ (s∗(χ)−mL)
√
p∗(χ)2 +m2
− 4
pi
∫ ∞
|m|
dκ
[
cosχe2κL (sinhκL (κ2L−m sinχ) + κLm sinχ coshκL)]√κ2 −m2
e4κL(m sinχ+ κ)2 − e2κL [cos 2χ (2κ2 −m2) +m2] + (κ−m sinχ)2 .
(103)
In terms of the scaling variables,
∆ = Θ (s− s∗(χ˜))
√
q∗(χ˜)2 + s2 −Θ (s∗(χ)− s)
√
q∗(χ)2 +m2
− 4
pi
∫ ∞
|s|
dy
[cosχe2y (sinh y (y2 − s sinχ) + ys sinχ cosh y)]√y2 − s2
e4y(s sinχ+ y)2 − e2y [cos 2χ (2y2 − s2) + s2] + (y − s sinχ)2 ., (104)
where q∗(χ) is the smallest positive root of
q cos q − q cosχ+ s sinχ sin q = 0, (105)
or its pure imaginary root when s cot χ
2
< −1.
Below I will remark several observations. In the thermodynamic limit L → ∞ for any fixed
non-zero mass m 6= 0, the difference in the zero-point energies Ediffzero vanishes exponentially (See
also Ref. [32]). Thus the lowest gap is determined by the occupied state contribution (99).
In the thermodynamic limit in the disordered phase, s = mL→ +∞, there is no reversal of the
fermion number parity in either sector. As a consequence, the lowest gap in this case is determined
by the lowest single-particle energy in the odd sector:
Emin ∼
√
(p∗(χ˜))2 +m2. (106)
When the defect (boundary condition) is “weak” (|b| ≤ 1), there is no bound state in this limit,
resulting in
Emin ∼ m. (107)
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On the other hand, when the defect is “strong” (|b| > 1), a bound state localized near the defect ap-
pears in the disordered phase. In the thermodynamic limit, the localized state is given by Eqs. (82)
and (83), and I find
Emin ∼ m| cosχ|. (108)
As the mass parameter m is decreased, a bound state in either sector may go under the reversal
(crosses zero energy). The results on the existence of the bound state and the fermion number
parity reversal, in the range of the parameter b, is summarized in Table I. I find that, for a general
value of parameter b except for b = 0 or b = ±∞, the reversal occurs exactly once in one of the
sectors (even or odd fermion number) in the range −∞ < m < ∞. This means that, deep inside
the ordered phase mL → −∞, both sectors actually have the same effective fermion number
parity defined with respect to the positive energy states. This results in the asymptotic degeneracy
of the ground states
Emin → 0, (109)
in the thermodynamic limit in the ordered phase for any boundary condition. As discussed earlier,
this is physically a consequence of the spontaneous breaking of the Z2 symmetry in the thermo-
dynamic limit of the ordered phase m < 0.
As the defect strength approaches infinity (|b| → ∞), the range of mL in which the reversal
occurs in either sector grows. In the limit b = ±∞, χ = −pi/2 or 3pi/2, the reversal occurs in one
of the sectors for any value of s = mL. Furthermore, in this limit, the phase shifts in two sectors
are equivalent (χ ≡ χ˜ mod 2pi), resulting in an exact two-fold degeneracy of the entire energy
spectrum for any value of s = mL. This exact degeneracy can be simply understood as follows. In
the limit b → ±∞, the two spins across the defect are strongly coupled and thus can be replaced
by a single effective spin. For example, in the infinitely strong ferromagnetic limit b = ∞, the
effective spin at the defect represents one of the two states ↑↑ and ↓↓. It is important to observe
that two spin flips are required to transit between these two states, with the intermediate state of
an energy higher than the two states by ∼ b. Thus, in the limit b =∞, the transverse field for the
effective spin vanishes, and the system can be described by the effective model
HI = −J
N−1∑
j=1
σzjσ
z
j+1 − Γ
N−2∑
j=1
σxj , (110)
where j = N − 1 corresponds to the effective spin representing the two strongly coupled spins
j = N − 1 and j = N in the original model (23), and σαN ≡ σα1 . Since there is no transverse field
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for the effective spin at j = N − 1, σzN−1 commutes with the Hamiltonian and is thus conserved.
As a consequence, every eigenstate is exactly two-fold degenerate, corresponding to σzN−1 = ±1.
Similar argument applies to the infinitely strong antiferromagnetic defect b = −∞. I note that,
for the defect line in the classical 2-dimensional Ising model with a finite ratio of couplings, these
limits are never reached and the exact degeneracy of the spectrum of the transfer matrix is not
realized.
V. CONCLUSION
In this paper, I derived the universal finite-size scaling function of the lowest gap in the quan-
tum Ising chain in the scaling limit around the quantum critical point, with the general “defect”
boundary conditions. Although the derivation was based on the exact solution of the quantum
Ising chain, the same scaling function should apply to more generic, non-integrable models in the
scaling limit, as long as they belong to the same Ising universality class. It should be noted, how-
ever, that corrections from irrelevant operator (in the renormalization group sense) do exist, and
might be important in fitting numerical/experimental data. (The scaling limit discussed in this pa-
per is the limit where the corrections from irrelevant operators can be ignored). These corrections
are outside the scope of the present paper.
The most interesting feature is the asymmetry of the scaling function with respect to the mass
inversion (Kramers-Wannier duality): even though the bulk dispersion relation of the relativistic
Majorana fermion field theory appears to be symmetric, the lowest gap asymptotically vanishes in
the thermodynamic limit in the ordered phase (negative mass in our convention). This asymptotic
ground-state degeneracy (vanishing of the lowest gap in the thermodynamic limit) is a conse-
quence of the spontaneous symmetry breaking in the ordered phase. Since the “defect” boundary
condition discussed in this paper does not break the Z2 symmetry of the quantum Ising chain, the
asymptotic ground-state degeneracy in the ordered phase holds for the entire family of the defect
boundary conditions. While the asymptotic degeneracy in the ordered phase was discussed for
the defect boundary conditions in Ref. [32], the universal scaling function (104) representing the
crossover between the ordered and disordered phases is elucidated in this paper. While the analysis
in the present paper relies on the exact solution of the quantum Ising chain, the obtained universal
scaling function should apply to more general class of models, as long as the bulk quantum critical
behavior belongs to the Ising universality class, and the defect/boundary does not break the Z2
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symmetry explicitly. In the absence of the exact solution, however, the parameters m, χ, and the
spin-wave velocity, are not a priori known from the microscopic model, and have to be determined
for example by a numerical fitting.
The asymmetry is caused by the bound state at the defect and by the effective reversal of the
fermion number parity in one of the sectors. The bound state occurs in either the ordered or the dis-
ordered phase, depending on the defect strength. The exceptions are the periodic and antiperiodic
boundary conditions, which do not host a bound state. For general defect boundary conditions,
the bound states are not exactly at zero energy in the thermodynamic limit. However, upon chang-
ing the mass parameter, the bound-state energy in the finite size can hit zero. The single-particle
energy of the bound state would become negative beyond such a point, if extrapolated analyti-
cally. It is then convenient to apply the particle-hole transformation to the bound state, which
makes the bound-state energy positive. However, this particle-hole transformation effectively flips
the fermion number parity. This introduces a Heaviside step function in the universal scaling
function (104) for the lowest gap, which is a source of the asymmetry between the ordered and
disordered phases. Although the Heaviside step function itself is non-analytic, the entire finite-size
scaling function is analytic. The resulting, nontrivial “phase diagram” is summarized in Fig. 3 and
Table I.
The effective reversal of the fermion number parity occurs in one of the sectors for general
defect boundary conditions, except for the open boundary condition. For the open boundary con-
dition, although the fermion number parity is not reversed in either sector, the bound state in this
case is a pair of the “Majorana zero modes”. Thus its energy asymptotically vanishes in the ther-
modynamic limit. For other boundary conditions, the effective reversal of the fermion number
parity is necessary to achieve the asymptotic ground-state degeneracy in the ordered phase.
As a byproduct of the main analysis of the paper, I applied the present formulation to gener-
alized defects in the Kitaev chain. The Kitaev chain has more degrees of freedom than what can
be obtained by a mapping from the quantum Ising chain. In particular, the Kitaev chain admits a
more general class of defects characterized by phase factors. In Ref. [49], Majorana zero modes
are found in the thermodynamic limit under the condition, even when the defect coupling is non-
vanishing. In the present formulation, this corresponds to vanishing of the transmission amplitude
due to an interference, which makes the defect effectively open boundaries in the low-energy limit.
I hope that the present observations will provide a useful perspective to the finite-size scaling of
more general systems, especially those exhibiting quantum phase transitions.
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Appendix A: Exact Solution of the Ising chain and Majorana fermion field theory
For convenience, I rotate the spin axes so that the quantum Ising chain Hamiltonian reads
HI = −J
∑
j
σxj σ
x
j+1 − Γ
∑
j
σzj . (A1)
The Jordan-Wigner transformation is given as
σ+j = 2 exp
(
ipi
∑
l<j
nl
)
c†j, (A2)
σ−j = 2 exp
(
ipi
∑
l<j
nl
)
cj, (A3)
σzj = 2nj − 1 (A4)
where cj and c
†
j are standard fermion annihilation/creation operators, and
nj = c
†
jcj, (A5)
is the fermion number operator. By the Jordan-Wigner transformation, the quantum Ising chain
Hamiltonian (A1) is transformed to the Kitaev chain (4), with the parameters.
I first ignore the issue of the boundary condition and simply apply Fourier transformation to
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the fermion operators:
cj =
√
a
L
∑
k
c(k)eikja, (A6)
c†j =
√
a
L
∑
k
c†(k)e−ikja, (A7)
(A8)
where a is the lattice constant and L is the length of the chain. The Kitaev chain Hamiltonian can
then be rewritten as
HK = 1
2
∑
k
(
c†(k) c(−k)
)
hBdG(k)
 c(k)
c†(−k)
 . (A9)
Here the “Bogoliubov-de Gennes” Hamiltonian reads
hBdG(k) ≡ (−2t cos (ka)− µ)τz + 2∆ sin (ka)τy, (A10)
where τα are Pauli matrices acting on the Nambu space. For ∆ 6= 0, the energy gap closes when
2|t| = |µ|, (A11)
at either k = 0 or k = pi/a. For the choice of parameters J > 0,Γ > 0, the gap closes at k = pi/a
when J = Γ. Since we are interested in the universal behavior in the vicinity of this quantum
critical point, we set
J =
1
2a
, (A12)
Γ =
1
2a
+
m
2
, (A13)
p = k − pi
a
, (A14)
and consider the continuum (scaling) limit a → 0. In the context of the Kitaev chain, Eqs. (A12)
and (A13) implies
t = ∆ =
1
2a
, (A15)
µ =
1
a
+m. (A16)
The resulting Bogoliubov-de Gennes Hamiltonian is
h˜BdG(p) ∼ −mτ z − pτ y. (A17)
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Fourier transforming back, it reads
h˜BdG(x) ∼ −mτ z + iτ y∂x, (A18)
in the real space. The entire many-body Hamiltonian in the continuum limit is
HI ∼ 1
2
∫
dx ψ†(x)h˜BdG(x)ψ(x), (A19)
where
ψ(x) = (−1)x/a
 c(x)
c†(x)
 . (A20)
The single-particle Hamiltonian (A17) has the energy eigenvalues±(p) and corresponding eigen-
vectors
h˜BdG(p)φ˜±(p) = ±(p)φ˜±(p), (A21)
where (p) is defined in Eq. (20) and double sign corresponds. Explicitly,
φ˜+(p) =
1√
2(p2 +m2 +
√
m2 + p2)
 ip
m+
√
p2 +m2
 , (A22)
φ˜−(p) =
1√
2(p2 +m2 +
√
m2 + p2)
m+√p2 +m2
ip
 . (A23)
The many-body Hamiltonian (A19) is then diagonalized as
HI ∼ 1
2
∑
p
(p)
(
η(+)
†
(p)η(+)(p)− η(−)†(p)η(−)(p)
)
, (A24)
where
η(±)(p) = φ˜±(p)†
 c(p)
c†(−p)
 . (A25)
However, it should be noted that h˜BdG was obtained after formally doubling the degrees of free-
dom, by regarding c and c† as independent operators, although they are actually not. Reflecting
this, hBdG has an enforced particle-hole (charge conjugation) symmetry. The particle-hole trans-
formation C on the many-body Hilbert space is characterized by
C−1αc(x)C = α∗c†(x), (A26)
C−1α∗c†(x)C = αc(x), (A27)
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where α is a complex number (scalar). The particle-hole symmetry of the system implies
C−1HIC = −HI . (A28)
In the representation (A18),
C−1HIC = 1
2
∫
dx Ψ†(x)
[
Ξ˜−1h˜BdG(x)Ξ˜
]
Ψ(x), (A29)
where Ξ˜ is the particle-hole transformation acting on the spinor (single-particle) states
Ξ˜ ≡ τxK, (A30)
with K denotes the complex conjugation.
The particle-hole symmetry of the many-body Hamiltonian is then reduced to that of the single-
particle one:
Ξ˜h˜BdGΞ˜
−1 = −h˜BdG. (A31)
As a consequence, for any eigenstate of h˜BdG with a non-vanishing energy , there is a “particle-
hole mirror” eigenstate with the energy −. That is, if
h˜BdGφ˜ = φ˜, (A32)
h˜BdG
(
Ξ˜φ˜
)
= −
(
Ξ˜φ˜
)
. (A33)
In fact, by construction, these two eigenstates of hBdG actually refer to the same physical degree
of freedom. In other words, we can identify the creation operator for the eigenstate with energy 
with the annihilation operator for the particle-hole mirror:
η† = η−. (A34)
As an exception, an eigenstate with exact zero energy eigenvalue is the particle-hole mirror of
itself (Majorana zero mode).
In fact, we can explicitly see that
η+(p) = {η−(−p)}† . (A35)
This means that, although it might appear that the effective Hamiltonian (A24) has “2 bands”, in
fact there is only one band (one eigenmode for each momentum), and the Hamiltonian may be
written as
HI ∼
∑
p
(p)
(
η†(p)η(p)− 1
2
)
, (A36)
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where η(p) = η(+)(p).
On the other hand, the relativistic Dirac fermion in d+ 1-dimensional space-time is defined by
the Lagrangian density
LD = ψ¯ (iγµ∂µ −m)ψ, (A37)
where the summation over µ = 0, 1, . . . , d is implicitly assumed. γµ’s are Dirac γ-matrices satis-
fying
{γµ, γν} = 2ηµν , (A38)
where ηµν is the Minkowski metric η00 = −ηii = 1 (i = 1, . . . , d). The (minimal) dimension of
γ-matrices is known to be
2b(d+1)/2c. (A39)
In particular, for one spatial dimension I am going to discuss in this paper, γ-matrices are 2 × 2
matrices.
The Hamiltonian density can be obtained by the canonical quantization as
HD = ψ†
(−iαj∂j +mγ0)ψ, (A40)
where the summation over j = 1, . . . , d is implicitly assumed and
ψ† ≡ ψ¯γ0, (A41)
αj ≡ γ0γj. (A42)
By definition {
αi, αj
}
= 2δij. (A43)
Identifying γ0 = −τ z and α1 = −τ y, Eq. (A18) is nothing but the Dirac Hamiltonian in 1+1
dimensions.
At the critical point Γ = Γc, in the continuum (scaling) limit we have relativistic massless
fermions m = 0. In this case, Eq. (A18) reduces to
h˜BdG(p) ∼ −pτ y, (A44)
with the eigenstates
φ˜R(p) =
1√
2
i
1
 , (A45)
φ˜L(p) =
1√
2
1
i
 . (A46)
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Thus, defining
U ≡ 1
2
1 + i 1− i
1− i 1 + i
 , (A47)
Eq. (A44) is transformed to
U † (−pτ y)U = pτ z. (A48)
This corresponds to “chiral basis” in which the spinor field can be written as
ψ =
ψR
ψL
 , (A49)
in terms of the right-mover ψR and ψL, with the dispersion  = ±p respectively. More generally,
including the mass term m, the effective Hamiltonian in the chiral basis is
U †hBdG(p)U = pτ z −mτ y. (A50)
In this chiral basis, the particle-hole transformation reads
Ξ = U †τxKU = K. (A51)
The imposed particle-hole symmetry thus means that the fields ψR,L are real (Majorana) fields.
Appendix B: Scattering at the Ising defect in the scaling limit
Let us consider the Kitaev chain with a defect between sites j = 0 and j = 1.
Hd = b
{
−t
(
c†0c1 + c
†
1c0
)
+ ∆
(
c0c1 + c
†
1c
†
0
)}
, (B1)
which is obtained from the Ising chain with the defect (23).
First we solve Kitaev chain in the bulk and in the continuum limit, in an alternative manner. A
single-particle eigenstate of the BdG Hamiltonian in the bulk satisfies−t ∆
−∆ t
 φ˜j−1 −
−µ−  0
0 µ− 
 φ˜j +
−t −∆
∆ t
 φ˜j+1 = 0, (B2)
where (−1)jφ˜j is the two-component eigenstate wavefunction at site j. The factor (−1)j is in-
cluded for a later convenience, and corresponds to the pi/a momentum shift in Eq. (A14).
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For the special case t = ∆ = J which arises from the Ising chain, a simplification occurs in a
new basis. The wavefunction in the new basis ˜˜φ is defined by
φ˜j = V
˜˜φj, (B3)
where
V =
1√
2
1 1
1 −1
 . (B4)
Namely,
2J
0 1
0 0
 ˜˜φj−1 +
− −µ
−µ −
 ˜˜φj + 2J
0 0
1 0
 ˜˜φj+1 = 0. (B5)
For the choice of the parameters (A12) and (A16), we find
1
a
(
˜˜φ2j−1 − ˜˜φ2j
)
−m ˜˜φ2j =  ˜˜φ1j (B6)
1
a
(
˜˜φ1j+1 − ˜˜φ1j
)
−m ˜˜φ2j =  ˜˜φ2j . (B7)
For a given value of , these equations give a recursion relation which determine ˜˜φj+1 by
˜˜φj . Thus
the general eigenstates for a given  is a two-dimensional (complex) vector space. This is a special
feature which occurs only when t = ∆ in the Kitaev chain.
In the continuum limit, this corresponds to the BdG Hamiltonian
˜˜hBdG = −iτ y∂x −mτx (B8)
and the eigenstates. The positive energy ( =
√
p2 +m2) plane-wave eigenstates in this basis are
given as
˜˜φ+(p) ∼
√p2 +m2
ip−m
 . (B9)
This is identical to Eq. (A22) via the transformation (B3). The general eigenstates for  =√
p2 +m2 with p 6= 0 are given by the linear superpositions of ˜˜φ+(p) and ˜˜φ+(−p).
Around the defect, the eigenequation (B5) is modified as
b
a
0 1
0 0
 ˜˜φ0 +
 − − 1a −m
− 1
a
−m −
 ˜˜φ1 + 1
a
0 0
1 0
 ˜˜φ2 = 0, (B10)
1
a
0 1
0 0
 ˜˜φ−1 +
 − − 1a −m
− 1
a
−m −
 ˜˜φ0 + b
a
0 0
1 0
 ˜˜φ1 = 0. (B11)
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In the leading order of a, this implies
˜˜φ2−1 =
˜˜φ20, (B12)
˜˜φ11 =
˜˜φ12, (B13)
˜˜φ10 = b
˜˜φ11, (B14)
b ˜˜φ20 =
˜˜φ21. (B15)
In order to obtain the transmission/reflection coefficients, I take an scattering states ansatz
˜˜φj =

˜˜φ+(p)eipaj +R→
˜˜φ+(−p)e−ipaj (j ≤ 0),
T→
˜˜φ+(p)eipaj (j ≥ 1),
(B16)
with Eq. (B9), where T→ and R→ are transmission/reflection coefficients for the right-moving
incoming fermion with the momentum p > 0. In the continuum limit around the defect, a can
be simply set to zero. Then Eqs. (B12) and (B13) are automatically satisfied by the continuity of
the wavefunction in either side of the defect. In contrast, Eqs. (B14) and (B15) give nontrivial
constraints on T→ and R→. Solving them, we obtain Eqs. (66) and (67), with the phase shift
parameter χ as the root of
b = − tan
[
1
2
(
χ− pi
2
)]
. (B17)
A similar calculation leads to Eqs. (66) and (68) for T← and R←.
The boundary coefficient b of the Kitaev chain depends on that of the Ising chain b and the
fermion number parity. In the even sector, b = −b. As a consequence, transmission/reflection
amplitudes in the even sector is given as Eqs. (66), (67), and (68), with the phase shift parameter
Eq. (69). The phase shift parameter in the odd sector, where b = b, should be replaced by χ˜ as
defined in Eq. (71).
Appendix C: Scattering at the Kitaev chain defect
If we set aside the quantum Ising chain problem, and consider the Kitaev chain as the given
problem, we are free from various constraints originating from the Ising chain. For example, the
constraint t = ∆ no longer exists, and t and ∆ can be independent complex numbers. In fact, there
is no reason to expect t = ∆ in a physical realization of the Kitaev chain, except for a fine-tuning.
We can still consider the scaling limit near a critical point µ = µc = 2t.
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In the bulk, the complex phase of t can be eliminated by a gauge transformation (local phase
transformation) of the complex fermion operator c, and the complex phase of ∆ can be eliminated
by a phase transformation of Majorana fermion operators [21]. Thus we assume that t and ∆ in
the bulk to be real and positive.
Still, one can introduce complex phase factors for t and ∆ at the defect. The Hamiltonian with
such a defect reads
HK =− t
N−1∑
j=1
(
c†jcj+1 + c
†
j+1cj
)
− µ
N∑
j=0
c†jcj +
N−1∑
j=1
(
∆cjcj+1 + ∆c
†
j+1c
†
j
)
,
+ b
[
−t(eiφ1c†0c1 + h.c) + ∆(eiφ2cjcj+1 + h.c.)
]
, (C1)
where cN ≡ c0. In fact, this model was studied recently in Ref. [49], where Majorana zero modes
were found even when the defect coupling b is non-zero, if φ1 and φ2 satisfy a certain relation. It
is also interesting to understand this phenomenon in terms of the effective low-energy field theory.
First we consider the special case t = ∆, which we encountered in the mapping from the Ising
chain, but with the phase factors φ1, φ2. In this case, the momentum eigenstates in the bulk is
unchanged from Eq. (B9). On the other hand, matching conditions (B15) and (B14) around the
defect are modified to
˜˜φ10 =
b
2
[
(cosφ1 + cosφ2)
˜˜φ11
]
+ i
[
(sinφ1 − sinφ2) ˜˜φ21
]
, (C2)
˜˜φ21 =
b
2
[
(cosφ1 + cosφ2)
˜˜φ20
]
− i
[
(sinφ1 + sinφ2)
˜˜φ20
]
, (C3)
In the continuum limit.
T =
4b
√
m2 + p2(cosφ1 + cosφ2)
D
(C4)
R =
1
D
{(
b2 − 4)√m2 + p2
+b2
[
2
√
m2 + p2 cosφ1 cosφ2 +
√
m2 + p2 cos 2φ2 − 2 (cosφ1 + cosφ2) (p sinφ1 − im sinφ2)
]}
(C5)
where
D =
(
b2 + 4
)√
m2 + p2
+ b2
[√
m2 + p2 cos2 φ1 + 2
√
m2 + p2 cosφ1 cosφ2
−
√
m2 + p2 sin2 φ1 + 2(cosφ1 + cosφ2) (p sinφ2 − im sinφ1)
]
. (C6)
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Thus, the defect can be still characterized by the transmission and reflection amplitudes of a free
Majorana fermion.
In particular, we find that the transmission amplitude T vanishes when
cosφ1 + cosφ2 = 0. (C7)
This means that, even though the defect coupling b is non-vanishing, the low-energy universal
properties are identical to the open boundaries. Thus the open ends host Majorana zero modes in
this case. This is a rederivation of the findings in Ref. [49] for t = ∆.
Furthermore, the present approach can be also extended to the more general case of t 6= ∆.
While the effective Hamiltonian in a naive continuum limit is essentially the same whether t =
∆ or not, the structure of the eigenstates is different on the lattice when t 6= ∆. For a given
energy eigenvalue , the eigenequations on the lattice can be interpreted as a recursion relation
determining ˜˜φj . If and only if t = ∆,
˜˜φj+1 is completely determined by
˜˜φj When t 6= ∆, ˜˜φj+1
is determined by both ˜˜φj−1 and
˜˜φj . This implies that, for a given energy eigenvalue , there are
4 linearly independent eigenstates. Thus there must be 2 extra linearly independent eigenstates in
addition to the plane wave states ˜˜φ+(p) and ˜˜φ+(−p). As we will see below, these extra states are
bound state-like.
First we consider the critical point µ = 2t at zero energy. The eigenequation in the bulk now
reads  0 t+ ∆
t−∆ 0
 ˜˜φj−1 − 2t
0 1
1 0
 ˜˜φj +
 0 t−∆
t+ ∆ 0
 ˜˜φj+1 = 0. (C8)
This allows eigenstates
˜˜φLj =
1
0
( t+ ∆
t−∆
)j
, (C9)
˜˜φRj =
0
1
(t−∆
t+ ∆
)j
. (C10)
These represent eigenstates decaying to j → −∞ and to j → ∞, respectively. Although we
are interested in scattering of eigenstates with finite momentum p at a finite mass m (and thus
at a finite energy ), corrections to the eigenstates (C9), (C10) are of O(a) and negligible in the
continuum limit.
40
Thus, including those states, the scattering states around the defect may be given as
˜˜φj =

˜˜φ+(p)eipaj +R ˜˜φ+(−p)e−ipaj + cL
1
0
( t+ ∆
t−∆
)j
, (j ≤ 0),
T ˜˜φ+(p)eipaj + cR
1
0
( t+ ∆
t−∆
)j−1
, (j ≥ 1),
(C11)
where cL and cR are coefficients.
This scattering state must satisfy the matching conditions at the defect. In the continuum limit
near the critical point, the matching conditions read
b
 0 t+ ∆
t−∆ 0
 ˜˜φ0 − 2t
0 1
1 0
 ˜˜φ1 +
 0 t−∆
t+ ∆ 0
 ˜˜φ2 = 0. (C12)
b
 0 t+ ∆
t−∆ 0
 ˜˜φ−1 − 2t
0 1
1 0
 ˜˜φ0 + b
 0 t−∆
t+ ∆ 0
 ˜˜φ1 = 0. (C13)
Solving the matching conditions in terms of cL, cR, R, and T , the transmission amplitude T is
given as
T =
1
D
[
4b∆p(∆ + t)
(
b2∆ + b2(−t) + ∆ + t) (∆ cosφ2 + t cosφ1)] , (C14)
where
D = ∆4
((
b2 + 1
)2
p+ i
(
b2 − 1)2m)+ (b2 − 1)2 t4(p+ im)− 4i (b2 − 1)∆t3(m− ip)
+2b2∆2
(
cos 2φ2
(
t2(p+ im) + 2∆t(p+ im) + 2∆2p
)
+ t(p− im)(4∆ cosφ2 cosφ1 + t cos 2φ1)
)
+ 2∆2t2
(− (b4 − 3) p− i (b4 + 2b2 − 3)m)+ 4∆3t(p+ im). (C15)
We observe that the transmission amplitude T vanishes when
t cosφ1 + ∆ cosφ2 = 0. (C16)
This again reproduces the Majorana zero modes around the defect as pointed out in Ref. [49].
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