Abstract-The performance of Reed-Solomon (RS) coded direct-sequence code division multiple-access (DS-CDMA) systems using noncoherent -ary orthogonal modulation is investigated over multipath Rayleigh fading channels. Diversity reception techniques with equal gain combining (EGC) or selection combining (SC) are invoked and the related performance is evaluated for both uncoded and coded DS-CDMA systems. "Errors-and-erasures" decoding is considered, where the erasures are based on Viterbi's so-called ratio threshold test (RTT). The probability density functions (PDF) of the ratio associated with the RTT conditioned on both the correct detection and erroneous detection of the -ary signals are derived. These PDFs are then used for computing the codeword decoding error probability of the RS coded DS-CDMA system using "errors-and-erasures" decoding. Furthermore, the performance of the "errors-and-erasures" decoding technique employing the RTT is compared to that of "error-correction-only" decoding refraining from using side-information over multipath Rayleigh fading channels. As expected, the numerical results show that when using "errors-and-erasures" decoding, RS codes of a given code rate can achieve a higher coding gain than without erasure information.
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I. INTRODUCTION
R ECENTLY, there has been significant interest in the application of code-division multiple-access (CDMA) in cellular and wireless personal communications [1] , [2] . CDMA has also been adopted for the third-generation global standard wireless systems. On the uplink of a direct-sequence CDMA (DS-CDMA) cellular system, due to the high complexity of coherent modulation/demodulation which would require a pilot signal for each user, noncoherent -ary orthogonal modulation using , i.e., 6-bit symbols, has been proposed (for example) for the reverse link of IS-95 [3] . Analysis of DS-CDMA systems using -ary orthogonal signaling has been provided (for example) in [4] - [10] for both additive white Gaussian noise (AWGN) and multipath fading channels.
In cellular DS-CDMA systems, forward error correction (FEC) is often used for mitigating the effects of fading and interference. The so-called "errors-and-erasures" decoding schemes [11] are often preferable to "error-correction-only" decoding, since typically more erasures than errors can be corrected. Hence, it is beneficial to determine the reliability of the received symbols and to erase the low-reliability symbols prior to the decoding process. There are a number of methods for generating reliability-based side information, and their performance has been analyzed (for example, in [10] and [12] - [20] ). An erasure insertion scheme suitable for -ary orthogonal modulation is the ratio-threshold test (RTT), which was proposed by Viterbi [13] .
In RTT, an erasure is declared whenever the ratio of the maximum to the second maximum of the inputs of the maximum-likelihood detector (MLD) does not exceed a preset threshold. The RTT was originally proposed in order to mitigate the partial-band interference or multitone interference in -ary frequency shift keying (MFSK) systems, but it was later invoked also in the context of -ary orthogonal signaling in order to generate channel-quality related information. Kim and Stark [10] have employed it also for mitigating the effect of Rayleigh-fading and have analyzed some of the performance limits of an RS coded DS-CDMA system by using "errors-and-erasures" decoding. In [19] the performance of RS codes and redundant residue number system (RRNS) codes was evaluated, when both the RTT and the so-called output threshold test (OTT)-based erasure scheme were considered. It can be shown that the RTT-based erasure scheme's optimum decision threshold is typically in the interval of [1.5, 2] for a wide range of signal-to-noise ratio (SNR) per bit, only slightly depending on the SNR per bit value encountered. In this paper, we investigate the performance of an RS coded DS-CDMA system, when -ary orthogonal signaling is employed in conjunction with an RTT-based erasure insertion scheme over multipath Rayleigh-fading channels. Two different diversity combining schemes [8] , [21] -namely equal-gain combining (EGC) and selection combining (SC)-are considered, and their performance is evaluated in the context of the proposed RTT based erasure insertion scheme. We derive the probability density function (PDF) of the ratio defined in the RTT conditioned on both the correct detection hypothesis ( ) and erroneous detection hypothesis ( ) of the received -ary signals over multipath Rayleigh fading channels. These PDFs are then used to compute the symbol erasure probability and the random symbol error probability after erasure insertion, and finally to compute the codeword decoding error probability. These analytical results allow us to quantify the performance 0733-8716/00$10.00 © 2000 IEEE Fig. 1 . Transmitter block diagram of the DS-CDMA system using M-ary orthogonal modulation, RS encoding, and symbol interleaving.
of the system considered using a numerical approach. Furthermore, with the aid of these analytical results, we gain an insight into the basic characteristics of Viterbi's RTT, and determine the optimum decision threshold for practical systems, since the formulas obtained can be evaluated numerically.
The remainder of this paper is organized as follows. In the next section, the system and channel model are described. Section III addresses the noncoherent detection of DS-CDMA signals and derives the required PDFs associated with EGC and SC based detection. In Section IV, the average error probability of the uncoded system is analyzed, while the expressions of the conditional PDFs of the required ratio associated with the RTT and the RS-codeword decoding error probability are derived in Section V. Numerical results are provided in Section VI, and finally in Section VII we present our conclusions.
II. SYSTEM DESCRIPTION AND CHANNEL MODEL

A. The Transmitted Signals
The transmitter block diagram of the coded -ary orthogonal modulation based DS-CDMA system is shown in Fig. 1 . The information bits are first grouped into -bit symbols, where . Then, information symbols are encoded into an -symbol RS codeword. In order to randomize the effects of bursty symbol errors, the RS codewords are then interleaved. Finally, each RS coded symbol is -ary modulated, DS spread and carrier-modulated using the approach of [8] , in order to form the transmitted signal. Hence, for convenience, we shall adopt notations similar to those used in [8] . In a DS-CDMA system in which there are active users transmitting their signals simultaneously, the signal transmitted by user , , can be expressed as [8] (1) where is the transmitted power, is the symbol duration, is the carrier's angular frequency, and is an offset time.
Furthermore, is the th Walsh-Hadamard orthogonal function, which represents the th orthogonal signal of the th user's symbols, while and represent the spreading waveforms of the in-phase ( ) and quadrature ( ) phase channels, respectively. These quadrature components are expressed as (2) (3) where , are assumed to be independent identically distributed (i.i.d.) random variables assuming values of 1 and 1 with equal probability of 1/2. Furthermore, represents the chip duration, and is assumed to be the rectangular chip waveform, which is defined over the interval . Moreover, we assume that , where is the bit-duration and .
B. The Channel Model
We assume that the channel between the th transmitter and the corresponding receiver is a multipath Rayleigh fading channel [22] . The complex lowpass equivalent representation of the impulse response experienced by user is given by (4) where , , and represent the attenuation factor, delay and phase-shift for the th multipath component of the channel, respectively, while is the total number of diversity paths and is the Delta-function. We assume that the th user's multipath attenuations in (4) are independent Rayleigh-distributed random variables having a PDF given by [22, (14-1-23 where . The phases of the different paths are assumed to be uniformly distributed random variables in , while the th user's path delays of are modeled as random variables that are mutually independent of each other and uniformly distributed in . We also assume that ideal power control is employed, in order that the received signal powers are the same for all users. Then the received signal at the base station generated by the users can be expressed as (6) where (7) represents the AWGN, which is modeled as a random variable with zero mean and double-sided power spectral density of . After the receiver's bandpass filter, the noise becomes a narrow-band noise process, which can be expressed as [8] ( 8) where and represent low-pass-filtered Gaussian processes.
III. THE DETECTION MODEL
The receiver schematic of the studied DS-CDMA system including noncoherent -ary demodulation, multipath diversity combining, maximum-likelihood detection (MLD), RTT-based erasure insertion, deinterleaving, and RS "errors-and-erasures" decoding is shown in Fig. 2 , where the square-law-based noncoherent -ary demodulation block is the same as that used in [8] , and hence the interested readers are referred to [8] for further details. Multipath diversity combining invoking the EGC or the SC principle was implemented in the "EGC or SC" block. The MLD block selects the largest from its input variables and computes the value of -the ratio of the largest to the second largest of the MLDs inputs. Following the MLD stage, the next block may output an -ary RS code symbol or insert an erasure. Finally, after symbol-based deinterleaving, the RS decoder invokes "errors-and-erasures" decoding and then outputs the received information bits.
As shown in [8, Fig. 4 ], the outputs of the low-pass filters of the in-phase ( ) and quadrature ( ) channels are first multiplied by the spreading sequences, and the resulting signals are correlated with each of the orthogonal Walsh-Hadamard functions. Let the th user be the user of interest and assume that the th symbol was transmitted. According to Jalloul and Holtzman [8] , the output variable of the th branch of the th correlator in Fig. 2 can be expressed as [8] (9)
Upon assuming that Gaussian approximation of the multipath interference and that of the multiple access interference can be employed, consequently, is the sum of the square of two Gaussian random variables, each having a variance of [8] [(28)]w (10) where , as we assumed in (5). Since is the sum of the square of two Gaussian random variables, it can be shown that, conditioned on , becomes Chi-square distributed [22] with two degrees of freedom, and its PDF can be expressed as (11) if , where is the noncentrality parameter of the Chi-square distribution and is the modified Bessel function of the zeroth order. If , then [22] (12)
Using to normalize , we obtain the normalized PDFs of as (13) (14) where (15) and (16) Since are independent Rayleigh-distributed random variables, are exponentially distributed random variables. Consequently, with the aid of (5), it can be shown that the PDF of defined in (15) can be expressed as (17)
A. Equal Gain Combining
For a receiver using th-order ( ) diversity reception and EGC, the branches are equally weighted and then added in order to form the decision variables, which can be expressed as (18) for . Assuming that the th symbol was transmitted, then, since the quantities are Chi-square distributed random variables with two degrees of freedom and have a PDF given by (13) and (14) for and , respectively, it can be shown that, for a given set of multipath attenuations , is Chi-square distributed with degrees of freedom, and it obeys the normalized PDF of [22] (19) (20) where is the modified Bessel function of the th order [22] , and (21) where the PDF of is given by (17) . We assume throughout that all the path gains are i.i.d. random variables, which in turn means that are i.i.d. random variables. Consequently, it can be readily shown that obeys the central Chi-square distribution with degrees of freedom [22] , which can be expressed as (22) Since the decision variables are independent random variables, the conditioning in (19) may be removed 1 by averaging over the valid range of , which can be expressed as (23) Upon substituting (19) and (22) into (23), it can be shown that (24)
B. Selection Combining
For an -branch diversity receiver with SC-where the branch signal having the largest amplitude is selected for demodulation-the conventional decision variable of an -ary orthogonal modulation system is defined as (25) However, this definition is not suitable for generating reliability information by invoking Viterbi's RTT, since there exist branch signals, which are matched to the transmitted signal. This issue will become explicit during our further discussions. Hence, in this paper, a two-stage maximum selection scheme is proposed, in order to invoke the RTT. The first-stage maximum selection is defined as the maximum selection from the diversity components for each specific given , i.e.,
for . Explicitly, after the above selection process, only one output, namely is matched to the transmitted signal and the other outputs are mismatched with respect to the transmitted signal, and hence the RTT [13] can be invoked, in order to obtain the required reliability measures. Based on the above maximum selection, the symbol is decided correctly, if and only if the output , which is matched to the transmitted signal-remembering that the th symbol was variables, the conditioning due to the fading of the channel can be removed at the branch outputs by averaging the PDF of U (m; l) for m = j in (13) over the valid range of , which results in f (y) = (1=1 + ) exp(0(y=1 + )) for m = j. The approach of this section can be followed in order to derive (24) and (31).
transmitted-is larger than any other outputs mismatched to the transmitted symbol. Hence, the second-stage maximum selection finds the largest one from the set , which can be expressed as (27) Let us now derive the PDFs of . Since the normalized PDF of for was given by (14) , the PDF of for can be expressed as
Similarly, the conditional PDF of can be derived, which can be expressed as (29) where for was given by (13) . The conditioning with respect to can be removed 2 at this stage by integrating over the valid ranges of , which can be expressed as
Substituting and from (13) and (17) 
IV. AVERAGE ERROR PROBABILITY WITHOUT FEC
Let
represent the decision variables after diversity combining, which are input to the MLD block, and assume that the th symbol is transmitted. Let and represent the hypotheses of correct decision and erroneous decision of the MLD block. Then the average correct symbol probability of and erroneous symbol probability of can be expressed as (32) (33) respectively. Given the symbol error probability, the average bit error rate (BER) can be expressed as [22] (34)
A. Equal Gain Combining
For EGC, referring to (32), the probability of can be expressed as The average symbol error probability and bit error probability can be computed using (33) and (34), respectively.
B. Selection Combining
For SC, referring to (32), the probability of can also be expressed in the form of (35), where and are given by (28) and (31), respectively. Upon substituting them into (35), the correct symbol probability can be simplified to (37) The derivation of (37) is provided in the Appendix. 3 The average symbol error probability and bit error probability can be computed with the aid of (33) and (34).
So far, we have obtained the expression of the average error probability per bit, while deriving some further expressions for our forthcoming study of the coded DS-CDMA system using -ary orthogonal modulation. Hence, let us now analyze the performance of the system in conjunction with RS coding using both "error-correction-only" decoding and "errors-and-erasures" decoding by invoking Viterbi's RTT techniques [13] .
V. PERFORMANCE USING RS FORWARD ERROR-CORRECTION CODES
Reed-Solomon codes [11] constitute an efficient class of linear codes using multibit symbols and having the capability of correcting/detecting symbol errors and symbol erasures. An RS( ) code-where is the total length of the codeword and is the number of information symbols, respectively-can correct up to random symbol errors, where represents the largest integer not exceeding , or detect up to symbol errors. Alternatively, it is capable of correcting up to symbol erasures. Moreover, it is capable of correcting or less random symbol errors and symbol erasures, simultaneously, provided that . Typically, "errors-and-erasures" decoding is preferable to "error-correction-only" decoding, since more erasures than errors can be corrected. Hence, it is advantageous to determine the reliability of the received RS-coded symbols and to erase the low-reliability symbols prior to the decoding process. Consequently, in this section, both "error-correction-only" decoding and "errors-and-erasures" decoding based on the RTT will be discussed, while their performance comparison will be given in Section VI. Let us first analyze the decoding performance of RS codes using "error-correction-only" decoding.
A. Error-Correction-Only Decoding
Assuming that sufficiently long channel interleaving was invoked, in order to result in independent symbol errors in an RS codeword, the codeword decoding error probability after "error-correction-only" decoding can be expressed using [22, (8-1-119 )] as follows: (38) where the random symbol error probability before decoding is given by (33).
B. Errors-and-Erasures Decoding
In order to take advantage of the powerful "errors-and-erasures" correction capability of the RS code concerned, it is essential to design an efficient erasure insertion scheme. In this subsection, erasure insertion using Viterbi's RTT [13] is investigated, and the PDFs of the quantities involved in Viterbi's RTT are derived.
Let represent the decision variables input to the MLD block of Fig. 2 . The ratio involved in Viterbi's RTT is computed according to the following definition [13] : (39) where and represent the maximum and the "second" maximum of the decision variables of , respectively. Viterbi [13] pointed out that the demodulated symbols having relatively high ratio of were more reliable than those having relatively low values of . Consequently, a preset threshold can be invoked, in order to erase these low-reliability symbols associated with a ratio of , which constitutes the so-called RTT. In this subsection we derive the PDFs of under the hypotheses of correct decision and of erroneous decision, and under the assumption that the decision variables are independent random variables [19] . With the aid of these PDFs, not only can the characteristics of the threshold be investigated, but also the RS decoding performance can be quantified, while determining the optimum thresholds using a numerical approach.
The PDFs of the maximum and the "second maximum" of and under the hypotheses of correct decision and of erroneous decision have been given in [19, Appendix] for EGC. For SC, the corresponding PDFs can be derived following a similar approach to that of EGC. Hence, here we simply summarize the corresponding results.
EGC: The PDFs of and conditioned on the hypothesis of are given by
where is the a priori probability of the hypothesis for EGC, which is given by (36), while the short-hand is defined as (42) EGC: The PDFs of and conditioned on the hypothesis of are as follows:
where is the a priori probability of the hypothesis for EGC, which is given by (33) with described by (36).
SC:
The PDFs of and conditioned on the hypothesis of are formulated as (45) (46) where is the a priori probability of the hypothesis of for SC, which is given by (37), and the short-hand was defined as (47) SC: The PDFs of and conditioned on the hypothesis of can be shown to obey (48) (49) where is the a priori probability of the hypothesis for SC, which is given by (33) with formulated in (37). The PDF of defined in (39) can now be derived by using the following equation: (50) as shown in [19, Appendix] for EGC scheme, where , represents the probability of conditioned on the hypothesis of . Substituting the corresponding PDFs into (50), the PDFs of under the hypotheses of and can be expressed as (51) (52) where and can be shown to obey the following.
EGC:
SC:
Upon integrating both sides of (51) and (52) from one to infinity, we obtain:
In order to erase the low-reliability RS coded symbols, we assume that is the threshold, which activates an erasure insertion, if . Consequently, the correct symbol probability, , and the random symbol error probability, , after erasure insertion can be formulated as (59) (60) and the symbol erasure probability can be expressed as (61) Again, if we assume that the symbol errors and symbol erasures within a codeword are independent due to the ideal interleaving, then the codeword decoding error probability after "errors-and-erasures" decoding can be expressed in the form of [15] (62) where , while , and represent the random symbol error probability and symbol erasure probability, respectively, before decoding, which are given by (60) and (61).
Above, we have analyzed the performance of the uncoded and RS-coded DS-CDMA system using noncoherent -ary orthogonal modulation, when diversity reception with EGC and SC were considered. Let us now evaluate the system's performance numerically.
VI. NUMERICAL RESULTS
In this section the average bit or codeword decoding error probability of the DS-CDMA system using noncoherent -ary orthogonal modulation-with or without RS coding-is evaluated as a function of the average signal-to-noise ratio (SNR) per bit , that of the preset threshold , and (or) versus the number of simultaneous users in the system. The average SNR per bit is obtained by , where . Fig. 3 shows the BER performance of the EGC and SC schemes for diversity branches upon evaluating (36), (33), and (34) for EGC, and (37), (33), and (34) for SC. We assumed that an uncoded DS-CDMA system using 64-ary orthogonal modulation was employed, the receiver was capable of combining all the multipath signals, i.e., we had , the number of simultaneous users was , and the ratio of bit duration to chip duration was . As expected, both the EGC and SC schemes provide BER improvements for moderate to high SNRs per bit, when the number of combined diversity paths increases. Furthermore, the results show that the EGC scheme has a lower BER than the SC scheme for a given number of combined paths and for a given SNR per bit . This is because EGC is the optimal diversity combining scheme for a noncoherent demodulation technique. However, BER floors are observed for both the EGC and SC schemes. This implies that in DS-CDMA systems, due to the multiple-access interference, the BER performance cannot be improved simply by increasing the transmission power alone. Multiuser detection [1] constitutes a powerful technique mitigating the multiple-access interference.
As an example, Fig. 4 shows the codeword decoding error probability of (62) over Rayleigh fading channels for both the EGC and SC schemes, when employing the RS(32,20) code over the Galois field GF(32) = GF( ) corresponding to 5-bit symbols using "errors-and-erasures" decoding. In these figures, the codeword decoding error probabilities were computed for different values of SNR per bit and for different thresholds, in order to find the optimum thresholds for the RTT-based erasure insertion scheme. From the results, we observe that for a constant SNR per bit , there exists an optimum threshold, for which the "errors-and-erasures" decoding achieves the minimum codeword decoding error probability. Hence, an inappropriate threshold leads to higher codeword decoding error probability than the minimum seen in the figure. Observe furthermore that for both the EGC and SC schemes, the optimum threshold assumes values around 1.5-2.0, even though the SNR per bit changes over a large dynamic range from about 6 to 15 dB.
Equivalently, in Fig. 5 , the codeword decoding error probability of (62) was evaluated for different values of the threshold and for different number of simultaneous users, in order to find the optimum thresholds for the RTT-based erasure insertion scheme versus the number of users and the SNR per bit. Similarly to our previous results in Fig. 4 , we observe that for a constant number of simultaneous users , there exists an optimum threshold, for which the "errors-and-erasures" decoding achieves the minimum codeword decoding error probability and an inappropriate threshold leads to higher codeword decoding error probability than the minimum seen in the figure. Moreover, we observe again that for both the EGC and SC schemes, the optimum threshold assumes values around 1.5-2.0, when the number of simultaneous users changes over a large dynamic range from about 20-100. However, due to the multiple-access interference, the codeword decoding error probability for any given value of threshold increases dramatically, when increasing the number of simultaneous users .
In summary, from Figs. 4 and 5, we gain an explicit insight into the characteristics of Viterbi's RTT over the dispersive Rayleigh fading channels studied, suggesting that the optimum threshold was typically around 1.5-2. Since the optimum threshold can be derived numerically for a given number of simultaneous users , and for a given average SNR per bit , in our further investigations we have assumed that the optimum threshold was employed, whenever "errors-and-erasures" decoding was used. However, the optimum threshold depends on the SNR per bit and slightly increases, when increasing the SNR per bit value.
In Fig. 6 we evaluated the codeword decoding error probability of an -ary DS-CDMA system employing either "error-correction-only" or "errors-and-erasures" decoding. We assume that there were resolvable paths, and or paths were actually combined in the receiver using an EGC [ Fig. 6(a) ] or SC [ Fig. 6(b) ] scheme. Again, we also assumed that an optimal threshold was employed for any given value of the average received SNR per bit. The remaining parameters were specified in the figures. The results show that under dispersive multipath Rayleigh fading conditions, while assuming a constant average SNR per bit and a constant number of diversity components combined, the decoding algorithms using "errors-and-erasures" decoding based on the RTT erasure insertion scheme outperform "error-correction-only" decoding. As shown in Fig. 6(a) for EGC, for and at the error probability of , the "errors-and-erasures" decoding scheme can achieve a gain of about 1.6, 1, and 0.8 dB, respectively, over the "error-correction-only" decoding scheme. Similarly, for and at the error probability of , the "errors-and-erasures" decoding scheme can achieve a gain of about 1.8 and 1.2 dB, respectively, over the "error-correction-only" decoding scheme. Similar results can also be observed in Fig. 6(b) for SC.
Similarly, Fig. 7 shows the codeword decoding error probability of the RS(32,20) code as a function of the number of simultaneous users, , for parameters of dB, , over dispersive multipath Rayleigh fading channels. The codeword decoding error probability of the "error-correction-only" and "errors-and-erasures" decoding scheme was compared for the EGC and SC considered. We assumed that the receiver used the optimum threshold for any number of users. The results show that for a constant number of users, for a constant number of diversity components combined, and upon invoking the optimum threshold, the codeword decoding error probability of the system employing "errors-and-erasures" decoding based on the RTT erasure insertion scheme was lower than that employing "error-correction-only" decoding. At the codeword decoding error probability of , the EGC-assisted "errors-and-erasures" scheme in Fig. 7(a) can support 7 or 6 more simultaneous users for or 3, respectively, than the "error-correction-only" scheme. By contrast, the SC-aided "errors-and-erasures" scheme in Fig. 7(b) can support 6 or 4 more simultaneous users for or , respectively, than the "error-correction-only" scheme.
Finally, in Fig. 8 we evaluated the influence of the code rate, , on the codeword decoding error probability of the DS-CDMA systems using both "error-correction-only" decoding and "errors-and-erasures" decoding, for both the EGC and the SC combining schemes investigated. The codeword decoding error probability was evaluated as a function of the number of simultaneous users for the code rates of and . We assumed that the 64 symbol long RS code family of RS(64, ) over the Galois field GF(64) GF( ) using "error-correction-only" and "errors-and-erasures" employing RTT was invoked. As expected, the results imply that for all of the code rates considered, the decoding scheme using "errors-and-erasures" employing RTT outperformed the arrangement using "error-correction-only" decoding. For a constant codeword decoding error probability and for a given code rate, the DS-CDMA systems employing RS codes using "errors-and-erasures" decoding can support 4 to 8 more simultaneous users at the codeword decoding error probability of than those employing "error-correction-only" decoding.
VII. CONCLUSION
In summary, in this paper the performance of RS-coded DS-CDMA systems using "errors-and-erasures" decoding has been investigated and compared to that using "error-correction-only" decoding over dispersive multipath Rayleigh fading channels, when noncoherent -ary orthogonal modulation and diversity reception using EGC or SC schemes were considered. Viterbi's RTT technique has been studied, in order to quantify the reliability of the received RS coded symbols. The symbols having a low-confidence were erased before RS "errors-and-erasures" decoding. The PDFs associated with the RTT under the hypotheses of correct detection and erroneous detection of the -ary signals have been derived and the optimum thresholds have been determined. Our numerical results showed that by using "errors-and-erasures" decoding associated with the RTT, RS codes of a given code rate can achieve a higher coding gain than upon using "error-correction-only" decoding without erasure information. DS-CDMA systems using the proposed "errors-and-erasures" decoding could also support more simultaneous users than without erasure information. Moreover, the numerical results showed that the optimum threshold for the RTT over multipath Rayleigh fading channels was around [1.5, 2] for the practical range of average SNR per bit values and for a given number of simultaneous users.
APPENDIX THE DERIVATION OF (37)
In this Appendix we derive the correct symbol probability, , of the SC scheme. associated with the SC scheme can be expressed in the form of (35) with and given by (28) and (31), respectively. In order to derive a general result, we let and . Then, (28) and (31) can be expressed as (63) (64) With the aid of (63), it can be shown that Finally, replacing by and by 1 in (69), the closed form of the correct symbol probability, associated with the SC scheme can be obtained as shown in (37).
