A new approach to enhancing the accuracy of multimodal biometrics is investigated. The proposed approach, which involves combining score normalisation and qualitative-based fusion, is shown to considerably improve the accuracy of multimodal biometrics under different data conditions.
INTRODUCTION
The problem of automatic recognition of individuals using biometrics has received a great deal of interest in the last few decades [Jain, et al., 2004; Prabhakar, et al., 2003] . This is mainly due to the obvious advantages that biometrics has to offer over conventional means of identity verification. However, whilst considerable advances have been achieved in this area, the performance of unimodal biometric techniques is still being impeded by such issues as nonuniversality and impersonation. Recent studies have shown that a potentially viable way of addressing such problems is the use of multiple modalities in biometric recognition [Indovina, et al., 2003; Gutschoven and Verlinde, 2000] . Another major benefit offered by multimodal biometrics is the capability to outperform the recognition accuracy of unimodal systems. This paper is concerned with the latter characteristic of multimodal biometrics.
Multimodality is based on the concept that the information obtained from different modalities complement each other [Indovina, et al., 2003 ]. Consequently, an appropriate combination of such information can be more useful than using information from any of the single modalities involved alone. For this purpose, there are various data combination levels that can be considered. Examples are the feature-level, score-level and decision level [Jain, et al., 2004] . It has, however, been shown that the score-level fusion is the most effective approach to multimodal biometrics [Indovina, et al., 2003 ]. This approach involves combining together the matching scores obtained through the individual modalities involved.
In general, one of the main problems associated with biometric systems, unimodal or multimodal, is the undesired variations in the biometric data. Such variations are reflected in the corresponding biometric scores, and thereby can adversely influence the overall effectiveness of biometric recognition. The said variations can arise due to a variety of factors such as the sensors used in capturing the biometric data and various non-ideal operating conditions such as background noise or poor lighting conditions.
In this paper, a combined approach is proposed to enhance the accuracy of multimodal biometrics. This is based on the normalisation of the matching scores obtained for face and voice biometrics. The quality of the normalised scores for each modality is then measured and using this prior knowledge, the score-level fusion is carried out using SVM (support vector machine). The use of SVM in this work is based on earlier studies reporting it as one of the most effective methods for multimodal biometric fusion [Jain, et al., 2004; Gutschoven and Verlinde, 2000] . However, because of the generality of the approach proposed in this paper, the results can also be applied to other fusion methods.
The rest of the paper is structured as follows. Section 2 introduces the proposed approach for multimodal biometrics. Section 3 describes the experimental investigations, and the overall conclusions are presented in Section 4.
PROPOSED METHOD
As indicated earlier, data variations are considered as one of the main problems in multimodal fusion. Such variations are reflected in the corresponding biometric scores, and can thereby adversely influence the overall effectiveness of biometric recognition. As a result, there has recently been considerable research into ways of tackling the problem of data variations, through quality learning schemes [Poh and Bengio, has been shown in [Alsaade, et al., 2008 ] that the use of Unconstrained Cohort Normalisation (UCN) helps improve the robustness of multimodal biometrics. This is because the approach provides a useful means for appropriately adjusting the individual biometric scores for a client, without any prior knowledge of the level of degradation of each biometric data type involved.
Another motivation for using UCN in multimodal biometrics is that it facilitates the suppression of the individual biometric scores for impostors in relation to those for the clients.
However, it is believed that the accuracy of multimodal biometrics can be further enhanced if the scores from the individual modalities involved are first subjected to UCN [Alsaade, et al., 2008] and then passed on to the relative quality learning mechanism [Alsaade, et al., 2006 ].This process is expected to enhance the overall accuracy of score-level fusion in multimodal biometrics due to the individual capabilities of each of the two techniques involved. The combined method should help enhance the multimodal biometrics reliability in clean, degraded and mixed-quality data conditions. As described in [Alsaade, et al., 2008] , given a test token of certain biometrics type, the normalised matching score provide through UCN can be expressed as Based on equation (2), the computation for the quality of samples is divided into two steps.
These are described in the following sections. (2) denotes the quality of the normalised score obtained with face or speech development data. It is computed in the development phase as follows [Alsaade, et al., 2006].
Estimation of the quality aspects for the development data samples
where
is obtained (in the development phase) as follows:
where (2) represents the relative qualities of the test data for face and speech. These quality aspects are calculated using a subset of the test data as follows
Estimation of the quality aspects for the test data samples
is computed in the testing phase as follows: 
Exploitation of the estimated data qualities

EXPERIMENTAL INVESTIGATIONS AND RESULTS
The experimental studies are concerned with the fusion of face and voice biometrics in the two recognition modes of verification and open-set identification. The modelling and pattern matching approaches used with each modality are not discussed here, as these are outside the scope of this study. The investigations in each mode involve three different data conditions.
Two of them use scores for clean face images together with scores for either clean or degraded utterances. The third uses scores for degraded face images together with scores for degraded utterances.
The individual biometric score types involved (in each experiment) are subjected to the range equalisation process using the ZS normalisation [Indovina, et al., 2003 ]. The fusion process is applied to the biometric scores with and without subjecting them to the UCN process. The fusion process, with UCN, is achieved via three different fusing configurations (Figure 2 ). In the first configuration, the normalised scores for face and voice are combined using linear SVM.
This approach is termed Support Vector Machine with Unconstrained Cohort Normalisation (SVM-UCN). However, in the other two configurations, the normalised scores for face and voice are subjected to the relative quality analysis (discussed in the previous section) before being passed on to the SVM for fusion. As indicated earlier, the relative quality information 
Fusion under Clean Data Conditions
The purpose of the experiments in this part of the study is to investigate the effectiveness of the proposed method in enhancing the reliability of multimodal fusion when the biometric da- part of the study are presented as equal error rates (EERs) with a 95% confidence interval in Table 1 . The second column in Table 1 shows that the use of either of RQ-MSW and RQ-IF results in better performance than the individual modalities and the fused biometrics with linear SVM.
Moreover, it is observed that the use of UCN results in a reduction of EERs for the individual modalities and for the fused biometrics. It is also noted that the use of UCN with fused biometrics reduces the EER to zero in all three configurations considered. The advantages of performing quality measurements on the normalised data prior to fusion are not clearly visible in this case because of the use of clean datasets for both modalities. As before, the advantages of the proposed combined method are not clearly visible in the case of IER since the databases contain clean data. It is noted that, as in the verification scenario, the use of qualitative SVM results in better OSI-EER compared to standard linear SVM (or the individual modalities involved). It is also observed that subjecting the individual biometric scores to UCN prior to fusion in each of the three different configurations, reduces the error rates of the fused scores to zero.
Fusion under Varied Data Conditions
The purpose of the experiments presented in this section is to investigate the effectiveness of Table 4 : Experimental results for open-set identification based on mixed-quality data.
There are several observations to be made from these results. Firstly, it is noted that whilst the error rates for the face modality are exactly the same as those in the previous investigation, due to the use of degraded speech database, the accuracy rates for the voice modality in this case are lower than the corresponding ones in Section 3.1. It is observed from the results in Table   3 , that the fusion process (SVM) on its own may not necessarily lead to the reduction of EER It is observed from the results in Table 4 that the lowest IER and OSI-EER are obtained when the fusion is based on the use of UCN together with RQ-MSW/IF. It is noted that IER and OSI-EER obtained with SVM-based fusion are reduced by 62% and 70% respectively when UCN together with RQ-MSW are incorporated into the process.
Fusion under Degraded Data Conditions
The aim of the experiments in this part of the study is to investigate the effectiveness of com- It is observed that the accuracy rates for the face modality are lower than the corresponding ones in the previous sections. This is due to the use of a degraded face database. On the other hand, although the speech database is degraded as in the previous section, the accuracy rates for the speech modality in this section are observed to be lower. This is because of the fact that the subset of NIST used in this case has a different size from that used previously. Based on the experimental results, it is noted that the use of SVM on its own does not lead to better performance than that of the best individual modality involved. The results in Table 5 demonstrate the capability of reducing the verification error rates by combining UCN with the qualitative SVM. This is thought to result from the three-fold characteristics of this combination. The first is that UCN provides a means for enhancing the scores when the test data is degraded. Secondly, it aims to suppress the scores for impostors in relation to those for clients. Finally, the use of relative quality measurements further facilitates the reduction in error rates. This is achieved by either assigning higher weights (RQ-MSW) to the best biometric scores or by feeding the SVM with new features (RQ-IF). Table 6 : Experimental results for open-set identification based on degraded data.
It can be seen from the results in Table 6 These outcomes confirm the earlier suggestion (Section 2) that the reliability of multimodal biometrics can be further increased if the scores from the individual modalities involved are first subjected to UCN and then passed on to the relative quality learning mechanism.
Some important outcomes of the experimental investigations can be observed by considering the results in all the tables shown above. From these results, it is clearly seen that in all three data conditions, combining UCN with relative quality learning mechanism consistently lead to the best performance whether it is in verification or open-set identification mode. It can also be seen that there is a difference in the effectiveness of the fusion processes using RQ-IF and RQ-MSW. This is thought to be due to the different processes involved in passing on the quality of the scores to the SVM. Another possible reason for such behaviour is the biometric data conditions involved. 
CONCLUSIONS
An investigation into the use of unconstrained cohort normalisation (UCN) combined with qualitative score-level fusion for multimodal biometrics has been presented. The experimental investigations have been carried out under three different data conditions. As expected in the case of clean data condition (for all modalities), the results have shown that the use of SVM with UCN leads to the highest accuracy. However, the effectiveness of combined UCN and data relative quality with SVM becomes evident when at least one of the biometric modalities is degraded. The experimental results have shown that, in such a situation, the combination of UCN with relative quality learning measurements leads to a higher accuracy than either the best single modality performer or the use of only one of these techniques with SVM. This has been observed for both verification and open-set identification. The reason for this seems to relate to the individual characteristics of the two techniques: UCN aims to compensate for degraded scores and to suppress the impostor scores with respect to the client scores; whilst RQ-SVM makes use of the knowledge of the relative level of degradation of biometric data types involved.
