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a b s t r a c t
In this paper, the following two problems are considered:
Problem I Given a full column rankmatrix X ∈ Rn×k, a diagonal matrixΛ ∈ Rk×k(k ≤ n)
and matrices Ma ∈ Rn×n, C0, K0 ∈ Rr×r , find n × n matrices C, K such that MaXΛ2 +
CXΛ + KX = 0, s. t. C([1, r]) = C0, K([1, r]) = K0, where C([1, r]) and K([1, r]) are,
respectively, the r × r leading principal submatrices of C and K .
Problem II Given n × n matrices Ca, Ka with Ca([1, r]) = C0, Ka([1, r]) = K0, find
(Cˆ, Kˆ) ∈ SE, such that
∥∥∥Ca − Cˆ∥∥∥2 + ∥∥∥Ka − Kˆ∥∥∥2 = inf(C,M)∈SE (‖Ca − C‖2 + ‖Ka − K‖2),
where SE is the solution set of Problem I.
By applying the theory and methods of the algebraic inverse eigenvalue problems, the
solvability condition and the general solution to Problem I are derived. The expression of
the solution to Problem II is presented.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Throughout this paper, we shall adopt the following notation. Cm×n and Rm×n denote the set of all m × n complex and
real matrices, respectively. ORn×n denotes the set of all orthogonal matrices in Rn×n. AT and A+ stand for the transpose and
the Moore–Penrose generalized inverse of a real matrix A. In represents the identity matrix of size n. For A, B ∈ Rm×n, an
inner product in Rm×n is defined by (A, B) = trace(BTA), then Rm×n is a Hilbert space. The matrix morm ‖ . ‖ induced by the
inner product is the Frobenius norm.
Vibrating structures such as bridges, highways, buildings and automobiles are often modeled using finite element
techniques. These techniques generate structured matrix second-order differential equations
Maz¨(t)+ Caz˙(t)+ Kaz(t) = 0, (1)
where the dots denote differentiation with respect to time andMa, Ca, and Ka are n× n real symmetric matrices and stand
for mass, damping and stiffness matrices, respectively. We further note that matrices Ma and Ka are positive definite and
denote byMa > 0 and Ka > 0. If a fundamental solution to (1) is represented by
z(t) = xeλt ,
then the scalar λ and the vector xmust solve the quadratic eigenvalue problem (QEP)
(λ2Ma + λCa + Ka)x = 0. (2)
The bearing of the system (1) usually can be interpreted via the eigenvalues and eigenvectors of system (2). Because of this
connection,much effort has been devoted to the QEP in the literature. Many applications, properties and numericalmethods
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for the QEP are surveyed in the thesis by Tisseur andMeerbergen [12].We shall identify the quadratic pencil λ2Ma+λCa+Ka
by the triplet (Ma, Ca, Ka) of matrices.
Model updating problems have emerged in the 90’s as an important tool for the design, construction and maintenance
of mechanical systems [7]. In practice, natural frequencies and mode shapes (eigenvalues and eigenvectors) of an analytical
model described by (2) do not match very well with experimentally measured frequencies and mode shapes obtained from
a real-life vibrating structure. Thus, updating the existing dynamic model on the basis of modal test data is very important
for predicting actual behavior of the structure precisely via the structural dynamic model.
Over the past years, many techniques for model updating have been proposed. For undamped systems, i.e., Ca = 0,
various techniques have been discussed by Baruch and Bar-Itzhack [2], Berman [3], and Wei [13,14]. For damped systems,
the theory and computation were proposed by Friswell, Inman and Pilkey [8], Kuo, Lin and Xu [10] recently have proposed
a direct method which seems more efficient and reliable. Another line of thought is to update with symmetric low-rank
correction of damping and stiffnessmatrices [9]. However, the systemmatrices are adjusted globally in thesemethods. From
a practical viewpoint, a spatial representation of the structural-element property changes that resulted from the model
errors is generally preferred for engineering applications. Model error can be localized by using sensitivity analysis [15],
residual force approach [11], least-squares approach [5], assigned eigenstructure [6]. Based on the localization of modeling
errors, it is the usual practice to adjust partial elements of the system matrices using measured response data. Yuan [16]
propose amethod to updatemass and stiffnessmatriceswith a submatrix constraint, however they cannot consider damped
structural systems. Note that a mass matrix is usually precise in practice, we propose the following problems of updating
the damping and stiffness matrices mathematically.
Problem I. Given a full column rankmatrix X ∈ Rn×k, a diagonalmatrixΛ ∈ Rk×k(k ≤ n) andmatricesMa ∈ Rn×n, C0, K0 ∈
Rr×r , find n× nmatrices C, K such that
MaXΛ2 + CXΛ+ KX = 0, s.t. C([1, r]) = C0, K([1, r]) = K0, (3)
where C([1, r]) and K([1, r]) are, respectively, the r × r leading principal submatrices of C and K .
Problem II. Given n× nmatrices Ca, Ka with Ca([1, r]) = C0, Ka([1, r]) = K0, find (Cˆ, Kˆ) ∈ SE, such that∥∥∥Ca − Cˆ∥∥∥2 + ∥∥∥Ka − Kˆ∥∥∥2 = inf(C,M)∈SE (‖Ca − C‖2 + ‖Ka − K‖2), (4)
where SE is the solution set of Problem I.
This paper is organized as follows. In Section 2, we give an explicit expression of the general solution of Problem I. In
Section 3, we show that there exists a unique solution to Problem II and present the expression of the solution (Cˆ, Kˆ) of
Problem II. Numerical examples are provided in Section 4.
2. Solution to Problem I
Without loss of generality, we may assume thatΛ is the diagonal matrix with k× k blocks,
Λ = diag(λ[2]1 , . . . , λ[2]l , λ2l+1, . . . , λk), (5)
where λ[2]j =
[
αj βj
−βj αj
]
∈ R2×2, βj 6= 0 (j = 1, 2, . . . , l), and
X = [x1R, x1I , . . . , xlR, xlI , x2l+1, · · · , xk]. (6)
Note that the eigenvalues of λ[2]j are just the complex conjugate αj ± βji(i =
√−1), and we also suppose that Λ has only
simple eigenvalues and X is of full column rank.
Let the partition of the matrix X andMaXΛ2 be
X =
[
X1
X2
]
, X1 ∈ Rr×k, X2 ∈ R(n−r)×k, (7)
MaXΛ2 =
[
M0
M1
]
, M0 ∈ Rr×k, M1 ∈ R(n−r)×k. (8)
Write
C =
[
C0 C1
C2 C3
]
r
n− r , K =
[
K0 K1
K2 K3
]
r
n− r,
r n− r r n− r
(9)
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Substituting Eqs. (8) and (9) into Eq. (3), we get
M0 + C0X1Λ+ C1X2Λ+ K0X1 + K1X2 = 0, (10)
M1 + [C2, C3]XΛ+ [K2, K3]X = 0. (11)
Let the singular value decomposition (SVD) of the matrix X2 be
X2 = U
[
Σ 0
0 0
]
V T, (12)
where U = [U1,U2] ∈ OR(n−r)×(n−r), V = [V1, V2] ∈ ORk×k, Σ = diag(σ1, . . . , σs), σi > 0 (i = 1, . . . , s), s = rank(X2),
and let the partition of C1U and K1U be
C1U = [C11, C12], K1U = [K11, K12],
where C11, K11 ∈ Rr×s. Then the relation of (10) becomes
C11ΣV T1ΛV1 + K11Σ = DV1, (13)
C11ΣV T1ΛV2 = DV2. (14)
where D = −M0 − C0X1Λ− K0X1. Let the SVD of the matrixΣV T1ΛV2 be
ΣV T1ΛV2 = P
[
Ω 0
0 0
]
Q T, (15)
where P = [P1, P2] ∈ ORs×s, Q = [Q1,Q2] ∈ OR(k−s)×(k−s), Ω = diag(ω1, . . . , ωt), ωi > 0 (i = 1, . . . , t), t =
rank(ΣV T1ΛV2).
Clearly, the Eq. (14) has a solution C11 if and only if
DV2Q2 = 0, (16)
and the general solution of (14) is
C11 = DV2(ΣV T1ΛV2)+ + JP2PT2 , (17)
where J ∈ Rr×s is an arbitrary matrix. Substituting (17) into (13), we get
K11 = DV1Σ−1 − C11F , (18)
where C11 is given by (17) and
F = ΣV T1ΛV1Σ−1. (19)
Let the QR-decomposition of the matrix X be
X = T
[
Z
0
]
, (20)
where T ∈ ORn×n and Z ∈ Rk×k nonsingular. Write
[C2, C3]T = [Cc1, Cc2], [K2, K3]T = [Kc1, Kc2], (21)
where Cc1, Kc1 ∈ R(n−r)×k. It follows from (11), (20) and (21), we get
Kc1 = −M1Z−1 − Cc1ZΛZ−1. (22)
As a summary of the above discussion, we have proved the following theorem.
Theorem 2.1. Suppose that Ma ∈ Rn×n, C0, K0 ∈ Rr×r , X ∈ Rn×k andΛ ∈ Rk×k, where rank(Λ) = k, andΛ is a block diagonal
matrix. Let the partitions of the matrices X, MaXΛ2, C and K be (7)–(9). Assume that the SVDs of the matrices X2,ΣV T1ΛV2 and
the QR-decomposition of the X are given by (12), (15) and (20), respectively. If the condition (16) holds, then the solution set SE
can be expressed as
SE =
{
(C, K) ∈ Rn×n × Rn×n
∣∣∣∣C = [C0 [DV2(ΣV T1ΛV2)+ + JP2PT2 , C12]UTC2 C3
]
,
K =
[
K0 [DV1Σ−1 − (DV2(ΣV T1ΛV2)+ + JP2PT2 )F , K12]UT
K2 K3
]}
, (23)
where
[C2, C3] = [Cc1, Cc2]T T, [K2, K3] = [−M1Z−1 − Cc1ZΛZ−1, Kc2]T T,
and F is given by (19), J, C12, K12, Cc1, Cc2, Kc2 are arbitrary matrices.
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3. Solution to Problem II
In this section, we present the solution to Problem II. Theorem 2.1 has provided the explicit representation of the solution
set SE when the condition (16) is satisfied. It is easy to verify that SE is a closed convex subset of Rn×n × Rn×n. From the best
approximation theorem [1], we know that there exists a unique solution (Cˆ, Kˆ) ∈ SE, such that (4) holds.
Now, we will find the unique solution (Cˆ, Kˆ) ∈ SE. For the given matrices (Ca, Ka) ∈ Rn×n, with Ca([1, r]) =
C0, Ka([1, r]) = K0, and any pair of matrices (C, K) ∈ SE given by (23), write
Ca =
[
C0 C
(a)
1
C (a)2 C
(a)
3
]
r
n− r , Ka =
[
K0 K
(a)
1
K (a)2 K
(a)
3
]
r
n− r,
r n− r r n− r
(24)
Let the partitions of C (a)1 U and K
(a)
1 U be
C (a)1 U = [C (a)11 , C (a)12 ], K (a)1 U = [K (a)11 , K (a)12 ], (25)
where C (a)11 , K
(a)
11 ∈ Rr×s, and the partitions of [C (a)2 , C (a)3 ]T and [K (a)2 , K (a)3 ]T be
[C (a)2 , C (a)3 ]T = [C (a)c1 , C (a)c2 ], [K (a)2 , K (a)3 ]T = [K (a)c1 , K (a)c2 ], (26)
where C (a)c1 , K
(a)
c1 ∈ R(n−r)×k. Then
‖C − Ca‖2 + ‖K − Ka‖2 =
∥∥∥C1 − C (a)1 ∥∥∥2 + ∥∥∥K1 − K (a)1 ∥∥∥2 + ∥∥∥[C2, C3] − [C (a)2 , C (a)3 ]∥∥∥2 + ∥∥∥[K2, K3] − [K (a)2 , K (a)3 ]∥∥∥2
=
∥∥∥JP2PT2 − (C (a)11 − DV2(ΣV T1ΛV2)+)∥∥∥2 + ∥∥∥C12 − C (a)12 ∥∥∥2
+
∥∥∥JP2PT2F − (DV1Σ−1 − DV2(ΣV T1ΛV2)+F − K (a)11 )∥∥∥2 + ∥∥∥K12 − K (a)12 ∥∥∥2
+
∥∥∥Cc1 − C (a)c1 ∥∥∥2 + ∥∥∥Cc2 − C (a)c2 ∥∥∥2 + ∥∥∥−M1Z−1 − Cc1ZΛZ−1 − K (a)c1 ∥∥∥2 + ∥∥∥Kc2 − K (a)c2 ∥∥∥2 . (27)
It follows from (27), ‖C − Ca‖2 + ‖K − Ka‖2 = min if and only if
C12 = C (a)12 , K12 = K (a)12 , Cc2 = C (a)c2 , Kc2 = K (a)c2 ,
f (J) = ∥∥JP2PT2F − Y1∥∥2 + ∥∥JP2PT2 −W1∥∥2 = min, (28)
and ∥∥Cc1ZΛZ−1 − Y2∥∥2 + ∥∥∥Cc1 − C (a)c1 ∥∥∥2 = min, (29)
where
Y1 = DV1Σ−1 − DV2(ΣV T1ΛV2)+F − K (a)11 ,
W1 = C (a)11 − DV2(ΣV T1ΛV2)+, Y2 = −M1Z−1 − K (a)c1 .
(30)
From (28), we have
∂ f (J)
∂ J
= 2JP2PT2FF TP2PT2 − 2Y1F TP2PT2 + 2JP2PT2 − 2W1P2PT2 , (31)
setting ∂ f (J)
∂ J = 0, we get
JP2 = (Y1F TP2 +W1P2)(Is−t + PT2FF TP2)−1. (32)
Solving the problem (29) by discussion analogous to that of finding the solution to problem (28), we obtain
Cc1 = [Y2(ZΛZ−1)T + C (a)c1 ][Ik + ZΛZ−1(ZΛZ−1)T]−1. (33)
By now, we have proved the following theorem.
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Theorem 3.1. Given matrices (Ca, Ka) ∈ Rn×n with Ca([1, r]) = C0, Ka([1, r]) = K0, then Problem II has a unique solution and
the unique solution of Problem II can be expressed as
Cˆ =
[
C0 [DV2(ΣV T1ΛV2)+ + JP2PT2 , C (a)12 ]UT
C2 C3
]
, (34)
Kˆ =
[
K0 [DV1Σ−1 − (DV2(ΣV T1ΛV2)+ + JP2PT2 )F , K (a)12 ]UT
K2 K3
]
, (35)
where
[C2, C3] = [Cc1, C (a)c2 ]T T, [K2, K3] = [−M1Z−1 − Cc1ZΛZ−1, K (a)c2 ]T T, (36)
and F , JP2, Cc1 are given by (19), (32) and (33), respectively.
4. Numerical results
Example 1. In this example we will examine a case in [4]. The matricesMa, Ca, Ka are defined by
Ma = I4, Ca =
0.5 0 0 00 0 0 00 0 0 0
0 0 0 0.5
 , Ka =
 5 −5 0 0−5 10 −5 00 −5 10 −5
0 0 −5 6
 ,
The first two measured modal data are given by
Λ = λ[2]1 =
[−1.116 3.057
−3.057 −1.116
]
,
X =
[
0 0.3708 1 0
0 0.0048 0 0
]T
,
The elements of no errors of matrices Ca, Ka form matrices C0, K0 given by
C0 =
[
0.5 0
0 0
]
, K0 =
[
5 −5
−5 10
]
.
According to Theorem 3.1, we obtain the unique solution to Problem II as follows
Cˆ =
0.5000 0 0.0079 00 0 0.8246 00 0.6954 1.9819 0
0 −0.0651 0.0214 0.5000
 ,
Kˆ =
 5.0000 −5.0000 1.8628 0−5.0000 10.0000 0.1830 00 −4.1908 12.1636 −5.0000
0 1.6354 −0.6104 6.0000
 .
It is easy to compute
‖MaXΛ2 + CˆXΛ+ KˆX‖ = 1.7803× 10−15, ‖Ca − Cˆ‖ + ‖Ka − Kˆ‖ = 9.8478.
Example 2. Consider the statically condensed oil rig model (Ma, Ca, Ka) represented by the triplet bcsstruc1 in the Harwell-
Boeing collection. In this model, Ma and Ka ∈ R66×66are symmetric and positive definite and Ca = 1.55I66. There are 132
eigenpairs. The measured eigenvalues are given by
λ1 = −5.05, λ2 = −3.32, λ3 = −3.75, λ4 = −9.07,
λ5 = −7+ 160i, λ6 = −7− 160i.
According to Theorem 3.1, we can obtain the unique solution to Problem II, and it is easy to verify
‖MaXΛ2 + CˆXΛ+ KˆX‖ = 3.0583× 10−9.
Therefore, the prescribed eigenvalues and eigenvectors have been embedded in the new model (λ2Ma + λCˆ + Kˆ)x = 0.
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