A multi-agent system (MAS) 
Introduction
Multi-agent system is an open system, and the changes of external environment may continually generate new tasks [1] . However, single Agent has limited capability to process information and solve problems. At this time, multiple Agents are required to complete these tasks in cooperation, which means task scheduling is a key problem in MAS. An effective task scheduling method is necessary for MAS to accomplish the tasks with high efficiency. Recent years have seen a lot of work on task scheduling methods, which can be broadly classified as follow: (1) task scheduling based on auction protocol [2] [3] [4] ; (2) Coalition formation methods [5] [6] [7] ; (4) Social network based methods [8] ; (5) Decision theory based methods [9] ; (6) Manisterski at al. [10] discusses the possibilities of achieving efficient allocations in both cooperative and non-cooperative settings. They propose a centralized algorithm to find the optimal solution.
The above works have improved the efficiency and enriched the theory of MAS. However, these works can't be used in many new applications of MAS such as emergency system etc. The reasons are as follows: (1) In these applications, all agents must mandatory executing tasks allocated by distributor, and the agent's local goal must not conflict with the distributor's global goal. However, above task scheduling methods such as auction based ones suppose that the agents are selfish, and have high degree of autonomy, so they would not execute the tasks if the distributor doesn't offer payment they expected. (2) Situation is urgency and tasks should be accomplished as soon as possible in above applications. However, task allocation of most above works is decentralized, and the task scheduling process is carried out by negotiating between agents, and the task scheduling process will be uncertainty and time-consuming, which cannot satisfy the requirements of timely task allocation in urgency situation of above application of MAS.
In our previous work [11] , we have constructed a MAS model based on the characteristics of the emergency system and discussed the task schedulable and maximum task scheduling problem based on the MAS model, which didn't consider the differences among tasks and differences between Agents. However, in practice, although the tasks arrive to the system at the same time, they have different importance and urgency. What's more, dependency relationship exists among some tasks. In general,
-27 -Utility Based Optimal Task Scheduling Problem in a Multi-agent System Xiaowei Zhang, Bin Li, Junwu Zhu, Jun Wu tasks which are urgent, important and in front of the dependency relationship should be achieved first. In order to describe the different importance and urgency among tasks and guarantee that the important and urgent tasks to be completed first, we add utility on each task according to the degree of importance and urgency. Meanwhile, in many cases, the quality of task's accomplishment relates to agent's attributes and status (e.g. Both Ronaldo and Li Weifeng can play role of Forward when playing football, but the effect is entirely different). Thus, we also introduce utility to differentiate agent's capability in playing a certain role. The paper is organized as follows. In Section 2 we give the formal definition the UOTSP problem and construct flow network corresponding to it, and in Section 3 we analyze the complexity of the problem and prove it to be NP complete by reducing MAX-S problem to it in polynomial time. In Section 4, we propose two approximate algorithms GTS and RTOM to solve the UOTSP problem. We do experiments for above algorithms in Section 5, and the results show that GTS is suitable for solving the UOTSP especially when the MAS was applied to emergency system. Lastly, we conclude our work and present the future work.
Problem descriptions
Suppose there is a set of agents A = {a 1 , …, a m }, each of which encapsulates a part of required resources for completing tasks. Let R = {r 1 , …, r l } denotes the collection of role that the agents can play. Each agent a A can plays a number of roles, on the contrary, a role r R can also be played by a number of agents, which is defined by role-agent relations such as Re  R× A. Now suppose there is a set of tasks T = {t 1 , t 2 , …, t n } arrive at the system. Each task-agents mapping is then represented by a tuple < t, Re' >, where t T is the task, Re'  Re. Then, the exact assignment of tasks to agents is defined by a task scheduling.
Definition 1 ( Task Scheduling ) Given a set of tasks T = {t 1 , …, t n }, a set of agents A = {a 1 , …, a m }, and a set of role R = {r 1 , …, r l } the agents can play, The decision problem of UOTSP can be described as follow. Whether there exists a task scheduling φ whose overall utility is larger than a constant value k, that is U(φ)  k.
Task scheduling problem and utility based optimal task scheduling problem can be graphically represented by cost flow network. The constructing algorithm is shown in algorithm 1. For example, suppose there is an instance I of UOTSP. The instance I includes a task set T = {t 1 , t 2 , t 3 }, role set R = {r 1 , r 2 , r 3 , r 4 }, and Agent set A = {a 1 , a 2 , a 3 , a 4 }. Task t 1 is a multi-set on {r 1 , r 2 } and the utility value on t 1 is 1, t 2 is a multi-set on {r 2 , r 3 } and the utility value on t 2 is 2, t 3 is a multi-set on {r 3 , r 4 } and the utility value on t 3 is 3, (r 1 , a 1 ), (r 2 , a 2 ), (r 3 , a 3 ), (r 2 , a 3 ) and (r 4 , a 4 ) are the role-agent mappings, U(r 1 , 
Figure1. Corresponding cost flow network
Complexity analyzing for UOTSP
We have proved that MAX-S in NP complete in [11] . Generally, UOTSP can be reduced to MAX-S, which means it is more complex than MAX-S. For example, if we let utility of each task and utility of each role-agent mapping to be zero, then the UOTSP is simplified to MAX-S. Actually, MAX-S is special case of UOTSP from a certain point of view. Thus, the UOTSP problem must also be NP complete.
Theorem 1. The UOTSP problem is NP complete.
Proof. We first show that UOTSP∈NP. Suppose we are given an instance I of UOTSP and an integer k. The certificate we choose is the task scheduling φ. The verification algorithm 2. Create the cost flow network model N as below 2.1. add source node s and sink node t to graph G. 2.2. for each task node t i (i = 1, 2, …, n) in T, create an edge (s, t i ) from s to this node with capacity equal to out-degree of t i ( e.g. c(s, t i ) = d out (t i ) ), and cost value is -U(t i ). 2.3. for each agent node a j (j = 1, 2, …, m) in A, create an edge from a j to sink node t with capacity value is 1, and cost value is 0. 2.4. for each edge (r, a) in Re (r R, a A), set the capacity to be 1 and cost value equal to -U(r, a).
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This verification can be performed straightforwardly in polynomial time. Now, we prove that the UOTSP problem is NP-hard by showing that MAX-S ≤ P UOTSP. Suppose that I is an instance of MAX-S with T = {t 1 , …, t n }, a set of agents A = {a 1 , …, a m }, a set of role R = {r 1 , …, r l }, task-role mappings Tr = T×R and role-agent mappings Re = R×A.
We shall construct an instance I  of UOTSP such that the task scheduling φ is max if and only if U(φ) is also max. The constructing algorithm should only let the utility of each task t i ∈T equal to 1 and the utility of role-agent mappings to be zero.
For example, suppose an instance I of MAX-S (the corresponding flow network N is shown in figure 2 ) has task set T = {t 1 , t 2 , t 3 }, role set R = {r 1 , r 2 , r 3 , r 4 }, and Agent set A = {a 1 , a 2 , a 3 , a 4 }. Task t 1 is a multi-set on {r 1 , r 2 }, t 2 is a multi-set on {r 2 , r 3 }, t 3 is a multi-set on {r 3 , r 4 }, (r 1 ,  a 1 ), (r 1 , a 2 ), (r 2 , a 2 ), (r 2 , a 3 ), (r 3 , a 3 ), (r 3 , a 4 ) and (r 4 , a 4 ) are the role-agent mappings. Then, let utility of each task is 1 and utility of role-agent mappings are zero, the corresponding cost flow network is shown in figure 3 . We must show that this transformation of I into I' is a reduction. Firstly, we suppose that φ is a maximum task scheduling of I. Then we can know from [12] . As know from theorem 1 in [12] , φ must be the maximum task scheduling, which completes our proof. By further analyzing the problem, we can see also that even though each task exactly relates to only three roles, the problem cannot be solved in polynomial time. Hence, we can derive the conclusion shown as corollary 1. Corollary 1. Let 3-UOTSP to be the sub-problem of the UOTSP of which each instance exactly relates to three roles ( .| | 3 t t T R    ), then 3-UOTSP is NP complete.
Approximate algorithm for UOTSP
As know from the last section that the UOTSP problem is NP complete. Even though it may be difficult to find an optimal task scheduling in an instance of UOTSP, it is not too hard to find a task scheduling that is near-optimal. Therefore, we design two approximate algorithms to solve the problem in this section.
Greedy Task Scheduling (GTS)
The greedy algorithm takes as input an flow network N, task set T, role set R, Agent set A and returns a accomplished task set T whose overall utility is guaranteed near optimal.
The greedy method works by picking, at each stage, the task t∈T with greatest utility value and the agent with greatest utility value on its role-agent mapping.
Algorithm 2. Greedy Task Scheduling Algorithm
The algorithm works as follows. The set T contains, at each stage, the set of remaining unselected tasks. The set T contains the selected tasks. Line 3 and line 5 is the greedy decisionmaking step. A task t and a set of Agents are chosen that maximize the utility of the task scheduling. After t and are selected, the task t and elements of are removed, and task t is placed in T . When the algorithm terminates, the set T contains the accomplished tasks that approximately maximize the utility of task scheduling.
The greedy algorithm can easily be implemented to run in time polynomial in |T|, |R| and |A|. Since the number of iterations of the loop on lines 2-11 is bounded from above by |T|, and the loop body can be implemented to run in time O(|R| |A|), there is an implementation that runs in time O(|T| |R| |A|).
Restricted task ordering method (RTOM)

Ordering relations description
For an instance I of UOTSP, we sort the tasks according to utility value of tasks. For example, suppose there exists a set of task T = {t 1 , t 2 ,…, t n }, each task has the utility value 1,2,…,n respectively, then the descending order of the tasks is t n >t n-1 >…> t 1 . Now, we restrict that tasks in T must be selected according to the order relations among tasks, which mea ns task t must be accomplished before t if ' tt  . We call the optimal task scheduling problem that restricts the task's executing order "restricted optimal task scheduling problem" (simplified as ROTSP).
Suppose there is an instance I of UOTSP with a task set T = {t 1 , t 2 , …, t n } of which the tasks descending order is t n >t n-1 >…> t 1 . Let 
1 min{ , }. , t t  , then S1>S2. Otherwise, S1<S2 or S1=S2. In particular, if there is a solution S which satisfies that for any other solution , there has , then we call S is the optimal. Definition 4(Restricted Task Scheduling Problem, ROTSP). Suppose there is a task scheduling with a set of tasks T = {t 1 , …, t n }, a set of agents A = {a 1 , …, a m }, and a set of role R = {r 1 , …, r l } the agents can play, all tasks in T are ordered according to tasks utility value in descending order (t n >t n-1 >…> t 1 ), and we restrict that task t must be accomplished before t if . Then, the problem is derive the optimal solution S max satisfying that for any other solution S , all have S max >S.
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Approximate solving UOTSP by ROTSP
Obviously, ROTSP can be transferred into a cost flow network by a constructing algorithm similar to algorithm 1. However, it is very critical to set cost value for each arc. If we set correct cost value, the ROTSP can be solved by a revised min-cost flow algorithm. Otherwise, the algorithm will get wrong results.
If we set the cost value of each arc (s, t i ) of flow network N with the negative utility value of t i (i = 1, 2,…, n), and set cost value of all other arcs to be zero, then we can use min-cost flow algorithm on N to solve ROTSP. The figure 4 shows a cost flow network corresponds to an instance of ROTSP. Suppose I is an instance of ROTSP with a task set T = {t 1 , …, t n } which satisfies t n >t n-1 >…> t 1 , and we set cost of arcs cost(s, t i )= -u(t i ). Then, for any two task nodes t i and t j in which t i > t j , there exists a public role r∈R between t i and t j (note that cost(s, t i ) < cost(s, t j )), and let f is minimum cost flow of N, then there must have ( , ) (
i j f t r f t r  .
Proof. To show contradiction, we suppose there exists two tasks t i and t j with public role r∈R between them, satisfying that t i > t j and ( , ) The theorem 2 shows that the ROTSP problem can be solved by Min-cost flow algorithms. We solve the ROTSP problem by iterated Min-cost flow algorithm (IMCA) [11] and let the optimal solution of ROTSP to be approximate solution of UOTSP.
Experiments
We implemented the algorithm (GTS) and the iterative min-cost flow algorithm for RTOM method in C++ which were tested on a Windows PC. The purpose of these experiments is to study the performance of the algorithms in different problem settings using different instances of the problem. The performance measurements are the solution quality and computing time, where the solution quality (SQ) is computed as follows. When the number of tasks is small, we compare the output of the above algorithms with the optimal solution which was calculated by brute force algorithm, but if it is not feasible to compute the optimal solution, we use the task completion rate to compare the solution quality. In the following, we describe the setup of all experiments, and present the results.
Experiment settings
Setting 1. In order to be able to compare the output of the algorithms with the optimal solution, the scale of problem is relatively small. The number of tasks is 10, the number of roles is 10, and the number of agents increased gradually from 5 to 40. During the experimenting, the average resource requirements remain unchanged, the role-play ability of agent is maintained around 3, and the utility value of all tasks and role-agent mappings are generated randomly. The resource requirements can be measured by resource ratio derived from dividing the number of Agents by the number of tasks.
Setting 2. The setting is used to evaluate the computation time of the algorithm implementing on large scale problems. The number of the vertex varies from 170 to 1290, and the number of tasks varies from 100 to 800, and the average out-degree of the task's vertex and agent's vertex in corresponding flow network remain around 4. The ratio between the number of tasks and the number of agents is 0.5.
Experiment results
The first experiment implements on experimental setting 1. We would like to see how the algorithms behave when the resource ratio varied gradually. In Figure 5 we see the solution qualities of GTS algorithm and the RTOM algorithm depending on the resource ratio. Remarkably, for higher resource ratios, the qualities of the algorithms are better.
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Another experiment is to test the time performance of above algorithms. We would like to see the run time of two algorithms when the scale of the UOTSP's instance increased.
The figure 6 shows the time performances of two algorithms, in which the run time of GTS are multiplied by 100 to show it more clearly. We can obviously see from the figure 6 that the run time of GTS is much less than RTOM. Therefore, the GTS algorithm is more suitable for emergency system which requires high real-time response, especially when the scale of the system is very large.
Conclusions
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In this paper, we studied the optimal task scheduling problem with utility in a special MAS based on our previous work. Firstly, we defined the task scheduling and utility based optimal task scheduling problem (UOTSP). Then we analyzed the complexity of UOTSP and proved it to be NP complete by reducing MAX-S to it in polynomial time. In order to get the approximate solutions of UOTSP, we propose greedy algorithm and restricted task ordering meth od for it. The experiment results show that the time performance of GA is very well and the solution quality of restricted task ordering method is wonderful, both of which are suitable for our applications of MAS.
There are many interesting extensions to our current work. In this paper, we only test the performance of approximation algorithm by experiments. In our future work, we would also like to analyze the algorithm's optimality theoretically. Besides, we will discuss task scheduling problem in open and dynamic environments in which both Agents and tasks can enter or exit the system at any time. Another interesting topic for further work is studying the relations among roles which will further complicate the task scheduling.
