Abstract. In this paper, we consider the so-called "Furstenberg set problem" in high dimensions. First, following Wolff's work on the two dimensional real case, we provide "reasonable" upper bounds for the problem for R or F p . Next we study the "critical" case and improve the "trivial" exponent by Ω( 1 n 2 ) for F n p . Our key tool to obtain this lower bound is a theorem about how things behave when the Loomis-Whitney inequality is nearly sharp, as it helps us to reduce the problem down to dimension two.
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n 2 ) for F n p . Our key tool to obtain this lower bound is a theorem about how things behave when the Loomis-Whitney inequality is nearly sharp, as it helps us to reduce the problem down to dimension two.
introduction
The well-known Kakeya conjecture, which plays a key role in many harmonic analysis problems, says: Conjecture 1.1 (Kakeya Conjecture). A Kakeya set in R n has full Hausdorff dimension.
To understand this problem, many efforts have been put in and variants have been studied. One possible variant is to assume we don't have a "whole line" but instead "some lower dimensional part of it" in each direction and then to see what happens. Wolff [Wol99] and Tao [Tao] raised the following problem: Problem 1.2 (Furstenberg set problem). Fix 0 < β ≤ 1. If a compact set S in R n satisfies that for any direction ω ∈ S n−1 , there is a line parallel to ω such that a β-dimensional subset of this line lies in S. Then what can we get as the best lower bound for the dimension of S?
Wolff [Wol99] attributes Problem 1.2 to Furstenberg's work and it is likely that [Fur70] inspired his formulation of the problem. He only asked the two dimensional case and obtained a lower bound max{β + Tao [Tao] then asked the question in arbitrary dimensions. From Wolff's lower bound we see that when n = 2 in Problem 1.2, the case β = 1 2 is "critical" and is of much interest. People studied the "critical" problem and its interesting connection to several other problems (see for example [KT01] ).
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. So the "easy" lower bound is max{β + n−1 2 , nβ} for any finite field. This bound agrees with the lower bound obtained by Wolff in dimension two. Also, from this we notice that β = 1 2 can be viewed as the "critical" exponent for all n. Like discussions in [Bou03] and [KT01] , we will be interested only in this critical setting for the lower bound, which is already hard (and is in a sense the "hardest" case because that the cases when β = 0 and β = 1 are easy, see the end of the next section). From now on we fix β = 1 2 in this section. A next interesting question is then to investigate whether we can go beyond the bound given by Kakeya to obtain things like Theorem 1.3. Here one needs to be cautious: as Wolff [Wol99] already noticed, we couldn't go further in the F p 2 setting (p is a prime in this paper). We will mention this phenomenon in the next section.
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Thus we will only seek for an improvement in F p . Here we can indeed go beyond the lower dimension bound 1 in the case n = 2 by the Szemerédi-Trotter theorem in F p proved in [BKT04] . It's not surprising at all that some sum-product type ingredients come in, just like the case in [KT01] [Bou03] .
For an arbitrary dimension n, we discover that we can indeed go beyond Kakeya in all dimensions in the F p analogue of Problem 1.2. What we will show in this paper is: Theorem 1.4 (Main Theorem). Assume p is a prime, n ≥ 2. If a subset S ⊆ F n p satisfies that for any direction there is a line l in this direction such that |l S| ≥ p
Here Ω(·) is the standard Landau asymptotic notation so that f 1 = Ω(f 2 )(f 1 , f 2 > 0) means that there exists a positive constant ε s.t. f 1 ≥ εf 2 . The main idea in our proof is to exploit the fact that the number of incidences is close to the trivial bound and do a projective transformation to put the points onto a "grid". We then make use that there are many essentially non-cohyperplanar lines passing through these points. The key observation is that we can analyze what happens when the equality of Loomis-Whitney is approached (which is our case) and then project everything to a 2 dimensional subspace. There we could use Szemerédi-Trotter to get a nontrivial improvement of the exponent. Note that the conjectured upper bound that I suggest, as we shall see, is p 3n−1 4 . So there is still a large gap in between. In the following discussion, all the implied constants will depend solely on dimension n (unless otherwise specified) and may differ even in a single chain of inequalities. By a refinement T ′ of a finite set T , we mean that T ′ ⊆ T and that there is a constant ε > 0 such that |T ′ | ≥ ε|T |.
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Upper bounds for R and F q
In this section we prove "reasonable" upper bounds for the Furstenberg set problem in any dimension, both for R n and for F n p . Following Wolff's heuristic [Wol99] [Wol03], we also conjecture the upper bounds will be sharp for R n since we can prove the same lower bound for a "discrete model" in R n (see [Zha14] We use a direct generalization of the construction used by Wolff in the proof of Theorem 2.1 to show the following high dimensional generalization.
Theorem 2.2. In Problem 1.2, the (Hausdorff ) dimension of S can be as small as
We need a version of Jarnik's theorem to prove Theorem 2.2.
Theorem 2.3. If {N j } is a sequence of positive integers and is increasing sufficiently rapidly, and 0 < β ≤ 1, then the set (2.1)
The proof of Theorem 2.3 is immediate from the proof of another slightly different Jarnik-type theorem by Besicovitch [Bes34] . Thus we omit the proof.
Proof of Theorem 2.2. This proof is entirely parallel to Wolff
there is a line segment contained in E connecting x 1 = 0 to x 1 = 1 with "slope" (m 2 , m 3 , . . . , m n ). In other words for each
With a line l : (x, mx + b), where m = 0 and b are n − 1 dimensional vectors, we associate a δ-tube
For a large fixed N, we consider the family of all line segments l j 2 j 3 ···jnk 1 k 2 ···kn connecting a point (0,
where j 2 , . . . , j n , k 2 , . . . , k n are integers between 0 and N. Thus
. . , k n ). For simplicity we also call l j 2 j 3 ···jnk 1 k 2 ···kn to be l jk .
By e.g. Example 3.2 in p. 124 of [KN12] , every vector in
. Then for each pair j and k we have that
is a rational vector of bounded size with a common denominator qN. Thus |S(t)| (qN)
and we deduce that:
3 . Now we let a sequence N j increase rapidly. We recursively construct compact sets
3 . We proceed as follows: Let F 0 be any G-set. If F j has been constructed, it will have a form
We can choose N j+1 to be sufficiently large and define (2.5)
It's plain that F j+1 ⊆ F j and it is not hard to check that F j+1 is a G-set. The covering property is also essentially obvious from the covering properties of H N provided N j+1 is large enough.
Finally take
β. Also, F itself is a G-set. Any line segment l ⊆ F that connects the hyperplane x 1 = 0 and x 1 = 1 will satisfy dim(l ∩ E) = dim T ′ ≥ β. Take S to be a finite union of rotated copies of E and we complete the proof.
Remark 2.4. When β = 1 this is the Kakeya setup. We can see that by this example we give nothing new for the Kakeya set problem.
If we are looking at a "discrete" analogue of the Furstenberg set problem then the exponent
β is indeed best possible. Namely, in [Zha14] we prove the following theorem.
Theorem 2.5. Given any fixed number C > 0 and 0 ≤ β ≤ 1. Assume that a set L of lines in R n satisfies that the direction set of L is a β cannot be improved.
This can be viewed as a "discrete analogue" of the Fursetnberg set problem and thus following Wolff's philosophy, the discrete result might suggest a plausible exponent to conjecture. Thus we conjecture:
Conjecture 2.6. In Problem 1.2, the (Hausdorff ) dimension of S can not be smaller than
For finite fields, we have some more subtle issues when the order of the field is not a prime. For example the following construction (which was already noticed in the two dimensional case by Wolff and is a straight generalization of the construction there) shows that we may have an upper bound beyond what Theorem 2.2 suggests.
Proposition 2.7. Assume n ≥ 2 and p is a prime. Then there exists a subset S ⊆ F n p 2 satisfying that |S| p n , and that for any direction there is a line l in this direction such that |l S| ≥ p.
Proof. We will essentially use nothing more than a projective transform image of F n p ⊆ F n p 2 . The readers who are convinced here can skip the proof. Fix an irreducible quadratic polynomial P (x) over F p and identify F p 2 with F p [x]/(P (x)). Let µ = x ∈ F p 2 . We construct a set (2.6)
The definition has a slight redundancy that the points in E does not change if we multiply a, b, c 1 , . . . , c n−1 simultaneously by any 0 = λ ∈ F p . We deduce that |E 1 | ∼ p n . Next look at any line connecting the points (0, u 2 , . . . , u n ) and (1, v 2 µ, . . . , v n µ) in E 1 . Here u j , v j ∈ F p . We have p + 1 different points ( µ) (where (a, b) ∈ PF 1 p ) of E 1 on this line. Since v j µ − u j can be any element in F p 2 , we deduce that for any vector (1, y) where y ∈ F n−1 p 2 , we have a line which meets E 1 at 6 ≥ p points and is parallel to the vector. It suffices to construct E 2 , . . . , E n similarly and take their union to be S.
The exponent in Proposition 2.7 is definitely worse than the analogous exponent in 2.2 when β = 1 2 . Also, working on general finite fields for a general range of β can have some new technical difficulties. It's not our intention to get too involved here and we will stick to prime fields or certain exponents in the rest of this section. We get the counterpart of Theorem 2.2 as the following:
Theorem 2.8. Assume n ≥ 2, 0 ≤ β ≤ 1, K is a given positive constant and q is a sufficiently large prime depending on K. Then there exists a subset S ⊆ F n q satisfying that |S| K q n−1 2 + n+1 2 β , and that for any direction there is a line l in this direction such that |l S| ≥ Kq β . When β = 1 we require K ≤ 1. When β = 0 the above also holds when q is a prime power (where the implied constant does not depend on the form of q).
Note that this theorem fully answers Question 2 in [Gut] when "A is constant" there (corresponding to the "β = 0" case here), since by counting we have this bound to be sharp, modulo a constant, when β = 0.
The proof of Theorem 2.8 has common features with Theorem 2.2. We first prove a lemma.
Lemma 2.9. Given a positive number K > 1 which will only be used to state the lemma when the q below is not a prime. For a finite field F q , there exists a set ∆ of elements such that:
(iii) If q = p is a prime, then for any given p
. If q is a prime power then there are K different x ∈ F q such that |x∆ + ∆| K q 1 2 (and thus automatically x = −µ when q is large). In this lemma all the implied constants are universal independent of q. When q is a prime power the constants may depend on K.
Proof. First we assume q = p is a (sufficiently large) prime. Let s = ⌈ √ p⌉ be the least integer ≥ √ p. We take ∆ = {1, 2, . . . , s} and µ = s + 1. Apparently (i) and . The total number of such pairs is (
Next we assume q = p m is a (large) prime power. Notice that we can not assume p to be large. Assume p γ−1 < K ≤ p γ . We have γ = o(m) when q is large. Take a fixed irreducible polynomial P (x) of degree m over F p and from now on identify F q with F p [x]/(P (x)). We have two different cases according to the parity of m.
If m = 2h is even, then we take (2.7)
and (i) is plain. Choose µ = x h we have (ii). To check (iii), we note that for
If m = 2h + 1 we will combine the thoughts above. Take ∆(p) to be the ∆ for F p and a µ(p) such that µ(p)∆(p) − ∆(p) = F p . We take (2.8)
and (i) follows from the corresponding property of ∆(p) (and notice that the implied constant is independent of h). Take µ = x h + µ(p) and (ii) follows from the corresponding property of ∆(p) and µ(p). Checking (iii) is a little more involved. If γ = 1 (i.e. p is large) then we can take elements in F p to verify (iii) by the corresponding property of ∆(p). If γ > 1 then p ≤ K. Thus p = O K (1). So we can again use the set X = {b γ−1 x γ−1 + . . .
Proof of Theorem 2.8. With Lemma 2.9, the proof is straightforward as we did in the proof of Theorem 2.2 and Proposition 2.7. From now on we assume that q = p is a prime. The other case is essentially similar.
Take the ∆, µ as in Lemma 2.9. Also by property (iii) there, we can find a set X ⊆ F p such that |x∆ + ∆| K p 1+β 2
for any x ∈ X and that |X| = ⌈Kp β ⌉. Take (2.9)
According to the size condition of ∆ and X, we have
β . Moreover, we look at any line connecting two points (0, u 2 , . . . , u n ) and (1, v 2 µ, . . . , v n µ). It has ≥ Kp β intersections with E 1 due to the choice of X. Since v j µ − u j can be any element in F p we deduce that for any vector (1, y) where y ∈ F n−1 p , we have a line which meets E 1 at ≥ Kp β points and is parallel to the vector. Now construct E 2 , . . . , E n similarly and take the union of the n sets to be S.
We conclude by conjecture this bound to be sharp for general prime fields.
Conjecture 2.10. Assume n ≥ 2, 0 ≤ β ≤ 1 and p is a prime. S ⊆ F n p is a subset satisfying that for any direction there is a line l in this direction such that
This is not even known for the dimension two case except when β = 0 or 1. When β = 0 this is trivial by counting pairs of points on a same line. When β = 1 this is the finite field Kakeya which is true in general high dimensions and for general F [Dvi09] . In general the two corresponding approaches together give a lower bound q max{β+ n−1 2 ,nβ} (which is valid for all finite fields F q and is not improvable for, e.g., q = p 2 and β = 1 2
). That is simply not enough here. A sum-product argument like [BKT04] can improve the easy lower bound a little bit in dimension two. And we will generalize this gain to high dimensions in the following section.
Proof of the main theorem
In this section we prove Theorem 1.4. Our main tool will be a theorem which illustrates how things are like when the Loomis-Whitney inequality is close to equality. In fact, this theorem implies that when that is the case, a positive proportion of the points have the "smallest" projection we can expect onto any fixed subspace. In applications, we will only use (3.7) but we also write several other quite interesting statements that we could naturally obtain . We do this because we believe this theorem is interesting in its own right. For our convenience we introduce a definition before the theorem.
Definition 3.1. For a set B, a positive integer n and a subset T ⊆ B n , we denote the projection of an element x = (x 1 , x 2 , . . . , x n ) ∈ T onto coordinate subspaces by the following: (3.1)
Also we define
We will often compose projections. To be convenient in this setting, if j 1 , . . . , j t 1 is a subsequence of k 1 , . . . , k t 2 we can define P r j 1 ,j 2 ,...,jt 1 (we use the same notation as the domain of this map will always be clear) from P r k 1 ,k 2 ,...,kt 2 (T ) to P r j 1 ,j 2 ,...,jt 1 (T ) as (3.3) P r j 1 ,j 2 ,...,jt 1 (y) = the only element in P r j 1 ,j 2 ,...,jt 1 (P r −1 k 1 ,k 2 ,...,kt 2 (y)), for any y ∈ P r k 1 ,k 2 ,...,kt 2 (T ). |P r 1,2,..., k,...,n (T )| ≤ N, for any 1 ≤ k ≤ n. 9
Then there is a refinement T ′ of T such that (3.5) |{z ∈ P r 1,2,..., j,...,n (T ′ |T | n−m , for any 1 ≤ j ≤ m.
Proof. If m = n, we can just take T ′ = T . If m = n−1, we can simply take a refinement T ′ = {x ∈ T : |P r
When the implied constant is small enough, it is easy to see this is indeed a refinement. Then it is trivial that (3.5), (3.6) and (3.7) hold. The final part of the proof for m ≤ n − 2 (see below) will show that they together imply (3.8), even in our case m = n − 1.
Next we assume m ≤ n − 2. Suppose P r 1,2,...,m (T ) = {y 1 , y 2 , . . . , y s }. Define (3.9) a j (y k ) = |{z ∈ P r 1,2,..., j,...,n (T ) : P r 1,2,...,m (z) = y k }|, for any m < j ≤ n. By Loomis-Whitney inequality,
Then for any m < j ≤ n, by (3.10), (3.11) and (3.12), (3.13) |P r
We define
it is a refinement of T . For any x ∈ T 1 , assume P r 1,2,...,m (x) = y k , then k is not in any U j , m < j ≤ n. Thus for any m < j ≤ n, (3.14) (
If a j 0 (y k ) is the smallest and a j 1 (y k ) is the largest among all a j (y k )(m < j ≤ n), without loss of generality we assume j 0 = j 1 . Then (3.14) implies
Therefore for any m < j ≤ n , a j (y k ) (
n−m−1 , which implies that for any j, |{z ∈ P r 1,2,..., j,...,n (T ′ ) : P r 1,2,...,m (z) = P r 1,2,...,m (x)}| ( |T | N ) n−m−1 . This verifies (3.5) for T ′ = T 1 and (3.7) trivially follows for T ′ = T 1 . However, T ′ = T 1 may not satisfy (3.6) and (3.8). We refine it once more. Take a subset From (3.7) for T ′ = T 1 we deduce that in (3.16) if we choose the implied constant sufficiently small then T 2 is a refinement of T 1 . Obviously, T ′ = T 2 satisfies (3.5), (3.6) and (3.7).
Note that for any 1 ≤ j ≤ m and any w ∈ P r 1,2,..., j,...,m (T 2 ), consider S j (w, T 2 ) = {z ∈ P r 1,2,..., j,...,n (T 2 ) : P r 1,2,..., j,...,m (z) = w}. We take any x ∈ T 2 such that P r 1,2,..., j,...,m (x) = w. Assume P r 1,2,...,m (x) = y, then by (3.6) we have that for 1,2,...,m (y)| must have different image under P r m+1,m+2,...,n . Thus they have different image under P r 1,2,..., j,...,n . But those images are all transformed by P r 1,2,..., j,...,m to P r 1,2,..., j,...,m (y) = P r 1,2,..., j,...,m (x) = w. Thus |S j (w, T 2 )| |P r N n−m . Since |P r 1,2,..., j,...,n (T 2 )| ≤ N, we deduce (3.8) for T ′ = T 2 . Thus it suffices to take T ′ = T 2 .
Theorem 3.2 enables us to "descent" from high dimensional setting to low dimensional setting. Indeed, in the following proof of Theorem 1.4 the key point is to reduce the problem to the dimension two case. There it will be further reduced to the Szemerédi-Trotter theorem in F p proved in e.g. [BKT04] .
Proof of Theorem 1.4. If n = 2, without loss of generality we may assume |S| ≤ p good analogue of S 3 here that enables us to do a good projective transform when |S 3 | is small and still have an argument to gain in the exponent when |S 3 | is large. We leave this challenging task to interested readers.
