Abstract. In this paper. we propose a method to maximize the hidden information stored in hidden unik. Tht hidden i n f o m i o n is defined by the decrease in uncertainty of hidden units with respect to input patterns. By maximizing the hidden information! the hidden unit can detect features and extract rules behind input pauems. Our method was applied to two problems: an autoencoder to produce six alphabet letters and the assimilation for the formation of plurals and nasalization in an artificial language. In the first problem the results explicitly confirmed that the features of input patterns could be detected by maximidng the hidden information. in the second experimeng we could clearly see that the rules of the assimilation were extracted by maximizing the hidden information, even if the rules are obscured by some other factors.
Inthaduction

Necessary and unnecessary information
There have been many attempts to interpret neural computing from the theoretical information point of view. According to different meanings of the information, a p a t number of different models have been proposed. For example, depending upon the information to be transmitted or the information to be stored,~ different models are possible, as explicitly discussed by Gatlin [9] . For example, suppose that two kinds of information, that is, necessary and unnecessary information, can be determined, depending on the objectives of the neural computing. In unsupervised learning, the principle of maximum information preservation has been proposed [XI, keeping the focus upon necessary information. The unnecessary information is the information' on processing noises. Given fixed unnecessary information, total information is maximized, expecting that the information is necessary information. Concerning the unnecessary information to be eliminated, minimum entropy coding [3, 41 and minimum redundancy coding [Z] have been proposed. In minimum entropy coding, the decrease of uncertainty, that is, unnecessary information. arising from the correlation among symbols, is considered to be the unnecessary information. This unnecessary information 'should be reduced as much as possible in order to detect new features or new information efficiently. In minimum entropy coding, the unnecessary information concerning the correlation among symbols is indireatly eliminated by increasing the unnecessary information from the unequal use of the symbols. In minimum redundancy coding, the minimum entropy coding is generalized and not only the inter-symbol correlations but the unequal use of the symbols is the object of the reduction.
In supervised learning, the unnecessary information minimization method has been applied with success to many problems [l, 81 It seems to us that in supervised learning we have attempted to blindly improve the general performance of neural networks, paying little attention to what networks actually acquire in the course of the learning. It is simply easier to determine the unnecessary information, for example, the information concerning details on input patterns or the information concerning the over-saturation of units, which degrades significantly the general performance of networks. One of the problems in this method is that in a process of information .minimization, the necessary information, concerning the features of input patterns or the rules governing the input patterns, tends to disappear, because the information is overwhelmingly distributed over many units or connections by the information minimization.
In this context, we attempt to maximize all possible information as much as possible, expecting that this information becomes necessary information. Thus, the objective of this paper is that the information maximization method can be applied to the acquisition of necessary information, which is concerned with feature detection and rule discovery. The improved generalization performance is not the objective of the learning but a natural consequence of feature detection and rule discovery. For this purpose, an information function must be appropriately defined and the appropriate maximization procedure should be formulated.
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Information content in hidden units
The information in this paper is related to the information to be stored in hidden units, because we think that the learning of hidden units is one of the fundamental characteristics in neural computing [29] . The information is referred to as the hidden information, which is the information with respect to a given input pattern, stored in a hidden unit. The information is defined by the decrease of uncertainty of hidden units with respect to given input patterns [9] . Intuitively, the most uncertain state is a state in which hidden units respond indifferently to any input pattern. In this case, we can say that the hidden units have no information or knowledge on the input patterns. On the other hand, a certain state is a state in which the hidden units respond very specifically to input patterns. As the hidden information is increased, the knowledge on input patterns is gradually increased, and eventually networks can discover features of input patterns or rules governing the input patterns, which makes the interpretation of the network behaviour very easy and significantly improve the generalization performance.
Paper outline
In section 2, we define a hidden entropy function with respect to hidden units and the hidden information is defined as the decrease of the hidden entropy. We also formulate rules for updating to maximize the hidden information. A method using relevance is proposed to detect kernel hidden units, playing a import& role in learning. In sections 3 and 4 three experimental results are presented. The first results are concerned with an autoencoder producing six alphabet letters. The results explicitly confirm that the kernel hidden units tend to respond specifically to different input patterns. The second experimental results are concerned with progressive assimilation, that is, the formation of plural forms, of an artificial language, close to English. The experimental results clearly confirmed that the rules of progressive assimilation could be extracted by maximizing the hidden information. The third experimental results are concemed with progressive and regressive assimilation. An example is nasalization in an artificial language. Results confirm that the rules of nasalization can be discovered explicitly by maximizing the hidden information, even if nasalization is obstructed by some other factors. In section 5, we restate the goal of the maximum information method and why our method is necessary in neural networks. Then, we point out the weak points of our method and suggest a possible extension of our method to more complex problems.'
Theory and computational methods
Hidden entropy and hidden infonnation
As already mentioned, we use an entropy function, measuring the uncertainty of hidden units. The information is defined as the decrease of this uncertainty by learning of the input patterns. Let us explain the entropy function used in this paper. Suppose that U; is an output from a hidden unit, or a hidden unit activity, given the sth input pattern and pj" is a normalized hidden unit activity, defined by
An entropy Hs, given the sth input pattern, is defined with respect to the hidden unit activity, where the summation is o'nly over all the hidden units (M hidden units). This entropy is referred to as hidden entropy, because the entropy function is defined with respect to the hidden unit activity. If this entropy is minimized, only one hidden unit is turned on, while all the other hidden units are turned off. On the other hand, if entropy is maximized, all the hidden units are equally activated. By learning, the hidden entropy is decreased. This decrease can be referred to as hidden information. The hidden information is defined as the decrease of hidden entropy at the initial stage of learning and the hidden entropy at the final stage of learning. Thus, the hidden information is
where Hi"" is the initial uncertainty in the learning. Since at the initial stage of learning the hidden unit has no knowledge of an input pattem, the uncertainty or the entropy of the hidden units is considered to be maximum. Thus, the hidden information is computed by
where log M is a maximum hidden entropy. This equation means that if the uncertainty is minimum, the information is maximum. On other hand, if the uncertainty is maximum, the information is minimum. 
Hidden information maximization
By changing the hidden information defined in the previous section, different networks with different hidden information can be obtained. Figure 1 figure 2) . A hidden unit produces an output
where where $ ; is the kth element of an input pattern; L is the number of elements in the pattern and f is the sigmoid activation function, defined by I f(u? = 1 + exp(-uj).
An entropy function, given the sth input pattern, on the hidden layer is defined by 
We explain in the following section how the @ function can control the hidden,information. By using this @ function, NI= for updating can be summarized as follows. First, for hidden-output connections, only the ordinary delta (6) rule must be used. We used the cross entropy cost function, defined by where <f is a target for the ith output unit Of, and the summation is over all the output units Let us see how the updating rule just formulated can be used to control the hidden information, and especially to maximize the hidden information. For this purpose, the number of hidden units is supposed to be two. Thus, the $-function is y = q 1 -U;) (12) @$ = [log p; -p; log p; -(1 -p;) log(1 -pj")} p;.
where Figure 3 shows as a function of p;. As can be seen in the figure, if the normalized activity is over 0.5, connections are pushed toward positive connections, to tum the unit on. On the other hand, if the activity is less than 0.5, the connections are pushed toward negative connections, forcing the hidden unit to be turned off. 
Detection of kernel hidden units
By maximizing. the hidden information, we can have several important hidden units, as shown in figure 1. We call these units kemel hidden units. If the hidden information is completely maximized, to detect kernel hidden units is relatively easy, because only one hidden unit is turned on, while all the other hidden units are off. In intermediate values of hidden information, it is often difficult to determine the important hidden units, because several hidden units are turned on. In this case, we need a simple method to determine the important hidden units. We propose the relevance [23] for evaluating the importance of hidden units. The relevance is used to measure how important a given hidden unit is for producing targets correctly. The relevance (R,) of the mth hidden unit is defined by where p,j is 0 for m = j and one, otherwise. Thus, the relevance is an error, computed without a hidden unit. If the relevance is large, the hidden unit plays an very important role. Thus, a hidden unit with large relevance is referred to as a kemel hidden unit.
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In this section, we attempt to detect several important hidden units, that is, kernel hidden units. Figure 4 shows the relevance and the hidden information for hidden units. The parameter B was set to be 0.01 and the parameter 01 was set to 0.03. In this case, the relative hidden information was close to one (0.997), that is, a maximum information state. In these figures, the hidden information was the relative hidden information, computed by Slog M + p; log p;
Thus, if the hidden information has value one, the hidden information is maximized. We discuss the ratio of a! to , 9 in a later section. The upper figure in figure 4 shows the relevance of input-hidden connections for ten hidden units. As can be seen in the figure, the relevance given by the standard method is small, compared with the relevance given by the hidden information maximization. The lower figure in figure 4 shows the Hamming distance between targets and outputs, computed by where A @ ) is 1 for x > 0.5, and 0 for x c 0.5. If this Hamming distance is zero, the targets and outputs are completely equivalent. On the other hand, if the distance is one, the targets and outputs are completely different. As shown in the lower figure of figure 4, only five kernel hidden units are necessary to correctly produce targets by the maximum hidden information method. On the other band, as many as nine or ten hidden units are necessary for the Hamming distance to he completely zero. At this stage, five kernel hidden units are determined by maximizing the hidden information.
Feature detection by kernel hidden units
We have seen that a small number of kernel hidden units can be obtained by maximizing the hidden information. Now. we examine how the kernel hidden units respond to given input patterns. Figure 5 shows the hidden unit activity patterns for three letters: B, D, C, represented by the order of the magnitude of the relevance. By the standard method, these three letters are represented over many hidden units. On the other hand, by using the hidden information, each kernel hidden unit tends to respond specifically to different input patterns. For example, the first kernel hidden unit responds only to the letter B. The second kernel hidden unit responds only to the letter D. The third kernel hidden unit responds only to the letter C.
Feature detection by inhibitory connections
We have seen that kernel hidden units tend to respond specifically to different input patterns.
In this section, we examine what kind of features the connections respond to and how kernel bidden units are generated. Figure 6 shows the sum of the input-hidden connections, computed by
As can be seen in the figure, the input-hidden connections by the standard cross entropy method are close to zero. On the other hand, the input-hidden connections by the maximum hidden information method tend to be negative connections. Because of these negative connections, the majority of hidden units tend to be turned off and only a small number of hidden units are turned on. Thus, the maximum hidden information method is a method based on inhibitory connections. points is that the letter 2 is produced by turning off all the hidden units, and the bias is responsible for the letter.
Parameters for cross entropy and hidden information
Our objective is to maximize the hidden information. However, the information must be increased ana at the same time the cross entropy must be minimized. Thus, it is very important to examine the interplay between cross entropy and hidden information. In this section, we summarize fundamental properties of the information term and the cross entropy term in the first place. Then, we show how we could increase the hidden information without much increase in the cross entropy.
3.4.1.
Fundamental properties A fundamental property of hidden information maximization is the simplification of the internal representation and crass entropy minimization is realized in a much distributed internal representation in the usual cases.
Let us see the rules for updating, which have been formulakd by using two parameters, that is, a parameter E for controlling the hidden information and a parameter @ for controlling the cross entropy between targets and outputs. The rules for updating are (17) The relation between the two parameters E and p determines the state of the internal representation obtained.
The information maximization forces only one hidden unit to be turned on, while all the other hidden units are off. On the other hand, the cross entropy term (6;) is used to minimize the difference between targets and outputs. On the hidden layer, the activities of hidden units tend to be distributed over many hidden units, especially if the parameter @ is small. As clearly shown in figure 5 , by,the standard method, many hidden units tend to be tumed on simultaneously. Thus, as the ratio (alp) is increased, fewer hidden units are turned on. On
The information term (4;) is used to naturally maximize the information. the other hand, as the ratio ( a / B ) is decreased, many hidden units are turned on and the information is represented over many hidden units.
Our objective is to find an internal representation with a maximum hidden information in which only one hidden unit is turned on, while all the other hidden units are off. This state of maximum information is obtained only by increasing the training error. Thus, one problem is how to increase the hidden information without much increase of the training error.
Determination of p a r a t e r s
We have discussed fundamental properties of the hidden information and cross entropy. In this section, we show how we determined two parameters for experiments. Figure 8 (01/,9) . First, we examined to what extent the parameter ,9 can be increased. The value of the parameter ,9 was gradually increased from 0.01 to 0.1 by 0.01. Above the point 0.01. leaming was extremely difficult. Then, for each value of the parameter ,9, the parameter a was increased until the ratio (01/,9) was six, that is, 01 is six times larger than ,9. In figure 8, five cases in which the parameter ,9 was 0.01, 0.03, 0.07 and 0.09, are arbitrarily shown. The learning was considered to be finished for the absolute error between targets and outputs I <; -0 ; I e 0.1 for all the input patterns and all the output units or the number of epochs was > 2000 epochs. As can be seen from the left-hand figures concerning the relative information, the relative information increased up to a maximum, when the parameter , 9 was increased from 0.01 to 0.07. However, when the parameter p was 0.09, the relative information could not exceed a5out 0.8. Then, if we look at the right-hand figures, concerning the root mean square errors, the relative information is increased at the expense of a significant increase of the root mean square error. However, when the parameter B is 0.01. the root mean square error is kept relatively small for the large ratio.
The effect of parameter 01 becomes clearer when the learning rate ,9 is smaller. Thus, if we want to increase the hidden information as much as possible, keeping the training error small, the parameter ,9 must be sufficiently small.
Rule discovery for the assimilation
In this section, we apply our hidden information method to a phenomenon called assimilation in a natural language. In the first experiment on progressive assimilation, we attempt to show that by maximizing the hidden information, one kernel hidden unit is eventually turned on. The interpretation of this kernel hidden unit reveals explicitly the rules of progressive assimilation. In the next section, we simulate progressive and regressive assimilation, concerning nasalization. In this experiment, we show that by maximizing the hidden information, the rules of progressive and regressive assimilation can be extracted, even if the rules are hidden behind some other factors.
Progressive assimilation
Progressive assimilation means that a phoneme is assimilated to another phoneme by the influence of the preceding phoneme. Usually, two phonemes become similar. One typical example is the formation of plural forms in English. Figure 9 shows networks which infer three fundamental rules to form plural forms in English. The top left-hand figure shows a case where the voiceless sibilant /s/ is added to the root as the plural suffix, because the root lbretl ends in the voiceless /t/. In the top right-hand figure, a voiced sibilant /z/ is added to where A ( x ) is 1 for x 2 0.5, and 0 for x c 0.5 and *(x) is 0 for x = 0, and 1 for x 2 1. Thus, the error rate is completely zero only if all the output units are completely equivalent to the corresponding targets. As can be seen in the figure, the generalization error from the maximum hidden information and the standard method is completely zero when the number of training patterns is larger than 40. Thus, we need more than 40 training patterns for the maximum, close to one. On the other hand. by the standard method, the hidden information is significantly smaller.
Rule discovery by one kemel hidden w i t .
By maximizing the hidden information, only one hidden unit is turned on, while all the other hidden units are Completely off. The kernel hidden unit clearly incorporates the rule of progressive assimilation. Let us see how the rule of progressive assimilation is incorporated in the connections. The upper part of figure 11 shows a case where the plural suffix Is/ is added to a root, because the root ends with a voiceless consonant. The features voice and sibilant are both off. Thus, the kernel hidden unit is completely turned off. On the output layer, the features for the vowels are all off, meaning that the output should be a consonant. Then, by means of the bias, features coronal, fricative and sibilant are all on, meaning the consonant /s/. If a root ends in a voiced consonant, the suffix /z/ should be added. A figure at the bottom shows a case where a sibilant consonant is given to the network. In this case, the kernel hidden unit is turned on, due to the strong positive connections from the sibilant feature unit to the kernel hidden unit. The high feature output unit is turned on, meaning the vowel /N. We can aIso see that the features voiced, corona1,fricative and sibilant are on, meaning a consonant Id. 
Progressive and regressive assimilarion
In the previous section, we have seen progressive assimilation, that is, the influence of the preceding phone upon the following phone. Regressive assimilation means that the preceding phone can be influenced by the following phone, which is also frequently observed in natural languages. into GI by progressive and regressive assimilation.
Generation of vowels with nasal feature.
In the experiments, the nasalization process was obscured by incorporating a process of generation or vuwels. That is, in addition to the signal of nasalization, on the output layer, vowels with the nasal feature must be generated. Figure 12 shows network architectures for this problem. If a vowel is followed by a nasal consonant, at the output units, the vowel is produced in addition to the signal of nasalization (left-hand figure) . The right-hand figure shows a case where nasalization does not occur because of the non-nasal consonant 61. Thus, in the second experiment, vowels are represented as six features, that is, five ordinary features for vowels in table 2 and a nasal feature. The actual number of input, hidden and output units was 48, 5 and 6 units, respectively. The learning rate was 0.005 and the parameter a was 0.001. In this case, the hidden information was not maximized but was significantly increased. The upper part of figure of figure 13 shows the generalization error in RMS (solid line) and the error rate (dotted line) as a function of U , when the number of hidden units was five.
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As can be seen in the figure, the generalization error gradually decreases as a is increased. Around the 0.001 level, the generalization error is lowest. In terms of the error rate, the generalization error is completely zero. The lower part of figure 13 shows the relative hidden information as a function of the parameter a. The hidden information is gradually increased as a is increased. At around the 0.001 level, the hidden information is highest.
The networks obtained by the standard method and our information maximization method were significantly different. By the standard method, the rules of assimilation and the process of vowel production are distributed over five hidden units in which we cannot distinguish the rules for assimilation from the rules for producing vowels. On the other hand, by maximizing the hidden information, the two rules are completely separated from each other. Four kernel hidden units are responsible for the generation of the vowels. The remaining one hidden unit is exclusively concerned with the rule of assimilation. shows the network with the kernel hidden unit responsible for nasalization. As can be seen in the figure, the interpretation of the kemel hidden unit^ is-very easy. Unless at least one nasal feature input unit is on, the hidden unit is on, because the net input-to the hidden unit cannot exceed the bias (30.26) . By the strong negative hidden-output conn&tion (-11.31), the nasal feature output unit is off, meaning that the vowel is not nasalized. In the figure, a preceding nasal feature input unit is on, with the negative input from some other input units, the hidden unit is off, and the nasal feature output unit is on, meanhg nafalizutioh.
Problems with the maximum information method
In this section, after restating the goal of our information maximization, we show why our maximization method is needed, comparing our method with other methods of information R Kamimura and S Nakankhi minimization. Then we point out the weak points of our information maximization method. Finally, we suggest a possible extension of our information maximization method.
Goal of the maximum information method
The Rnal goal of our method of information maximization is to provide a way to make transparent possible strategies forfeature detection and rule discovery. Using the necessary information we have defined in the introduction, our objective is to increase the necessary information concerning feature detection and rule discovery as much as possible. The improved generalization performance is not the objective of our method hut a natural consequence of feature detection and rule discovery. This means that if we can explicitly understand what kind of features or rules networks can learn, it is easy to infer why the generalization performance is possible for specific problems.
Problems with minimum information methods
We explain why our maximum information method is needed by focusing upon the properties of the so-called minimum information method. The minimum information method is one of the most popular methods in the neural network community, including Deco's mutual information [ 8 ] , Akiyama's maximum entropy [I] , weight decay methods, weight pruning and so on. These methods consist mainly of a passive attitude toward the acquisition of necessary information. For example, Deco et a1 [SI attempted to penalize the mutual information in the hidden layer. We think that they attempted to eliminate the unnecessary information, stored in the hidden layer. Deco et al [a] were exclusively concerned with improved generalization performance, suggesting that the information stored in the hidden units was considered to be minimum to evade the ovefitting, that is. the excessive acquisition of information. Networks tend to learn unnecessarily detailed information on input patterns in the course of learning. Akiyama e f a1 [l] attempted to minimize the information in the sense of Deco's mutual information, defined with respect to hidden unit and output units, for accelerating learning. The unnecessary over-saturation of units, that is, unnecessary acquisition of information in the course of leaming prevents networks from learning rapidly. They aimed at the reduction of unnecessary information by minimizing total information. This situation is represented in the upper figure of figure 15 . This figure shows a successful case of information minimization in which the unnecessary information is decreased as learning is advanced, while keeping the necessary information constant. A problem inherent in these approaches is that the minimization of information eventually forces networks to behave indifferently to input patterns. This means that the necessary information is eventually decreased in a process of information minimization. As shown in the lower figure of figure 15 , the necessary information is decreased significantly, while keeping the unnecessary information constant. In this case, it becomes difficult or impossible to interpret or evaluate the performance of the network. For example, suppose that the generalization performance is improved by reducing the information content. Due to the small quantity of information, that is, the extensive distribution of the information over many units or connections, it is difficult or impossible to evaluate how and why the generalization performance is improved, that is, what kind of features networks can detect or what kind of regularity networks can extract for the improved generalization. Thus, little attention, we think, has been paid to the necessity of feature detection or rule discovery, concerning the necessary information in a paradigm of the minimum information method.
information acquisition by maximum information
We have pointed out the possibility that the necessary information is eventually eliminated by using the minimum information method. Our information maximization method, in contrast, aims to increase the information, hoping that the obtained information is the necessary information. This situation is represented in figure 16 . The upper figure shows a successful acquisition of the necessary information, represented by dark squares. As learning is advanced, the quantity of necessary information is gradually increased. Our experimental results on assimilation have shown that the maximum information method is effective in simple cases in which rules and features are clearly extracted. However, in more complex problems, another situation can occur. The figure at the bottom of figure 16 shows a case of failure in which the majority of information acquired in the learning process is unnecessary information, e.g. too much detailed information on input patterns. Thus, we need to clarify the weak points of our maximum information method. 
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Problems of information maximization
We have stated that our information maximization method is to maximize the necessary information directly, compared with the passive method of the minimum information method. However, since we cannot always obtain the necessary information by increasing the information, two major problems against the maximum information method can easily be pointed out. The first is the problem of over-saturation of units and the second is the problem of the specialization of units.
First, over-saturation becomes a serious problem, leading to bad performance of networks, when the hidden information is increased. In a process of information maximization, a hidden unit becomes a winning unit and all the other units become off. This process eventually leads many hidden units to the state of over-saturation, meaning that the input-hidden connections tend to have extremely large or small values. Correspondingly, hidden units tend to be close to 1 or 0. This is naturally the unnecessary acquisition of detailed and unnecessary information content.
Another shortcoming is the specialization of hidden units, which is itself the objective of our information method. The specialization means that a certain hidden unit responds only to a specific input, as described by the result of the autoencoder in producing six alphabet letters. A specialized hidden unit responds only to a specific feature of an input pattern. Thus, to a slightly different input pattern a hidden unit can respond drastically differently, if the input pattern does not have any part of the feature, which is detrimental to the improved generalization performance.
The maximum information method in abundant unnecessary information
We have pointed out two shortcomings of our information method. One shortcoming, the specialization of units, is itself the objective of information maximization. One of the possible answers to these two problems is that we can say explicitly in the case of information maximization why networks with a maximum information do not respond well to input patterns by examining the behaviour of the hidden unit or the connections, because the role or function of the hidden unit is much~more easily understood. Thus, we think that one of the most important things at the present stage of neural computing is not to blindly improve the general performance but to interpret or explain the mechanism of the network behaviour.
For the clear demonstration of our hidden information maximization, we carefully chose simple cases where all the input patterns are governed by simple rules, though in some cases the rules are hidden by some other factors. However, if exceptional cases not govemed by the rules are abundant in input patterns, hidden information maximization leads hidden units and connections to representing detailed unnecessary information. Thus, we think that we should make a reformulation of hidden information maximization in the presence of abundant unnecessary information as the advanced formulation in the maximum information preservation [ZI].
Conclusion
In this paper, we have proposed a method to maximize hidden information stored in hidden units. By carefully choosing the ratio (or/,@, the hidden information can be significantly increased. As the information is increased, each hidden unit tends to respond specifically to given input patterns. Eventually, the features of input patterns or rules governing input patterns can be extracted. We have applied the hidden information method to an autoencoder and assimilation. In an autoencoder to produce six alphabet letters, the results have explicitly confirmed that the hidden units tend to respond specifically to input patterns, compared with the standard method. Thus, hidden information maximization can be expected to extract some features of input patterns. In the simulation of assimilation, the rules of assimilation have been expIicitly extracted, even if the rules are obscured by some other factors. Thus, the hidden information maximization is very effective in detecting features and discovering rules. The feature detection, rule discovery and explanation of network behaviour certainly contribute to improved general performance of the networks and to understanding of the human cognitive process. 
