Abstract. A Smale space is a chaotic dynamical system with canonical coordinates of contracting and expanding directions. The basic sets for Smale's Axiom A systems are a key class of examples. We consider the special case of irreducible Smale spaces with zero dimensional contracting directions, and characterize these as stationary inverse limits satisfying certain conditions.
1. Introduction D. Ruelle [8] defined Smale spaces in an effort to axiomatize the topological dynamics of the basic sets of an Axiom A system. The idea of moving from an Axiom A system to a Smale space is motivated by the fact that the basic sets themselves are merely topological spaces and not submanifolds. The main feature of a Smale space is its canonical coordinates of contracting and expanding directions, which are defined using a metric rather than differential topology.
It is well-known that all totally disconnected Smale spaces are shifts of finite type. And shifts of finite type are inverse limits of one-sided shifts of finite type, which were characterized by W. Parry [5] as positively expansive open mappings of compact, totally disconnected metrizable spaces. The natural next step is to consider Smale spaces which are totally disconnected in only one coordinate and to work towards a characterization of these as inverse limits of spaces satisfying certain conditions. R.F. Williams [10] looked at expanding attractors. He proved that these are basic sets which are totally disconnected in the contracting direction and Euclidean in the expanding direction. He provided a construction using inverse limits of branched manifolds and also proved that (under appropriate hypotheses) all such basic sets arose from this construction. We will be working in the metric setting of Smale spaces, but the goal is to extend Williams' results by removing all hypotheses on the unstable sets. Williams relied very heavily on the smooth structures of branched manifolds in his conditions and proofs, and to adapt to the metric setting of Smale spaces, we really needed a whole new set of ideas. We do not simply ignore the differentiable structure of Williams' systems and adapt his arguments accordingly; such a development, in dimension 1, is given in [12] . This paper is a summary of the my Ph.D. thesis [9] . It is a pleasure to thank my advisor Ian Putnam for many useful discussions. In particular, Example 3 in Section 2 was suggested by him. 
Background and Statement of Results
To provide some intuition for our results, we begin this section with a very brief review of Williams' conditions for his inverse limit spaces. This is followed by a proper definition of a Smale space and a statement of our conditions and results. We finish with a number of examples to illustrate our conditions. 2.1. Williams' Inverse Limits. R. F. Williams [10] defined an n-solenoid as an inverse limitK = lim
where K is a compact Riemannian branched C r n-manifold and g : K → K is a C r immersion satisfying the following axioms:
(1) g is non-wandering, (2) g is an expansion: there exist constants A > 0 and µ > 1 such that for all n ∈ N and k ∈ T (K), we have |Dg n (k)| ≥ Aµ n |k|, where T (K) is the tangent space of K and Dg is the derivative of g, and (3) g is flattening: for each x ∈ K there is a neighborhood N of x and j ∈ Z such that g j (N ) is contained in a subset diffeomorphic to an open ball in R n .
He proves that an n-solenoid locally has the structure of a (Cantor set)×(n-disk). Moreover, he proves that under certain conditions (which were later removed by H.G. Bothe in [2] ) his expanding attractors are conjugate to n-solenoids. Intuitively, Williams' expansive and flattening conditions are contradictory. This apparent dilemma is solved because it is the derivative, Dg, that is injective and expanding, while g is flattening. Since we are approaching this problem outside of the smooth structure of manifolds, we need entirely different conditions.
Statement of Results.
Definition 2.1. Let (X, d) be a compact metric space, and let f : X → X be a homeomorphism. For x ∈ X and ǫ > 0, we denote
these are called the local stable and unstable sets of x, respectively. The triple
We want to show that certain Smale spaces are inverse limits. To this end, we will construct stationary inverse limits of spaces satisfying the following two conditions, where the notation B(x, r) denotes a closed ball.
and the natural mapping onŶ induced by g is denoted
We will use d to define a metricd onŶ . The following two theorems are the main results of this paper, and their proofs make up Sections 3 and 4, respectively. The space Y in Theorem B is a quotient of X, and the proof of the theorem is constructive. If apply the construction to an irreducible shift of finite type, the quotient is simply the one-sided shift and the inverse limit recovers the original two-sided shift.
It is clear that Axioms 1 and 2 are central and subtle. The following three examples are intended to give some context for these conditions. Example 1: The role of the constant K ≥ 1. The following well-known example satisfies R.F. Williams' conditions for a 1-solenoid [11] , as well as our Axioms 1 and 2.
Let Y be a wedge of two circles, a and b, joined at a single point v. Let both circles have circumference 1.
Divide a into thirds and b into halves. Let g : Y → Y map each of the first two intervals of a onto a and the third interval onto b; the first interval of b onto a and the second onto b (see Figure 1) . This example does not satisfy the locally expanding version of Axiom 1: for any β > 0, we can find x ∈ a \ {v} and y ∈ b \ {v} such that d(x, y) ≤ β and g(a) = g(b).
) for any K ≥ 1 and 0 < γ < 1. What is happening here is that on a local level, the first iteration of g flattens, and the second iteration expands. We remark that Williams' conditions allow for both flattening and expansion because it is the derivative of the map that is expanding. Let us show that Axiom 2 fails for (Y, d, g). Choose K ≥ 1, N ≥ 2K and 0 < γ < 1. Consider the points x, y ∈ Y given by
It is easy to see that the inverse limit (Ŷ ,ĝ) is conjugate to (Σ {0,1} Σ {0,2} , S), where Σ {0,1} and Σ {0,2} are the full two-sided shifts on their respective symbol sets, and S is the left shift map. However this system is not a Smale space: we can find distinct points x ∈ Σ {0,1} and y ∈ Σ {0,2} that are arbitrarily close, yet the intersection of the local stable set of x (contained entirely in Σ {0,1} ) and the local unstable set of y (contained entirely in Σ {0,2} ) is empty. [4] ). We note that the picture omits the intricate structure in the interior of the triangles. Moreover, the short extensions added to the vertices ought not to be considered as points in the space, but merely as labels which code the same information as A, B, and C.
Let ∼ be the equivalence relation on Y 1 ∪ Y 2 ∪ · · · ∪ Y 6 identifying the six vertices labeled A, the six vertices labeled B, and the six vertices labeled C. That is, the only equivalence classes containing more than one point are A, B, and C. We define
Figure 2. Three distinguished vertices
We use the standard "shortest path" metric on Y . See Figure 3 for an example of a neighborhood of A. We define a mapping g : Y → Y as follows: g fixes A, B, and C. In each triangle Y i , the midpoint of the left edge is mapped to A, the midpoint of the bottom edge is mapped to B, and the midpoint of the right edge is mapped to C (hence the labels as small line segments). On each of the remaining three small gaskets which make up Y i , g scales by a factor of 2 and maps them onto the unique gasket with the vertices as specified by the images of the three corners. As an example, the image of Y 1 is shown in Figure 4 .
The relation ∼ ensures that g is well-defined on Y . This mapping is clearly continuous on Y . Observe, however, that the map g is not locally injective, and hence not locally expanding either. Moreover, for every k ≥ 1, the map g k is not an open map.
It is not hard to see that (Y, d, g) satisfies Axiom 1, since g is essentially a scaleand-subdivide mapping. The subtlety of this example lies in what happens at the vertices. The image of a small enough neighborhood of any vertex, as shown in Figure 3 , intersects only two of the gaskets, and it is this notion of flattening that gives us Axiom 2.
Proof of Theorem A
Suppose that (Y, d, g), together with the constants β > 0, K ≥ 1, and 0 < γ < 1, satisfies Axioms 1 and 2.
We define a metricd onŶ bŷ
It is not hard to show thatd gives the product topology onŶ , so that (Ŷ ,d) is compact. Moreover, it is clear that the mapĝ is a homeomorphism on (Ŷ ,d).
Our first task will be to obtain more useful descriptions of the setsŶ s (x, ǫ) and
We make the following easy observation about d ′ .
Proof. First, suppose that y ∈Ŷ s (z, ǫ). By our choice of ǫ ′Ŷ , we havê
So for each m = 0, · · · , K − 1 and any n ≥ 0, we have
Applying Axiom 1, we get
and henced (ĝ(y),ĝ(z)) = γd(y, z).
That is,
Let us apply this result toĝ n (y) andĝ n (z), where n ≥ 0. We havê
The following property follows easily from the proof of Lemma 3.2. This is part (1) of Definition 2.1.
Now let us consider the setsŶ u (x, ǫ). We observe that the following lemma does not hold if we replaced with d ′ ; this is in fact the reason for our use ofd.
we can apply Axiom 1 to get
which giveŝ
We have shown that d(y n , z n ) ≤ β for all n ≥ 0 implies that
Let us apply this result toĝ −s (y) andĝ −s (z), where s ≥ 0. We have
and this is for any s ≥ 0. Thereforê
The following property follows easily from the proof of Lemma 3.4. This is part (2) of Definition 2.1.
Proof. Letd(x, y) ≤ ǫŶ . Notice that we have
Let us define a point z by defining z sK , · · · , z (s+1)K−1) inductively on s. Let z m = x m for m = 0, · · · K − 1. By (3.1) and Axiom 2, we have
. . .
Observe that we have g(z K ) = g 2K (u 3K−1 ) = z K−1 . We then use (3.2) and Axiom 2 to get
. We use u 4K−1 to define z 2K , · · · , z 3K−1 ; and so on. Our construction ensures that z ≡ (z 0 , z 1 , · · · ) ∈Ŷ . Using Lemmas 3.2 and 3.5, it can be shown that
This is a technical, but not difficult, proof and is hence omitted. Let us show that z is the only point inŶ
for all n ≥ 0. We will complete the proof by induction, by showing that
3), and we have assumed that
For points x, y ∈Ŷ withd(x, y) ≤ ǫŶ , the bracket [x, y] is now defined as the unique point in the intersectionŶ
. This completes the proof that Axioms 1 and 2 imply that (Ŷ ,d,ĝ) is a Smale space. Now we will show that this Smale space has totally disconnected local stable sets. We will need the following lemma.
Lemma 3.7. Axiom 1 implies that g is finite-to-one.
Proof. Suppose that Y contains an infinite sequence (y n ) of distinct points all having the same image under g. As g is onto, so is g K . For each n, pick z n with g K (z n ) = y n . Then (z n ) must have an accumulation point, so we may find z m and z n with m = n and Proof. For n ≥ 0, denote by π n :Ŷ → Y the projection map π n (y 0 , y 1 , y 2 , · · · ) = y n . Choose y ∈Ŷ . By Lemma 3.2, every point inŶ s (y, ǫŶ ) has the same first coordinate, y 0 . Therefore, for any n ≥ 0, the set π n (Ŷ s (y, ǫŶ )) ⊆ g −n {y 0 } is finite by Lemma 3.7. So the π n preimage of any point in this finite set is clopen in Y s (y, ǫŶ ). As a result, for any two distint points inŶ s (y, ǫŶ ), we can find a clopen set containing one but not the other.
A Smale space is said to be irreducible if it is non-wandering and has a dense orbit. It is well known that (Y, g) has these properties if and only if its stationary inverse limit (Ŷ ,ĝ) does. For a proof of these facts, see [1] .
Proof of Theorem B
Let (X, d, f ) be an irreducible Smale space whose local stable sets are totally disconnected, with constants ǫ X > 0, ǫ ′ X > 0, and 0 < λ < 1 as in Definition 2.1.
We will use a Markov partition with a special property to define an equivalence relation, ∼, on X. We then define a metric, δ, and a mapping, α, on the quotient X/ ∼ . We will show that (X/ ∼ , δ, α) satisfies Axioms 1 and 2, and that
together with the mapα and metricδ, is conjugate to (X, d, f ) .
The relation ∼ has the effect of collapsing each Markov partition rectangle to a single unstable set (see Figure 4) . These unstable sets may intersect on the boundaries, making the definition an appropriate metric on X/ ∼ rather difficult. The other aspects of our construction of the inverse limit space are quite intuitive. For a rectangle R and x ∈ R, we will denote
−→ ∼
). This is called the "Markov property".
Bowen [3] proved that all irreducible Smale spaces have Markov partitions. But a generic Markov partition is not sufficient in our case. We need a Markov partition where each rectangle is clopen in the stable direction. Our proof of the existence of such a partition relies heavily on a number of properties of s-resolving factor maps; a factor map between two Smale spaces is s-resolving if it is injective on the local stable sets of its domain. Alternatively, Proposition 4.2 could also be proved by following Bowen's construction for a generic Markov partition and making some necessary adjustments along the way. Proposition 4.1 (Putnam [7] ). Let π : (X, f ) → (Y, g) be an s-resolving factor map between irreducible Smale spaces. Then (1) π is a homeomorphism on the local stable sets X s (x, ǫ), (2) π is finite-to-one, and (3) for every point y 0 in Y with a dense forward orbit we have
Furthermore, there exists ǫ π > 0 such that
] both defined and
Proposition 4.2. Let (X, f ) be an irreducible Smale space such that X s (x, ǫ) is totally disconnected for every x ∈ X and 0 < ǫ ≤ ǫ X . Then there exists a Markov partition, P, for
Proof. By Corollary 1.3 of [6] , there exists an irreducible shift of finite type, Σ, and an s-resolving factor map π : Σ → X. The metric on Σ is the common one given by d Σ (s, t) = n∈Z 2 −|n| χ(s n , t n ), where
And the homeomorphism on Σ is the usual left shift map, which we denote by S.
Let ǫ π > 0 be as in Proposition 4.1. Choose N ∈ N such that |n|>N 2 −n < ǫ π .
Let P 2N +1 be the set of all paths of length 2N + 1 which appear in elements of Σ. For w ∈ P 2N +1 , let R w = {a ∈ Σ | a −N · · · a N = w}. Then R w is a clopen rectangle in Σ with diameter less than ǫ π , and P = {R w | w ∈ P 2N +1 } is a Markov partition for Σ.
Since each R w ∈ P is compact in Σ, it follows that π(R w ) is compact in X, and hence closed. Moreover, since π is s-resolving and each R w is clopen, it follows that each π(R w ) is clopen in the stable direction. Let's show that [x, y] ∈ π(R w ) whenever x, y ∈ π(R w ). Suppose x = π(a) and y = π(b) for some a, b ∈ R w . Since diam(R w ) ≤ ǫ π , it follows from Proposition 4.1 (4) that we must have
By Proposition 4.1 (2), π is finite-to-one; let d = deg(π). We will show that a subset of
is a Markov partition for (X, f ).
Let us define a map n : X → N by n(x) = #{R w ∈ P | x ∈ π(R w )}.
Since the R w are disjoint, it follows that
for all x ∈ X. We have the following estimate of continuity of n. Suppose we have a convergent sequence x k with limit point x. Since each x k lies in n(x k ) elements of the finite set {π(R w ) | R w ∈ P}, we may pass to a subsequence where every term is contained in the same π(R w )'s. Since they are closed, x also lies in these π(R w )'s. Hence
Let us show that n(x) ≥ d for all x ∈ X, and that equality holds if x has a dense forward orbit. Let x be any point in X and let x 0 ∈ X have a dense forward orbit (such a point exists since (X, f ) is irreducible). By Theorem 4.1 (3), #π
Choose a sequence of positive integers so that f m k (x 0 ) converges to x. Pass to a subsequence where S m k (a j ) converges, for each 1 ≤ j ≤ d. If two of the limit points (for different values of j) are in the same rectangle, then they are within ǫ π of each other. So by Theorem 4.1 (6), these two a j 's are equal. Since this isn't the case, we see that no two limit points of the sequences can be in the same rectangle, but they all clearly lie in π −1 {x}. As a result, n(x) ≥ d. It follows from (4.1) that n(x 0 ) = d. That is, n −1 {d} is non-empty and n −1 {k} is empty for k < d. From (4.2) we also see that n −1 {d + 1, d + 2, . . .} is closed and so n −1 {d} is open. We claim it is also dense. But that follows from the fact that it contains all points with a dense forward orbit. One of them is enough, since each point in its forward orbit also has a dense forward orbit.
Let
We will show that
is a Markov partition for (X, f ). We already observed above that each π(R w ) is clopen in the stable direction; it is clear that a finite intersection of these sets would have the same property. First we need to know that the elements of R are rectangles. That they have dense interiors follows from the fact that n −1 {d} is open and dense in X. Moreover, we observed above that for any R w ∈ P, we have [x, y] ∈ π(R w ) whenever x, y ∈ π(R w ).
That R covers X and that the elements of R have disjoint interiors also follows from the fact that n −1 {d} is open and dense in X. So it remains to prove that R satisfies the Markov property. It suffices to prove this for the set of points in X with dense forward orbits, since these points (and their orbits) are clearly contained in the interiors of elements of R.
. By Proposition 4.1 (1), π is a homeomorphism on the local stable sets, so that
And by Proposition 4.1 (5), we also have
hold trivially, we are done.
Let P = {R 1 , · · · , R M } be a Markov partition for (X, f ) as in Proposition 4.2; that is, for every x ∈ R i ∈ P, X s (x, R i ) is clopen in X s (x, ǫ X ). We define a relation ≈ on X as follows:
x ≈ y if and only if x, y ∈ R i for some R i ∈ P and x ∈ X s (y, ǫ X ).
We observe that this relation is reflexive and symmetric, but not transitive. Let ∼ be the transitive closure of ≈, with equivalence classes denoted [[·] ]. That is, x ∼ y if and only if there are . A distinctive feature of our paths is that they are concatenations of very short moves within local stable or unstable sets, where the moves in the stable sets do not contribute to the length of the path. A variation of our metric appears in [6] .
The bracket map is the natural candidate for a tool to enlarge the [[·]]; however this map is defined only on small balls. So we develop a new tool, ·, · , for this purpose.
It is a well-known fact that if a metric space A is compact and C ⊆ A is a clopen subset, then there exists ǫ > 0 such that B(C, ǫ) ⊆ C. Since we know that the rectangles are clopen in the stable direction, we would like a uniform constant satisfying this property.
Lemma 4.3. There exists
, so there is a finite subcover, with centers y 1 , · · · , y n .
By the uniform continuity of [·, ·], there exists 0
Next, we find a bound on the transitive closure, ∼, of the relation ≈. 
Proof. Let ǫ 0 > 0 be as in Lemma 4.3 and choose m ∈ N such that
η-balls and extract a finite subcover {B 1 , · · · , B n }. We claim that N = 2nM − 2 satisfies the conclusion. Let x, y ∈ X with y ∼ x. By definition of ∼, we know that y ≈ y 1 ≈ · · · ≈ y L ≈ x for some y 1 , · · · , y L ∈ X. Denote y 0 = y and y L+1 = x. Suppose L > 2nM − 2. We will show that y j ≈ y j ′ for some non-consecutive j and j ′ . Since P covers X, f m (y 0 ) ∈ R i for some (not necessarily unique)
Arguing inductively we see that
Since L + 2 ≥ 2nM + 1, at least 2n + 1 of the y j are in the same R i ′ for some 1 ≤ i ′ ≤ M . Look at those and apply f m to all of them. Since there are at least 2n + 1 of these, at least 3 of them are in the same B r for some 1 ≤ r ≤ n. Of these 3, choose 2 that have non-consecutive indices. That is, there are y j and y j ′ with j and j ′ not consecutive, such that
and we have from (4.
It follows from our choice of η > 0 that
(the existence of such a constant follows from the continuity of [·, ·]).
. We now show that we can do this in uniform time.
Denote y 0 = y and y N +1 = x. We have
. . . Suppose
Since X is compact, there exists a convergent subsequence y n k → y of (y n ), and a convergent subsequence y
However, since [[x] ] is closed as well and
For sets A, B ⊆ X and 0 < ǫ ≤ ǫ X , let Figure 6) .
We define
As a distance function on X/ ∼ , d u is clearly symmetric and we will show that it is reflexive, but the triangle inequality fails. To prove the reflexivity of
. Then by our choice of K,
). Since we also have d(y, z) ≤ ǫ 1 , it follows from (4.8) and our choice of
that is, y = z. It follows that
For x near ∂P, we want to enlarge [[x] ] using x, [[y]] for some y ∈ ∂P (see Figure 7 ). 
c . In fact, it is easy to check that each x ∈ O(∂P) is only enlarged by at most one
We define the length of a path p = (p 0 , p 1 , · · · , p I ) to be
Outline of Proof. Due to the length and highly technical nature of this argument, we simply give an outline.
. For the first case, we've already shown that
For the latter case, it can be shown that
This is the only difficult element of the proof, and is broken into two separate cases. In this case we make use of the fact that
It can be shown that for p ∈ P (x, y) with
This follows immediately from the observation that (p 0 , · · · , p I ) ∈ P (x, y) if and only if (p I , · · · , p 0 ) ∈ P (y, x), and the symmetry of
v) δ gives the quotient topology on X/ ∼ Let T q denote the quotient topology on X/ ∼ . The quotient map (X, d) → (X/ ∼ , δ) can be shown to be continuous by considering the two separate cases of part ii) above. Since T q is defined to be the finest topology on X which makes the quotient map X → X/ ∼ continuous, it follows that the identity map id : (X/ ∼ , T q ) → (X/ ∼ , δ) is continuous. Since this identity map is a bijection from a compact space to a Hausdorff space, it follows that it is in fact a homeomorphism. That is, the two topologies are the same. . First, consider the case where x ∈ Int(R i ) ∩ f −1 (Int(R j )), and suppose that y ≈ x. Then y ∈ X s (x, R i ), so by the definition of a Markov partition, it follows that
that is, f (y) ≈ f (x). Since ∼ is generated by ≈, we also have x ∼ y implies that f (x) ∼ f (y). Now choose any x ∈ X, and suppose y ≈ x. Then x, y ∈ R i for some R i ∈ P. Bowen [3] proves that f (x) ∈ R j for some j with Int(R i ) ∩ f −1 (Int(R j )) = ∅, and moreover that f (X s (x, R i )) ⊆ X s (f (x), R j ).
Therefore f (y) ≈ f (x). Since ∼ is generated by ≈, we also have x ∼ y implies f (x) ∼ f (y).
That α is surjective follows immediately from the surjectivity of f . Combining (4.13), (4.15), and (4.14), we get
Axiom 2 will take a little more work. We want to prove that Therefore (X, d, f ) and ( X/ ∼ ,δ,α) are topologically conjugate.
