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Abstract. In this paper we define a discrete generalized Laplacian with arbitrary
real power on a Cayley tree. This Laplacian is used to define a discrete generalized
Schro¨dinger operator on the tree. The case discrete fractional Schro¨dinger operators
with index 0 < α < 2 is considered in detail, and periodic solutions of the corresponding
fractional Schro¨dinger equations are described. This periodicity depends on a subgroup
of a group representation of the Cayley tree. For any subgroup of finite index we give a
criterion for eigenvalues of the Schro¨dinger operator under which periodic solutions exist.
For a normal subgroup of infinite index we describe a wide class of periodic solutions.
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1. Introduction
The spectral properties of Schro¨dinger operators on graphs have many applications in
physics and they have been intensively studied since the late 1990s. In [14] Klein proved
the existence of a purely absolutely continuous spectrum on the Cayley tree, under weak
disorder.
The paper [18] reviews the main aspects and problems in the Anderson model on the
Cayley tree. It shows whether wave functions are extended or localized is related to the
existence of complex solutions of a certain non-linear equation. In [15] sufficient conditions
for the presence of the absolutely continuous spectrum of a Schro¨dinger operator on a
rooted Cayley tree are given; see [2] for more results on the model. In [8] the spectrum of
a Schro¨dinger operator on the d-dimensional lattice Zd is studied.
In recent years, fractional calculus has received a great deal of attention. Equations
involving fractional derivatives and fractional Laplacians have been studied by various
authors, see e.g. [1, 6, 20] and the references therein. In probability theory fractional
Laplacians appear as generators of stable processes [11]. Non-local (such as fractional)
Schro¨dinger operators are currently increasingly studied [7, 9, 12, 13, 16, 17]. Their coun-
terparts on lattices are currently much less understood than local discrete Schro¨dinger
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operators. In [10] a new phenomenon on the spectral edge behaviour of non-local lattice
Schro¨dinger operators with a δ-interaction has been reported. In this paper we study
solutions of generalized Schro¨dinger equations on Cayley trees.
The paper is organized as follows. In Section 2 we define a discrete generalized Laplacian
(with power α ∈ R) on a Cayley tree. This Laplacian is then used to define a discrete
generalized Schro¨dinger operator on the Cayley tree. In Section 3 we consider fractional
Schro¨dinger operators with exponents 0 ≤ α ≤ 2, and describe periodic solutions of the
corresponding fractional Schro¨dinger equations. This periodicity depends on a subgroup of
a group representation Gk of the Cayley tree, i.e., for a given subgroup Ĝ of Gk we define a
notion of a Ĝ-periodic solution. Related ideas of Ĝ-periodic Gibbs measures and periodic
p−harmonic functions have been considered in [22–24] before. The notion of Ĝ-periodic
solutions can, however, be considered for arbitrary graphs and groups. For any subgroup of
finite index we give a criterion for eigenvalues of the fractional Schro¨dinger operator under
which there are periodic solutions. Also, we describe a wide class of periodic solutions for
a normal subgroup of infinite index.
2. A discrete fractional Laplacian on Cayley trees
Recall that a Cayley tree Γk is an infinite k-regular tree (k ≥ 1), i.e., a connected graph
on a countably infinite set of vertices, with no cycles and in which every vertex has degree
k + 1. We denote Γk = (V,L), where V is the vertex set and L the edge set of Γk. Two
vertices x and y are called adjacent if there exists an edge l ∈ L connecting them. In such
a case we will use the notation l = 〈x, y〉. Also, we denote the set of adjacent vertices of
x by S(x) = {y ∈ V : 〈x, y〉 ∈ L} and call it the neighbourhood of x.
An alternating sequence (x1, 〈x1, x2〉, x2, ..., xn−1, 〈xn−1, xn〉, xn) of vertices and edges
is a path. The length of a path is the number of edges connecting the two end-vertices of
the path. On Γk one can define a natural distance d(x, y) as the length of the shortest
path connecting x and y.
For any x ∈ V denote
Wm(x) = {y ∈ V : d(x, y) = m}, m ≥ 1.
Let u : V → C be a function. The Laplacian ∆ on a Cayley tree is defined by
(∆u)(x) =
∑
y∈S(x)
(u(y)− u(x)). (2.1)
For n ∈ N we denote by ∆n the n-fold iteration of ∆, i.e., ∆n = ∆(∆n−1). We have
the following expression.
Lemma 2.1. For any n ∈ N and x ∈ V we have
(∆nu)(x) = (2.2)
n−1∑
j=0
(−(k + 1))j(n
j
) ∑
y1∈S(x)
∑
y2∈S(y1)
· · ·
∑
yn−j∈S(yn−j−1)
u(yn−j)
+ (−1)n(k + 1)nu(x),
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with y0 = x.
Proof. We proceed by induction. For n = 1 this is true by (2.1). For n = 2 using (2.1) we
obtain
(∆2u)(x) = (∆∆u)(x) =
∑
y∈S(x)
((∆u)(y)− (∆u)(x))
=
∑
y1∈S(x)
∑
y2∈S(y1)
u(y2)− 2(k + 1)
∑
y1∈S(x)
u(y1) + (k + 1)
2u(x).
Now we make the induction hypothesis that (2.2) is true for n, and prove it for n+ 1:
(∆n+1u)(x) = (∆∆nu)(x) =
∑
y∈S(x)
((∆nu)(y)− (∆nu)(x))
=
∑
y∈S(x)
n−1∑
j=0
(−(k + 1))j
(
n
j
) ∑
y1∈S(x), y2∈S(y1),...
yn−j∈S(yn−j−1)
u(yn−j) + (−(k + 1))nu(y)
−
n−1∑
j=0
(−(k + 1))j(nj
) ∑
y1∈S(x), y2∈S(y1),...
yn−j∈S(yn−j−1)
u(yn−j)
+ (−(k + 1))nu(x)

=
∑
y∈S(x)
∑
y1∈S(y)
∑
y2∈S(y1)
· · ·
∑
yn∈S(yn−1)
u(yn)
+
n−1∑
j=1
(−(k + 1))j(nj
) ∑
y∈S(x),y1∈S(y)
y2∈S(y1)...yn−j∈S(yn−j−1)
u(yn−j)

−(k + 1)
n−1∑
j=0
(−(k + 1))j(nj
) ∑
y1∈S(x),y2∈S(y1)...
yn−j∈S(yn−j−1)
u(yn−j)

+(−(k + 1))n
∑
y∈S(x)
u(y)− (k + 1)(−(k + 1))n
(
n
n
)
u(x). (2.3)
4 FUMIO HIROSHIMA, JO´ZSEF LO˝RINCZI, UTKIR ROZIKOV
Relabelling the variables y by y1 and yi by yi+1 for i = 1, . . . , n, and using
(
n+1
j
)
=(
n
j−1
)
+
(
n
j
)
, we obtain
RHS of (2.3) =
∑
y1∈S(x)
∑
y2∈S(y1)
· · ·
∑
yn+1∈S(yn)
u(yn+1) + (−(k + 1))n+1u(x)
+
n∑
j=1
(−(k + 1))j(nj
) ∑
y1∈S(x),y2∈S(y1)...
yn−j+1∈S(yn−j)
u(yn−j+1)

+
n∑
j′=1
(−(k + 1))j′( nj′ − 1
) ∑
y1∈S(x),y2∈S(y1)...
yn−j′+1∈S(yn−j′ )
u(yn−j′+1)

=
∑
y1∈S(x),y2∈S(y1)...
yn+1∈S(yn)
u(yn+1) + (−(k + 1))n+1u(x)
+
n∑
j=1
(−(k + 1))j ((nj
)
+
(
n
j − 1
)) ∑
y1∈S(x),y2∈S(y1)...
yn−j+1∈S(yn−j)
u(yn−j+1)

=
n∑
j=0
(−(k + 1))j(n+ 1j
) ∑
y1∈S(x),y2∈S(y1)...
yn−j+1∈S(yn−j)
u(yn−j+1)
+ (−(k + 1))n+1u(x).

It is easily seen that∑
y1∈S(x)
∑
y2∈S(y1)
u(y2) =
∑
y∈W2(x)
u(y) + (k + 1)u(x). (2.4)
Next we define real powers ∆α of the Laplacian in such a way that when α takes a
positive integer value n, then ∆n is recovered. To define a fractional Laplacian on the
Cayley tree we make the change(
α
j
)
7→ Γ(α+ 1)
Γ(j + 1)Γ(α+ 1− j) .
Note that this is the multi-dimensional version of the discrete fractional difference operator
introduced by Andersen for a sequence (un)n∈N of real numbers (see [6])
∆αun =
∞∑
j=0
(−1)j
(
α
j
)
un+j .
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Definition 2.2 (Generalized Laplacian on a Cayley tree). We define the generalized
Laplacian of order α ≥ 0 on a Cayley tree by
(∆αu)(x) =
[α]−1∑
j=0
A(α, j) ∑
y1∈S(x)
∑
y2∈S(y1)
· · ·
∑
y[α]−j∈S(y[α]−j−1)
u(y[α]−j)

+(−(k + 1))[α]u(x), (2.5)
where A(α, j) = (−(k+1))
jΓ(α+1)
Γ(j+1)Γ(α+1−j) and [α] denotes the integer part of α. When 0 < α < 2,
we call ∆α fractional Laplacian of order α.
A Schro¨dinger equation of a fractional power α can be written as
(∆αu)(x) = Eu(x)− v(x)u(x). (2.6)
Here u(x) ∈ C is the value of the wave function at vertex x, E ∈ R is the energy of the
particle, and v = {v(x)}x∈V is a given real-valued function.
3. Periodic wave functions
In what follows we consider the case 0 ≤ α ≤ 2.
3.1. Case: 0 ≤ α < 1. We have by (2.5)
(∆αu)(x) = (−(k + 1))[α]u(x) = u(x), (3.1)
i.e., the operator ∆α is an identity operator. Consequently, from (2.6) we obtain
u(x) = Eu(x)− v(x)u(x). (3.2)
From this equation we get (E − 1 − v(x))u(x) = 0. A straightforward analysis of this
equation gives the following.
Proposition 3.1. For given E and function v the equation (3.2) has the solution
u(x) =
{
0, if x ∈ {y : v(y) + 1 6= E}
u∗(x), if x ∈ {y : v(y) + 1 = E},
where u∗ is an arbitrary function.
Remark 3.2. If one wants to have a fractional Laplacian ∆α1 with the property that it is
not identical for any α > 0, then this operator can be defined using operator (2.5) as
(∆α1u)(x) =
{
(∆α+1u)(x), if α ∈ [0,+∞) \ {0, 1, 2, . . . }
(∆αu)(x), if α ∈ {0, 1, 2, . . . }.
(3.3)
The Schro¨dinger equation (2.6) corresponding to the operator ∆α1 is
(∆α1u)(x) = Eu(x)− v(x)u(x). (3.4)
We note that if we know the solutions of the equation (2.6), then using (3.3) we can find
solutions of (3.4). Thus it is sufficient to consider the equation (2.6) for the operator ∆α.
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Figure 1. Cayley tree of order two, i.e., k = 2.
3.2. Case: α = 1. In this case the Schro¨dinger equation reads∑
y∈S(x)
u(y) = Eu(x)− v(x)u(x). (3.5)
3.2.1. Properties of group representations of the Cayley tree. To study solutions of equa-
tion (3.5) and equations considered below first we give some properties of a group repre-
sentation of the Cayley tree. Let Gk be a free product of k+ 1 cyclic groups of the second
order with generators a1, a2, . . . , ak+1, respectively. Any element x ∈ Gk has the following
form:
x = ai1ai2 . . . ain , where 1 ≤ im ≤ k + 1, m = 1, . . . , n.
It is known [3] that there exists a one-to-one correspondence between the set of vertices
V of the Cayley tree Γk and the group Gk. In Fig. 1 some elements of Gk are shown
(see [21, Chapter 1] for detailed properties of this group representation).
Let K ⊂ Gk be an arbitrary normal subgroup of index r of the group Gk (see [4,21,23]
for examples of subgroups of Gk). We introduce the following equivalence relation on the
set Gk: x ∼ y if xy−1 ∈ K. Let Gk/K = {K1,K2, . . . ,Kr} be the factor-group with
respect to K. Denote
qi(x) = |W1(x) ∩Ki|, si(x) = |W2(x) ∩Ki|, i = 1, . . . , r, x ∈ Gk,
where | · | is the counting measure of a set. The following lemma is known [19,22].
Lemma 3.3. If x ∼ y, then qi(x) = qi(y) and si(x) = si(y) for any i = 1, . . . , r.
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By Lemma 3.3 it follows that qj(x) and sj(x) corresponding to K have the following
form
qj(x) = qij , sj(x) = sij for all x ∈ Ki.
Since the set V of vertices has the group representation Gk, without loss of generality we
identify V with Gk, i.e., we may replace V with Gk.
Definition 3.4. Let K be a subgroup of Gk, k ≥ 1. A function u : x ∈ Gk → u(x) ∈ C is
called K-periodic if u(yx) = u(x) for all x ∈ Gk and y ∈ K. A Gk-periodic function u is
called translation-invariant.
3.2.2. The case of finite index. Let Gk/K = {K1, ...,Kr} be a factor group, where K is a
normal subgroup of index r ≥ 1. Note that any K-periodic function u has the form
u(x) = uj , ∀x ∈ Kj , j = 1, . . . , r. (3.6)
Assume that v = {v(x)}x∈V is K-periodic, i.e. v(x) = vj for any x ∈ Kj then from (3.5)
we get
r∑
j=1
qijuj = (E − vi)ui, i = 1, 2, . . . , r. (3.7)
This system can be written as
r∑
j=1
j 6=i
qijuj − (E − qii − vi)ui = 0, i = 1, . . . , r. (3.8)
For a given normal subgroup K of index r ≥ 1 we denote by DK(E, v) the determinant
of the system (3.8). Thus the following holds.
Theorem 3.5. For given K and a K-periodic v there exists a K-periodic wave function
u 6= 0 if and only if E is a solution to DK(E, v) = 0.
Examples.
(1) In case K = Gk, we have translation invariant wave functions, i.e., u(x) = u1 for all
x ∈ V . In this case DK(E, v) = E − v1 − k − 1 = 0, thus a translation invariant wave
function exists if and only if E = v1 + k + 1.
(2) Let K = G
(2)
k be the subgroup in Gk consisting of all words of even length. Clearly, it
is a subgroup of index 2. In this case we have DK(E, v) = (E−v1)(E−v2)− (k+ 1)2 = 0.
For any E satisfying this equation there are G
(2)
k -periodic wave functions having the form
u(x) =
 u1, if x ∈ G
(2)
k
u2, if x ∈ Gk \G(2)k .
(3) Let k = 2, K = H0, with H0 = {x ∈ G2 : ωx(a1) − even, ωx(a2) − even}, where
the number of letters ai of the word x is denoted by ωx(ai). Note that H0 is a normal
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Figure 2. Partition of Γ2 by subgroup H0 of index 4.
subgroup of index 4. The group G2/H0 = {H0, H1, H2, H3} has the following elements:
H1 = {x ∈ G2 : ωx(a1)− even, ωx(a2)− odd}
H2 = {x ∈ G2 : ωx(a1)− odd, ωx(a2)− even}
H3 = {x ∈ G2 : ωx(a1)− odd, ωx(a2)− odd} .
In Fig. 2 the partitions of Γ2 with respect to H0 are shown. The elements of the class Hi,
i = 0, 1, 2, 3 are denoted by i. In this case an H0-periodic wave function u has the form
u(x) = ui if x ∈ Hi. Such a non-zero function exists if and only if E satisfies the equation
DH0(E, v) =
∣∣∣∣∣∣∣∣∣∣
v0 + 1− E 1 1 0
1 v1 + 1− E 0 1
1 0 v2 + 1− E 1
0 1 1 v3 + 1− E
∣∣∣∣∣∣∣∣∣∣
= 0.
3.2.3. The case of infinite index. We consider a normal subgroup H0 of infinite index
constructed for M = {1, 2} as follows. Let the mapping piM : {a1, ..., ak+1} −→ {a1, a2} ∪
{e} be defined by
piM (ai) =
{
ai, if i ∈M
e, if i /∈M.
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Figure 3. The partition of the Cayley tree Γ2 w.r.t. H0, the elements of
the class Hi, i ∈ Z, are denoted by i.
Denote by GM the free product of cyclic groups {e, ai}, i ∈M . Consider
fM (x) = fM (ai1ai2 ...aim) = piM (ai1)piM (ai2)...piM (aim).
Then it is seen that fM is a homomorphism and hence H0 = {x ∈ Gk : fM (x) = e} is a
normal subgroup of infinite index. The factor group has the form
Gk/H0 = {H0,H0(a1),H0(a2),H0(a1a2), . . . },
where H0(y) = {x ∈ Gk : fM (x) = y}. With the notations
Hm = H0(a1a2 . . .︸ ︷︷ ︸
m
), H−m = H0(a2a1 . . .︸ ︷︷ ︸
m
)
the factor group can be represented as
Gk/H0 = {. . . ,H−2,H−1,H0,H1,H2, . . . }.
The partition of the Cayley tree Γ2 with respect to H0 is shown in Fig. 3 (the elements
of the class Hi, i ∈ Z, are denoted by i).
Any H0-periodic wave function has the form
u(x) = um if x ∈ Hm, m ∈ Z.
We note that (see [24]) if x ∈ Hm, then
qm−1(x) = |W1(x) ∩Hm−1| = 1, qm(x) = k − 1, qm+1(x) = 1.
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Using these equalities we get (see Fig. 3)
sm−2(x) = |W2(x) ∩Hm−2| = 1, sm−1(x) = 2(k − 1)
sm(x) = (k − 1)(k − 2), sm+1(x) = 2(k − 1), sm+2(x) = 1.
Assuming that v is H0-periodic, i.e., v(x) = vm for any x ∈ Hm, equation (3.5) gives (see
Fig. 3)
(E − vn)un = un−1 + (k − 1)un + un+1, (3.9)
where n ∈ Z. For simplicity, assume that vn ≡ v0, i.e., v is translation invariant. Then
equation (3.9) becomes a linear homogeneous recurrence equation of order 2, i.e.
un+1 + (k + v0 − E − 1)un + un−1 = 0. (3.10)
Recall that the solution procedure of a general linear homogeneous recurrence equation
with constant coefficients of order d is given by
un + c1un−1 + c2un−2 + · · ·+ cdun−d = 0. (3.11)
Let p(t) be the characteristic polynomial, i.e.,
p(t) = td + c1t
d−1 + c2td−2 + · · ·+ cd.
Suppose λi is a root of p(t) having multiplicity ri. Write un as a linear combination of all
the roots counting multiplicity with arbitrary coefficients bij :
un =
∑
i
(
bi1 + bi2n+ bi3n
2 + · · ·+ birinri−1
)
λni . (3.12)
This gives the general solution to equation (3.11). Applying this procedure to equation
(3.10), we have
p(λ) = λ2 + (k − 1 + v0 − E)λ+ 1 = 0. (3.13)
An analysis of this equation by using formula (3.12) yields the following result.
Theorem 3.6. For H0 and a translation invariant v the following hold:
(1) If E ∈ (k + v0 − 3, k + v0 + 1), then an H0-periodic wave function is u(x) =
C1λ
n
1 + C2λ
n
2 for any x ∈ Hn, n ∈ Z, where λ1, λ2 are (complex) solutions to
equation (3.13).
(2) If E = k+ v0 − 3, then there is an H0-periodic function u(x) = (−1)n(C1 + nC2),
x ∈ Hn, n ∈ Z.
(3) If E = k+ v0 + 1, then there is an H0-periodic function u(x) = C1 +nC2, x ∈ Hn.
(4) If E ∈ (−∞, k + v0 − 3) ∪ (k + v0 + 1,+∞), then an H0-periodic wave function is
u(x) = C1λ
n
1 + C2λ
n
2 for any x ∈ Hn, n ∈ Z, where λ1, λ2 are (real) solutions to
equation (3.13).
These solutions are in each case unique up to the choice of the constant prefactors.
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3.3. Case: 1 < α < 2. In this case we have from (2.5)
(∆αu)(x) = A(α, 0)
∑
y∈S(x)
u(y) +A(α, 1)u(x) =
∑
y∈S(x)
u(y)− (k + 1)Γ(α+ 1)
Γ(α)
u(x).
Consequently, from (2.6) we get an equation similar to equation (3.5), with E replaced by
E′ = E + (k+1)Γ(α+1)Γ(α) . Thus the analysis of this equation is very similar to the analysis of
equation (3.5).
3.4. Case: α = 2. Using formula (2.4) for α = n = 2, we get
(∆2u)(x) =
∑
z∈W2(x)
u(z)− 2(k + 1)
∑
y∈W1(x)
u(y) + (k + 1)(k + 2)u(x). (3.14)
The Schro¨dinger equation corresponding to the bi-Laplacian is
(∆2u)(x) = Eu(x)− v(x)u(x). (3.15)
Now we discuss the periodic solutions of (3.15).
3.4.1. The case of finite index. Let Gk/K = {K1, ...,Kr} be a factor group, where K
is a normal subgroup of index r ≥ 1. Assume that v = {v(x)}x∈Gk is K-periodic, i.e.,
v(x) = vj for any x ∈ Kj . Then by (3.15) and (3.14) we get
r∑
j=1
sijuj − 2(k + 1)
r∑
j=1
qijuj + (k + 1)(k + 2)ui = (E − vi)ui, i = 1, . . . , r. (3.16)
This system can be written as
r∑
j=1
j 6=i
(sij − 2(k+ 1)qij)uj − (E − (k+ 1)(k+ 2) + 2(k+ 1)qii− sii− vi)ui = 0, i = 1, . . . , r.
(3.17)
For a given normal subgroup K of index r ≥ 1 we denote by DK(E, v) the determinant of
the system (3.17). Thus we have the following result.
Theorem 3.7. For a given K and a K-periodic v there exists a K-periodic solution u 6= 0
to the equation (3.15) if and only if E is a solution of DK(E, v) = 0.
Examples. We consider some examples of subgroups introduced in Subsection 3.2.2.
(1) In case K = Gk we have translation invariant solutions, i.e., u(x) = u1 for all x ∈ V .
In this case DK(E, v) = E − v1 = 0. Thus a non-zero, translation invariant wave function
exists if and only if E = v1.
(2) For K = G
(2)
k we have
DK(E, v) = (E − v1)(E − v2)− 2(k + 1)2(2E − (v1 + v2)) = 0.
For any E satisfying this equation there exist G
(2)
k -periodic solutions of equation (3.15).
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(3) Let K = H0. By Fig. 2 it is clear that
q00 = q01 = q02 = q10 = q11 = q13 = q20 = q22 = q23 = q31 = q32 = q33 = 1
q03 = q12 = q21 = q30 = 0
sij =
{
0, if i = j
2, if i 6= j.
Hence an H0-periodic function exists if and only if E satisfies the equation
DH0(E, v) =
∣∣∣∣∣∣∣∣∣∣
v0 + 6− E −4 −4 2
−4 v1 + 6− E 2 −4
−4 2 v2 + 6− E −4
2 −4 −4 v3 + 6− E
∣∣∣∣∣∣∣∣∣∣
= 0.
3.4.2. The case of infinite index. Consider H0 constructed in Subsection 3.2.3. Then from
equation (3.15) using (3.14) and the above expressions of qm(x) and sm(x) we obtain
(E − vm)um = um+2 − 4um+1 + 6um − 4um−1 + um−2, (3.18)
where m ∈ Z. For simplicity, we assume that vn ≡ v0, i.e., v is translation invariant. Then
equation (3.18) yields the characteristic equation
λ4 − 4λ3 + (6 + v0 − E)λ2 − 4λ+ 1 = 0. (3.19)
We make use again of the general argument (3.11)-(3.12). Denoting ξ = λ + 1/λ, from
(3.19) we get
(ξ − 2)2 = E − v0. (3.20)
By a simple analysis of (3.20) and then of λ+ 1/λ = ξ, we obtain the following results.
(1) If E < v0, then equation (3.19) has the four distinct complex solutions
λˆ1,2 =
1
2
(
z ±
√
z2 − 4
)
, λˆ3,4 =
1
2
(
z¯ ±
√
z¯2 − 4
)
,
where z = 2 + i
√
v0 − E, z¯ = 2− i
√
v0 − E.
(2) If E = v0, then equation (3.19) has the unique solution λ = 1 with multiplicity 4.
(3) If v0 < E < 16 + v0, then equation (3.19) has the two real solutions
λ1,2 =
2 +
√
E − v0 ±
√
(2 +
√
E − v0)2 − 4
2
(3.21)
and the two complex non-real solutions
λ˜3,4 =
2−√E − v0 ± i
√
4− (2−√E − v0)2
2
. (3.22)
(4) If E = 16 + v0, then equation (3.19) has three real solutions
λ1,2 = 3± 2
√
2, λ3 = −1, (3.23)
where −1 has multiplicity 2.
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(5) If E > 16 + v0, then equation (3.19) has the four real solutions λ1, λ2 given by
(3.21) and
λ3,4 =
2−√E − v0 ±
√
(2−√E − v0)2 − 4
2
. (3.24)
Thus we have proved the following result.
Theorem 3.8. For H0 and a translation invariant v (i.e., v ≡ v0) the following hold:
(1) If E < v0, then there exists an H0-periodic function of the form
u(x) = um = C1λˆ
m
1 + C2λˆ
m
2 + C3λˆ
m
3 + C4λˆ
m
4 , x ∈ Hm, m ∈ Z,
where λˆi, i = 1, 2, 3, 4 are the complex numbers above.
(2) If E = v0, then equation (3.15) has an H0-periodic solution
u(x) = um = C0 + C1m+ C2m
2 + C3m
3, x ∈ Hm, m ∈ Z.
(3) If v0 < E < 16 + v0, then equation (3.15) has an H0-periodic solution
u(x) = um = C1λ
m
1 + C2λ
m
2 + C3λ˜
m
3 + C4λ˜4, x ∈ Hm, m ∈ Z,
where λ1, λ2 are given by (3.21), and λ˜3, λ˜4 are defined in (3.22) above.
(4) If E = 16 + v0, then equation (3.15) has an H0-periodic solution
u(x) = um = C1(3− 2
√
2)m + C2(3 + 2
√
2)m + (C3 +mC4)(−1)m,
for all x ∈ Hm and m ∈ Z.
(5) If E > 16 + v0, then equation (3.15) has an H0-periodic solution
u(x) = um = C1λ
m
1 + C2λ
m
2 + C3λ
m
3 + C4λ
m
4 , x ∈ Hm, m ∈ Z,
where λ1, λ2, λ3, λ4 are given by (3.21) and (3.24).
These solutions are in each case unique up to the choice of the constant prefactors.
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