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1. INTRODUCTION
The aim of this paper is to extend to a nonstationary case known results
on large deviations for Gaussian stationary processes (see Bercu et al. [1]).
Nonstationarity is a big issue in time series analysis, and more precisely,
finding a way to modelize it is a major challenge. We can think of a process
with continuously time changing spectral representation; but with no
further assumptions, as pointed out by Priestley [19], we can never hope to
estimate the spectrum. By assuming some local smoothness, Dahlhaus
[6–9], has set a model which allows asymptotic analysis. We deal here with
estimates of the spectrum in this case.
Let us first state the framework and then detail precisely our model and
content.
1.1. Locally Stationary Processes
Locally stationary processes are defined by the following spectral repre-
sentation on the torus T=]−p, p],
Xt, n=m 1 tn2+FT e iht A°t, n(h) dt(h) t ¥ {1, ..., n},
where
(a) m is the trend
(b) t is a stochastic process on the torus, such that t(h)=t(−h),
cum{dt(h1), ..., dt(hk)}=g 1 Ck
j=1
hj 2 hk(h1, ..., hk−1) dh1 · · · dhk,
where cum{} is the kth order cumulant, h1=0, h2(h)=1, |hk(h1, ..., hk−1)|
[ Ck, where Ck is a real constant depending on k. The function
g is the periodic 2p extension of the Dirac delta function d: g(h)=
;+.j=−. d(h+2pj).
(c) A° is the transfer function such that there exists a function
A: [0, 1]×TQ C,
A(u, −h)=A(u, h)
,C0 > 0, -n ¥N, sup
(t, h) ¥ [0, 1]×T
:A°t, n(h)−A 1 tn, h2: [ C0n .
The functions uQ A(u, h) and uQ m(u) are assumed to be continuous on
[0, 1].
We observe X1, n, ..., Xn, n and study asymptotic statistical inference. With
increasing n, more of each local structure is available. If A° does not
depend on t, n, we have an ordinary stationary process (see Dahlhaus [6]
for a justification of this definition). The covariance is given by
St, s=cov(Xt, n; Xs, n)=F
T
e ihkA°t, n(h) A°s, n(−h) dh if t, s ¥ {1, ..., n}.
(1)
In the stationary case, Sn is the Toeplitz matrix of the spectral density.
Denote by
f(u, h)=|A(u, h)|2 and c(u, k)=F
T
e ikhf(u, h) dh.
For a given u ¥ [0, 1], if t/n and s/n are close enough to u, cov(Xt, n; Xs, n)
is close to c(u, s− t). It means that, on a chosen bandwidth, for n large
enough, the process is almost a stationary one with spectral density
hQ f(u, h).
So presented, f can be nonunique. Nevertheless, we have some kind of
unicity. The Wigner–Ville spectrum (see Martin and Flandrin [16]) based
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on the process {Xt, n}1 [ t [ n is defined, for u ¥ [0, 1] given, and for all h ¥ T
by
fn(u, h)=
1
2p
C
s ¥ Z
cov(X[un−s/2], n; X[un+s/2], n) exp{−ihs} (2)
taking A°t, n(h)=A(0, h) if t < 1 and A°t, n(h)=A(1, h) if t > n. Dahlhaus
(see [8]) has shown the following result
Theorem 1.1. If A is uniformly Lipschitz in both variables (u, h), with
index strictly greater than 1/2, then for any u ¥ [0, 1],
F
T
|fn(u, h)−f(u, h)|2 dh=o(1) as nQ+..
Hence, for A smooth enough, f is uniquely determined as the limit of
(fn). We call it the (time-varying) spectral density of the process (see [9])
or the evolutionary spectrum (see Definition 3.2 of [18]).
1.2. Model and Contents
We consider a Gaussian locally stationary process with trend m — 0 and
satisfying
Assumption 1.2.
• -(u, h) ¥ [0, 1]×T, |A(u, h)| \ C > 0,
• A is two times differentiable in u and h; A, “A/“u, “2A/“h2, and
“2A/“u“h are bounded on [0, 1]×T.
In this setting, it is now valid to try to estimate the time-varying spectral
density f. We deal here with classical estimates adapted from the station-
ary case, which are quadratic forms of the process. For each of those esti-
mates, we know a consistency property and asymptotic normality in some
cases. Our aim is to show the corresponding large deviations result.
A natural way to take advantage of the structure of the process
{Xt, n}t ¥ [0, ..., n] is to localize the observations in time around some u ¥ [0, 1]
and estimate f(u, .) by the empirical (tapered) periodogram. This perio-
dogram, integrated over frequencies, is a weak estimate of f(u, .). We show
a large deviations principle (LDP) for this family of weak estimates (see
[12] for the definition of LDP). We also consider other statistics: perio-
dograms integrated over time and frequencies, wavelets coefficients, and
the log-likelihood ratio.
This paper is organized as follows: we mainly focus on the family of
tapered periodograms: the LDP is stated in Section 2 and proved in Section 3.
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We present the other quadratic forms and respective LDP in Section 4.
Since the proofs are basically the same, we only point out the main differ-
ences from Section 3.
In each case, we reduce the quadratic form to a sum qn=;k lk, nZk, n of
weighted independent random variables (i.r.v.) {Zk, n} which are q2(1) dis-
tributed, and where {lk, n} are the eigenvalues of a product of generalized
Toeplitz matrices. At this point, our study is linked with the theory of
Toeplitz operators, widely investigated since the masterpiece of Grenander
and Szego˝ [13]. We need here the weak limit of the empirical distribution
of {lk, n}. Such a Szego˝ theorem, which is new up to our knowledge, is
presented and derived in the Appendix.
All these results are gathered in [21] and were announced in [20].
2. TAPERED EMPIRICAL PERIODOGRAM
Let us fix u ¥ [0, 1]. The pointwise empirical periodograms In(u, h) are
constructed as follows
In(u, h)=
1
2p
C
k ¥ Z
cn(u, k) e−ihk , (3)
with tapered empirical covariances
cn(u, k)=
1
nbn
C
j
h 1u−j/n
bn
2 h 1u−(j+k)/n
bn
2 Xj, n Xj+k, n,
where bn is a bandwidth suitably chosen and h is a tapering kernel. As in
the stationary case, the periodogram is a weak estimate of the spectral
density: under sufficient assumptions on the ‘‘test function’’ g,
In(u, g)=F
T
In(u, h) g(h) dh ||0nQ+. F
T
f(u, h) g(h) dh; (4)
this convergence is in L2 (see [11]). The aim of this section is the LDP
given in Theorem 2.7.
Remark 2.1. We present in Section 4 another kind of taperization, with
a nonsymmetrical kernel, which is technically more tricky.
Let us write
In(u, g)=
1
nbn
Ugn Sn(h)
1/2 Tn(g) Sn(h)1/2 Un,
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where Sn(h) is the covariance matrix of the Gaussian vector (h((u−t/n)/
bn) Xt, n){t=1, ..., n} and Tn(g) is the order-n Toeplitz matrix associated to g.
The random vector Un is N(0, Idn) distributed and U
g
n is its transpose.
Recall that [Tn(g)]j, k=gk−j, where gn is the nth Fourier coefficient of g:
gn=
1
2p
F
T
e−inhg(h) dh.
An orthonormal change of basis yields
In(u, g)=
1
nbn
C
n
k=1
lk, n Zk, n, (5)
where {lk, n}k=1, ..., n is the sequence of eigenvalues of the matrix
Sn(h)1/2 Tn(g) Sn(h)1/2 and, for a fixed n, {Zk, n}k ¥ {1, ..., n} are i.r.v. q2(1). We
set the following assumptions:
Assumption 2.2. limnQ+. nbn=+.; for some a ¥ (0, 1) limnQ+. nb1+an
=0.
Assumption 2.3. h is a positive and continuous function on [−1/2, 1/2],
zero elsewhere, such that h is even and
F
[−1/2, 1/2]
h2(x) dx=1.
Assumption 2.4. g ¥ L.(T) and {gn}n ¥ Z ¥ l1(Z).
Set l+n=maxk ¥ {1, ..., n} lk, n , l
−
n=mink ¥ {1, ..., n} lk, n.
Assumption 2.5. The sequence (l+n , l
−
n ) converges, as nQ+., toward
(l+, l−) where l− < l+.
Let Ln be the normalized cumulant generating function (n.c.g.f.) of In:
for any f ¥ R
Ln(u, f)=
1
nbn
log E(exp{nbnfIn(u, g)}) ¥ (−.,+.].
Set
L(u, f)=˛ − 14p FT F[−1/2, 1/2] log (1−4pfh2(x) f(u, h) g(h)) dx dh
if f ¥ Du
+. otherwise,
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where
Du={f: -(x, h) ¥ [−1/2, 1/2]×T, fh2(x) f(u, h) g(h) < 1/4p} .
We have the following convergence:
Proposition 2.6. Under Assumptions 2.2, 2.3 and 2.4, for any f ¥ R
Ln(u, f)Q L(u, f) .
It is clear that the shape of L at the boundary of Du depends on the
product fg, and in general L is nonsteep (in the sense of Definition 2.3.5 of
[12]). Hence the Gärtner–Ellis theorem (see Theorem 2.3.6 of [12]) cannot
be directly applied. As a matter of fact, the following LDP for the family
{In(u, g)}n shows a nonclassic rate function: it matches the Legendre dual
of the log-Laplace transform only on an interval and is extended by
its tangent at the end points of this interval. It is an extension to a non-
stationary case of the result of Bercu et al. [1] concerning empirical
periodograms for stationary Gaussian processes. Set
J(u, x)=˛Lg(u, x) if x ¥ ] x1, x2 [Lg(u, x1)+x−x12l− if x < x1
Lg(u, x2)+
x−x2
2l+
if x > x2,
where Lg(u, .) is the Fenchel–Legendre dual of L(u, .), and
x1=˛LŒ 1u, 12l−2 if l− < 0 and l− < m
−. otherwise,
x2=˛LŒ 1u, 12l+2 if l+> 0 and l+>M
+. otherwise,
where
m= essinf
(x, h) ¥ [−1/2, 1/2]×T
2p h2(x) f(u, h) g(h) and
M= esssup
(x, h) ¥ [−1/2, 1/2]×T
2p h(x)2f(u, h) g(h).
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Theorem 2.7. Under Assumptions 1.2, 2.2, 2.3, 2.4 and 2.5, the family
{In(u, g)}n satisfies a LDP with speed nbn and rate function J.
3. PROOFS OF PROPOSITION 2.6 AND THEOREM 2.7
3.1. Proof of Proposition 2.6
Thanks to expression (5) we compute easily
Ln(u, f)=˛ − 1nbn Cnk=1 log (1−2flk, n) if -k ¥ {1, ..., n} flk, n < 1/2
+. otherwise. (6)
Now, it is sufficient to determine the limit of the empirical distribution
sn=
1
nbn
C
n
k=1
dlk, n
on a suitable set of functions. It is done in the following in three steps.
Step 1: Approximation. We take advantage of the approximation of A°
by A to study another matrix much easier to handle. Set Hn the n×n
matrix
(Hn)j, k=h 1u−j/nbn 2 h 1u−k/nbn 2 FT eih(k−j) f(u, h) dh, j, k ¥ {1, ..., n}.(7)
It is a Hermitian matrix, composed of a nbn×nbn positive block centered
on (nu, nu) and zeros elsewhere. By the mean value theorem, and Assump-
tion 1.2, for any j in {1, ..., n}, there exists a constant C0 > 0 such that for
every h,
:A 1 j
n
, h2−A(u, h) : [ C0 : jn−u : .
By construction of Hn and Sn(h), for any j, k ¥ {1, ..., n}
|Sn(h)j, k−(Hn)j, k |=O(bn). (8)
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Step 2: Upper bound for the eigenvalues. We want to bound uniformly
in (k, n) the sequence {lk, n}. We consider the following norm on operators:
let A be a linear operator on an Hilbert space. We set
||A||= sup
||x||=1
||Ax||,
where O , P is the inner product and ||x||=Ox, xP. When A is Hermitian,
||A||= sup
||x||=1
|Ox, AxP|. (9)
This norm || . || is unitarily invariant and hence submultiplicative (see
Prop. IV 2.4 of Bhatia [2]). It is suitable for us since, when A is normal,
and if {lj} is the set of its eigenvalues,
||A||=maxj{|lj |} . (10)
We have the following lemma
Lemma 3.1. ||Sn(h)1/2 Tn(g) Sn(h)1/2|| is bounded uniformly in n.
It means that the sequence {lk, n} is bounded uniformly in (k, n).
Proof of Lemma 3.1. Since Sn(h) is a Hermitian positive matrix, from
Proposition V 1.8 and Theorem X 1.1 of Bhatia [2],
||Sn(h)1/2 Tn(g) Sn(h)1/2|| [ ||Sn(h)|| ||Tn(g)||. (11)
On the one hand, it is known (see i.e. [13] p.64) that for a Toeplitz matrix
Tn(g) associated with g ¥ L1(T),
||Tn(g)|| [max{|essinf g|; |esssup g|}; (12)
hence from Assumption 2.4, ||Tn(g)|| is bounded. On the other hand,
from (8),
||Sn(h)−Hn || [ sup
j
C
k
|(Sn(h)−H)j, k |=O(nb
2
n); (13)
hence
||Sn(h)|| [ ||Hn ||+O(nb2n).
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Let us now bound
||Hn ||= sup
||x||=1
: Cn
j, k=1
xj(Hn)j, k xk : [ ||h||2. ||f||. . (14)
In view of Assumption 2.2, nb2n=o(1). Consequently, ||Sn(h)|| is bounded
uniformly in n. This ends the proof of Lemma 3.1. L
Step 3: Convergence of the empirical measure. We consider a restricted
part of the set C(R) of continuous functions: let
R={k ¥ C(R); ,g ¥ C(R), k(x)=xg(x)}.
This set is sufficient for our purpose. We denote by 2R the convergence
of measures in duality with R.
Lemma 3.2.
sn 2
R s as nQ+.,
where for any function k of R
F k ds= 1
2p
F
T
F
[−1/2, 1/2]
k[ 2ph2(x) f(u, h) g(h)] dx dh.
Proof of Lemma 3.2. Since {lk, n} is uniformly bounded in (k, n), it is
enough to consider the positive moments of the measure: for any p \ 1,
F xp dsn=
1
nbn
C
n
k=1
lpk, n=
1
nbn
tr(Sn(h)1/2 Tn(g) Sn(h)1/2)p
=
1
nbn
tr(Sn(h) Tn(g))p,
and to prove the convergence to the corresponding moments of s. Recall
that tr denote the trace of the matrix. As previously, we consider Hn rather
than Sn(h) using approximation (8). Set {l2k, n} the set of eigenvalues of
Hn(h)1/2 Tn(g) Hn(h)1/2. One can bound
: 1
nbn
C
n
k=1
l2pk, n−
1
nbn
C
n
k=1
lpk, n : [ 1nbn C
n
k=1
|(l2 ak, n)
p−(l ak, n)
p|, (15)
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where {l ak, n} denotes the set of eigenvalues ordered in nonincreasing
order. Since Sn(h) and Hn are Hermitian positive matrices, and in view of
Proposition V 1.8 and Theorem X 1.1 of Bhatia [2]
||Sn(h)1/2 Tn(g) Sn(h)1/2−H
1/2
n Tn(g) H
1/2
n ||
[ ||Sn(h)1/2−H1/2n || (||Sn(h)1/2||+||H1/2n ||) ||Tn(g)||
[ ||Sn(h)−Hn ||1/2 (||Sn(h)||1/2+||Hn ||1/2) || Tn(g)||.
(16)
From inequalities (13) and (14), the above inequality becomes
||Sn(h)1/2 Tn(g) Sn(h)1/2−H
1/2
n Tn(g) H
1/2
n ||=O(`n bn).
We then apply the Weyl’s Perturbation Theorem (see Bhatia [2]
Corollary III.2.6).
max
k
|l2 ak, n−l
a
k, n | [ ||Sn(h)1/2 Tn(g) Sn(h)1/2−H1/2n Tn(g) H1/2n ||=O(`n bn).
Furthermore for any p \ 1 fixed,
max
k
|(l2 ak, n)
p−(l ak, n)
p| [ cp max
k
|l2 ak, n−l
a
k, n |=O(`n bn), (17)
where cp is a constant depending on p. By construction, the number of
nonzero eigenvalues of Hn and Sn(h) is at most nbn. Then, taking (17) into
account in inequality (15),
: 1
nbn
C
n
k=1
l2pk, n−
1
nbn
C
n
k=1
lpk, n :=O(`n bn). (18)
Hence the approximation of Sn(h) by Hn is sufficient to approximate the
asymptotic distribution of {lk, n} by the one of {l˜k, n}. Then, to prove
Lemma 3.2, it is sufficient to show
lim
nQ+.
1
nbn
C
n
k=1
l2pk, n=
1
2p
F
T
F
[−1/2, 1/2]
(2p h(x)2 f(u, h) g(h))p dx dh. (19)
Now, we remark that the matrices Hn and Tn(g) have the structure of gen-
eralized Toeplitz matrices (see the Appendix). Applying Theorem A1, we
have convergence (19). This theorem is a Szego˝ type theorem. It is quoted
and derived in the Appendix. This ends the proof of Lemma 3.2 and that of
Proposition 2.6. L
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3.2. Proof of Theorem 2.7
At this point, we can follow the proof of Bercu et al. [1] (see also [21]).
We split In(u, g) into three sums depending on the interval the eigenvalues
belong to: ]−., m[, [m, M], or ] M,+.[. The first and last sums con-
taining what is called ‘‘bad’’ eigenvalues will provide the linear parts of the
rate function. The sum on [m, M]––the support of the limit measure––will
give the ‘‘classical part’’ which is the Legendre dual of the log-Laplace
transform.
4. OTHER QUADRATIC FORMS
4.1. Nonsymmetrical Kernel
We fix u ¥ [0, 1]. We consider the pointwise empirical periodogram (3)
with tapered covariances
cn(u, k)=
1
nbn
C
j
K 1u−(j+k/2)/n
bn
2 Xj, n Xj+k, n,
where bn satisfies Assumption 2.2 and K satisfies
Assumption 4.1. K is an even positive continuous function on
[−1/2, 1/2], zero outside, such that
F
[−1/2, 1/2]
K(x) dx=1.
We consider the integrated periodogram In(u, g) as in (4) (see Section 2
for consistency). The family {In(u, g)} satisfies a LDP similar to Theorem 2.7
with limit n.c.g.f.
L(u, f)=˛ − 14p FT F[−1/2, 1/2] log (1−4pfK(x) f(u, h) g(h)) dx dh
if f ¥ Du
+. otherwise,
where
Du={f: -(x, h) ¥ [−1/2, 1/2]×T, fK(x) f(u, h) g(h) < 1/4p}.
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Sketch of proof. Via an orthonormal change of basis,
In(u, g)=
1
nbn
C
n
k=1
mk, n Zk, n, (20)
where {mk, n} are the eigenvalues of the matrix S
1/2
n Bn S
1/2
n , {Zk, n} are
i.r.v. q2(1), and Bn is the n×n matrix
(Bn)j, k=K([u−(j+k)/2n]/bn) gk−j, j, k ¥ {1, ..., n}.
Recall that Sn is the covariance matrix of the Gaussian vector (Xt, n)t=1, ..., n.
As previously, we use an approximation of the matrix Sn Bn. The technical
difficulty here is that the function K does not bring, as h2 does, the sym-
metry of the domain of indices around (nu, nu). As a matter of fact, the
matrix Bn, which contains the kernel K, is a diagonal band––and not a
squared block––with zeros elsewhere. To reduce the study to products of
squared matrices, we use an approximation of Sn by a block–Toeplitz
matrix W(f) made of squared matrices of fixed length. Such an approxi-
mation was first detailed by Dahlhaus [8]. Let us recall the construction of
W(f): we cover the segment of length n with segments of length m,
overlapping on one point. On the sides of the segment [1, ..., n], we keep
the overlapping of 1, and we reduce the length of the covering segments, in
order to have each point of [1, ..., n] in m segments. More precisely, the
segments are of length
Ls=˛ s if s ¥ [1, ..., m]m if s ¥ [m, ..., n]
m+n−s if s ¥ [n, ..., n+m−1]
with midpoints
ts=˛ s/2 if s ¥ [1, ..., m]s−m/2 if s ¥ [m, ..., n]
(b−m)/2+s/2 if s ¥ [n, ..., n+m−1].
On the length m, we assume the following
Assumption 4.2. 1/m=o(1) when nQ+.; m ln2 m/n=o(1) when
nQ+. .
216 MARGUERITE ZANI
We set us=ts/n and the matrices
W (s)(f)j, k=F
T
f(us, h) e ih(j−k) dh j, k ¥ {1, ..., Ls}.
We denote by W sn(f) the n×n matrix having the block W
(s)(f) centered
on (ts, ts), and zeros elsewhere. Then we define
Wn(f)=
1
m
C
r
s=1
W sn(f) (21)
(r is the number of segments covering [1, ..., n]). This approximation is
summed up in the Lemma 4.4 of Dahlhaus [8]
Lemma 4.3 (Dahlhaus). Under Assumptions 1.2 and 4.2,
||Sn−Wn(f)||=o(1) when nQ+.. (22)
The remainder of the proof of the LDP is analogous to that of Theorem 2.7.
4.2. Pre-Periodogram and Wavelet Coefficients
The pre-periodogram of Neumann and von Sachs (see Formula (3.7)
of [18]) is an empirical periodogram built upon the triangular array
{Xk, n}k=1, ..., n, by analogy with the Wigner–Ville spectrum (see formula (2)):
for h ¥ T
It, n(h)=
1
2p
C
s : 1 [ [t−s/2] [ [t+s/2] [ n
X[t−s/2], nX[t+s/2], n exp{−ihs}. (23)
It estimates the spectrum f in both components, avoiding the localizations
in time that introduce new parameters to fix (i.e., the bandwidth bn, the
kernel h).
4.2.1. Empirical wavelet coefficient. Neumann and von Sachs used this
pre-periodogram to estimate the wavelet coefficients of f. This method is
aimed to take into account the possible differences of smoothness of f in u
and h. They considered a wavelet basis on L2([0, 1]×T) as follows: on
[0, 1], they chose an orthogonal basis {qlk}k 2 {kjk}j \ l, k with q and k real
bounded functions on [0, 1], and in the frequencies direction a periodic
basis {q˜lk}k 2 {k˜jk}j \ l, k with q˜ and k˜ real bounded functions on T, such
that {q˜k} and {k˜k} are in l1(Z).
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Let I be the multiindex (j1, j2, k1, k2). Define the empirical wavelet
coefficient
Gn, I=C
n
t=1
F t/n
t−1/n
kj1k1 (u) du F
T
k˜j2k2 (h) It, n(h) dh,
which estimates consistently the ‘‘true’’ wavelet coefficient
GI=F
[0, 1]
F
T
f(u, h) kj1k1 (u) k˜j2k2 (h) du dh
(see Lemma 3.2 and Proposition 3.1 of [18] for asymptotic normality). We
have a theorem similar to Theorem 2.7 for the family {Gn, I} with limit
n.c.g.f.
LI(f)=˛ − 14p FT F[0, 1] log(1−4pfkj1k1 (u) k˜j2k2 (h) f(u, h)) du dhif f ¥ DI
+. otherwise,
where
DI={f: -(u, h) ¥ [0, 1]×T, fkj1k1 (u) k˜j2k2 (h) f(u, h) < 1/4p}.
Sketch of proof. Via an orthonormal change of basis,
Gn, I=
1
n
C
n
k=1
ak, n Zk, n,
where {Zk, n}k are i.r.v. q2(1) and {ak, n} are the eigenvalues of
S1/2n Vn(k, k˜) S
1/2
n , with
Vn(k, k˜)j, k=2n F
(j+k)/2n
(j+k−1)/2n
kj1k1 (u) du (k˜j2k2 )k−j.
We approximate Vn(k, k˜) by the matrix Vn:
(Vn)j, k=kj1k11 j+k2n 2 (k˜j2k2 )k−j.
The analogue of convergence (19) is given here by the following result of
Dahlhaus (see [10] Lemma A.7). Let p \ 1. Consider {A°l}l ¥ {1, ..., p} a
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family of transfer functions, with associated n×n covariance matrices {S ln}
(see (1)), such that the associated functions {Al} satisfy Assumption 1.2.
Let {gl}l ¥ {1, ..., p} be a family of functions defined on [0, 1]×T satisfying
Assumption 4.4. “3g/“u2 “h is bounded on [0, 1]×T.
Define also by Un(gl) the n×n matrix
Un(gl)j, k=(gl)k−j 15j+k2n 6g2 , j, k ¥ {1, ..., n}, (24)
where [x]g denotes the smallest integer greater than x and, for any u in
[0, 1], (gl)k (u) the order-k Fourier coefficients of gl(u, · ).
Lemma 4.5 (Dahlhaus).
1
n
tr D
p
l=1
(U(gl) S
l
n)=(2p)
p−1 F
[0, 1]
F
T
D
p
l=1
gl(u, h) |Al(u, h)|2 du dh
+O(n−1 log n2p−1).
4.2.2. Integrated pre-periodogram. Let g be defined from [0, 1]×T to
R satisfying Assumption 4.4. By analogy with the previous section on local
periodograms, Dahlhaus [10] built a weak estimate of f in both compo-
nents with the pre-periodogram integrated over time and frequencies (see
Dahlhaus [10]) :
In(g)=
1
n
C
n
t=1
F
T
It, n(h) g 1 tn, h2 dh (25)
which estimates
F
[0, 1]
F
T
f(u, h) g(u, h) dh du.
For the family of estimates {In(g)}n, we can state a LDP similar to
Theorem 2.7, with limit n.c.g.f.
L1(f)=˛ − 14p FT F[0, 1] log(1−4pff(u, h) g(u, h)) du dh if f ¥ D1
+. otherwise,
D1={f: -(u, h) ¥ [0, 1]×T, ff(u, h) g(u, h) < 1/4p}.
Here we use Lemma 4.5 directly, without approximation.
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4.3. The Log-Likelihood Ratio
The first investigations concerning LDP on the log-likelihood ratio of a
Gaussian process have been done in the stationary case by Coursol and
Dacunha–Castelle [4], [5], and then by Bouaziz [3]. We examine it here
in the locally stationary case.
We assume that {Xt, n}t=1, ..., n is an observed data, fitted to a Gaussian
centered locally stationary parametric model {A°h, h ¥ {h0, h1} … R}, with
trend m — 0 . The log-likelihood ratio is
Qn=
1
n
log
dP1
dP0
(X),
where dPj , j ¥ {0, 1}, is the density of the Gaussian process with covari-
ance S jn corresponding to A°j. Let fj be the time-varying spectral density
associated to A°j. We assume that Aj , j ¥ {0, 1}, satisfy Assumptions 1.2, in
particular, this implies that for n large enough, S0n and S
1
n are non singular.
We add the following:
Assumption 4.6. For any u in [0, 1], log f0(u, .) ¥ L1(T); f0/f1 ¥
L.([0, 1]×T).
Set
D2={f : -(u, h) ¥ [0, 1]×T, ff0(u, l)+(1−f) f1(u, l) > 0},
and
L2(f)=−
1
4p
F
[0, 1]
F
T
(log[ff0(u, l)+(1−f) f1(u, l)]
−f log f0(u, l)+(1−f) log f1(u, l)) dl du
if f ¥ D2, and+. otherwise.
Theorem 4.7. Let A0 and A1 fulfill Assumptions 1.2 and 4.6. Under the
hypothesis f=f0, Qn satisfies a LDP with speed n, and good rate function
Lg2 (x)=sup
f ¥ R
(xf−L2(f)).
Sketch of proof. Since the process is Gaussian, the log-likelihood ratio is
Qn=
1
2n
(log det S0n− log det S
1
n+U
g
nDnUn),
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where Un isN(0, Idn) distributed and
Dn=I−(S
0
n)
1/2 (S1n)
−1 (S0n)
1/2.
We have from Theorem 3.2 of Dahlhaus [8]
1
n
(log det S0n− log det S
1
n)
|||0
TQ+.
1
4p
F
[0, 1]
F
T
t (log f0(u, h)− log f1(u, h)) dh du,
which provides the limit of the deterministic part of Qn. For the quadratic
random part, Lemma 4.8 of Dahlhaus [8] gives
lim
nQ+.
1
n
tr ( S0n(S
1
n)
−1 )k=
1
2p
F
[0, 1]
F
T
1f0(u, h)
f1(u, h)
2k dh du.
Note that in this case, we do not need Assumption 2.5. Actually, there are
no bad eigenvalues here (in the sense of Section 3.2). Let us prove this
important fact. Let
m= essinf
(u, h) ¥ [0, 1]×T
f0
f1
(u, h) and M= esssup
(u, h) ¥ [0, 1]×T
f0
f1
(u, h).
With Lemma 4.3, we approximate S in (i ¥ {0, 1}) by matrices W(fi), with
fi regular enough. The matrix W(fi) is a sum of Toeplitz blocks W (s)(fi)
centered on the diagonal.
For all s in {1, ..., r}, if h \ 0,W (s)(h) \ 0, and thereforeW s(h) \ 0. Then
for all s in {1, ..., r}
W s(f0)−mW s(f1)=W s(f0−m f1) \ 0.
By construction (see (21)),
W(f0)−mW(f1)=W(f0−m f1) \ 0.
Besides, in view of Proposition V 1.8 and Theorem X 1.1 of Bhatia [2],
||(S1n)
−1/2 (S0n−m S
1
n−[W(f0)−mW(f1)])(S
1
n)
−1/2||
[ ||(S1n)−1|| ||(S0n−mS1n−[W(f0)−mW(f1)])||. (26)
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Hence from Lemma 4.3 and Assumption 1.2 on A1, ||(S
1
n)
−1|| is bounded,
and formula (26) yields
||(S1n)
−1/2 ( S0n−mS
1
n−[W(f0)−mW(f1)] ) (S
1
n)
−1/2||=o(1).
Hence from the Weyl’s Perturbation Theorem (Corollary III 2.6 of [2])
and for n large enough, the eigenvalues of [(S1n)
−1/2 S0n(S
1
n)
−1/2−mI] are
nonnegative. The argument for the upper bound is similar.
APPENDIX: A SZEGO˝ THEOREM FOR GENERALIZED
TOEPLITZ MATRICES
Suppose f and g are real functions on [0, 1]2×T such that for any (u, v)
in [0, 1]2, f(u, v, .) and g(u, v, .) ¥ L1(T). Denote for any (u, v) in [0, 1]2,
fk(u, v)=
1
2p
F
T
e−ihkf(u, v, h) dh
and
gk(u, v)=
1
2p
F
T
e−ihkg(u, v, h) dh.
Moreover, suppose
-(u, v) ¥ [0, 1]2 , -h ¥ T , f(u, v, h)=f(v, u, h) , g(u, v, h)=g(v, u, h).
Let Tgenn (f) and T
gen
n (g) be the n×n generalized Toeplitz matrices asso-
ciated to f and g respectively as follows
(Tgenn (f))k, l=fl−k 1kn, ln2 ,
and
(Tgenn (g))k, l=gl−k 1kn, ln2 .
Matrices of this kind were first introduced by Kac, Murdock and Szego˝
[15] and Grenander and Szego˝ [13, Section 6.1]. These authors gave a
weak limit for the eigenvalues distribution of one matrix of general term
fl−k(k+l/2n). A strong result (strong Szego˝ theorem, i.e., first term
development) was given by Mejlbo and Schmidt [17] who generalized the
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combinatorial result of Kac [14], providing the limit in the case of one
generalized Toeplitz matrix. The aim of this paragraph is to state a first
Szegö theorem for a product of generalized Toeplitz matrices. For the
corresponding strong Szego˝ theorem, see [21].
Assume that there exists a > 0 such that
min
(u, v) ¥ [0, 1]2
f0(u, v) \ a+C
k \ 1
max
(u, v) ¥ [0, 1]2
|fk(u, v)|. (27)
This implies that the matrix Tgenn (f) is nonnegative (see [13, Section 6.5]).
A.1. Convergence Result
Let us first settle the notations. Let C([0, 1]2; C) be the set of con-
tinuous functions from [0, 1]2 to C. For any k ¥ C([0, 1]2; C), denote
||k||.= sup
(u, v) ¥ [0, 1]2
|k(u, v)|.
Set
M :=C
k ¥ Z
||fk ||., N :=C
k ¥ Z
||gk ||..
The next theorem gives the first term development of the trace tr(Tgenn (f)
Tgenn (g))
p, for any p in N.
Theorem A.1. AssumeM<. and N<.. Then for any p ¥N,
lim
nQ+.
1
n
tr(Tgenn (f) T
gen
n (g))
p=
1
2p
F 1
0
F
T
(f(x, x, h) g(x, x, h))p dh dx.
A.2. Proof of Theorem A.1.
We first introduce some notations: for j in {1, ..., n} set
Dj={(l1, ..., l2p) ¥ Z2p; C
2p
i=1
li=0, 1−j [ l1, l1+l2, ..., l1+l2+·· ·+l2p−1
[ n−j},
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and for any 2p-uple in Dj,
Fj(l1, l2, ..., l2p−1, t)
=D
p−1
s=0
fl2s+1 R j+t C2sr=0 lrn , j+t C
2s+1
r=0
lr
n
S gl2s+2R j+t C2s+1r=0 lrn , j+t C
2s+2
r=0
lr
n
S ,
(28)
where l0=0. Let p ¥N, p \ 1, we set
Sp(t)=C
n
j=1
C
Dj
Fj(l1, ..., l2p−1, t) , t ¥ [0, 1].
We first remark that
tr(Tgenn (f) T
gen
n (g))
p
=C
n
j=1
C
n1, ..., n2p−1
(Tgenn (f))j, n1 (T
gen
n (g))n1, n2 · · · (T
gen
n (f))n2p−2, n2p−1 (T
gen
n (g))n2p−1, j
=C
n
j=1
C
l1, l2, ..., l2p
fl11 jn, j+l1n 2 gl21j+l1n , j+l1+l2n 2× · · ·
×fl2p−11j+l1+·· ·+l2p−2n , j+l1+·· ·+l2p−1n 2 gl2p1j+l1+·· ·+l2p−1n , jn2.
Looking carefully at the domain of summation in (l1, l2, ..., l2p) in the sum
above, we can see it coincides with Dj and then
tr (Tgenn (f) T
gen
n (g))
p=Sp(1). (29)
Let 0 < e < 1, and set
D ej=Dj 5 {-i, |li | [ n e}.
Set, for any t in [0, 1]
S ep(t)=C
n
j=1
C
D
e
j
Fj(l1, l2, ..., l2p−1, t).
Step 1. We bound
Sp(1)−S
e
p(1)=C
n
j=1
C
Dj; max |li | > n
e
Fj(l1, l2, ..., l2p−1, 1).
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From expression (28) and assumption of Theorem A.1,
C
Dj;max |li| > n
e
|Fj(l1, l2, ..., l2p−1, 1)|[ 2p 1 C
|l|\ ne
|fl| Mp−1Np+ C
|l|\ ne
|gl| MpNp−12 .
Hence
1
n
|Sp(1)−S
e
p(1)| [ 2p 1 C
|l| \ ne
|fl | Mp−1Np+ C
|l| \ ne
|gl | MpNp−12 .
SinceM<., ;|l| \ ne |fl |=o(1). We have the same for g and then
1
n
|Sp(1)−S
e
p(1)|=o(1) .
Step 2. Let
S2 ep(0)=C
n
j=1
C
C ili=0, -i, |li | [ ne
Fj(l1, l2, ..., l2p−1, 0).
Hence
S ep(0)−S2
e
p(0)=C
n
j=1
C
Uej , V
e
j
Fj(l1, l2, ..., l2p−1, 0),
where
U ej={(l1, ..., l2p) ¥ Z2p; C
i
li=0, -i, |li | [ n e,
min{l1, l1+l2, ..., l1+l2+·· ·+l2p−1} < 1−j,
max{l1, l1+l2, ..., l1+l2+·· ·+l2p−1} [ n−j}
V ej={(l1, ..., l2p) ¥ Z2p; C
i
li=0, -i, |li | [ n e,
max{l1, l1+l2, ..., l1+l2+·· ·+l2p−1} > n−j}.
Set
mp=min{l1, l1+l2, ..., l1+·· ·+l2p−1, 0}.
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We bound
C
n
j=1
C
Uej
|Fj(l1, l2, ..., l2p−1, 0)| [ C
n
j=1
C
j [ −mp(l) 5 {|li| [ ne}
|Fj(l1, l2, ..., l2p−1, 0)|;
hence
C
n
j=1
C
n
j=1
C
Uj 5 {|li| [ ne}
|Fj(l1, l2, ..., l2p−1, 0)|
[ − C
|li | [ n
e
mp(l) ||fl1 ||. ||gl2 ||. · · · ||fl2p−1 ||. ||gl2p ||. [ 2pn
e(MN)p
and
1
n
|S ep(0)−S2
e
p(0)|=O(n
e−1) . (30)
Step 3. Now we evaluate |S2 ep(0)−S2p(0)|, where
S2p(0)=C
n
j=1
C
C i li=0
Fj(l1, l2, ..., l2p−1, 0). (31)
Set, for all x in [0, 1],
G(x)= C
(l1, ..., l2p) ¥ Z
2p; C i li=0
fl1 (x, x) gl2 (x, x) · · · gl2p (x, x). (32)
Remark that
G(x)=
1
2p
F
T
(f(x, x, h) g(x, x, h))p dh,
and
S2p(0)=C
n
j=1
G 1 j
n
2 .
We can bound
1
n
|S2 ep(0)−S2p(0)|=
1
n
: C
C li=0, |li| > ne
Fj(l1, l2, ..., l2p−1, 0) :
[ 1 C
|l| > ne
||fl ||. C
|l| > ne
||gl ||. 2p=o(1).
226 MARGUERITE ZANI
Besides,
lim
nQ+.
1
n
C
n
j=1
G 1 j
n
2=F
[0, 1]
G(x) dx ,
which ends the proof of Theorem A.1.
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