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Summary 
The timing of the transition from vegetative to reproductive growth in 
flowering plants is tightly controlled by an intricate network of multiple 
genetic pathways in response to various endogenous and environmental cues, 
which are eventually integrated by three important floral pathway integrators, 
LEAFY (LFY), SUPPRESSOR OF OVEREXPRESSION OF CONSTANS 1 
(SOC1) and FLOWERING LOCUS T (FT). SVP and FLC form a repressor 
complex to directly repress SOC1 and FT expression. In order to fully 
elucidate the genetic network of SVP, a ChIP-chip assay was performed to 
identify the targets of SVP. Though ChIP-chip analysis, we identified a 
downstream target of SVP, EARLY FLOWERING MYB PROTEIN (EFM), 
which is a single MYB domain-containing protein. Loss-of-function mutants 
in EFM flower earlier in long day conditions, while overexpression of EFM 
results in the late flowering phenotype, suggesting that EFM plays an 
important role in suppressing flowering. EFM is expressed in different organs 
of Arabidopsis thaliana with a specific expression pattern in vascular tissues 
of leaves. In efm-1 mutants, the expression levels of FT and TSF are 
significantly upregulated, and the early flowering phenotype of efm-1 mutants 
is rescued by ft-10, suggesting that EFM plays an important role in flowering 
time control and acts as a transcription repressor to regulate the transcription 
of FT and its closest homolog TSF. 
The MYB family is characterized by the MYB repeats which can specifically 
recognize and bind to the specific DNA sequences. The single MYB domain 
subfamily plays an important role in flowering time control and most of the 
members in this subfamily are involved in the regulation of the circadian clock. 
Our study has revealed a hitherto unknown mechanism, in which a single 
MYB gene controls flowering time independently of the circadian clock. In 
addition, a histone demethylase, JMJ30, has been found to interact with EFM, 
and the resulting complex directly binds to the FT chromatin. Furthermore, 
loss of JMJ30 function affects the levels H3K36me2 at the FT locus. 
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In summary, our study has established EFM as an essential flowering 
regulator that mediates the effect of ambient temperature downstream of SVP 
and interacts with the light-responsive circadian clock through a H3K36me2 
demethylase JMJ30. EFM directly represses the circadian rhythmic expression 
of FT in the leaf vasculature, which is coupled with the modification of 
H3K36me2 levels at FT. Thus, EFM serves as an important convergence point 
that mediates changes in the chromatin status of FT in response to major 
environmental signals, temperature and light, to determine the timing of 
reproduction. 
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Flowering plants, also known as angiosperms, have evolved to be the most 
diverse group of land plants. Under changing environment, these plants flower 
at an appropriate time in order to achieve maximal reproduction success. 
There are two important transitions during the life cycle of plants: one is 
germination that is the growth of the embryonic plant resulting in the 
formation of the seedling and the start of the vegetative phase; the other is the 
floral transition that is characterized by the induction and development of the 
inflorescence meristem. The time of the floral transition is affected by growth 
stage and environment. The endogenous and exogenous signals are integrated 
onto the floral meristem identity genes to trigger the transformation of the 
vegetative shoot apical meristem into the inflorescence meristem, which 
generates floral meristems on its flanking. 
 
1.1 Flowering time is regulated by different genetic pathways  
Floral transition is a central event in the life cycle of flowering plants. It 
triggers an inevitable switch from vegetative to reproductive phase at the 
proper time during the plant development. Floral transition is tightly controlled 
by an intricate network of multiple genetic pathways in response to various 
developmental and environmental cues (Figure.1) (Amasino, 2010; Boss et al., 
2004; Mouradov et al., 2002; Simpson and Dean, 2002; Simpson et al., 1999). 
Arabidopsis thaliana, as a model organism, can well mirror the flowering 
behaviour of many other plants. In Arabidopsis, several distinct genetic 
pathways, including vernalization, photoperiod, autonomous, gibberellin (GA) 
and thermosensory pathways, form a regulatory network to integrate the 
endogenous developmental signals and the exogenous environmental cues to 
control flowering. While the vernalization, photoperiod and thermosensory 
pathways integrate environmental signals, the autonomous and GA pathways 
response to developmental cues. 
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1.1.1 Photoperiod Pathway: light-dependent pathway 
Arabidopsis is a quantitative long day (LD) plant. It flowers more rapidly in 
LDs, although it eventually flowers in short day (SD) conditions. Mutants, 
whose flowering time was delayed only in LDs, but not in SDs, define the 
genes in the day length sensing pathway, which is also called the photoperiod 
pathway. Light is perceived by leaves through photoreceptors including 
cryptochromes (CRY1 and CRY2) and phytochromes (PHYA and PHYB). 
Signals from the photoreceptors are then considered to entrain components of 
the circadian clock, which regulates the expression of effector genes, including 
CONSTANS (CO), a central regulator containing two B-box zinc finger 
domains that functions in the long day pathway (Putterill et al., 1995). 
However, not all photoreceptors regulate flowering time exclusively through 
the circadian clock. Combination of inputs from the circadian clock and 
photoperiod measurement determines the activity of downstream genes in the 
photoperiod pathway. 
In Arabidopsis thaliana, TIMING OF CAB EXPRESSION 1 (TOC1/PRR1), 
CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) and LATE ELONGATED 
HYPOCOTYL (LHY) have been proposed to be the central oscillators (Alabadi 
et al., 2001; Mizoguchi et al., 2002). The Arabidopsis PRR gene family, 
including PSEUDO-RESPONSE REGULATOR 9 (PRR9), PSEUDO-
RESPONSE REGULATOR 7 (PRR7), PSEUDO-RESPONSE REGULATOR 5 
(PRR5), PSEUDO-RESPONSE REGULATOR 3 (PRR3) and TOC1, each of 
which peaks at different times of the day, is regulated by the circadian clock 
and is collectively essential for the proper timekeeping (Matsushika et al., 
2000). CCA1 and LHY are MYB transcription factors that repress TOC1 
transcription and activate PRR9 and PRR7 transcription by directly binding to 
their promoters (Farre et al., 2005; Perales and Mas, 2007). TOC1 protein is 
expressed in the evening and in turn activates CCA1 expression through being 
recruited to the CCA1 promoter by interacting with CCA1 HIKING 
EXPEDITION (CHE) (Pruneda-Paz et al., 2009). PRR5, PRR7 and PRR9 
proteins repress CCA1 and LHY transcription from morning until midnight 
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(Nakamichi et al.). All the circadian clock components sense the day length 
and alter the flowering time quantitatively. 
It has been suggested that the signals from the circadian clock are integrated 
by GIGANTEA (GI) and CO resulting in the expression of FLOWERING 
LOCUS T (FT) to initiate floral transition. GI is expressed with circadian 
rhythmicity and its mRNA abundance peaks around 10 h after dawn (Fowler 
et al., 1999; Park et al., 1999). The gi loss-of-function mutant flowers late and 
is defective in CCA1 and LHY expression (Park et al., 1999). Under LDs, the 
expression of GI and FLAVIN-BINDING, KELCH REPEAT, F-BOX protein 1 
(FKF1), a blue-light photoreceptor (Imaizumi et al., 2003), peaks at the same 
time (Fowler et al., 1999; Imaizumi et al., 2003) and form a complex in a 
light-dependent manner to directly regulate CO expression (Sawa et al., 2007). 
However, under SDs, GI expression peaks a few hours before the peak of 
FKF1 expression, resulting in a low level of GI-FKF1 complex, which is not 
sufficient to induce CO expression in the day (Sawa et al., 2007). CO is 
specifically expressed in the vasculature where it immediately induces FT 
expression (An et al., 2004; Samach et al., 2000). CO mRNA broadly peaks 
between 12 h and dawn under LDs, while the expression peaks of CO appear 
at night under SDs. In addition to the GI-CO-FT module, GI can directly 
activate FT expression without the upregulation of CO expression under SDs, 
indicating a CO-independent regulation of FT by GI (Sawa and Kay, 2011). 
Although the direct binding of GI to FT can be detected by ChIP under LDs, 
CO-dependent FT induction under LDs is prominent, since the effect of 
ectopic GI expression on co mutants is relatively weak (Sawa and Kay, 2011). 
CO proteins are light stabilized and accumulate to a maximum level in the 
evening, which is correlated with FT expression (Suarez-Lopez et al., 2001; 
Valverde et al., 2004). When CO mRNA peaks at night in SDs, 
CONSTITUTIVE PHOTOMORPHOGENIC 1 (COP1), a component of a 
ubiquiting ligase, is predominantly localized in the nucleus, where it interacts 
with CO and results in ubiquitination and degradation of CO proteins, whereas 
when CO mRNA peaks at daytime in LDs, light activation of CRY mediates 
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translocation of COP1 from nucleus to cytoplasm that allows the accumulation 
of CO protein to promote FT transcription (Jang et al., 2008; Liu et al., 2008b).  
Literature Review 




Figure 1. A regulatory network of flowering time control. 
The floral pathway integrators, SOC1 and FT, perceive developmental and 
environmental cues from several flowering genetic pathways. The elevated 
expression of SOC1 and FT activate the expression of floral meristem identity 
genes including LFY and AP1 to initiate the formation of the floral meristems 
on the flank of the inflorescence meristem. SVP and FLC form a central 
repressor complex to inhibit the expression of SOC1 and FT. The complex of 
FT and FD promotes AP1 expression, while SOC1 and AGL24 directly 
promote each other’s expression to upregulate LFY expression via direct 
binding to the LFY promoter. 
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1.1.2 Vernalization pathway: remembering winter 
Winter-annual plants flowers only after vernalization that plants are exposed to 
an extended period of cold temperature. In nature, this pathway serve as an 
adaptation to the winter conditions of colder climates to ensure that flowering 
only occurs after winter when it becomes warmer. A dominant gene FRIGIDA 
(FRI), a member of a small family of proteins found only in the plant kingdom, 
was identified to be associated with the vernalization requirement (Johanson et 
al., 2000). The late-flowering phenotype caused by the naturally occurring 
dominant gene FRI requires another dominant allele, FLOWERING LOCUS C 
(FLC) (Koornneef et al., 1994; Lee et al., 1994), which encodes a MADS-box 
transcription factor that quantitatively blocks the floral transition by repressing 
flowering time integrators (Michaels and Amasino, 1999; Sheldon et al., 1999). 
In winter annuals, in which vernalization can override FRI function, FRI , 
FRIGIDA-LIKE 1(FRL1) and FRIGIDA-ESSENTIAL 1(FES1) act cooperatively 
to elevate FLC expression to a level that suppresses flowering after the plant 
returns to warmer growth conditions (Michaels et al., 2004; Schmitz et al., 
2005). 
Vernalization induces a developmental state that is mitotically stable in the 
shoot apical meristem (SAM), suggesting that it is epigenetically regulated. It 
is evident that a prolonged cold exposure leads to an elevation of repressive 
histone modifications in FLC chromatin, including demethylation of 
H3K4me3, dimethylation of H3K9, di- and trimethylation of H3K27, 
deacetylation of core histone tails and dimethylation of H4R3, thus resulting in 
an actively transcribed FLC chromatin to repress floral transition (Bastow et 
al., 2004; Finnegan and Dennis, 2007; Greb et al., 2007; Schmitz et al., 2008; 
Sung and Amasino, 2004b; Sung et al., 2006). A Polycomb Repression 
Complex2 (PRC2)-like complex has been identified in Arabidopsis, which 
contains VRN2, CURLY LEAF (CLF), SWINGER (SWN), and 
FERTILIZATION-INDEPENDENT ENDOSPERM (FIE) (Wood et al., 2006). 
This complex increases trimethylation at H3K27 in FLC chromatin to levels 
Literature Review 
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that is sufficient for stable silencing during vernalization (De Lucia et al., 
2008).  
In vrn1 and vrn2 mutants, FLC expression is downregulated normally in 
response to vernalization. However, the FLC transcripts do not stably remain 
at a low level when plants are returned to warmer temperature (Gendall et al., 
2001; Levy et al., 2002). VERNALIZATION 1 (VRN1) encodes a non-
sequence-specific DNA-binding protein. VERNALIZATION 2 (VRN2) encodes 
a homolog of the Drosophila Suppressor of Zeste 12 (Su(z)12), a component 
of PcG complex (a histone methyltransferase in animals) (Gendall et al., 2001). 
VERNALIZATION INSENSITIVE 3 (VIN3), which encodes a form of plant 
homeodomain (PHD)-finger protein, is a component of chromatin remodelling 
complexes. It is only expressed after exposure to a prolonged period of cold 
but rapidly diminished when plants are returned to warmer temperatures (Sung 
and Amasino, 2004b). In vin3 mutants, FLC is never repressed under extended 
cold conditions (Sung and Amasino, 2004b). These results suggest that VIN3 
is required for the initiation of vernalization and VRN2, together with VRN1, is 
responsible for the stable maintenance of the vernalization state. In vrn2 and 
vrn1 mutants, hypoacetylation is observed during vernalization, but the 
hypoacetylation and FLC repression are not maintained upon return to a 
warmer temperature. Furthermore, methylation on H3K27 is detected in vrn1 
mutants and none of the vernalization-mediated histone modifications are 
observed in vrn2 and vrn3 mutants (Gendall et al., 2001; Levy et al., 2002; 
Sung and Amasino, 2004a). These results suggest a model in which VIN3 is 
involved in the initial repression of FLC through hypoacetylation and the 
hypoacetylated state of FLC chromatin creates a favorable condition for 
subsequent histone modifications that involve VRN1 and VRN2 (Sung and 
Amasino, 2004a).  
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1.1.3 Autonomous Pathway: internal promotion of flowering 
Plants require not only external factors but also internal factors, which monitor 
the developmental stage and promote the reproductive transition. The genes, 
FCA, FY, FPA, FVE, LUMINIDEPENDENS (LD) and FLOWERING LOCUS 
D (FLD), fall in to the autonomous pathway that monitors the endogenous 
cues. The mutants of these genes all flower late under both LDs and SDs, and 
their late-flowering phenotype can be suppressed by either a vernalization 
treatment or light conditions. The autonomous pathway genes, FCA, FPA and 
FY, are involved in RNA metabolism (Lim et al., 2004; Macknight et al., 1997; 
Schomburg et al., 2001; Simpson et al., 2003). Other autonomous pathway 
genes, FLD and FVE, encode components of chromatin remodelling 
complexes (Ausin et al., 2004; He et al., 2003). Histone acetylation patterns on 
FLC are perturbed in fve and fld mutants (Ausin et al., 2004; He et al., 2003). 
The components of the autonomous pathway differ from the genes that are 
involved in the photoperiod pathway, which constitute a linear transcriptional 
cascade. They function in parallel to regulate FLC in different ways. FCA 
interacts with FY to ultimately promote premature polyadenylation within the 
third intron of FCA pre-mRNA resulting in a truncated inactive protein 
(Quesada et al., 2003; Simpson et al., 2003), while FLD and FVE regulate 
FLC through histone deacetylation (Ausin et al., 2004; He et al., 2003). 
In winter annuals, the FRI pathway acts epistatically to the autonomous 
pathway to activate FLC expression to create the vernalization response. In the 
rapid-cycling accessions that lack functional FRI, the autonomous pathway 
represses FLC expression to ensure the developmental transition to flowering. 
 
1.1.4 Gibberellin Pathway: promotion by phytohormone  
Gibberellin acid (GA) is an essential plant hormone involved in regulating 
many aspects of plant growth and developmental processes. The application of 
GA accelerates the flowering time of the late-flowering mutants, gi, fca, fve, 
co, ft, fpa, under LDs (Chandler and Dean, 1994), and mutants deficient in GA 
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biosynthesis, such as ga1-3, never flower under SDs unless provided with 
exogenous GA (Wilson et al., 1992). On the contrary, spy, a mutant that 
exhibits the constitutive GA response, has an early flowering phenotype 
(Jacobsen and Olszewski, 1993). These observations suggest a crucial role of 
GA in promoting flowering under non-inductive photoperiods.  
The Arabidopsis DELLA proteins, including REPRESSOR OF GA-3 (RGA), 
GA-INSENSITIVE (GAI), RGA-LIKE 1 (RGL1), RGA-LIKE 2 (RGL2) and 
RGA-LIKE 3 (RGL3), possess the highly conserved DELLA domain. These 
genes are involved in the GA signalling pathway and function as negative 
regulators of GA (Dill and Sun, 2001; Peng et al., 1997; Silverstone et al., 
1998; Wen and Chang, 2002). In the absence of GA, DELLA proteins 
suppress the expression of GA-responsive genes. The GA signal is perceived 
by a soluble GA receptor, GA-INSENSITIVE DWARF 1 (GID1), and the 
interaction of GID1-GA in turn promotes the binding of GID1-GA to the 
DELLA motif of DELLA proteins (Griffiths et al., 2006; Willige et al., 2007). 
Subsequently, the GA-GID1-DELLA trimeric complex is targeted by a 
specific SCF E3 ubiquitin-ligase complex, SCF
SLY1
, which triggers the 
ubiquitination of DELLAs followed by degradation through the 26S 
proteasome (Dill et al., 2004; Fu et al., 2004). The degradation of DELLAs 
releases the suppression of GA-response genes. 
The signals from the GA pathway promote the floral transition by inducing the 
expression of SUPPERESSOR OF OVEREXPRESSION OF CONSTANS 1 
(SOC1) and LEAFY (LFY) (Blazquez et al., 1998; Hisamatsu and King, 2008; 
Moon et al., 2003). LFY expression is significantly reduced in ga1 mutants 
grown under SDs and the overexpression of LFY can rescue the late flowering 
phenotype of ga1 mutants (Blazquez et al., 1998). Furthermore, a cis-element 
that is different from those that are sufficient for light response has been found 
in the LFY promoter that is required for GA response (Blazquez and Weigel, 
2000). Similar to LFY, SOC1 expression is reduced in GA biosynthesis and 
signalling defective mutants under SDs. And overexpression of SOC1 rescues 
the non-flowering phenotype of ga1-3. Additionally, the soc1 mutant shows 
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reduced sensitivity to GA for flowering, suggesting the involvement of SOC1 
in the GA pathway (Moon et al., 2003). 
 
1.1.5 Thermosensory pathway: ambient temperature effects 
Temperature is an important environmental factor that affects flowering time. 
Plants have well developed to adapt to a wide range of temperatures, from 
near freezing in arctic to over 50°C in deserts. Within the tolerable range of 
temperatures, plant responses to low but non-freezing temperatures, a process 
known as vernalization, are well understood. Ambient temperature (above 
10°C) losses the influence under several genetic backgrounds when compared 
with the effects on wild-type plants, suggesting that the regulation of 
flowering by ambient temperature is mediated by a genetic pathway that is 
called the thermosensory pathway (Blazquez et al., 2003). 
The flowering of most late flowering mutants as well as wild-type plants is 
delayed at 16°C under LDs, whereas the Arabidopsis plants are insensitive to 
the lower ambient temperature when FCA or FVE losses its function 
(Blazquez et al., 2003). Even though FCA and FVE regulate FLC expression 
in response to the endogenous signals, flc null mutants are capable of 
responding to the changes in ambient temperature, suggesting that the 
thermosensory pathway is largely independent of FLC (Blazquez et al., 2003). 
Another thermosensory pathway regulator, SHORT VEGETATIVE PHASE 
(SVP), has been identified due to the insensitivity to the changes in ambient 
temperature caused by loss of SVP function (Lee et al., 2007). Consistent with 
this concept, SVP functions downstream of FCA and FVE (Lee et al., 2007). 
The expression analysis revealed that FLC expression remained unchanged in 
svp mutants under normal and ambient temperature, and vice versa, suggesting 
that SVP appears to act independently of FLC at the transcriptional level (Lee 
et al., 2007). The phenotypes of mutants of photoreceptors suggest interactions 
between temperature and photoreceptors, including that early flowering of 
phyB mutants under SDs is abolished at 16°C, phyE mutants flower earlier 
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than wild-type plants at 16°C under SDs and the late flowering of fha cry2 
double mutants under LDs is enhanced at 16°C (Blazquez et al., 2003; 
Halliday et al., 2003; Halliday and Whitelam, 2003). Additionally, it has been 
recently reported that the E3 ubiquitin ligase, HIGH EXPRESSION OF 
OSMOTICALLY RESPONSIVE GENES 1 (HOS1), controls flowering time in 
response to ambient temperature (Lee et al., 2012). HOS1 interacts with FVE 
and FLK to upregulate FT and TSF expression to promote flowering under 
normal and ambient temperatures and the ft tsf double mutants can completely 
suppress the early flowering of hos1 mutants, suggesting that FT and TSF 
function downstream of HOS1 (Lee et al., 2012). These results suggest a 
possible linkage between thermosensory pathway and E3 ubiquitinaion. 
Furthermore, a transcription factor, PHYTOCHROME INTERACTING 
FACTOR4 (PIF4), was reported to be necessary for the thermal acceleration 
of flowering under SDs through directly promote FT expression (Kumar et al., 
2012). Consistent with the findings that H2A.Z-containing nucleosomes 
represent the major node of regulation of the temperature transcriptome 
(Kumar and Wigge, 2010), H2A.Z-nucleosomes were present with a higher 
level at the PIF4-binding site in the FT promoter under lower temperature 
(Kumar et al., 2012). It had been proposed that H2A.Z wrap DNA tightly at 
lower temperature, whereas PIF4 bind to FT to promote flowering with higher 
temperature (Kumar et al., 2012). 
A dramatic decrease of FT expression was detected under lower temperature 
and overexpression of FT leads to an insensitivity to ambient temperature 
(Kardailsky et al., 1999; Kobayashi et al., 1999). Furthermore, SVP represses 
FT expression by directly binding to the FT promoter and the effects of 
ambient temperature mediated by photoreceptors are also integrated by FT 
(Halliday et al., 2003; Lee et al., 2007). These evidence suggest that the 
thermosensory pathway, in which the ambient temperature signals are 
integrated by FT rather than FLC, is different from the vernalization pathway. 
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1.2 Integration of genetic pathways regulating flowering time 
Endogenous and environmental signals perceived by multiple genetic 
pathways converge onto the floral integrators to activate the expression of 
floral meristem identity genes to initiate the formation of floral meristems on 
the flank of the inflorescence meristem (Figure.1). These floral integrators 
include FT, SOC1 and LFY, which will be introduced in the following sections. 
 
1.2.1 Floral integrator-FT 
Light quantity and quality signals are perceived by leaves, while the floral 
transition is induced in the SAM. FT, which encodes a 20 kDa small protein, is 
only expressed in the leaf vasculature. It is widely known as a florigen, which 
serves as the long sought mobile signal that travels from leaves to the SAM to 
induce flowering (Abe et al., 2005; Corbesier et al., 2007; Kotake et al., 2003). 
As mentioned before, CO, which is regulated by light, is a positive regulator 
of FT. FLC, which is a main repressor in the vernalization and autonomous 
pathways, together with SVP, directly binds to the CArG boxes in the first 
intron of FT to repress flowering (Helliwell et al., 2006; Searle et al., 2006). 
Aside from the MADS-domain transcription factors, several repressors of FT 
have been reported, including two APETALA 2 (AP2) DNA binding domain-
containing transcription factors (TEMPRANILLO 1 (TEM1) and 
TEMPRANILLO 2 (TEM2)) and five AP2-like genes (SCHLAFMÜTZE (SMZ), 
ANARCHZAPFEN (SNZ), TARGET OF EAT 1 (TOE1), TARGET OF EAT 2 
(TOE2) and TARGET OF EAT 3 (TOE3)). TEM 1 and TEM 2 are members of 
the RAV subfamily that contains two DNA-binding domains, including an 
AP2/ERF and a B3 DNA-binding domain. Neither of the single null alleles of 
TEM1 and TEM2 shows flowering defects, but simultaneous knockdown of 
both of them induces early flowering, while overexpress either of them results 
in delayed flowering (Castillejo and Pelaz, 2008). These results suggest that 
TEM1 and TEM2 function partially redundantly in flowering time control. 
Based on the evidence that 35S:FT but not 35S:CO completely suppressed the 
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late flowering phenotype of 35S:TEM1, TEMs is located downstream of CO 
and upstream of FT (Castillejo and Pelaz, 2008). Both in vivo and in vitro 
experiments showed a direct binding of TEM1 to the 5’UTR of FT which is 
just 20-bp downstream of the CAAT-box, a putative CO binding site at the FT 
locus, indicating a competition between CO and TEM for the respective 
binding sites to regulate FT expression (Castillejo and Pelaz, 2008). Among 
the AP2-like genes, only toe1 loss of function mutants have been reported to 
exhibit a mild early flowering as a single mutant, and this phenotype is 
enhanced in toe1 toe2 double mutants, suggesting the functional redundancy 
of TOE1 and TOE2 (Aukerman and Sakai, 2003; Jung et al., 2007). With the 
exception to TOE3, overexpression of any other AP2-like genes causes late 
flowering (Jung et al., 2007). Expression analysis demonstrated that the 
expression levels of TOE1, TOE2, SMZ and SNZ gradually decreased during 
the floral transition, whereas TOE3 exhibited a reversed expression pattern, 
suggesting that TOE3 may be functionally distinct from other AP2-like genes 
(Jung et al., 2007). A genome-wide analysis showed that SMZ not only 
directly binds to the FT genomic locus, but also direct regulates genes that 
function downstream of FT, such as AP1 and SOC1 (Mathieu et al., 2009). 
The closest homolog of FT, TSF, promotes flowering largely redundantly with 
FT in the companion cells (Yamaguchi et al., 2005). Once translated, the FT 
proteins, together with TSF, confer a floral stimulus from the leave companion 
cells to the SAM, where FT interacts with its independent partner FD, a bZIP 
transcription factor, to promote floral transition and to initiate floral 
development via transcriptional activation of the floral meristem identity gene, 
AP1 (Abe et al., 2005). 
 
1.2.2 Floral integrator-SOC1 
SOC1 encodes a MADS-box protein and is conserved among both 
monocotyledons and dicotyledons (Cseke et al., 2003; Ferrario et al., 2004; 
Lee et al., 2000; Lee et al., 2004; Nakamura et al., 2005). SOC1 was firstly 
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identified as a suppressor of CO overexpression and was later shown to be 
regulated by GA and vernalization/autonomous pathway through FLC. 
Expression analysis showed that SOC1 is mainly expressed in developing 
leaves and meristems with a significant increase during the floral transition (Li 
et al., 2008; Samach et al., 2000). In the photoperiod pathway, CO plays a 
central role. The late flowering of co mutants can be rescued by 
overexpression of LFY, SOC1 and FT, suggesting that these three genes are 
downstream of CO (Moon et al., 2005; Yoo et al., 2005). While ft mutants can 
completely suppress the early flowering of 35S:CO, soc1 mutants only can 
partially delay the phenotype of 35S:CO, suggesting that FT is the major 
output of CO rather than SOC1 (Wigge et al., 2005; Yoo et al., 2005). SOC1 
expression is increased by 35S:FT and decreased in ft mutants, suggesting that 
SOC1 is regulated by FT (Moon et al., 2005; Yoo et al., 2005). However, soc1 
ft double mutants show an additional late flowering than each single mutant, 
demonstrating that SOC1 acts partially independent of FT and that there are 
other regulators of SOC1 (Lee et al., 2000; Moon et al., 2005). Taken together, 
the regulation of photoperiod pathway on SOC1 is CO-FT dependent. The 
signal from the vernalization and autonomous pathways converges on a 
flowering repressor, FLC. FLC directly repress the expression of FT and 
SOC1 in leaves and repress SOC1 and FD expression in the SAM to delay 
flowering (Li et al., 2008; Searle et al., 2006). Another flowering repressor, 
SVP, interacts with FLC to form a repressor complex to directly bind to the 
promoter region of SOC1 (Li et al., 2008).  
The soc1 loss-of-function mutant displays a decreased LFY expression and 
LFY expression is increased in 35S:SOC1, indicating that SOC1 is upstream of 
LFY (Lee et al., 2000; Moon et al., 2003). LFY expression is induced in the 
SAM by SOC1 through direct binding to the CArG box within the LFY 
promoter (Lee et al., 2000; Liu et al., 2008a). It is further supported by the 
findings that FT mainly regulates AP1 and SOC1 mainly regulates LFY to 
initiate the floral transition (Abe et al., 2005; Lee et al., 2008; Ruiz-Garcia et 
al., 1997; Wigge et al., 2005). 
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AGAMOUS LIKE 24 (AGL24) is a close homologue of SVP, but it acts as a 
flowering activator that is similar to SOC1 (Michaels et al., 2003; Yu et al., 
2002). The expression of AGL24 is affected by photoperiod, vernalization and 
autonomous pathways, suggesting that AGL24 is another floral integrator (Yu 
et al., 2002). A positive feedback loop between AGL24 and SOC1 has been 
reported that AGL24 and SOC1 are able to upregulate each other’s expression 
by direct binding to the promoter of the other (Liu et al., 2008a; Michaels et al., 
2003). In addition to the mutual transcriptional regulation, SOC1 and AGL24 
also interact at the protein level to mediate the translocation of SOC1 from 
cytoplasm to nucleus, where SOC1 directly activate LFY expression through 
critical cis-elements (Lee et al., 2008). This is supported by that LFY is only 
expressed in the tissues where the expression of SOC1 and AGL24 overlap 
(Lee et al., 2008; Yu et al., 2002). Thus, the formation of the heterodimer of 
SOC1 and AGL24 is a key mechanism in activating LFY expression. 
 
1.2.3 Floral integrator-LFY 
LFY was first identified as a floral meristem identity gene, as its mutants 
showed homeotic transformations with leaf-like structures replacing the floral 
organs (Weigel et al., 1992). Consistent with its function in flower 
development, LFY is strongly expressed in the floral meristem (Blazquez et al., 
1997; Weigel et al., 1992). Besides the floral meristem, LFY expression was 
also detected in young leaf primordia (Blazquez et al., 1997), suggesting an 
additional function of LFY during vegetative development. When LFY is 
overexpressed, an early flowering phenotype is resulted, suggesting that LFY 
is a flowering time regulator (Blazquez et al., 1997; Weigel and Nilsson, 1995). 
Double mutants of ft-1 lfy-6 completely lack flowerlike structures, indicating 
that FT acts redundantly with LFY to control AP1 (Ruiz-Garcia et al., 1997). 
Another floral integrator, SOC1, is translocated to the nucleus by interacting 
with AGL24 to directly active LFY expression (Lee et al., 2008). In addition, 
GA regulates LFY expression via cis-elements within LFY promoter (Blazquez 
et al., 1998; Eriksson et al., 2006). Considering that SOC1 integrates the GA 
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pathway and it regulates LFY by direct binding to its promoter, GA regulates 
LFY expression by both SOC1-dependent and –independent manners (Lee and 
Lee, 2010). Taken together, these findings suggest that LFY is regulated by 
multiple input signals and has a dual function in the regulations of floral 
meristem identity and flowering time. 
 
1.3 SVP is a central repressor of flowering 
SVP encodes a MIKC-type MADS-box transcription factor and functions as a 
dosage-dependent repressor of flowering (Hartmann et al., 2000). Consistent 
with its function, the loss-of-function mutants of SVP exhibit a precocious 
flowering phenotype under both LDs and SDs, while overexpression of SVP 
causes late flowering phenotype (Hartmann et al., 2000; Lee et al., 2007; Li et 
al., 2008). As a repressor of the floral transition, SVP is actively transcribed in 
the young vegetative seedlings, and the transcription of SVP is still detectable 
in the early inflorescence apex as well as in the primordia of the inflorescences 
(Hartmann et al., 2000). During the floral transition, SVP responds to the GA, 
autonomous and thermosensory pathways (Lee et al., 2007; Li et al., 2008). 
The svp mutant elicits insensitivity to the ambient temperature changes (Lee et 
al., 2007). The late flowering phenotype of fca-9 and fve-3 mutants under LDs 
at different ambient temperatures are masked by the loss of SVP function and 
SVP expression is elevated in the fca and fve mutants. These findings suggest 
that the temperature-dependent-function of FCA and FVE within the 
thermosensory pathway is mediated by SVP (Lee et al., 2007). Additionally, 
SVP expression is upregulated in the autonomous pathway mutants, such as 
fve-3 (Col) and fve-1 (Ler) (Li et al., 2008). GA treatment consistently reduces 
SVP expression in wild-type plants grown under LDs, and the SVP expression 
is higher in the GA-deficient ga1-3 mutants than that in wild-type plants, 
showing that the effects of GA on flowering is partly mediated by SVP (Li et 
al., 2008). Additionally, the late flowering phenotype of lfy cca1 double 
mutants under LL is resulted from the accumulation of SVP proteins that in 
turn repress FT expression, suggesting that SVP might be involved in the 
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photoperiod pathway to regulate flowering time (Fujiwara et al., 2008). 
Furthermore, a J-domain protein J3 integrates flowering signals from the GA, 
photoperiod and vernalization pathways and upregulate SOC1 and FT through 
attenuating SVP binding to their locus (Shen et al., 2011). 
Expression analysis showed that SOC1 expression in the leaf is upregulated 
about 2- to 3-fold in svp-41 as compared with wild-type plants, while the 
upregulation of SOC1 in the aerial part without leaves, including the shoot 
apical meristem and young leaf primordia, reached 4- to 6-fold in svp-41 
mutants (Li et al., 2008). On the contrary, FT is only slightly increased in the 
leaves in developing seedling of svp-41 (Li et al., 2008). In the aerial part 
without leaves, SVP interacts with FLC to directly repress SOC1 transcription. 
But their interaction is only weakly detectable in the leaves (Li et al., 2008). 
However, SVP is highly expressed in the leaves and its protein can directly 
bind to the first intron of FT, which is the same region that FLC binds to the 
FT genomic region (Lee et al., 2007; Li et al., 2008; Searle et al., 2006). 
Additionally, SVP is regulated by the thermosensory pathway of which FT, 
rather than SOC1, is the downstream effector, suggesting an intricate 
regulation FT by SVP. Considering all these evidence, the function of SVP in 
the leaves is not well elucidated. It seems that SOC1 and FT might not be the 
only immediate targets of SVP and it is possible that SVP might regulate FT 
and SOC1 expression in the leaf though other flowering time regulators. In the 
SAM and young leaf primordia, SVP forms a repressor complex with FLC to 
direct repress SOC1 expression, indicating that there may be other cofactors 
involved in the SVP/FLC complex to regulating FT and SOC1 expression in 
the leaves. 
 
1.4 MYB domain transcription factors 
1.4.1 Features of MYB domain-containing proteins 
When the first plant transcription factor was identified, the COLORED 1 (C1) 
of maize was found to encode a MYB domain whose sequence is similar to the 
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well characterized mammalian transcription factor c-MYB (Paz-Ares et al., 
1987). Since then, the number of characterized MYB domain-containing 
proteins has increased tremendously and the function of MYB transcription 
factors has been recognized particularly important in plants. The function of 
MYB domain-containing proteins has been investigated in many plant species, 
such as Arabidopsis, maize, rice, petunia, soybean, snapdragon, grapevine, 
poplar and apple. However, there are still a large number of unknown MYB 
genes. 
A common feature of MYB domain-containing proteins is the presence of a 
functional DNA-binding domain, the MYB domain, which is highly conserved 
among animals, plants and yeasts. The MYB domain typically consists of one 
to four imperfect repeats, each of which is about 50-53 amino acids long and 
forms a helix-turn-helix (HTH) structure (Figure 2) (Jiang et al., 2004; Jin and 
Martin, 1999). Furthermore, MYB repeats typically contain regularly spaced 
tryptophan residues, which build a central tryptophan cluster in a hydrophobic 
core in each repeat and therefore stabilizing the structure of the DNA binding 
domain (Jia et al., 2004; Jin and Martin, 1999; Ogata et al., 1996). Since there 
is little similarity outside the MYB domain, the MYB proteins were classified 
into four groups based on the number of adjacent repeats in the binding 
domain: R1R2R3-MYB, R2R3-MYB, 1R-MYB and 4R-MYB (Figure 2). The 
C-terminal helix of each repeat is the DNA-binding recognition region. It has 
been suggested that the recognition helix of R3 specifically interacts with the 
core recognition sequence (Ogata et al., 1995).  
In plants, the predominant family of MYB proteins have two repeats and have 
been extensively studied to be involved in diverse physiological and 
biochemical processes, including control of primary and secondary 
metabolism, regulation of meristem formation, floral and seed development, 
control of cell cycle, stress and defence responses and light and hormone 
signalling pathways. AtMYB12/PRODUCTION OF FLAVONOL 
GLYCOSIDES 1 (PFG1), AtMYB11/ PRODUCTION OF FLAVONOL 
GLYCOSIDES 2 (PFG2) and AtMYB 111/ PRODUCTION OF FLAVONOL 
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GLYCOSIDES 3 (PFG3) show a high degree of functional similarity to control 
flavonoid biosynthesis (Stracke et al., 2007). AtMYB17 is involved in the early 
florescence development and seed germination (Zhang et al., 2009). 
AtMYB37 regulates axillary meristem formation (Muller et al., 2006). 
AtMYB30 and AtMYB60 are able to respond to brassinosteroid and ABA 
respectively (Cominelli et al., 2005; Li et al., 2009). The smallest group is the 
4R-MYB whose member contains four R1/R2-like repeats and is found in 
several plant genomes (Dubos et al., 2010). In addition, three-repeat MYBs 
have also been identified in plants together with a growing number of MYB 
proteins with a single MYB domain.   
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Figure 2. Classification of plant MYB transcription factors.  
Illustration shows different plant MYB protein subfamilies depending on the 
number of adjacent MYB repeats (R). H, helix; T, turn. 
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1.4.2 Function of single MYB domain-containing proteins in flowering 
time control in Arabidopsis 
In Arabidopsis thaliana, there are 126 members of the R2R3-MYB subfamily 
which attracts most of the research attention and only 64 members in the R1-
MYB subfamily, of which less than half have been identified (Table 1) (Du et 
al., 2009; Dubos et al., 2010). The reported single MYB domain-containing 
genes are involved in multiple biological functions including telomeric DNA 
binding, regulation of epidermal cell patterning, responses to stress, regulation 
of anthocyanin biosynthesis, flowering time control, phytohormone response 
and regulation of seed germination (Table 1). In this section, the function of 
single MYB domain-containing genes that control flowering time will be 
introduced.  
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Table 1. An overview of currently characterized single MYB domain-
containing gens in Arabidopsis thaliana. 
Gene locus Name Function Reference 
Telomeric DNA binding   
At5g13820 AtTBP1 





Binds to plant telomeric 
DNA 
(Schrumpfov
a et al., 2004) 
At5g67580 AtTBP3/AtTRB2 
Binds to plant telomeric 
DNA 
(Schrumpfov
a et al., 2004) 
At1g49950 AtTRB1 
Binds to plant telomeric 
DNA 
(Dvorackova 
et al., 2010) 
Epidermal cell pateining   
At5g53200 TRY 
Repressor of trichome and 
non-root hair development 
(Schellmann 
et al., 2002) 
At2g46410 CPC 
Repressor of trichome and 
non-root hair development 
(Wada et al., 
2002) 
At1g01380 ETC1 
Repressor of trichome 
formation 
(Kirik et al., 
2004a) 
At2g30420 ETC2 
Repressor of trichome 
formation 
(Kirik et al., 
2004b) 
At4g01060 ETC3/CPL3 
Repressor of trichome and 
non-root hair development 





Repressor of trichome 
formation 
(Wang et al., 
2007) 
At2g30424 TCL2 
Repressor of trichome 
formation 
(Gan et al., 
2011) 
At4g01060 CPL3 
Repressor of trichome and 
non-root hair development 
(Tominaga et 
al., 2008) 
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Stress tolerance   
At2g40970 MYBC1 
Negative regulator of 
freezing tolerance 
(Zhai et al., 
2010) 
At5g17300 RVE1 




Anthocyanin biosynthesis   
At2g46410 CPC 
Repressor of anthocyanin 
pigment synthesis 
(Zhu et al., 
2009) 
At1g71030 AtMYBL2 
Repressor of anthocyanin 
pigment synthesis 
(Matsui et al., 
2008) 
Flowering time regulation   
At2g46830 CCA1 
Circadian clock oscillator; 






Circadian clock oscillator; 






Regulator of circadian 
outputs and central 
oscillator; flowering time 
repressor 
(Zhang et al., 
2007) 
At1g18300 EPR1/RVE7 
A slave oscillator; 
flowering time repressor 
(Kuno et al., 
2003) 
At3g09600 RVE8/LCL5 
Regulator of circadian 





Repressor of responses to 
decreased light intensity; 
flowering time repressor 
(Zhao et al., 
2011) 
At3g04030 MYR2 
Repressor of responses to 
decreased light intensity; 
flowering time  repressor 
(Zhao et al., 
2011) 








Others   
At5g27610 AtALY1 
Homologous of 
Drosophila always early 
(aly) (essential for 
spermatogenesis) 




Drosophila always early 
(aly) (essential for 
spermatogenesis) 




Drosophila always early 
(aly) (essential for 
spermatogenesis) 






(Zhang et al., 
2007) 
At5g17300 RVE1 
Promoter of free auxin 
accumulation 
(Rawat et al., 
2009) 
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Circadian clock allows the time dependent processes of organisms to be 
activated appropriately throughout the day-night cycle. In plants, the circadian 
clock is precisely regulated by many genes, including a cluster of single MYB 
domain-containing genes. CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) and 
LATE ELONGATED HYPOCOTYL (LHY) encode highly conserved single-
MYB transcription factors and function redundantly as the central oscillator 
(Alabadi et al., 2001). Both of them are identified initially as early 
phytochrome-responsive genes in the input pathway of the circadian clock 
regulation (Schaffer et al., 1998; Wang and Tobin, 1998). The oscillation of 
TOC1, whose mRNA level peaks in the evening, is abolished in lhy and 
CCA1-OX plants that constitutively overexpress LHY and CCA1 respectively, 
suggesting that CCA1 and LHY act as negative regulators of TOC1 (Alabadi et 
al., 2001; Mizoguchi et al., 2002). Progressive deletions of TOC1 promoter 
region have identified an evening element (EE) that is important for clock 
regulation of TOC1 (Alabadi et al., 2001). CCA1 and LHY repress TOC1 
expression via binding to this EE in its promoter region (Alabadi et al., 2001). 
Furthermore, in toc1 loss-of-function mutants, CCA1 and LHY expression that 
peak at dawn are reduced and cycled with a shorter period length than that in 
wild-type plants, suggesting that TOC1 is a positive regulator of CCA1 and 
LHY (Alabadi et al., 2001). Taken together, CCA1/LHY and TOC1 form a loop 
to maintain the clock period (Farinas and Mas, 2011a). Consistent with this 
model, TOC1 peak expression coincides with the period of minimal expression 
of CCA1 and LHY (Mizoguchi et al., 2002). Interestingly, neither of the lhy 
and cca1 single or double mutant shows any flowering phenotype when grown 
under LDs, while all single and double mutants display early flowering under 
SDs. Additionally, plants overexpressing LHY and CCA1 flowered later than 
wild-type plants under both LDs and SDs. These suggest that LHY and CCA1 
repress flowering through the photoperiod pathway. By contrast with the 
effects of CCA1 and LHY on flowering time with day-night cycle, they 
accelerate flowering under continuous light (LL) indicating that LHY and 
CCA1 also promote flowering independent of the photoperiod pathway 
(Fujiwara et al., 2008). The mutant of svp can suppress the late flowering 
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phenotype of lhy cca1 double mutants under LL and SVP protein accumulates 
in lhy cca1 double mutants, suggesting that LHY and CCA1 accelerate 
flowering by reducing the abundance of SVP to release the repression on FT 
(Fujiwara et al., 2008). 
REVEILLE 8/LHY-CCA1-LIKE 5 (RVE8/LCL5) contains a single MYB 
domain that is highly similar to CCA1/LHY. Consistently with the sequence 
similarity, the mRNA of RVE8/LCL5 shows a rhythmic oscillation with a 
period at dawn that is similar as CCA1 and LHY (Farinas and Mas, 2011a; 
Mizoguchi et al., 2002). A low and arrhythmic RVE8/LCL5 expression was 
detected in the CCA1-OX plants, while RVE8/LCL5 expression in cca1 lhy 
double mutants is almost anti-phasic to that of wild-type plants, indicating that 
RVE8/LCL5 rhythmicity requires proper expression of CCA1 and LHY 
(Farinas and Mas, 2011a). A shorter period of CCA1 expression rhythmic 
oscillation was detected in the RVE8/LCL5-OX plants and analysis of rve8/lcl5 
mutants revealed a delayed phase of CCA1 expression. These observations 
suggest a loop regulation between RVE8/LCL5 and CCA1 (Farinas and Mas, 
2011a). Furthermore, overexpression of RVE8/LCL5 results in a higher 
abundance of TOC1 and loss of RVE8/LCL5 function causes decreased TOC1 
abundance. RVE8/LCL5 affects TOC1 expression by associating with the 
TOC1 promoter and modulates the pattern of histone H3 acetylation (Farinas 
and Mas, 2011a; Farinas and Mas, 2011b). These findings demonstrate that 
RVE8/LCL5 plays an antagonistic role to CCA1/LHY, although CCA1 has a 
more dominant role (Figure 3) (Farinas and Mas, 2011a). 
EARLY-PHYTOCHROME-RESPONSIVE 1/REVEILLE 7 (EPR1/RVE7) is 
another gene encodes a similar MYB domain as CCA1/LHY. EPR1 exhibits a 
circadian pattern with a broader peak than that of CCA1 and LHY (Kuno et al., 
2003). EPR1 circadian rhythmicity is disrupted in CCA1-OX plants, while 
overexpression of EPR1 does not affect the expression of TOC1, CCA1 and 
LHY, suggesting that EPR1 is not a part of the central oscillator (Kuno et al., 
2003). The rhythmicity of Lhcb, a target gene of the clock, is inhibited in the 
overexpression of EPR1 plants and abolished in the plants overexpressing 
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LHY, showing that EPR1 is a component of a slave circadian oscillator 
involved in controlling the circadian rhythms of target genes (Figure 3) (Kuno 
et al., 2003). 
CIRCADIAN 1/REVEILLE 2 (CIR1/REV2) was identified as another MYB-
related gene that involved in the circadian clock. Unlike CCA1/LHY, CIR1 
shows no significant similarity outside the MYB domain with either 
CCA1/LHY or EPR1 (Zhang et al., 2007). CIR1 expression is induced by light 
and oscillates with peaks around dawn that is slightly earlier than CCA1 and 
LHY. The rhythm of CIR1 expression is severely abolished by overexpression 
of CCA1, but constitutively expression of EPR1 has no effects on CIR1 
expression, suggesting that CIR1 is regulated by the central oscillator (Figure 
3). Overexpression of CIR1 results in a shorter period length of CCA1/LHY 
and TOC1 and reduces the expression levels of CCA1 and LHY. Similar to 
other typical circadian oscillators, CIR1 negatively regulates its own 
expression (Zhang et al., 2007). In addition to the function of CIR1 in the 
circadian clock, CIR1 represses seed germination mainly through a pathway of 
light-dependent regulation of seed germination (Zhang et al., 2007). 
Among the 64 single MYB-related genes, eight members have been published 
to be involved in the flowering time control, of which five are related to the 
circadian clock (Table 1). Additionally, three single MBY domain-containing 
genes regulate flowering time independent of the circadian clock. Two 
paralogs, MYB-RELATED PROTEIN 1 (MYR1) and MYB-RELATED 
PROTEIN 2 (MYR2), function redundantly as repressors in response to 
decreased light intensity (Zhao et al., 2011). The myr1 myr2 double mutant 
flowers earlier under low light intensities compared with wild-type plants and 
overexpression of MYR1 or MYR2 causes GA-deficient symptoms that can be 
rescued by exogenous application of GA. The expression of GA20ox2 and 
GA4 increased in myr1 myr2 double mutants and decreased in the plants 
overexpressing MYR2, suggesting that MYR1 and MYR2 function via 
negatively regulating the bioactive GA levels (Zhao et al., 2011). CPC-LIKE 
MYB 3 (CPL3), a regulator of trichome and root hair formation, is reported to 
Literature Review 
Page | 29 
 
repress flowering time through suppressing FT and SOC1 expression, of which 
the mechanism is still unknown (Tominaga et al., 2008). 
In summary, single MYB domain-containing genes play important roles in the 
regulation of the circadian clock that has essential effects on flowering time. 
Meanwhile, there are several single MYB domain-containing genes regulate 
flowering time independent of the circadian clock. Among the uncharacterized 
single MYB domain-containing genes, some may have important functions in 
regulating flowering time. Furthermore, only EE has been proved to be 
recognized by CCA1/LHY. The binding motifs of single MYB domain are 
largely unknown. And there is no evidence on the interacting patterns of single 
MYB domain-containing proteins, although the binding preference and 
affinity of MYB proteins is likely to be affected by the interacting proteins of 
them (Jin and Martin, 1999).  
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Figure 3. A model showing the position of single MYB domain-containing 
genes in the circadian clock in Arabidopsis thaliana. 
Light induces CCA1, LHY, RVE8, CIR1 and EPR1 expression at dawn. The 
elevated CCA1/LHY expression leads to direct repression of TOC1. During the 
day, TOC1 repression is relieved resulting in the activation of CCA1/LHY at 
dawn. RVE8 functions antagonistically to CCA1/LHY to activate TOC1 
expression and repress CCA1/LHY expression. CIR1 is a repressor of 
CCA1/LHY that can activate CIR1. EPR1 is a slave oscillator. TOC1, CCA1 
and LHY form the central oscillator (red arrows), while the other single MYB 
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 1.5 Jumonji family in Arabidopsis thaliana 
1.5.1 JmjC proteins play important roles in developmental processes 
In eukaryotes, nuclear DNA is packaged with histones to form nucleosomes 
that are called chromatin, the basic structure of the nucleus. The N-terminal 
tails of histones are often subjected to various posttranslational modifications, 
including methylation, acetylation, phosphorylation, ubiquitination, 
SUMOylation, citrullination, and ADP-ribosylation. Among these 
modifications, histone methylation is one of the most important epigenetic 
markers in regulating diverse biological processes. This modification exists on 
specific residues such as lysine and arginine of histone H3 or H4. Histone 
lysine residues can be mono-, di- or trimethylated by lysine histone 
methyltransferase and arginine residues can be monomethylated and 
dimethylated asymmetrically or symmetrically by arginine methyltransferases 
(Zhang and Reinberg, 2001). 
Histone methylation is considered irreversible until the first demethylase, 
LYSINE SPECIFIC DEMETHYLASE 1 (LSD1) was discovered to remove 
mono- and dimethyl groups from H3K4 (Shi et al., 2004). Subsequent to this 
discovery, a large family of Jumonji C (JmjC) domain-containing proteins was 
characterized as demethylase (Tsukada et al., 2006; Yamane et al., 2006). 
Biochemical analysis revealed that JmjC domain-containing proteins can 
directly remove the methyl group by oxidative demethylation reaction with the 
cofactors including Fe(II) and α-ketoglutarate (αKG). In Arabidopsis thaliana, 
21 proteins have been identified to contain the JmjC domain according to 
bioinformatics analysis. They are classified into five subgroups based on their 
secondary structures, including KDM5/JARID1 subfamily, KDM4/JHDM3 
subfamily, KDM3/JHDM2 subfamily, JMJD6 subfamily and JmjC domain 
only subfamily (Table 2) (Lu et al., 2008). Among the Arabidopsis JmjC 
domain-containing genes, nine of them have been functionally characterized. 
There are five genes involved in H3K4 demethylation and three of them are 
capable to catalyze H3K9 demethylation. AtJMJ20 and AtJMJ22 function 
redundantly in histone arginine demethylation and only REF6/AtJMJ12 has 
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been reported to have the H3K27me3/2 demethylase activity (Table 2). 
However, there is no report of any JmjC proteins that has the H3K36 
demethylase activity. JMJ30 is the ortholog of human KDM8, which is 
reported to specific catalyze H3K36me2 demethylation to regulate cell 
proliferation, indicating that JMJ30 might be a putative H3K36 demethylase 
(Hsia et al., 2010; Ishimura et al., 2012).  
Flowering time is regulated by a diversity of epigenetic modifications. Among 
the Arabidopsis JmjC proteins, AtJMJ14, ELF6/AtJMJ11 and JMJ30 are 
flowering repressors, whereas AtJMJ18, MEE27/AtJMJ15 and REF6/AtJMJ12 
are promoters of flowering time. Although FLC serves as a model of studying 
the chromatin regulation of flowering time, only AtJMJ18 and 
MEE27/AtJMJ15 were found to regulate flowering through regulating the 
H3K4 methylation levels in FLC chromatin (Yang et al., 2012a; Yang et al., 
2012b). The other flowering time regulators in the JmjC protein family are 
reported to control flowering via modulating FT or SOC1 expression (Table 2). 
Furthermore, AtJMJ18 is specifically expressed in the vasculature of the 
leaves where it represses FLC expression and thereby promotes FT expression 
in companion cells (Yang et al., 2012a). This study indicates new roles of 
JmjC proteins in specific spatial regulation of FT expression.  
  
Literature Review 
Page | 33 
 
Table 2. An overview of the JmjC domain-containing genes in Arabidopsis 
thaliana. 
Gene locus Name Function Reference 
KDM5/JARID1 subfamily   
At2g38950 AtJMJ19 unknown  
At1g08620 AtJMJ16 unknown  
At4g20400 AtJMJ14 
H3K4 demethylase; repress 
flowering via FT/TSF 
(Jeong et 
al., 2009; 
Lu et al., 
2010a; 




promote flowering via 
direct association with FLC 




promote flowering via FLC 
(Yang et al., 
2012b) 
At1g63490 AtJMJ17 unknown  
KDM4/JHDM3 subfamily   
At5g46910 AtJMJ13 unknown  
At3g48430 AtJMJ12/REF6 
H3K9 and H3K27me3/2 
demethylase; BR response; 
promote flowering via FT 
and SOC1 
(Lu et al., 
2011a; Yu 
et al., 2008) 
At5g04240 AtJMJ11/ELF6 
H3K9 and H3K4 
demethylase; BR response; 
repress flowering via FT 
(Jeong et 
al., 2009; 
Yu et al., 
2008) 
KDM3/JHDM2 subfamily   
At1g09060 AtJMJ24 unknown  
At4g21430 AtJMJ28 unknown  
At1g62310 AtJMJ29 unknown  
At1g11950 AtJMJ26 unknown  
Literature Review 




suppressor of DNA 
methylation; involved in 
RNA-directed DNA 
methylation 




At4g00990 AtJMJ27 unknown  
JMJD6 subfamily   
At5g06550 AtJMJ22 
HeR3me2s demethylase; 
positive regulator of seed 
germination by light-
induced HR demethylation 
(Cho et al., 
2012) 
At1g78280 AtJMJ21 unknown  
JmjC-domain only subfamily   
At5g63080 AtJMJ20 
HeR3me2s demethylase; 
positive regulator of seed 
germination by light-
induced HR demethylation 
(Cho et al., 
2012) 
At3g20810 AtJMJ30 
Repressor of flowering; 
regulate period length of 
circadian clock 
(Jones et al., 
2010; Lu et 
al., 2011b) 
At5g19840 AtJMJ31 unknown  
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1.5.2 JMJ30 is involved in the circadian clock 
JMJ30 belongs to the JmjC domain only subfamily that contains four members, 
including AtJMJ20, AtJMJ30, AtJMJ31 and AtJMJ32 (Table 2). Analysis of 
both the leaf movement and the activity of luciferase (LUC) (De Lucia et al.) 
(De Lucia et al.) (De Lucia et al.) (De Lucia et al.) (De Lucia et al.) (De Lucia 
et al.) (De Lucia et al.) (De Lucia et al.) (De Lucia et al.) driven by a circadian 
promoter revealed that jmj30 mutants have shorter periods than the oscillations 
in wild-type plants (Jones et al., 2010; Lu et al., 2011b). The toc1-2 mutant 
also displays a shorter period and this phenotype is enhanced by jmj30 mutants, 
suggesting that TOC1 and JMJ30 have synergistic genetic interactions (Jones 
et al., 2010). Genes involved in the circadian clock, including TOC1, CCA1, 
LHY and GI, demonstrate shorter expression period in both jmj30 mutants and 
JMJ30 overexpression plants compared with wild-type plants, but the 
amplitude of these genes expression remain unchanged, suggesting that JMJ30 
only regulates period length (Lu et al., 2011b). However, the mechanism of 
this phenomenon is not clarified. The expression of JMJ30 is not affected by 
loss of CCA1 function, but the period of JMJ30 expression is shortened four 
hours earlier in the lhy-20 mutants as compared with wild-type plants, 
indicating that CCA1 and LHY do not regulate JMJ30 redundantly, although 
LHY has a greater effect. In cca1-1 lhy-20 double mutants, JMJ30 transcript 
levels rise earlier than that in wild-type plants and a direct binding of 
CCA1/LHY to the EE-containing region of JMJ30 promoter had been detected, 
suggesting that CCA1 and LHY directly repress JMJ30 expression (Lu et al., 
2011b). 
Plants ectopically expressing JMJ30 display a slightly late flowering 
phenotype, while loss of JMJ30 function has no implication on flowering time, 
suggesting that JMJ30 is a flowering repressor (Lu et al., 2011b). In JMJ30 
overexpression plants, FT and SOC1 expression is strongly reduced, but the 
expression of upstream genes, such as FLC and CO, remains unchanged. This 
demonstrates that the delayed flowering time is mainly attributed by the 
downregulated FT and SOC1 expression in JMJ30 overexpression plants. 
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However, the underlying mechanism of JMJ30 in regulating flowering time is 
still unknown. Since JMJ30 is the ortholog of human KDM8, which is a 
H3K36me2 specific demethylase, JMJ30 may be involved in the regulation of 
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1.6 Objectives of this study 
In the regulatory network of flowering time, the endogenous and exogenous 
signals are converged by two central integrators, SOC1 and FT, to promote 
floral transition in the SAM. SOC1 is ubiquitously expressed in both leaves 
and shoot apex (Borner et al., 2000; Lee et al., 2000; Samach and Coupland, 
2000). The other floral integrator, FT, is specifically expressed in the vascular 
tissues of the leaves (Kotake et al., 2003). Interestingly, FT proteins can be 
transported from the leaves to the shoot apex, where it activates the expression 
of floral meristem identity genes (Abe et al., 2005; Corbesier et al., 2007). 
Furthermore, SOC1 expression is regulated by FT (Moon et al., 2005; Yoo et 
al., 2005). However, little is known about the spatial regulation of SOC1 and 
FT.  
SVP is a potent flowering repressor that perceives the signals from the 
autonomous, GA and thermosensory pathways. SVP prevents early flowering 
by directly repressing SOC1 expression in the leaves and shoot apex and FT 
expression in the leaves (Lee et al., 2007; Li et al., 2008). However, the 
function of SVP/FLC repressor complex is mainly addressed in the shoot apex, 
indicating the possibility of the existence of other unknown factors involved in 
the regulation of SOC1 and FT by SVP.  
MYB transcription factors are a large family and play important roles in a 
wide range of biological processes. The poorly studied single MYB domain-
containing genes have potent functions in flowering time control. Further 
functional characterization on the single MYB domain-containing proteins 
may shed imported light on the flowering time control. 
In order to further elucidate the SVP function in Arabidopsis reproductive 
development, we have previously carried out ChIP-chip analysis to identify its 
downstream genes, of which a MYB transcription factor (At2g03500) was 
identified and selected for further investigation. As its knockout mutant 
showed an early flowering phenotype, this selected gene was thus designated 
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as EARLY FLOWERING MYB PROTEIN (EFM). The objectives of this 
project include: 
1. Clarification of the genetic framework of SVP. 
2. Further elucidation of the molecular mechanism of SVP in flowering time 
control. 
3. Identification of the function of EFM in the genetic framework of flowering 
time control. 
4. Investigation of the molecular mechanism of EFM in regulation of 
flowering time. 
5. Understanding of spatial regulation of SOC1 and FT. 
To achieve the objectives, a series of genetic, molecular, biochemical and 
bioinformatics approaches, such as gene expression level analysis, ChIP 
analysis and yeast two hybrid, etc., would be used. 
Our study aims to deepen the understanding on MYB family and regulation of 
floral integrators. We first determine the relationship between MYB proteins 
and epigenetic regulations. The characterization of this vascular tissue 
specifically expressed single MYB gene will shed light on the spatial 
regulation of flowering time. However, due to the limitation of techniques, we 
failed to detect the protein expression in the vascular and mesophyll tissues 
respectively. Additionally, protein analysis carried out for investigation on the 
spatial characterization of this single MYB domain protein was not successful, 
and subsequently hinder further investigation on the molecular mechanism of 
EFM. 
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CHAPTER 2 
Materials and Methods 
 
2.1 Plant Materials and growth conditions 
Arabidopsis and tobacco plants were grown in long days (LDs) (16 h light/8 h 
dark) or short days (SDs) (8 h light/16 h dark) at 23±2°C unless stated 
otherwise. Plants were sowed on soil directly and kept at 4°C for 4 days’ 
stratification, after which they were transferred into the standard growth room. 
Arabidopsis ecotype Columbia (Matias-Hernandez et al.), Nossen and 
Landsberg erecta (Ler) were used in this study. The mutants of co-1, gi-1, ft-
10, fve-3, soc1-2, agl24-1, svp-41, ap1-11, lfy-2 and efm-1 (Nossen 11-2065-1 
introgressed into Col) are in the Col background, while co-2, ft-1, fve-1, fca-1, 
fpa-1 and ga1-3 are in the Ler background. The 11-2065-1 seed was obtained 
from the Nottingham Arabidopsis Stock Centre (Chen et al.). 
 
2.2 Plasmid construction 
2.2.1 Amplification of DNA fragments 
Polymerase Chain Reaction (PCR) amplification was performed by mixing of 
DNA template (cDNA or genomic DNA) with 5X Phusion HF buffer, 0.2 
mM dNTP mix, 0.5 uM of each of the forward and reverse primers, 0.02 U/ul 
Phusion Hot Start II High-Fidelity DNA Polymerase (Thermo Scientific) and 
sterile water. The reaction mixture was incubated in the PCR machine using 
the following program: denaturation at 98°C for 2 min, 40 cycles of 
denaturation at 98°C for 20 sec, annealing at 58-65°C depending on the 
primers for 20 sec, and extension at 72°C for 30 sec-5 min depending on the 
length of the product, and a final extension at 72°C for 5 min. The PCR 
products were separated on a 1.2% (w/v) TAE agarose gel electrophoresis and 
visualized by Atlas ClearSight DNA stain. 
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The PCR products were purified by gel extraction using FavorPrep
TM
 
Gel/PCR Purification mini kit (Favorgen). The purified DNA fragments were 
digested with appropriate restriction enzymes and purified with Gel/PCR 
Purification mini kit. Next, the DNA fragments were ligated to the vector cut 
by the same restriction enzymes. The ligation mixture was incubated at room 
temperature for 1 h or at 16°C overnight. Subsequently, the recombinant 
vector was transformed into competent cells of Escherichia coli (E.coli) XL1-
blue strain. 
 
2.2.2 Heat shock transformation of E.coli competent cells 
2.2.2.1 Preparation of E.coli heat shock competent cells 
This protocol for preparation of E.coli competent cells was based on a 
previously described method (Inoue et al., 1990). The stock cells of E.coli 
was streaked onto a LB plate, and incubated at 37°C overnight. On the next 
day, a single colony was grown in 3 ml SOB medium (2% (w/v) Tryptone, 
0.5% (w/v) yeast extract, 10 mM NaCl, 2.5 mM KCl, 10 mM MgCl2 and 10 
mM MgSO4, pH 7.0), and incubated at 37°C overnight with vigorous shaking. 
After pre-culture, the 3 ml culture was transferred into 200 ml fresh SOB 
medium in a flask, which was subsequently incubated at 20°C with vigorous 
shaking until OD600 reached 0.4-0.6. The 200 ml culture was then transferred 
into 50 ml Faclon tubes and kept on ice for 10 min. The E.coli cells were 
pelleted at 4,000rpm for 10 min at 4°C and gently resuspended in 40 ml ice-
cold freshly prepared Tris-Borate (Schmolzer et al.) buffer (10 mM Pipes, 55 
mMnCl2, 15 mM CaCl2 and 250 mM KCl, pH6.7). After 10 min incubation 
on ice, the bacterial was centrifuged as previously mentioned and 
resuspended again in 8 ml ice-cold TB buffer with additional 7% (v/v) 
dimethyl sulfoxide (DMSO). The bacterial suspension was placed on ice for 
another 10min and prepared in aliquots of 100 µl in 1.5 ml Eppendorf tubes 
with immediately frozen in liquid nitrogen and stored at -80°C. 
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2.2.2.2 Heat shock transformation 
The frozen stock of E.coli competent cell was thawed on ice and mixed gently 
with the plasmid or ligation mixture. After 20 min incubation on ice, the cells 
were placed in a 42°C water bath for 1.5 min and added with 1 ml LB before 
2min incubation on ice. After 1 h shaking at 37°C, the culture was centrifuged 
at 3,000rpm for 3 min and the pellet was spread on LB agar plate 
supplemented with appropriate antibiotics. The LB plate was incubated at 
37°C overnight for colony PCR as described in the next section. 
 
2.2.3 Colony PCR for verification of constructs 
Single colonies were selected from the plate and each of them was 
resuspended in 5 µl sterile water respectively. 1 µl cell suspension was used 
for PCR analysis using the specific pair of primers, including the inserted 
DNA fragment specific primer and the vector specific primer. The PCR 
products were analyzed by agarose gel electrophoresis. The colonies which 
produced fragments with expected size were inoculated in 3 ml LB medium 
supplemented with appropriate antibiotics and grown at 37°C overnight. 
 
2.2.4 Plasmid extraction 
The plasmid DNA was extracted using FavorPrep
TM
 Plasmid Extraction mini 
kit (Favorgen). The 3 ml culture was transferred into a 1.5 ml Eppendorf tube 
and centrifuged at full speed for 2 min. The harvested cells were resuspended 
with 200 µl FAPD1 buffer and lysed by adding 200 µl FAPD2 buffer with 
gentle invertion to well mix. The mixture was then added 300 µl FAPD3 
buffer and gently inverted. After centrifugation at full speed for 5 min, the 
clear lysate was transferred into a FAPD column. The column was then 
centrifuged at full speed for 30 sed and washed with 400 µl W1 buffer and 
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750 µl wash buffer. The FAPD column was further centrifuged at full speed 
for 3 min and the plasmid DNA was eluted by 30-50 µl sterile water. 
 
2.2.5 DNA sequence analysis 
DNA sequences were determined by BigDye
®
 Terminator v3.1 Cycle 
Sequencing Kit (Applied Biosystems). About 100-300 ng plasmid or 10-20 
ng DNA fragment was mixed with 4 µl Big Dye, 2pmol primer and sterile 
water. Sequencing PCR was performed of 25 cycles of denature at 96°C for 
10 sed, annealing at 52°C for 5 sec and extension at 60°C for 2 min. The 
DNA sequencing was performed with ABI PRISM
TM
 377 DNA sequencer 
(Applied Biosystems, USA). The sequence identity was analyzed by BLAST 




2.3.1 Extraction of genomic DNA 
Plant tissues were grounded using a micropestle with 200 µl DNA extraction 
buffer (0.2 M Tris-HCl pH9.5, 0.4 LiCl, 25 mM EDTA and 1% (w/v) SDS) in 
a 1.5 ml Eppendorf tube. The homogenized tissues were centrifuged at full 
speed for 5 min, and the clear supernatant was transferred into a new 
Eppendorf tube. Then equal volume of isopropanol was added to the 
supernatant and mixed by vortex and the tube was centrifuged at full speed 
for 10 min. After centrifugation, the pellet was washed with 400 µl 70% (v/v) 
ethanol and centrifuged for another 5 min. The DNA pellet was dried and 
dissolved in 50 µl sterile water. 
 
Materials and Methods 
Page | 44 
 
2.3.2 Genotyping PCR 
The genotyping PCR was performed with specific primers and genomic DNA. 
The PCR products were analyzed by agarose gel electrophoresis or restriction 
enzyme digestion. The genotyping primers used in this study were listed in  
Table 3. 
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Table 3. List of genotyping primers. 


































*The mutant of svp-41 contains a point mutation. The PCR fragment is 
sequenced after amplification. 
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2.4 Generation of transgenic plants 
2.4.1 Preparation of Agrobacterium cells for electroporation  
The stock of Agrobacterium strain GV3101 was streaked onto a LB plate 
supplemented with 20 mg/l gentamicin, 50 mg/l tetracycline and 50 mg/l 
rifampicin and incubated at 28°C overnight. A single colony was inoculated 
into 3 ml LB liquid medium containing the antibiotics mentioned above and 
incubated at 28°C overnight with vigorous shaking. On the following day, the 
3 ml culture was grown in 100 ml fresh LB medium containing the antibiotics 
with shaking at 28°C until the OD600 reached 0.6. The culture was then 
transformed into 50 ml Faclon tube and incubated on ice for 20 min and 
centrifuged at 1,200Xg for 10 min. The pellet was gently resuspended in 8 ml 
ice-cold sterile water and placed on ice for 10 min. After centrifugation as 
mentioned before, the pellet was resuspended again in 8 ml ice-cold sterile 
water and incubated on ice for another 10 min. Finally, the suspended cells 
were prepared in aliquots of 100 µl in 1.5 ml Eppendorf tubes with 
immediately frozen in liquid nitrogen and stored at -80°C. 
 
2.4.2 Transformation of constructs into Agrobacterium tumefaciens 
The mixture of 100-200 ng plasmids DNA and the Agrobacterium competent 
cells was incubated on ice for 30 min and transferred into a pre-chilled 1 mm 
Gene Pulser cuvette (Bio-Rad, USA). After electroporation with BioRad 
MicroPulser
TM
 (Bio-Rad, USA), the cuvette was placed on ice for another 2 
min and the competent cells were transferred with 1 ml LB medium into an 
Eppendorf tube, which subsequently were incubated at 28°C for 4 h with 
gentle shaking. After incubation, the cells were harvested by centrifugation at 
3,000 rpm for 10 min and spread onto a LB agar plate supplemented with 20 
mg/l gentamicin, 50 mg/l tetracycline, 50 mg/l rifampicin and appropriate 
antibiotics depending on the plasmids transformed. The plate was incubated 
at 28°C for 2-3 days. Colonies were verified by colony PCR as described in 
section 2.2.3. The colony harbouring the desired construct was inoculated into 
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LB medium supplemented with the antibiotics mentioned above and shaking 
at 28°C overnight. 500 µl cultures were mixed with equal volume of 87% 
glycerol and stored at -80°C. 
 
2.4.3 Floral dip 
The Agrobacterium stock was inoculated into 50 ml LB medium with 
antibiotics as the previous culture medium and grown at 28°C with vigorous 
shaking until OD600 reached 0.8-1.0. The cells were harvested by 
centrifugation at 4,000 rpm for 15 min and resuspended in 50 ml of 5% (w/v) 
sucrose with 0.015% (v/v) Silwet L-77. 
The constructs were transformed into Arabidopsis plants by the method of 
Agrobacterium-mediated floral dip transformation (Clough and Bent, 1998). 
The flower buds of desired plants that were ready for transformation were 
dipped into the bacteria suspension for 0.5-1 min. The inoculated plants were 
then covered to retain humidity and kept in darkness for 16-48 h to improve 
transformation efficiency. The treated plants were grown under normal 
growth conditions and the seeds were collected. 
 
2.4.4 Plant selection 
Plants transformed with pGreen vectors and Gateway System vectors were 
selected with 300 mg/l Basta
®
 (Finale, AgrEvo, USA), which is directly 
sprayed over the 5 day old seedlings twice a week. 
 
2.4.5 Genotyping 
Genotyping was performed on survived T1 plants to confirm the successful 
integration of construct into the plant genome as described in section 2.3. A 
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pair of primers with one specific to the vector and one specific to the insertion 
DNA was used for the PCR reactions. 
 
2.5 Expression analysis 
2.5.1 Extraction of plant total RNA 
Plant total RNA was isolated with FavorPrep
TM
 Plant Total RNA Purification 
mini kit (Favorgen). All the Eppendorf tubes, pipette tips and micropestles 
were autoclaved at 121°C for 1 h before use. Plant tissues were collected and 
frozen immediately in liquid nitrogen, then stored at -80°C. The plant tissues 
were homogenized thoroughly in liquid nitrogen with a micropestle and 450 
µl FARB buffer (1%(v/v) β-mercaptoethanol was added freshly) was added. 
The tissue lysate was vortexed vigorously and transferred into a Filter column. 
After centrifugation at full speed for 2 min, the clear lysate was transferred 
from the collection tube to a new 1.5 ml Eppendorf tube, in which the RNA 
was precipitated by mixing thoroughly with 0.5 volume of 100% ethanol by 
pipetting. Then the RNA was transferred into a FARB column and 
centrifuged at full speed for 1 min. The column was washed with 250 µl wash 
buffer 1 and RNase-free Dnase (Invetrogen, USA) was added into the column 
with 30 min incubation at room temperature to digest the DNA. After DNA 
digestion, the column was washed once with wash buffer 1 and twice with 
wash buffer 2. The column was dried by spin at full speed for 3 min and the 
RNA was eluted with 30-50 µl RNase-free water. The concentration and 
quantity of the isolated RNA was determined by a NanoDrop 
spectrophotometer (Thermoscientific, USA).  
 
2.5.2 Reverse transcription 
The isolated RNA was directly reverse-transcribed into cDNA with M-MLV 
Reverse Transcriptase (Promega, USA). 300-500 ng RNA was mixed with 
2.5 µM Oligo (dT) and top up to 8.5 µl with RNase-free water. The mixture 
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was denatured at 70°C for 5 min and chilled on ice, followed by adding 0.5 
mM dNTP mix, 2.5µl 5X buffer, 12.5 U Recombinant RNasin
®
 Ribonuclease 
Inhibitor (40 U/µl) and 100 U M-MLV RT (200 U/µl). The reaction was 
incubated in a thermo cycle at 37°C for 1 h and 70°C for 10 min. The cDNA 
products were diluted 5 fold with sterile water and stored at -20°C.  
 
2.5.3 Semi-quantitative RT-PCR 
The cDNA and gene specific primers were used for the PCR amplification. 
Usually the ideal length of the products of semi-quantitative RT-PCR is about 
500 bp. TUBULIN 2 (TUB2) was amplified as an internal control for 
normalization. The PCR products were visualized by agarose gel 
electrophoresis. Primers used in the semi-quantitative RT-PCR were listed in 
Table 4. 
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Table 4. List of semi-quantitative RT-PCR primers. 
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2.5.4 Real-time PCR 
The Real-time PCR was performed in triplicates on 7900HT Fast Real-Time 
PCR system (Applied Biosystems) with SYBR Green PCR Master Mix 
(Thermo Scientific). Triplicate reactions comprising 2X SYBR Green PCR 
Master Mix, cDNA, gene specific primers and nuclearase-free water were 
added into the wells of the 384-well clear reaction plates (Applied Biosystem). 
The specificity of each pair of gene specific primers were determined by the 
dissociation curve.TUB2 was used as an internal control. The relative 
expression level of the target gene was calculated with the difference between 
the cycle threshold (Ct) of the target gene and TUB2 (∆Ct=Cttarget gene-CtTUB2) 
and corresponded to 2
-∆Ct
. Real-time primers used to detect gene expression 
level are listed in Table 5. 
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Table 5. List of quantitative real-time PCR primers. 
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2.5.5 GUS staining 
GUS staining of the GUS reporter transgenic lines referred to the methods 
described before (Sieburth and Meyerowitz, 1997). Plant tissues were fixed in 
90% (v/v) pre-cold acetone for 20 min on ice and rinsed three times with rinse 
solution (50 mM sodium phosphate pH 7.0, 1mM potassium ferricyanide and 
1 mM potassium ferrocyanide). Then the tissues were stained until blue 
signals were visualized with staining buffer (rinse solution supplemented with 
2.0 mM X-Gluc). The stained tissues were washed with ethanol series to 
remove chlorophyll and kept in 100% ethanol. Finally, the stained tissues 
were immersed in clearing solution (7.5 g gum Arabic, 100 g chloral hydrate, 
5 ml glycerol and 30 ml water) and observed under light microscope. 
 
2.5.6 Non-radioactive in situ hybridization 
The experiments of non-radioactive in situ hybridization referred to the 
method described previously (Yu et al., 2002).  
 
2.5.6.1 Synthesis of RNA probe 
For design of in situ probes, a highly specific DNA region of 300 bp-1.5 kb 
was selected from the cDNA sequence of the target gene. The highly specific 
DNA fragment was cloned to the pGEM-T easy vector, which contains T7 
and SP6 promoters on each side of the multiple cloning sites. The plasmid 
was linearized with restriction enzyme which will not leave 3’ overhang and 
purified with Gel/PCR fragment purification mini kit as described in section 
2.2.1. For synthesis of RNA probes, a reaction mixing of 1 µg linearized 
plasmid, 5X transcription buffer, 10X DIG labelling Mix (Roche, Germany), 
0.5 µl RNase inhibitor (Promega, USA), and 1 µl T7 or SP6 RNA polymerase 
topped up to 10 µl using RNase-free water was incubated at 37°C for 2 h. 
After incubation, 1 µl RNase-free DNase (Roch, Germany) was added to the 
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reaction for 30 min incubation at 37°C. 1 µl of the synthesized probes was 
analyzed by agarose gel electrophoresis for verification. The probes used for 
in situ hybridization were hydrolysed into 75-100 bp long fragments by 
carbonate hydrolysis. The probe synthesis reaction was topped up to 50 µl 
with RNase-free water mixed with 50 µl 2X carbonate buffer (80 mM 
NaHCO3, 120 mM Na2CO3) and incubated at 60°C. The time for the 
incubation was calculated using the formula as follows: Incubation time (min) 
= (Initial length of probe (kb)-0.15) / (0.11× Initial length of probe (kb) × 
0.15). After carbonate hydrolysis, the probes were neutralized with 10 µl 10% 
(v/v) acetic acid and precipitated with 1/10 volume of 3 M NaAc (pH 5.2), 
2.5 volumes of ethanol and 2µl of 10 mg/ml tRNA at -20°C overnight. On the 
following day, the RNA probes were pelleted by centrifugation at full speed 
for 20 min at 4°C. After washing with 70% (v/v) ethanol, the RNA probes 
were resuspended in 40 µl of 50% (v/v) formamide and stored at -80°C. 
 
2.5.6.2 Plant samples fixation and embedding 
The fixative solution for fixation of plant materials was prepared as follows: 
the pH value of required amount of 1X PBS was first adjusted to 11 with 
NaOH and heated to 60°C, then 4% (w/v) paraformadehyde was dissolved in 
pre-heated PBS, after cooling to room temperature, the pH value was adjusted 
to 7 with H2SO4 and the fixative solution was kept on ice. Plant materials 
were collected and immersed immediately in the ice-cold fixative solution 
and vacuum was applied for about 30 min until the plant materials started to 
sink. After vacuum, the fixative solution was replaced and the plant materials 
were incubated overnight at 4°C on a rotator. 
After overnight fixation, the following dehydrating washed were performed at 
4°C on a rotator: 1X PBS buffer for 30 min twice, 30% ethanol for 60 min, 40% 
ethanol for 60 min, 50% ethanol for 60 min, 60% ethanol for 60 min, 70% 
ethanol for 60 min, 85% ethanol for 60 min and 95% ethanol with eosin for 
staining overnight. On the following day, the further staining and clearing 
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were performed at room temperature on a rotator as follows: 100% ethanol 
with eosin for 30 min twice and 60 min twice, 25% histoclear in ethanol for 
60 min, 50% histoclear in ethanol for 60 min, 75% histoclear in ethanol for 60 
min, and 100% histoclear for 60 min twice. Then 100% histoclear with ¼ 
volume paraplast chips replaced the histoclear and the mixture was kept at 
room temperature overnight without shaking.  
After incubation with paraplast chips, the plant materials were placed at 42°C 
until chips melted completely and another ¼ volume of paraplast chips was 
added. When the paraplast chips completely melted, the plant materials were 
moved to 55°C for several hours, at which temperature the plant materials 
were incubated with freshly melted wax for 3 days with changes twice a day. 
After wax changes, the plant materials were separated from each other in the 




The sections used for in situ hybridization were 8 µm thick. Leica RM2165 
microtome was used to section the plant materials. The slides used were 
ProbeOn Plus glass slides (Fisher Biotechnology). The continuously 
sectioned plant materials formed a ribbon of tissue, several of which were 
arranged on the ProbeOn Plus glass slides and floated on top of nuclearase-
free water. The slid was then place on a pre-warmed to 42°C slide incubator. 
Several minutes later, when the ribbons were flattened out on the slide, excess 
water was drained off with a Kimwipe and the slides were incubated on the 
42°C slide incubator overnight to allow the tissues adhere to the slide. 
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2.5.6.4 Pretreatment of in situ sections 
All of the glassware, solutions and pipette tips used in this section were 
autoclaved at 121°C for 1h and dried in the oven before use. The plastic 
container used for hybridization was treated with 0.1 M NaOH overnight and 
rinsed with sterile water before use. 
The slides were placed in a glass slide holder. All steps were performed on a 
platform rocker. Firstly, the sections were deparaffinised twice with histoclear 
for 10 min each time. Then the sections were dehydrated with ethanol series 
as 100% ethanol twice, 95%, 90%, 80%, 60%, 30% ethanol once for 2 min 
each time. After dehydration, the sections were washed with autoclaved water 
for 2 min, 2X SSC (0.3 M NaCl, 30 mM sodium citrate, pH 7.0) for 20 min 
followed by proteinase K solution ( 1 µg/ml proteinase K in pre-warmed 100 
mM Tris pH 8.0 and 50 mM EDTA) incubation at 37°C for 30 min. The 
degradation of proteins was stopped by washing with 2 mg/ml glycine in PBS 
for 2 min and with PBS twice for 2 min of each. The sections were 
subsequently incubated in freshly prepared 4% (w/v) paraformaldehyde in 
PBS for 10 min and washed with PBS twice for 5 min of each. Next, the 
sections were incubated with 0.1 M triethanolamine and acetic anhydride for 
10 min and washed two times with PBS for 5 min of each. The 
triethanolamine and acetic anhydride was freshly prepared by adding 2.68 ml 
Triethanolamine into 200 ml water, then adjusting pH to 8.0 with 0.8 ml HCl, 
and mixing vigorously with 1 ml acetic anhydride. Finally, the sections were 
dehydrated with ethanol series as 30%, 60%, 80%, 90%, 95% ethanol for 30 




For hybridization, the hybe solution for 3 pairs of slides was prepared by 
mixing 100 µl 10X in situ salts (3 M NaCl, 100 mM Tris pH 8.0, 100 mM 
Materials and Methods 
Page | 57 
 
Sodium phosphate pH 6.8, 50 mM EDTA), 400 µl deionized formamide, 200 
µl 50% dextran sulphate, 20 µl 50X Denhardts solution (prewarm to 50°C), 10 
µl tRNA (10 mg/ml) and 70 µl RNase-free water. For each pair of slides, 1-2 
µl probe was topped up to 60 µl with 50% formamide and heated to 80°C for 2 
min, kept on ice for use. The slides were completely dried on clean paper 
towels before hybridization. For hybridization, 240 µl hybe solution and 60 µl 
probe solution were mixed and applied to one slide, then the other slide was 
slowly placed on the top of the previous one until they sandwiched together 
without any bubbles. Sandwiched pairs of slides ere elevated above a rack in a 
sealed plastic container with sterile water and incubated at 50-55°C overnight. 
 
2.5.6.6 Post hybridization 
After hybridization overnight, the pairs of slides were dipped into prewarmed 
0.2X SSC to separate and rinse the slides and placed in the glass slide holder. 
The slides were washed with 0.2X SSC three times for 60 min each at 55°C 
with gentile agitation and with PBS for 5 min at room temperature. 
Subsequently, the slides were blocked for 45 min at room temperature with 
gentle shaking by 1% Boehringer block buffer (1%(w/v) Boehringer block, 
100 mM Tris pH 7.5, 150 mM NaCl). After blocking, the slides were 
incubated with 1%(w/v) Bovine Serum Albumin (BSA) in 100 mM Tris pH 
7.5, 150 mM NaCl and 0.3% (v/v) Triton X-100 for 45 min. The anti-dig 
antibody (Roche, Germany) was diluted 500 times in the 
BSA/Tris/NaCl/Triton solution as described above and the antibody solution 
was poured into a plastic weigh dish. The slides were sandwiched together and 
dipped into the antibody solution, so than the capillary action would pull up 
the solution. Then the solution was drained on Kimwipes and pulled up into 
the slides again. Sandwiched slides were elevated on a rack in a plastic 
container with water and incubated at room temperature for 2 h. The slides 
were drained on Kimwipes and separated followed by washing with the above 
BSA/Tris/NaCl/Triton solution four times for 15 min each and room 
temperature. The slides were further washed with 100 mM Tris pH 9.5, 100 
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mM NaCl, and 50 mM MgCl2 solution (Tris/ NaCl/ MgCl2) for 10 min to 
remove all detergent. For detection, the substrate solution was prepared 
immediately before using as dissolving 10%(w/v) polyvinyl alcohol (PVA, 
Sigma) in the above mentioned Tris/NaCL/MgCl2 solution with heating shock 
it by microwave for several times and adding 200 µl NBT/BCIP stock solution 
(Camacho et al.) to 10 ml of Tis-NaCl-PVA solution when it cooled down to 
room temperature followed by mixing vigorously and keeping in the dark of a 
while to remove the bubbles. For each pair of slides, 300 µl detection solutions 
were applied onto the top of one slides and the other slide was slowly 
sandwiched with it without producing and bubbles. The sandwiched slides 
were then placed in the plastic container and kept at room temperature in 
darkness for about 1 day. On the next day, the slides were separated and rinsed 
with tap water for three times to stop reaction. Finally, the slides were 
dehydrated with 70% ethanol for 5 sec and 2 times 100% ethanol for 2 sec 
each time. After the slides were air-dried, they were mounted with 50% 
glycerol. The signals were observed under light microscope. 
 
2.6 Yeast two-hybrid assay 
The yeast two-hybrid assay was performed using the Yeastmaker Yeast 
Transformation System 2 according to the manufacturer’s instructions 
(Clontech, USA). 
Genes of interest in this studies were cloned into pGADT7 (AD) and 
pGBKT7 (Leung et al.) vectors (Clontech, USA), which contain the GAL4 
DNA activation and binding domain, respectively. 
Yeast strain AH109 was used in this yeast two-hybrid assay. All the solutions, 
Eppendorf tubes and pipette tips used in this assay were autoclaved at 121°C 
for 15 min.  
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2.6.1 Yeast two-hybrid assay (small scale) 
2.6.1.1 Preparation of yeast competent cells 
The glycerol stock of AH109 strain was thawed on ice and streaked on a 
PYDA agar plate (20 g/L difco peptone, 10 g/L yeast extract, 2%(w/v) 
glucose, 20 g/L Agar and 0.003%(w/v) adenine hemisulfate). After incubation 
at 30°C for 2 days, a single colony was inoculated in 50 ml YPDA liquid 
medium and incubated at 30°C with shaking at 230-250 rpm overnight. When 
the OD600 reached 0.15-03, the yeast cells were harvested by centrifugation at 
700Xg for 5 min at room temperature and resuspended in 100 ml of YPDA 
liquid medium followed by incubation with shaking at 30°C for 3-5 h until 
OD600 reached 0.4-0.5. The yeast cells were then centrifuged at 700Xg for 5 
min at room temperature and wash with 60 ml sterile deionized water. 
Subsequently, the yeast cells were resuspended in 3 ml 1.1X TE/LiAc 
solution (10X LiAc (1 M LiAc pH 7.5) and 10X TE (0.1 M Tris pH 7.5, 10 
mM EDTA) were diluted with sterile water) and splitted into two 1.5 ml 
Eppendof tubes. The tubes were centrifuged at full speed for 15 sec and the 
pellets of each tube were resuspended in 600 µl 1.1X TE/LiAC solution. Thus, 
the yeast cells were ready for transformation. 
 
2.6.1.2 PEG-mediated yeast transformation 
The AD and BD vectors containing genes of interest were co-transformed 
into the prepared yeast competent cells. Firstly, the required amount of 
Herring Testes Carrier DNA was denatured at 100°C for 5 min followed by 
immediate chilling on ice and the denature process was repeated again. The 
co-transformed AD and BD vectors (about 300 ng plasmid DNA each) were 
gently mixed with 5 µl denatured Herring Testes Carrier DNA, 50 µl freshly 
prepared yeast competent cells and 500 µl PEG/LiAc solution (50%(w/v) 
PEG 3350, 10X TE and 10X LiAc were mixed thoroughly at the ratio of 8:1:1) 
and the above mixture was incubated with shaking at 30°C for 30 min. After 
incubation, the PEG-mediated transformation was stopped by adding 20 µl 
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DMSO and keeping in a 42°C water bath for 15 min with vortex every 5 min. 
The yeast cells were then pelleted at full speed for 15 sec and washed with 1 
ml 0.9% (w/v) NaCl solution. Finally, the yeast cells were resuspended in 
about 75 µl 0.9% NaCl solution and separated equally on SD/-Trp/-Leu, SD/-
His/-Trp/-Leu and SD/-Ade/-His/-Trp/-Leu agar plates (Clontech, USA). The 
plates were incubated at 30°C for 3-4 days. 
 
2.6.2 Yeast two-hybrid screening  
To increase the transformation efficiency, the Bait vector and the cDNA 
library were sequentially transformed into the yeast cells. The self-
autoactivation of the Bait vector harbouring the gene of interest was pre-
tested by co-transform with AD empty vector. If yeast colonies can only 
grown on SD/-Trp/-Leu, the Bait vector harbouring the gene of interest was 
transformed into the yeast competent cells following the method described in 
section 2.6.1 and yeast cells containing the Bait vector were grown on SD/-
Trp agar plate (Clontech, USA). Yeast competent cells containing the Bait 
vector were prepared according to the method described in section 2.6.1.1, 
while YPDA medium was replaced by SD/-Trp liquid medium. For 
transformation, 20 µl denatured Herring Testes Carrier DNA as mentioned 
above, 10 µg plasmids of the cDNA library, 600 µl yeast competent cells and 
2.5 ml PEG/LiAc solution were mixed gently by vortex and incubated at 
30°C for 45 min. To stop the transformation, 160 µl DMSO was added into 
the mixture and placed in a 42°C water bath for 20 min. The yeast cells were 
harvested by centrifugation at 700Xg for 5 min and incubated in 3 ml YPD 
plus liquid medium (Clontech, USA) at 30°C with shaking for 90 min. After 
incubation, the yeast cells were pelleted and resuspended in 1 ml 0.9% NaCl. 
10 µl yeast cells were taken out and diluted 10 fold, 100 fold and 1,000 fold 
and spread evenly on SD/-Trp/-Leu agar plates, respectively. The rest of the 
cells suspension was spread over on SD/-His/-Trp/-Leu plates and incubated 
at 30°C for 7 days.  
Materials and Methods 
Page | 61 
 
The number of colonies grown on SD/-Trp/-Leu plates was counted to 
calculate the transformation efficiency. The colonies grown on the SD/-His/-
Trp/-Leu plates indicated the interaction between Bait and Prey proteins and 
they were picked out and streaked onto the SD/-Ade/-His/-Trp/-Leu plates 
supplemented with 5-bormo-4-chloro-3-indolyl alpha-D-galactopyranoside 
(X-α-gal, clontech). The SD/-Ade/-His/-Trp/-Leu plates were incubated at 
30°C until colonies turn blue. Only the colonies survived on SD/-Ade/-His/-
Trp/-Leu plates and turned blue were selected for further identification of the 
AD plasmid using PCR amplification as described in the following. Single 
colony was dissolved in 5 µl sterile water and the yeast cells were broken by 
three times repeats of frozen in liquid nitrogen and thawed at room 
temperature. 1 µl the above cell suspension was used to perform PCR 
amplification with pGAD-T7 (5’-TAATACGACTCACTATAGGG-3’) and 
AD-R (5’-AGATGGTGCACGATGCACAG-3’) and the PCR products were 
separated by agarose gel electrophoresis. The DNA fragments were purified 
as described in section 2.2.1. The sequences of the prey plasmid were 
determined by DNA sequencing and analyzed by BLAST as described in 
section 2.2.5. 
 
2.7 Genetic crossing of Arabidopsis plants 
Genetic crossing was performed between different mutants or transgenic 
plants in order to study the genetic interaction of different genes. Healthy 
plants at the reproductive stage (4-6 weeks old) were used to perform genetic 
crossing. The unopen and unpollinated flowers were selected as the recipient 
flower (mother), of which the sepals, petals and stamens were removed with 
forceps under the dissecting microscope. The opened flower with the mature 
pollen were chosen as the donor flower (father), of which the stamens were 
picked out and brushed over on the stigma of the recipient flower. After 
pollination, the plants with the crossed flowers were transferred into the 
growth room for continuously growth of the seeds. 
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2.8 Protein detection 
In this study, the coomassie blue staining was applied to visualize the total 
proteins extracted from E.Coli and western blot was performed to detect 
specific protein.  
 
2.8.1 SDS-PAGE gel electrophoresis 
SDS-PAGE gel electrophoresis (sodium dodecyl sulfate polyacrylamide gel 
electrophoresis) is applied to separate the denatured proteins by the length of 
the polypeptide.  
First of all, according to the size of the specific proteins, the appropriate 
percentage of SDS-PAGE gel was casted. After setting up the gel caster, the 
separating gel was prepared by thoroughly mixing of 30% polyacrylamide, 
1.5M Tris pH 8.8, 10%(w/v) SDS, 10%(w/v) ammonium persulfate (AP), 
TEMED and distilled water and immediately loaded into the gel caster 
followed  by overlaying it with 100% ethanol. After the separating gel was 
polymerized, the stacking gel was prepared by thoroughly mixing of 30% 
polyacrylamide, 0.5M Tris pH 6.8, 10%(w/v) SDS, 10%(w/v) AP, TEMED 
and distilled water and immediately loaded onto the top of the separating gel, 
after which, the comb was inserted to create wells. When the stacking gel was 
polymerized, the SDS-PAGE gel was ready for use or store at 4°C. 
For preparation of denatured samples, 25 µl protein samples were mixed with 
5 µl 6 X SDS-PAGE loading buffer (300 mM Tris pH 6.8, 2% SDS, 20% 
glycerol, 0.2% bromophenol blue and 43 µl/ml β-Me was added prior to use) 
followed by being boiled at 100°C for 10 min and then kept on ice. 
After the SDS-PAGE gel was assembled into the electrophoresis apparatus, 
1X SDS running buffer (25mM Tris, 196 mM glycine and 0.1% SDS) was 
poured into the opening of the casting frame between the gel cassettes and the 
electrophoresis tank. 5 µl Precision Plus Protein
TM
 standards All blue maker 
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(Biorad, USA) and the denatured protein samples were slowly pipette into 
each well. The SDS-PAGE gel was run at 20-30 mA, until the dye front 
reaches the bottom of the gel. 
 
2.8.2 Coomassie blue staining 
After electrophoresis, the gel was soaked in the staining solution (0.1% 
Coomassie Brilliant Blue R-250, 10% acetic acid, 20% methanol) for 20-60 
min at room temperature with shaking. Subsequently, the gel was incubated 
with destaining buffer (10% acetic acid, 20% methanol)  until the protein 
bands were visible. 
 
2.8.3 Western blot 
The western blot is a wildly accepted analytical technique to detect specific 
proteins.  
After electrophoresis, the separated proteins on the SDS-PAGE gel were 
transferred onto the PVDF membrane in the transferring buffer (25mM Tris, 
196 mM glycine, 20% methanol). Subsequently, the membrane was blocked 
in blocking solution (5% non-fat milk in 1X PBS) at room temperature for 1 h 
or at 4°C overnight with shaking. Then the membrane was incubated in fresh 
blocking solution supplemented with appropriate primary antibody or 
antibody conjugated with HPR for 1 h at room temperature or 4°C overnight. 
Next the membrane was washed three times with 1X PBS for 10 min each 
time and incubated in secondary antibody diluted in 5% non-fat milk in PBST 
(PBS supplemented with 0.02% Tween 20). After another three times wash 
with PBST, the membrane was soaked in Supersignal west pico 
chemiluminescent substrate (Thermo Scientific, USA) and the proteins were 
visualized using film. 
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2.9 Chromatin immunoprecipitation 
2.9.1 Nuclear fixation  
0.3-0.5 g plant tissues for each sample were collected and immersed in the 
pre-cold MC buffer (10mM potassium phosphate pH7.0, 50 mM NaCl and 
0.1 M sucrose) kept on ice. For fixation, the MC buffer was then 
supplemented with 37% formaldehyde to make the final concentration to be 1% 
and vacuum was applied to the samples on ice until the samples became 
transparent. The glycine powder was added into the MC buffer with a final 
concentration of 0.15 M to stop fixation and the samples were incubated at 
4°C for 20 min. Subsequently, the samples were washed three times with 
fresh MC buffer at 4°C for 20 min for each time and dried on tissue towel 
followed by frozen in liquid nitrogen.  
 
2.9.2 Nuclear protein extraction 
The samples were grinded with a mortar in liquid nitrogen and dissolved in 5 
ml pre-cold M1 buffer (10 mM potassium phosphate pH 7.0, 0.1 M NaCl, 10 
mM β-mercaptoethanol, 1M hexylene glycol). The suspension was filtered 
with a 0.45 μm micro filter and collected in a 2 ml tube. After centrifugation 
at 14000 rpm for 3 min, the pellet was resuspended in 2 ml M2 buffer (10 
mM potassium phosphate pH 7.0, 0.1 M NaCl, 10 mM β-mercaptoethanol, 
1M hexylene glycol, 10 mM MgCl2, 0.5% Triton X-100) and mixed 
thoroughly. The nuclear were pellet by centrifugation at maximum speed for 
another 3 min and washed with M2 buffer for another 2-4 times until the 
supernatant turned light green. The pellet was then washed twice with 2 ml 
M3 buffer (10 mM potassium phosphate pH 7.0, 0.1 M NaCl, 10 mM β-
mercaptoethanol).  
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2.9.3 Sonication and immunoprecipitation 
Firstly, the freshly extracted nuclear were resuspended thoroughly with 500 μl 
sonication buffer (10 mM potassium phosphate pH 7.0, 0.1 M NaCl, 10 mM 
EDTA pH 8.0, 0.5% (w/v) sarkosyl) and sonication was applied to produce 
genomic fragments around 300-500 bp. After centrifugation at full speed for 5 
min, the supernatant was transferred into a new 1.5 ml Eppendorf tube and 
the pellet was resuspended with another 250 µl sonication buffer followed by 
centrifugation. The supernatant was combined together as 750 µl, of which 50 
µl was saved as the input and 25 µl was taken out for western bolt as input 
sample. The remaining supernatant was diluted with equal volume of IP 
buffer (50 mM Hepes pH7.5, 150 mM KCl, 5 mM MgCl2, 10 µM ZnSO4, 
1%(v/v) Triton X-100, 0.05%(w/v) SDS) and the above mixture was 
supplemented with specific antibody and agarose beads followed by rotation 
at 4°C for 3 h or overnight. Then the tubes were centrifuged at 2500 rpm for 
1min, and the beads were washed sequentially with IP buffer twice, high salt 
buffer (IP buffer with 350 mM NaCl), LNDET buffer (0.25 M LiCl, 1% 
Nonidet P-40, 1%(w/v) deoxycholate, 1mM EDTA) and TE buffer (10 mM 
Tris pH 7.5, 1 mM EDTA). After the final wash, the chromatin was eluted 
with 500 µl elution buffer (50 mM Tris pH 8.0, 1% SDS and 10 mM EDTA) 
with heating at 65°C for 15 min followed by centrifugation at full speed for 2 
min. 
25 µl of the elution sample was taken out for western blot. The input and 
elution samples for western blot were denatured with loading dye at 100°C 
for 10 min. Western blot was performed as described in section 2.8.3 to detect 
weather the specific protein was successfully pull down by the antibody. 
 
2.9.5 DNA analysis 
The genomic DNA fragments and proteins were separated through reverse 
crosslink by adding NaCl to a final concentration of 0.3 M and incubating at 
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65°C overnight. Then the mixture was incubated with 1 µl DNade free-RNase 
I (1 mg/ml) at 37°C for 30 min to remove RNAs, and then incubated with 
proteinase K at 45°C for 102 h to degrade proteins. The DNA fragments were 
purified with QIAquik PCR purification kit (QIAGEN, USA) and eluted with 
50 µl sterile water. 10 µl of the input sample was used for analysis of the size 
of DNA fragments. Input sample was diluted 100 times for real time analysis.  
The enrichment fold of DNA fragments was determined by real-time PCR. 
The primers used to amplify the genomic DNA are summarized in Table 6.  
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Table 6. List of primers used in ChIP assays. 
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2.10 Transient expression in tobacco leaves 
Transient expression analysis was performed by infiltration of 3-4 weeks old 
tobacco leaves (Nicotiana benthamiana) with Agrobacterium as described 
previously (Sparkes et al., 2006) 
For subcellular localization analysis of a single protein, the CDS of the gene 
of interest was cloned into pGreen-35S:GFP vector to generate an in-frame 
fusion with GFP. The vector was transformed into Agrobacterium as 
described in section 2.4.2. The amplified Agrobacterium was collected by 
centrifugation at 3000 rpm for 10 min and diluted with infiltration medium 
(10 mM MES, 10 mM MgCl2, 100 µM Aceto syringone, pH 5.6) to a final 
OD600 of 0.4-0.6. The Agrobacterium suspension was kept at room 
temperature for 2-3 h and infiltrated into tobacco leaves. After two days, the 
signals can be observed through fluorescent microscope. 
For bimolecular fluorescence complementation (BiFC) assay, the CDS 
sequences of the genes of interest were cloned into pSAT1 vectors (Tzfira et 
al., 2005). The fusions of the genes of interest with nEYFP or cEYFP driven 
by the constitutive promoter were then cloned into pHY105 vector. The 
resulting vectors were then transformed into Agrobacterium followed by co-
infiltrantion into tobacco leaves. After two days, the infiltrated leaves were 
observed through fluorescent microscope. 
 
2.11 In vitro demethylation assay  
2.11.1 Purification of His tag proteins 
Proteins fused with 6XHis tag were purified according to the handbook for 
high-level expression and purification of 6xHis-tagged proteins (The 
QIAexpressionist™). 
The CDS of the gene of interest was cloned into pQE-30 vector. The resulting 
plasmid was transformed into E.coli Rosetta competent cells. A single colony 
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was inoculated into 4 ml LB medium supplemented with ampicillin, 
kanamycine and chloromycitin and grown at 37°C overnight with shaking. 
On the next day, 4 ml culture was inoculated into 1L fresh LB medium 
(supplemented with ampicillin, kanamycine and chloromycitin) and grown 
with vigorous shaking at 37°C until OD600 reached 0.6. 1ml of the culture was 
taken out before induction as the non-induced sample. The expression of 
fusion proteins was induced by adding IPTG to a final concentration of 1 mM 
and incubated with vigorous shaking at 16°C for 16 h. Another 1 ml culture 
was taken out before lysis as induced sample. The cells were harvested by 
centrifugation at 4000Xg for 20 min. The pellet was resuspended in lysis 
buffer (50 mM NaH2PO4, 300 mM NaCl, 10 mM imidazole, adjust pH to 8.0 
using NaOH) at 2-5 g/ml and sonicated on ice using six 10 s bursts at 300 W 
with a 10 s cooling period between each burst. The lysate was then 
centrifuged at 10,000Xg for 30 min at 4°C and the supernatant was 
transferred into a new tube. Subsequently, 1 ml 50% Ni-NTA slurry 
(QIAGEN) was mixed gently by shaking with the cleared lysate at 4°C for 60 
min. After incubation, the lysate-Ni-NTA mixture was loaded into a column 
and the flow-through was collected in a new tube. The Ni-NTA beads were 
washed twice by adding 4 ml of the wash buffer (50 mM NaH2PO4, 300 mM 
NaCl, 20 mM imidazole, adjust pH to 8.0 using NaOH). After the wash, 500 
µl of the elution buffer (50 mM NaH2PO4, 300 mM NaCl, 250 mM imidazole, 
adjust pH to 8.0 using NaOH) was loaded into the column to elute the protein 
from the Ni-NTA beads. The eluted proteins were stored at -80°C for further 
analysis. 
The non-induced samples and induced samples collected before were 
analyzed by SDS-PAGE as described in section 2.8.1. The SDS-PAGE gel 
was stained by coomassie blue to detect weather the fusion protein is 
successfully induced in the soluble portion. 25 µl of the eluted proteins was 
taken out for SDS-PAGE analysis to determine the purity of the purified 
proteins.  
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2.11.2 In vitro demethylation reaction 
The demethylation reactions were mixed with 20 mM Tris-HCl pH 7.4, 150 
mM NaCl, 50 µM Fe(NH4)(SO4)2, 1mM α-KG, 2 mM ascorbic acid, 4 µg 
Calf thymus histones, 0.8-11.0 µg proteins and topped up to 20 µl with 
distilled water. The above mixture was incubated at 37°C for 16 h and 
analyzed by western blot. The membrane was stripped and redetected by the 
antibody of anti H3 as the control. 
Results 

































3.1 Identification of SVP downstream genes 
To further elucidate the function of SVP during the floral transition, ChIP-
chip was previously carried out as previously described （Tao et al., 2012）
to identify the downstream targets of SVP. The ChIP-chip results showed the 
enrichment of SVP binding to the genomic region of a MYB gene located at 
the chromosome 2. This MYB gene (At2g03500) encods a single MYB 
domain (Figure 4A) and was designated as EARLY FLOWERING MYB 
PROTEIN (EFM). The expression of EFM was detected by quantitative real-
time PCR in the 11-day-old seedlings. Loss of SVP function resulted in a 
reduction of EFM mRNA levels by 3-fold compared with wild-type seedlings, 
while overexpression of SVP caused an elevation of EFM mRNA levels 
(Figure 4B). Furthermore, ChIP assay was performed with anti-SVP antibody 
(Fujiwara et al., 2008) using the 8-day-old seedlings of wild-type. The ChIP 
results revealed that EFM is a direct target of SVP as shown by the presence 
of the high enrichment fold in the genomic region near several fragments 
tested (number 8 and 9) (Figure 4C and D). These findings suggest that SVP 
regulates EFM expression through directly binding to the EFM chromatin. 
MYB domain-containing proteins are highly conserved in eukaryotes. Protein 
sequence analysis revealed that EFM possesses a single MYB domain at the 
C terminus from amino acid residues 230 to 290 (Figure 4A). A sequence 
comparison showed that the R3 MYB domain of EFM homologs shared high 
similarity across plant species, such as rice, soybean, grape, strawberry, 
tomato, peach and maize (Figure 5). Based on the protein sequence similarity, 
EFM homologs can be classified as the SHLQKY subgroup
Results 
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Figure 4. EFM is regulated by SVP. 
(A) Schematic diagram shows the domain structure of EFM that contains a 
single MYB domain at the C terminus. 
(B) Comparison of EFM expression in svp-41 and 35S:SVP with wild-type 
plants. 11-day-old seedlings were harvested for expression analysis by 
quantitative real-time PCR  
(C) Schematic diagram shows the genomic region of EFM. Exons are 
represented by black boxes, while introns, upstream and downstream regions 
are represented by white boxes. Bent arrows denote translation star site and 
stop codon. Arrowheads indicate the sites containing ether single mismatch or 
perfect match to the consensus binding sequence (CArG box) of MADS 
domain proteins. Eleven DNA fragments spanning the EFM genomic regions 
were examined by ChIP assay as shown in (D). 










Figure 5. The MYB domain of EFM is highly conserved among plant 
kingdom.  
Amino acid sequences of the MYB domain of Arabidopsis EFM (At2g03500) 
and its homologs from various plant species are aligned. Conserved residues 
are shown in black, while similar residues are shown in gray. The region 
encoding the MYB domain is indicated. NCBI accession numbers for EFM 
and its homologs are as follow: Arabidopsis (EFM; NP_027544.1), 
Arabidopsis (AT1G25550; NP_564236.1), Arabidopsis (AT1G68670; 
NP_564938.1), rice (NP_001042183.2), strawberry (XP_004288823.1), 
tomato (XP_004251582.1), soybean (XP_003528276.1), peach (EMJ04096.1), 
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3.2 Loss of EFM function accelerates flowering in Arabidopsis thaliana 
To investigate the biological function of EFM, we isolated corresponding Ds 
transposon insertion mutant (N16895) in the Nossen background from 
Nottingham Arabidopsis Stock Centre (Chen et al.)  (Figure 6A, 
http://arabidopsis.info). This mutant exhibited an early-flowering phenotype 
under long days (LDs) (Figure 6B and C). We further introgressed this mutant 
6 times into the Columbia (Col) background to generate a Col near-isogenic 
line, which was designated as efm-1. Semi-quantitative RT-PCR analysis 
revealed that there was no detectable expression of EFM in efm-1 mutants 
(Figure 6D), suggesting that efm-1 is a null mutant. The efm-1 mutants 
flowered earlier than wild-type plants under both LDs and SDs (Figure 6E 
and F). To verify that the early-flowering phenotype of efm-1 is attributed to 
loss of EFM function, we transformed efm-1 mutants with a genomic 
construct (gEFM) harbouring a 5.8-kb EFM genomic region that includes 3.5-
kb upstream sequence and 2.3-kb full coding region plus introns. Most T1 
transformants of efm-1 gEFM exhibited comparable flowering time to wild-
type plants (Figure 7), suggesting that EFM is responsible for the early-
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Figure 6. EFM regulates flowering time in Arabidopsis. 
(A) Schematic diagram shows the transposon insertion site in efm-1 (11-2065-
1) and the target site of the artificial microRNA in AmiR-efm. Exons and 
introns in the coding region are indicated by black and white boxes, 
respectively. The start codon (ATG) and stop codon (Kraemer et al.) are 
labelled. 
(B) efm-1 mutants in the Nossen background show earlier flowering than wild-
type plant under LDs. 
(C) Flowering time of efm-1 in the Nossen background under LDs. Values 
were scored from at least 20 plants of each genotype. Error bars, SD. Asterisks 
indicate significant differences in flowering time of efm-1 compared with that 
of wild-type plants (Student’s t test, P < 0.001). 
(D) Semi-quantitative RT-PCR shows that EFM expression was undetectable 
in efm-1. Full length of EFM mRNA was amplified. TUB2 was amplified as 
an internal control. 
(E) The efm-1 mutant displayed early flowering under LDs compared with 
the wild-type plant. 
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(F) Flowering time of efm-1 under LDs and SDs. Values were scored from at 
least 20 plants of each genotype. Error bars, SD. Asterisks indicate significant 
differences in flowering time of efm-1 compared with that of wild-type plants 














Figure 7. Distribution of flowering time in T1 transgenic plants 
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3.3 EFM regulates flowering time in a dosage-dependent manner 
To confirm the function of EFM in the control of flowering time, we further 
generated EFM knockdown transgenic plants by artificial microRNA (Hanna 
et al.) interference (Schwab et al., 2006). Sixteen AmiR-efm independent lines 
that expressed an AmiR specifically targeting at the last exon of the EFM 
mRNA (Figure 6A) were selected by Basta screening, among which twelve 
lines exhibited different levels of early flowering under LDs. We measured the 
EFM expression in eight selected early flowering lines, and quantitative real-
time PCR results showed that the degrees of early flowering in AmiR-efm 
plants were closely related to the levels of downregulated EFM expression 
(Figure 8A and B). We also generated 35S:EFM transgenic lines and four 
independent transformants, which flowered much later than wild-type (Figure 
8D), were selected. Quantitative real-time PCR was conducted to examine the 
transcription level of EFM and a significant higher expression was detected in 
all the four independent lines (Figure 8C). Furthermore, there was a positive 
correlation between the expression level of EFM and their flowering time. 
Taken together, our results demonstrate that EFM plays an important role in 












Figure 8. EFM regulates flowering time in a dosage-dependent manner. 
(A) EFM expression determined by quantitative real-time PCR in rosette 
leaves of independent AmiR-efm transgenic plants. Error bars denote SD.  
(B) Flowering time of independent AmiR-efm transgenic plants grown under 
LDs.  
(C) EFM expression determined by quantitative real-time PCR in rosette 
leaves of independent 35S:EFM transgenic plants. Error bars denote SD.  
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3.4 EFM is specifically expressed in vascular tissues 
To examine the tissue expression pattern of EFM in Col wild-type, 
quantitative real-time PCR was performed using total RNA extracted from 
various tissues (Figure 9A). EFM was highly expressed in rosette leaves, 
which is consistent with its function in flowering time. Relatively high levels 
of EFM expression were detected in roots, seedlings and cauline leaves. 
Additionally, EFM expression was also detectable in inflorescence stems, 
flower buds, open flowers and siliques. To monitor the detailed expression 
pattern of EFM, we generated a pEFM:β-glucuronidase (GUS) reporter 
construct, in which the EFM genomic fragment used for the gene 
complementation test (Figure 7) was fused to the GUS gene. In these 
transgenic plants, GUS signal was only detectable in the vascular tissues of all 
the organs examined (Figure 9B-G). Strong GUS signal was observed in roots, 
although there was no signal in the root tips (Figure 9D). Additionally, no 
GUS signal was detected in the SAM (Figure 9C), which is consistent with the 
in situ hybridization results (Figure 10).  
To study the function of vasculature-specifically expressed EFM, we created 
constructs in which EFM coding sequence was driven by the promoter of 
SUCROSE TRANSPORTER 2 (SUC2), which is specifically active in the 
phloem companion cells, and the promoter of KNOTTED-LIKE FROM 
ARABIDOPSIS THALIANA 1 (KNAT1), which is specifically expressed in the 
SAM. The resulting constructs, pSUC2:EFM and pKNAT1:EFM, were 
transformed into efm-1 mutants. As shown in Figure 11A, most of the T1 
transformants of efm-1 pKNAT1:EFM exhibited a comparable flowering time 
as efm-1 mutants. On the contrary, among the forty T1 efm-1 pSUC2:EFM 
transformants, 65% of them flowered slightly earlier than wild-type plants and 
14 lines showed similar flowering time as wild-type pants (Figure 11B), 
revealing that the construct of pSUC2:EFM can at least partially rescue the 
early flowering phenotype of efm-1. These results indicate that EFM has a 









Figure 9. Spatial expression patterns of EFM 
(A) Quantitative real-time PCR shows EFM expression in different organs of 
wild-type plants. R, roots; Se, seedlings; JRL, juvenile rosette leaves; MRL, 
mature rosette leaves; CL, cauline leaves; St, inflorescence stems; FB, flower 
buds; OF, open flowers; Sil, siliques. TUB2 was amplified as an internal 
control.  
(B) to (G) Representative GUS staining of pEFM:GUS transgenic plants 
shows EFM expression in a 5-day-old seedling (B), cotyledons and SAM (C), 





















Figure 10. In situ localization of EFM expression in serial sections of 
vegetative shoot apices or shoot apices during the floral transition. 
(A) Serial longitudinal sections of a vegetative shoot apex of a 7-day-old wild-
type plant hybridized with EFM antisense probe. 
(B) Serial longitudinal sections of a shoot apex of a 10-day-old wild-type plant 
during the floral transition hybridized with EFM antisense probe. 
(C) Serial longitudinal sections of a shoot apex of a 10-day-old wild-type plant 


















Figure 11. EFM functions in the vasculature. 
Distribution of flowering time in T1 transgenic plants harbouring the 
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3.5 Temporal expression pattern of EFM 
The typical floral transition in wild-type plants occurs approximately nine 
days after germination, accompanied by the upregulation of AP1 (William et 
al., 2004). To examine whether EFM is regulated along the flowering process, 
a time course analysis of EFM transcription level was carried out by 
quantitative real-time PCR. EFM expression gradually decreased from day 3 
to day 11 after germination (Figure 12A). We further confirmed this temporal 
expression pattern by GUS staining of pEFM:GUS seedlings grown on MS 
medium. In day 3, day 5 and day 7 seedlings, the GUS signal was much 
stronger than those in the day 9 and day 11 seedlings in both cotyledons and 
rosette leaves (Figure 12B). Taken together, both the quantitative real-time 
PCR and the GUS staining results suggest that the transcription level of EFM 
decreases to reach a low level when the floral transition occurs, which is 











Figure 12. Temporal expression patterns of EFM.  
(A) Temporal expression patterns of EFM determined by quantitative real-
time PCR in wild-type plants grown under LDs. Error bars denote SD.  
(B) GUS staining patterns of pEFM:GUS transgenic plants grown on MS 
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3.6 Subcellular localization of EFM 
EFM encodes a single MYB domain transcription factor, which can 
specifically bind to DNA sequence. To study the cellular localization of EFM, 
we infiltrated the 35S:EFM-GFP construct into the tobacco epidermal leaves 
and GFP signals were detected in the nucleus using confocal microscope 
(Figure 13). The EFM-GFP signals suggested that EFM is localized in the 






















Figure 13. Subcellular localization of EFM-GFP.  





Page | 90 
 
3.7 Multiple flowering genetic pathways regulate EFM expression 
In Arabidopsis, several distinct genetic pathways, including the vernalization, 
photoperiod, autonomous, GA and thermosensory pathways, form a regulatory 
network to integrate the endogenous developmental signals and the 
environmental inputs to promote flowering. To investigate how EFM regulates 
flowering in response to various flowering signals, we examined EFM 
expression in different environmental conditions and flowering mutants. The 
mutant of efm-1 flowered earlier under both LDs and SDs (Figure 6D), 
suggesting that EFM response to the autonomous pathway rather than the 
photoperiod pathway. Consistently, EFM expression in the mutants of the 
photoperiod pathways is comparable to that in wild-type plants (Figure 14A). 
Since most clock mutants have defects in light regulation of hypocotyls 
growth (Nozue and Maloof, 2006), we further analyzed hypocotyls length of 
efm-1 mutants in response to different light conditions. Loss of EFM function 
did not affect the hypocotyls length compared with wild-type plants grown 
under LDs, LLs and DDs (Table 7). This result was supported by the 
observation that EFM expression did not show any circadian oscillation 
(Figure 14B), suggesting that EFM is not regulated by the circadian clock. 
However, in the late flowering mutants of the autonomous pathway, EFM 
expression was significantly increased compared with wild-type (Figure 15), 
suggesting that EFM is regulated by the autonomous pathway.  
To examine whether EFM is affected by the GA pathway, EFM expression 
was analyzed in the GA biosynthesis defective mutants, ga1-3. An increase of 
more than 2-fold of EFM mRNA was detected in the ga1-3 mutants compared 
with Ler wild-type plants (Figure 16A). Furthermore, the exogenous GA 
application suppressed EFM expression within 2 days (Figure 16B), 
suggesting that GA represses EFM expression to promote flowering. 
Different from the GA effects on EFM expression, vernalization treatment did 
not affect EFM expression in both wild-type and FRI FLC plants (Figure 17A), 
which is consistent with the findings that loss of EFM function did not affect 
the flowering time in response to vernalization treatment (Figure 17B).  
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We further tested whether EFM expression was also modulated by ambient 
temperatures. EFM was significantly higher in wild-type seedlings grown at 
16ºC than in those at 23ºC (Figure 18A), implying that EFM contributes to the 
late-flowering phenotype of wild-type plants in response to a decrease in 
ambient temperature (Figure 18B). Loss of function of SVP, a major player in 
the thermosensory pathway, showed a temperature-insensitive flowering 
phenotype as previously reported (Lee et al., 2013; Lee et al., 2007; Pose et al., 
2013) (Figure 18B). In agreement with the finding on direct regulation of EFM 
by SVP, efm-1 also flowered in a partial temperature-insensitive pattern 
(Figure 18B). Thus, EFM acts downstream of SVP to partially mediate the 
effect of the thermosensory pathway on flowering time.. 
Taken together, our results suggest that the autonomous, GA and 
thermosensory pathways, but not the photoperiod and vernalization pathways, 










Figure 14. EFM expression is not affected by photoperiod pathway. 
(A) EFM expression determined by quantitative real-time PCR in the mutants 
of the photoperiod pathway. Error bars denote SD. 
(B) Quantitative real-time PCR analysis of EFM and FT expression in wild-
type plants under LDs. 9-day-old seedlings were harvested for 24 hours at 2 
hours intervals. Day and night are denoted by white and black bars 
respectively. The lowest expression level of each gene is set as 1. Error bars 
denote SD   
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Table 7. Hypocotyls length of wild-type plants and efm-1 mutants grown 
under different light conditions 
Genotype LDs LLs DDs 
WT 0.304±0.047cm 0.210±0.022cm 1.843±0.293cm 
efm-1 0.298±0.030cm 0.206±0.017cm 1.941±0.336cm 
P-value 0.607 0.596 0.391 
*LDs represents for long day conditions (16 h light and 8 h dark); LLs 
represents for continuous light; DDs represents for continuous dark. 





















Figure 15. EFM expression is affected by the autonomous pathway. 
EFM expression determined by quantitative real-time PCR in the mutants of 














Figure 16. EFM expression is affected by the GA pathway. 
(A) EFM expression determined by quantitative real-time PCR in wild-type 
plants and ga1-3 mutants grown under SDs. 4-day-old and 8-day-old seedlings 
were harvested for analysis. Error bars denote SD. 
(B) Effect of GA treatment on EFM expression in ga1-3 mutants grown under 
SDs. 3-week-old seedlings were harvested before and 48 hours after GA (100 
µM) treatment. EFM expression was determined by quantitative real-time 
PCR. Error bars denote SD. An asterisk indicates a significant difference in 
EFM expression between GA-treated and mock-treated samples (Student’s t 
test, P < 0.001).  
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Figure 17. EFM expression is not affected by the vernalization pathway. 
(A) Effect of vernalization treatment on EFM expression determined by 
quantitative real-time PCR. Seeds were grown on MS medium and vernalized 
at 4ºC under low light condition for 8 weeks. The 9-day-old seedlings grown 
under long days were harvested for analysis. Error bars denote SD. 
(B) Flowering time of wild-type plants and efm-1 mutants with or without 
vernalization treatment. Values were scored from at least 20 plants of each 
genotype. Error bars denote SD.  
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Figure 18. EFM does not response to the change in ambient temperature. 
(A) Comparison of EFM expression in 9-day-old wild-type seedlings grow at 
23 ºC and 16 ºC under LDs. EFM expression was determined by quantitative 
real-time PCR. Error bars denote SD. An asterisk indicates a significant 
difference in EFM expression between seedlings grown at 16ºC and 23ºC 
(Student’s t test, P < 0.001). 
(B) Flowering time of svp-41 and efm-1 grown at 23ºC and 16ºC under LDs. 
The ratios of flowering time at 16ºC and 23ºC (16ºC/23ºC) for all the 
genotypes are indicated in the attached table. Values were scored from at least 
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3.8 Genetic interaction between EFM and other flowering time regulators 
The genetic interactions between EFM and other flowering time genes that 
functions downstream of multiple floral pathways were analyzed through 
genetic crosses (Figure 19). A comparison of flowering time between efm-1 
and other flowering mutants revealed that the effect of EFM on flowering in 
LDs was comparable to that of SVP. And the double mutants of efm-1 svp-41 
flowered slightly earlier than either single mutant, suggesting that EFM 
functions downstream or in parallel with SVP. Overexpression of SOC1 and 
FT significantly suppressed the late-flowering phenotype of overexpression of 
EFM, implying that these two major floral integrators act downstream of 
EFM. Similarly, overexpression of CO, the upstream promoter of FT, also 
significantly suppressed the late-flowering phenotype of overexpression of 
EFM. The soc1-2 and ft-10 mutants suppressed the early flowering of efm-1, 
indicating that the activity of SOC1 and FT may be partially responsible for 
the early flowering of efm-1. The efm-1 ft-10 double mutant showed 
comparable flowering time as ft-10, while efm-1 soc1-2 displayed a similar 
flowering time as wild-type that is earlier than soc1-2. Furthermore, the efm-1 
soc1-2 ft-10 triple mutant flowered much earlier than soc1-2 ft-10 double 
mutants and slightly later than efm-1 ft-10 double mutants. These 











Figure 19. Genetic interactions between EFM and other flowering time 
regulators. 
The flowering time of various mutants or transgenic plants (Col background) 
grown under LDs are shown. Values were scored from at least 20 plants of 
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3.9 EFM regulates the expression of FT and TSF 
To investigate the downstream of EFM, the expression levels of several 
flowering time regulators were examined in developing efm-1 and wild-type 
seedlings. The elevation of LFY and AP1 expression in 9-day-old seedlings 
suggested that floral transition happened at the ninth day after germination 
(Figure 20A and B). Among the genes we tested, AGL24 and FLC showed 
similar expression in efm-1 mutants as in wild-type plants (Figure 20B and C), 
while SOC1 expression was upregulated by 2-fold in efm-1 mutants compared 
with wild-type and FT and TSF expression was dramatically increased in efm-
1 mutants compared with wild-type (Figure 21A, B and C), suggesting that 
FT, TSF and SOC1 expression is repressed by EFM. Consistently, FT and 
SOC1 expression were reduced by overexpression of EFM compared with 
wild-type plants (Figure 22A and B). 
GUS activity analysis showed that FT is specifically expressed in the vascular 
tissue and SOC1 is expressed in the whole leaf (Li et al., 2008; Samach et al., 
2000; Takada and Goto, 2003). Our results showed that EFM has a similar 
expression pattern as FT. To investigate the spatial regulation of SOC1 and 
FT by EFM, we analyzed SOC1:GUS and FT:GUS patterns in efm-1 mutants 
background (Figure 23). SOC1:GUS signals were slightly increased in the 
whole leaves in efm-1 compared with that in wild-type (Figure 22C and D), 
whereas the increased FT:GUS signals were obviously detected in the 
vasculature (Figure 23A and B). The quantitative GUS activity analysis 
showed consistent significant increase of FT:GUS signals in the efm-1 mutant 
background (Figure 23E), but the SOC1:GUS activity is only slightly stronger 
in efm-1 compared with that in wild-type. Furthermore， the increase of 
SOC1 expression was abolished when FT loss its function，suggesting that 
the regulation of SOC1 by EFM is mediated though FT. These results 
suggested that FT rather than SOC1 is the main target of EFM, which is 
consistent with the genetic results. 
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Additionally, the expressions of FT upstream genes were compared in efm-1 
mutants and wild-type plants (Figure 24). The quantitative real-time PCR 
results showed that the expression of all the upstream regulators of FT, 
including TEM1, TEM2, TOE1, TOE2, TOE3, SMZ and SNZ, were not 
affected by loss of EFM function, demonstrating that the upregulation of FT 
in efm-1 mutants is not mediated by the upstream regulators of FT.  
Taken together, our results suggested that FT and TSF are the downstream 

















Figure 20. Expression levels of several flowering time regulators. 
Temporal expression of LFY (A), AP1 (B), AGL24 (C) and FLC (D) were 
determined by quantitative real-time PCR in developing efm-1 and wild-type 












Figure 21. FT, TSF and SOC1 expression are regulated by EFM. 
Temporal expression of FT (A), TSF (B) and SOC1 (C) were determined by 
quantitative real-time PCR in developing efm-1 and wild-type seedlings under 














Figure 22. FT and SOC1 expression is upregulated in 35S:EFM plants. 
Temporal expression of FT (A) and SOC1 (B) were determined by 
quantitative real-time PCR in developing 35S:EFM and wild-type seedlings 









Figure 23. FT rather than SOC1 expression in leaves is dramatically 
enhanced under efm-1 background.  
(A and B) GUS staining of pFT:GUS under wild-type (A) and efm-1 mutants 
background (B). 
(C and D) GUS staining of pSOC1:GUS under wild-type (C) and efm-1 
mutants background (D). 
(E) Quantitative analysis of GUS activity in pSOC1:GUS, efm-1 pSOC1:GUS, 
pFT:GUS and efm-1 pFT:GUS plants grown under LDs. Asterisks indicate 
significant difference in GUS activity when compared with that in 
pSOC1:GUS plants (p< 0.05, by Student’s t test). There is no statistically 
significant difference in GUS activity when compare SOC1:GUS under efm-1 
and wild-type backgrounds. Error bars denotes SD. 
(F) Temporal expression of SOC1 were determined by quantitative real-time 












Figure 24. Loss-of-EFM function does not affect the expression of 
upstream regulators of FT 
Expression of genes upstream of FT determined by quantitative real-time 
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3.10 EFM interacts with JMJ30 in vitro and in vivo 
The function of MYB protein could be strongly influenced by other proteins 
that interact with MYB protein via changing their binding preference and 
affinity (Jin and Martin, 1999). To further elucidate the function of EFM 
during floral transition, we carried out yeast two-hybrid screening to identify 
the putative interacting proteins of EFM. The full-length CDS of EFM was 
cloned into the pGBKT7 vector and the resulting vector was used as the bait 
to screen a cDNA library. In the yeast two-hybrid screening, JMJ30 that only 
contains a JmjC domain was identified. We cloned the CDS of JMJ30 and 
confirmed its interaction with EFM by yeast two-hybrid assay (Figure 24). 
The yeast colonies harbouring the EFM and JMJ30 sequences cannot grow on 
the SD/-Ade/-Leu/-Trp/-His medium, but can grow on the SD/-Leu/-Trp/-His 
medium supplemented with 5 mM 3AT (Figure 25A). We further performed 
β-Gal activity assay to quantify the interaction between EFM and JMJ30. The 
β-Gal activity in the yeast harbouring EFM and JMJ30 sequences was at least 
3-fold higher than the controls (Figure 25B). These results suggested that 
there is a weak interaction between EFM and JMJ30 in the yeast. 
Bimolecular fluorescence complementation (BiFC) assay was performed to 
confirm the interaction between EFM and JMJ30. The results showed that 
EYFP fluorescence was detectable when EFM-nEYFP and cEYFP-JMJ30 
were coinfiltrated into the epidermal cells of tobacco leaves (Figure 26), 
revealing the direct interaction between EFM and JMJ30 in the nuclei of 
living plant cells. In addition, coimmunoprecipitation analysis was performed 
on nuclear extracts from 8-day-old seedlings of efm-1 gEFM-GFP 
35S:JMJ30-6HA. After immunoprecipitation by anti-HA antibody, a week 
band around 80 kDa that is the same as input sample was detected. The CoIP 
result confirmed the in vivo interaction of EFM and JMJ30 in Arabidopsis 
(Figure 27). 
Taken together, these results supported that EFM interacts with JMJ30 in the 
nucleus in vitro and in vivo. These two proteins might form a complex that 
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involves some other components, due to the week interaction detected 
between EFM and JMJ30.  
Results 
 











Figure 25. EFM interacts with JMJ30 in yeast. 
(A) A yeast-two hybrid assay shows the interaction between EFM and JMJ30. 
Transformed yeast cells were grown on SD/-Leu/-Trp/-His medium (upper 
panel) and SD/-Leu/-Trp/-His plus 5 mM 3AT medium (lower panel). 
(B) Quantification of the interaction between EFM and JMJ30 in yeast 















Figure 26. Interaction of EFM and JMJ30 in tobacco leaves. 
The interaction between EFM and JMJ30 was detected by BiFC analysis. 
DAPI, fluorescence of 4’,6-diamino-2-phenylindol; Merge, merge of EYFP, 


















Figure 27. In vivo interaction of EFM and JMJ30 in Arabidopsis. 
Plant nuclear extracts from efm-1 gEFM-GFP 35S:JMJ30-6HA seedlings 
were immunoprecipitated by anti-HA antibody. The coimmunoprecipitated 
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3.12 Genetic relationship between EFM and JMJ30 
It has been reported that JMJ30 has a circadian oscillation and loss-of-function 
of JMJ30 results in a shorter period (Jones et al., 2010; Lu et al., 2011b). We 
first examined whether its interacting protein, EFM, exist the similar circadian 
pattern. The quantitative real-time PCR results showed that JMJ30 has a 
regular circadian oscillation with peaks at ZT 12 as previously reported (Lu et 
al., 2011b), however EFM remained at a low level without any circadian 
oscillation (Figure 28). Furthermore, JMJ30 expression was examined in the 
efm-1 mutants in order to determine whether EFM can affect the expression of 
JMJ30. The results showed that neither of the amplitude of JMJ30 expression 
level nor the length of the circadian period of JMJ30 had any change in efm-1 
mutants compared with wild-type plants (Figure 29), suggesting that JMJ30 is 
not regulated by EFM. 
Under LDs, jmj30-1 displayed a comparable flowering time phenotype as 
wild-type plants, while efm-1 jmj30-1 double mutants exhibited early 
flowering as efm-1 single mutants, suggesting that efm-1 is epistatic to jmj30-1 
(Figure 30). Although the jmj30-1 mutants did not show any flowering 
phenotype, the overexpression of JMJ30 plants flowered slightly earlier than 
wild-type plants as previously reported, suggesting that JMJ30 plays a role in 
flowering time control (Lu et al., 2011b). 
Furthermore, the expression levels of several flowering time regulators in 9-
day-old jmj30-1 seedlings were compared with wild-type seedlings using 
quantitative real-time PCR. The results showed unchanged EFM expression in 
jmj30-1 mutants, increased expression levels of flowering time promoters 
SOC1, FT, TEMs, TOE1, TOE3 and SNZ, and decreased expression levels of 
FLC, SVP, AP2, TOE2 and SMZ (Figure 31). Additionally, FT expression 
were determined in developing seedlings of jmj30-1 and wild-type. FT 
expression was consistently elevated in jmj30-1 mutants when floral transition 
happened (9 days after germination) (Figure 32), suggesting that JMJ30 
represses the floral transition partially through FT. Simultaneous changes in 
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expression of flowering repressors or promoters in the same direction may 
partially explain the normal flowering time of jmj30-1. 
Taken together, EFM and JMJ30 do not regulate each other in the 
transcriptional level. They might function in parallel to regulate FT expression 
to control flowering.  
Results 
 













Figure 28. EFM does not have the circadian pattern as JMJ30. 
EFM and JMJ30 expression in wild-type seedlings grown under diurnal and 
LL conditions were determined by quantitative real-time PCR. Day, night and 
subjective night are denoted by white, black and grey bars, respectively. Error 





















Figure 29. Loss-of-EFM function does not affect the expression of JMJ30. 
JMJ30 expression in 10-day-old seedlings of wild-type and efm-1 grown 
under diurnal and LL conditions was determined by quantitative real-time 
PCR. Day, night and subjective night are denoted by white, black and grey 

















Figure 30. efm-1 is epistatic to jmj30-1. 
Flowering time of efm-1 and jmj30-1 single and double mutants calculated 
under LDs. Values were scored from at least 20 plants of each genotype. 




















Figure 31. Loss of JMJ30 function affects the expression of several 
flowering time regulators. 
Gene expression was determined by quantitative real-time PCR in 9-day-old 
jmj30-1 and wild-type seedlings grown under LDs. Expression fold change of 
each gene was calculated first by normalizing to TUB2 expression., and then 
by normalizing the value in jmj30-1 against that in wild-type set as 1. Error 





















Figure 32. JMJ30 regulates FT expression. 
Expression of FT in developing seedlings was determined by quantitative 
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3.11 JMJ30 is a demethylase 
Protein sequence analysis revealed that JMJ30 contains a JmjC domain and 
belongs to the JmjC domain only subgroup. Alignment of protein sequences 
suggested that JMJ30 and human KDM8 share the highly similar protein 
sequences (Figure 33), indicating the function similarity of them. It has been 
reported that KDM8 is a specific H3K36me2 demethylase and is involved in 
cell cycle progression and circadian system (Hsia et al., 2010; Ishimura et al., 
2012; Jones et al., 2010). In order to investigate the biochemistry function of 
JMJ30, we expressed the 6His-JMJ30 proteins in E.coli cells and purified 
them with Ni-NTA (Figure 34A). The purified 6His-JMJ30 protein was 
subsequently used in the in vitro demethylation reactions. The results showed 
that JMJ30 catalyzed the demethylation of H3K36me3 and H3K36me2, but 
did not have an enzyme activity of removing the methyl group from 
H3K36me1 (Figure 34B), suggesting that JMJ30 functions as an 






















Figure 33. JMJ30 is highly conserved with human KDM8 
Alignment of protein sequences of Arabidopsis EFM and human KDM8 
suggested that they are highly conserved. Conserved residues are shown in 
black, while similar residues are shown in gray. The regions encoding the 



















Figure 34. JMJ30 is a demethylase 
(A) Coomassie blue stained 6His-JMJ30 and GST protein purified from E.coli.  
(B) Western blot analysis of JMJ30 activities of removing methyl group from 
histone H3 lysine 36. Calf thymus free histones were incubated with various 
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3.13 JMJ30 does not affect global levels of H3K36me3 and H3K36me2 
To verify the histone demethylase activity of JMJ30 in vivo, nuclear proteins 
were extracted from jmj30-1 and wild-type plants. There was no obvious 
difference in the levels of H3K36me3/2 between wild-type plants and jmj30-1 
mutants on a global scale (Figure 35). Since JMJ30 interacts with EFM, we 
also compared the global methylation levels at H3K36 in efm-1 and efm-1 
jmj30-1 mutants with wild-type plants. The same results were observed as in 
jmj30-1 mutants (Figure 35). Thus, endogenous JMJ30 may function as a 
gene-specific H3K36 demethylase, and FT and SOC1 might be the putative 












Figure 35. Loss-of-JMJ30 function does not affect the global epigenetic 
marker level. 
The levels of H3K36 methylation on the global scale in efm-1 and jmj30-1 
single and double mutants and wild-type plants were detected by western blot 
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3.14 EFM is directly associated with FT chromatin 
To further study the molecular mechanism underlying which EFM affects the 
expression of FT, a genomic construct fused with GFP (gEFM-GFP) 
harbouring a 5.8-kb EFM genomic region that includes 3.5-kb upstream 
sequence and 2.3-kb full coding region plus introns was transformed into efm-
1 mutants. This construct fully rescued the early flowering phenotype of efm-
1 mutants (Figure 36), implying that the fusion protein of EFM-GFP 
successfully mimicked the endogenous EFM function. One of the functional 
transgenic lines was subsequently used to perform the ChIP assay to detect 
whether EFM can directly bind to FT genomic region. ChIP assay showed 
that EFM-GFP was associated with the promoter region near the number 5 
fragments of FT chromatin, which are in the proximal area of the 
transcriptional start site and the first intron of FT (Figure 37). Our findings 





















Figure 36. gEFM-GFP construct can rescue the early flowering of efm-1. 
Distribution of flowering time in T1 transgenic plants harbouring the gEFM-
GFP construct in efm-1 background suggests that the gEFM-GFP construct 
















Figure 37. EFM is directly associated with FT chromatin. 
(A) Schematic diagram shows the FT genomic regions. Exons are represented 
by black boxes, while introns, upstream and 3’UTR regions are represented 
by white boxes. Bent arrows denote translational start site and stop codon. 
(B) ChIP analysis of EFM-GFP binding to the FT genomic region in 9-day-
old seedlings. Enrichment fold of each fragment was calculated first by 
normalizing the amount of a target DNA fragment against a genomic 
fragment of TUB2 as an internal control, and then by normalizing the value 
for efm-1 gEFM-GFP against that for efm-1. An ACTIN (ACT) fragment was 
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3.15 JMJ30 is directly associated with FT chromatin 
Our previous results revealed the protein interaction of EFM and JMJ30 and 
the direct binding of EFM to the FT genomic region. We further investigated 
whether JMJ30 also binds to the FT locus as EFM. ChIP assay was performed 
with wild-type and 35S:JMJ30-6HA transgenic plants that showed a slightly 
late flowering phenotype as previously reported (Lu et al., 2011b). After 
immunoprecipitation by anti-HA antibody, number 18 fragment of FT 
chromatin with the highest enrichment fold was detected (Figure 38). These 
results suggested that JMJ30 is directly associated with FT chromatin as EFM.   
Results 
 














Figure 38. JMJ30 is directly associated with the FT chromatin 
ChIP analysis of JMJ30-6HA binding to the FT genomic region in 9-day-old 
seedlings. Enrichment fold of each fragment as illustrated in Figure 5F was 
calculated first by normalizing the amount of a target DNA fragment against a 
genomic fragment of TUB2 as an internal control, and then by normalizing 
the value for 35S:JMJ30-6HA against that for wild-type plants. An ACTIN 
(ACT) fragment was amplified as a negative control. Error bars indicate SD of 
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3.16 The methylation levels of H3K36me3/2 are affected by efm-1 and 
jmj30-1 
As an interacting protein of EFM, JMJ30 functions as a demethylase to 
directly bind to FT locus. We further analyzed the methylation levels of 
H3K36me3 and H3K36me2 across the entire FT chromatin region using ChIP 
assay (Figure 39A and B). H3K36me3 levels were generally low at the FT 
locus in wild-type plants, and were not significantly changed in jmj30-1, efm-1 
and jmj30-1 efm-1 (Figure 39A). In contrast, elevated enrichment of 
H3K36me2 was clearly observed in jmj30-1 at the FT locus near the number 
18 fragment (Figure 39B) where JMJ30-6HA bound (Figure 38), suggesting 
that JMJ30 specifically demethylates H3K36me2 at FT. To test whether EFM 
interacts with JMJ30 to affect H3K36me2 dynamics at FT, we also measured 
H3K36me2 levels in efm-1 and jmj30-1 efm-1 and found a similar increase as 
in jmj30-1 (Figure 39B). Our results indicate that repression of FT expression 















Figure 39. Loss either of EFM or JMJ30 function affects the levels of 
H3K36me3 and H3K36me2 in FT chromatin. 
ChIP analysis of H3K36me3 (A) and H3K36me2 (B) levels at the FT locus in 
9-day-old seedlings with various genetic backgrounds. Enrichment fold of 
each fragment was calculated first by normalizing the amount of a target DNA 
fragment against a genomic fragment of MU transposon (At4g03870) as an 
internal control, and then by normalizing the value for immunoprecipitated 
samples against that for input. A genomic fragment of the TUB2 gene enriched 
for H3K36me3, but not for H3K36me2, was amplified as a control. Asterisks 
in (F) indicate statistically significant differences in ChIP enrichment fold 
between various mutants and wild-type plants (Student’s t test, P < 0.001). 
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3.17 EFM does not interact with regulators of FT 
ChIP assays of 35S:FLC-HA and 35S:SVP-HA have revealed the binding of 
FLC and SVP to the CArG consensus sequence in the first intron of FT (Lee et 
al., 2007; Searle et al., 2006). CO and TEM antagonistically bind to the 5’ 
UTR of FT that is close to the transcriptional start site (Castillejo and Pelaz, 
2008; Wenkel et al., 2006). To further examine the regulation of FT by EFM, 
we test the interactions between EFM and several direct regulators of FT, 
including SVP, FLC and CO. We first examined the interactions by yeast two-
hybrid assay (Figure 40A). Yeast cells containing all the combinations of AD 
and BD plasmids grown well on the SD/-Leu/-Trp medium, suggesting that 
the transformation of tested constructs into the yeast cells was successful. SVP 
and FLC interaction was included as a positive control. The results showed no 
interactions in the yeast cells between EFM and SVP, as well as FLC and CO, 
respectively.  
We further performed a tobacco transient expression assay to confirm the 
physical interactions between EFM and known regulators of FT. Briefly, 
35S:EFM-3HA or 35S:EFM-3Myc were coinfiltrated with 35:SVP-GFP, 
35S:FLC-Flag and 35S:CO-6HA respectively into the epidermal cells of 
tobacco leaves. The anti-HA antibody was used to immunoprecipitate the 
tagged proteins. The western blot results revealed that all the proteins were 
successfully expressed in the tobacco leaves (Figure 40B). However, no bands 
with expected size were detected after immunoprecipitation with anti-HA 
antibody (Figure 40B). Our results demonstrated that there are no direct 









Figure 40. EFM does not interact with FLC, SVP and CO. 
(A) A yeast two-hybrid assay shows that there is no interaction between EFM 
and SVP, FLC and CO, respectively. Transformed yeast cells were grown on 
SD/-Leu/-Trp medium (left panel) and SD/-Ade/-Leu/-Trp/-His medium (right 
panel). 
(B) Interactions between EFM and FLC (left panel), EFM and CO (middle 
panel) and EFM and SVP (right panel) respectively by coimmunoprecipitation. 
Tobacco leaves were coinfiltrated with 35S:FLC-Flag and 35S:EFM-3HA, 
35S:CO-6HA and 35S:EFM-3Myc, 35S:SVP-GFP and 35S:EFM-3HA, 
respectively. The nuclear extracts were immunoprecipitated with anti-HA 




























4.1 EFM encodes a single MYB domain protein 
In Arabidopsis thaliana, the first transcription factor was indentified to contain 
the MYB domain (Paz-Ares et al., 1987). Since then, the number of MYB 
domain-containing proteins has increased enormously and the function of 
MYB-related transcription factors have been recognize particularly important 
in plants (Du et al., 2009; Dubos et al., 2010). Although the predominant 
family of MYB proteins has two repeats, the single MYB domain-containing 
proteins play important roles in flowering time control and cell pattering 
(Farinas and Mas, 2011a; Farinas and Mas, 2011b; Gan et al., 2011; Kirik et 
al., 2004a; Rawat et al., 2009; Zhang et al., 2007). In Arabidopsis, the number 
of single MYB domain-containing proteins is only half of that of the two 
repeats subfamily. However, only a few of them have been functionally 
analyzed and the majority of the studied single MYB domain-containing 
proteins are involved in the regulations related to light.  
In this study, we have indentified EFM, which encodes a single MYB domain 
protein (Figure 4A). Similar to the other single MYB domain-containing genes 
involved in flowering time control, EFM functions as a flowering repressor. 
We reported that EFM is not regulated by light and loss-of-EFM function had 
no effects on the circadian clock, suggesting that the mechanism of EFM of 
repressing the floral transition is independent of light.  
In the Arabidopsis genome, the MYB domain sequence of the other two 
proteins, encoded by AT1g25550 and AT1g68670, are highly conserved with 
EFM (Figure 5A). However, the function of neither of these two genes has 
been clarified. AT1g68670 is ubiquitously expressed in various tissues 
including leaves, SAM, flowers and embryos and AT1g25550 is mainly 
expressed in the leaves (http://www.arabidopsis.org). It will be interesting to 
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investigate the function of these two genes, especially AT1g25550, which is 
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4.2 EFM and JMJ30 form a novel complex that regulates FT through 
binding to a unique cis-element  
Our results showed that EFM and JMJ30 interact with each other in vitro and 
in vivo (Figure 25, 26 and 27). In addition, ChIP results showed that EFM 
directly binds to the promoter region of FT (Figure 37), while JMJ30 direct 
binding site covers the second exon (Figure 38). These two protein interact 
with each other and directly regulate FT transcription. Although EFM and 
JMJ30 don’t regulate each other at the transcriptional level, they might affect 
the binding affinity to the FT chromatin to preciously regulate FT expression. 
Our results indicated that EFM and JMJ30 probably function in a protein 
complex that involves other components. 
To further investigate the EFM/JMJ30 complex, we examined the putative 
interaction of EFM with some other known FT direct regulators. ChIP assays 
of 35S:FLC-HA and 35S:SVP-HA have revealed the direct bindings of FLC 
and SVP to the CArG consensus sequence in the first intron of FT (Lee et al., 
2007; Searle et al., 2006). CO and TEM antagonistically bind to the 5’ UTR of 
FT that is close to the transcriptional start site (Castillejo and Pelaz, 2008; 
Wenkel et al., 2006). We examined the interactions of EFM with SVP, FLC 
and CO by yeast two-hybrid assays and a tobacco transient expression assay 
(Figure 40), both of the results suggest that EFM does not interact with SVP, 
FLC and CO. Additionally, GI interacts with SVP, TEM1 and TEM2 and is 
directly associated with the FT chromatin near the translational start site (Sawa 
and Kay, 2011). Probably, EFM does not interact with GI and TEMs. 
Furthermore, our ChIP results showed that the binding sites of EFM/JMJ30 at 
FT locus are located downstream of the binding sites of CO, TEMs, GI, SVP 
and FLC, supporting that there is no protein interactions between EFM and 
SVP, FLC, CO, GI and TEMs.  
Our findings indicate that EFM and JMJ30 form a novel repressor complex 
that regulates FT expression via unique cis-elements, which is distinct from 
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4.3 SVP regulates FT expression both directly and indirectly 
During the floral transition, SVP responds to the GA, autonomous and 
thermosensory pathways (Lee et al., 2007; Li et al., 2008). Expression analysis 
showed that SOC1 expression in the leaf and SAM is upregulated in svp-41 
mutants (Li et al., 2008). On the contrary, FT is only slightly increased in the 
leaves in developing seedling of svp-41 (Li et al., 2008). In the aerial part 
without leaves, SVP interacts with FLC to directly repress SOC1 transcription. 
But their interaction is only weakly detectable in the leaves (Li et al., 2008). 
However, SVP is highly expressed in the leaves and its protein can directly 
bind to the first intron of FT, which is the same region that FLC directly binds 
to FT genomic region (Lee et al., 2007; Li et al., 2008; Searle et al., 2006). 
Additionally, SVP is regulated by the thermosensory pathway of which FT 
rather than SOC1 is the downstream effector, suggesting a regulation of SVP 
on FT expression. Considering all these evidence, it seems that SOC1 and FT 
might not be the only immediate targets of SVP and it is possible that SVP 
might regulate FT and SOC1 expression in the leaf though other flowering 
time regulators. Our results showed that SVP can directly regulate EFM 
expression and EFM in turn represses FT expression (Figure 4D and 37B). In 
the SAM, SVP and FLC form a repressor complex to directly repress SOC1 
expression. In the leaves, SVP directly represses FT expression, and FT 
expression was also directly repressed by EFM, a direct target of SVP (Figure 
41). Taken together, SVP regulates FT expression in both direct and indirect 









Figure 41. A proposed model of EFM function in mediating the 
integration of flowering signals during the floral transition. 
EFM is repressed by the GA, antonymous and thermosensory pathways. SVP 
directly activates EFM expression to repress the floral transition. The circadian 
clock regulated JMJ30 interacts with EFM and this complex directly binds to 
the FT locus to repress FT expression. EFM functions as a transcriptional 
regulator to repress FT transcription. JMJ30 removes the active markers of 
H3K36me2 on FT locus to keep this locus in the repressive status. Promotive 
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4.4 EFM is a novel flowering time regulator 
Our study identified a novel flowering time repressor that is the target of SVP. 
SVP responds to the GA, autonomous and thermosensory pathways (Lee et al., 
2007; Li et al., 2008). Our results revealed that EFM is regulated by the GA, 
autonomous and thermosensory pathways. Although it is not regulated by the 
photoperiod pathway, its interacting protein JMJ30 is regulated by the 
circadian clock (Lu et al., 2010b), suggesting that EFM is indirectly associated 
with the photoperiod pathway. Additionally, the circadian clock proteins LHY 
and CCA1 accelerate flowering in part by reducing the abundance of SVP and 
thereby antagonizing its capacity to repress FT expression under LL (Fujiwara 
et al., 2008). It is possible that the accumulated SVP proteins would result in 
an elevation of EFM protein and thereby repress FT. These evidences indicate 
that EFM might be associated with the photoperiod pathway. Taken together, 
EFM is a novel flowering time regulator that modulated by signals from the 
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4.5 JMJ30 regulates flowering 
JMJ30 is characterized by a single JmjC domain (Jones et al., 2010; Jones and 
Harmer, 2011; Lu et al., 2011b). It has been reported that JMJ30 regulates 
period length of the Arabidopsis circadian clock and the CCA1 and LHY, two 
key component of the central oscillator, directly bind to JMJ30 promoter to 
repress its expression (Jones et al., 2010; Lu et al., 2011b). The jmj30-1 
mutant exhibited comparable flowering time as wild-type plants, while the 
overexpression of JMJ30 plants produced 2 more rosette leaves than wild-type 
plants, suggesting that JMJ30 has weak effects on flowering time (Figure 30) 
(Lu et al., 2011b). The expression analysis of flowering time regulators 
revealed that FLC and SVP expression were downregulated and SOC1 and FT, 
expression were upregulated in jmj30-1 mutants (Figure 31 and 32). Our ChIP 
results implying that FT locus is the direct target of JMJ30 (Figure 38). The 
effect of loss of JMJ30 function in flowering time control is resulted from the 
integration of the changes of these flowering time regulators. Similar to its 
homologous KDM8, JMJ30 has a H3K36 demethylase activity (Figure 34). 
However, the methylation level on histone H3 lysine 36 in jmj30-1 mutants 
did not show significant change on a global scale (Figure 35), suggesting that 
JMJ30 is a gene-specific H3K36 demethylase. Consistently, the level of 
H3K36me2 significantly increased in the jmj30-1. Taken together, JMJ30 
regulates flowering time through specifically modulates H3K36me2 of FT and 
other flowering time regulators, such as SOC1, FLC and SVP also might be 
regulated by JMJ30. 
In wild-type plants, the levels of H3K36me2 remained low at the FT locus 
before floral transition. However, when EFM or JMJ30 loses its function, the 
methylation levels on histone H3 lysine 36 changed significantly in the region 
where JMJ30 binds to. It seems that the H3K36 of FT locus is not methylated 
when FT is not actively transcribed. Since H3K36 methylation antagonizes 
H3K27 methylation on the same histone tail (Yuan et al., 2011), we propose 
that histone H3 lysine 27 at FT locus is methylated before the floral transition 
and H3K36me2 antagonizes H3K27me3 when the floral transition happens 
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resulting in an active status of the FT chromatin. JMJ30 might be involved in 
modulating the balance of H3K27me3 and H3K36me2 at FT locus to regulate 
flowering.   
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4.6 EFM specifically regulates FT in the vasculature with JMJ30  
In Arabidopsis thaliana, the floral transition is tightly controlled by an 
intricate network of multiple genetic pathways, including the vernalization, 
autonomous, photoperiod, GA and thermosensory pathways, in response to 
various developmental and environmental cues (Amasino, 2010; Boss et al., 
2004; Mouradov et al., 2002; Simpson and Dean, 2002; Simpson et al., 1999). 
The endogenous and exogenous signals are finally integrated by SOC1, FT 
and LFY to activate the expression of the floral meristem identity genes to 
initiate flowering (Bowman et al., 1993; Mandel and Yanofsky, 1995; 
Simpson and Dean, 2002; Weigel et al., 1992). FT, as a florigen, is specifically 
expressed in the vasculature of the rosette leaves and its protein can be 
transported to the SAM where it interacts with FD to initiate floral transition 
(Abe et al., 2005; Corbesier et al., 2007; Kotake et al., 2003). However, how 
FT is regulated specifically in the vasculature remains largely unknown. Here, 
we identified a novel FT regulator, EFM, a single MYB domain-containing 
gene. Our GUS reporter lines demonstrated that EFM was expressed in the 
vasculature of the rosette leaves, cauline leaves and flowers, but not expressed 
in the SAM (Figure 9 and 10), which is similar to FT expression pattern. 
Under the efm-1 mutant background, FT expression was specifically increased 
in the vascular tissues of the leaves (Figure 23). Furthermore, EFM directly 
binds to FT locus to repress its expression (Figure 37). These results suggest 
that EFM specifically regulates FT expression in the vasculature via direct 
binding to the FT genomic region. 
EFM interacts with JMJ30, a histone H3K36 demethylase. Our results showed 
that JMJ30 directly binds to FT locus and represses its expression (Figure 32 
and 38). As a demethylase, JMJ30 removes the methyl groups from histone 
H3K36 of the FT locus to keep this locus in a repressive status and thus 
represses floral transition. In efm-1 mutants, the methylation levels of H3K36 
also changed, suggesting that loss-of-EFM function might affect the function 
of JMJ30. To our knowledge, JMJ30 is the first identified H3K36 demethylase 
that directly binds to FT locus. We envision that our results provide a possible 
Discussion 
 
Page | 143 
 
molecular connection between chromatin remodelling and spatial regulation of 
FT expression. 
Taken together, EFM specifically represses FT expression in the vasculature 
and interacts with JMJ30 to remove the active markers of H3K36me2 to 
remain FT locus in a repressive status (Figure 41).  
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Conclusion 
The floral transition is an essential event during plant development that is 
tightly controlled by an intricate network of the flowering genetic pathways, 
including the photoperiod, vernalization, autonomous, GA and thermosensory 
pathways, to achieve the maximum reproductive success (Amasino, 2010; 
Boss et al., 2004; Simpson and Dean, 2002). The endogenous and exogenous 
signals are perceived by genes in the flowering genetic pathways and finally 
integrated by SOC1, FT and LFY to activate the expression of floral meristem 
identity genes to initiate the formation of floral meristems on the flank of the 
inflorescence meristem (Bowman et al., 1993; Mandel and Yanofsky, 1995; 
Simpson and Dean, 2002; Weigel et al., 1992). 
SVP is a potent dosage-dependent repressor of flowering (Hartmann et al., 
2000; Lee et al., 2007; Li et al., 2008). During the floral transition, SVP 
responds to the GA, autonomous and thermosensory pathways (Lee et al., 
2007; Li et al., 2008). Additionally, the late flowering phenotype of lfy cca1 
double mutants under LL is resulted from the accumulation of SVP proteins 
and thereby repress FT expression, suggesting that SVP might be involved in 
the photoperiod pathway to regulate flowering (Fujiwara et al., 2008). 
Expression analysis showed that SOC1 expression in the leaf is upregulated 
about 2- to 3-fold in svp-41 as compared with wild-type plants, while FT is 
only slightly increased in the leaves in developing seedling of svp-41 (Li et al., 
2008). In the aerial part without leaves, SVP interacts with FLC to directly 
repress SOC1 transcription. But their interaction is only weakly detectable in 
the leaves (Li et al., 2008). However, SVP is highly expressed in the leaves 
and its protein directly binds to the first intron of FT, which is the same region 
that FLC binds to the FT genomic region (Lee et al., 2007; Li et al., 2008; 
Searle et al., 2006). Additionally, SVP is regulated by the thermosensory 
pathway of which FT is the downstream effector. These results suggest an 
intricate regulation of SVP on FT expression. Considering all these evidence, 
the mechanism of SVP function in transcriptional regulation of target genes in 
the leaves is largely unknown.  
Conclusion 
 
Page | 145 
 
In our study, to further elucidate the regulatory network in which SVP is 
involved during the floral transition, we have previously carried out ChIP-
chip assay to identify the downstream targets of SVP. We have identified 
EFM, which encodes a single MYB domain protein. The null mutant of EFM 
flowers early and overexpression of EFM results in late flowering. EFM 
functions as a transcriptional regulator to repress flowering in a dosage-
dependent manner and is regulated by the autonomous GA and thermosensory 
pathways as SVP. SVP directly binds to the EFM genomic region to increase 
EFM expression. The vasculature-specifically expressed EFM will in turn 
repress FT expression via direct binding to FT locus to suppress flowering. 
Furthermore, EFM and JMJ30 form a novel repressor complex that is distinct 
from SVP/FLC to directly regulate FT expression. JMJ30 functions as a 
demethylase to remove the methyl groups from histone H3K36 at the FT 
locus and thus represses FT expression. Taken together, our results suggest a 
linear mechanism in which SVP promotes EFM expression and in turn EFM 
represses FT expression through interacting with JMJ30 to remove the active 
epigenetic markers of H3K36me2 from the FT locus.  
In Arabidopsis, there are a large number of MYB domain proteins among 
which single MYB domain-containing proteins play important roles in the 
circadian clock to regulate flowering time. Our study identified a novel single 
MYB gene that regulates flowering via directly binding to the FT chromatin. 
This single MYB gene is not regulated by the circadian clock, which is 
different from the other characterized single MYB genes. We further 
identified the interacting partner of EFM, a histone demethylase, which is the 
first to find out the linkage between MYB genes and chromatin remodeling 
regulators. Our work shed light on a hitherto unknown identity of single 
MYB protein as a transcriptional regulator that form a complex with the 
epigenetic regulator JMJ30 to repress flowering. 
SVP is a potent flowering time repressor that the function of it is not clearly 
elucidated. Our findings revealed that SVP can indirectly regulate FT via a 
single MYB domain-containing gene, EFM. These provide a reasonable 
Conclusion 
 
Page | 146 
 
explanation for that FT expression is only slightly increased in the leaves of 
svp-41 mutants.  
FT is recognized as a florigen and its spatial regulation is a hot topic. In our 
studied, the identified single MYB gene is specifically expressed in the 
vascular tissues of the rosette leaves where it directly represses FT expression. 
Previously, it is reported that JMJ18 represses FLC expression via regulating 
H3K4 methylation levels in the companion cells and thereby promoting FT 
expression (Yang et al., 2012a). We found that JMJ30, the interacting partner 
of EFM, directly regulates FT expression through removing the methyl 
groups from histone H3K36. Our works not only contribute to the spatial 
regulation of FT, but also identified the direct relationship between FT 
regulation and chromatin remodeling. 
In summary, our study has established EFM as an essential flowering regulator 
that mediates the effect of ambient temperature downstream of SVP and 
interacts with the light-responsive circadian clock through a H3K36me2 
demethylase JMJ30. EFM directly represses FT expression in the leaf 
vasculature, which is coupled with the modification of H3K36me2 levels at 
FT. Thus, EFM serves as an important convergence point that mediates 
changes in the chromatin status of FT in response to major environmental 
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DOI 10.1016/j.devcel.2010.10.024SUMMARY et al., 2008;Melotto et al., 2008; Thines et al., 2007). JAZ proteinsGibberellins (GAs)modulate jasmonate (JA) signaling,
which is essential for stress response and develop-
ment in plants. However, the molecular details of
such phytohormone interaction remain largely
unknown. Here, we show that the JA ZIM-domain 1
(JAZ1) protein, a key repressor of JA signaling, inter-
acts in vivo with DELLA proteins, repressors of the
GApathway. DELLAsprevent inhibitory JAZ1 interac-
tion with a key transcriptional activator of JA
responses, MYC2, and, thus, enhance the ability of
MYC2 to regulate its target genes. Conversely, GA
triggers degradation of DELLAs, which allows JAZ1
to bind MYC2 and suppress MYC2-dependent JA-
signaling outputs. Therefore, our results reveal one
means by which GAs suppress cellular competence
to respond to JA. Because DELLAs serve as central
regulators that mediate the crosstalk of various
phytohormones,ourmodelalsosuggestsacandidate
mechanism by which JA signaling may be fine-tuned
by other signaling pathways through DELLAs.
INTRODUCTION
Seed plants have evolved a set of sophisticated mechanisms to
respond to diverse exogenous and endogenous stimuli to
promote their survival. Jasmonates (JAs) are lipid-derived
small-molecule phytohormones that regulate multiple plant
growth responses, including the defense against pathogens
and insects, the adaptation to abiotic stresses such aswounding
and drought, and the involvement in developmental processes
such as root growth and stamen development (Browse and
Howe, 2008; Farmer et al., 2003; Farmer andRyan, 1990; Kessler
et al., 2004; Stintzi and Browse, 2000; Vijayan et al., 1998;
Wasternack, 2007). Coronatine insensitive1 (COI1) encoding an
F-box protein has been identified as a JA receptor, and core
JA-dependent responses are mediated by a Skp1/Cullin/F-box
E3 ubiquitin ligase complex (SCFCOI1) containing COI1 (Devoto
et al., 2002; Feng et al., 2003; Xie et al., 1998; Xu et al., 2002;
Yan et al., 2009). SCFCOI1 degrades JA ZIM-domain (JAZ)
proteins, a family of key repressors of JA signaling, through the
26S proteasome in the presence of jasmonoyl-L-isoleucine
(JA-Ile) or its mimic, coronatine (COR) (Chini et al., 2007; Katsir884 Developmental Cell 19, 884–894, December 14, 2010 ª2010 Elsserve as the major molecular link between the SCFCOI1 E3 ubiq-
uitin ligase and MYC2, a key transcriptional activator that regu-
lates JA-dependent transcriptional reprogramming (Boter
et al., 2004; Chini et al., 2007). Upon degradation of JAZs,
MYC2 is released to promote JA-induced gene expression.
JA signaling is integrated in complex regulatory networks that
include its crosstalk with other phytohormone signaling path-
ways (Grant and Jones, 2009; Lorenzo and Solano, 2005).
Recent studies have implicated an important function of gibber-
ellins (GAs) in mediating JA signaling in both stress responses
and plant development. DELLAs, known as plant growth repres-
sors whose degradation is promoted by GA, confer plants
elevated resistance to necrotrophs via potentiating JA signaling,
whereas they attenuate salicylic acid (SA) signaling to make
plantsmore vulnerable to biotrophs, suggesting a role of DELLAs
in modulating the balance of JA and SA signaling in response to
pathogen stress (Navarro et al., 2008). In addition, GA has been
found to promote JA biosynthesis through DELLAs to control the
expression of MYB21, MYB24, and MYB57, which in turn
promote stamen development (Cheng et al., 2009). Although
these observations have suggested the crosstalk between GA
and JA signaling in pathogen interaction and plant development,
the detailed molecular mechanisms by which DELLAs modulate
JA signaling still remain elusive.
Here, we report a ‘‘relief of repression’’ model in which DELLAs
compete with MYC2 for binding to JAZ1 in Arabidopsis. Without
GA, stabilized DELLA proteins bind to JAZ1 and releaseMYC2 to
promote JA signaling. GA triggers degradation of DELLAs, which
releases free JAZ1 to bind to MYC2 and, thus, attenuates JA
signaling. Our results provide the mechanism of how DELLAs
contribute to JA signaling through upregulating the expression
of JA-responsive genes. Because DELLAs have been suggested
to integrate plant responses to various hormonal and environ-
mental signals (Achard et al., 2003, 2006, 2008; Bolle, 2004; de
Lucas et al., 2008; Feng et al., 2008; Fu and Harberd, 2003;
Navarro et al., 2008; Shimada et al., 2006), this study provides
a mechanistic understanding on how JA signaling could be
fine-tuned by other signaling pathways through DELLAs.RESULTS
DELLAs Promote the Expression of JA-Responsive
Genes
Several studies have shown that GA and DELLA proteins affect
the expression of JA-responsive genes (Cao et al., 2006;evier Inc.
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to control JA-mediated plant immune responses (Navarro
et al., 2008). These observations suggest that GA and DELLA
proteins modulate JA perception and/or signaling. To test how
GA and DELLA proteins are involved in JA signaling, we
measured the expression of several typical JA-responsive
genes, including LOX2, TAT1, PDF1.2, and b-CHI (Lorenzo
et al., 2004), under JA and/or GA treatment. In the GA-deficient
mutant ga1-3, these genes were upregulated in response to JA
treatment, whereas such elevated expression was significantly
attenuated under the combined treatment with JA and GA (Fig-
ure 1A). GA treatment alone did not significantly affect the
expression of these JA-responsive genes (Figure 1A). Expres-
sion analyses on several other primary JA-responsive genes,
including LOX3, LOX4, JAZ1, and JAZ3 (Chung et al., 2008), re-
vealed similar changes in their expression trends in ga1-3 under
JA and/or GA treatment (see Figure S1A available online). These
results suggest that GA suppresses cellular competence to
respond to JA. This is further substantiated by the observation
that increased concentrations of JA more significantly induced
the expression of JA-responsive genes in ga1-3 than in wild-
type seedlings (Figure S1A).
In both wild-type and ga1-3 backgrounds, loss of function of
DELLA proteins (RGA, GAI, RGL1, and RGL2) impaired the upre-
gulation of JA-responsive genes by JA (Figure S1B). Moreover,
upregulation of these genes in wild-type plants by JA was
enhanced by the GA biosynthesis inhibitor, paclobutrazol
(PAC), whereas their upregulation in ga1-3 was suppressed by
GA (Figure S1B). Such changes in response to PAC or GA
were compromised in either gai-t6 rga-t2 rgl1-1 rgl2-1 or ga1-3
gai-t6 rga-t2 rgl1-1 rgl2-1, respectively, except for PDF1.2
expression in penta mutants (Figure S1B). These results indicate
that DELLA proteins degraded by GA are involved in upregulat-
ing these genes in response to JA. We then examined the
expression of JA-responsive genes in response to RGA activity
using a steroid-inducible RGA (RGA-GR) in ga1-3 rgl2-1 rga-t2
(Yu et al., 2004). Dexamethasone enhanced the upregulation of
TAT1 and PDF1.2 only under JA treatment (Figure 1B), which
confirms that RGA promotes the expression of JA-responsive
genes in the JA-signaling pathway.
To understand how DELLA proteins affect JA signaling in
plant development, we examined the inhibition of root elonga-
tion by JA in various DELLA mutants. Root elongation in ga1-3
was significantly reduced under JA treatment, whereas the
extent of such reduction was attenuated in ga1-3 combined
with various DELLA mutants (Figure 1C). Moreover, GA largely
suppressed the inhibitory effect of JA on root growth in
ga1-3, whereas such suppressive effect was less obvious in
ga1-3 lacking various DELLA proteins (Figure S1C). These
results, together with the expression patterns of JA-responsive
genes, further corroborate that DELLA proteins in the GA
pathway positively regulate JA response during Arabidopsis
development.
DELLAs Interact with JAZs
As putative transcriptional regulators, DELLA proteins have been
shown to interact with bHLH-type transcription factors to coordi-
nate the effect of light and GA on plant development (de Lucas
et al., 2008; Feng et al., 2008). To investigate how DELLAs areDevelopmeinvolved in the interaction between GA and JA-signaling path-
ways, we performed a yeast two-hybrid screening to identify
RGA-interacting partners. Because the full-length RGA protein
exhibited strong self-activation activity, two truncated versions
of RGA protein were used for bait optimization (Figure S2A).
The N-terminal deletion version of RGA protein (RGADN), which
contains the LZ1 and LZ2 protein-interacting domains (Itoh et al.,
2002; Thomas and Sun, 2004), abolished RGA self-activation
completely and was thus chosen as a bait. After screening an
Arabidopsis cDNA library (CD4-30 from ABRC), we found that
JAZ1, a key repressor of JA signaling (Thines et al., 2007), inter-
acted with RGADN (Figure 2A). Consistent with a previous report
(Chini et al., 2007), yeast two-hybrid assays showed that JAZ1
interacted with MYC2, a key transcriptional activator of JA-regu-
lated gene expression, whereas no interaction was detected
between MYC2 and RGADN (Figure 2A). Because there are
12 JAZ family members in Arabidopsis, and they function redun-
dantly in JA signaling (Chini et al., 2007; Thines et al., 2007), we
further chose JAZ3 and JAZ9 to test whether they could also
interact with RGADN. Our results demonstrated an interaction
between these two proteins and RGADN, though the interaction
appeared weaker for the AD-RGA and BD-JAZ3 constructs (Fig-
ure S2B). In addition the other DELLA proteins, GAI, RGL1, and
RGL2, were also found to interact with JAZ1 (Figure S2B). These
data suggest that there may be widespread interaction between
DELLAs and JAZ proteins.
We next performed GST pull-down assays to verify the protein
interaction between RGA and JAZ1 using purified GST- and His-
tagged proteins (Figure S2C). Again, we found that RGA specif-
ically interacted with JAZ1, but not MYC2, whereas JAZ1 also
interacted with MYC2 (Figure 2B). In addition, bimolecular fluo-
rescence complementation (BiFC) analysis revealed the direct
interaction of RGA and JAZ1 in the nuclei of living plant cells (Fig-
ure 2C). Coimmunoprecipitation analysis on the protein extracts
from ga1-3 rga-t2 35S:RGA-9Myc 35S:JAZ1-6HA further
confirmed the in vivo interaction between RGA and JAZ1 (Fig-
ure 2D). Taken together, these results indicate that DELLAs
might regulate JA-signaling pathway through their interaction
with JAZs.
DELLAs and MYC2 Compete for Binding to JAZ1
Because JAZ proteins serve as the major molecular link
between the SCFCOI1 E3 ubiquitin ligase and MYC2 in the JA
pathway, the interaction between DELLAs and JAZs may affect
either the degradation of JAZs or the interaction between JAZs
and MYC2. To test the former possibility, we examined the
effect of GA or PAC on the degradation of JAZ1-GUS (b-glucu-
ronidase) protein induced by JA in 35S:JAZ1-GUS roots
(Thines et al., 2007). Evidently, JA-mediated degradation of
JAZ1-GUS was not affected by GA or PAC (Figure S3A). Simi-
larly, JA had no effect on RGA degradation in ga1-3 rga-t2
pRGA:GFP-RGA plants (Figure S3B). Furthermore, GA or PAC
still affected the expression of JA-responsive genes in the
JA-insensitive mutant coi1-1, wherein the degradation of
JAZs was abolished (Figure S3C). These observations suggest
that DELLAs affect JA signaling downstream of the degradation
of JAZs.
We then investigated whether DELLAs affect the inter-
action between JAZs and MYC2. In vitro pull-down assaysntal Cell 19, 884–894, December 14, 2010 ª2010 Elsevier Inc. 885
Figure 1. DELLAs Mediate Plant Responses to JA and Promote the Expression of JA-Responsive Genes
(A) Quantitative real-time PCR analysis of time-course expression of JA-responsive genes in ga1-3 seedlings under various hormonal treatments. Total RNA was
extracted from 20-day-old seedlings either mock treated with H2O containing Silwet L-77 and ethanol, or treated with 100 mMGA, 50 mM JA, or 100 mMGA plus
50 mM JA. The relative gene expression was calculated by comparing the value of hormone treatment to that of mock treatment. The b-tubulin gene (TUB2) was
amplified as an internal control. Values are mean ± SD of three biological replicates.
(B) Expression of JA-responsive genes in ga1-3 rgl2-1 rga-t2 35S:RGA-GR seedlings. Twenty-day-old seedlings were either mock treated with H2O containing
Silwet L-77 and ethanol or treated with 10 mM dexamethasone (DEX), 50 mM JA, or 50 mM JA plus 10 mM DEX for 4 hr. Values are mean ± SD of three biological
replicates.
(C) Loss of function of DELLAs decreases the sensitivity of ga1-3 to exogenous JA. ga1-3 and different DELLA mutants in ga1-3 background were grown on MS
mediumwithout or with 10 mMJA for 8 days. Root length of thesemutants was compared in left panels. The percentage in the right panel indicates the relative root
length with JA treatment against that without JA treatment (designated as 100%). Values are mean ± SD of more than 15 plants of each genotype. Asterisks
indicate significant change of root length in various mutants as compared to that in ga1-3 (p < 0.05, by Student’s t test). penta, penta mutant ga1-3 rga-t2
gai-t6 rgl1-1 rgl2-1. Scale bar, 1 cm.
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JAZ1 was impaired by an increased amount of GST-RGA (Fig-
ure 3A). Similarly, His-MYC2 also attenuated the interaction
between GST-RGA and His-JAZ1 (Figure 3B). These results
demonstrate that RGA and MYC2 compete in vitro for binding
to JAZs, implying that DELLAs could facilitate releasing MYC2
from JAZ/MYC2 complex through competing with the binding
of MYC2 to JAZs.886 Developmental Cell 19, 884–894, December 14, 2010 ª2010 ElsDELLAs Enhance MYC2 Binding to the G-box
or G-box-like Motifs
To study how DELLAs affect MYC2 function in transcriptional
regulation of JA-responsive genes, we created jin1-8 pMYC2:
MYC2-FLAG plants (Figure S4A) that rescued the JA-insensitive
phenotype of theMYC2 mutant, jin1-8 (Lorenzo et al., 2004), for
examining MYC2 binding to the promoters of its target genes by
chromatin immunoprecipitation (ChIP) assays. MYC2 encodesevier Inc.
Figure 2. RGA Interacts with JAZ1 In Vitro and In Vivo
(A) Yeast two-hybrid assays show the interactions between RGA and JAZ1,
and MYC2 and JAZ1. Transformed yeast cells were grown on SD-Trp/-Leu/-
His/-Ade medium.
(B) In vitro pull-down assays show the interactions between RGA and JAZ1,
and MYC2 and JAZ1. His-tagged proteins were incubated with immobilized
GST or GST-tagged proteins, and immunoprecipitated fractions were de-
tected by anti-His antibody.
(C) BiFC analysis of the interaction between RGA and JAZ1. DAPI, fluores-
cence of 40,6-diamino-2-phenylindol; Merge, merge of EYFP and DAPI.
(D) In vivo interaction of RGA and JAZ1 in Arabidopsis. Plant nuclear extracts
from ga1-3 rga-t2 35S:RGA-9Myc 35S:JAZ1-6HA seedlings were immunopre-
cipitated by either anti-HA antibody or preimmune serum (IgG). The coimmu-
noprecipitated proteins were detected by either anti-Myc or anti-HA antibody.
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Developmea bHLH transcriptional activator that specifically binds to G-box
(CACGTG) or G-box-like motifs (Brown et al., 2003; Dombrecht
et al., 2007; Lorenzo et al., 2004). We found a G-box or G-box-
like motif within the 1 kb 50 promoter of LOX2, TAT1, and
PDF1.2 and designed primer pairs near these motifs for
measurement of DNA enrichment (Figure S4B). Because the
MYC2-FLAG protein started to accumulate from 1 hr after JA
treatment and peaked at 12 hr in jin1-8 pMYC2:MYC2-FLAG
(Figure S4B), we performed ChIP assays after JA treatment
for 4 hr and detected the association of MYC2-FLAG with the
promoter of LOX2 and TAT1, but not with PDF1.2 (Figure S4B).
This is consistent with a previous study (Dombrecht et al.,
2007), indicating that LOX2 and TAT1 are direct targets of
MYC2.
We then chose 4 and 12 hr after JA treatment for analyzing the
effect of DELLAs on MYC2 binding. At both time points, GA or
PAC treatment did not affect the abundance of the MYC2-
FLAG protein in nuclear extracts or immunoprecipitated frac-
tions used in ChIP assays (Figure 3C). ChIP assays demon-
strated that MYC2-FLAG binding to LOX2 and TAT1 promoters
was enhanced when DELLA protein levels were increased by
PAC, whereas DELLA degradation by GA attenuated such
binding (Figure 3D), suggesting that under JA treatment, DELLA
proteins do not directly affect MYC2 protein levels but enhance
MYC2 binding to the G-box or G-box-like motif. We further
examined the effect of induced RGA activity on MYC2 binding
to LOX2 promoter using ga1-3 rga-t2 35S:RGA-GR jin1-8
pMYC2:MYC2-FLAG plants. Similarly, we found that induced
RGA activity by dexamethasone treatment did not immediately
affect MYC2 protein levels (Figure 3E) but enhanced MYC2
binding to LOX2 promoter (Figure 3F). In addition, further ChIP
analyses revealed that direct association of MYC2-FLAG to the
promoters of other four primary JA-responsive genes, LOX3,
LOX4, JAZ1, and JAZ3 (Chung et al., 2008), was also modulated
by DELLA proteins (Figure S4B). These observations suggest
that DELLA proteins enhance MYC2 binding to the G-box or
G-box-like motifs in its target genes.
To further test the effect of DELLAs and JAZ1 on MYC2 tran-
scriptional activity, we performed transient transactivation
assays using the TAT1 promoter fused to the GUS gene as
a reporter. Effector constructs for MYC2, JAZ1-6HA, or RGA
were expressed under the control of the 2 3 35S promoter and
transfected together with the reporter construct into jin1-8
mesophyll protoplasts. Without MYC2, TAT1 expression was
very low, whereas expression of MYC2 protein dramatically acti-
vated the expression of TAT1 (Figure 3G). Coexpression of JAZ1
and MYC2 proteins repressed TAT1 expression. An additional
supply of RGA attenuated the repression of JAZ1 on TAT1
expression, whereas RGA alone did not affect MYC2’s ability
to regulate TAT1 expression. Moreover, GA treatment, which
triggered degradation of RGA, abolished the inhibitory effect of
RGA on JAZ1 (Figure 3G). Thus, MYC2 transcriptional activity
is inhibited by JAZ1 but promoted by RGA. These results,
together with the effect of DELLAs on the expression of JA-
responsive genes (Figures 1A, and 1B; Figure S1A) and
enhancing MYC2 binding to the promoters of its target genes
(Figures 3D and 3F; Figure S4B), strongly suggest that DELLA
proteins modulate JA signaling through affecting MYC2’s ability
to transcriptionally regulate its target genes.ntal Cell 19, 884–894, December 14, 2010 ª2010 Elsevier Inc. 887
Figure 3. DELLAs Compete with MYC2 for
Binding to JAZ1 to Promote the Expression
of MYC2 Downstream Genes
(A) In vitro interaction between His-MYC2 and
GST-JAZ1 is weakened by GST-RGA. GST-JAZ1
protein combined with GST-RGA or GST was
incubated with immobilized His-MYC2. The immu-
noprecipitated fractions were detected by anti-
GST antibody. The gradient indicates increasing
amount of GST-RGA. His-MYC2 input is shown
in the lower panel.
(B) In vitro interaction betweenHis-JAZ1 andGST-
RGA is weakened by His-MYC2. His-JAZ1 protein
combined with His-MYC2 or His was incubated
with immobilized GST-RGA. The immunoprecipi-
tated fractions were detected by anti-His anti-
body. The gradient indicates increasing amount
of His-MYC2. GST-RGA input is shown in the
lower panel.
(C) Quantification of MYC2-FLAG in nuclear
extracts or immunoprecipitated fractions of
20-day-old jin1-8 pMYC2:MYC2-FLAG plants
treated with 50 mM JA (JA), 50 mM JA plus
100 mM GA (JG), and 50 mM JA plus 10 mM PAC
(JP) for either 4 or 12 hr.
(D) ChIP analysis of MYC2-FLAG binding to the
G-box or G-box-like motif in two target genes
(LOX2 and TAT1) in jin1-8 pMYC2:MYC2-FLAG
plants described in (C). Values are mean ± SD of
three biological replicates.
(E) Quantification of MYC2-FLAG in JA-treated
20-day-old ga1-3 rga-t2 35S:RGA-GR jin1-8
pMYC2:MYC2-FLAG plants, which were concur-
rently mock treated or treated with DEX for 4 hr.
(F) ChIP analysis of MYC2-FLAG binding to the
G-box-like motif in LOX2 in ga1-3 rga-t2
35S:RGA-GR jin1-8 pMYC2:MYC2-FLAG plants
described in (E). Values are mean ± SD of three
biological replicates.
(G) Transient transactivation assays show that
activation of TAT1 expression by MYC2 is modu-
lated by RGA and JAZ1 in jin1-8 mesophyll proto-
plasts. Various constructs used in transient trans-
activation assays are shown in the left panel.
pTAT1:GUS was cotransformed with other
constructs into jin1-8 mesophyll protoplasts,
whereas the protoplasts transfected with pTAT1:
GUS only served as a control. After PEG-mediated
transfection, protoplasts were incubated with
mock solution or 100 mM GA for 12 hr under light.
Relative GUS activity (GUS/Luciferase) that indi-
cates the level of TAT1 expression activated by
MYC2 is shown in the right panel. Values are
mean ± SD of five biological replicates.
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on JA Perception
We further examined modulation of JA signaling by DELLAs in
JA-overproducing and -insensitive mutants. Root elongation of
ga1 was significantly reduced in the background of hy1-101,
a JA-overproducing mutant (Zhai et al., 2007), whereas such
reduction caused by hy1-101 was attenuated in ga1 rga28 (Fig-
ure 4A). This result is consistent with the response of ga1-3 and
ga1-3 rga-t2 to JA treatment (Figure 1C) and substantiates the
role of DELLAs in regulating JA response. As expected the
effect of hy1-101 on the upregulation of two MYC2 target888 Developmental Cell 19, 884–894, December 14, 2010 ª2010 Elsgenes, LOX2 and TAT1, was also compromised by rga28
(Figure 4B).
Next, we examined the effect of DELLAs on root sensitivity to
JA in coi1-1. Loss of function of COI1 abolishes JA perception
and the degradation of JAZ proteins, which causes suppression
of MYC2 transcriptional activity, even in the presence of JA
(Chini et al., 2007; Melotto et al., 2008; Thines et al., 2007; Yan
et al., 2009). ga1 coi1-1 mutants that accumulate a stable
amount of JAZs showed decreased sensitivity to JA compared
with ga1 (Figure 4C). However, loss of RGA function in rga28
only reduced the JA sensitivity in ga1 but had no significant effectevier Inc.
Figure 4. Effect of DELLAs on JA Sensitivity in hy1-101 and coi1-1
(A) Loss of RGA function decreases the sensitivity of ga1 to JA overproduction in hy1-101. Different mutants were grown on MS medium without JA for 10 days
(left panel). The percentages in the right panel indicate the relative root lengths with JA overproduction (hy1-101 background) against those without JA overpro-
duction (designated as 100%). Values are mean ± SD of more than 15 plants of each genotype. Scale bar, 1 cm.
(B) Quantitative real-time PCR analysis of TAT1 and LOX2 expression in various mutants with or without hy1-101. The numbers shown above bars indicate the
fold changes calculated by comparing the values in hy1-101 background to those in HY1 background. TUB2 was amplified as an internal control. Values are
mean ± SD of three biological replicates.
(C) Loss of RGA function does not affect the sensitivity of ga1 coi1-1 to exogenous JA. Different mutants were grown on MS medium without or with 10 mM JA
(upper panels). The percentages in the lower panel indicate the relative root lengths with JA treatment against those without JA treatment (designated as 100%).
Values are mean ± SD of more than 15 plants of each genotype. Asterisks indicate significant change of root length with JA treatment as compared to that without
JA treatment (p < 0.05, by Student’s t test). Scale bar, 1 cm.
(D) Quantitative real-time PCR analysis of TAT1 and LOX2 expression in various mutants with or without coi1-1. Different mutants were grown on MS medium
without or with 10 mM JA. The numbers shown above bars indicate the fold changes calculated by comparing the values of JA treatment to those of mock treat-
ment. TUB2 was amplified as an internal control. Values are mean ± SD of three biological replicates.
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Figure 5. Yeast Two-Hybrid Interactions between RGA, JAZ1, and Their Derivatives
(A) Schematic representations of RGA-truncated proteins used for yeast two-hybrid assays. Various functional domains in RGA are indicated.
(B) Schematic representations of JAZ1-truncated proteins used for yeast two-hybrid assays. Various functional domains in JAZ1 are indicated. Lines indicate the
deleted domains.
(C) Yeast two-hybrid assays show the interactions between RGA, JAZ1 and their derivatives. Transformed yeast cells were grown on SD/-Trp/-Leu/-His/-Ade and
SD/-Trp/-Leu medium.
(D) Transient assays of MYC2 transcriptional activity modulated by RGA, JAZ1, and their derivatives in jin1-8mesophyll protoplasts. Various constructs used in
transient transactivation assays are shown in the upper panel. Transient transactivation assays performed as described in Figure 3G are shown in the lower panel.
Values are mean ± SD of five biological replicates.
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upregulation of LOX2 and TAT1 in ga1 but did not affect their
expression in response to JA in ga1 coi1-1 (Figure 4D). These
observations suggest that modulation of JA response by
DELLAs in response to JA is dependent on COI1 function in JA
perception.
Functional Domains Required for the Interaction
between RGA and JAZ1
Because DELLAs compete with MYC2 for JAZs, we further iden-
tified functional domains (Figures 5A and 5B) required for the
interaction between RGA and JAZ1 using yeast two-hybrid
assays. Three independent and conserved domains, NT, ZIM,
and Jas, have been identified in all 12 members of the JAZ family
(Figure 5B) (Melotto et al., 2008; Thines et al., 2007; Yan et al.,
2007). Previous studies have revealed that the Jas domain not
only interacts directly with COI1 in a JA-dependent manner but
also mediates JAZ’s interaction with MYC2 independent of JA
(Chini et al., 2007; Melotto et al., 2008). We found that deletion
of the ZIM domain did not affect the interaction between JAZ1
and RGA, whereas deletion of either NT or Jas domain compro-890 Developmental Cell 19, 884–894, December 14, 2010 ª2010 Elsmised JAZ1 binding to RGA (Figure 5C), indicating that both NT
and Jas domains are required for the interaction between JAZ1
and RGA. Furthermore, our results showed that the binding of
RGA to JAZ1 was almost completely abolished in RGADN2
(RGA without DELLA and LZ1 domains) and partially impaired
in RGADN (RGA without DELLA domain), whereas deletion of
RGA C-terminal region (RGADC) did not affect RGA binding to
JAZ1 (Figures 5A and 5C). Hence, at least the DELLA and LZ1
domains in RGA contribute to the interaction between RGA
and JAZ1.
To examine if the functional domains in RGA and JAZ1
contribute to modulation of MYC2 transcriptional activity, we
further performed transient expression assays in jin1-8 meso-
phyll protoplasts. As compared with RGA or RGADC, coexpres-
sion of RGADN2 with MYC2 and JAZ1 did not attenuate JAZ1
repression on MYC2 transcriptional activity (Figure 5D). This
suggests that the DELLA and LZ1 domains in RGA, which are
required for the interaction between RGA and JAZ1, are also
responsible for modulating MYC2 transcriptional activity. In
contrast to JAZ1 or JAZ1DNT, coexpression of JAZ1DZIM or
JAZ1DJas with MYC2 did not significantly affect MYC2evier Inc.
Figure 6. A ‘‘Relief of Repression’’ Model Describing that DELLAs
Modulate JA Signaling via Competitive Binding to JAZs
Without JA, stabilized JAZs interact with MYC2, thus inhibiting the activity of
MYC2 as a transcriptional activator. JA induces destabilization of JAZs to
release MYC2 that in turn activates the expression of JA-responsive genes.
In the presence of various levels of JA signals, without GA, stabilized DELLAs
compete with MYC2 for binding to JAZs and facilitate the release of MYC2 for
activating JA response. Degradation of DELLAs triggered byGA liberates JAZs
and promotes the formation of JAZ-MYC2 complex, thus repressing the
expression of JA-responsive genes.
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domains are important for JAZ1 function in repressing MYC2
activity. Interestingly, coexpression of JAZ1DNT and MYC2 still
maintained JAZ1 suppression onMYC2 activity, whereas further
supply of RGA activity (coexpression of MYC2, JAZ1DNT, and
RGA) only slightly attenuated JAZ repression on MYC2 activity
(Figure 5D). This result, together with the observation on the
interaction between AD-RGA and BD-JAZ1DNT in yeast (Fig-
ure 5C), suggests that although the NT domain is not directly
involved in JAZ1 repression on MYC2 activity, it is important
for the interaction between JAZ1 and RGA, which is required
for RGA modulation of MYC2 transcriptional activity.DISCUSSION
In this study we demonstrate that DELLA proteins, the key
repressors in GA-signaling pathway, contribute to JA responses
through directly interacting with JAZ1, a key repressor of JA
signaling. This prevents JAZ1 from interacting with MYC2 and,
thus, enhances the ability of MYC2 to bind to the G-box or
G-box-likemotifs in the promoter of its targets genes. As a result,
DELLAs promote the expression of JA-responsive genes down-
stream of MYC2 in response to JA. On the contrary, GA triggers
degradation of DELLAs, which allows JAZ1 to bind to MYC2 and
represses JA signaling. Furthermore, we show that modulation
of JA response by DELLAs is dependent on the JA receptor,
COI1, in JA perception. These results support a ‘‘relief of repres-
sion’’ model in which DELLAs compete with MYC2 for binding to
JAZs, thus liberating MYC2 to promote JA response (Figure 6).
Because DELLAs serve as central regulators that mediate the
crosstalk of various phytohormones in response to endogenousDevelopmeand environmental signals (Achard et al., 2003, 2006, 2008;
Bolle, 2004; de Lucas et al., 2008; Feng et al., 2008; Fu and Har-
berd, 2003; Navarro et al., 2008; Shimada et al., 2006), ourmodel
provides a mechanistic understanding on how JA signaling
could be fine-tuned by other signaling pathways through
DELLAs.
The role of DELLA proteins in interacting with JAZ1 sheds light
on the molecular mechanism of the well-known ‘‘foolish seed-
ling’’ disease in rice. This disease is caused by the necrotrophic
fungusGibberella fujikuroi that producesGA (Yabuta and Sumiki,
1938), and the infected rice plants develop abnormally long
stems with significantly decreased yields. Previous studies in
Arabidopsis have proposed that Gibberella fujikuroi might
synthesize GA to eliminate DELLAs, thus compromising
JA-mediated defense (Grant and Jones, 2009; Navarro et al.,
2008). The proposed function of DELLAs in promoting
JA-responsive genes through its competitionwith a JA transcrip-
tional activator, MYC2, for JAZ1 provides new insights into the
mechanism underlying which DELLAs potentiate JA signaling
in plants. This explains how GA promotes pathogen virulence
through its degradation of DELLA proteins.
Previous studies have suggested two branches in the
JA-signaling pathway antagonistically regulated by MYC2 and
ethylene response factor1 (ERF1), respectively (Lorenzo et al.,
2004). MYC2 activates the expression of wound-responsive
genes such as LOX2 and TAT1 but negatively regulates path-
ogen-responsive genes such as b-CHI and PDF1.2, whereas
ERF1 has the opposite effect on these genes. Interestingly, our
results have shown that DELLAs promote the expression of all
these JA-responsive genes tested. Because only LOX2 and
TAT1 have been identified as MYC2 direct targets, the interac-
tion between DELLAs and JAZ1 may affect the expression of
b-CHI and PDF1.2 through other JA regulators. Besides
MYC2, several other transcription factors such as ERFs,
WRKYs, and MYBs have also been found to mediate different
aspects of JA-induced responses (Fonseca et al., 2009). So
far, our preliminary experiments did not detect an interaction
between JAZ1 and ERF1, nor between JAZ1 and MYB21 or
MYB24 (data not shown). Further investigation of other members
of JAZ, ERF, and MYB families or other JA regulators will verify
whether themodel established in this study is applicable to other
JA responses.
A recent study has demonstrated that JAZs recruit corepres-
sors topless (TPL) proteins through an EAR-domain transcrip-
tional repressor, novel interactor of JAZ (NINJA), thus repressing
MYC2 activation of JA-responsive gene expression (Pauwels
et al., 2010). JA triggers degradation of JAZ proteins, which
results in the release of the NINJA-TPL complex from MYC
factors and subsequent activation of JA-responsive gene
expression. The TIFY motif, located within the ZIM domain of
JAZ proteins, mediates the interaction between NINJA and
JAZs (Pauwels et al., 2010), whereas the interaction between
DELLAs and JAZs is mediated by NT and Jas domains, but not
by the ZIM domain in JAZs (Figure 5). Thus, the NINJA-TPL
complex and DELLAs play antagonistic roles in modulating the
transcriptional activity of MYC factors by interacting with JAZs
through different domains.
The interaction between JAZs and DELLAs raises the possi-
bility that JA signaling may also mediate the function of DELLAsntal Cell 19, 884–894, December 14, 2010 ª2010 Elsevier Inc. 891
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photomorphogenesis (Ellis and Turner, 2002; Zhai et al., 2007).
The effect of JA on hypocotyl elongation is impaired in DELLA
quadruple mutants and pif4mutants in which a DELLA-interact-
ing bHLH transcription factor, PIF4, is defective but enhanced in
35S:PIF4 (Figure S5). As amain photoreceptor, the active form of
phyB promotes degradation of PIFs in a light-dependent manner
to suppress hypocotyl elongation (Bauer et al., 2004; Ni et al.,
1999; Park et al., 2004). Similarly, the effect of JA is also
enhanced in phyB mutants, where PIFs are stabilized. These
results imply that JA affects photomorphogenesis through
DELLAs and PIFs. Because DELLA proteins mediate light
control of hypocotyl elongation via interacting with PIF3 and
PIF4 (de Lucas et al., 2008; Feng et al., 2008), it is tempting to
speculate that JAZs, as major regulators of JA signaling, may
interact with DELLAs to control their ability in modulating the
activity of PIFs.
Taken together, the model presented in this study has re-
vealed the molecular link between the signaling pathways of
two important phytohormones, GA and JA. The interaction
between DELLAs and JAZs may engage different transcriptional
factors under various environmental and developmental con-
texts. Further identification of these factors will provide a better
mechanistic understanding of both plant responses to environ-
mental and biotic stresses and plant developmental processes.
EXPERIMENTAL PROCEDURES
Plant Materials and Growth Conditions
All Arabidopsis plants were grown at 22C under long days (16 hr light/8 hr
dark). The mutants coi1-1, hy1-101, ga1, jin1-8, pif4, phyB, and rga28 are in
Columbia (Col) background, whereas ga1-3, rga-t2, gai-t6, rgl1-1, and rgl2-1
are in Landsberg erecta (Ler) background. rga28 (Salk_089146), ga1
(Salk_109115), jin1-8 (SALK_061267), and phyB (CS6217) seeds were ob-
tained from the Arabidopsis Biological Resource Center (http://www.
arabidopsis.org/). Seeds with ga1-3 or ga1 background were imbibed in
100 mMGA3 at 4
C for 7 days and rinsed thoroughly with water before sowing.
coi1-1 homozygous mutants were selected from heterozygous seeds germi-
nating on MS medium containing 50 mM JA.
For examining the effects of various hormones on root growth, surface-
sterilized seeds were sown onMSmediumwith 0.8% agar. After 3 days, seed-
lings were transferred to newMSmedium or MSmedium containing 10 mMJA,
1 mM GA, or 1 mM PAC for 8 days, after which seedlings were harvested for
further analyses.
Plasmid Construction and Plant Transformation
To construct 35S:JAZ1-6HA, the cDNA encoding JAZ1 was amplified and
cloned into pGreen-35S-6HA (Liu et al., 2008). The cDNA encoding RGA
was amplified and cloned into pGreen-35S-9Myc (Liu et al., 2008) to construct
35S:RGA-9Myc. To construct pMYC2:MYC2-FLAG, the DNA fragment encod-
ing the FLAG tag was cloned into pPZPY112 (from ABRC), and the genomic
fragment of MYC2 was amplified and subsequently cloned into pPZPY112-
FLAG to obtain an in-frame fusion of pMYC2:MYC2-FLAG. Primers used for
plasmid construction are listed in Table S1. Except for transgenic plants
harboring pMYC2:MYC2-FLAG that were selected on MS medium supple-
mentedwith kanamycin, transgenic plants with other constructs were selected
by Basta on soil.
Yeast Two-Hybrid Assay
The coding regions of JAZs, MYC2, and DELLAs were amplified and cloned
into pGBKT7 and pGADT7 (Clontech), respectively. Subsequent yeast two-
hybrid assays were performed using the Yeastmaker Yeast Transformation
System 2 (Clontech). For library screening, the fragments of RGADC (residues
1–408), RGADN (residues 200–587), and RGA (residues 1–587) were fused to892 Developmental Cell 19, 884–894, December 14, 2010 ª2010 Elsthe GAL4-BD and tested for the auto-activation activity. BD-RGADN without
the auto-activation activity was chosen as bait to screen an Arabidopsis
cDNA library (CD4-30, from ABRC) (Fan et al., 1997). For analyzing functional
domains required for the interaction between RGA and JAZ1, RGADC,
RGADN, RGADN2, and full-length RGA fragments were amplified and cloned
into pGADT7, whereas various deletion constructs of JAZ1 were generated by
inverse PCR reaction from the BD-JAZ1 construct in pGBKT7. Primers used
for generating constructs for yeast two-hybrid assays are listed in Table S1.
Yeast AH109 cells were cotransformed with specific bait and prey constructs.
All yeast transformants were grown on SD/-Trp/-Leu/-His/-Ade medium for
selection or interaction test.
Expression Analysis
Twenty-day-old whole seedlings under various treatments were used for
quantitative real-time PCR analysis of gene expression in this study. Total
RNA was extracted using the FavorPrep Plant Total RNA Mini Kit (Favorgen)
and reverse transcribed using the SuperScript RT-PCR System (Invitrogen).
Real-time PCR was performed in triplicates on CFX384 real-time system
(Bio-Rad) with the iQ SYBR Green Supermix (Bio-Rad). The relative expres-
sion level was calculated as previously reported (Liu et al., 2008). Primers used
for gene expression analysis are listed in Table S1. GUS staining of 35S:JAZ1-
GUS was carried out as previously described (Jefferson et al., 1987).
In Vitro Pull-Down Assay
To produceGST-tagged proteins, the cDNAs encoding RGA, JAZ1, andMYC2
proteins were cloned into pGEX-4T-1 vector (Pharmacia). To produce His-
tagged proteins, the cDNAs encoding JAZ1 and MYC2 proteins were cloned
into pQE30 vector (QIAGEN). Primers used for these constructs are listed in
Table S1. These constructs and the empty pGEX-4T-1 and pQE30 vectors
were transformed into E. coli Rosetta (DE3) (Novagen), and protein expression
was induced by IPTG. The soluble GST fusion proteins were extracted and im-
mobilized onto glutathione sepharose beads (Amersham Biosciences),
whereas the soluble His-fusion proteins were extracted and immobilized
onto Ni-NTA agarose beads (QIAGEN).
For pull-down assays, 2 mg His-JAZ1 or His-MYC2 was incubated with the
immobilized GST and GST fusion proteins at 4C for 1 hr. Proteins retained
on the beads were subsequently resolved by SDS-PAGE and detected with
anti-His antibody (Santa Cruz Biotechnology).
For competitive pull-down assays, 2 mg GST-JAZ1 with 2, 5, or 12 mg GST-
RGA, or 5 mg GST protein, and 2 mg His-JAZ1 with 2, 5, or 12 mg His-MYC2, or
1 mg His protein, were incubated with immobilized His-MYC2 (2 mg) and GST-
RGA (2 mg) at 4C for 1 hr, respectively. Proteins retained on the beads were
resolved by SDS-PAGE and detected with anti-GST or anti-His antibody
(Santa Cruz Biotechnology), respectively.
ChIP Assay
Twenty-day-old jin1-8 pMYC2:MYC2-FLAG or ga1-3 rga-t2 RGA-GR jin1-8
pMYC2:MYC2-FLAG seedlings were fixed on ice for 1 hr in 1% formaldehyde
under vacuum. Fixed tissues were homogenized, and chromatin was isolated
and sonicated as previously described (Liu et al., 2008). The solubilized chro-
matin was immunoprecipitated by either anti-FLAG agarose conjugate (Sigma)
or Protein G PLUS agarose (Santa Cruz Biotechnology) with mouse IgG at 4C
for 1 hr. The coimmunoprecipitated DNA was recovered and analyzed by
quantitative real-time PCR in triplicates. Relative fold enrichment was calcu-
lated by normalizing the amount of a target DNA fragment against that of
a genomic fragment of ACTIN and then by normalizing the value for immuno-
precipitation using anti-Flag antibody against that of mouse IgG. The enrich-
ment of a TUB2 genomic fragment was used as a negative control. All primers
used in ChIP assays are listed in Table S1.
Coimmunoprecipitation Assay
Coimmunoprecipitation assay of RGA and JAZ1 proteins was performed with
20-day-old ga1-3 rga-t2 35S:RGA-9Myc 35S:JAZ1-6HA seedlings. Whole
seedlings were harvested, and nuclear proteins were extracted according to
the ChIP protocol but without tissue fixation. JAZ1-6HA protein was immuno-
precipitated by anti-HA agarose conjugate (Sigma). Proteins bound to the
beads were resolved by SDS-PAGE and detected by anti-Myc or anti-HA anti-
body (Santa Cruz Biotechnology).evier Inc.
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The cDNAs of RGA and JAZ1were cloned into serial pSAT1 vectors containing
either amino- or carboxyl terminal enhanced yellow fluorescence protein
(EYFP) fragments. The resulting cassettes were further subcloned into
a pGreen binary vector HY105 and used for BIFC analysis as previously pub-
lished (Liu et al., 2009).
Transient Transactivation Assay
To generate the effector constructs, 35S:RGA, 35S:MYC2, 35S:JAZ1-6HA,
35S:RGADC, and 35S:RGADN2, the corresponding cDNAs were amplified
and cloned into either pGreen-35S or pGreen-35S-6HA (Liu et al., 2008). For
creating 35S:RGADN2, we introduced a methionine at the 50 end of its forward
primer so that the truncated protein could be normally translated. The effector
vectors containing various deletions of JAZ1 were created from 35S:JAZ1-
6HA by inverse PCR reaction. To create pTAT1:GUS reporter construct,
a 995 bp TAT1 50 promoter was cloned into HY107 (Liu et al., 2007). A
construct containing the firefly luciferase driven by 35S promoter in pGreen-
35Swas used as an internal control to evaluate the protoplast transfection effi-
ciency. All primers used for generating constructs for transient transactivation
assays are listed in Table S1. Preparation of Arabidopsis mesophyll proto-
plasts from jin1-8 leaves and subsequent transfection of protoplasts were per-
formed as previously described (Sheen, 2001). GUS and luciferase activities
were measured as described (Yoo et al., 2007). Relative GUS activity was
calculated by normalizing against the luciferase activity, and the data pre-
sented were the averages of five biological replicates.
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SUMMARY
Floral transition in Arabidopsis is tightly controlled by complex genetic regulatory networks in response to
endogenous and environmental flowering signals. SUPPRESSOR OF OVEREXPRESSION OF CONSTANS 1
(SOC1) and SHORT VEGETATIVE PHASE (SVP), two key MADS-domain transcription factors, perceive these
signals and function as antagonistic flowering regulators. To understand how these factors mediate floral
transition, we mapped in vivo binding sites of SOC1 and SVP using chromatin immunoprecipitation followed
by hybridization to whole-genome tiling arrays (ChIP-chip). Genes that encoded proteins with transcription
regulator activity and transcription factor activity were the most enriched groups of genes of those bound by
SOC1 and SVP, which indicates their central roles in flowering regulatory networks. In combination with gene
expression microarray studies, we further identified the genes whose expression was controlled directly by
SOC1 or SVP. Among the common direct targets identified, APETALA2 (AP2)-like genes that repress FT and
SOC1 expression were down-regulated by SOC1, but up-regulated by SVP, revealing a complex feedback
regulation among the key genes that determine the integration of flowering signals. SOC1 regulatory regions
were also accessed by SOC1 itself and SVP, suggesting that self-activation and repression by SVP contribute to
the control of SOC1 expression. In addition, ChIP-chip analysis demonstrated that miR156e and miR172a,
which are involved in the regulation of AP2-like genes, were direct targets of SOC1 and SVP, respectively.
Taken together, these findings revealed that feedback regulatory loops mediated by SOC1 and SVP are
essential components of the gene regulatory networks that underpin the integration of flowering signals
during floral transition.
Keywords: SOC1, SVP, floral transition, flowering time, ChIP-chip, Arabidopsis.
INTRODUCTION
The transition from vegetative to reproductive growth in
flowering plants is controlled precisely by complex flower-
ing regulatory networks in response to various environ-
mental and endogenous signals, such as day length,
temperature, phytohormone levels, and plant developmen-
tal status (Mouradov et al., 2002; Simpson and Dean, 2002;
Blazquez et al., 2003; Cerdan and Chory, 2003; Amasino,
2004; Boss et al., 2004;Wang et al., 2009). InArabidopsis, the
flowering signals converge ultimately on the transcriptional
regulation of several floral pathway integrators, including
FLOWERING LOCUS T (FT), SUPPRESSOR OF OVEREX-
PRESSION OF CONSTANS 1 (SOC1), and LEAFY (LFY)
(Blazquez andWeigel, 2000; Simpson and Dean, 2002; Parcy,
2005), which in turn, activate floral meristem identity genes
to commit plant resources to initiate flowering (Weigel et al.,
1992; Bowman et al., 1993). The regulatory networks that
govern the floral transition comprise of flowering promoters
and repressors that integrate different signals to determine
the progression of flowering. Two representative genes,
SOC1 and SHORT VEGETATIVE PHASE (SVP), which encode
MADS-box transcription factors, play critical and antago-
nistic roles in the floral transition.
SOC1 is mainly expressed in developing leaves and shoot
apical meristems to promote flowering in Arabidopsis
(Borner et al., 2000; Lee et al., 2000; Samach et al., 2000).
SOC1 integrates multiple flowering signals perceived by
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photoperiod, autonomous, vernalization and gibberellin
(GA) pathways (Borner et al., 2000; Lee et al., 2000; Moon
et al., 2003). At the vegetative phase, SOC1 expression is
suppressed by a repressor complex that consists of FLOW-
ERING LOCUS C (FLC) and SVP, whereas during the floral
transition, autonomous, GA, and vernalization pathways
down-regulate FLC and SVP, thus derepressing SOC1
(Helliwell et al., 2006; Searle et al., 2006; Li et al., 2008).
SOC1 expression is also up-regulated by CONSTANS (CO)
through FT in the photoperiod pathway (Yoo et al., 2005), by
miRNA156-targeted SQUAMOSA PROMOTER BINDING
PROTEIN-LIKE (SPL) genes in an age-related pathway (Wang
et al., 2009), and by GA under short-day conditions (Moon
et al., 2003). In addition, SOC1 and AGAMOUS-LIKE 24
(AGL24) affect directly each other’s mRNA expression and
also interact at the protein level to facilitate a synergistic
promotion of flowering (Lee et al., 2008; Liu et al., 2008).
Furthermore, a PIN1-type parvulin 1, Pin1At, accelerates cis/
trans isomerization of the phosphorylated Ser/Thr–Pro
motifs in SOC1 and AGL24 to promote flowering (Wang
et al., 2010).
In contrast to SOC1, SVP negatively regulates flowering in
Arabidopsis (Hartmann et al., 2000). SVP interacts consis-
tently with FLC to repress SOC1 and FT transcription in
leaves to govern the integration of flowering signals
(Li et al., 2008). SVP expression is down-regulated in the
shoot apical meristem during the floral transition in
response to flowering signals from autonomous, thermo-
sensory and GA pathways (Hartmann et al., 2000; Lee et al.,
2007; Li et al., 2008). In the photoperiod pathway, two
circadian clock components, LATE ELONGATED HYPO-
COTYL and CIRCADIAN CLOCK ASSOCIATED 1, also affect
SVP protein abundance under continuous light (Fujiwara
et al., 2008). In addition, SVP regulation of SOC1 and FT is
mediated by a J-domain protein, J3, whose expression is
regulated by several flowering pathways (Shen et al., 2011).
Despite the efforts made so far to elucidate the flowering
regulatory hierarchy involved by SOC1 and SVP, the mech-
anisms underlying which they mediate the switch from
vegetative to reproductive growth are still largely unknown.
Here we report the genome-wide DNA-binding profiles of
SOC1 and SVP during the floral transition using ChIP-chip
methodology. Analysis of ChIP-chip data, together with
molecular genetic evidence in this study, and others, pro-
vides important insights into the hierarchical transcriptional
networks that underly the integration of flowering signals.
RESULTS
Genome-wide identification of SOC1- and SVP-binding sites
To identify the genomic regions bound in vivo by SOC1 and
SVP during the floral transition, we performed ChIP-chip
analyses using Arabidopsis Tiling 1.0R Array from Affyme-
trix. Anti-SOC1 antibody raised against the specific C-ter-
minus of SOC1 (aa 181–194; Figure S1) or anti-SVP antibody
(Shen et al., 2011) was used to immunoprecipitate protein–
DNA complexes from soc1-101D and soc1-2 or 35S:SVP and
svp-41, respectively. Data analysis using CisGenome (Ji et
al., 2008) revealed the presence of 474 enriched regions for
SOC1 in soc1-101D over soc1-2, and 333 enriched regions for
SVP in 35S:SVP over svp-41 (false discovery rate
(FDR) < 0.05) (Table 1). These regions were linked to the 381
and 328 closest genes for SOC1 and SVP, respectively (Ta-
ble S1). The median width of these enriched regions was
around 500 bp for both SOC1 and SVP.
Genome-wide physical distribution and functional
categorization of SOC1- and SVP-binding loci
To determine the position of SOC1- and SVP-binding sites
relative to the closest genes, the identified regions from
ChIP-chip experiments were mapped to the TAIR9 genome
by CisGenome.Most binding sites identified were intergenic
rather than intragenic (Figure 1a). Of the sites categorized as
intergenic, a significant number of regions (47.3% for
SOC1;50.8% for SVP) were locatedwithin 1 kb upstreamof
the transcriptional start sites where cis-regulatory elements
are usually located. This finding is in agreementwith the role
of SOC1 and SVP as transcriptional regulators. As for intra-
genic regions, SOC1 preferentially bound exons, especially
coding sequences (CDS), while SVP almost equally bound
exons and introns (Figure 1a).
Gene ontology (GO) term enrichment analysis using
AgriGO (Du et al., 2010) revealed that among the binding
loci of SOC1 and SVP for which GO assignments existed,
several GO categories were significantly overrepresented
when compared with the whole-genome background
(Figure 1b,c). In terms of GO molecular functions, genes
encoding proteins involved in DNA binding, transcription
regulator activity, and transcription factor activity were
overrepresented at FDR P < 0.001 in both SOC1- and SVP-
binding loci (Figure 1b,c). For GO biological processes, the
significantly overrepresented (FDR P < 0.05) GO terms for
genes linked to both SOC1- and SVP-binding loci
included transcription and regulation of gene expression
(Figure 1b,c). The enrichment of GO categories shows
a non-random distribution of the peaks identified by ChIP-
chip, implying that SOC1 and SVP binding is associated with
some specific regulatory events required for the floral
transition.
Table 1 Total number of peaks identified in soc1-101D and 35S:SVP
at different FDR thresholds
Genetic background
Total number of peaks at different FDR
thresholds
FDR < 0.05 FDR < 0.1
soc1-101D 474 (381 genes) 663 (530 genes)
35S:SVP 333 (328 genes) 788 (756 genes)
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Enrichment of CArG box motifs in ChIP-chip peaks
SOC1 and SVP are known members of plant MADS-domain
proteins, which could bind to flexible CArG box sequences,
including the SRF-type (CC[A/T]6GG), the MEF2-type (C[A/
T]8G), and their intermediate motifs (CC[A/T]7G/C[A/T]7GG)
(Shore and Sharrocks, 1995; Riechmann et al., 1996; West
et al., 1998; Tang and Perry, 2003; de Folter and Angenent,
2006). To determine the in vivo binding specificity of these
two proteins, we performed de novo motif discovery of the
Figure 1. Genome-wide physical distribution
and functional classification of SOC1- and SVP-
binding loci.
(a) The location of binding sites for SOC1 and
SVP relative to nearby genes. The physical
distribution of bound regions was ranked accord-
ing to their frequency. TSSup1k, 1 kb upstream
of transcriptional start site; TESdown1k, 1 kb
downstream of transcriptional end site; UTRs,
untranslated regions; CDS, coding sequences.
(b, c) Functional classification of SOC1 (b) and
SVP (c) target genes by AgriGO gene ontology
(GO) term enrichment analysis. Overrepresented
genes linked to the SOC1- or SVP-binding
regions (FDR < 0.05) were classified based on
GO molecular functions and GO biological pro-
cesses. FDR P < 0.05 was used for GO biological
processes; FDR P < 0.001 was used for GO
molecular functions.
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474 and 333 peak sequences identified at FDR < 0.05 for
SOC1 and SVP, respectively. Among the binding motifs
identified for SOC1 and SVP, CArG boxmotifs stood out with
high relative enrichment levels (Table S2). The highly rep-
resented CArG box consensus sequence for SOC1 was
CCAAAAATGGAAA (Figure 2a), which contains the SRF-
type CArG box, CC[A/T]6GG, and an AAA extension at the 3¢-
end. SVP bound to another highly represented consensus
sequence, CCAAAAATAGAAA (Figure 2a), which contains
an intermediate type of the CArG box, CC[A/T]7G/C[A/T]7GG,
and also an AAA extension.
We then mapped the two identified CArG box matrixes
against SOC1- or SVP-binding sites, respectively, and found
at least one CArG box in 214 (45.1%) SOC1- and 169 (50.8%)
SVP-binding sites (FDR < 0.05). Furthermore, the occurrence
of the CArG box motif was relevant to the peak rank, with a
high frequency of CArGbox motifs identified in highly
ranked peak regions (Figure 2b). As the peak rank usually
states the significance of the peak in terms of FDR and
moving average (MA) value, the highly ranked peaks are
most probably the true targets of SOC1 and SVP.
To further determine the CArG box position in each peak,
the presence of two identified CArG boxes was searched in
the peak areas defined as 3000 bp surrounding the peak
maximum position. CArG box motifs were positioned pref-
erentially in the centre of the peaks bound by SOC1 and SVP
at different levels of FDR (Figure 2c), demonstrating a good
positional resolution of our ChIP-chip experiments.
Binding sites of other transcription factors enriched
in ChIP-chip peaks
In addition to CArG boxmotifs identified from de novomotif
discovery, other DNA sequencemotifs, which are potentially
bound by non-MADS transcription factors, were also
enriched in the genomic regions bound by SOC1 and SVP.
For both SOC1 and SVP, a motif with the consensus
sequence CACGTG was identified with high relative enrich-
ment levels (Table S2). Themotif matrix was searched using
the TOMTOM program in MEME suite (Bailey et al., 2006),
and this consensus sequence was identified as the G-box
motif, a DNA-binding site for bZIP and bHLH transcription
factors (Menkens and Cashmore, 1994). This motif was
overrepresented in 131 (27.6%) SOC1- and 136 (40.8%) SVP-
binding sites. Furthermore, the G-box motif was found
preferentially in the centre of peaks bound by SVP (Fig-
ure 2d), whereas it had no positional preference in the peaks
bound by SOC1 (Figure S2). Apart from the G-box motif,
another motif with high similarity to the core motif GGNCCC
Figure 2. Enrichment of CArG-box motif and
non-MADS DNA-binding motifs in ChIP-chip
peaks.
(a) CArG-box consensus sequences bound by
SOC1 and SVP from de novo motif discovery
(Table S2).
(b) Percentage of peaks that contain ‡1 CArG-box
motifs. The top 800 peaks were grouped into 16
tiers. The percentage of peaks that contained at
least one CArG box shown in (a) was computed
for each tier.
(c, d) Frequency plots of the sequence position of
CArG box (c), G-box, and TCP DNA-binding
motifs (d) relative to the peak score maximum
position (centre of the peak). The CArG-boxmotif
matrix (a) is enriched strongly in the centre of
SOC1- or SVP-binding peaks (c). The G-box and
TCP DNA-binding motifs (Table S2) are also
enriched in the centre of SVP-binding peaks (d).
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potentially bound by the TCP transcription factors (Kosugi
and Ohashi, 2002) was also identified with the highest rela-
tive enrichment level among the motifs found from the SVP-
binding sites (Table S2). There was at least one such TCP
DNA-binding motif in 176 (52.9%) SVP-binding sites
(FDR < 0.05). Furthermore, this motif was preferentially en-
riched in the centre of peaks, demonstrating its equivalent
abundance as the CArG box motif in SVP-binding sites
(Figure 2c,d).
As CArG box, G-box, and TCP DNA-binding motifs were
abundant in SVP- or SOC1-binding regions, we were inter-
ested in the physical distance among these motifs. To this
end, we firstly obtained the peak regions containing the
overlap of thesemotifs. Therewere 66 peaks containing both
CArG-box and G-box motifs and 93 peaks containing both
CArG-box and TCP DNA-binding motifs in SVP-binding
sites (Figure 3a), and 75 peaks containing both CArG-box
and G-box motifs in SOC1-binding sites (Figure 3b). Inter-
estingly, nearly 90% of the peaks bound by SVP contained
either CArG-box and G-box motifs or CArG-box and TCP
DNA-binding motifs in a distance less than 300 bp (Fig-
ure 3c). Similarly, a close physical distribution of CArG-box
andG-boxmotifs was also observed inmost peaks bound by
SOC1 (Figure 3d). These observations indicate that SOC1
and SVP likely act in a combinatorial fashion with other
transcription factors to co-regulate downstream genes.
AP2-domain transcription factors are common
targets of SOC1 and SVP
SOC1 and SVP function closely, but antagonistically, in the
regulatory hierarchy that integrates various flowering sig-
nals. We consistently observed strong overlap between
target genes of SOC1 and SVP (P < 0.001; Figure S3a),
suggesting that both regulators are indeed involved in a
significant amount of common regulatory events. We then
classified the target genes of SOC1 and SVP in terms of
transcription factor families according to the AGRIS
Arabidopsis transcription factor database (AtTFDB). The
genes that encoded AP2-domain transcription factors
emerged as the most overrepresented group targeted by
SOC1 and SVP (Figure S3b,c). Among this gene family,
CRT/DRE binding factor 1 (CBF1) and CBF2, known as the
targets of SOC1 (Seo et al., 2009), were also identified in
our study with high confidence (FDR < 0.05) (Figure S4).
Thus, we chose CBF1 as a positive control for SOC1 binding
for further analyses.
Among a clade of six AP2-like members targeted by a
floral promoter miR172 (Park et al., 2002; Aukerman and
Sakai, 2003),AP2, TARGETOF EAT 1 (TOE1), and TOE3, were
bound by both SOC1 and SVP, while SCHLAFMUTZE (SMZ)
was only bound by SOC1 (Figure 4a–d). These AP2-like
genes are flowering repressors, as overexpression of
Figure 3. Close physical distribution of CArG-
box and other sequence motifs within ChIP-chip
peaks.
(a, b) Overlap of SVP (a) and SOC1 (b) binding
loci that contain either CArG-box and G-box
motifs or CArG-box and TCP DNA-binding
motifs.
(c, d) Minimum distance between CArG-box and
G-box motifs or CArG-box and TCP DNA-binding
motifs in SVP-binding (c) or SOC1-binding (d)
regions. The minimum distance between these
motifs was computed and the proportion of
peaks at each tier of the minimum distance was
calculated.
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either of them causes late flowering, whereas multiple loss-
of-function mutants of these genes display enhanced early
flowering (Aukerman and Sakai, 2003; Schmid et al., 2003;
Chen, 2004; Jung et al., 2007; Mathieu et al., 2009). The
binding peaks for SOC1 and SVP were preferentially located
in the 5¢ promoters of these genes (Figure 4a–d), where
multiple CArG-box motifs were present. These binding
events were confirmed by ChIP quantitative polymerase
chain reaction (PCR) validation using independent wild-type
or overexpression seedlings against loss-of-function
mutants as negative controls (Figure S5).
SOC1 and SVP also bound to the loci that correspond to
the RAV subfamily of AP2-domain proteins (Figure 4e–g),
which comprises six members with two DNA-binding
domains, an AP2/ERF domain and a B3 DNA-binding domain
(Kagaya et al., 1999; Hilson et al., 2004). Our ChIP-chip
results revealed that SOC1 bound to TEMPRANILLO 1
(TEM1) and RAV1, while SVP bound to TEM1 and TEM2
Figure 4. Binding profiles of selected target genes of SOC1 and SVP. In each panel, the top row shows the scale with bold vertical lines which indicated 1 kb
increments, while TAIR 9 annotated gene model is shown under the peaks with exons indicated as black boxes. The y-axis shows the moving average (MA) value.
Selected genes associated with the genomic regions bound by SOC1 or SVP with high confidence (FDR < 0.05) are shown here. The enrichment occurs in the
upstream regions ofmost genes. Screenshots were taken from CisGenome. (a–d)miR172 target genes. (e–g) RAV family genes. (h) SOC1. (i,j) miR156e andmiR172a.
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(RAV2) (FDR < 0.05) (Figure 4e–g), all of which were known
previously to be floral repressors (Hu et al., 2004; Castillejo
and Pelaz, 2008). The binding sites, which were further
confirmed by ChIP quantitative PCR (Figure S5), were
located preferentially within 2 kb upstream of their tran-
scriptional start sites, where multiple CArG-box motifs
existed. It is noteworthy that the binding sites of SOC1 and
SVP for the common AP2-like genes mostly overlapped
(Figure 4a–c,g), indicating that SOC1 and SVP may compete
with each other to control expression of these genes during
the floral transition.
In addition to AP2-like genes, the genes encoding
miRNA156e and miRNA172a, which are involved in the
regulation of AP2-like members (Aukerman and Sakai, 2003;
Wang et al., 2009), were also identified with high confidence
(FDR < 0.05) as the targets of SOC1 and SVP, respectively
(Figures 4i,j and S5). The binding peak for SOC1 or SVP was
1.5 kb or 0.5 kb away from the gene encodingmiRNA156e or
miRNA172a, respectively.
Expression of AP2-domain transcription factors is
controlled by SOC1 and SVP
To understand the relevance of DNA-binding events to the
regulation of the genes closest to the ChIP-chip peaks, we
performed transcriptome analysis using the publicly avail-
able gene expression microarray data for SOC1 regulation
(Seo et al., 2009) (Figure S6). As a result, we identified 642
and 544 genes that were either down-regulated or up-regu-
lated by overexpression of SOC1, respectively, at the cutoff
value of a 1.5-fold change (P < 0.05) (Tables S3 and S4).
After comparing the differentially expressed gene lists with
the ChIP-chip binding profile, we identified 48 and 4 target
genes whose expression could be directly down-regulated
and up-regulated by SOC1 (ChIP-chip FDR < 0.05; expre-
ssion P < 0.05), respectively (Figure 5a and Table S5).
Notably, four AP2-like family genes, AP2, TOE1, TEM1, and
SMZ, were directly down-regulated by SOC1. Furthermore,
TEM2was down-regulated by SOC1 (Table S4), but was only
bound by SOC1 at a less stringent FDR cutoff (FDR < 0.1). In
addition to these five genes, TOE3 was bound by SOC1, but
was only down-regulated by SOC1 with less than a 1.5-fold
change (Seo et al., 2009).
As at least four AP2-like genes were common binding
loci of SOC1 and SVP (Figure 4), the observation that
expression of several AP2-like genes was controlled by
Figure 5. AP2-like family genes are controlled directly by SOC1 and SVP.
(a) Venn diagram shows the overlap between target genes bound by SOC1 as
determined by ChIP-chip, and genes differentially regulated by SOC1 revealed
in a gene expression microarray study (Seo et al., 2009).
(b) Quantitative real-time PCR analysis of expression of AP2-like family genes
in soc1-2, soc1-101D (upper panel), svp-41, 35S:SVP (lower panel), and wild-
type plants grown under long days. Gene expression was measured in whole
seedlings at 7, 9, or 11 days after germination (DAG). Results were normalized
against the expression levels of TUB2. Gene expression levels in wild-type
seedlings are all set as 1. Error bars denote standard deviation (SD). Asterisks
indicate significant changes in gene expression in loss-of-function mutants or
overexpression lines as compared with those in wild-type plants (Student’s t-
test; *P < 0.05, **P < 0.01).
(c) Expression of AP2-like family genes in response to induction of SOC1
(upper panel) and SVP (lower panel). 10 lM b-estradiol and mock treatment
were applied to 9-day-old soc1-2 pSOC1-XVE-SOC1 and pER22-SVP seedlings
grown on soil. The aerial part of plants was harvested at 12 h after treatment.
The fold change (Log2 transformed) of the gene expression was measured by
quantitative real-time PCR in seedlings treated with b-estradiol relative to
mock-treated seedlings. Relative expression was normalized against TUB2
expression. Error bars denote SD.
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SOC1 prompted us to investigate whether this gene
expression is also affected by SVP. We measured the
expression of AP2, SMZ, TOE1, TOE3, TEM1, and TEM2 by
quantitative PCR analyses of seedlings with various levels
of SOC1 and SVP during the floral transition. In agreement
with the gene expression microarray data, the expression
levels of AP2, SMZ, TOE1, TEM1 and TEM2 were down-
regulated by overexpression of SOC1 in soc1-101D, but
mostly up-regulated by loss of function of SOC1 in soc1-2
(Figure 5b). A further examination of GUS staining patterns
of pTEM1:GUS (Castillejo and Pelaz, 2008) consistently
revealed down-regulation of TEM1 expression in soc1-101D
during the floral transition (Figure S7). In contrast, overex-
pression of SVP in 35S:SVP up-regulated AP2-like genes,
whereas loss-of-function of SVP in svp-41 down-regulated
AP2-like genes except TOE3 (Figure 5b). These results
suggest that SOC1 and SVP control the expression of the
same set of AP2-like genes, at least including AP2, TOE1,
TOE3, and TEM1, possibly through competitive binding to
the same regulatory regions.
We further examined the expression of these AP2-like
genes in response to SOC1 and SVP activity using two
functional estradiol-inducible systems, respectively. In soc1-
2 pSOC1-XVE-SOC1, the late-flowering phenotype of
soc1-2 was rescued partially by b-estradiol treatment
(Figure S8), indicating that the estradiol-inducible SOC1
activity is functional biologically. The expression of AP2-like
genes was down-regulated in response to increased SOC1
expression after b-estradiol treatment of soc1-2 pSOC1-XVE-
SOC1 for 12 h (Figure 5c). In contrast, the expression ofAP2-
like genes was up-regulated in response to increased SVP
expression after b-estradiol treatment of a functional estra-
diol-inducible SVP expression system, pER22-SVP (Li et al.,
2008), for 12 h (Figure 5c). These observations corroborate
that SOC1 and SVP control the transcription of AP2-like
genes in an antagonistic manner.
SOC1 is a common target of SOC1 and SVP
In addition to AP2-like genes, our ChIP-chip analysis also
revealed SOC1 as a common target of SVP and SOC1 (Fig-
ure 4h). SVP ChIP-chip analysis revealed three potential
SVP-binding sites at the SOC1 locus, among which the one
near the SOC1 5¢ untranslated region (UTR) showed the
highest MA value (Figure 4h). This finding is consistent with
the SVP-binding site revealed in a previous ChIP analysis
(Li et al., 2008).
Interestingly, SOC1 ChIP-chip analysis identified SOC1
itself as the most highly enriched binding locus (Tables S1).
To validate SOC1 binding to its own genomic region, we
performedChIP quantitative PCR analysis of SOC1binding in
independent 9-day-old soc1-101D, wild-type, and soc1-2
seedlings. The DNA fragments numbered 8, 9 and 10
(Figure S9) were highly enriched by anti-SOC1 antibody in
both overexpression and wild-type plants (Figure 6a). The
region covered by these fragments is consistent with the
bindingsite identified inSOC1ChIP-chipanalysis (Figure 4h),
confirming that SOC1 binds to its own genomic region.
There are four sites that contain a single mismatch to the
CArG box near the DNA fragments numbers 8–10 identified
in the ChIP assay (Figure S9). To test in vivo whether these
sites contributed to SOC1 function in flowering time control,
we transformed soc1-2 mutants with a genomic SOC1
construct or its derived constructs carrying respective
mutations of these CArG boxes (M8, M9a, M9b, or M10)
(Figure 6b). The native SOC1 genomic fragment could
largely rescue the late-flowering phenotype of soc1-2,
whereas soc1-2 mutants transformed with the mutated
forms of the SOC1 genomic fragment (M8, M9a, M9b, or
M10) all flowered later than the wild-type plants (Figure 6c).
Thus, a mutation in any of the four CArG boxes compro-
mised the SOC1 function in promoting flowering, which
indicates that SOC1 binding to these sites is biologically
important.
We further tested whether the effect of SOC1 self-binding
on flowering is mediated through auto-regulation of its
transcription. We firstly measured SOC1 expression levels
in wild-type and soc1-2 plants using a pair of primers
targeted to the 5¢ UTR of SOC1 cDNA (SOC1-5UTR), which
was located before the T-DNA insertion site at the second
intron in soc1-2 (Figure 6b) (Lee et al., 2000). The expres-
sion of SOC1-5UTR was undetectable in soc1-2 as com-
pared with that in wild-type plants, suggesting that SOC1
expression is very low in soc1-2 (Figure 6d). Furthermore,
we measured the expression of the endogenous SOC1 gene
using the established estradiol-inducible SOC1 expression
system, pSOC1-XVE-SOC1, in the wild-type background
(Figure S8). Upon induction of SOC1 activity by b-estradiol
treatment, the expression of the endogenous SOC1 gene as
reflected by SOC1-5UTR levels was immediately up-regu-
lated as compared with that of mock treatment (Figure 6e),
demonstrating a rapid self-regulation of SOC1 expression.
Taken together, these results strongly suggest an auto-
positive feedback regulation of SOC1 during the floral
transition.
DISCUSSION
The transition from vegetative to reproductive growth in
flowering plants is controlled tightly by a complex regula-
tory network that integrates various developmental and
environmental cues. Among the flowering regulators
identified so far in Arabidopsis, SOC1 and SVP are two key
MADS-box transcription factors that function antagonisti-
cally in the integration of various flowering signals during
the floral transition (Borner et al., 2000; Hartmann et al.,
2000; Lee et al., 2000, 2007; Samach et al., 2000; Li et al.,
2008). In this study, we have applied a high-throughput
ChIP-chip technology to map genome-wide binding sites of
SOC1 and SVP. In combination with transcriptome and
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expression analyses, we have identified direct down-
stream targets of these two flowering regulators during the
floral transition.
Our ChIP-chip data have shown that SOC1 and SVP bind
to hundreds of regions in the Arabidopsis genome. In
terms of molecular function, genes that encode proteins
Figure 6. SOC1 binds to its own promoter for transcriptional activation.
(a) ChIP enrichment assay shows significant binding of SOC1 to its own genomic region. 9-day-old whole seedlings were collected for ChIP assays using anti-SOC1
antibody. The enrichment fold of a genomic fragment of TUB2 was set as an internal control. Error bars denote standard deviation (SD).
(b) Schematic diagram of the mutagenesis strategy on the SOC1 genomic construct (gSOC1). Four native CArG boxes near fragments 8, 9 and 10 were mutated as
indicated. The mutated nucleotides are displayed as lower case letters. Exons are represented by black boxes, while introns and upstream regions are represented
by white boxes. Bent arrows denote the translational start site and the stop codon. Filled arrowheads indicate the sites that contain either a perfect match or a single
mismatch to the consensus binding sequence (CArG box) of MADS-box proteins. One pair of primers used for expression analyses of SOC1-5UTR (d,e) and the
T-DNA insertion site in soc1-2 are indicated.
(c) Distribution of flowering time in T1 transgenic plants carrying the wild-type SOC1 gene (gSOC1) and its mutated forms (M8, M9a, M9b and M10) in the soc1-2
mutant background. We analyzed 24 independent lines for gSOC1, 44 lines for gSOC1 (M8), 27 lines for gSOC1 (M9a), 34 lines for gSOC1 (M9b), and 26 lines for
gSOC1 (M10).
(d) Expression of the SOC1-5UTR fragment (b) determined by quantitative real-time PCR in 11-day-old soc1-2 and wild-type plants. Relative expression was
normalized against TUB2 expression. Asterisk indicates that SOC1-5UTR RNA abundance in soc1-2 is barely detectable by real-time PCR. Error bars denote standard
deviation (SD).
(e) Endogenous SOC1 expression is up-regulated by induced SOC1 activity. Endogenous SOC1 expression was determined by quantitative real-time PCR analysis of
SOC1-5UTR (b), which is only present in the endogenous SOC1 transcript, in 9-day-old pSOC1-XVE-SOC1 seedlings treated with 10 lM b-estradiol against mock-
treated seedlings. Relative expression was normalized against TUB2 expression. Error bars denote SD.
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with transcription regulator activity and transcription factor
activity are the most enriched groups of genes that are
bound by SOC1 and SVP (Figure 1b,c), indicating that both
genes play central roles in regulation of other intermediate
regulators, which in turn mediate other targets to integrate
flowering signals. Notably, among a large proportion of
transcription factors targeted by SOC1 or SVP, AP2-like
genes emerge as the most overrepresented group, which
act as flowering repressors partly through directly sup-
pressing FT and SOC1 expression (Castillejo and Pelaz,
2008; Mathieu et al., 2009; Yant et al., 2010). In agreement
with the opposite function of SOC1 and SVP in flowering-
time control, they control directly the expression of AP2-
like genes in an antagonistic pattern during the floral
transition (Figure 5).
As SOC1 and SVP bind to the same regulatory regions of
at least four AP2-like genes, it is likely that SOC1 and SVP
compete to control these common targets to eventually ‘fine
tune’ the expression of two floral pathway integrators, SOC1
and FT. This function serves as an important molecular link
that constitutes the flowering regulatory networks required
for tightly controlling the timing of the floral transition
(Figure 7). At the vegetative phase, SVP consistently interacts
with FLC to form a repressor complex to directly repress
SOC1 transcription in whole seedlings and FT transcription
in leaves (Li et al., 2008). Through analysis of the common
genome-wide binding loci of SVP and FLC (Deng et al.,
2011), we have found that FLC binds to 17.7% of the
annotated loci bound by SVP (Figure S3(a)), which suggests
that FLC and SVP have shared and divergent functions. At
least two AP2-like genes, TEM1 and TOE3, have been
identified as direct targets of both FLC and SVP with high
confidence (Table S1). Thus, direct up-regulation of AP2-like
genes by both SVP and FLC contributes to eventual
suppression of both FT and SOC1 in a negative feed-forward
loop (Figure 7).
In contrast, competitive regulation of AP2-like genes by
SOC1 and SVP acts as a key feedback mechanism that
promotes SOC1 and FT expression during the floral transi-
tion. Although different flowering pathways and regulators
have been found to up-regulate SOC1 expression (Lee et al.,
2000; Moon et al., 2003; Yoo et al., 2005; Liu et al., 2008;
Wang et al., 2009), previous genetic studies have shown that
SVP repression has a dominant effect on SOC1 expression
(Li et al., 2008). Thus, even in the absence of SOC1 upstream
promoters such as FT and AGL24, loss of SVP activity could
result in higher SOC1 expression than in wild-type plants. As
the dominant SVP repressive effect on SOC1 should be due
partly to SVP up-regulation of AP2-like genes that suppress
the expression of FT and SOC1, the competition between
SOC1 and SVP in regulation of AP2-like genes alleviates SVP
repression, but promotes SOC1 and FT expression.
In addition to AP2-like genes, SOC1 and SVP also bind to
genes that encode miRNA156e and miRNA172a, respec-
tively, both of which contribute to the regulation of AP2-like
genes (Aukerman and Sakai, 2003; Wang et al., 2009; Wu
et al., 2009). miR156 targets SPL genes that in turn positively
regulate the expression of SOC1 and miR172 (Wang et al.,
2009; Wu et al., 2009). miR172 targets six AP2-like transcrip-
tion factors – AP2, SMZ, SNZ, TOE1, TOE2 and TOE3 – for
repression in a CO-independent photoperiodic pathway
(Aukerman and Sakai, 2003; Chen, 2004; Jung et al., 2007).
In addition, miR172 responds to change in ambient temper-
ature and is regulated by SVP (Lee et al., 2007, 2010). As SVP
directly binds to miR172a, as revealed in our study, SVP
could be a direct upstream regulator of miR172a in the
thermosensory pathway. Interestingly, miR156 and miR172
are also regulated by the AP2-like genes they target, in a
feedback loop (Wu et al., 2009; Yant et al., 2010). Thus,
respective regulation of miRNA156e and miRNA172a by
SOC1 and SVP links to another feedback regulatory loop that
modulates the expression of AP2-like genes, which eventu-
ally affects the expression of SOC1 and FT.
Positive feedback regulation of SOC1 expression is med-
iated not only through SOC1 repression of AP2-like genes,
but also through SOC1 self-activation (Figure 6). SOC1 ChIP-
chip analysis has identified the peak associated with SOC1
Figure 7. SOC1 and SVP mediate the integration of flowering signals in
feedback loops. SOC1 and SVP are key players inmultiple feedback regulatory
loops underpinning the integration of flowering signals during the floral
transition in Arabidopsis. SOC1 and/or SVP directly control a group of AP2-
like family genes (AP2, SMZ, TOE1, TOE3, TEM1, and TEM2), some of which
function as direct upstream repressors of FT and SOC1. SOC1 binds to its own
regulatory region and self-activates the transcription, while SVP represses
SOC1 expression through binding to different regions. FLC and SVP form a
repressor complex that suppresses the expression of both SOC1 and FT. In
addition, the genes encoding miR156e and miR172, which are involved in the
regulation of AP2-like genes, are direct targets of SOC1 and SVP, respectively.
Arrows and bars indicate promoting and repression effects, respectively. For
the interactions proposed in this study, solid lines indicate changes in
expression confirmed in loss-of-function mutants except for regulation of
TOE3 by SVP, while a dash line indicates the regulatory link yet to be
examined in loss-of-function mutants. We apologize to our colleagues whose
work could not be included due to space limitations in this figure.
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itself as the most highly enriched one, in which four single-
mismatch CArG boxes surrounding the translational start
site are responsible for SOC1 function in promoting flow-
ering (Figures 4h and 6b). The complementation study has
demonstrated that contribution of these four CArG boxes to
SOC1 activity in promoting flowering seems relevant to
their relative positions to the SOC1 transcriptional start site
with the closest one (M8) having the strongest effect on
flowering (Figure 6c). How this pattern of SOC1 binding to
its own promoter affects SOC1 transcription needs to be
investigated further. Furthermore, SOC1 expression could
be rapidly activated by induced SOC1 activity, demonstrat-
ing a strong auto-positive feedback regulation of SOC1
expression. While SOC1 expression is regulated by various
promoters and repressors, self-activation of SOC1 expres-
sion could play a key role in swiftly amplifying the promo-
tive flowering signals when the endogenous and
environmental conditions are ready for reproductive growth
(Figure 7).
In addition to the flowering regulatory hierarchies
revealed in this study, ChIP-chip analyses of SOC1- and
SVP-binding loci have also revealed two interesting obser-
vations that imply potentially important functional features
of MADS-box transcription factors during plant develop-
ment. First, a comparison of the CArG box consensus motifs
for SOC1 and SVP and other MADS-box transcription factors
(Shiraishi et al., 1993; Kaufmann et al., 2009; Zheng et al.,
2009; Deng et al., 2011) demonstrates that all these known
CArG box consensus motifs share a relatively conserved
AAA triplet adjacent to the terminal GG of the core CArG box
(Figure S10). Thus, it is likely that the AAA extension is part
of the actual CArG box motif required for in vivoMADS-box
protein binding. Second, besides the CArG box, the G-box
motif emerges as another highly enriched motif in SOC1-
and SVP-binding sites, a phenomenon also reported in
previous ChIP-seq studies of other two MADS-box tran-
scription factors, SEPALLATA3 and FLC (Kaufmann et al.,
2009; Deng et al., 2011). In addition, CArG box and G-box
motifs have a close physical distancewithin binding peaks of
SOC1 and SVP (Figure 3). Thus, it is tempting to speculate
that MADS-box transcription factors could interact with
other transcription factors, such as bZIP and bHLH tran-
scription factors that bind to the G-box motif, to co-regulate
the expression of downstream genes.
In conclusion, ChIP-chip analyses of SOC1 and SVP in vivo
binding sites have revealed the complexity of the regulatory
networks that control the integration of flowering signals in
response to various flowering signals. The crosstalk among
the feedback regulatory loopsmediated by SOC1 and SVP as
well as other key regulators ‘fine tune’ the progression of the
transition from vegetative to reproductive growth under
appropriate flowering conditions. This ensures the repro-
ductive success of flowering plants in a changing environ-
ment.
EXPERIMENTAL PROCEDURES
Plant materials and growth conditions
Arabidopsis thaliana plants of the same Columbia-0 (Col-0) acces-
sion were grown on soil or Murashige and Skoog (MS) plates under
long days (16-h light/8-h dark) at 23  2C. Except for the transfor-
mants harboring pSOC1-XVE-SOC1 that were selected on MS
medium supplemented with hygromycin, transgenic plants with
other constructs were selected by Basta on soil.
Plasmid construction
For the complementation test, the gSOC1 construct that contains
1.97 kb of the promoter region and the full gene coding region plus
introns (Li et al., 2008; Liu et al., 2008) was further mutagenized on
the sites of four CArG boxes (M8, M9a, M9b, and M10) (Figure 6b)
using the QuikChange II XL Site-Directed Mutagenesis Kit (Strata-
gene, http://www.genomics.agilent.com). The primers used for
mutagenesis are listed in Table S6.
Expression analysis
Total RNA was isolated using FavorPrep Plant Total RNA Mini Kit
(FAVORGEN, http://www.favorgen.com) and reverse-transcribed
with M-MLV transcriptase system (Promega, http://www.promega.
com). Quantitative real-time PCR was performed using three
biological replicates on 7900HT Fast Real-Time PCR system (Applied
Biosystems, http://www.appliedbiosystems.com.sg). The relative
gene expression levels were calculated as described previously (Liu
et al., 2007). Primers used for gene expression analyses are listed in
Table S6.
ChIP assay
Nine-day-old whole seedlings were fixed for 45 min in MC buffer
(10 mM potassium phosphate, pH 7.0, 50 mM NaCl and 0.1 M
sucrose) with 1% formaldehyde under vacuum. Fixed tissues were
ground and homogenized. Chromatin was isolated and sonicated to
produce DNA fragments below 500 bp. Endogenous SOC1 and SVP
protein were immunoprecipitated by anti-SOC1 and anti-SVP anti-
body (Shen et al., 2011) bound to protein A-agarose beads,
respectively. ChIP enrichment was evaluated in triplicates by
quantitative real-time PCR. Relative enrichment of each fragment
was calculated using the following equation 2(CtTUB2 ) Cttransgenic)/
2(CtTUB2 )Ctmutant). Primer pairs used for ChIP assays are listed in
Table S6.
ChIP-chip and data analysis
The ChIP-chip experiments were performed in biological triplicates
using the aerial part of 9-day-old whole seedlings of soc1-101D (Lee
et al., 2000) or 35S:SVP (Li et al., 2008) against soc1-2 (Lee et al.,
2000) or svp-41 (Hartmann et al., 2000) as a negative control,
respectively. After DNA was recovered from ChIP assay, linear
amplification and incorporation of dUTP were performed using the
Sigma GenomePlex Whole Genome Amplification (WGA) kit
(Sigma-Aldrich, http://www.sigmaaldrich.com). Amplification con-
sistency was confirmed before proceeding to ChIP-chip. Amplified
DNA was fragmented, labeled, and hybridized to an Arabidopsis
Tiling 1.0R Array (Affymetrix, http://www.affymetrix.com) according
to the manufacturer’s protocol. After hybridization, washing,
staining and scanning of the arrays were performed using the
Affymetrix GeneChip system.
Tiling array data were processed using CisGenome (Ji and
Wong, 2005; Ji et al., 2008). All the probes were mapped to the
TAIR 9 genome. Briefly, raw .CEL files were quantile normalized
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and probe intensity was computed by perfect match-mismatch
(PM-MM). Peaks were called using TileMapv2. Only peaks
detected at a FDR < 0.05 were used for further analyses. The
binding regions in the genome were annotated by their closest
genes, which are defined by the distance between the peak centre
and the transcription start site (TSS) or the transcription end site
(TES) within a gene. Genome-wide peaks were visualized with the
CisGenome Browser. The de novo motif discovery was performed
by Gibbs Motif Sampler with the mean motif length at 12 bp and
the maximum motif length at 30 bp. The relative enrichment levels
(r*) were calculated by comparing the occurrence rate of motifs in
ChIP-chip binding regions against that in selected negative control
regions.
Gene expression microarray analysis
For the SOC1 gene expression microarray, we downloaded the
normalized expression values for experiments performed on the
Arabidopsis ATH1-121501 gene expression array (Affymetrix) from
the GEO database (Seo et al., 2009). The probe sets labeled as A
(absent) were removed in the analysis. The signal values were
compared between samples and controls at a 1.5-fold change cutoff
value. To obtain statistical significance, the lists of genes regulated
by SOC1 were cross-compared among replicates by a four-way
Venn diagram, from which genes appearing in any two of the four
lists were identified (Figure S6 and Table S3).
Inducible expression experiments
An estradiol-induced XVE system was generated to control the
expression of SOC1 under its own promoter in a functional soc1-2
pSOC1-XVE-SOC1 transgenic line (Figure S8). soc1-2 pSOC1-XVE-
SOC1 was further crossed to a wild-type plant to segregate the
pSOC1-XVE-SOC1 allele in the wild-type background. Nine-day-old
seedlings of soc1-2 pSOC1-XVE-SOC1 or pSOC1-XVE-SOC1 were
mock-treated or treated with 10 lM b-estradiol as described previ-
ously (Liu et al., 2008). Total RNAwas extracted from the aerial parts
of treated plants at different time points and used for subsequent
expression analysis.
GUS staining analysis
GUS staining was performed as described previously (Yu et al.,
2002). The 10-day-old whole seedlings grown on soil were collected
and fixed in 90% ice-cold acetone for 20 min. Plant tissues were
rinsed subsequently three times with rinse solution (0.5 M Na2
HPO4, 0.5 M NaH2PO4, 100 mM K3Fe (CN)6 and 100 mM K4Fe (CN)6)
and immersed in the staining solution (1:50 dilution of 0.1 M X-Gluc
stock in the rinse solution) with infiltration by vacuum for 30 min.
Plant tissues were placed subsequently in a 37C oven for 2 h, after
which time stained tissues were cleared of chlorophyll in an ethanol
series.
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