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Abstract. Flash filestores have a variety of unique features that lead to
interesting design constraints. One challenge is that of ensuring that each
block of the drive is used and erased evenly, known as “wear-levelling”.
This paper presents a novel approach to the analysis of wear-levelling
algorithms using probabilistic specification and analysis techniques. A
simplified version of the wear-levelling algorithm used in the JFFS flash
filestore [1] is used as an illustration. The expected lifetime of a flash
filestore implementing such an algorithm is derived using probabilistic
proof techniques.
1 Introduction
As part of the Grand Challenge on verified software [2], Joshi et al. proposed
a mini-challenge on building a verifiable filesystem [3] using flash memory. The
contribution of this paper (to the mini-challenge) is in the exploration of prob-
abilistic aspects of flash filestores. The focus is on probabilistic “wear-levelling”
algorithms (see Section 3), intended to maximise the life of flash memory. Proba-
bilistic specification and analysis techniques are used to determine the expected
lifetime of a flash filestore implementing a specific wear-levelling algorithm.
Since the mini-challenge was proposed, there have been several papers detail-
ing their contribution to the problem. Butterfield and Woodcock [4] concentrated
on a specific flash standard (ONFI) and developed a formal specification of it
in Z. Kang and Jackson [5] modelled flash memory in Alloy, incorporating (very
simplistic) wear-levelling and error recovery procedures. Damchoom et al. [6]
focused on the data structure of the file system, decomposing an Event-B model
into filestore and flash memory specific operations. The goal of Schierl et al. [7]
was to understand the requirements of a “real system” and so they developed a
formal model of such a system (UBIFS) from its code. The contribution of this
paper is unique in that it explores probabilistic aspects of the flash filestore.
A brief introduction into probabilistic specifications can be found in Sec-
tion 2, followed by (Section 3) an overview of why flash memory is interesting
to examine and a definition of “wear-levelling”. A probabilistic specification of a
wear-levelling algorithm is presented in Section 4 and the expected lifetime of a
flash filestore using such an algorithm is calculated. The results are discussed in
Section 5 and some extensions are proposed. The paper concludes in Section 6.
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prog wp.prog.Q
Assignment x := E Q[x\E]
Composition prog
1
; prog
2
wp.prog
1
.(wp.prog
2
.Q)
Cond. choice if G then prog
1
[G]×wp.prog
1
.Q+ [¬G]×wp.prog
2
.Q
else prog
2
fi
Probability prog
1 p
⊕ prog
2
p∗wp.prog
1
.Q+ (1−p)∗wp.prog
2
.Q
While-loop do G→ body od (µX  [G]×wp.body.X + [¬G]×Q)
x is a program variable; E is an expression in the program variables; prog
1
and
prog
2
are probabilistic programs; G is a Boolean-valued expression in the program
variables; p is a constant probability in [0, 1]; and Q is an expectation (a real-valued
expression in the program variables). Given an expression Q, we write Q[x\E] to mean
expression Q in which free occurrences of x have been replaced by expression E. µ is
the least fixed point operator w.r.t the ordering ≤ between expectations.
For expectations (interpreted as real-valued functions), scalar multiplication ∗, mul-
tiplication, ×, addition, +, subtraction, −, and the comparison (such as ≤ and <)
between expectations are defined by the usual point-wise extension of these opera-
tors (as they apply to the real numbers). Multiplication and scalar multiplication have
the highest precedence, followed by addition, subtraction, and finally the comparison
operators. Operators of equal precedence are evaluated from the left.
[·] is the function that takes a Boolean expression false to 0 and true to 1. For {0, 1}
real-valued functions, operation ≤ means the same as implication over predicates, and
× represents conjunction. Addition over disjoint predicates is equivalent to disjunction.
Fig. 1: Probabilistic program notation and weakest-precondition semantics.
2 Probabilistic specifications
To analyse probabilistic wear-levelling we use pGCL [8]. This is an extension of
standard GCL [9] to include probabilistic choice (see Figure 1). Like GCL, it is
a formalism that allows source-level reasoning about programs; it is a generali-
sation since it is able to handle probabilistic (as well as standard) properties.
There are (at least) three reasons for treating probabilistic properties as
rigorously as standard properties: it allows
1. an accurate comparison of performance between differing designs;
2. the specification of basic average guarantees on performance together with
design patterns which achieve them;
3. an exploration of the relationship between program parameters affecting
overall performance.
Probabilistic pGCL introduces a probabilistic choice operator p⊕ (for 0 ≤
p ≤ 1) to include the possibility of probabilistic updates. Thus x := 1 p⊕x := 2,
would mean that x is assigned the value 1 with probability p, and 2 otherwise
(with probability 1−p). With this, properties of interest are no longer necessarily
absolute, but rather it is possible to reason about the probability that a property
is established or, as we shall see, expected or average case execution times.
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We write quantitative annotations over real-valued expressions of the state
space, for example,
{p} x := 1 p ⊕ x := 2 {[x = 1]} (1)
{p + 2(1−p)} x := 1 p ⊕ x := 2 {x} (2)
The post-annotation is treated as a random variable over the program vari-
ables. In (1) we use [x = 1] for the characteristic random variable returning 0
or 1 depending on whether the condition “x = 1” is satisfied. In (2) the random
variable is simply the value of x. The pre-annotation is the expected value of
the random variable after execution of the program, thus for (1) it is p because
the probabilistic update establishes “x = 1” with probability p; in (2) the pre-
annotation is p+2(1−p) because that is the expected value of x. More generally
the pre-annotations will be sensitive to the initial state.
Formally an annotation is interpreted using the source-level wp-semantics set
out in Figure 1, so that {P} prog {Q} is valid provided that P ≤ wp.prog.Q.
The idea conveniently generalises loop “invariants” as follows. Consider the
while-loop in Figure 1. A standard loop invariant, I, has to hold at the start
of every iteration, and constrains the states that the loop can enter, formally
written as G ∧ I ⇒ wp.body.I. A quantitative invariant, E, can also be defined
for such a loop. The expected value of E cannot decrease throughout the loop,
written [G]× E ≤ wp.body.E.
Like standard invariants, quantitative invariants can be used to reason about
properties of the whole iteration. For example, for standard invariant I of the
above loop we have that if the loop terminates (with probability 1) then I ⇒
wp.loop.I. Similarly we have that E ≤ wp.loop.E holds for quantitative invariant
E if loop is certainly terminating. Additionally if the (standard or quantitative)
invariants are tight –meaning that the implication or inequality in their verifi-
cation conditions may be strengthened to an equality– then these relationships
may be also strengthened to equivalences.
We employ both standard and quantitative invariants to reason about aspects
of the flash filestore case study in Section 4.
3 Flash filestore systems
Flash memory is a popular storage medium for many applications due to its lack
of moving parts. However, it also behaves differently to other storage media, e.g.
magnetic disks, and new algorithms are required to deal with this new behaviour.
In particular, an individual bit stored on a flash memory cannot be overwrit-
ten; data has to be erased by block (between tens and hundreds of kilobytes) [10]
before that space can be re-used. This is because individual bits can be cleared,
but bits can be reliably set only a block at a time. Another important feature
of flash memory is that each block can only be erased a fixed number (typi-
cally 10,000 to 1,000,000) [10] of times before that block of memory becomes
unreliable.
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Many different algorithms have been proposed [10] to deal with these charac-
teristics. A number of these algorithms, many of them probabilistic, are designed
to provide “wear-levelling” (see below). However, there has been little or no re-
search into formally analysing the probabilistic aspects of these algorithms.
3.1 Wear-levelling
As each block of flash memory has a limited number of times it can be erased, it is
important to ensure that individual blocks do not become worn out prematurely.
For example if the same block was used and erased repeatedly a significant
number of times it would no longer operate reliably and the storage capacity of
the flash filestore would have to be reduced. The process of ensuring that the
relative number of erasures for each block in the filestore remains approximately
the same at all times is called wear-levelling.
When designing and evaluating wear-levelling algorithms, there are (at least)
two conflicting characteristics to consider: its impact on the lifetime of the flash
memory; and the speed at which it frees up space. A na¨ıve algorithm, that
guarantees that no block has been erased more than (say) c times more than any
other block, may have a long lifetime (if c is small). However, it may also require
a lot of relocation of data and therefore significantly affect the performance of
the device. To overcome these issues a number of probabilistic algorithms have
been proposed for wear-levelling. It is hoped that these algorithms will result in
the blocks being worn evenly on average, so that the expected lifetime of the
system remains long, but that they will have better performance characteristics
than their non-probabilistic counterparts.
In this case study we investigate the probabilistic aspects of one particular
probabilistic wear-levelling algorithm, taken from the JFFS flash file system [1].
For 99% of the time this algorithm selects a block for erasure to maximise the
amount of memory that will be freed up; the other 1% of the time any block
is chosen at random for reclamation. The idea is that blocks containing static
valid data (which would be ignored 99% of the time) will eventually be chosen
by the random selection and moved to a more worn block.
4 Specification of a flash filestore
Before considering any specific wear-levelling algorithms, let us semi-formally
show what such an algorithm should do in the bigger picture of a flash filestore.
In particular, the garbage collector functionality of a flash filestore is defined, as
shown in Figure 2. It is assumed that the garbage collector is a continuous loop
that runs alongside functionality to read to and write from the filestore. In every
iteration the garbage collector selects two blocks: one to erase (A) and one to
copy any valid data from A to.
The wear-levelling algorithm is the part of this process responsible for choos-
ing the blocks to be reclaimed. The relevant lines of the garbage collector have
been marked with ∗ in Figure 2. In section 4.1 these lines are expanded into
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GARBAGE COLLECTOR
∗ do true →
∗ select a dirty block A;
find another block B that has sufficient clean
pages to receive the valid blocks from A;
copy them over from A to B;
∗ erase A;
∗ od
Fig. 2: Abstract representation of a flash filestore garbage collector
a formal description of a simple probabilistic wear-levelling algorithm based on
that used in the JFFS [1] flash file system.
4.1 A probabilistic wear-levelling algorithm
In this section we show how to model a probabilistic wear-levelling algorithm
using the language from Section 2. The algorithm chosen is a simplified version
of that used in JFFS [1]. The following simplifications were made:
– The number of blocks the filestore contains has been restricted to two
– Only the probabilistic iterations of the algorithm are included in the model,
i.e. the iterations that select a block according to the amount of space re-
claimed have been omitted
We concentrate on the probabilistic part only as we believe that our approach
is novel for analysing the probabilistic aspects of such algorithms. We restrict
the number of blocks because we aim to illustrate how this kind of approach
might work, whilst keeping the arithmetic as simple as possible.
The formal specification of the wear-levelling algorithm is shown in Figure 3.
The variables m and n represent two different blocks and record the number of
times that each has been erased so far. In each iteration of the algorithm one of
these blocks is selected for reclamation: block m or block n, each with probability
1
2 . The total number of times both blocks have been erased, represented by
variable e is also incremented each iteration. This variable is used to calculate
the expected lifetime of the flash filestore in terms of number of erasures, more
details to follow. Initially it is assumed that if either of the blocks reach some
maximum number of erasures, N , then the flash filestore is retired.
4.2 Analysis
The probabilistic wear-levelling algorithm makes no guarantee that each block
has been erased at most c (for c < N) times more than any other block. However,
we can use the quantitative invariant
n−m
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do m < N ∧ n < N →
m := m+ 1 1
2
⊕ n := n+ 1;
e := e+ 1
od
– m represents the number of times block m has been erased, similarly for n
– e represents the total number of times any block has been erased
– N represents the maximum number of times a block can be erased
Fig. 3: Specification of the probabilistic wear-levelling algorithm
to show that the average difference between the number of erasures of each block
is zero (after each execution of the body of the loop). Intuitively, this property
holds because of the symmetry of the probabilistic choice.
But how does this wear-levelling characteristic affect the lifetime of the flash
filestore? We now analyse the wear-levelling algorithm above to determine the
expected lifetime it provides. We chose to measure the lifetime of the device in
terms of the number of erasures. This involved determining the expected value
of the (random) variable e on termination of the loop, written E[e], which is
calculated with the assistance of loop invariants (Section 2).
Using the standard invariant
e = m + n
we have that E[e] = E[m+n] and so it is enough to calculate the expected value
of m + n; but to do this we need a more complicated invariant. Inspection of
probability trees for specific values of N and knowledge of the negative binomial
probability distribution provides us with one.
Recall [11] that the negative binomial distribution is used to model the num-
ber of trials required until x instances of a specific event have been observed,
assuming that the probability of x occurring is constant across all trials. Con-
sider the expected value of m alone initially: this can be thought of as the event
of interest for a negative binomial distribution, with N being the target number
of instances required. However, this distribution allows situations not permitted
by our model, for example the case where m = N and n = N +1. It is necessary
to include the situation where n reaches N before m does. To resolve this the
negative binomial distribution is adapted to have an upper bound on the num-
ber of trials allowed and have two instances of the distribution – one each for
the situations in which m and n reach N first. Using the basis of the negative
binomial distribution, and incorporating the complications described above, it
turns out that there exists another quantitative invariant of the loop, as shown
in Equation 3. Intuitively this equation assumes that m + n trials have already
occurred (first line) and calculates the expected number of remaining trials given
this fact (second line).
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m + n+
2N−(m+n+1)∑
e=N−m
e
(
e− 1
N −m− 1
)(
1
2
)e
+
2N−(m+n+1)∑
e=N−n
e
(
e− 1
N − n− 1
)(
1
2
)e
(3)
It can be formally confirmed that the expression (call it inv) shown in Equa-
tion 3 is a quantitative invariant of the loop. This requires (Section 2) showing
that [G]×inv ≤ wp.body.inv. Using the wp proof rules defined in Section 2 it can
be shown that wp.body.inv ≡ inv as is summarised below. It can also be shown
(proofs omitted) that the values of m and n on termination are as expected (e.g.
that inv (N, n, e) = N + n).
wp.body.inv
≡ wp.
((
m : = m + 1 1
2
⊕ n : = n + 1
)
; e : = e + 1
)
.inv definition of body
≡ composition, assignment, probability and definition of inv
1
2 ∗


m + 1 + n +
2N−((m+1)+n+1)∑
e=N−(m+1)
e
(
e− 1
N − (m + 1)− 1
)(
1
2
)e
+
2N−((m+1)+n+1)∑
e=N−n
e
(
e− 1
N − n− 1
)(
1
2
)e


+ 12 ∗


m + n + 1 +
2N−(m+(n+1)+1)∑
e=N−m
e
(
e− 1
N −m− 1
)(
1
2
)e
+
2N−(m+(n+1)+1)∑
e=N−(n+1)
e
(
e− 1
N − (n + 1)− 1
)(
1
2
)e


≡ simple algebra including combination and summation rules
m +n +
2N−(m+n+1)∑
e=N−m
e
(
e− 1
N −m− 1
)(
1
2
)e
+
2N−(m+n+1)∑
e=N−n
e
(
e− 1
N − n− 1
)(
1
2
)e
≡ inv definition of inv
The expected lifetime of the flash filestore (E[e]) can be determined from
inv by substituting m and n with their initial values (both 0). This gives the
expression found in Equation 4.
E[e] = 2 ∗
2N−1∑
e=N
e
(
e− 1
N − 1
)(
1
2
)e
(4)
Using the expression in Equation 4, the expected lifetime of the flash filestore
was calculated for various values of N , tabulated in Figure 4. It can be seen
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N E[e] E[e]/N
2 2.50 1.25
3 4.13 1.38
4 5.81 1.45
5 7.54 1.51
10 16.48 1.65
50 92.04 1.84
100 188.73 1.89
500 974.77 1.95
1000 1964.32 1.96
0 200 400 600 800 1000
1
.3
1
.4
1
.5
1
.6
1
.7
1
.8
1
.9
N
E
[e
]/
N
Fig. 4: Expected lifetime (E[e]) for the abstract wear-levelling algorithm
that E[e]/N approaches two (Figure 4). Note that an algorithm that alternated
between blocks (i.e. ensured each block had been erased at most once more than
the other) would have an expected lifetime of 2N − 1 for any N . However, it
may have worse performance characteristics.
5 Discussion
We have illustrated how probabilistic analysis can be used to determine the
expected lifetime of a flash filestore for a simple wear-levelling algorithm. We
discuss this result in more detail here. In particular, we discuss what it means
for a flash filestore to fail and require replacement and then consider possible
extensions to this research.
5.1 When should the filestore be retired?
There are several options available for deciding when a flash filestore is no longer
useful and retiring it. They are discussed in turn below.
A block reaches its maximum number of erasures. One option is to
retire the flash filestore as soon as a block reaches the maximum erasures allowed.
This seems rather extreme, but may be necessary for applications that require
a high percentage of the total disk space to operate correctly. If such a strict
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measure is not required the affected block could be marked as unusable and the
remaining blocks of the filestore continue to be used until one of the following
cases occurs.
Valid data can not be relocated. Another strategy could be to continue
until an erase procedure is not possible due to insufficient free space on the
filestore. When a block is erased, it is necessary to find sufficient free space to
move the valid data remaining on the chosen block to. If sufficient space can
not be found regardless of the block chosen for erasure, the filestore should be
retired immediately otherwise data will be lost.
Data can not be written. Alongside the garbage collector there is also a
process running to handle the read and write requests on the filestore. It may
be necessary to retire the filestore if a write is requested and insufficient free
space exists for the write. This strategy would be needed in situations where the
incoming data rate is high and there is a limited buffer in which data pending a
write operation can be stored.
The algorithm modelled in Section 4 uses the first of these approaches, as
the loop terminates when either of the blocks reaches the maximum value. Using
the second retirement criteria may extend the expected lifetime of this filestore.
However, it would only be possible if (once a block has reached its maximum
number of erasures) the remaining block has no valid data when the next erasure
occurs. This depends on the schedule of writes and erasures for the application
it is being used for. The final approach could either increase or decrease the ex-
pected lifetime of the filestore, it depends as much on the rate of write operations
and write buffer size as it does on the choice of wear-levelling algorithm.
5.2 Possible extensions
Modelling and analysing alternative retirement strategies as discussed above is
a challenging extension to the research because it requires the addition of read,
write and erase rates and durations to the model. However, if such data were
added it may also be possible to analyse the trade-off between the expected life-
time of the flash filestore and the performance issues mentioned in Section 3.
Such analysis is complex and would benefit from the formal modelling of con-
tinuous probability distributions, which is still ongoing research [12].
Finally, there are lots of proposed algorithms for wear-levelling [10], this
research could be extended by analysing and comparing a variety of these.
6 Conclusions
This work has been motivated by the Grand Challenge on verified software [2], in
particular the mini-challenge on a verified filestore [3]. The contribution of this
paper to the mini-challenge has been to examine probabilistic aspects of flash
filestores. More specifically, an insight has been provided into how probabilistic
wear-levelling algorithms for flash memory can be analysed using probabilistic
specification and proof techniques. Using this approach it has been shown how
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the expected lifetime of a flash filestore implementing a simplified version of
JFFS flash [1] can be found using quantitative invariants.
The results of the analysis have been discussed and different termination
scenarios have been considered depending on the intended usage of the flash
filestore. Finally some extensions to the research have been suggested.
This research has produced some useful results, however, it has also high-
lighted the complexity of finding suitable invariants for probabilistic specifica-
tions. Katoen et al. are currently working on automatic invariant-finders [13],
which would assist in analysing the more complex specifications required to
model more realistic systems. It would be interesting to re-visit this case study
when such research matures.
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