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We establish adiabatic theorems with and without spectral gap condition for gen-
eral operators A(t) : D(A(t)) ⊂ X → X with possibly time-dependent domains in a
Banach space X . We first prove adiabatic theorems with uniform and non-uniform
spectral gap condition (including a slightly extended adiabatic theorem of higher
order). In these adiabatic theorems the considered spectral subsets σ(t) have only
to be compact – in particular, they need not consist of eigenvalues. We then prove
an adiabatic theorem without spectral gap condition for not necessarily (weakly)
semisimple eigenvalues: in essence, it is only required there that the considered
spectral subsets σ(t) = {λ(t)} consist of eigenvalues λ(t) ∈ ∂σ(A(t)) and that there
exist projections P (t) reducing A(t) such that A(t)|P (t)D(A(t)) − λ(t) is nilpotent
and A(t)|(1−P (t))D(A(t)) − λ(t) is injective with dense range in (1 − P (t))X for al-
most every t. In all these theorems, the regularity conditions imposed on t 7→ A(t),
σ(t), P (t) are fairly mild. We explore the strength of the presented adiabatic the-
orems in numerous examples. And finally, we apply the adiabatic theorems for
time-dependent domains to obtain – in a very simple way – adiabatic theorems for
operators A(t) defined by symmetric sesquilinear forms.
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1 Introduction
Adiabatic theory for general – as opposed to skew self-adjoint – operators is a quite young
area of research which was initiated in [39] and developed further in [2], [25], [8]. It is
concerned – in general terms – with densely defined linear operators A(t) : D(A(t)) ⊂
X → X in a Banach space X over C, subsets σ(t) of σ(A(t)) and bounded projections
P (t) in X (for t ∈ I := [0, 1]) such that
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• A(t) is closed for every t ∈ I and the initial value problems
x′ = A(εs)x (s ∈ [0,
1
ε
]) or x′ =
1
ε
A(t)x (t ∈ [0, 1])
with initial conditions x(s0) = y or x(t0) = y (and initial times s0 ∈ [0,
1
ε ),
t0 ∈ [0, 1)) are well-posed on the spaces D(A(t)) for every value of the slowness
parameter ε ∈ (0,∞) (Condition 1.1).
• σ(t) is a compact subset of σ(A(t)) for every t ∈ I (Condition 1.2).
• P (t) commutes with A(t) and A(t)|P (t)D(A(t)) resp. A(t)|(1−P (t))D(A(t)) , in some
natural sense (specified below), is spectrally related to σ(t) as much resp. as little
as possible for every t ∈ I except possibly for some few t (Condition 1.3).
What one wants to know first of all in adiabatic theory is the following: when –
under which additional conditions on A, σ and P – does the evolution Uε generated by
the operators 1εA(t) (Condition 1.1) approximately follow the spectral subspaces P (t)X
related to the spectral subsets σ(t) of A(t) (Condition 1.3) as the slowness parameter ε
tends to 0? Shorter (and more precisely): under which conditions is it true that
(1− P (t))Uε(t)P (0) −→ 0 (εց 0) (1.1)
(with respect to a certain operator topology) for all t ∈ I? Adiabatic theorems are, by def-
inition, theorems that give such conditions. And this way of speaking is, etymologically,
quite appropriate since the word “adiabatos” simply means “admitting no transitions”
and, after all, adiabatic theorems just state that for small ε there will be almost no more
transitions from the space P (0)X to the spaces (1 − P (t))X. We distinguish adiabatic
theorems with spectral gap condition (uniform or non-uniform) and adiabatic theorems
without spectral gap condition depending on whether σ(t) is isolated in σ(A(t)) for every
t ∈ I (uniformly or non-uniformly) or not (Section 2.1).
In this paper, we are going to prove adiabatic theorems with and without spectral gap
condition for not necessarily (weakly) semisimple spectral values λ(t) ∈ σ(t) of general –
not necessarily skew self-adjoint – linear operators A(t) with time-independent domains
(Section 3 and 4) or time-dependent domains (Section 5 and 6). We thereby carry further
the adiabatic theory of [2], [25], [8], for instance, and develop a general and systematic
adiabatic theory with a special emphasis on the case without spectral gap. In more
detail, the contents of the present paper can be described as follows.
In the adiabatic theorems with (uniform or non-uniform) spectral gap condition (Sec-
tion 3 and 5.1), the relation between P (t) and A(t), σ(t) – vaguely described in Condi-
tion 1.3 above – will be assumed to be as follows: for all but countably many t ∈ I, P (t)
is a bounded projection commuting with A(t), such that P (t)D(A(t)) = P (t)X and
σ(A(t)|P (t)D(A(t))) = σ(t) whereas σ(A(t)|(1−P (t))D(A(t))) = σ(A(t)) \ σ(t).
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(We will, more briefly, call such projections associated with A(t) and σ(t).) Such pro-
jections always exist in the case with spectral gap and they are uniquely determined by
A(t) and σ(t). Indeed, they are, of course, just given by
P (t) =
1
2πi
∫
γt
(z −A(t))−1 dz,
where γt is a cycle in ρ(A(t)) with indices n(γt, σ(t)) = 1 and n(γt, σ(A(t)) \ σ(t)) = 1
(Riesz projection). In particular, in the special situation where σ(t) = {λ(t)} and λ(t)
is a pole of the resolvent of A(t), these projections satisfy
P (t)X = ker(A(t) − λ(t))k and (1− P (t))X = rg(A(t) − λ(t))k (1.2)
for all k ∈ N with k ≥ m(t), where m(t) is the order of the pole. In [39], [2], [25], [8] –
which, so far, are the only works proving adiabatic theorems with spectral gap for not
necessarily skew self-adjoint operators A(t) – the abovementioned special situation of
singletons σ(t) = {λ(t)} consisting of poles is studied: [39], [2], [8] deal with semisimple
eigenvalues λ(t) – which means that the order m(t) of the pole in (1.2) is equal to 1 for
every t ∈ I – and [25], under analyticity conditions, deals with not necessarily semisimple
eigenvalues λ(t) of finite algebraic multiplicity m0. In the present paper the spectral
subsets σ(t) are also allowed to consist of essential singularities λ(t) of the resolvent of
A(t) (Example 3.4).
In the adiabatic theorems without spectral gap condition (Section 4 and 5.2), it will
be assumed that σ(t) = {λ(t)} for eigenvalues λ(t) ∈ ∂σ(A(t)), and the relation between
P (t) and A(t), σ(t) – vaguely described in Condition 1.3 above – will, fairly naturally, be
assumed to be as follows: for almost every t ∈ I, P (t) is a bounded projection commuting
with A(t), such that P (t)D(A(t)) = P (t)X and
A(t)|P (t)D(A(t)) − λ(t) is nilpotent whereas A(t)|(1−P (t))D(A(t)) − λ(t) is injective
with dense range in (1− P (t))X.
(We will, more briefly, call such projections weakly associated with A(t) and λ(t).) Such
projections do not always exist in the case without spectral gap – but in case of exis-
tence they are uniquely determined by A(t) and λ(t). Indeed (by the first theorem of
Section 2.1), such projections satisfy
P (t)X = ker(A(t) − λ(t))k and (1− P (t))X = rg(A(t) − λ(t))k (1.3)
for all k ∈ N with k ≥ m(t), where m(t) is the order of nilpotence. Apart from regularity
conditions and some resolvent estimate, the assumption that P (t) be weakly associated
with A(t) and λ(t) ∈ ∂σ(A(t)) is already everything that has to be required in the
adiabatic theorems without spectral gap condition of the present paper. In [8] and [46] –
which, so far, are the only works establishing adiabatic theorems without spectral gap for
not necessarily skew self-adjoint operators A(t) – the more special situation is studied
where the λ(t) are weakly semisimple eigenvalues in the sense that the order m(t) of
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nilpotence in (1.3) is equal to 1 for almost every t ∈ I. In numerous other papers,
adiabatic theorems without spectral gap for skew self-adjoint operators A(t) have been
established – both for eigenvalues λ(t) (as in [7], [13], [52], [53], [1]) and for resonances
λ(t) (as in [3], [19]).
As has already been indicated, we will develop here – in contrast to the existing litera-
ture – adiabatic theorems for general operators A(t) both in the case of time-independent
domains (Section 3 and 4) and in the case of time-dependent domains (Section 5), which
two kinds of adiabatic theorems are related as follows: if in the presented adiabatic theo-
rems for time-independent domains the regularity conditions are strenghtened, then these
theorems become special cases of the respective adiabatic theorems for time-dependent
domains. We organize the theory in such a way that – apart from some few modifications
– the proofs carry over from the case of time-independent to the case of time-dependent
domains. Section 5.3 is devoted to an extension of the adiabatic theorem of higher order
(also called superadiabatic theorem) from [24] or [40] to the case of time-dependent do-
mains, which extension – albeit a bit technical – is not difficult given the preliminaries
of Section 2.
And finally, in Section 6, we apply the general adiabatic theorems for time-dependent
domains of Section 5 to obtain – in a very simple way – adiabatic theorems with and
without spectral gap condition (Section 6.2 and 6.3) for the special case where the A(t) =
iAa(t) are skew self-adjoint operators defined by symmetric sesquilinear forms a(t) having
a time-independent form domain. In particular, the adiabatic theorem from [13] is a
special case of the theorem in Section 6.3, but we obtain it in a completely different and
also simpler way.
All presented adiabatic theorems are furnished with fairly mild regularity conditions
on t 7→ A(t), σ(t), P (t). Indeed, in the adiabatic theorems for time-independent domains,
for instance, it suffices to require of A that t 7→ A(t) be W 1,∞∗ -regular (Section 2.1) and
(M, 0)-stable (Section 2.2), which two things are satisfied if, for instance, t 7→ A(t)x is
continuously differentiable for all x ∈ D = D(A(t)) and A(t) for every t ∈ I generates
a contraction semigroup in X. In particular, these regularity conditions are more gen-
eral than those of the previously known adiabatic theorems. See the discussion after
Theorem 2.11 and also see the examples (especially Example 3.3).
We complement the presented adiabatic theorems with examples in order to explore
their scope and to demonstrate that some selected hypotheses are essential. All these
examples will be of a simple standard structure explained in Section 2.4.
A few words on the interdependence of the various sections of this paper seem ap-
propriate: the sections about the case with spectral gap (Section 3.1, 3.2, 5.1, 6.2 (in-
terdependent in that order)) are independent of the sections about the case without
spectral gap (Section 4.1, 4.2, 5.2, 6.3 (interdependent in that order)), and Section 5.3
can be read independently of all sections other than Section 2. Section 2 provides the
most important preliminaries, most importantly, those on spectral theory (Section 2.1),
well-posedness and evolution systems (Section 2.2), and adiabatic evolution systems (Sec-
tion 2.3), but also those related to the regularity conditions of our adiabatic theorems. At
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first reading, however, one may well ignore the less common notions of Wm,∞∗ -regularity
or (M, 0)-stability (explained in Section 2.1 and 2.2) and replace them by the simpler
notions of m times strong continuous differentiability and contraction semigroups.
In the entire paper, X, Y , Z denote Banach spaces over C and NOT, SOT, WOT stand
for the norm, strong, weak operator topology of the Banach space L(X,Y ) of bounded
linear operators from X to Y or – unless explicitly stated otherwise – of the Banach
space L(X) = L(X,X). We will abbreviate
I := [0, 1] and ∆ := {(s, t) ∈ I2 : s ≤ t},
and for evolution systems U defined on ∆ we will write U(t) := U(t, 0) for all t ∈ I, while
Uε for ε ∈ (0,∞) will always denote the evolution system for
1
εA on D(A(t)) provided
it exists. As far as notational conventions on general spectral theory are concerned (in
particular, concerning the not completely universal notion of continuous and residual
spectrum), we follow the standard textbooks [18], [51] or [54]. And finally, the notation
employed in the examples will be explained in Section 2.4.
2 Some preliminaries
In this section, we provide the most important preliminaries for the adiabatic theorems
of the subsequent sections. Section 2.1 introduces the central spectral-theoretical notions
of associatedness and weak associatedness including the notion of weak semisimplicity,
properly defines uniform and non-uniform spectral gaps, explains the notion of Wm,∞∗ -
regularity of operator-valued maps (including its well-behavedness under the formation
of products and inverses), and finally furnishes continually used lemmas centering on
one-sided differentiability. Section 2.2 then recalls the concept of well-posedness and
evolution systems for non-autonomous linear evolution equations as well as the notion
of (M, 0)-stability due to Kato. And finally, Section 2.3 introduces the terminology
of adiabatic evolution systems while Section 2.4 explains the standard structure of the
examples of this paper.
2.1 Spectral theory, uniform and non-uniform spectral gaps, regularity
properties of operator-valued functions, and one-sided differentiability
As is clear from the setting described in Section 1, a first important point in general
adiabatic theory is to precisely define what it means for projections P (t) to be spectrally
related to A(t) and σ(t) in the sense of Condition 1.3. In order to do so we introduce
the following notion of associatedness (which is completely canonical) and weak associ-
atedness (which – for non-normal, or at least, non-spectral operators is not canonical).
Suppose A : D(A) ⊂ X → X is a densely defined closed linear map with ρ(A) 6= ∅, σ 6= ∅
is a compact isolated subset of σ(A), λ a not necessarily isolated spectral value of A, and
P a bounded projection in X. We then say, following [51], that P is associated with A
and σ if and only if P commutes with A (in short: PA ⊂ AP ), PD(A) = PX and
σ(A|PD(A)) = σ whereas σ(A|(1−P )D(A)) = σ(A) \ σ.
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We say that P is weakly associated with A and λ if and only if P commutes with A,
PD(A) = PX and
A|PD(A) − λ is nilpotent whereas A|(1−P )D(A) − λ is injective and
has dense range in (1− P )X.
If above the order of nilpotence is at most m, we will often, more precisely, speak of P as
being weakly m-associated with A and λ. Also, we call λ a weakly semisimple eigenvalue
of A if and only if λ is an eigenvalue and there is a projection P weakly 1-associated
with A and λ.
We point out that, for spectral values λ of a densely defined operator A with ρ(A) 6= ∅
and bounded projections P commuting with A, it is fairly natural to take the vaguely
described spectral relatedness of Condition 1.3 to mean precisely that P is weakly associ-
ated with A and λ. Indeed, it is more than natural to take this condition to mean at least
that A|PD(A) is bounded with σ(A|PD(A)) = {λ} (or in other words, that PD(A) = PX
and A|PD(A) − λ is quasinilpotent) and that λ /∈ σp(A|(1−P )D(A)). (It is important to
notice here that, if λ is non-isolated in σ(A), then it must belong to σ(A|(1−P )D(A)) by
the closedness of spectra.) And then it is natural to furhter require that A|PD(A) − λ
be even nilpotent (instead of only quasinilpotent) and that λ belong to the continuous
(instead of the residual) spectrum of A|(1−P )D(A), which finally is nothing but the weak
associatedness of P with A and λ.
It is well-known that if A is densely defined with ρ(A) 6= ∅ and σ 6= ∅ is compact
and isolated in σ(A), then there exists a unique projection P associated with A and σ,
namely
P :=
1
2πi
∫
γ
(z −A)−1 dz
(occasionally called the Riesz projection of A onto σ), where γ is a cycle in ρ(A) with
indices n(γ, σ) = 1 and n(γ, σ(A) \ σ) = 0. (See, for instance, Theorem 2.14 and Propo-
sition 2.15 of [46] or the standard textbook [23] for detailed proofs of these well-known
facts.) Also, if σ = {λ} consists of a pole of ( . −A)−1 of order m and if P is associated
with A and σ, then
PX = ker(A− λ)k and (1− P )X = rg(A− λ)k
for all k ∈ N with k ≥ m (Theorem 5.8-A of [50]). We now prove a similar theorem for
weak associatedness revealing, in particular, that on the one hand, for a given operator
A and a spectral value λ of A no weakly associated projection need exist in general
and that, on the other hand, if there exists any weakly associated projection then it is
already unique. (See the third remark following the theorem.) This theorem complements
Corollary 2.2 of [36], which covers only the case of isolated spectral values. It will be
crucial in the presented adiabatic theorems without spectral gap condition.
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Theorem 2.1. Suppose A : D(A) ⊂ X → X is a densely defined closed linear map with
ρ(A) 6= ∅, λ ∈ σ(A), and P is a bounded projection in X. If P is weakly m-associated
with A and λ, then
PX = ker(A− λ)k and (1− P )X = rg(A− λ)k
for all k ∈ N with k ≥ m and, moreover, λ is a pole of ( . −A)−1 if and only if rg(A−λ)k
is closed for some (all) k ≥ m, in which case P is the projection associated with A and λ.
Proof. We may clearly assume that λ = 0 because P , being weakly associated with A
and λ, is also weakly associated with A − λ and 0. Set M := PX and N := (1 − P )X.
We first show that M = kerAk for all k ≥ m. Since A|PX = A|PD is nilpotent of order
m, Ak|PX = (A|PX)
k = 0 and hence M = PX ⊂ kerAk for all k ≥ m. And since
A|(1−P )D(A) is injective,
Ak|(1−P )D(Ak) = (A|(1−P )D(A))
k
is injective as well and hence kerAk ⊂ PX = M for all k ∈ N. We now show that
N = rgAk for all k ≥ m. As PX = kerAk for k ≥ m, we have
rgAk = AkPD(Ak) +Ak(1− P )D(Ak) = (1− P )AkD(Ak) ⊂ (1− P )X = N
and therefore rgAk ⊂ N for all k ≥ m. It remains to show that the reverse inclusion
N ⊂ rgAk holds true for all k ∈ N and this will be done by induction over k. Since
A|(1−P )D(A) has dense range in (1 − P )X = N , the desired inclusion is clearly satisfied
for k = 1. Suppose now that N ⊂ rgAk is satisfied for some arbitrary k ∈ N. Since
rgA|(1−P )D(A) = A(1− P )D(A) = A(z0 −A)
−1N
and since A(z0 −A)
−1 is a bounded operator for every z0 ∈ ρ(A), it then follows by the
induction hypothesis that A(z0 −A)
−1N ⊂ rgAk+1 and hence
N = rgA|(1−P )D(A) ⊂ rgAk+1,
as desired. In order to see the characterization of the pole property for λ = 0 (under
the weak associatedness hypothesis), we have only to observe that, by what has just
been shown, the ascent of A is less than or equal to m and to use Theorem 5.8-A and
Theorem 5.8-D of [50] or Theorem V.10.1 and Theorem V.10.2 of [51]. 
Some remarks, answering in particular the existence and uniqueness question for weak
associatedness, are in order.
1. We also have the following simple converse of the above theorem: if one has a direct
sum decomposition
X = ker(A− λ)m ⊕ rg(A− λ)m
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for some m ∈ N (where A : D(A) ⊂ X → X is densly defined with ρ(A) 6= ∅ and
λ ∈ σ(A)) and and if the projection P corresponding to the above decomposition of X
commutes with A, then P is weakly m-associated with A and λ. (It should be noticed
here that P is automatically bounded because (A− λ)m is closed by ρ(A) 6= ∅.)
2. It is easy to see – with the help of Volterra operators and shift operators (Section 2.4)
as building blocks – that the nilpotence, injectivity, and dense range requirements (en-
capsulated in the weak associatedness) are all essential for the conclusion of the above
theorem. And – as opposed to the case where A is normal – isolatedness of λ in σ(A)
alone does not imply the closedness of the spaces rg(A−λ)k in the theorem above. (Just
take A := diag(0, V ) on X := L2(I) × L2(I) with the Volterra operator V defined by
(V f)(t) :=
∫ t
0 f(τ) dτ , λ := 0, and P the orthogonal projection onto L
2(I)× 0.)
3. If A : D(A) ⊂ X → X is densely defined with ρ(A) 6= ∅ and λ ∈ σ(A), then the
above theorem implies the following two facts about weak associatedness. (i) In general,
there exists no projection weakly associated with A and λ. (Indeed, for A := diag(0, S)
on X := ℓ2(N)× ℓ2(N) and λ := 0, where S is the right shift operator on ℓ2(N), one has
ker(A− λ)k + rg(A− λ)k 6= X
for all k ∈ N. Also see the remarks after Example 4.7 and Example 5.8.) (ii) If, however,
there exists a projection weakly associated with A and λ, then there is only one such
projection. (Indeed, if P and Q are two projections weakly associated with A and λ and
if the orders of nilpotence of A|PD(A)−λ and A|QD(A)−λ are m and n respectively, then
PX = ker(A− λ)m = ker(A− λ)n = QX,
(1− P )X = rg(A− λ)m = rg(A− λ)n = (1−Q)X
and therefore P = Q.)
A rather well-understood general class of operators A for which the existence of weakly
associated projections is always guaranteed is furnished by the class of spectral operators
of scalar type (Definition XVIII.2.12 in [18]) or bounded spectral operators of finite type
(Definition XV.5.3 in [18]). (Spectral operators of scalar type comprise, for instance,
the normal operators or the generic one-dimensional periodic Schrödinger operators (Re-
mark 8.7 of [22]).) In both cases the weakly associated projections are just given by
PA({λ}) where PA denotes the spectral measure – or, in the terminology of [18], the
spectral resolution – of the spectral operator A (Definition XV.2.5 and XVIII.2.1 of [18]).
(In order to see this, use Theorem XVIII.2.11 of [18] in the former case and in the latter
case notice that
A|PX − λ is quasinilpotent whereas A|(1−P )X − λ is injective and
has dense range in (1− P )X
by Corollary XV.8.5 of [18] and that the quasinilpotence above is even a nilpotence by
the finite type assumption.) We point out, however, that adiabatic theory is by no means
confined to spectral operators A(t) (Example 4.7).
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Associatedness and weak associatedness, for isolated spectral values λ of an opera-
tor A, are related as follows. If λ is a pole of ( . − A)−1, then associatedness and weak
associatedness coincide: a projection P is then associated with A and λ if and only if
it is weakly associated with A and λ (by Theorem 2.1 and the first remark following
it). If, however, λ is an essential singularity of ( . −A)−1, then associatedness and weak
associatedness have nothing to do with each other: a projection P associated with A and
λ can then not possibly be weakly associated with A and λ, and vice versa. (Indeed, if
a projection P is both associated and weakly m-associated with A and λ, then
z 7→ (z −A)−1 = (z −A)−1P + (z −A)−1(1− P )
=
m−1∑
k=0
(A|PD(A) − λ)
k
(z − λ)k+1
P +
(
z −A|(1−P )D(A)
)−1
(1− P )
has a pole of order m at λ.) Additionally, since semisimple spectral values of A are, by
definition, poles of ( . −A)−1 of order 1 (and, in particular, eigenvalues), it follows that
semisimplicity and weak semisimplicity coincide for isolated points λ of σ(A) that are
poles.
We close this paragraph on spectral theory by noting that in reflexive spaces weak
associatedness carries over to the dual maps – provided that some core condition is
satisfied, which is the case for semigroup generators, for instance (Proposition II.1.8
of [20]). In the presented adiabatic theorem without spectral gap condition for reflexive
spaces, this will be important. Associatedness carries over to dual maps as well, of course
(Section III.6.6 of [31]) – but this will not be needed in the sequel.
Proposition 2.2. Suppose A : D(A) ⊂ X → X is a densely defined closed linear map
in the reflexive space X such that ρ(A) 6= ∅ and D(Ak) is a core for A for all k ∈ N. If
P is weakly m-associated with A and λ ∈ σ(A), then P ∗ is weakly m-associated with A∗
and λ.
Proof. We begin by showing – by induction over k ∈ N – the preparatory statement that
(Ak)∗ = (A∗)k (2.1)
for all k ∈ N, which might also be of independent interest (notice that D(Ak) being
a core for A is dense in X, so that (Ak)∗ is really well-defined). Clearly, (2.1) is true
for k = 1 and, assuming that it is true for some arbitrary k ∈ N, we now show that
(Ak+1)∗ = (A∗)k+1 holds true as well. It is easy to see that (A∗)k+1 ⊂ (Ak+1)∗ and it
remains to see that D((Ak+1)∗) ⊂ D((A∗)k+1). So let x∗ ∈ D((Ak+1)∗). We show that
x∗ ∈ D((Ak)∗) and (Ak)∗x∗ ∈ D(A∗), (2.2)
from which it then follows – by the induction hypothesis – that x∗ ∈ D((A∗)k+1) as
desired. In order to prove that x∗ ∈ D((Ak)∗) we show that
x∗ ∈ D((Al)∗)
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for all l ∈ {1, . . . , k} – by induction over l ∈ {1, . . . , k} and by working with suitable
powers of (A∗−z0)
−1 = ((A−z0)
−1)∗, where z0 is an arbitrary point of ρ(A
∗) = ρ(A) 6= ∅
(Theorem III.5.30 of [31]). In the base step of the induction, notice that for all y ∈ D(A)
〈
(A∗ − z0)
−k(Ak+1)∗x∗, y
〉
=
〈
x∗, Ak+1(A− z0)
−ky
〉
=
〈
x∗, (A− z0)y
〉
+
k∑
i=0
(
k + 1
i
)
zk+1−i0
〈
(A∗ − z0)
−k+ix∗, y
〉
,
from which it follows that x∗ ∈ D((A−z0)
∗) = D(A∗). In the inductive step, assume that
x∗ ∈ D(A∗), . . . ,D((Al)∗) for some arbitrary l ∈ {1, . . . , k−1}. Since for all y ∈ D(Al+1)
〈
(A∗ − z0)
−(k−l)(Ak+1)∗x∗, y
〉
=
〈
x∗, Ak+1(A− z0)
−(k−l)y
〉
=
〈
x∗, (A− z0)
l+1y
〉
+
k∑
i=k−l+1
(
k + 1
i
)
zk+1−i0
〈
x∗, (A− z0)
−(k−l)+iy
〉
+
k−l∑
i=0
(
k + 1
i
)
zk+1−i0
〈
(A∗ − z0)
−(k−l)+ix∗, y
〉
,
it follows by the induction hypothesis of the l-induction and by applying the binomial
formula to (A− z0)
−(k−l)+iy for i ∈ {k − l + 1, . . . , k + 1} that x∗ ∈ D((Al+1)∗). So the
l-induction is finished and it remains to show that (Ak)∗x∗ ∈ D(A∗). Since D(Ak+1) by
assumption is a core for A, there is for every y ∈ D(A) a sequence (yn) in D(A
k+1) such
that
〈
(Ak)∗x∗, Ay
〉
= lim
n→∞
〈
(Ak)∗x∗, Ayn
〉
= lim
n→∞
〈
x∗, Ak+1yn
〉
=
〈
(Ak+1)∗x∗, y
〉
.
It follows that (Ak)∗x∗ ∈ D(A∗) and this yields – together with the induction hypothesis
of the k-induction – that x∗ ∈ D((A∗)k+1), which finally ends the proof the preparatory
statement (2.1).
After this preparation we can now move on to the main part of the proof where
we assume, without loss of generality, that λ = 0 and exploit the first remark after
Theorem 2.1 to show that P ∗ is weakly m-associated with A∗ and λ = 0. A∗ is densely
defined (due to the reflexivity of X (Theorem III.5.29 of [31])) with ρ(A∗) = ρ(A) 6= ∅
(Theorem III.5.30 of [31]) and
P ∗A∗ ⊂ (AP )∗ ⊂ (PA)∗ = A∗P ∗
because AP ⊃ PA. Since (Am)∗ = (A∗)m by (2.1) and since PX = kerAm and (1 −
P )X = rgAm (by Theorem 2.1), we further have
P ∗X∗ = ker(1− P )∗ = ((1− P )X)⊥ = (rgAm)⊥ = ker(Am)∗ = ker(A∗)m
and
(1− P ∗)X∗ = kerP ∗ = (PX)⊥ = (kerAm)⊥ = (ker(Am)∗∗)⊥ = rg(Am)∗ = rg(A∗)m,
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where in the fourth equality of the second line the closedness of Am (following from
ρ(A) 6= ∅) and the reflexivity of X have been used. (In the above relations, we denote
by U⊥ := {x∗ ∈ Z∗ : 〈x∗, U∗〉 = 0} and V⊥ := {x ∈ Z : 〈V, x〉 = 0} the annihilators of
subsets U and V of a normed space Z and its dual Z∗, respectively.) It is now clear from
the first remark after Theorem 2.1 that P ∗ is weakly m-associated with A∗ and λ = 0
and we are done. 
We continue by properly defining what exactly we mean by uniform and non-uniform
spectral gaps. Suppose that A(t) : D(A(t)) ⊂ X → X, for every t in some compact
interval J , is a densely defined closed linear map and that σ(t) is a compact subset of
σ(A(t)) for every t ∈ J . We then speak of a uniform resp. non-uniform spectral gap for
A and σ if and only if σ(t) is isolated in σ(A(t)) for every t ∈ J (in short: there is a
spectral gap for A and σ) and σ( . ) is resp. is not uniformly isolated in σ(A( . )). (Uniform
isolatedness means that there is a t-independent constant r0 > 0 such that
U r0(σ(t)) ∩ σ(A(t)) := {z ∈ C : dist(z, σ(t)) ≤ r0} ∩ σ(A(t)) = σ(t)
for every t ∈ I, of course.) Also, we say that σ( . ) falls into σ(A( . )) \ σ( . ) at the point
t0 ∈ J if and only if there is a sequence (tn) in J converging to t0 such that
dist(σ(tn), σ(A(tn)) \ σ(tn)) −→ 0 (n→∞).
It is clear that the set of points at which σ( . ) falls into σ(A( . )) \σ( . ) is closed. Also, it
follows by the compactness of J that a spectral gap for A and σ is uniform if and only if
σ( . ) at no point falls into σ(A( . )) \σ( . ). The following proposition gives a criterion (in
terms of some mild regularity conditions on t 7→ A(t), σ(t), P (t)) for a spectral gap for A
and σ to be even uniform. It is of some interest in the third remark at the beginning of
Section 3.3 (and is crucial in the applied example to neutron transport theory presented
in [46]). We refer to Section IV.2.4 and Theorem IV.2.25 of [31] for a definition and a
characterization of convergence (and hence, continuity) in the generalized sense and to
Section IV.3 of [31] for the definition of upper and lower semicontinuity of set-valued
functions t 7→ σ(t).
Proposition 2.3. Suppose that A(t) : D(A(t)) ⊂ X → X is a closed linear map for
every t in a compact interval J and that t 7→ A(t) is continuous in the generalized sense.
Suppose further that σ(t) for every t ∈ J is a compact and isolated subset of σ(A(t)) such
that σ( . ) falls into σ(A( . )) \ σ( . ) at t0 ∈ J , and let t 7→ σ(t) be upper semicontinuous
at t0. Finally, for every t ∈ J let P (t) be the projection associated with A(t) and σ(t).
Then t 7→ P (t) is discontinuous at t0 and
lim sup
n→∞
(
rkP (tn)
)
≤ rkP (t0)− 1
for all sequences (tn) such that tn −→ t0 and dist(σ(tn), σ(A(tn)) \ σ(tn)) −→ 0.
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See [46] (Proposition 5.3) for a proof. Clearly, one also has the following converse of
the above proposition: if t 7→ A(t) is continuous in the generalized sense as above and
t 7→ σ(t) is even continuous (that is, upper and lower semicontinuous) then uniform iso-
latedness of σ( . ) in σ(A( . )) implies that t 7→ P (t) is continuous. (Use Theorem IV.3.15
of [31].)
We now turn to regularity properties of vector-valued and, in particular, operator-
valued functions. We start by briefly recalling those facts on vector-valued Sobolev spaces
that will be needed in the sequel (see [6] and [5] for more detailed expositions). We follow
the notational conventions of [6]. In particular, (µ-)measurability of a Y -valued map on a
complete measure space (X0,A, µ) will not only mean that this map is A-measurable but
also that it is µ-almost separably-valued, whereas the notion of (µ-)strong measurability
will be reserved for operator-valued maps that are pointwise µ-measurable. Suppose J
is a non-trivial interval and p ∈ [1,∞) ∪ {∞}. Then W 1,p(J,X) is defined to consist
of those (equivalence classes of) p-integrable functions f : J → X for which there is a
p-integrable function g : J → X (called a weak derivative of f) such that
∫
J
f(t)ϕ′(t) dt = −
∫
J
g(t)ϕ(t) dt
for all ϕ ∈ C∞c (J
◦,C). As usual, p-integrability of a function f : J → X (with p ∈ [1,∞)∪
{∞}) means that f is measurable and ‖f‖p := (
∫
J ‖f(τ)‖
p dτ)1/p < ∞ if p ∈ [1,∞) or
‖f‖p := ess-supt∈J ‖f(t)‖ < ∞ if p = ∞. If f is in W
1,p(J,X) and g1, g2 are two
weak derivatives of f , then g1 = g2 almost everywhere, so that up to almost everywhere
equality there is only one weak derivative of f which is denoted by ∂f . It is well-known
thatW 1,p(J,X) is a Banach space w.r.t. the norm ‖ . ‖1,p whith ‖f‖1,p := ‖f‖p+‖∂f‖p for
f ∈ W 1,p(J,X). It is also well-known that the space W 1,∞(J,X) – just like W 1,p(J,X)
for p ∈ [1,∞) – can be characterized by means of indefinite integrals: W 1,∞(J,X) consists
of those (equivalence classes of) ∞-integrable functions f : J → X for which there is an
∞-integrable function g such that for some (and hence every) t0 ∈ J
f(t) = f(t0) +
∫ t
t0
g(τ) dτ for all t ∈ J,
or, equivalently (by Lebesgue’s differentiation theorem), W 1,∞(J,X) consists of (equiv-
alence classes of) ∞-integrable functions f : J → X which are differentiable almost
everywhere and whose (pointwise) derivative f ′ is ∞-integrable such that for some (and
hence every) t0 ∈ J
f(t) = f(t0) +
∫ t
t0
f ′(τ) dτ for all t ∈ J.
Additionally, the pointwise derivative f ′ of an f ∈W 1,∞(J,X) equals the weak derivative
∂f almost everywhere. It follows from this characterization that, in case X is reflexive
(or more generally, satisfies the Radon–Nikodým property), W 1,∞(J,X) consists exactly
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of the (equivalence classes of) Lipschitz continuous functions (where one inclusion is
completely trivial and independent of the Radon–Nikodým property, of course).
We now move on to define – following the introduction of Kato’s work [32] – Wm,∞∗ -
regularity which shall be used in all our adiabatic theorems with time-independent do-
mains. An operator-valued function J ∋ t 7→ A(t) ∈ L(X,Y ) on a compact interval J is
said to belong to W 0,∞∗ (J,L(X,Y )) = L
∞
∗ (J,L(X,Y )) if and only if t 7→ A(t) is strongly
measurable and t 7→ ‖A(t)‖ is essentially bounded. And t 7→ A(t) is said to belong to
W 1,∞∗ (J,L(X,Y )) if and only if there is B ∈ L
∞
∗ (J,L(X,Y )) (called a W
1,∞
∗ -derivative
of A) such that for some (and hence every) t0 ∈ J
A(t)x = A(t0)x+
∫ t
t0
B(τ)x dτ for all t ∈ J and x ∈ X.
Wm,∞∗ (J,L(X,Y )) for arbitrary m ∈ N is defined recursively, of course.
We point out that the Wm,∞∗ -spaces (unlike the W
m,∞-spaces), by definition, consist
of functions (of operators) rather than equivalence classes of such functions. It is obvious
from the characterization of W 1,∞(J, Y ) by way of indefinite integrals that, if t 7→ A(t) is
in W 1,∞∗ (J,L(X,Y )), then t 7→ A(t)x is (the continuous representative of an element) in
W 1,∞(J, Y ). In particular, W 1,∞∗ -regularity implies Lipschitz continuity w.r.t. the norm
topology, and furthermore, W 1,∞∗ -regularity can be thought of as being not much more
than Lipschitz continuity (in view of the above remarks in conjunction with the Radon–
Nikodým property). A simple and important criterion for W 1,∞∗ -regularity is furnished
by the following proposition.
Proposition 2.4. Suppose J ∋ t 7→ A(t) ∈ L(X,Y ) is SOT- or WOT-continuously
differentiable, where J is a compact interval. Then t 7→ A(t) is in W 1,∞∗ (J,L(X,Y )).
Proof. It is well-known that a weakly continuous map J → Y is almost separably valued,
whence t 7→ A′(t)x is measurable (by Pettis’ characterization of measurability). With
the help of the Hahn–Banach theorem the conclusion readily follows. 
It follows from Lebesgue’s differentiation theorem thatW 1,∞∗ -derivatives are essentially
unique, more precisely: if t 7→ A(t) is in W 1,∞∗ (J,L(X,Y )) and B1, B2 are two W
1,∞
∗ -
derivatives of A, then one has for every x ∈ X that B1(t)x = B2(t)x for almost every
t ∈ J . It should be emphasized that this last condition does not imply that B1(t) = B2(t)
for almost every t ∈ J . (Indeed, take J := [0, 1], X := ℓ2(J) and define
A(t) := 0 as well as B1(t)x := 〈et, x〉 et and B2(t)x := 0
for t ∈ J and x ∈ X, where et(s) := δs t. Then, for every x ∈ X, B1(t)x is different
from 0 for at most countably many t ∈ J , and it follows that B1 and B2 both are
W 1,∞∗ -derivatives of A, but B1(t) 6= B2(t) for every t ∈ J .)
In the presented adiabatic theorems for time-independent domains (Section 3 and 4),
we will make much use of the following lemma stating that W 1,∞∗ -regularity carries over
to products and inverses. It is noted in the introduction of [32] for separable spaces.
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We prove it here since it is not proved in [32] and, more importantly, since it is not a
priori clear – (almost) separability being crucial for measurability – that the separability
assumption of [32] is actually not needed for this lemma. An analogue of this lemma for
SOT- and WOT-continuous differentiability is well-known (and easily proved with the
help of the theorem of Banach–Steinhaus).
Lemma 2.5. (i) Suppose that t 7→ A(t) is in W 1,∞∗ (J,L(X,Y )) and that t 7→ B(t) is
in W 1,∞∗ (J,L(Y,Z)) where J = [a, b]. Then t 7→ B(t)A(t) is in W
1,∞
∗ (J,L(X,Z)) and
t 7→ B′(t)A(t) +B(t)A′(t) is a W 1,∞∗ -derivative of BA for every W
1,∞
∗ -derivative A
′, B′
of A or B, respectively.
(ii) Suppose that t 7→ A(t) is in W 1,∞∗ (J,L(X,Y )) and that A(t) is bijective onto Y for
every t ∈ J . Then t 7→ A(t)−1 is in W 1,∞∗ (J,L(Y,X)) and t 7→ −A(t)
−1A′(t)A(t)−1 is a
W 1,∞∗ -derivative of A
−1 for every W 1,∞∗ -derivative A
′ of A.
Proof. We begin with some general preparatory considerations. Whenever an operator-
valued map t 7→ C(t) is in W 1,∞∗ (J,L(X,Y )), we shall write C˜ for the map on J˜ :=
[a − 1, b + 1] obtained from C by trivially extending it by C(a) to the left and by C(b)
to the right. Also we shall write
C˜n(t)x :=
(
j 1
n
∗ C˜( . )x
)
(t) =
∫
J˜
j 1
n
(t− r)C˜(r)x dr
for all t ∈ J˜ and all x ∈ X. It is clear that t 7→ C˜(t) is in W 1,∞∗ (J˜ , L(X,Y )). In
particular, t 7→ C˜(t)x is the continuous representative of an element of W 1,∞(J˜ , Y ) and
hence of W 1,1(J˜ , Y ) for every x ∈ X, from which we conclude – using the usual facts on
mollification (which are proved in exactly the same way as in the scalar case) – that for
every x ∈ X
C˜n( . )x
∣∣
J
−−−→
‖ . ‖∞
C˜( . )x
∣∣
J
= C( . )x (n→∞),
∥∥C˜n(t)x∥∥ ≤ sup
τ∈J˜
∥∥C˜(τ)∥∥ ‖x‖ (t ∈ J, n ∈ N),
∥∥C˜ ′n(t)x∥∥ = ∥∥(j 1
n
∗ C˜ ′( . )x
)
(t)
∥∥ ≤ ess-sup
τ∈J˜
∥∥C˜ ′(τ)∥∥ ‖x‖ (t ∈ J, n ∈ N),
C˜n( . )x
∣∣
J
−−−−→
‖ . ‖1,1
C˜( . )x
∣∣
J
= C( . )x (n→∞),
where C˜ ′ denotes an arbitrary W 1,∞∗ -derivative of C˜.
(i) We fix arbitraryW 1,∞∗ -derivatives A
′, B′ of A and B and prove that t 7→ B′(t)A(t)+
B(t)A′(t) is in L∞∗ (J,L(X,Z)) and that
B(t)A(t)x = B(a)A(a)x+
∫ t
a
B′(τ)A(τ)x +B(τ)A′(τ)x dτ
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for every t ∈ J and x ∈ X. It is easy to see that t 7→ B′(t)A(t) + B(t)A′(t) is indeed
in L∞∗ (J,L(X,Z)) (by virtue of Lemma A 4 of [30] stating that strong measurability
of operator-valued functions carries over to products). Additionally, it is clear from the
SOT-continuous differentiability of t 7→ A˜n(t) and t 7→ B˜n(t) that
B˜n(t)A˜n(t)x = B˜n(a)A˜n(a)x+
∫ t
a
B˜′n(τ)A˜n(τ)x+ B˜n(τ)A˜
′
n(τ)x dτ
for every t ∈ J , x ∈ X, and n ∈ N. We now fix t ∈ J and x ∈ X and choose a˜, b˜ such
that ‖A(τ)‖ , ‖A′(τ)‖ ≤ a˜ and ‖B(τ)‖ , ‖B′(τ)‖ ≤ b˜ for almost every τ ∈ J . In virtue of
the preparatory considerations above, we have
∫ t
a
B˜n(τ)A˜
′
n(τ)x dτ −
∫ t
a
B(τ)A′(τ)x dτ
=
∫ t
a
B˜n(τ)
(
A˜′n(τ)x−A
′(τ)x
)
dτ +
∫ t
a
(
B˜n(τ)−B(τ)
)
A′(τ)x dτ −→ 0
as n → ∞. And since for every ε > 0 there is a partition a = t0 < t1 < · · · < tm = t
of [a, t] such that for all i ∈ {1, . . . ,m} one has supτ∈[ti−1,ti] ‖A(τ)x −A(ti)x‖ < ε/2b˜ we
see that the norm of
∫ t
a
B˜′n(τ)A˜n(τ)x dτ −
∫ t
a
B′(τ)A(τ)x dτ
=
∫ t
a
B˜′n(τ)
(
A˜n(τ)x−A(τ)x
)
dτ +
m∑
i=1
∫ ti
ti−1
(
B˜′n(τ)−B
′(τ)
)(
A(τ)x−A(ti)x
)
dτ
+
m∑
i=1
∫ ti
ti−1
(
B˜′n(τ)−B
′(τ)
)
A(ti)x dτ
is less than 3ε for sufficiently large n. Assertion (i) thus follows.
(ii) We fix an arbitrary W 1,∞∗ -derivative A
′ of A and show that t 7→ A(t)−1A′(t)A(t)−1
is in L∞∗ (J,L(Y,X)) and that
A(t)−1y = A(a)−1y −
∫ t
a
A(τ)−1A′(τ)A(τ)−1y dτ
for every t ∈ J and y ∈ Y . As above, it follows from Lemma A 4 of [30] that t 7→
A(t)−1A′(t)A(t)−1 is indeed in L∞∗ (J,L(X,Z)). Since supt∈J
∥∥A˜n(t) − A(t)∥∥ −→ 0 as
n →∞, there is an n0 ∈ N such that A˜n(t) is invertible (bijective onto Y ) for all t ∈ J
and n ≥ n0 and such that
∥∥A˜n(t)−1∥∥ ≤ c˜ <∞ for all t ∈ J and n ≥ n0. It follows from
the SOT-continuous differentiability of t 7→ A˜n(t) that t 7→ A˜n(t)
−1 is SOT-continuously
differentiable as well, whence
A˜n(t)
−1y = A˜n(a)
−1y −
∫ t
a
A˜n(τ)
−1A˜′n(τ)A˜n(τ)
−1y dτ
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for every t ∈ J , y ∈ Y and n ≥ n0. We now fix t ∈ J and y ∈ Y . As supτ∈J
∥∥A˜n(τ)−1 −
A(τ)−1
∥∥ −→ 0 as n→∞, we obtain
∫ t
a
A˜n(τ)
−1A˜′n(τ)A˜n(τ)
−1y dτ −
∫ t
a
A(τ)−1A′(τ)A(τ)−1y dτ
=
∫ t
a
A˜n(τ)
−1
(
A˜′n(τ)A˜n(τ)
−1y −A′(τ)A(τ)−1y
)
dτ
+
∫ t
a
(
A˜n(τ)
−1 −A(τ)−1
)
A′(τ)A(τ)−1y dτ −→ 0
as n → ∞, where the first term is treated as in the proof of (i). Assertion (ii) thus
follows. 
We shall need the following simple product rule very often: it will always be used for
estimating the difference of two evolution systems and for establishing adiabaticity of
evolution systems. And furthermore, it will take the role of Lemma 2.5 in the adiabatic
theorems for time-dependent domains (Section 5).
Lemma 2.6. Suppose C(t) is a bounded linear map in X for every t ∈ J = [a, b],
let t0 ∈ [a, b), and let Yt0 be a dense subspace of X. Suppose that t 7→ C(t)y is right
differentiable at t0 for all y ∈ Yt0 and that the map f : J → X is right differentiable at
t0 and f(t0) ∈ Yt0 . Suppose finally that supt∈Jt0 ‖C(t)‖ < ∞ for a neighbourhood Jt0 of
t0. Then t 7→ C(t)f(t) is right differentiable at t0 with right derivative
∂+(C( . )f( . ))(t0) = ∂+C(t0)f(t0) +C(t0)∂+f(t0).
Proof. We have
C(t0 + h)f(t0 + h)− C(t0)f(t0)
h
= C(t0 + h)
f(t0 + h)− f(t0)
h
−
C(t0 + h)f(t0)− C(t0)f(t0)
h
for positive and sufficiently small h. Since supt∈Jt0 ‖C(t)‖ < ∞ and Yt0 is dense, we
easily get that C(t0 + h) −→ C(t0) as h ց 0 w.r.t. SOT, and the desired conclusion
follows. 
We shall also need the following lemma on the relation between right differentiability
and the class W 1,∞. It will be used very often – especially in Section 5 – in conjunction
with the lemma above: Lemma 2.6 will yield right differentiability of a given product
and Lemma 2.7, which is a variant of Corollary 2.1.2 of [43], will then yield an integral
representation for this product.
Lemma 2.7. Suppose f : J → X is a continuous, right differentiable map on a compact
interval J = [a, b] such that the right derivative ∂+f : [a, b) → X is bounded. Then f is
in W 1,∞(J,X) and
f(t) = f(t0) +
∫ t
t0
∂+f(τ) dτ
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for all t0, t ∈ J . In particular, if ∂+f is even continuous and continuously extendable to
the right endpoint b, then f is continuously differentiable.
Proof. Since ∂+f is measurable (as the pointwise limit of a sequence of difference quo-
tients) and ∂+f is bounded, we have only to show that∫
(a,b)
f(t)ϕ′(t) dt = −
∫
(a,b)
∂+f(t)ϕ(t) dt for all ϕ ∈ C
∞
c ((a, b),C)
in order to get f ∈W 1,∞(J,X) (from which, in turn, the asserted integral representation
follows by the continuity of f). So, let ϕ ∈ C∞c ((a, b),C) and denote by ϕ˜ and f˜ the zero
extension of ϕ and f to the whole real line. Then
∫
(a,b)
f(t)ϕ′(t) dt = lim
hց0
∫
R
f˜(t)
ϕ˜(t− h)− ϕ˜(t)
−h
dt
= − lim
hց0
∫
R
f˜(t+ h)− f˜(t)
h
ϕ˜(t) dt =
∫
(a,b)
∂+f(t)ϕ(t) dt,
since suppϕ ⊂ [a+ δ, b − δ] for some δ > 0 and since
∥∥∥∥f(t+ h)− f(t)h ϕ(t)
∥∥∥∥ ≤ sup
τ∈(a,b)
‖∂+f(τ)‖ ‖ϕ‖∞ <∞
for all t ∈ [a+δ, b−δ] and h ∈ (0, δ) (which mean value estimate can be derived from the
continuity and right differentiability of f in a similar way as Lemma III.1.36 of [31]). 
2.2 Well-posedness and evolution systems
We briefly recall the fundamental notion of evolution systems for A on D(A(t)) where
A is a family of linear operators. (See Definition VI.9.2 in [20] which also covers the
more general case of evolution systems for A on certain subspaces Yt of D(A(t)). We
will only work with the special case Yt = D(A(t)) since it is only in this case that an
adiabatic theory with reasonably practical assumptions can be developed.) Suppose that
A(t) : D(A(t)) ⊂ X → X is a linear operator for every t ∈ J = [a, b] and that U(t, s) is
a bounded linear operator in X for every (s, t) ∈ ∆J := {(s, t) ∈ J
2 : s ≤ t}. Then U
is called an evolution system for A on (the spaces) D(A(t)) if and only if the following
holds true:
(i) [s, b] ∋ t 7→ U(t, s)y is a continuously differentiable solution to the initial value
problem x′ = A(t)x, x(s) = y for y ∈ D(A(s)) and s ∈ [a, b)
(ii) U(t, s)U(s, r) = U(t, r) for all (r, s), (s, t) ∈ ∆J and ∆J ∋ (s, t) 7→ U(t, s)x is
continuous for all x ∈ X.
We refer to [20] (Definition VI.9.1) for the definition of well-posedness of the initial
value problems corresponding to A on D(A(t)). It is well-known that there is a one-to-
one correspondence between well-posedness and evolution systems (Proposition VI.9.3
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of [20]): if A is a family of linear operators A(t) : D(A(t)) ⊂ X → X, then the initial
value problems corresponding to A are well-posed on D(A(t)) if and only if there is
an evolution system U for A on D(A(t)). In particular, it follows (by the uniqueness
requirement in the definition of well-posedness) that if there is any evolution system for a
given family A on D(A(t)), then it is already unique. In order to see the above-mentioned
correspondence one essentially has only to combine Lemma 2.6 and Lemma 2.7 with the
following simple lemma, which will always be used when the difference of two evolution
systems has to be dealt with.
Lemma 2.8. Suppose A(t) : D(A(t)) ⊂ X → X for every t ∈ J = [a, b] is a densely
defined linear map and suppose there is an evolution system U for A on D(A(t)). Then,
for every s0 ∈ [a, t) and every x0 ∈ D(A(s0)), the map [a, t] ∋ s 7→ U(t, s)x0 is right
differentiable at s0 with right derivative −U(t, s0)A(s0)x0. In particular, if D(A(t)) = D
for all t ∈ J and s 7→ A(s)x is continuous for all x ∈ D, then [a, t] ∋ s 7→ U(t, s)x is
continuously differentiable for all x ∈ D.
Proof. Since U(t, s)U(s, r) = U(t, r) for (r, s), (s, t) ∈ ∆J and since ∆J ∋ (s, t) 7→ U(t, s)
is SOT-continuous, we obtain for every s0 ∈ [a, t) and x0 ∈ D(A(s0)) that
U(t, s0 + h)x0 − U(t, s0)x0
h
= −U(t, s0 + h)
U(s0 + h, s0)x0 − x0
h
−→ −U(t, s0)A(s0)x0
as hց 0 from which the assertions follow (remember Lemma 2.7). 
We also briefly recall the notion of (M,ω)-stability from [29]: a family A of linear
operators A(t) : D(A(t)) ⊂ X → X (where t ∈ J) is called (M,ω)-stable (for some
M ∈ [1,∞) and ω ∈ R) if and only if A(t) generates a strongly continuous semigroup on
X for every t ∈ J and
∥∥∥eA(tn)sn · · · eA(t1)s1∥∥∥ ≤Meω(s1+ ···+sn)
for all s1, . . . , sn ∈ [0,∞) and all t1, . . . , tn ∈ J satisfying t1 ≤ · · · ≤ tn (with arbitrary n ∈
N). Clearly, a family A of linear operators in X is (1, 0)-stable if and only if each member
A(t) of the family generates a contraction semigroup on X. It should be remarked that
there are very simple examples – relevant to adiabatic theory – of (M, 0)-stable families
that fail to be (1, 0)-stable (Example 3.3). When it comes to estimating perturbed
evolution systems in Section 3 and 4, the following important fact (well-known from [29])
will always – and tacitly – be used: if A is an (M,ω)-stable family of linear operators
A(t) : D(A(t)) ⊂ X → X for t ∈ J , B(t) is a bounded operator in X for t ∈ J and
b := supt∈J ‖B(t)‖ is finite, then A + B is (M,ω + Mb)-stable. In our examples the
following lemma will be important.
Lemma 2.9. Suppose A0 is an (M0, ω0)-stable family of operators A0(t) : D(A0(t)) ⊂
X → X for t ∈ J and R(t) : X → X for every t ∈ J is a bijective bounded operator such
that t 7→ R(t) is in W 1,∞∗ (J,L(X)). Then the family A with A(t) := R(t)
−1A0(t)R(t) is
(M,ω)-stable for some M ∈ [1,∞) and ω = ω0.
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Proof. We may assume that ω0 = 0, since (M˜ , ω˜)-stability of a family A˜ is equivalent
to the (M˜ , 0)-stability of A˜ − ω˜. Set ‖x‖t := d e
−M0ct ‖R(t)x‖0 t for x ∈ X and t ∈ J ,
where c := ess-sup(s,t)∈J2
∥∥R′(t)R(s)−1∥∥ and d := supt∈J eM0ct ∥∥R(t)−1∥∥ and the ‖ . ‖0 t
are norms on X associated with A0 according to Proposition 1.3 of [42]. Then – as can
be gathered from the proof of Theorem 4.2 in [34] – the norms ‖ . ‖t satisfy the conditions
(a), (b), (c) of Proposition 1.3 in [42] for the family A with a certain M ∈ [1,∞) and
therefore A is (M, 0)-stable, as desired. 
We now turn to sufficient conditions for the well-posedness of the initial value problems
corresponding to a given family A of linear operators A(t). We will make very much use
of the following condition.
Condition 2.10. A(t) : D ⊂ X → X for every t ∈ I is a densely defined closed linear
map such that A is (M,ω)-stable for some M ∈ [1,∞) and ω ∈ R and such that t 7→ A(t)
is in W 1,∞∗ (I, L(Y,X)), where Y is the space D endowed with the graph norm of A(0).
As was noted (in Proposition 2.4) above, the W 1,∞∗ -regularity requirement of Condi-
tion 2.10 is fulfilled if, for instance, t 7→ A(t) is SOT- or WOT-continuously differentiable.
It follows from a famous theorem of Kato (Theorem 1 of [30]) – and, for seperable spaces,
is explicitly remarked in Section 1 of [32] – that Condition 2.10 guarantees well-posedness.
Theorem 2.11 (Kato). Suppose A(t) : D ⊂ X → X for every t ∈ I is a linear map
such that Condition 2.10 is satisfied. Then there is a unique evolution system U for A
on D, and the following estimate holds true:
‖U(t, s)‖ ≤Meω(t−s) for all (s, t) ∈ ∆.
Condition 2.10 does not only guarantee well-posedness, but it is also essentially ev-
erything we have to require of A in the adiabatic theorems of Section 3 and 4 for time-
independent domains: indeed, we have only to add the requirement that ω = 0 to
Condition 2.10 to arrive at the hypotheses on A of these theorems. In most adiabatic
theorems in the literature – for example those of [9], [7], [52], [53], [1], [2] or [8] – by
contrast, the hypotheses on A rest upon Yosida’s theorem (Theorem XIV.4.1 of [54]),
which is reproduced, for instance, in Reed and Simon’s book (Theorem X.70 of [45]) or
Blank, Exner and Havlíček’s book (Theorem 9.5.3 of [11]): in these adiabatic theorems
it is required of A that each A(t) generate a contraction semigroup on X and that an
appropriate translate A−z0 of A satisfy the rather involved hypotheses of Yosida’s theo-
rem (or – for example in the case of [9] or [8] – more convenient strengthenings thereof).
It is shown in [47] that this is the case if and only if A(t) − z0, for every t ∈ I, is a
boundedly invertible generator of a contraction semigroup on X and
t 7→ A(t)x is continuously differentiable for all x ∈ D.
In particular, it follows that the hypotheses on A of the adiabatic theorems of the present
paper are more general than the respective hypotheses of the previously known adiabatic
theorems – and, of course, they are also striclty more general (which is demonstrated by
the examples of Section 3 and 4).
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A trivial – but nonetheless useful – consequence of Theorem 2.11 is the following
corollary establishing well-posedness for families A where A(t) = R(t)−1A0(t)R(t) and
D(A0(t)) is time-independent. A non-trivial sufficient condition for well-posedness in the
case of time-dependent domains is furnished, for instance, by [34] (which will be exploited
in Section 6) or by [49], [28], [21], [4].
Corollary 2.12. Suppose A0 is a family of linear maps A0(t) : D ⊂ X → X that
satisfies Condition 2.10 and let A(t) := R(t)−1A0(t)R(t) for t ∈ I, where t 7→ R(t) is
in W 2,∞∗ (I, L(X)) and R(t) is bijective onto X for every t ∈ I. Then there is a unique
evolution system U for A on D(A(t)).
Proof. Since t 7→ A0(t) + R
′(t)R(t)−1 is in W 1,∞∗ (I, L(Y,X)) by Lemma 2.5 and since
A0 + R
′R−1 is (M,ω + Mb)-stable with b := supt∈I
∥∥R′(t)R(t)−1∥∥, it follows from
Theorem 2.11 that there is a unique evolution system U˜0 for A0 + R
′R−1 on D. Set
U(t, s) := R(t)−1U˜0(t, s)R(s) for (s, t) ∈ ∆. Then U is an evolution system for A on
D(A(t)), as is easily verified. 
In the adiabatic theorems with spectral gap condition of Section 5 (especially in the
adiabatic theorem of higher order) the following well-expected perturbative proposition
will be needed. It gives a perturbation series expansion for a perturbed evolution system
if only this perturbed evolution exists. (See the classical example of Phillips (Example 6.4
of [44]) showing that the existence of the perturbed evolution really has to be required.)
Proposition 2.13. Suppose that A(t) : D(A(t)) ⊂ X → X is a densely defined linear
map for every t ∈ I and that t 7→ B(t) ∈ L(X) is WOT-continuous. Suppose further that
there is an evolution system U for A on D(A(t)) and an evolution system V for A+ B
on D(A(t)). Then
(i) V (t, s) =
∑∞
n=0 Vn(t, s), where V0(t, s) := U(t, s) and
Vn+1(t, s)x :=
∫ t
s
U(t, τ)B(τ)Vn(τ, s)x dτ for x ∈ X and n ∈ N ∪ {0}.
(ii) If there are M ∈ [1,∞), ω ∈ R such that ‖U(t, s)‖ ≤Meω(t−s) for (s, t) ∈ ∆, then
‖V (t, s)‖ ≤Me(ω+Mb)(t−s)
for all (s, t) ∈ ∆, where b := supt∈I ‖B(t)‖. And if, for every (s, t) ∈ ∆, U(t, s) is
unitary and B(t) is skew symmetric, then V (t, s) is unitary as well.
Proof. Since weakly continuous maps on compact intervals are integrable (see the proof
of Proposition 2.4), it easily follows that the integrals defining the Vn really exist and that
V˜ (t, s) :=
∑∞
n=0 Vn(t, s) exists uniformly in (s, t) ∈ ∆. Also, it is easy to see – applying
Lemma 2.6 and Lemma 2.7 to [s, t] ∋ τ 7→ U(t, τ)V (τ, s)x with x ∈ D(A(s)) – that V
satisfies the same integral equation as V˜ from which assertion (i) follows. Assertion (ii)
is a simple consequence of the series expansion in (i). 
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2.3 Adiabatic evolutions and a trivial adiabatic theorem
As has been explained in Section 1, the principal goal of adiabatic theory is to establish
the convergence (1.1) or, in other words, to show that the evolution systems Uε for
1
εA
are, in some sense, approximately adiabatic w.r.t. P as εց 0. We say that an evolution
system for a family A of linear operators A(t) : D(A(t)) ⊂ X → X is adiabatic w.r.t. a
family P of bounded projections P (t) in X if and only if U(t, s) for every (s, t) ∈ ∆
intertwines P (s) with P (t), more precisely:
P (t)U(t, s) = U(t, s)P (s)
for every (s, t) ∈ ∆. Since the pioneering work [26] of Kato, the basic strategy in proving
the convergence (1.1) has been to show that
Uε(t)− Vε(t) −→ 0 (εց 0) (2.3)
for every t ∈ I, where the Vε are suitable comparison evolution systems that are adiabatic
w.r.t. the family P of projections P (t) related to the data A, σ. A simple way of obtaining
adiabatic evolutions w.r.t. some given family P (independently observed by Kato in [26]
and Daleckii–Krein in [16]) is described in the following important proposition.
Proposition 2.14 (Kato, Daleckii–Krein). Suppose A(t) : D(A(t)) ⊂ X → X for every
t ∈ I is a densely defined closed linear map and P (t) a bounded projection in X such that
P (t)A(t) ⊂ A(t)P (t) for every t ∈ I and t 7→ P (t) is SOT-continuously differentiable. If
the evolution system Vε for
1
εA+ [P
′, P ] exists on D(A(t)) for every ε ∈ (0,∞), then Vε
is adiabatic w.r.t. P for every ε ∈ (0,∞).
Proof. Choose an arbitrary (s, t) ∈ ∆ with s 6= t. It then follows by Lemma 2.6 and
Lemma 2.8 that, for every x ∈ D(A(s)), the map
[s, t] ∋ τ 7→ Vε(t, τ)P (τ)Vε(τ, s)x
is continuous and right differentiable. Since P (τ) commutes with A(τ) and
P (τ)P ′(τ)P (τ) = 0 (2.4)
for every τ ∈ I (which follows by applying P from the left and the right to P ′ =
P ′P + PP ′), it further follows that the right derivative of this map is identically 0 and
so (by Lemma 2.7) this map is constant. In particular,
P (t)Vε(t, s)x− Vε(t, s)P (s)x = Vε(t, τ)P (τ)Vε(τ, s)x
∣∣τ=t
τ=s
= 0,
as desired. 
We now briefly discuss two situations where the conclusion of the adiabatic theorem
is already trivially true.
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Proposition 2.15. Suppose A(t) : D(A(t)) ⊂ X → X for every t ∈ I is a densely
defined closed linear map and P (t) is a bounded projection in X such that the evolution
system Uε exists on D(A(t)) for every ε ∈ (0,∞) and such that P (t)A(t) ⊂ A(t)P (t) for
every t ∈ I and t 7→ P (t) is SOT-continuously differentiable.
(i) If P ′ = 0, then Uε is adiabatic w.r.t. P for every ε ∈ (0,∞) (in particular, the
convergence (1.1) holds trivially), and the reverse implication is also true.
(ii) If there are γ ∈ (0,∞) and M ∈ [1,∞) such that for all (s, t) ∈ ∆ and ε ∈ (0,∞)
‖Uε(t, s)‖ ≤Me
− γ
ε
(t−s), (2.5)
then supt∈I ‖Uε(t)− Vε(t)‖ = O(ε) as εց 0, whenever the evolution system Vε for
1
εA+ [P
′, P ] exists on D(A(t)) for every ε ∈ (0,∞).
Proof. (i) See, for instance, Section IV.3.2 of [35] for the reverse implication (differentiate
the adiabaticity relation with respect to the variable s) – the other implication is obvious
from Proposition 2.14.
(ii) Since for x ∈ D(A(0)) one has (by Lemma 2.8, Lemma 2.6, and Lemma 2.7)
Vε(t)x− Uε(t)x = Uε(t, s)Vε(s)x
∣∣s=t
s=0
=
∫ t
0
Uε(t, s)[P
′(s), P (s)]Vε(s)x ds
for every t ∈ I and ε ∈ (0,∞), it follows with the help of Proposition 2.13 that
‖Uε(t)− Vε(t)‖ ≤M
2c eMc t e−
γ
ε
t
for all t ∈ I and ε ∈ (0,∞), where c denotes an upper bound of s 7→ ‖[P ′(s), P (s)]‖.
And from this the desired conclusion is obvious. 
Combining Proposition 2.15 (ii) with Example 3.5 one sees that adiabatic theory is
interesting only if the evolution systems for 1εA are only just bounded w.r.t. ε ∈ (0,∞):
if even the evolution for 1ε (A+γ) is bounded in ε ∈ (0,∞) for some γ > 0, then adiabatic
theory is trivial for A (by Proposition 2.15 (ii)), and if only the evolution for T (A − γ)
is bounded in ε ∈ (0,∞) for some γ > 0, then adiabatic theory is generally impossible
for A (by Example 3.5).
2.4 Standard examples
We will complement the adiabatic theorems of this paper by examples in order to demon-
strate, on the one hand, that the presented theorems are strictly more general than the
previously known adiabatic theorems (positive examples) and that, on the other hand,
some selected hypotheses of our theorems cannot be dispensed with (negative examples).
We have made sure that in all positive examples the conclusion of the respective adia-
batic theorem is not already trivially fulfilled in the sense that it does not already follow
from the trivial adiabatic theorem presented above. (See Example 3.3 where this is once
– and for all – explained in detail.) All examples will be of the following simple standard
structure:
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• X = ℓp(Id) for some p ∈ [1,∞) and d ∈ N ∪ {∞} (where Id := {1, . . . , d} for
d ∈ N and I∞ := N) or X = L
p(X0) for some p ∈ [1,∞) and some measure space
(X0,A, µ) or X is a product of some of the aforementioned spaces (endowed with
the sum norm)
• A(t) = R(t)−1A0(t)R(t), where A0(t) : D ⊂ X → X is a semigroup generator on
X with t-independent dense domain D (chosen equal or unequal to X depending
on whether we are in the case of time-independent or time-dependent domains),
A0 satisfies Condition 2.10, and R(t) := e
Ct for some bounded operator C.
Condition 2.10 with ω = 0 for A0 ensures (by Lemma 2.9 and Corollary 2.12) that the
hypotheses on A of the adiabatic theorems of Sections 3 to 5 are fulfilled. In some of our
examples we will use the right or left shift operator S+ and S− on ℓ
p(I∞) defined by
S+(x1, x2, . . . ) := (0, x1, x2, . . . ) and S−(x1, x2, x3, . . . ) := (x2, x3, . . . ).
Since ‖S±‖ ≤ 1, it follows from the theorem of Hille–Yosida that e
iϑS+−1 and e
iϑS−−1
generate contraction semigroups on ℓp(I∞) for p ∈ [1,∞) and ϑ ∈ R (use a Neumann
series expansion!). It is well-known (Example V.4.1 and V.4.2 of [51]) that σ(S±) = U1(0)
for all p ∈ [1,∞), the fine structure of σ(S+) being given by
σp(S+) = ∅, σc(S+) = ∅, σr(S+) = U1(0) (p = 1)
σp(S+) = ∅, σc(S+) = ∂U1(0), σr(S+) = U1(0) (p ∈ (1,∞))
and the fine structure of σ(S−) being given by
σp(S−) = U1(0), σc(S−) = ∂U1(0), σr(S−) = ∅ (p ∈ [1,∞)).
Additionally, we will sometimes use multiplication operators Mf on L
p(X0) (p ∈ [1,∞))
for some measurable function f : X0 → C and some σ-finite measure space (X0,A, µ) in
which case, as is well-known (Proposition I.4.10 of [20]), one has
σ(Mf ) = ess-rg f := {z ∈ C : µ
(
f−1(Uε(z))
)
6= 0 for all ε > 0
}
and, in particular (take µ to be the counting measure on X0 := Id),
σ
(
diag((λn)n∈Id)
)
= σ
(
M(λn)n∈Id
)
= {λn : n ∈ Id}.
In quite some examples, we will work with families A of operators A(t) in X :=
ℓp(Id) whose spectra σ(A(t)) are singletons and whose nilpotent parts depend on t in the
simplest possible way, namely via a scalar factor.
Condition 2.16. N 6= 0 is a nilpotent operator in X := ℓp(Id) (with p ∈ [1,∞) and
d ∈ N), λ(t) ∈ C and α(t) ∈ [0,∞) for all t ∈ I, and there is an r0 > 0 such that
−Reλ(t) = |Reλ(t)| ≥ r0α(t) for all t ∈ I.
As is shown in the next lemma, this condition characterizes (M, 0)-stability of fami-
lies A of the simple type just described.
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Lemma 2.17. Suppose that N 6= 0 is a nilpotent operator in X := ℓp(Id) with p ∈ [1,∞)
and d ∈ N and that A(t) = λ(t)+α(t)N for every t ∈ I, where λ(t) ∈ C and α(t) ∈ [0,∞).
Then A is (M, 0)-stable for some M ∈ [1,∞) if and only if Condition 2.16 is satisfied.
Proof. Suppose first that A is (M, 0)-stable for some M ∈ [1,∞) and assume that
N = diag(J1, . . . , Jm) is in Jordan normal form with (decreasingly ordered) Jordan block
matrices J1, . . . , Jm (notice that this assumption, by virtue of Lemma 2.9, does not re-
strict generality). We then show that −Reλ(t) = |Reλ(t)| ≥ 14M α(t) for every t ∈ I. It
is clear by the (M, 0)-stability of A that λ(t) ∈ σ(A(t)) ⊂ {Re z ≤ 0} for every t ∈ I and
that the family A˜ with A˜(t) := Reλ(t)+α(t)N is (M, 0)-stable as well. If α(t) = 0, then
the desired inequality is trivial. If α(t) 6= 0, then Reλ(t) < 0 by the (M, 0)-stability of
A and therefore we get – computing (λ− A˜(t))−1e2 = (
α(t)
(λ−Re λ(t))2 ,
1
λ−Re λ(t) , 0, 0, . . . ) for
λ ∈ (0,∞), setting λ := |Reλ(t)|, and using the (M, 0)-stability of A˜ – that
α(t)
4 |Reλ(t)|
≤
∥∥∥|Reλ(t)| (|Reλ(t)| − A˜(t))−1 e2
∥∥∥ ≤M,
as desired. Suppose conversely that there is an r0 > 0 such that −Reλ(t) = |Reλ(t)| ≥
r0α(t) for every t ∈ I. Then there is an M = Mr0 ∈ [1,∞) such that
∥∥eNs∥∥ ≤Mer0 s for
all s ∈ [0,∞) and thus
∥∥∥eA(tn)sn · · · eA(t1)s1∥∥∥ = eReλ(tn)sn · · · eReλ(t1)s1 ∥∥∥eN(α(tn)sn+···+α(t1)s1)∥∥∥ ≤M
for all s1, . . . , sn ∈ [0,∞) and all t1, . . . , tn ∈ I satisfying t1 ≤ · · · ≤ tn (with arbitrary n ∈
N), as desired. 
It should be noticed that Condition 2.16 does not already guarantee (1, 0)-stability,
however. Indeed, if for instance
A(t) := −
t
3
+ t2N with N :=


0 1
0 1
. . .
. . .
0

 in X := ℓp(Id)
(p ∈ [1,∞) and 2 ≤ d ∈ N), then A is (M, 0)-stable for some M ∈ [1,∞) by the above
lemma, but not (1, 0)-stable, because A(1) = −13 + N is not dissipative in ℓ
p(Id) and
hence (by the theorem of Lumer–Phillips) does not generate a contraction semigroup.
At some point (Example 4.8) the following simple lemma will be needed which, in
essence, is the reason why adiabatic theory for multiplication operators A(t) = Mft is
typically uninteresting. See [46] (Lemma 2.11 and the remark following it) for the proof.
Lemma 2.18. Suppose that P (t) for every t ∈ I is a bounded projection in X := Lp(X0)
(where (X0,A, µ) is a measure space and p ∈ [1,∞)) and that P (t) = MχEt for almost
every t ∈ I, where Et ∈ A. If t 7→ P (t) is SOT-continuously differentiable, then t 7→ P (t)
is already constant.
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3 Adiabatic theorems with spectral gap condition for
time-independent domains
After having provided the most important preliminaries in Section 2, we now prove an
adiabatic theorem with uniform spectral gap condition (Section 3.1) and an adiabatic
theorem with non-uniform spectral gap condition (Section 3.2) for general operators A(t)
with time-independent domains. In these theorems the considered spectral subsets σ(t)
are only assumed to be compact so that, even if they are singletons, they need not consist
of eigenvalues: they are allowed to be singletons consisting of essential singularities of
the resolvent. In [2], [8], [25] the case of poles is treated.
3.1 An adiabatic theorem with uniform spectral gap condition
We begin by proving an adiabatic theorem with uniform spectral gap condition by ex-
tending Abou Salem’s proof from [2], which rests upon solving a suitable commutator
equation.
Theorem 3.1. Suppose A(t) : D ⊂ X → X for every t ∈ I is a linear map such that
Condition 2.10 is satisfied with ω = 0. Suppose further that σ(t) for every t ∈ I is
a compact subset of σ(A(t)), that σ( . ) at no point falls into σ(A( . )) \ σ( . ), and that
t 7→ σ(t) is continuous. And finally, for every t ∈ I, let P (t) be the projection associated
with A(t) and σ(t) and suppose that I ∋ t 7→ P (t) is in W 2,∞∗ (I, L(X)). Then
sup
t∈I
‖Uε(t)− Vε(t)‖ = O(ε) (εց 0),
where Vε is the evolution system for
1
εA+ [P
′, P ].
Proof. Since σ( . ) is uniformly isolated in σ(A( . )) \ σ( . ) and t 7→ σ(t) is continuous,
there is, for every t0 ∈ I, a non-trivial closed interval Jt0 ⊂ I containing t0 and a cycle
γt0 in ρ(A(t0)) such that rg γt0 ⊂ ρ(A(t)) and
n(γt0 , σ(t)) = 1 and n(γt0 , σ(A(t)) \ σ(t)) = 0
for all t ∈ Jt0 . We can now define
B(t)x :=
1
2πi
∫
γt0
(z −A(t))−1P ′(t)(z −A(t))−1x dz
for all t ∈ Jt0 , t0 ∈ I and x ∈ X. Since ρ(A(t)) ∋ z 7→ (z − A(t))
−1P ′(t)(z − A(t))−1x
is a holomorphic X-valued map (for all x ∈ X) and since the cycles γt0 and γt′0 are
homologous in ρ(A(t)) whenever t lies both in Jt0 and in Jt′0 , the path integral exists in
X and does not depend on the special choice of t0 ∈ I with the property that t ∈ Jt0 . In
other words, t 7→ B(t) is well-defined on I.
As a first preparatory step, we easily infer from the closedness of A(t) that B(t)X ⊂
D(A(t)) = D = Y and that
B(t)A(t)−A(t)B(t) ⊂ [P ′(t), P (t)] (3.1)
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for all t ∈ I, which commutator equation will be essential in the main part of the proof.
As a second preparatory step, we show that t 7→ B(t) is in W 1,∞∗ (I, L(X,Y )), which
is not very surprising (albeit a bit technical). It suffices to show that Jt0 ∋ t 7→ B(t)
is in W 1,∞∗ (Jt0 , L(X,Y )) for every t0 ∈ I. We therefore fix t0 ∈ I. Since ρ(A(t)) ∋
z 7→ (z − A(t))−1 is continuous w.r.t. the norm of L(X,Y ) for every t ∈ Jt0 , we see
that B(t) is in L(X,Y ) for every t ∈ Jt0 . We also see, by virtue of Lemma 2.5, that for
every z ∈ rg γt0 the map t 7→ (z−A(t))
−1P ′(t)(z−A(t))−1 is in W 1,∞∗ (Jt0 , L(X,Y )) and
t 7→ C(t, z) = C1(t, z) + C2(t, z) + C3(t, z) is a W
1,∞
∗ -derivative of it, where
C1(t, z) = (z −A(t))
−1A′(t)(z −A(t))−1P ′(t)(z −A(t))−1,
C2(t, z) = (z −A(t))
−1P ′′(t)(z −A(t))−1, (3.2)
C3(t, z) = (z −A(t))
−1P ′(t)(z −A(t))−1A′(t)(z −A(t))−1
and A′, P ′′ are arbitrary W 1,∞∗ -derivatives of A and P
′. Since t 7→ C(t, z) is strongly
measurable for all z ∈ rg γt0 , it follows that t 7→
1
2pii
∫
γt0
C(t, z) dz is strongly measurable
as well (as the strong limit of Riemann sums), and since Jt0×rg γt0 ∋ (t, z) 7→ (z−A(t))
−1
is continuous w.r.t. the norm of L(X,Y ) and hence bounded, it follows by (3.2) that
t 7→
∥∥∥ 1
2πi
∫
γt0
C(t, z) dz
∥∥∥
X→Y
is essentially bounded. So t 7→ 12pii
∫
γt0
C(t, z) dz is in W 0,∞∗ (Jt0 , L(X,Y )) and one easily
concludes that
B(t)x = B(t0)x+
∫ t
t0
1
2πi
∫
γt0
C(τ, z)x dz dτ
for all t ∈ Jt0 and x ∈ X, as desired.
After these preparations we can now turn to the main part of the proof. We fix
x ∈ D and let Vε denote the evolution system for
1
εA + [P
′, P ] (which really exists due
to Theorem 2.11). Then s 7→ Uε(t, s)Vε(s)x is in W
1,∞([0, t],X) (by Lemma 2.6 and
Lemma 2.7) and we get, exploiting the commutator equation (3.1) for A and B, that
Vε(t)x− Uε(t)x = Uε(t, s)Vε(s)x
∣∣s=t
s=0
=
∫ t
0
Uε(t, s)[P
′(s), P (s)]Vε(s)x ds
=
∫ t
0
Uε(t, s)
(
B(s)A(s)−A(s)B(s)
)
Vε(s)x ds
for all t ∈ I. Since for every t ∈ I the maps s 7→ Vε(s)
∣∣
Y
and s 7→ Uε(t, s)
∣∣
Y
are
continuously differentiable on [0, t] w.r.t. SOT of L(Y,X) (Lemma 2.8) and hence belong
to W 1,∞∗ ([0, t], L(Y,X)), and since s 7→ B(s) belongs to W
1,∞
∗ ([0, t], L(X,Y )), we can
further conclude, using Lemma 2.5, that s 7→ Uε(t, s)B(s)Vε(s)x is in W
1,∞([0, t],X), so
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that
Vε(t)x− Uε(t)x = ε
∫ t
0
Uε(t, s)
(
−
1
ε
A(s)B(s) +B(s)
1
ε
A(s)
)
Vε(s)x ds
= εUε(t, s)B(s)Vε(s)x
∣∣s=t
s=0
− ε
∫ t
0
Uε(t, s)
(
B′(s) +B(s)[P ′(s), P (s)]
)
Vε(s)x ds
for all t ∈ I and ε ∈ (0,∞), where B′ denotes an arbitrary W 1,∞∗ -derivative of B. And
from this, the conclusion of the theorem is obvious. 
3.2 An adiabatic theorem with non-uniform spectral gap condition
We continue by proving an adiabatic theorem with non-uniform spectral gap condition
where σ( . ) falls into σ(A( . )) \ σ( . ) at countably many points that, in turn, accumulate
at only finitely many points. We do so by extending Kato’s proof from [26] where finitely
many eigenvalue crossings for skew self-adjoint A(t) are treated.
Theorem 3.2. Suppose A(t) : D ⊂ X → X for every t ∈ I is a linear map such that
Condition 2.10 is satisfied with ω = 0. Suppose further that σ(t) for every t ∈ I is
a compact subset of σ(A(t)), that σ( . ) at countably many points accumulating at only
finitely many points falls into σ(A( . )) \ σ( . ), and that I \N ∋ t 7→ σ(t) is continuous,
where N denotes the set of those points where σ( . ) falls into σ(A( . ))\σ( . ). And finally,
for every t ∈ I \N , let P (t) be the projection associated with A(t) and σ(t) and suppose
that I \N ∋ t 7→ P (t) extends to a map (again denoted by P ) in W 2,∞∗ (I, L(X)). Then
sup
t∈I
‖Uε(t)− Vε(t)‖ −→ 0 (εց 0),
where Vε is the evolution system for
1
εA+ [P
′, P ].
Proof. We first prove the assertion in the case where σ( . ) at only finitely many points
t1, . . . , tm (ordered in an increasing way) falls into σ(A( . )) \ σ( . ). So let η > 0. We
partition the interval I as follows:
I = I0 δ ∪ J1 δ ∪ I1 δ ∪ · · · ∪ Jmδ ∪ Imδ,
where Ji δ for i ∈ {1, . . . ,m} is a relatively open subinterval of I containing ti of length
less than δ (which will be chosen in a minute) and where I0 δ, . . . , Imδ are the closed
subintervals of I lying between the subintervals J1 δ, . . . , Jmδ. In the following, we set
t−i δ := inf Ii δ and t
+
i δ := sup Ii δ for i ∈ {0, . . . ,m}, and we choose c so large that ‖P (s)‖,
‖P ′(s)‖ and ‖[P ′(s), P (s)]‖ ≤ c for all s ∈ I. Since
∥∥Vε(t, t+i−1 δ)x− Uε(t, t+i−1 δ)x∥∥ =
∥∥∥∥∥
∫ t
t+
i−1 δ
Uε(t, s)[P
′(s), P (s)]Vε(s, t
+
i−1 δ)x ds
∥∥∥∥∥
≤McMeMc δ ‖x‖
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for every t ∈ Ji δ, x ∈ D and ε ∈ (0,∞), we can achieve – by choosing δ small enough –
that
sup
t∈Ji δ
∥∥Vε(t, t+i−1 δ)− Uε(t, t+i−1 δ)∥∥ < η(4M2e2Mc)m (3.3)
for every ε ∈ (0,∞) and i ∈ {1, . . . ,m}. And since σ( . )
∣∣
Ii δ
at no point falls into(
σ(A( . ))\σ( . )
)∣∣
Ii δ
, we conclude from the above adiabatic theorem with uniform spectral
gap condition (applied to the restricted data A|Ii δ , σ|Ii δ , P |Ii δ) that there is an εδ ∈
(0,∞) such that
sup
t∈Ii δ
∥∥Vε(t, t−i δ)− Uε(t, t−i δ)∥∥ < η(4M2e2Mc)m (3.4)
for every ε ∈ (0, εδ) and i ∈ {0, . . . ,m}. Combining the estimates (3.3) and (3.4) and
using the product property from the definition of evolution systems, we readily conclude
for every i ∈ {1, . . . ,m} that
‖Vε(t)− Uε(t)‖ <
η(
4M2e2Mc
)m−i ≤ η
for all t ∈ Ii−1 δ ∪ Ji δ ∪ Ii δ and ε ∈ (0, εδ), and the desired conclusion follows.
We now prove the assertion in the case where σ( . ) at infinitely many points accumu-
lating at only finitely many points t1, . . . , tm (ordered in an increasing way) falls into
σ(A( . )) \σ( . ). In order to do so, we partition I and choose δ as we did above. We then
obtain the estimate (3.3) as above and the estimate (3.4) by realizing that σ( . )
∣∣
Ii δ
at
only finitely many points falls into
(
σ(A( . )) \σ( . )
)∣∣
Ii δ
(so that the case just proved can
be applied). And from these estimates the conclusion follows as above. 
It should be noticed that the hypotheses of the above adiabatic theorem allow the
spectral subsets σ(t) to be non-isolated in σ(A(t)) for all points t ∈ N , that is (by our
definition of spectral gaps in Section 2.1), they also allow for some situations without
spectral gap. It should also be noticed that, in the situation of the above theorem, one
has P (t)A(t) ⊂ A(t)P (t) for every t ∈ I (although a priori this is clear only for t ∈ I \N),
which follows by a continuity argument. (Indeed, if t0 ∈ I then it can be approximated
by a sequence (tn) in I \N . Since t 7→ (A(t0) − 1)(A(t) − 1)
−1 is NOT-continuous (by
the W 1,∞∗ -regularity of t 7→ A(t) and Lemma 2.5), we see that for any x ∈ D
A(t0)P (tn)x = (A(t0)− 1)(A(tn)− 1)
−1 P (tn)(A(tn)− 1)x+ P (tn)x
−→ P (t0)A(t0)x (n→∞) (3.5)
and therefore P (t0)A(t0) ⊂ A(t0)P (t0) by the closedness of A(t0).) In particular, the
evolution VT appearing in the above theorem really is adiabatic w.r.t. to P by Proposi-
tion 2.14, as it should be.
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3.3 Some remarks and examples
We begin with four remarks concerning the adiabatic theorems with uniform and non-
uniform spectral gap condition alike.
1. In the special situation where σ(t) = {λ(t)} and λ(t) is a pole of the resolvent
map ( . − A(t))−1 of order at most m0 ∈ N for all t ∈ I, the operators B(t) – used
in the proof of the adiabatic theorems with spectral gap condition above to solve the
commutator equation (3.1) – can be brought to a form, namely (3.6), which points the way
to the solution of an appropriate (approximate) commutator equation in the adiabatic
theorems without spectral gap condition below. Since PP ′P , PP ′P = 0 by (2.4) (where
P := 1− P ) and
(z −A(t))−1P (t) =
1
z − λ(t)
(
1−
A(t)− λ(t)
z − λ(t)
)−1
P (t) =
m0−1∑
k=0
(A(t)− λ(t))kP (t)
(z − λ(t))k+1
for every z ∈ ρ(A(t)) by Theorem 5.8-A of [50], we see that
B(t) =
m0−1∑
k=0
1
2πi
∫
γt
R(t, z)
(z − λ(t))k+1
dz P ′(t)(A(t) − λ(t))kP (t)
+
m0−1∑
k=0
(A(t)− λ(t))kP (t)P ′(t)
1
2πi
∫
γt
R(t, z)
(z − λ(t))k+1
dz,
and since the reduced resolvent map z 7→ R(t, z) := (z −A(t)|P (t)D(A(t)))
−1P (t) is holo-
morphic on ρ(A(t)) ∪ {λ(t)}, we further see – using Cauchy’s theorem – that
B(t) =
m0−1∑
k=0
R(t, λ(t))k+1P ′(t)(A(t) − λ(t))kP (t)
+
m0−1∑
k=0
(λ(t)−A(t))kP (t)P ′(t)R(t, λ(t))k+1. (3.6)
2. In the even more special situation where σ(t) = {λ(t)} ⊂ iR and λ(t) is a pole of the
resolvent map ( . −A(t))−1, the hypotheses of the above adiabatic theorem with uniform
spectral gap condition become essentially – apart from regularity conditions – equivalent
to the hypotheses of the respective adiabatic theorem (Theorem 9) of [8], and a similar
equivalence holds true for the above adiabatic theorem with non-uniform spectral gap
condition. Indeed, if σ(t) for every t ∈ I is a singleton consisting of a pole λ(t) on the
imaginary axis, then the order m(t) of nilpotence of A(t)|P (t)D−λ(t) must be equal to 1,
since otherwise the relation
δ
(
λ(t) + δ −A(t)
)−1
P (t) =
m(t)−1∑
k=0
(A(t)− λ(t))k
δk
P (t) (3.7)
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would yield the contradiction that the right hand side of (3.7) explodes as δ ց 0 whereas
the left hand side of (3.7) remains bounded as δ ց 0 (by virtue of the (M, 0)-stability of
A and by λ(t) ∈ iR). And therefore (by Theorem 5.8-A of [50]) P (t)X = ker(A(t)−λ(t))
and (1− P (t))X = rg(A(t)− λ(t)) as in [8].
3. It is obvious from the proof of Theorem 3.1 that the assumption that σ( . ) at no
point fall into σ(A( . )) \ σ( . ) and that t 7→ σ(t) be continuous can be replaced by the
weaker – but also less convenient – requirement that for each t0 ∈ I there be a non-trivial
closed interval Jt0 ⊂ I containing t0 and a cycle γt0 such that rg γt0 ⊂ ρ(A(t)) and
n(γt0 , σ(t)) = 1 and n(γt0 , σ(A(t)) \ σ(t)) = 0
for all t ∈ Jt0 . It can be shown that this weaker requirement still entails the upper
semicontinuity of t 7→ σ(t) and hence – by Proposition 2.3 – it still ensures that σ( . ) at
no point falls into σ(A( . )) \ σ( . ) or, in other words, that the spectral gap is uniform.
(See Corollary 5.4 of [46] for a proof.) Consequently, if one adds to the thus weakened
hypotheses the requirement that t 7→ σ(t) be lower semicontinuous (which – by Propo-
sition 5.6 of [46] – is fulfilled if, for instance, σ(t) is finite for every t ∈ I, and 0 ∈ σ(t)
for all t ∈ I or 0 /∈ σ(t) for all t ∈ I), one arrives at an adiabatic theorem equivalent to
the original one above (Theorem 3.1). Similar remarks hold for the case of non-uniform
spectral gap (Theorem 3.2).
4. We finally remark that the above adiabatic theorems – along with the commutator
equation method used in their proofs – can be extended to several subsets σ1(t), . . . ,
σr(t) of σ(A(t)): if A, σj , Pj for every j ∈ {1, . . . , r} satisfy the hypotheses of the above
adiabatic theorem with uniform or non-uniform spectral gap and if σj( . ) and σl( . ) for
all j 6= l fall into each other at only countably many points accumulating at only finitely
many points, then there exists an evolution system Vε, namely that for
1
εA+K with
K(t) :=
1
2
r+1∑
j=1
[P ′j(t), Pj(t)] and Pr+1(t) := 1− P (t) := 1−
r∑
j=1
Pj(t), (3.8)
which on the one hand is simultaneously adiabatic w.r.t. all the Pj by [26] and on the
other hand well approximates the evolution system Uε for
1
εA in the sense that
sup
t∈I
‖Uε(t)− Vε(t)‖ −→ 0 (εց 0).
In order to see this, one has only to observe that B(t) := 12
∑r+1
j=1Bj(t) with
Bj :=
1
2πi
∫
γj
(z −A)−1P ′j(z −A)
−1 dz (j ∈ {1, . . . , r})
Br+1 :=
1
2πi
∫
γ
(z −A)−1P ′(z −A)−1 dz (3.9)
with γ := γ1 + · · · + γr (γj = γj t as in the proofs above) and P := P1 + · · ·+ Pr
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solves the commutator equation B(t)A(t) − A(t)B(t) ⊂ K(t) for all points t where no
crossing takes place (because [P ′r+1, Pr+1] = [P
′, P ]) and then to proceed as in the proofs
of the adiabatic theorems above. See also [14]. In the special case of skew self-adjoint
operators A(t) one can further refine the statement above: it is then possible to show –
by further adapting the commutator equation method – that even the evolution system
V ε for
1
εA+K with
K(t) :=
1
2
(
[(P−r+1)
′(t), P−r+1(t)] +
r∑
j=1
[P ′j(t), Pj(t)] + [(P
+
r+1)
′(t), P+r+1(t)]
)
well approximates the evolution system Uε for
1
εA – notice that V ε is is not only adiabatic
w.r.t. Pr+1 = P
−
r+1 + P
+
r+1 but also w.r.t. P
−
r+1 and P
+
r+1 separately, where P
±
r+1(t) are
the spectral projections of A(t) corresponding to the parts σ±(t) of the spectrum which
on iR are located below resp. above all the compact parts σ1(t), . . . , σr(t). In order to
see this, set
B±r+1n(t) :=
1
2πi
∫
γ±n t
(z −A(t))−1(P±r+1)
′(t)(z −A(t))−1 dz
where γ±n t(τ) := ± τ + c
±(t) for τ ∈ [−n, n] with points c±(t) ∈ iR lying in the gap
between σ±(t) and the rest of σ(A(t)) and depending continuously differentiably on t,
and observe that (by the skew self-adjointness of A(t))
P±r+1n(t)x :=
1
2πi
∫
γ±n t
(z −A(t))−1x dz −→ P±r+1(t)x−
1
2
x (n→∞)
and
∥∥Br+1n(t)∥∥,∥∥B′r+1n(t)∥∥ ≤
∫ ∞
−∞
c
dist
(
γ±n t(τ), σ(A(t))
)2 dτ ≤ C <∞ (n ∈ N, t ∈ I).
A slightly less general general statement was first proven in [38] by a different method
than the commutator equation technique indicated above.
We now move on to discuss some examples. In the first – very simple – example,
t 7→ A(t) is only W 1,∞∗ -regular and only (M, 0)-stable (without being SOT-continuously
differentiable or (1, 0)-stable), which means that this example lies outside the scope of
the previously known adiabatic theorems.
Example 3.3. Suppose A, σ, P with A(t) = R(t)−1A0(t)R(t), σ(t) = {λ(t)}, P (t) =
R(t)−1P0R(t), and R(t) = e
Ct are given as follows in X := ℓp(I2) × ℓ
p(I1) (where
p ∈ [1,∞)):
A0(t) :=
(
λ(t) + α(t)N 0
0 µ(t)
)
and P0 :=
(
1 0
0 0
)
,
where λ, α, N satisfy Condition 2.16 and where µ(t) ∈ {Re z ≤ 0} is such that λ( . )
falls into µ( . ) at only countably many points accumulating at only finitely many points.
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Additionally, choose the family λ+ αN to be not (1, 0)-stable (which, by the discussion
after Lemma 2.17, can easily be achieved), the functions t 7→ λ(t), α(t), µ(t) to be
Lipschitz continuous without being continuously differentiable, and
C :=

0 0 00 0 1
0 −1 0

 .
Since A0 by Lemma 2.17 is (M0, 0)-stable for some M0 ∈ [1,∞), the twisted family
A is (M, 0)-stable for another M ∈ [1,∞) by Lemma 2.9. And since P0 is obviously
associated with A0(t) and σ(t) for every t ∈ I \ N (where N denotes the set of those
points in I where λ( . ) falls into µ( . )), the same is true for P (t) and A(t) instead of
P0, A0(t). So the hypotheses of the adiabatic theorem with non-uniform spectral gap
condition (Theorem 3.2) are fulfilled and therefore
(1− P (t))Uε(t)P (0) −→ 0 (εց 0)
uniformly in t ∈ I, but this does not already follow from the trivial adiabatic theorems
above (Proposition 2.15 (i) and (ii)). Indeed, as [P0, C] 6= 0, it follows that P
′(t) 6= 0
for every t ∈ I. And if µ is chosen in such a way that µ(t0) = 0 for some t0 ∈ [0, 1),
then it follows that the (block diagonal!) evolution U0 ε for
1
εA0 for no γ > 0 satisfies the
estimate (2.5) uniformly in ε ∈ (0,∞), whence by Proposition 2.13 the same is true for
the evolution U˜0 ε for
1
εA0+C =
1
εA0+R
′R−1 and finally (by the proof of Corollary 2.12)
also for the evolution Uε for
1
εA that we are interested in. ◭
In the next exmaple, the spectral subsets σ(t) = {λ(t)} are singletons consisting of
spectral values λ(t) ∈ iR of A(t) that are not eigenvalues and, a fortiori, are not poles
(but essential singularities) of ( . − A(t))−1. In particular, the adiabatic theorem with
spectral gap condition from [8] cannot be applied here (also see Example 4 of [8]). We
make use of the Volterra operator V in L2([0, 1]) defined by
(V f)(t) :=
∫ t
0
f(τ) dτ (t ∈ I).
Since V is quasinilpotent and both V and V ∗ are injective, it follows that σ(V ) = {0} =
σc(V ).
Example 3.4. Suppose A, σ, P with A(t) = R(t)−1A0(t)R(t), σ(t) = {λ(t)} := {0},
P (t) = R(t)−1P0R(t), and R(t) = e
Ct are given as follows in X := L2(I)× L2(I):
A0(t) :=
(
−V 0
0 a(t) +Mf
)
and P0 :=
(
1 0
0 0
)
,
where V is the Volterra operator defined above and where f : I → C is a measurable
function with ess-rg f = [−1, 0]. Additionally, suppose the function t 7→ a(t) ∈ (−∞, 0]
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is Lipschitz continuous and falls into 0 at only countably many points accumulating at
only finitely many points, and
C :=
(
0 1
−1 0
)
.
Since −V and a(t) +Mf are dissipative in L
2(I), the family A0 is (1, 0)-stable and, by
the unitarity of the rotation operators eCt = R(t), the same goes for A. Also, since P0
commutes with A0(t) and
σ(A0(t)|P0X) = σ(−V ) = {0} = σ(t),
σ(A0(t)|(1−P0)X) = σ(a(t) +Mf ) = a(t) + [−1, 0] = σ(A0(t)) \ σ(t)
for every t ∈ I \ N , P0 is associated with A0(t) and σ(t) for every t ∈ I \N and hence
the same holds true for P (t) and A(t) instead of P0, A0(t). All other hypotheses of
Theorem 3.2 are clear. ◭
We finally give a simple example showing that the conclusion of the above adiabatic
theorems will, in general, fail if the evolution systems Uε for
1
εA are not bounded in ε
(and hence A is not (M, 0)-stable).
Example 3.5. Suppose A, σ, P with A(t) := R(t)−1A0(t)R(t), σ(t) := {λ(t)} and
P (t) := R(t)−1P0R(t) are given as follows in X := ℓ
2(I2):
A0(t) :=
(
λ(t) 0
0 0
)
, P0 :=
(
1 0
0 1
)
, R(t) := eCt with C := 2π
(
0 1
−1 0
)
,
and t 7→ λ(t) ∈ [0,∞) is Lipschitz continuous such that λ( . ) at only countably many
points accumulating at only finitely many points falls into 0. Then all the hypotheses
of Theorem 3.2 are fullfilled with the sole exception that A is not (M, 0)-stable (because
σ(A(t)) = {0, λ(t)} is contained in the closed left half-plane only for countably many
t ∈ I) and, in fact, the conclusion of this theorems fails. Indeed, since
R(t) = eCt =
(
cos(2πt) sin(2πt)
− sin(2πt) cos(2πt)
)
,
we see that
A(t) = R(t)−1A0(t)R(t) = λ(t)
(
cos2(2πt) cos(2πt) sin(2πt)
cos(2πt) sin(2πt) sin2(2πt)
)
is a positive linear map (in the lattice sense) for all t ∈ [0, t0] with t0 :=
1
4 . And since
1− P (t0) = P0, we see (by the series expansion for Uε) that
‖(1− P (t0))Uε(t0)P (0)e1‖ =
∣∣ 〈e1, Uε(t0)e1〉 ∣∣ = 〈e1, Uε(t0)e1〉
≥ 1 +
1
ε
∫ t0
0
〈e1, A(τ)e1〉 dτ = 1 +
1
ε
∫ t0
0
λ(τ) cos2(2πτ) dτ,
which right hand side does not converge to 0 as εց 0, as desired. ◭
33
An example with non-diagonalizable A(t) and σ(A(t)) = {0, i} showing as well that
the conclusion of the above adiabatic theorems will generally fail if the family A is not
(M, 0)-stable can be found in Joye’s paper [25] at the end of Section 1. A generic version
of this (non-generic) example is given by the following data: A(t) := R(t)−1A0(t)R(t),
λ(t) := 0, P (t) := R(t)−1P0R(t) in X := ℓ
2(I3), where
A0(t) = A0 :=

0 i 00 0 0
0 0 i

 and R(t) := eCt with C :=

 0 0 0ik 0 k
1 −1 0


for a parameter k ∈ (−∞, 0) and where P0 is the orthogonal projection onto span{e1, e2}.
4 Adiabatic theorems without spectral gap condition for
time-independent domains
After having established general adiabatic theorems with spectral gap condition in Sec-
tion 3, we can now prove an adiabatic theorem without spectral gap condition for general
operators A(t) with not necessarily weakly semisimple spectral values λ(t): in Section 4.1
it appears in a qualitative version and in Section 4.2 in a quantitatively refined version,
which, in turn, is applied to the special case of spectral operators of scalar type. We
thereby generalize the recent adiabatic theorems without spectral gap condition of Avron,
Fraas, Graf, Grech from [8] and of Schmid from [46], which theorems – although inde-
pendently obtained – are essentially the same (save for some regularity subtleties). In
these theorems – which so far are the only ones to cover not necessarily skew self-adjoint
operators A(t) in the case without spectral gap – the considered eigenvalues λ(t) are
required to be weakly semisimple. Since, however, the eigenvalues of general operators
are generally not weakly semisimple (Section 4.3 provides simple examples for this), it is
natural to ask whether one can do without the requirement of weak semisimplicity (or,
in other words, weak 1-associatedness). And the theorems below show that one actually
can: indeed, in essence, it suffices to require just weak associatedness – which, at the
beginning of Section 2.1, has been explained to be a fairly natural assumption.
4.1 A qualitative adiabatic theorem without spectral gap condition
We begin with two lemmas that will be crucial in the proofs of the presented adiabatic
theorems without spectral gap condition.
Lemma 4.1. Suppose that A : D(A) ⊂ X → X is a densely defined closed linear map
and that λ ∈ σ(A) and δ0 ∈ (0,∞) and ϑ0 ∈ R such that λ + δe
iϑ0 ∈ ρ(A) for all
δ ∈ (0, δ0]. Suppose finally that P is a bounded projection in X such that PA ⊂ AP and
(1− P )X ⊂ rg(A− λ)m0
for some m0 ∈ N, and that there is M0 ∈ (0,∞) such that∥∥∥(λ+ δeiϑ0 −A)−1(1− P )∥∥∥ ≤ M0
δ
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for all δ ∈ (0, δ0]. Then δ
(
λ+ δeiϑ0 −A
)−1
(1− P )x −→ 0 as δ ց 0 for all x ∈ X.
Proof. If x ∈ rg(A − λ)m0 , then x = (λ − A)m0x0 for some x0 ∈ D(A
m0) and, by the
assumed resolvent estimate,
δ
(
λ+ δeiϑ0 −A
)−1
Px = δ
(
λ+ δeiϑ0 −A
)−1
P
(
− δeiϑ0
)m0x0
+ δ
m0∑
k=1
(
m0
k
)(
λ+ δeiϑ0 −A
)k−1(
− δeiϑ0
)m0−kPx0 −→ 0
as δ ց 0, where of course P := 1−P . And if x ∈ X, then x := Px can be approximated
arbitrarily well by elements y of rg(A− λ)m0 and therefore
δ
(
λ+ δeiϑ0 −A
)−1
Px = δ
(
λ+ δeiϑ0 −A
)−1
P (x− y) + δ
(
λ+ δeiϑ0 −A
)−1
Py
can be made arbitrarily small for δ small enough by the assumed resolvent estimate and
by what has just been shown. 
Lemma 4.2. Suppose that A(t) : D(A(t)) ⊂ X → X for every t ∈ I is a densely
defined closed linear map, that λ(t) ∈ σ(A(t)) and δ0 ∈ (0,∞) and ϑ(t) ∈ R such that
λ(t) + δeiϑ(t) ∈ ρ(A(t)) for all δ ∈ (0, δ0] and t ∈ I and such that
t 7→
(
λ(t) + δeiϑ(t) −A(t)
)−1
is in W 1,∞∗ (I, L(X)) (resp. SOT-continuously differentiable) and t 7→ λ(t) as well as
t 7→ eiϑ(t) is Lipschitz continuous (resp. continuously differentiable). Suppose further
that P (t) for every t ∈ I is a bounded projection in X such that P (t)A(t) ⊂ A(t)P (t)
for every t ∈ I and P (t)X ⊂ ker(A(t) − λ(t))m0 for every t ∈ I (where m0 ∈ N) and
t 7→ P (t) is SOT-continuously differentiable. Then
t 7→ (A(t)− λ(t))P (t)
is in W 1,∞∗ (I, L(X)) (resp. SOT-continuously differentiable) and, in particular, for every
ε ∈ (0,∞) the evolution system V0 ε for
1
εAP + [P
′, P ] exists on X and is adiabatic
w.r.t. P . If, in addition, the evolution system Uε for
1
εA exists on D(A(t)) and if there
is an M ∈ (0,∞) such that ‖Uε(t, s)‖ ≤M for all (s, t) ∈ ∆ and ε ∈ (0,∞), then
‖V0 ε(t, s)P (s)‖ ≤Mce
Mc(t−s)
for all (s, t) ∈ ∆, where c is an upper bound of t 7→ ‖P (t)‖ , ‖P ′(t)‖.
Proof. Since P (t)X ⊂ ker(A(t) − λ(t))m0 ⊂ D(A(t)m0) for every t ∈ I, we see that
(A(t)− λ(t))P (t) is a bounded linear map in X for every t ∈ I and that
t 7→ (A(t)− λ(t))P (t) = (A(t)− λ(t))Sδ(t) Sδ(t)
m0−1
(
A(t)− λ(t)− δeiϑ(t)
)m0P (t)
=
(
1 + δeiϑ(t)Sδ(t)
) m0−1∑
k=0
(
m0
k
)(
− δeiϑ(t)
)m0−k·
· Sδ(t)
m0−1−k
(
1 + δeiϑ(t)Sδ(t)
)k
P (t) (4.1)
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is in W 1,∞∗ (I, L(X)) (resp. SOT-continuously differentiable) by Lemma 2.5, because
t 7→ Sδ(t) :=
(
A(t)− λ(t)− δeiϑ(t)
)−1
is of that regularity by Lemma 2.5. In particular, t 7→ A(t)P (t) is SOT-continuous
and therefore the evolution system Vε for
1
εAP + [P
′, P ] exists on X and (by virtue of
Proposition 2.14) is adiabatic w.r.t. P for every ε ∈ (0,∞). Suppose finally that the
additional assumption concerning the evolution system Uε for
1
εA is satisfied. Since for
all x ∈ X and (s, t) ∈ ∆ the map [s, t] ∋ τ 7→ Uε(t, τ)V0 ε(τ, s)P (s)x is continuous and
right differentiable (Lemma 2.6) with bounded (even continuous) right derivative
τ 7→ Uε(t, τ)
(1
ε
A(τ)P (τ) −
1
ε
A(τ) + [P ′(τ), P (τ)]
)
V0 ε(τ, s)P (s)x
= Uε(t, τ)P
′(τ)V0 ε(τ, s)P (s)x
(where in the last equality the adiabaticity of Vε w.r.t. P and (2.4) have been used), it
follows from Lemma 2.7 that
V0 ε(t, s)P (s)x− Uε(t, s)P (s)x = Uε(t, τ)V0 ε(τ, s)P (s)x
∣∣τ=t
τ=s
=
∫ t
s
Uε(t, τ)P
′(τ)V0 ε(τ, s)P (s)x dτ (4.2)
for all (s, t) ∈ ∆ and x ∈ X. And this integral equation, by the Gronwall inequality,
yields the desired estimate for V0 ε(t, s)P (s). 
With these lemmas at hand, we can now prove the announced general adiabatic the-
orem without spectral gap condition for not necessarily weakly semisimple eigenvalues.
Similarly to the works [7] of Avron and Elgart and [52] of Teufel its proof rests upon
solving a suitable approximate commutator equation. In this undertaking the insights
gained in Section 3, especially formula (3.6), will prove indispensable. (Alternatively,
part (i) of the theorem could also – less elegantly – be based upon a suitable iterated
partial integration argument, but part (ii) could not.)
Theorem 4.3. Suppose A(t) : D ⊂ X → X for every t ∈ I is a linear map such that
Condition 2.10 is satisfied with ω = 0. Suppose further that λ(t) for every t ∈ I is
an eigenvalue of A(t), and that there are numbers δ0 ∈ (0,∞) and ϑ(t) ∈ R such that
λ(t) + δeiϑ(t) ∈ ρ(A(t)) for all δ ∈ (0, δ0] and t ∈ I and such that t 7→ λ(t) and t 7→ e
iϑ(t)
are Lipschitz continuous. Suppose finally that P (t) for every t ∈ I is a bounded projection
in X commuting with A(t) such that P (t) for almost every t ∈ I is weakly associated with
A(t) and λ(t), suppose there is an M0 ∈ (0,∞) such that
∥∥∥(λ(t) + δeiϑ(t) −A(t))−1(1− P (t))
∥∥∥ ≤ M0
δ
for all δ ∈ (0, δ0] and t ∈ I, let rkP (0) < ∞ and suppose that t 7→ P (t) is SOT-
continuously differentiable.
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(i) If X is arbitrary (not necessarily reflexive), then
sup
t∈I
∥∥(Uε(t)− V0 ε(t))P (0)∥∥ −→ 0 (εց 0),
where V0 ε is the evolution system for
1
εAP + [P
′, P ] on X for every ε ∈ (0,∞).
(ii) If X is reflexive and t 7→ P (t) is norm continuously differentiable, then
sup
t∈I
‖Uε(t)− Vε(t)‖ −→ 0 (εց 0),
whenever the evolution system Vε for
1
εA+[P
′, P ] exists on D for every ε ∈ (0,∞).
Proof. We begin with some preparations which will be used in the proof of both asser-
tion (i) and assertion (ii). As a first preparatory step, we show that t 7→ P (t) is in
W 1,∞∗ (I, L(X,Y )) and that there is an m0 ∈ N such that P (t)X ⊂ ker(A(t) − λ(t))
m0
for every t ∈ I. Since P (t) for almost every t ∈ I is weakly associated with A(t) and λ(t)
and since
dimP (t)X = rkP (0)X <∞
for every t ∈ I (which equality is due to the continuity of t 7→ P (t) and Lemma VII.6.7
of [18]), there is a t-independent constant m0 ∈ N – for instance, m0 := rkP (0) – such
that P (t) is weaklym0-associated with A(t) and λ(t) for almost every t ∈ I. In particular,
it follows from Theorem 2.1 that
P (t)X ⊂ ker(A(t)− λ(t))m0 and (1− P (t))X ⊂ rg(A(t) − λ(t))m0
for almost every t ∈ I. We now show that the inclusion
P (t)X ⊂ ker(A(t)− λ(t))m0 (4.3)
actually holds for every t ∈ I, in order to be able to apply Lemma 4.2. Since P (t) com-
mutes with A(t) and dimP (t)X = rkP (0) <∞ for every t ∈ I, one has P (t)D(A(t)) =
P (t)X and hence P (t)X ⊂ D(A(t)m0) as well as
(A(t) − λ(t))m0P (t) =
(
(A(t)− λ(t))P (t)
)m0
for every t ∈ I. So in order to establish (4.3) it suffices to show that t 7→ A(t)P (t) is
SOT-continuous, because the set I \ N of those t ∈ I where P (t) is weakly associated
with A(t) and λ(t) is dense in I. Analagously to (4.1) it follows that
I \N ∋ t 7→ A(0)P (t) = A(0)Sδ(t)
m0−1∑
k=0
(
m0
k
)(
− δeiϑ(t)
)m0−k·
· Sδ(t)
m0−1−k
(
1 + δeiϑ(t)Sδ(t)
)k
P (t)
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extends to a W 1,∞∗ (I, L(X))-regular map and the closedness of A(0) implies that the
W 1,∞∗ (I, L(X))-regular extension is given by I ∋ t 7→ A(0)P (t). In other words, t 7→ P (t)
(by the definition of the norm of Y in Condition 2.10) belongs to W 1,∞∗ (I, L(X,Y )). In
particular, t 7→ A(t)P (t) is SOT-continuous and (4.3) follows.
As a second preparatory step, we solve – in accordance with the proof of the adiabatic
theorems with spectral gap condition – a suitable (approximate) commutator equation.
Inspired by (3.6), we define the operators
Bn δ(t) :=
m0−1∑
k=0
( k+1∏
i=1
Rδi(t)
)
Qn(t)(λ(t)−A(t))
kP (t)
+
m0−1∑
k=0
(λ(t)−A(t))kP (t)Qn(t)
( k+1∏
i=1
Rδi(t)
)
(4.4)
for n ∈ N, δ := (δ1, . . . , δm0) ∈ (0, δ0]
m0 and t ∈ I, where
Rδ(t) := Rδ(t)P (t) with Rδ(t) :=
(
λ(t) + δeiϑ(t) −A(t)
)−1
and P (t) := 1− P (t)
for δ ∈ (0, δ0], and where
Qn(t) :=
∫ 1
0
j 1
n
(t− r)P ′(r) dr.
In other words, Qn is obtained from P
′ by mollification, whence t 7→ Qn(t) is SOT-
continuously differentiable and Qn(t) −→ P
′(t) as n → ∞ w.r.t. SOT for t ∈ (0, 1)
and
sup{‖Qn(t)‖ : t ∈ I, n ∈ N} ≤ sup
t∈I
∥∥P ′(t)∥∥ .
We now show that the operators Bn δ(t) satisfy the approximate commutator equation
Bn δ(t)A(t) −A(t)Bn δ(t) + Cn δ(t) ⊂ [Qn(t), P (t)] (4.5)
with remainder terms Cn δ(t) that will have to be suitably controlled below. Since
(λ−A)
( k+1∏
i=1
Rδi
)
=
( ∏
1≤i≤k
Rδi
)
− δk+1e
iϑ
( k+1∏
i=1
Rδi
)
⊃
( k+1∏
i=1
Rδi
)
(λ−A)
(the t-dependence being suppressed here and in the following lines for the sake of conve-
nience), it follows that
(λ−A)Bn δ =
m0−1∑
k=0
( ∏
1≤i≤k
Rδi
)
Qn(λ−A)
kP +
m0−1∑
k=0
(λ−A)k+1PQn
( k+1∏
i=1
Rδi
)
− C+n δ
Bn δ(λ−A) ⊂
m0−1∑
k=0
( k+1∏
i=1
Rδi
)
Qn(λ−A)
k+1P +
m0−1∑
k=0
(λ−A)kPQn
( ∏
1≤i≤k
Rδi
)
− C−n δ
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where we used the abbreviations
C+n δ :=
m0−1∑
k=0
δk+1e
iϑ
( k+1∏
i=1
Rδi
)
Qn(λ−A)
kP,
C−n δ :=
m0−1∑
k=0
(λ−A)kPQn δk+1e
iϑ
( k+1∏
i=1
Rδi
)
. (4.6)
Subtracting Bn δ(λ − A) from (λ − A)Bn δ and noticing that, by doing so, of all the
summands not belonging to C+n δ, C
−
n δ only
QnP −
( m0∏
i=1
Rδi
)
Qn(λ−A)
m0P + (λ−A)m0PQn
( m0∏
i=1
Rδi
)
− PQn = [Qn, P ]
remains (remember (4.3)), we see that
Bn δA−ABn δ ⊂ [Qn, P ]− C
+
n δ + C
−
n δ
which is nothing but (4.5) if one defines Cn δ := C
+
n δ − C
−
n δ.
As a third preparatory step we observe that t 7→ Bn δ(t) belongs to W
1,∞
∗ (I, L(X,Y ))
and estimate Bn δ as well as B
′
n δ. Since t 7→ A(t)−λ(t)− δe
iϑ(t) is in W 1,∞∗ (I, L(Y,X)),
t 7→ (A(t)− λ(t))kP (t) =
(
(A(t)− λ(t))P (t)
)k
is in W 1,∞∗ (I, L(X)) by Lemma 4.2, and t 7→ P (t) is in W
1,∞
∗ (I, L(X,Y )) by the first
preparatory step, the asserted W 1,∞∗ (I, L(X,Y ))-regularity of t 7→ Bn δ(t) follows from
Lemma 2.5. Additionally, there is a constant c such that
sup
t∈I
∥∥Bn δ(t)∥∥ ≤
m0∑
k=1
c
( k∏
i=1
δi
)−1
(4.7)
for all δ ∈ (0, δ0]
m0 by the assumed resolvent estimate and Lemma 4.2. And since
‖Rδ(t)‖X→X ≤
m0−1∑
k=0
1
δk+1
∥∥∥(A(t)− λ(t))kP (t)∥∥∥
X→X
+
∥∥Rδ(t)∥∥X→X ≤ cδm0
as well as∥∥Rδ(t)∥∥X→Y ≤
∥∥(A(t)− 1)−1∥∥
X→Y
∥∥(A(t)− 1)Rδ(t)∥∥X→X ≤ cδ
for all t ∈ I and all δ ∈ (0, δ0] (with another constant c) by the assumed resolvent
estimate and Lemma 4.2, it follows from Lemma 2.5 that there is a W 1,∞∗ -derivative R
′
δ
of t 7→ Rδ(t) such that
ess-sup
t∈I
∥∥R′δ(t)∥∥ ≤ cδm0+1 (4.8)
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for all δ ∈ (0, δ0] (with yet another constant c) and, hence, that there is aW
1,∞
∗ -derivative
B′n δ of t 7→ Bn δ(t) such that
ess-sup
t∈I
∥∥B′n δ(t)∥∥ ≤
m0∑
k=1
cn
( k∏
i=1
δi
)−(m0+1)
(4.9)
for all δ ∈ (0, δ0]
m0 and some constant cn ∈ (0,∞) depending on the supremum norm
supt∈I ‖Q
′
n(t)‖ of the SOT-derivative of t 7→ Qn(t).
After these preparations we can now turn to the main part of the proof where the
cases (i) and (ii) have to be treated separately. We first prove assertion (i). As has
already been shown in (4.2),
(
V0 ε(t)− Uε(t)
)
P (0)x = Uε(t, s)V0 ε(s)P (0)x
∣∣s=t
s=0
=
∫ t
0
Uε(t, s)P
′(s)V0 ε(s)P (0)x ds
so that, by rewriting the right hand side of this equation, we obtain
(
V0 ε(t)− Uε(t)
)
P (0)x =
∫ t
0
Uε(t, s) (P
′(s)−Qn(s))P (s)V0 ε(s)P (0)x ds
+
∫ t
0
Uε(t, s) [Qn(s), P (s)]V0 ε(s)P (0)x ds (4.10)
for all t ∈ I, ε ∈ (0,∞) and x ∈ X. Since Qn(s)P (s) −→ P
′(s)P (s) for every s ∈ (0, 1)
by the SOT-convergence of (Qn(s)) to P
′(s) for s ∈ (0, 1) and by rkP (s) = rkP (0) <∞
for s ∈ I, it follows by Lemma 4.2 and by the dominated convergence theorem that
sup
ε∈(0,∞)
sup
t∈I
∥∥∥∥
∫ t
0
Uε(t, s) (P
′(s)−Qn(s))P (s)V0 ε(s)P (0) ds
∥∥∥∥ −→ 0 (4.11)
as n→∞. In view of (4.10) we therefore have to show that for each fixed n ∈ N
sup
t∈I
∥∥∥∥
∫ t
0
Uε(t, s) [Qn(s), P (s)]V0 ε(s)P (0) ds
∥∥∥∥ −→ 0 (4.12)
as ε ց 0. So let n ∈ N be fixed for the rest of the proof. Since s 7→ Bn δ(s) is in
W 1,∞∗ (I, L(X,Y )) by the third preparatory step and since [0, t] ∋ s 7→ Uε(t, s)|Y ∈
L(Y,X) as well as s 7→ V0 ε(s) ∈ L(X) are SOT-continuously differentiable, Lemma 2.5
yields that
[0, t] ∋ s 7→ Uε(t, s)Bn δ(s)V0 ε(s)P (0)x
is the continuous representative of an element of W 1,∞([0, t],X) for every x ∈ X. With
the help of the approximate commutator equation (4.5) of the second preparatory step,
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we therefore see that∫ t
0
Uε(t, s) [Qn(s), P (s)]V0 ε(s)P (0)x ds = ε
∫ t
0
Uε(t, s)
(
−
1
ε
A(s)Bn δ(s)
+ Bn δ(s)
1
ε
A(s)
)
V0 ε(s)P (0)x ds +
∫ t
0
Uε(t, s)C
+
n δ(s)V0 ε(s)P (0)x ds
= εUε(t, s)Bn δ(s)V0 ε(s)P (0)x
∣∣∣s=t
s=0
− ε
∫ t
0
Uε(t, s)
(
B′n δ(s) +Bn δ(s)[P
′(s), P (s)]
)
V0 ε(s)P (0)x ds +
∫ t
0
Uε(t, s)C
+
n δ(s)V0 ε(s)P (0)x ds (4.13)
for all t ∈ I, ε ∈ (0,∞), x ∈ X and δ ∈ (0, δ0]
m0 . We now want to find functions
ε 7→ δ1 ε, . . . , δm0 ε defined on a small interval (0, δ
′
0] and converging to 0 as ε ց 0
in such a way that, if they are inserted in the right hand side of (4.13), the desired
convergence (4.12) follows. In view of the estimates (4.7), (4.9) and
∫ 1
0
∥∥C+n δ(s)∥∥ ds ≤
m0∑
k=1
c
( ∏
1≤i<k
δi
)−1 ∫ 1
0
∥∥δkRδk(s)Qn(s)P (s)∥∥ ds, (4.14)
we would like the functions ε 7→ δi ε to converge to 0 so slowly that
ε
( k∏
i=1
δi ε
)−(m0+1)
−→ 0 (εց 0) (4.15)
( ∏
1≤i<k
δi ε
)−1 ∫ 1
0
∥∥δk εRδk ε(s)Qn(s)P (s)∥∥ ds −→ 0 (εց 0) (4.16)
for all k ∈ {1, . . . ,m0}. Since
η+n (δ) :=
∫ 1
0
∥∥δRδ(s)Qn(s)P (s)∥∥ ds −→ 0 (δ ց 0) (4.17)
by Lemma 4.1, by rkP (s) = rkP (0) < ∞ and by the dominated convergence theorem,
such functions ε 7→ δi ε really can be found. Indeed, define recursively
δm0 ε := ε
1
(m0+1)
2 and δm0−l ε := max
{(( ∏
m0−l+1≤i<k
δi ε
)−1
η+n (δk ε)
) 1
2
:
k ∈ {m0 − l + 1, . . . ,m0}
}
∪
{
ε
1
(m0+1)
2
}
for l ∈ {1, . . . ,m0−1}. With the help of (4.17) it then successively follows, by proceeding
from larger to smaller indices i, that δi ε −→ 0 as εց 0 for all i ∈ {1, . . . ,m0} (so that,
in particular, δi ε ∈ (0, δ0] for small enough ε whence the expressions η
+
n (δi ε) used in the
recursive definition make sense for small ε in the first place) and that (4.15) and (4.16)
are satisfied. Assertion (i) now follows from (4.10), (4.11), (4.13) by virtue of (4.7), (4.9),
(4.14) and Lemma 4.2.
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We now prove assertion (ii) and, for that purpose, additionally assume that X is
reflexive and t 7→ P (t) is NOT-continuously differentiable. Analogously to (4.10) we
obtain
(
Vε(t)− Uε(t)
)
x =
∫ t
0
Uε(t, s) [P
′(s)−Qn(s), P (s)]Vε(s)x ds
+
∫ t
0
Uε(t, s) [Qn(s), P (s)]Vε(s)x ds (4.18)
for all t ∈ I, ε ∈ (0,∞) and x ∈ D(A(0)) = D. Since Qn(s) −→ P
′(s) for every s ∈ (0, 1)
by the additionally assumed NOT-continuous differentiability of t 7→ P (t), it follows by
Proposition 2.13 and by the dominated convergence theorem that
sup
ε∈(0,∞)
sup
t∈I
∥∥∥∥
∫ t
0
Uε(t, s) [P
′(s)−Qn(s), P (s)]Vε(s) ds
∥∥∥∥ −→ 0 (4.19)
as n→∞. In view of (4.18) we therefore have to show that for each fixed n ∈ N
sup
t∈I
∥∥∥∥
∫ t
0
Uε(t, s) [Qn(s), P (s)]Vε(s) ds
∥∥∥∥ −→ 0 (4.20)
as ε ց 0. So let n ∈ N be fixed for the rest of the proof. Again completely analogously
to the proof of (i) it follows that
[0, t] ∋ s 7→ Uε(t, s)Bn δ(s)Vε(s)x
is the continuous representative of an element ofW 1,∞([0, t],X) for every x ∈ D(A(0)) =
D. With the help of the approximate commutator equation (4.5) of the second prepara-
tory step, we therefore see that
∫ t
0
Uε(t, s) [Qn(s), P (s)]Vε(s)x ds =
1
ε
∫ t
0
Uε(t, s)
(
−
1
ε
A(s)Bn δ(s)
+ Bn δ(s)
1
ε
A(s)
)
Vε(s)x ds +
∫ t
0
Uε(t, s)Cn δ(s)Vε(s)x ds
= εUε(t, s)Bn δ(s)Vε(s)x
∣∣∣s=t
s=0
− ε
∫ t
0
Uε(t, s)
(
B′n δ(s) +Bn δ(s)[P
′(s), P (s)]
)
Vε(s)x ds+
∫ t
0
Uε(t, s)Cn δ(s)Vε(s)x ds (4.21)
for all t ∈ I, ε ∈ (0,∞), x ∈ D(A(0)) = D and δ ∈ (0, δ0]
m0 . In view of the estimates
(4.7), (4.9), (4.14) and
∫ 1
0
∥∥C−n δ(s)∥∥ ds ≤
m0∑
k=1
c
( ∏
1≤i<k
δi
)−1 ∫ 1
0
∥∥P (s)Qn(s)δkRδk(s)∥∥ ds, (4.22)
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we would now like to find functions ε 7→ δ1 ε, . . . , δm0 ε defined on a small interval (0, δ
′
0]
and converging to 0 as εց 0 so slowly that (4.15), (4.16) and
( ∏
1≤i<k
δi ε
)−1 ∫ 1
0
∥∥P (s)Qn(s)δk εRδk ε(s)∥∥ ds −→ 0 (εց 0) (4.23)
are satisfied for all k ∈ {1, . . . ,m0}. Why is it possible to find such functions ε 7→ δi ε?
In essence, this is because of (4.17) and because
η−n (δ) :=
∫ 1
0
∥∥P (s)Qn(s)δRδ(s)∥∥ ds −→ 0 (δ ց 0), (4.24)
which last convergence can be seen as follows: by virtue of Proposition 2.2, which applies
by the additionally assumed reflexivity of X, P (s)∗ is weakly m0-associated with A(s)
∗
and λ(s) for almost every s ∈ I, and therefore Lemma 4.1 together with rkP (s)∗ =
rkP (s) <∞ yields the convergence
∥∥P (s)Qn(s)δRδ(s)∥∥ = ∥∥δRδ(s)∗Qn(s)∗P (s)∗∥∥ −→ 0 (δ ց 0)
for almost every s ∈ I, from which (4.24) follows by the dominated convergence theorem.
We now recursively define
δm0 ε := ε
1
(m0+1)
2 and δm0−l ε := max
{(( ∏
m0−l+1≤i<k
δi ε
)−1
η+n (δk ε)
) 1
2
,
(( ∏
m0−l+1≤i<k
δi ε
)−1
η−n (δk ε)
) 1
2
: k ∈ {m0 − l + 1, . . . ,m0}
}
∪
{
ε
1
(m0+1)
2
}
for l ∈ {1, . . . ,m0−1}. With the help of (4.17) and (4.24) it then successively follows, by
proceeding from larger to smaller indices i, that δi ε −→ 0 as εց 0 for all i ∈ {1, . . . ,m0}
and that (4.15), (4.16) and (4.23) are satisfied. Assertion (ii) now follows from (4.18),
(4.19), (4.21) by virtue of (4.7), (4.9), (4.14), (4.22) and Proposition 2.13. 
Some remarks, which in particular clarify the relation of the above theorem with the
adiabatic theorem without spectral gap condition from [8] and [46], are in order.
1. Clearly, the adiabatic theorem above generalizes the adiabatic theorems without
spectral gap condition from [8] (Theorem 11) and [46] (Theorem 6.4) which cover the
less general case of weakly semisimple eigenvalues λ(t) of (not necessarily skew self-
adjoint) operators A(t) : D ⊂ X → X under less general regularity conditions. See
Section 4.3 for simple examples where the previously known adiabatic theorems cannot
be applied – and which show, moreover, that the adiabatic theorem above is by no
means confined to spectral operators. In the special case where the eigenvalues λ(t) from
the above theorem lie on the imaginary axis iR for every t ∈ I, these eigenvalues are
automatically weakly semisimple by the (M, 0)-stability hypothesis of the theorem, which
by Joye’s example (from the end of Section 3.3) cannot be essentially weakened, and by
the weak associatedness hypothesis. (Argue as in the second remark at the beginning
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of Section 3.3.) And so, the above adiabatic theorem – in the special case of purely
imaginary eigenvalues – essentially reduces to the adiabatic theorems without spectral
gap condition from [8] and [46] – but a general adiabatic theory without spectral gap
condition should be able to cover more than just this special case, of course.
2. As can be seen from the proof of the theorem above, one would obtain the same
conclusion if – instead of requiring the weak associatedness of P (t) with A(t) and λ(t)
for almost every t ∈ I – one only required the inclusions
P (t)X ⊂ ker(A(t) − λ(t))m0 and (1− P (t))X ⊂ rg(A(t)− λ(t))m0 (4.25)
for almost every t ∈ I and some m0 ∈ N. We point out, however, that one would
nevertheless not obtain a truly more general theorem by thus modifying the hypotheses,
because the projections P (t) would then still be weakly associated with A(t) and λ(t)
for almost every t ∈ I. (In order to see this, notice that, for every t ∈ I where (4.25)
is satisfied, (1 − P (t)) ker(A(t) − λ(t))m0 = 0 by Lemma 4.1 and an expansion similar
to (3.7) and that P (t) rg(A(t) − λ(t))m0 = 0 so that P (t) rg(A(t)− λ(t))m0 = 0 as well.
And then apply the first remark after Theorem 2.1.) Also it can be seen from the proof
of the above theorem: if the finite rank hypothesis on P (0) is the only one to be violated,
one still has the strong convergence
sup
t∈I
∥∥(Uε(t)− V0 ε(t))P (0)x∥∥ −→ 0 (εց 0) for every x ∈ X,
provided P (t) is even weakly 1-associated with A(t) and λ(t) for almost every t ∈ I.
(In order to see this, notice that, under this extra condition, the inclusion P (t)X ⊂
ker(A(t)−λ(t)) holds for every t ∈ I by a closedness argument similar to the one in (3.5)
and the ε-dependence of V0 ε(s)P (0) is solely contained in a scalar factor,
V0 ε(s)P (0) = e
1
ε
∫ s
0 λ(τ) dτ W (s)P (0) (s ∈ I),
where W denotes the evolution system for [P ′, P ].)
3. As in the case with spectral gap, the adiabatic theorem without spectral gap
condition above can – along with the approximate commutator equation method used
in its proof – be extended to several eigenvalues λ1(t), . . . , λr(t): if A, λj, Pj for every
j ∈ {1, . . . , r} satisfy the hypotheses of part (ii) of the above adiabatic theorem and
if λj( . ) and λl( . ) for all j 6= l fall into each other at only countably many points
accumulating at only finitely many points, then the evolution system Vε for
1
εA+K with
K as in (3.8) is adiabatic w.r.t. all the Pj and well approximates the evolution system
Uε for
1
εA in the sense that
sup
t∈I
‖Uε(t)− Vε(t)‖ −→ 0 (εց 0),
provided Vε exists on D. In order to see this (in the technically simpler case where the
t 7→ Pj(t) are twice continuously SOT-differentiable), one sets Bδ(t) :=
1
2
∑r+1
j=1Bj δ(t)
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where
Bj δ :=
m0−1∑
k=0
( k+1∏
i=1
Rj δi
)
P ′jPj(λj −A)
k +
m0−1∑
k=0
(λj −A)
kPjP
′
j
( k+1∏
i=1
Rj δi
)
(j ∈ {1, . . . , r})
with Rj δ := (λj + δe
iϑj −A)−1(1− Pj) and where
Br+1δ :=
r∑
j=1
Bj δ +
∑
j 6=l
Bj l,
Bj l :=
m0−1∑
i,k=0
(
k + i
i
)
(−1)i
(λl − λj)k+i+1
(
(A− λj)
kPjP
′
jPl(A− λl)
i
+(A− λl)
iPlP
′
jPj(A− λj)
k
)
and then one shows that the approximate commutator equation Bδ(t)A(t)−A(t)Bδ(t) ⊂
K(t)−Cδ(t) with Cδ(t) :=
∑r
j=1Cj δ(t) and
Cj δ :=
m0−1∑
k=0
δk+1e
iϑj
( k+1∏
i=1
Rj δi
)
P ′jPj(λj −A)
k −
m0−1∑
k=0
(λj −A)
kPjP
′
j δk+1e
iϑj
( k+1∏
i=1
Rj δi
)
is satisfied for all points t where Pj(t) is weakly associated with A(t), λj(t) for every
j ∈ {1, . . . , r} and where no crossing between two curves λj( . ) and λl( . ) takes place –
by showing that for all such t and all j 6= l
Bj l(t)A(t) −A(t)Bj l(t) ⊂ Pj(t)P
′
j(t)Pl(t)− Pl(t)P
′
j(t)Pj(t) = [P
′
j(t), Pl(t)]
(for the second equality, use that Pj(t)Pl(t) = 0 = Pl(t)Pj(t) which is due to the weak
associatedness of Pj(t), Pl(t) with A(t), λj(t) resp. λl(t) and to λj(t) 6= λl(t)) and by
noticing that [P ′r+1, Pr+1] = [P
′, P ]. At first glance, the defining formula for Br+1 δ
might seem a bit mysterious, but in fact it can be guessed, just like the formulas for
B1 δ, . . . , Br δ, from the case with spectral gap: indeed, by rewriting the formula for
Br+1 from (3.9) – in the special case of singletons σj(t) = {λj(t)} consisting of poles
of ( . − A(t))−1 of order at most m0 – one obtains Br+1 = Br+1δ
∣∣
δ=0
with the help of
Cauchy’s theorem.
4.2 A quantitative adiabatic theorem without spectral gap condition –
especially for scalar type spectral operators
As a supplement to the qualitative adiabatic theorem above (Theorem 4.3), we note the
following quantitative refinement. It implies that, if in the situation of the above theorem
the map t 7→ P (t) is even W 2,∞∗ -regular, then the rate of convergence (Lemma 4.1!) of
the integrals
η+(δ) :=
∫ 1
0
∥∥∥δ(λ(s) + δeiϑ(s) −A(s))−1P ′(s)P (s)∥∥∥ ds,
η−(δ) :=
∫ 1
0
∥∥∥P (s)P ′(s)δ(λ(s) + δeiϑ(s) −A(s))−1∥∥∥ ds (4.26)
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yields a simple upper bound on the rate of convergence of supt∈I ‖Uε(t)− Vε(t)‖ which
we are interested in here. See [52] for an analogous result in the case of skew self-adjoint
operators A(t).
Theorem 4.4. Suppose that A(t), λ(t), P (t) are as in Theorem 4.3 with X not nec-
essarily reflexive and that t 7→ P (t) is even in W 2,∞∗ (I, L(X)). Suppose further that
η : (0, δ0] ⊂ (0, 1] → (0,∞) is a function such that η(δ) −→ 0 as δ ց 0 and
η(δ) ≥ δ as well as η±(δ) ≤ η(δ)
for all δ ∈ (0, δ0] with η
± as above. Then there is a constant c such that
sup
t∈I
‖Uε(t)− Vε(t)‖ ≤ c η˜
m0
(
ε2/(m0(m0+1))
)
= c (η˜ ◦ · · · ◦ η˜)
(
ε2/(m0(m0+1))
)
for ε sufficiently small, where η˜(δ) := η(δ
1
2 ).
Proof. We proceed as in the proof of the qualitative adiabatic theorem above, but now
replace Qn and Q
′
n at any occurrence by P
′ and P ′′. We can then conclude from (4.18)
and (4.21) (with the replacements just mentioned) that there is a constant c′ such that
sup
t∈I
‖Uε(t)− Vε(t)‖ ≤
c′
( m0∑
k=1
ε
( m0∏
j=1
δj
)−1
+
m0∑
k=1
ε
(
δm0+1k
∏
j 6=k
δj
)−1
η(δk) +
m0∑
k=1
( ∏
1≤j<k
δj
)−1
η(δk)
)
(4.27)
for all δ1, . . . , δm0 ∈ (0, δ0] and ε ∈ (0,∞). In this estimate the first, second, and third
sum correspond to the Bδ-, B
′
δ
-, Cδ-terms in (4.21), respectively. (See (4.7) and (4.14),
(4.22) for the estimation of the Bδ-terms and Cδ-terms. And to obtain the upper bound
for the B′
δ
-terms, refine the estimate on
∫ 1
0 ‖B
′
δ
(s)‖ ds from the proof of the previous
theorem by using – instead of (4.9) – the fact that
∫ 1
0
∥∥P (s)P ′(s)Rδ(s)∥∥ ds,
∫ 1
0
∥∥(A(s)− 1)Rδ(s)P ′(s)P (s)∥∥ ds ≤ c η(δ)
δ
and that sups∈I ‖Rδ(s)‖ , sups∈I ‖(A(s)− 1)Rδ(s)‖ ≤
c
δm0 for all sufficiently small δ ∈
(0, δ0].) We now recursively define
δm0 ε := ε
1
m0(m0+1) and δm0−k ε :=
(
η(δm0−k+1 ε)
) 1
2
for ε so small that δm0−k+1 ε lies in (0, δ0] and for k ∈ {1, . . . ,m0−1}. (It should be noticed
that δm0−k+1 ε −→ 0 as εց 0 because η(δ) −→ 0 and that δm0−k+1 ε therefore really lies
in the domain (0, δ0] of η for sufficiently small ε.) Since η(δ1 ε) = η˜
m0(ε2/(m0(m0+1))) and
1
δk−1 ε
η(δk ε) = δk−1 ε ≤ η(δk−1 ε) for k ∈ {2, . . . ,m0}, it follows by induction that
( ∏
1≤j<k
δj ε
)−1
η(δk ε) ≤ η˜
m0
(
ε2/(m0(m0+1))
)
(4.28)
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and, in particular, η(δk ε) ≤ η˜
m0
(
ε2/(m0(m0+1))
)
for all k ∈ {1, . . . ,m0} and sufficiently
small ε. Since δm0 ε ≤ δm0−k+1 ε ≤ δm0−k ε for k ∈ {1, . . . ,m0− 1} and small ε, it further
follows that
ε
( k∏
j=1
δj ε
)−1
≤ ε
(
δm0+1k ε
∏
j 6=k
δj ε
)−1
η(δk ε) ≤ ε
( m0∏
j=1
δm0 ε
)−(m0+1)
η˜m0
(
ε2/(m0(m0+1))
)
= η˜m0
(
ε2/(m0(m0+1))
)
(4.29)
for all k ∈ {1, . . . ,m0} and sufficiently small ε. Combining (4.27), (4.28) and (4.29) we
finally obtain the assertion. 
1. Clearly, a function η as described in the above theorem exists under the hypotheses
of the qualitative adiabatic theorem (Theorem 4.3) including the reflexivity of X. In
fact, one has only to define η(δ) := max{η+(δ), η−(δ), δ} with η± as in (4.26) and to
remember that η(δ) −→ 0 as δ ց 0 by (4.17) and (4.24).
2. An inspection of the proof above – or, more precisely, of the arguments leading
to (4.27) – shows that one obtains the same conclusion if one drops the finite rank
hypothesis on P (0) and, at the same time, replaces the hypothesis that P (t) be weakly
associated with A(t) and λ(t) for almost every t ∈ I by the condition that there exist an
m0 ∈ N such that
P (t)X ⊂ ker(A(t)− λ(t))m0
for every t ∈ I (while leaving all other hypotheses of the above theorem unchanged).
We now specialize to the case of spectral operators of scalar type which – by what has
been remarked in Section 2.1 – automatically have weakly semisimple eigenvalues and
which arise as the generic one-dimensional periodic Schrödinger operators (Remark 8.7
of [22]). As a simple corollary of the adiabatic theorem above, we obtain the following
quantitative adiabatic theorem tailored to scalar type spectral operators A(t) whose
spectral measures PA(t) are – in some sense – Hölder continuous in t. It generalizes a
result for skew self-adjoint A(t) of Avron and Elgart (Corollary 1 in [7]) and a refinement
of it due to Teufel (Remark 1 in [52]) and slightly improves the rates of convergence given
there.
Corollary 4.5. Suppose A(t) : D ⊂ X → X for every t ∈ I is a spectral operator of
scalar type (with spectral measure PA(t)) such that Condition 2.10 is satisfied with ω = 0
and such that supt∈I supE∈BC
∥∥PA(t)(E)∥∥ <∞. Suppose further that λ(t) for every t ∈ I
is an eigenvalue of A(t) such that the open sector
λ(t) + δ0 S(ϑ(t)−ϑ0,ϑ(t)+ϑ0) :=
{
λ(t) + δeiϑ : δ ∈ (0, δ0), ϑ ∈ (ϑ(t)− ϑ0, ϑ(t) + ϑ0)
}
of radius δ0 ∈ (0,∞) and angle 2ϑ0 ∈ (0, π) for every t ∈ I is contained in ρ(A(t)) and
such that t 7→ λ(t), eiϑ(t) are Lipschitz continuous. Suppose finally that P (t) for every
t ∈ I is a bounded projection in X such that P (t) = PA(t)({λ(t)}) for almost every t ∈ I
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and t 7→ P (t) is in W 2,∞∗ (I, L(X)), and suppose that P
A(t) is Hölder continuous with
exponent α ∈ (0, 1] uniformly in t ∈ I, that is, there is a c0 ∈ (0,∞) such that∥∥PA(t)(E)x∥∥ ≤ c0 λ(E)α2 ‖x‖
for all E ∈ BC with λ(E) ≤ 1 and all x ∈ X and t ∈ I. Then there is a constant
c ∈ (0,∞) such that
sup
t∈I
‖Uε(t)− Vε(t)‖ ≤ c ε
α
2(1+α)
for small enough ε ∈ (0,∞), where Vε denotes the evolution system for
1
εA+ [P
′, P ].
Proof. We show that there exists a function η : (0, δ′0] → (0,∞) such that η(δ) −→ 0 as
δ ց 0 and
η(δ) ≥ δ as well as ‖δRδ(t)‖ =
∥∥∥δ(λ(t) + δeiϑ(t) −A(t))−1∥∥∥ ≤ η(δ) (4.30)
for all δ ∈ (0, δ′0] and t ∈ I (with a suitable δ
′
0). In order to do so, we notice that, by the
scalar type spectrality of A(t) and Theorem XVIII.2.11 of [18],
∣∣ 〈x∗, δRδ(t)x〉 ∣∣ ≤
∫
σ(A(t))
δ
|λ(t) + δeiϑ(t) − z|
d
∣∣PA(t)x∗,x ∣∣(z),
where
∣∣PA(t)x∗,x ∣∣ denotes the total variation of the complex measure E 7→ PA(t)x∗,x (E) :=〈
x∗, PA(t)(E)x
〉
, and then divide the spectrum σ(A(t)) of A(t) into the parts
σ1 rδ(t) := σ(A(t)) ∩ Urδ(λ(t)) and σ2 rδ(t) := σ(A(t)) ∩C \ Urδ(λ(t))
of those spectral values that are close to λ(t) resp. far from λ(t), where rδ := δ
γ and
γ ∈ (0, 1) will be chosen in (4.32) below. Since, by Lemma III.1.5 of [18],
∣∣PA(t)x∗,x ∣∣(E) ≤ 4 sup
F∈BE
∣∣〈x∗, PA(t)(F )PA(t)(E)x〉∣∣ ≤ 4M ′ ‖x∗‖ ∥∥PA(t)(E)x∥∥
for every t ∈ I and E ∈ BC (where M
′ := supt∈I supF∈BC
∥∥PA(t)(F )∥∥ < ∞) and since,
by the assumed sector condition,
dist
(
λ(t) + δeiϑ(t), σ(A(t))
)
≥ (sinϑ0) δ
for every t ∈ I and δ ∈ (0, δ′0] (where δ
′
0 is chosen small enough), there are positive
constants c1, c2 such that∫
σ1 rδ (t)
δ
|λ(t) + δeiϑ(t) − z|
d
∣∣PA(t)x∗,x ∣∣(z) ≤ 1sinϑ0
∣∣PA(t)x∗,x ∣∣(Urδ(λ(t))) ≤ c1δα γ ‖x∗‖ ‖x‖
as well as∫
σ2 rδ (t)
δ
|λ(t) + δeiϑ(t) − z|
d
∣∣PA(t)x∗,x ∣∣(z) ≤ δrδ − δ
∣∣PA(t)x∗,x ∣∣(C) ≤ c2δ1−γ ‖x∗‖ ‖x‖
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for every x ∈ X, x∗ ∈ X∗, δ ∈ (0, δ′0] and t ∈ I. Consequently,
‖δRδ(t)‖ ≤ c1 δ
α γ + c2 δ
1−γ ≤ max{c1, c2} δ
min{αγ,1−γ} = c′0 δ
β(γ) (4.31)
for every t ∈ I and δ ∈ (0, δ′0] (notice that β(γ) := min{α γ, 1−γ}, for given γ, is the best
– that is, biggest – possible exponent in the second inequality above). And as γ 7→ β(γ)
is maximal at γ0 :=
1
1+α , we choose
γ := γ0, β := β(γ0) =
α
1 + α
, η(δ) := c′0 δ
β = c′0 δ
α
1+α , (4.32)
thereby obtaining (4.30). Since P (t)A(t) ⊂ A(t)P (t) = λ(t)P (t) holds for every t ∈ I
(by the scalar type spectrality of A(t) and the closedness argument in the remark after
Theorem 3.2), the desired conclusion follows by the second remark after Theorem 4.4
with m0 = 1. 
4.3 Some examples
We begin with two examples where λ(t) is an eigenvalue of A(t) that is allowed to be
non-isolated and non-weakly-semisimple for every t ∈ I. In particular, these examples
cannot be dealt with by way of the previously known adiabatic theorems. In the first
example, A(t) is a spectral operator whereas in the second it is not (by Theorem XV.3.10
and XV.8.7 of [18] and by the spectral structure of the right shift S+ (Section 2.4)).
Example 4.6. Suppose A, λ, P with A(t) = R(t)−1A0(t)R(t), P (t) = R(t)
−1P0R(t),
and R(t) = eCt are given as follows in X := ℓp(Id)×ℓ
p(I∞) (where p ∈ [1,∞) and d ∈ N):
A0(t) :=
(
λ(t) + α(t)N 0
0 diag
(
(λn)n∈N
)
)
and P0 :=
(
1 0
0 0
)
,
where λ(t) ∈ (−∞, 0], α(t), N are such that Condition 2.16 is satisfied and where (λn)n∈N
is an enumeration of [−1, 0] ∩ Q such that λ(t) /∈ {λn : n ∈ N} for almost every t ∈ I.
Additionally, suppose t 7→ λ(t) and t 7→ α(t) are Lipschitz continuous and C is the right
shift operator on ℓp(Id)× ℓ
p(I∞) ∼= ℓ
p(I∞):
C(z1, . . . , zd, zd+1, . . . ) := (0, z1, . . . , zd−1, zd, . . . ).
Then t 7→ A(t) is in W 1,∞∗ (I, L(X)) and t 7→ A0(t) is (M0, 0)-stable (by Lemma 2.17),
so that A is (M, 0)-stable for some M ∈ [1,∞) by Lemma 2.9. Since A0(t)|P0X − λ(t) is
nilpotent of order at most m0 := dim ℓ
p(Id) = d for every t ∈ I and since A0(t)|(1−P0)X−
λ(t) is injective and has dense range in (1 − P0)X (because λ(t) /∈ {λn : n ∈ N})
for almost every t ∈ I, P0 is weakly m0-associated with A0(t) and λ(t), whence the
same is true for A(t), P instead of A0(t) and P0. And finally, the resolvent estimate of
Theorem 4.3 is clearly fulfilled if we choose ϑ(t) := pi2 for all t ∈ I. All other hypotheses
of Theorem 4.3 (i) are obvious. ◭
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In the above example, we have chosen C to be the right shift operator on X = ℓp(Id)×
ℓp(I∞) in order to make sure that the example cannot be reduced to a finite-dimensional
subspace: there is no finite-dimensional subspace M of X such that
M ⊃ P (0)X and A(t)M ⊂M as well as P (t)M ⊂M
for every t ∈ I. (Clearly, if given data A, λ, P can be reduced to a finite-dimensional sub-
space M and satisfy the hypotheses of Theorem 4.3 (i), it suffices to prove the respective
statement for the reduced data AM , λ, PM given by
AM (t) := A(t)|M and P
M (t) := P (t)|M (t ∈ I).
And this, in turn, can typically already be done with the help of the adiabatic theorem
with non-uniform spectral gap condition of Section 3: by the finite-dimensionality of M ,
λ(t) is isolated in σ(AM (t)) for every t ∈ I and, by Theorem 2.1 and the first remark
following it, PM (t) is the projection associated with AM (t) and λ(t) for almost every
t ∈ I.) In order to see the claimed irreducibility of the example above, we assume, on the
contrary, that A, λ, P as given by the example can be reduced to a finite-dimensional
subspace M of X. Then R(t)M is invariant under A0(t) for every t ∈ I and hence (by
finite-dimensional spectral theory applied to A
|
0(t) := A0(t)|R(t)M )
R(t)M =
⊕
λ∈σp(A
|
0(t))
⋃
k∈N
ker(A
|
0(t)− λ)
k ⊂
⊕
λ∈σp(A
|
0(t))
⋃
k∈N
ker(A0(t)− λ)
k,
which latter space (by the special choice of A0(t)) for every t ∈ I contains only vectors
with finitely many non-zero components. Consequently, the same is also true for the
vectors in R(t)M for every t ∈ I. We now obtain the desired contradiction by observing
that the vector R(t)v = eCtv, for every t 6= 0 and every vector 0 6= v ∈ X with only
finitely many non-zero components, has infinitely many non-zero components because
eCtei =
(
0, . . . , 0, 1,
t
1!
,
t2
2!
,
t3
3!
, . . .
)
for i ∈ N (where the entry 1 is in the ith place).
Example 4.7. Suppose A, λ, P with A(t) = R(t)−1A0(t)R(t), P (t) = R(t)
−1P0R(t),
and R(t) = eCt are given as follows in X := ℓp(Id) × ℓ
p(I∞) (where p ∈ (1,∞) and
d ∈ N):
A0(t) :=
(
λ(t) + α(t)N 0
0 S+ − 1
)
and P0 :=
(
1 0
0 0
)
,
where λ(t) ∈ ∂U1(−1), α(t), N are such that Condition 2.16 is satisfied. Additionally,
t 7→ λ(t) and t 7→ α(t) are Lipschitz continuous and C is the bounded linear map in
ℓp(Id)× ℓ
p(I∞) ∼= ℓ
p(I∞) given by
C(z1, . . . , zd, zd+1, . . . ) := (0, . . . , 0, zd+1,−zd, 0, . . . ),
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where in the vector on the right zd+1, −zd appear in the dth and (d+ 1)th place. Since
λ(t) ∈ ∂U1(−1) = σc(S+ − 1) for every t ∈ I because p 6= 1 (Section 2.4), P0 is weakly
associated with A0(t) and λ(t) and therefore the same goes for A0(t), P0 replaced by
A(t) and P (t). Also, if for every t ∈ I we choose ϑ(t) such that λ(t) = −1 + eiϑ(t), then
the resolvent estimate of Theorem 4.3 holds true because∥∥∥(λ(t) + δeiϑ(t) −A0(t))−1(1− P0)
∥∥∥ ≤ ∥∥∥(1 + δ − e−iϑ(t)S+)−1
∥∥∥ ≤ 1
δ
for every t ∈ I and δ ∈ (0,∞) (Section 2.4). ◭
Just like the first example, the example above cannot be reduced to a finite-dimensional
subspace M . Indeed, assuming that A, λ, P from above could, we obtain that R(t)M
for every t ∈ I is invariant under A0(t) and
∅ 6= σ(A0(t)|R(t)M ) = σp(A0(t)|R(t)M ) ⊂ σp(A0(t)) = {λ(t)}
(as σp(S+ − 1) = ∅ (Section 2.4)), so that (by finite-dimensional spectral theory)
R(t)M = ker(A0(t)|R(t)M − λ(t))
dimM ⊂ ker(A0(t)− λ(t))
dimM = P0X ⊂M
for all t ∈ I. Consequently, R(t)P0X ⊂ R(t)M ⊂ P0X. In other words, P0X is invariant
under R(t) = eCt for every t ∈ I, which is obviously not true by the choice of C in the
above example. Contradiction! We point out that the above example really works only
in case p 6= 1. In fact, if p = 1 then λ(t) ∈ ∂U1(−1) = σr(S+ − 1) (Section 2.4) from
which it follows by the block structure of A0(t) that
ker(A0(t)− λ(t))
k ⊂ ℓp(Id)× 0,
rg(A0(t)− λ(t))k ⊂ ℓ
p(Id)× rg(S+ − 1− λ(t))k ( ℓ
p(Id)× ℓ
p(I∞)
and hence ker(A0(t) − λ(t))
k + rg(A0(t)− λ(t))k 6= X for every k ∈ N and t ∈ I.
Consequently, the adiabatic theorems proven above cannot be applied.
In our last example we show that the conclusion of the adiabatic theorem without
spectral gap condition may fail if the regularity hypothesis on P is the only one to be
violated.
Example 4.8. Set A(t) := Mft in X := L
p(R) (for some p ∈ [1,∞)), where
ft := f0( . + t) with 0 6= f0 ∈ C
1
c (R, iR),
λ(t) := 0 and P (t) := MχEt with Et := {ft = 0}. Then all the hypotheses of the adiabatic
theorem without spectral gap condition – in the version for projections of infinite rank
(second remark after Theorem 4.3) – are fulfilled with the sole exception that t 7→ P (t)
is not SOT-continuously differentiable (by Lemma 2.18). And indeed, the conclusion of
the adiabatic theorem already fails: as the A(t) are pairwise commuting and t 7→ ft(x)
is Riemann integrable for every x ∈ R, one has
(
Uε(t, s)g
)
(x) =
(
e
1
ε
∫ t
s
A(τ) dτ g
)
(x) = e
1
ε
∫ t
s
fτ (x) dτ g(x)
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for almost every x ∈ R and therefore (by f0(R) ⊂ iR)
‖(1− P (t))Uε(t)P (0)g‖
p =
∫ ∣∣(1− χEt(x))χE0(x)g(x)∣∣p dx
for every t ∈ I, ε ∈ (0,∞) and g ∈ X. Since the right hand side of this equation does not
depend on ε ∈ (0,∞) and since for every t ∈ (0, 1] there is a g ∈ X such that this right
hand side does not vanish, the conclusion of the adiabatic theorem without spectral gap
– more precisely, the weaker assertion that supt∈I ‖(1− P (t))Uε(t)P (0)g‖ −→ 0 for all
g ∈ X – fails. ◭
It should be pointed out that the failure of both the hypotheses and the conclusion of
the adiabatic theorems without spectral gap condition presented above is a quite typical
phenomenon in the case where A(t) = Mft in X = L
p(X0) for some p ∈ [1,∞) and some
σ-finite measure space (X0,A, µ). Indeed, if A(t) = Mft in X = L
p(X0) for measurable
functions ft : X0 → {Re z ≤ 0} such that D(Mft) = D for all t ∈ I, if λ(t) is an
eigenvalue of A(t), and if P (t) for almost every t ∈ I (with exceptional set N) is weakly
associated with A(t) and λ(t), then
P (t) = Mχ{ft=λ(t)} = MχEt for every t ∈ I \N
by Theorem 2.1, and therefore the following holds true. As soon as I\N ∋ t 7→ P (t) is not
constant, the hypotheses of the adiabatic theorem without spectral gap (Theorem 4.3)
must fail (because then I \N ∋ t 7→ P (t) = MχEt cannot extend to an SOT-continuously
differentiable map by Lemma 2.18). And as soon as, in addition, the maps ft are iR-
valued and t 7→ ftg ∈ X is continuous for all g ∈ D, the conclusion of Theorem 4.3, or
more precisely, of its corollary
sup
t∈I
‖(1− P (t))Uε(t)P (0)‖ −→ 0 and sup
t∈I
‖P (t)Uε(t)(1 − P (0))‖ −→ 0,
must fail as well. (In order to see this, one gathers from Theorem 2.3 of [41] (and its
proof) that the evolution system Uε for
1
εA exists on D and can be strongly approximated
by finite products of operators of the form eMfτ σ with τ ∈ I and σ ∈ [0,∞), and infers
from this that for arbitrary g ∈ X
∣∣∣(1− χEt(x))(Uε(t)χE0g)(x)− χEt(x)(Uε(t)(1− χE0)g)(x)
∣∣∣ = ∣∣χEt(x)− χE0(x)∣∣∣∣g(x)∣∣
for almost every x ∈ X0, whence
∥∥(1− P (t))Uε(t)P (0)g − P (t)Uε(t)(1 − P (0))g∥∥ = ‖P (t)g − P (0)g‖
for all t ∈ I \N , ε ∈ (0,∞). Since the right hand side of this equation does not depend
on ε ∈ (0,∞) and since I \ N ∋ t 7→ P (t) is not constant, there is a t ∈ (0, 1] and a
g ∈ X such that (1 − P (t))Uε(t)P (0)g and P (t)Uε(t)(1 − P (0))g do not both converge
to 0 as εց 0.)
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5 Adiabatic theorems for time-dependent domains
In this section we extend the adiabatic theorems (with and without spectral gap con-
dition) for time-independent domains of Section 3 and 4 to the case of operators A(t)
with time-dependent domains – by slightly modifying the proofs of the respective adi-
abatic theorems for time-independent domains. Striving for such an extension is very
natural because the requirement of constant domains is rather restrictive – just think of
differential operators A(t) with (fully) time-dependent boundary conditions. We will see
in Section 6 that the adiabatic theorems of this section allow one to almost effortlessly
derive adiabatic theorems for operators A(t) = iAa(t) defined by symmetric sesquilinear
forms a(t). All the theorems of this section are generalizations of the respective adiabatic
theorems for time-independent domains if in these latter theorems all W n,∞∗ -regulartity
requirements are strengthened to n times SOT-continuous differentiability requirements.
We will need the following very natural condition on A, which takes the role of Condi-
tion 2.10.
Condition 5.1. A(t) : D(A(t)) ⊂ X → X for every t ∈ I is a densely defined closed
linear map such that, for every ε ∈ (0,∞), there is an evolution system Uε for
1
εA on
D(A(t)) and there is a constant M ∈ [1,∞) such that ‖Uε(t, s)‖ ≤ M for all (s, t) ∈ ∆
and ε ∈ (0,∞).
We point out that there is a huge number of papers establishing the existence of
evolution systems U for a given family A of linear maps A(t) on D(A(t)) as, for instance,
[27], [34], [49], [28], [21], [4]. See the survey article [48] for many more references. Instead
of working with evolution systems on the spaces Yt = D(A(t)) as in Condition 5.1, one
could also prove adiabatic theorems operating – as in [29] or [30] – with evolution systems
for A on certain subspaces Y of the intersection of all D(A(t)) (Definition VI.9.2 of [20]),
but then one would have to impose various invariance conditions on the subspace Y , such
as the A(t)-admissibiltity of Y , the invariance
(z −A(t))−1Y ⊂ Y (5.1)
for z ∈ rg γt (case with spectral gap) or z ∈ {λ(t) + εe
iϑ(t) : ε ∈ (0, ε0]} (case without
spectral gap), and the invariance of Y under P (t) and P ′(t). Such invariance conditions,
however, are difficult to verify in practice: (5.1), for instance, is clear only for complex
numbers z with sufficiently large positive real part (Proposition 2.3 of [29]).
5.1 Adiabatic theorems with spectral gap condition
We will need the following condition depending on m ∈ {0}∪N∪{∞} (number of points
at which σ( . ) falls into σ(A( . )) \ σ( . )).
Condition 5.2. A(t) : D(A(t)) ⊂ X → X for every t ∈ I is a linear map such that
Condition 5.1 is satisfied. σ(t) for every t ∈ I is a compact subset of σ(A(t)), σ( . ) falls
into σ(A( . ))\σ( . ) at exactly m points that accumulate at only finitely many points, and
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I \N ∋ t 7→ σ(t) is continuous, where N denotes the set of those m points at which σ( . )
falls into σ(A( . )) \ σ( . ).
Jt0 ∋ t 7→ (z −A(t))
−1 is SOT-continuously differentiable for all z ∈ rg γt0 ,
rg γt0 ∋ z 7→
d
dt
(z −A(t))−1 is SOT-continuous for all t ∈ Jt0 ,
sup
(t,z)∈Jt0×rg γt0
∥∥∥∥ ddt(z −A(t))−1
∥∥∥∥ <∞
for every t0 ∈ I \N , where the cycle γt0 and the non-trivial closed interval Jt0 ∋ t0 are
chosen such that rg γt0 ⊂ ρ(A(t)) and n(γt0 , σ(t)) = 1 and n(γt0 , σ(A(t)) \ σ(t)) = 0 for
every t ∈ Jt0 . And finally, P (t) is the projection associated with A(t) and σ(t) for every
t ∈ I \N and I \N ∋ t 7→ P (t) extends to a twice SOT-continuously differentiable map
on the whole of I.
With this condition at hand, we can now formulate an adiabatic theorem with uniform
spectral gap condition (m = 0) and non-uniform spectral gap condition (m ∈ N ∪ {∞})
for time-dependent domains.
Theorem 5.3. Suppose A(t), σ(t), P (t) for t ∈ I are such that Condition 5.2 is satisfied
with m = 0 or m ∈ N ∪ {∞}, respectively. Then
sup
t∈I
‖Uε(t)− Vε(t)‖ = O(ε) resp. o(1) (εց 0),
whenever the evolution system Vε for
1
εA+ [P
′, P ] exists on D(A(t)) for all ε ∈ (0,∞).
Proof. We have only to prove the theorem in the case of a uniform spectral gap (m = 0),
since the theorem in the case of a non-uniform spectral gap (m ∈ N∪ {∞}) then follows
in the same way as Theorem 3.2 followed from Theorem 3.1. In order to do so, we must
only slightly modify the proof of Theorem 3.1. We define the operators B(t) as in the
proof of that theorem (where now γt0 and Jt0 are given by Condition 5.2), take over the
first preparatory step of that proof, and easily show – instead of what has been shown
in the second preparatory step – that t 7→ B(t) is SOT-continuously differentiable. (It
has to be used for this last statement that Condition 5.2 implies
sup
(t,z)∈Jt0×rg γt0
∥∥(z −A(t))−1∥∥ <∞
which can be seen as in the proof of (5.3) below.) We can then almost literally take over
the main part of the proof of Theorem 3.1: the only thing that has to be changed is that
the W 1,∞-regularity of
[0, t] ∋ s 7→ Uε(t, s)B(s)Vε(s)x
for x ∈ D(A(0)) can no longer be deduced from Lemma 2.5, but has to be inferred
from Lemma 2.6 and Lemma 2.7, and that Proposition 2.13 has to be invoked for an
ε-independent bound on Vε. 
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In general, the existence of the evolution system Vε for
1
εA+ [P
′, P ] on D(A(t)) does
not seem to be guaranteed under – the fairly general – Condition 5.2. (In view of
Proposition 2.13 one would, of course, like to define Vε as a perturbation series and show
that [s, 1] ∋ t 7→ Vε(t, s)y for every y ∈ D(A(s)) is a continuously differentiable solution
to the initial value problem x′ = 1εA(t)x + [P
′(t), P (t)]x, x(s) = y, but this is not clear
in general.) It is therefore good to know that under Condition 5.2 with m = 0 one has
at least the following statement:
sup
t∈I
‖(1− P (t))Uε(t)P (0)‖ , sup
t∈I
‖P (t)Uε(t)(1 − P (0))‖ = O(ε) (5.2)
as ε ց 0, which follows from the adiabatic theorem of higher order (Theorem 5.7 (i)
and (iii) with degree of regularity n = 1) below. It should be pointed out, however, that
Theorem 5.3 itself – operating with the evolution systems for 1εA+[P
′, P ] = 1εA0 ε+K0 ε 6=
1
εA1 ε +K1 ε as comparison evolutions – is not contained in Theorem 5.7.
5.2 Adiabatic theorems without spectral gap condition
We now prove an adiabatic theorem without spectral gap condition for time-dependent
domains in which case we have to explicitly require the differentiability of the resolvent
as well as an estimate on the derivative of the resolvent, which two things are no longer
automatically satisfied as they were in the case of time-independent domains.
Theorem 5.4. Suppose A(t) : D(A(t)) ⊂ X → X for every t ∈ I is a linear map
such that Condition 5.1 is satisfied. Suppose further that λ(t) for every t ∈ I is an
eigenvalue of A(t), and that there are numbers δ0 ∈ (0,∞) and ϑ(t) ∈ R such that
λ(t) + δeiϑ(t) ∈ ρ(A(t)) for all δ ∈ (0, δ0] and t ∈ I and such that t 7→ λ(t) and t 7→ e
iϑ(t)
are continuously differentiable and t 7→
(
λ(t) + δeiϑ(t) − A(t)
)−1
is SOT-continuously
differentiable. Suppose finally that P (t) for every t ∈ I is a bounded projection in X
commuting with A(t) such that P (t) for almost every t ∈ I is weakly associated with A(t)
and λ(t) and that
P (t)X ⊂ ker(A(t)− λ(t))m0
for every t ∈ I (and some m0 ∈ N). Additionally, suppose that there are M0,M
′
0 ∈ (0,∞)
such that
∥∥∥(λ(t) + δeiϑ(t) −A(t))−1(1− P (t))∥∥∥ ≤ M0
δ
,∥∥∥∥ ddt
((
λ(t) + δeiϑ(t) −A(t)
)−1
(1− P (t))
)∥∥∥∥ ≤ M
′
0
δm0+1
for all δ ∈ (0, δ0] and t ∈ I, let rkP (0) < ∞ and let t 7→ P (t) be SOT-continuously
differentiable. Then
sup
t∈I
∥∥(Uε(t)− V0 ε(t))P (0)∥∥ −→ 0 (εց 0),
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where V0 ε for every ε ∈ (0,∞) denotes the evolution system for
1
εAP + [P
′, P ] on X. If,
in addition, X is reflexive and t 7→ P (t) norm continuously differentiable, then
sup
t∈I
‖Uε(t)− Vε(t)‖ −→ 0 (εց 0),
whenever the evolution system Vε for
1
εA+[P
′, P ] exists on D(A(t)) for every ε ∈ (0,∞).
Proof. Apart from three small changes we can take over the proof of Theorem 4.3 (notice
that Lemma 4.1 and Lemma 4.2 also apply in the present case of time-dependent do-
mains). What has to be changed is the following: first, the inclusion (4.3) holds true for
every t ∈ I by assumption, while in Section 4 this was derived by a closedness argument.
Second, the fact that
[0, t] ∋ s 7→ Uε(t, s)Bn δ(s)V0 ε(s)P (0)x resp. [0, t] ∋ s 7→ Uε(t, s)Bn δ(s)Vε(s)x
is the continuous representative of an element in W 1,∞([0, t],X) for all x ∈ X resp. all
x ∈ D(A(0)) can no longer be deduced from Lemma 2.5 but has to be inferred from
Lemma 2.6 and Lemma 2.7 – notice that s 7→ Bn δ(s) is SOT-continuously differentiable
(Lemma 4.2) with Bn δ(s)X ⊂ D(A(s)) for every s ∈ I. And third, the derivative
of s 7→ Rε(s) can no longer be explicitly expressed and estimated as in (4.8) but the
respective estimate holds true by assumption. 
Similarly, one sees that the variants of the adiabatic theorem without spectral gap
condition of Section 4 carry over to the case of time-dependent domains as well, provided
their hypotheses are adapted in a similar way as above.
5.3 An adiabatic theorem of higher order
In this subsection we extend the adiabatic theorem of higher order of Joye and Pfister
from [24] to the case of general operetors A(t) with possibly time-dependent domains –
mainly for the sake of completeness and in order to make clear the relation to the basic
adiabatic theorem with spectral gap (Theorem 5.3). We will use the elegant iterative
scheme of [24] which we briefly recall (in a slightly modified form).
Suppose A(t) : D(A(t)) ⊂ X → X is a densely defined closed linear map and γt is
a cycle in C for every t ∈ J , where J is a compact interval, and let ε ∈ (0,∞) and
n ∈ N. Then A0 ε, P0 ε, K0 ε are called well-defined w.r.t. γt (t ∈ J) if and only if
rg γt ⊂ ρ(A0 ε(t)) for all t ∈ J , where A0 ε(t) := A(t), and J ∋ t 7→ P0 ε(t) is WOT-
continuously differentiable, where
P0 ε(t) :=
1
2πi
∫
γt
(z −A0 ε(t))
−1 dz.
In this case K0 ε is defined by K0 ε(t) := [P
′
0 ε(t), P0 ε(t)]. And, for general n ∈ N, An ε,
Pn ε, Kn ε are called well-defined w.r.t. γt (t ∈ J) if and only if An−1 ε, Pn−1 ε, Kn−1 ε
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are well-defined w.r.t. γt (t ∈ J), rg γt ⊂ ρ(An ε(t)) for all t ∈ J , where An ε(t) :=
A(t)− εKn−1 ε(t), and J ∋ t 7→ Pn ε(t) is WOT-continuously differentiable, where
Pn ε(t) :=
1
2πi
∫
γt
(z −An ε(t))
−1 dz.
In this case Kn ε is defined by Kn ε(t) := [P
′
n ε(t), Pn ε(t)].
We will need the following conditions depending on n ∈ N∪{∞} (degree of regularity)
in the adiabatic theorem of higher order below.
Condition 5.5. A(t) : D(A(t)) ⊂ X → X for every t ∈ I is a densely defined closed
linear map. σ(t) for every t ∈ I is a compact and isolated subset of σ(A(t)), there is an
r0 > 0 such that Ur0(σ(t)) \σ(t) ⊂ ρ(A(t)) for all t ∈ I, and t 7→ σ(t) is continuous. For
every t0 ∈ I, there are positive constants at0 , bt0 , ct0 such that
Jt0 ∋ t 7→ (z −A(t))
−1 is n times WOT-continuously differentiable for all z ∈ rg γt0 ,
rg γt0 ∋ z 7→
dl
dtl
(z −A(t))−1 is SOT-continuous for all t ∈ Jt0 , l ∈ {1, . . . , n},
sup
(t,z)∈Jt0×rg γt0
∥∥∥∥ d
l
dtl
(z −A(t))−1
∥∥∥∥ ≤ at0clt0 l!(1 + l)2 for all l ∈ {1, . . . , n},
where γt0 is a cycle in U 4r0
7
(σ(t0)) \ U 3r0
7
(σ(t0)) with
n
(
γt0 , U 3r0
7
(σ(t0))
)
= 1 and n
(
γt0 ,C \ U 4r0
7
(σ(t0))
)
= 0
and where Jt0 ⊂ I is a non-trivial closed interval containing t0 such that σ(t) ⊂ U r0
7
(σ(t0))
and σ(t0) ⊂ U r0
7
(σ(t)) for all t ∈ Jt0 . And finally, P (t) for every t ∈ I is the projection
associated with A(t) and σ(t), t 7→ P (t) is n+ 1 times WOT-continuously differentiable
and
sup
t∈Jt0
∥∥∥∥ d
l
dtl
[P ′(t), P (t)]
∥∥∥∥ ≤ bt0clt0 l!(1 + l)2 for all l ∈ {0, 1, . . . , n} and t0 ∈ I.
In the special case of time-independent domains D(A(t)) = D, one easily sees – us-
ing the remark before Lemma 2.5 – that the requirements on the resolvent of A(t) in
Condition 5.5 are fulfilled for an n ∈ N if, for instance, t 7→ A(t)x is n times weakly con-
tinuously differentiable for all x ∈ D. And they are fulfilled for n = ∞ if, for instance,
there is an open neighbourhood UI of I in C such that, for every x ∈ D, t 7→ A(t)x
extends to a holomorphic map on UI (Cauchy inequalities!).
Lemma 5.6 (Joye–Pfister). (i) Suppose that Condition 5.5 is satisfied for an n ∈ N.
Then there is an ε∗ > 0 such that An ε, Pn ε, Kn ε are well-defined w.r.t. γt (t ∈ I) for
every ε ∈ (0, ε∗]. Furthermore,
sup
t∈I
‖Kn ε(t)−Kn−1 ε(t)‖ = O(ε
n) (εց 0).
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(ii) Suppose that Condition 5.5 is satisfied for n = ∞. Then there is an ε∗ > 0 and for
every ε ∈ (0, ε∗] there is a natural number n∗(ε) ∈ N such that An∗(ε) ε, Pn∗(ε) ε, Kn∗(ε) ε
are well-defined w.r.t. γt (t ∈ I) for every ε ∈ (0, ε
∗]. Furthermore, there is a constant
g ∈ (0,∞) such that
sup
t∈I
∥∥Kn∗(ε) ε(t)−Kn∗(ε)−1 ε(t)∥∥ = O(e− gε ) (εց 0).
Proof. We begin with some general preparatory considerations from which both part (i)
and part (ii) will easily follow. Suppose (for the entire proof) that Condition 5.5 is
satisfied for n = 1 and fix t0 ∈ I for the moment. We have
Jt0 × Ct0 := Jt0 × U 5r0
7
(σ(t0)) \ U 2r0
7
(σ(t0)) ⊂⊂
{
(t, z) ∈ Jt0 × C : z ∈ ρ(A(t))
}
=: Ut0
and Ut0 ∋ (t, z) 7→ (z−A(t))
−1 is continuous, because Jt0 ∋ t 7→ A(t) is continuous in the
generalized sense due to the WOT-continuous differentiability of Jt0 ∋ t 7→ (z −A(t))
−1
(Theorem IV.3.15 of [31]). Consequently, sup(t,z)∈Jt0×Ct0
∥∥(z −A(t))−1∥∥ < ∞, whence
we can (and will) assume w.l.o.g. that
sup
(t,z)∈Jt0×Ct0
∥∥(z −A(t))−1∥∥ ≤ at0 . (5.3)
We now define ε∗t0 and n
∗
t0(ε) just like in Joye and Pfister’s paper [24], that is,
ε∗t0 := max
{
ε ∈
(
0,
1
2at0bt0
)
:
∞∑
k=1
(
2α2at0bt0
ε
1− 2at0bt0ε
)k
≤ α
}
,
n∗t0(ε) :=
⌊ 1
ect0dt0 ε
⌋
for ε ∈ (0,∞), (5.4)
where α and dt0 are defined by equation (2.30) and equation (2.50) of [24]. (In particular,
ε∗t0 and n
∗
t0(ε) only depend on γt0 , at0 , bt0 and ct0 .) We now show by finite induction
over k: whenever Condition 5.5 is satisfied for a certain n′ ∈ N, then the following holds
true for all ε ∈ (0, ε∗t0 ] and all k ∈ {1, . . . , n
∗
t0(ε, n
′)} with n∗t0(ε, n
′) := min{n∗t0(ε), n
′}:
(a) Ak ε, Pk ε,Kk ε are well-defined w.r.t. γt (t ∈ Jt0) and Jt0 ∋ t 7→ Kk ε(t) is n
∗
t0(ε, n
′)−
k times WOT-continuously differentiable
(b) supt∈Jt0
∥∥∥K(l)k ε(t)−K(l)k−1 ε(t)
∥∥∥ ≤ bt0ck+lt0 dkt0εk (k+l)!(1+l)2 for all l ∈ N ∪ {0} with the
property that k + l ≤ n∗t0(ε, n
′)
(c) supt∈Jt0
∥∥∥K(l)k ε(t)
∥∥∥ ≤ 2bt0clt0 l!(1+l)2 for all l ∈ N ∪ {0} with k + l ≤ n∗t0(ε, n′).
Suppose that Condition 5.5 is satisfied for a certain n′ ∈ N and fix ε ∈ (0, ε∗t0 ]. Set k = 1
for the induction basis. We have only to prove assertion (a) since assertions (b) and (c)
can be gathered from the proof of Proposition 2.1 of [24]. It is obvious that A0 ε, P0 ε,
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K0 ε are well-defined w.r.t. γt (t ∈ Jt0) and that t 7→ K0 ε(t) = [P
′(t), P (t)] is n′ times
WOT-continuously differentiable. Since, for z ∈ Ct0 and t ∈ Jt0 ,
(z −A1 ε(t)) =
(
1 + εK0 ε(t)(z −A(t))
−1
)
(z −A(t))
and
∥∥εK0 ε(t)(z −A(t))−1∥∥ ≤ εbt0 ∥∥(z −A(t))−1∥∥ ≤ ε∗t0bt0at0 < 12
(remember the estimate for K0 ε = [P
′, P ] from Condition 5.5, the estimate for the
resolvent of A from (5.3), and the definition of ε∗t0 in (5.4)), we see that
rg γt ⊂ U 4r0
7
(σ(t)) \ U 3r0
7
(σ(t)) ⊂ U 5r0
7
(σ(t0)) \ U 2r0
7
(σ(t0)) = Ct0 ⊂ ρ(A1 ε(t))
for all t ∈ Jt0 . And since
n
(
γt, U 2r0
7
(σ(t0))
)
= 1 = n
(
γt0 , U 2r0
7
(σ(t0))
)
,
n
(
γt,C \ U 5r0
7
(σ(t0))
)
= 0 = n
(
γt0 ,C \ U 5r0
7
(σ(t0))
)
and Ct0 ⊂ ρ(A1 ε(t)) for all t ∈ Jt0 , the cycles γt and γt0 are homologous in ρ(A1 ε(t)) for
t ∈ Jt0 , so that
Jt0 ∋ t 7→ P1 ε(t) =
1
2πi
∫
γt
(z −A1 ε(t))
−1 dz
=
1
2πi
∫
γt0
(z −A(t))−1
(
1 + εK0 ε(t)(z −A(t))
−1
)−1
dz
is n′ times WOT-continuously differentiable. (In order to see this, use the product rule
and inverses rule for WOT-continuous differentiability from the remark before Lemma 2.5
as well as Condition 5.5.) Consequently, A1 ε, P1 ε, K1 ε are well-defined w.r.t. γt (t ∈ Jt0)
and t 7→ K1 ε(t) is n
′ − 1 times (in particular, n∗t0(ε, n
′) − 1 times) WOT-continuously
differentiable.
Choose now k ∈ {2, . . . , n∗t0(ε, n
′)} and assume that assertions (a), (b), (c) are true
for k − 1. We then have to show that they are also true for k. As above we have only
to establish (a) since (b) and (c) can then be derived as in the proof of Proposition 2.1
of [24], as a close inspection of that proof shows. And in order to prove (a) we can
proceed essentially as above: just use assertion (c) for k − 1 to get the estimate
sup
(t,z)∈Jt0×Ct0
∥∥εKk−1 ε(t)(z −A(t))−1∥∥ ≤ 2bt0at0ε∗t0 < 1
and continue as above, thereby concluding the inductive proof of (a), (b), (c).
Choosing finitely many points t1, . . . , tm ∈ I such that Jt1 ∪ · · · ∪ Jtm = I, and setting
ε∗ := min{ε∗t1 , . . . , ε
∗
tm} and n
∗(ε) := min{n∗t1(ε), . . . , n
∗
tm(ε)}, (5.5)
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we find – in virtue of the above preparations – that, for every ε ∈ (0, ε∗], the following
holds true: whenever Condition 5.5 is fulfilled for an n′ ∈ N, then Ak ε, Pk ε, Kk ε are
well-defined w.r.t. γt (t ∈ I) and
sup
t∈I
‖Kk ε(t)−Kk−1 ε(t)‖ ≤ bc
kdkεkk! (5.6)
for every k ∈ {1, . . . , n∗(ε, n′)}, where b, c, d are obtained by taking the maximum of the
corresponding quantities for the points t1, . . . , tm and n
∗(ε, n′) := min{n∗(ε), n′}.
Suppose now as in (i) that Condition 5.5 is satisfied for an n ∈ N. Since n∗(ε) −→ ∞
as ε ց 0, we can assume w.l.o.g. that n∗(ε, n) = n for all ε ∈ (0, ε∗] and therefore
assertion (i) follows from (5.6). Suppose finally as in (ii) that Condition 5.5 is satisfied
for n = ∞. Since for every ε ∈ (0, ε∗] there is n′ ∈ N such that n∗(ε, n′) = n∗(ε) and
since Condition 5.5 is satisfied, in particular, for this n′, assertion (ii) follows from (5.6)
with the help of Stirling’s formula (see, for instance, the proof of Theorem 2.1 of [24] or
of Theorem 1b of [40]). 
After these preparations we can now prove the announced adiabatic theorem of higher
order extending Theorem 2.1 of [24] where skew self-adjoint operators A(t) that analyt-
ically depend on t and have time-independent domains are considered.
Theorem 5.7. Suppose A(t), σ(t), P (t) for t ∈ I are such that Condition 5.1 is satisfied
and Condition 5.5 with WOT replaced by SOT is satisfied for an n ∈ N or n = ∞,
respectively. Then
(i) supt∈I ‖Pε(t)− P (t)‖ = O(ε) as ε ց 0, where, for all ε ∈ (0, ε
∗] and t ∈ I,
Pε(t) := Pn ε(t) in case n ∈ N and Pε(t) := Pn∗(ε) ε(t) in case n = ∞ (and where
ε∗ and n∗(ε) are defined as in (5.5) of the lemma above).
(ii) Whenever the evolution system Vε for
1
εAn ε +Knε resp.
1
εAn∗(ε) ε +Kn∗(ε) ε exists
on D(A(t)) for all ε ∈ (0, ε∗], then Vε is adiabatic w.r.t. Pε and for a suitable
constant g ∈ (0,∞)
sup
t∈I
‖Vε(t)− Uε(t)‖ = O(ε
n) resp. O
(
e−
g
ε
)
(εց 0).
(iii) Additionally, one has – the existence of V 1
ε
being irrelevant here – that
sup
t∈I
‖(1− Pε(t))Uε(t)Pε(0)‖ ,
sup
t∈I
‖Pε(t)Uε(t)(1 − Pε(0))‖ = O(ε
n) resp. O
(
e−
g
ε
)
(εց 0).
Proof. (i) Set Aε(t) := An ε(t) and K
−
ε (t) := Kn−1 ε(t) in case n ∈ N and Aε(t) :=
An∗(ε) ε(t) and K
−
ε (t) := Kn∗(ε)−1 ε(t) in case n = ∞ (for t ∈ I and ε ∈ (0, ε
∗]). As was
shown in the proof of the above lemma, the cycles γt and γti are homologous in ρ(Aε(t))
60
for every t ∈ Jti (where t1, . . . , tm are points of I chosen as in the definition of ε
∗ and
n∗(ε) in (5.5)) and every ε ∈ (0, ε∗], whence
Pε(t)− P (t) =
1
2πi
∫
γti
(z −Aε(t))
−1 − (z −A(t))−1 dz
= −
1
2πi
∫
γti
(z −Aε(t))
−1 εK−ε (t) (z −A(t))
−1 dz
for all t ∈ Jti and ε ∈ (0, ε
∗]. Also, it was shown in the proof of the above lemma that
for all ε ∈ (0, ε∗] and all i ∈ {1, . . . ,m} one has sup(t,z)∈Jti×rg γti
∥∥(z −A(t))−1∥∥ ≤ ati ,
supt∈Jti
‖K−ε (t)‖ ≤ 2bti , and
∥∥(z −Aε(t))−1∥∥ ≤ ∥∥(z −A(t))−1∥∥
∥∥∥(1 + εK−ε (t)(z −A(t))−1)−1
∥∥∥
≤ ati
∞∑
m=0
(ε2btiati)
m ≤
ati
1− 2atibtiε
∗
ti
<∞
for all (t, z) ∈ Jti × rg γti . Assertion (i) is now clear (notice that for this assertion
Condition 5.1 is not needed – only Condition 5.5 in its original WOT version is used).
(ii) Set K+ε (t) := [P
′
ε(t), Pε(t)] for t ∈ I and ε ∈ (0, ε
∗] and suppose that the evolution
system Vε for
1
εAε + K
+
ε exists on D(A(t)). Since for every x ∈ D(A(0)) the map
[0, t] ∋ s 7→ Uε(t, s)Vε(s)x is continuous and right differentiable (by Lemma 2.6) and
since the right derivative s 7→ Uε(t, s)
(
K+ε (s)−K
−
ε (s)
)
Vε(s)x is bounded, it follows from
Lemma 2.7 that
Vε(t)x− Uε(t)x = Uε(t, s)Vε(s)x
∣∣s=t
s=0
=
∫ t
0
Uε(t, s)
(
K+ε (s)−K
−
ε (s)
)
Vε(s)x ds (5.7)
for all t ∈ I. And from this, in turn, we conclude the desired estimates – using the
estimates for K+ε −K
−
ε from Lemma 5.6 and applying Proposition 2.13 (ii). It remains
to show that Vε is adiabatic w.r.t. Pε. As, by assumption, Condition 5.5 is satisfied with
WOT replaced by SOT (up to now, the unaltered Condition 5.5 was sufficient), t 7→ Pε(t)
is continuously differentiable not only w.r.t. WOT but also w.r.t. SOT. And therefore,
the adiabaticity of Vε follows from Propostion 2.14.
(iii) Arguing as in the adiabaticity proof above, we get for every x ∈ D(A(0)) and
every t ∈ I that
Pε(t)Uε(t)x− Uε(t)Pε(0)x = Uε(t, s)Pε(s)Uε(s)x
∣∣s=t
s=0
=
∫ t
0
Uε(t, s)
(
P ′ε(s)−
1
ε
(
A(s)Pε(s)− Pε(s)A(s)
))
Uε(s)x ds.
Since Aε(s) commutes with Pε(s) for s ∈ I and since A = Aε + εK
−
ε , we have
P ′ε(s)−
1
ε
(
A(s)Pε(s)− Pε(s)A(s)
)
⊂ P ′ε(s)− [K
−
ε (s), Pε(s)]
= P ′ε(s)− [K
+
ε (s), Pε(s)] + [K
+
ε (s)−K
−
ε (s), Pε(s)] = [K
+
ε (s)−K
−
ε (s), Pε(s)]
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for every s ∈ I, and the desired conclusion follows with the help of Lemma 5.6. 
It is obvious from the definition of Joye and Pfister’s iterative scheme that Pε(t) =
P (t) for all t in the (possibly empty) set I \ suppP ′, and therefore it follows from
Theorem 5.7 (iii) that
sup
t∈I\suppP ′
∥∥∥(1− P (t))U 1
ε
(t)P (0)
∥∥∥ ,
sup
t∈I\suppP ′
∥∥∥P (t)U 1
ε
(t)(1− P (0))
∥∥∥ = O(εn) resp. O(e− gε ) (εց 0).
A result similar to Theorem 5.7 could have been proved with the help of a method
developed by Nenciu in [40] – this can easily be gathered from the exposition in Section 7
of [46]. We have chosen Joye and Pfister’s method since it is easier to remember and
effortlessly transferred to the case of several compact isolated subsets σ1(t), . . . , σm(t) of
σ(A(t)) where each is uniformly isolated in σ(A(t)) and uniformly isolated from each of
the others.
We finally comment on a recent theorem by Joye from [25] dealing with time-independent
domains and several spectral subsets σi(t). It allows for a generalization of Condition 5.1
at the cost of a specialization of Condition 5.5 and states the following (where we confine
ourselves, for the sake of notational simplicity, to the case of only one spectral subset
σi(t) = σ(t)): if – and what follows is a special case of Condition 5.5 – there is an open
neighbourhood UI of I such that t 7→ A(t)x for every x ∈ D extends to a holomorphic
map on UI and if σ(t) = {λ(t)} for every t ∈ I for a uniformly isolated spectral value
λ(t) of A(t) of finite algebraic multiplicity (hence an eigenvalue) such that t 7→ λ(t) is
continuous, then it suffices for the conclusion of Theorem 5.7 to hold that – instead of
Condition 5.1 – λ(t) lie in the left closed complex half-plane and A(t)P (t) generate a con-
traction semigroup on X for every t ∈ I (where P := 1−P ). So, in the above-mentioned
special case of Condition 5.5 the boundedness requirement on Uε from Condition 5.1 is
not necessary for assertions (i), (ii) and (iii) of Theorem 5.7. It is, however, necessary
for the convergences
sup
t∈I
‖(1− P (t))Uε(t)P (0)‖ , sup
t∈I
‖P (t)Uε(t)(1− P (0))‖ −→ 0 (εց 0)
with the originally given projections P (t), which we are primarily interested in here. See
the example at the end of Section 1 of [25] for a proof of this necessity statement. Also,
it should be remarked that the above-mentioned special requirements (analyticity and
finite algebraic multiplicity) of Joye’s theorem from [25] are really essential for the proof
in [25]. Indeed, this proof essentially rests upon the following estimate for the evolution
system V0 ε for
1
εA0 ε +K0 ε =
1
εA+ [P
′, P ] on D
sup
(s,t)∈∆
‖V0 ε(t, s)‖ ≤ c e
c/εβ (ε ∈ (0, ε∗]) (5.8)
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with constants β ∈ (0, 1) and c ∈ (0,∞) (Proposition 6.1 of [25]), which then – by the
usual perturbation argument (Proposition 2.13) – yields the estimates
sup
(s,t)∈∆
‖Uε(t, s)‖ , sup
(s,t)∈∆
‖Vε(t, s)‖ ≤ c
′ ec
′/εβ (ε ∈ (0, ε∗]) (5.9)
from which, in turn, by the integral representation (5.7) and the exponential decay of
K+ε − K
−
ε from Lemma 5.6 (analyticity requirement!), the conclusion of Theorem 5.7
finally follows. And the fundamental estimate (5.8) rests upon a result on the growth (in
ε) of the evolution system for analytic families 1εN of nilpotent operators N(t) on finite-
dimensional spaces (Proposition 4.1 of [25]), which proposition (by the analyticity and
finite algebraic multiplicity requirement!) can be applied to the nilpotent endomorphisms
N(t) := W (t)−1(A(t)− λ(t))W (t)
∣∣
P (0)X
of the finite-dimensional space P (0)X that analytically depend on t. W denotes the
evolution system for [P ′, P ] on X exactly intertwining the subspaces P (t)X.
5.4 An example with time-dependent domains
We confine ourselves to an example illustrating the adiabatic theorem without spectral
gap condition. In this example, a differential operator of the simplest kind occurs, namely
B : W 1,p(R) ⊂ Lp(R) → Lp(R) with Bf := ∂f (weak derivative). Since B is the
generator of the (left) translation group T on Lp(R) (which is given by T (t)f := f( . + t)
for t ∈ R), one has σ(B) ⊂ iR, and since for every λ ∈ iR the function g, defined by
g(t) :=
eλt
tα
χ[1,∞)(t) (t ∈ R)
with arbitrary α ∈ (1p , 1 +
1
p ], belongs to L
p(R) but not to the range of B − λ, one even
has σ(B) = iR for p ∈ [1,∞). Additionally, since B∗q = −Bq∗ for every q ∈ [1,∞) with
dual exponent q∗ and since σp(Bq) = ∅ for q ∈ [1,∞) and σp(Bq) = iR for q = ∞, one
obtains the following fine structure of the spectrum of B:
σp(B) = ∅, σc(B) = ∅, σr(B) = iR (p = 1)
σp(B) = ∅, σc(B) = iR, σr(B) = ∅ (p ∈ (1,∞)).
Example 5.8. Suppose A, λ, P with A(t) = R(t)−1A0(t)R(t), P (t) = R(t)
−1P0R(t),
and R(t) = eCt are given as follows in X := ℓp(Id)×L
p(R) (where p ∈ (1,∞) and d ∈ N):
A0(t) :=
(
λ(t) + α(t)N 0
0 B
)
and P0 :=
(
1 0
0 0
)
,
where λ(t) ∈ {Re z ≤ 0}, α(t), N are such that Condition 2.16 is satisfied and where B
is the differentiation operator on Lp(R) defined above, so that, in particular,
D(A0(t)) = D := ℓ
p(Id)×W
1,p(R).
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Additionally, suppose t 7→ λ(t), α(t) are continuously differentiable and C is the bounded
linear map in ℓp(Id)× L
p(R) given by
C :=
(
0 0
C0 0
)
with C0(x1, . . . , xd) := xdf0
for an arbitrary fixed 0 6= f0 ∈ L
p(R). Since (by p 6= 1) the spectrum of A0(t)|(1−P0)D =
B is purely continuous for every t ∈ I, P0 is weakly associated with A0(t) and P0,
and hence the same is true for A(t) and P (t) instead of A0(t), P0. Since, moreover, B
generates a contraction group (not only a semigroup) in Lp(R), the resolvent estimates
of Theorem 5.4 are satisfied with ϑ(t) := π. ◭
It follows in the same way as after Example 4.7 that A, λ, P of the above example can-
not be reduced to a finite-dimensional subspace and that our adiabatic theorem without
spectral gap condition does not apply if p = 1 in the example above. Also, it should be
noticed that the domains D(A(t)) = e−CtD of the above A(t) really are time-dependent
– more precisely, one has D(A(t1)) 6= D(A(t2)) for t1 6= t2 – if only f0 is chosen to lie
not in W 1,p(R). Indeed, if under this condition on f0 one has the twofold representation
(x, f − t1xd f0) = e
−Ct1(x, f) = e−Ct2(y, g) = (y, g − t2yd f0)
for some (x, f), (y, g) ∈ ℓp(Id)×W
1,p(R) = D with xd 6= 0, then t1 must be equal to t2.
6 Adiabatic theorems for operators defined by symmetric
sesquilinear forms
After having established general adiabatic theorems for time-dependent domains in Sec-
tion 5, we now apply these theorems to obtain – as simple corollaries – adiabatic theo-
rems for operators A(t) = iAa(t) defined by densely defined closed symmetric sesquilinear
forms a(t) with time-independent form domain – such as, for instance, Schrödinger op-
erators A(t) with time-dependent potentials V (t) belonging to the Rollnik class. In
particular, the theorem of Section 6.3 contains the adiabatic theorem of Bornemann
from [13] as a special case.
6.1 Some notation and preliminaries
We start by recording the basic conditions (depending on a regularity parameter n ∈
N∪ {∞}) that shall be imposed on the sesquilinear forms a(t) in the adiabatic theorems
of this section.
Condition 6.1. a(t) for every t ∈ I is a symmetric sesquilinear form on the Hilbert space
H+ (with norm ‖ . ‖+ and scalar product 〈 . , .. 〉+) which is densely and continuously
embedded into H (with norm ‖ . ‖ and scalar product 〈 . , .. 〉). There is a number m ∈
(0,∞) such that
〈 . , .. 〉+t := a(t)( . , .. ) +m 〈 . , .. 〉
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is a scalar product on H+ and such that the induced norm ‖ . ‖+t is equivalent to ‖ . ‖
+
for every t ∈ I. And finally, t 7→ a(t)(x, y) is n times continuously differentiable for all
x, y ∈ H+.
In Condition 6.1, the requirement that 〈 . , .. 〉+t be a scalar product on H
+ whose norm
‖ . ‖+t is equivalent to ‖ . ‖
+ for every t ∈ I could be reformulated in an equivalent way
by saying that there is m ∈ (0,∞) such that a(t)( . , .. )+m 〈 . , .. 〉 is ‖ . ‖+-bounded and
‖ . ‖+-coercive. It is well-known that under Condition 6.1 there is, for every t ∈ I, a
unique self-adjoint operator Aa(t) : D(Aa(t)) ⊂ H → H such that
D(Aa(t)) ⊂ H
+ and
〈
x,Aa(t)y
〉
= a(t)(x, y)
for every x ∈ H+ and y ∈ D(Aa(t)) (Theorem VI.2.1 and Theorem VI.2.6 of [31] or
Theorem 10.1.2 of [10]). As usual, we denote – in the situation of Condition 6.1 – by H−
the space of ‖ . ‖+-continuous conjugate linear functionals H+ → C, which obviously is
a Hilbert space w.r.t. the norms
f 7→ ‖f‖− := sup
‖x‖+=1
|f(x)| and f 7→ ‖f‖−t := sup
‖x‖+t =1
|f(x)| (t ∈ I).
And by j : H → H− we denote the injective continuous linear map with j(x) := 〈 . , x〉 ∈
H− for x ∈ H.
We continue by citing the fundamental theorem of Kisyński (Theorem 8.1 of [34]) giving
sufficient conditions for the well-posedness of the initial value problems corresponding to
A on D(A(t)), where A(t) = iAa(t) with symmetric sesquilinear forms a(t) with constant
domain. Similar theorems on well-posedness can be proved for the case of operators
A(t) = −Aa(t) defined by sectorial sesquilinear forms a(t) with time-independent form
domain. See, for instance, Fujie and Tanabe’s article [21] (Theorem 3.1) or Kato and
Tanabe’s article [28] (Theorem 7.3).
Theorem 6.2 (Kisyński). Suppose a(t) for every t ∈ I is a sesquilinear form such that
Condition 6.1 is satisfied with n = 2 and set A(t) := iAa(t) for t ∈ I. Then there is
a unique evolution system U for A on D(A(t)) and U(t, s) is unitary in H for every
(s, t) ∈ ∆.
In particular, this theorem guarantees that the basic Condition 5.1 of the general
adiabatic theorems for time-dependent domains is satisfied if Condition 6.1 is with n =
2. When it comes to verifying the other conditions of the general adiabatic theorems
discussed in Section 5, the following lemma will be important.
Lemma 6.3. Suppose that Condition 6.1 is satisfied for a certain n ∈ N and, for every
t ∈ I, denote by A˜0(t) the bounded linear map H
+ → H− extending A0(t) := Aa(t), that
is, A˜0(t)x := a(t)( . , x) for x ∈ H
+. Then the following holds true:
(i) t 7→ A˜0(t) is n times WOT-continuously differentiable.
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(ii) If for a certain z ∈ C the operator A0(t) − z : D(A0(t)) ⊂ H → H is bijective for
all t ∈ J0 (a non-trivial subinterval of I), then so is A˜0(t)− zj : H
+ → H− and
(A0(t)− z)
−1x = (A˜0(t)− zj)
−1j(x)
for all t ∈ J0 and x ∈ H. In particular, J0 ∋ t 7→ (A0(t) − z)
−1 is n times
WOT-continuously differentiable.
Proof. (i) We have only to show that t 7→ F (A˜0(t)x) is n times continuously differentiable
for every x ∈ H+ and every F ∈ (H−)∗. Since the canonical conjugate linear map
H+ ∋ y 7→ i(y) ∈ (H−)∗ with i(y)(f) := f(y) for f ∈ H−
is surjective by the reflexivity of H+, the claim is obvious from the continuous differen-
tiability requirement in Condition 6.1.
(ii) We fix t ∈ I and show that
ρ(A0(t)) ⊂ ρ(A
−
0 (t)), (6.1)
where A−0 (t) : j(H
+) ⊂ H− → H− is defined by A−0 (t)j(x) = A˜0(t)x for x ∈ H
+. Since
A−0 (t) is self-adjoint in (H
−, ‖ . ‖−t ), it follows that C \ R ⊂ ρ(A
−
0 (t)) and that
(A−0 (t)− z)
−1j(x) = j
(
(A0(t)− z)
−1x
)
(6.2)
for z ∈ C \ R and x ∈ H. It therefore remains to prove that ρ(A0(t)) ∩ R ⊂ ρ(A
−
0 (t)).
So let z ∈ ρ(A0(t)) ∩ R. Then there is δ > 0 such that (z − 2δ, z + 2δ) ⊂ ρ(A0(t)), from
which it follows by Stone’s formula (applied to both A0(t) and A
−
0 (t)) and by (6.2) that
0 = j
(
P(z−δ,z+δ)x+
1
2
P{z−δ,z+δ}x
)
=
(
P−(z−δ,z+δ) +
1
2
P−{z−δ,z+δ}
)
j(x)
for all x ∈ H, where P and P− denote the spectral measure of A0(t) and A
−
0 (t), re-
spectively. It follows (by the density of j(H) in H−) that P−(z−δ,z+δ) = 0 and hence
z ∈ ρ(A−0 (t)). So (6.1) is established and the desired conclusion ensues. 
6.2 Adiabatic theorems with spectral gap condition
We will need the following condition depending on a parameter m ∈ {0} ∪ N ∪ {∞} for
the adiabatic theorem with spectral gap condition below.
Condition 6.4. A(t) = iAa(t) for t ∈ I, where the sesquilinear forms a(t) satisfy Con-
dition 6.1 with n = 2. σ(t) for every t ∈ I is a compact subset of σ(A(t)), σ( . ) falls
into σ(A( . ))\σ( . ) at exactly m points that accumulate at only finitely many points, and
I \N ∋ t 7→ σ(t) is continuous, where N denotes the set of those m points at which σ( . )
falls into σ(A( . )) \ σ( . ). P (t) for every t ∈ I \N is the projection associated with A(t)
and σ(t) and I \N ∋ t 7→ P (t) extends to a twice SOT-continuously differentiable map
(again denoted by P ) on the whole of I.
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In view of Lemma 6.3 it is now very easy to derive the following adiabatic theorem
with uniform (m = 0) or non-uniform (m ∈ N ∪ {∞}) spectral gap condition from the
corresponding general adiabatic theorem with spectral gap condition (Theorem 5.3).
Theorem 6.5. Suppose A(t), σ(t), P (t) for t ∈ I are as in Condition 6.4 with m = 0
or m ∈ N ∪ {∞}, respectively. Then
sup
t∈I
‖Uε(t)− Vε(t)‖ = O(ε) resp. o(1) (εց 0),
whenever the evolution system Vε for
1
εA+[P
′, P ] exists on D(A(t)) for every ε ∈ (0,∞).
Proof. Choose, for every t0 ∈ I \N , non-trivial closed intervals Jt0 and cycles γt0 as in
Condition 5.2 (which is possible by the relative openness of I \ N in I). In virtue of
Lemma 6.3 it is then clear that Condition 5.2 is fulfilled, and the assertion follows from
Theorem 5.3. 
If the existence of the evolution Vε for
1
εA + [P
′, P ] cannot be ensured, one still has
the remark after Theorem 5.3. In the case of uniform spectral gap, the existence of
Vε is guaranteed if, for instance, Condition 6.1 is fulfilled with n = 3, since then I ∋
t 7→ P (t) is thrice WOT-continuously differentiable (by Lemma 6.3 (ii)) so that the
symmetric sesquilinear forms 1εa(t)+ b(t) =
1
εa(t)− i 〈 . , [P
′(t), P (t)] .. 〉 corresponding to
1
εA(t) + [P
′(t), P (t)] satisfy Condition 6.1 with n = 2 and Theorem 6.2 can be applied.
We finally note conditions under which the general adiabatic theorem of higher or-
der (Theorem 5.7) can be applied to the case of operators A(t) defined by symmetric
sesquilinear forms.
Condition 6.6. Suppose that A(t) = iAa(t) for t ∈ I where the sesquilinear forms a(t)
satisfy Condition 6.1 with a certain n ∈ N \ {1} or with n = ∞, respectively. In the
latter case suppose further that there is an open neighbourhood UI of I in C and for each
w ∈ UI there is a ‖ . ‖
+-bounded sesquilinear form a˜(w) on H+ such that a˜(t) = a(t)
for t ∈ I and that UI ∋ w 7→ a˜(w)(x, y) is holomorphic for every x, y ∈ H
+. Suppose
moreover that σ(t) for every t ∈ I is an isolated compact subset of σ(A(t)), that σ( . ) at
no point falls into σ(A( . )) \ σ( . ), and that t 7→ σ(t) is continuous. And finally, suppose
P (t) for every t ∈ I is the projection associated with A(t) and σ(t) and t 7→ P (t) is n+1
times times SOT-continuously differentiable.
It is not difficult (albeit a bit technical) to show that under Condition 6.6 the hy-
potheses of Theorem 5.7 are really satisfied. (In the case n = ∞ define A˜0(w) by
A˜0(w)x := a˜(w)( . , x) for x ∈ H
+. Then A˜0(w) is a bounded linear map H
+ → H− and
UI ∋ w 7→ A˜0(w) ∈ L(H
+,H−) is WOT-holomorphic and hence NOT-holomorphic. A
simple perturbation argument and Cauchy’s inequality (in conjunction with the formula
in Lemma 6.3 (ii)) then yield estimates of the desired kind.)
6.3 An adiabatic theorem without spectral gap condition
In the adiabtic theorem without spectral gap condition below, the following condition
will be used.
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Condition 6.7. A(t) = iAa(t) for t ∈ I where the sesquilinear forms a(t) satisfy Condi-
tion 6.1 with n = 2. λ(t) for every t ∈ I is an eigenvalue of A(t) such that t 7→ λ(t) is
continuous. And P (t) for every t ∈ I is an orthogonal projection in H such that P (t) is
weakly associated with A(t) and λ(t) for almost every t ∈ I, rkP (0) < ∞ and t 7→ P (t)
is SOT-continuously differentiable.
While in the case with spectral gap Lemma 6.3 was sufficient, we need another –
well-expected – lemma in the case without spectral gap.
Lemma 6.8. Suppose that Condition 6.7 is satisfied and that, in addition, t 7→ λ(t) is
continuously differentiable. Then t 7→ (λ(t) + δ −A(t))−1 is SOT-continuously differen-
tiable for every δ ∈ (0,∞) and there is an M ′0 ∈ (0,∞) such that∥∥∥∥ ddt(λ(t) + δ −A(t))−1
∥∥∥∥ ≤ M
′
0
δ2
for all t ∈ I and δ ∈ (0, 1].
Proof. Set A0(t) := Aa(t) = −iA(t) and λ0(t) := −iλ(t) and let A˜0(t) : H
+ → H−
be the bounded extension of A0(t). Since by Lemma 6.3 t 7→ A˜0(t) is twice WOT-
and, in particular, once SOT-continuously differentiable and t 7→ λ0(t) is continuously
differentiable, it follows that
t 7→
(
A0(t)− (λ0(t)− iδ)
)−1
=
(
A˜0(t)− (λ0(t)− iδ)j
)−1
j
is SOT-continuously differentiable for every δ ∈ (0,∞) and that
d
dt
(
A0(t)− (λ0(t)− iδ)
)−1
=
(
A˜0(t)− (λ0(t)− iδ)j
)−1 (
λ′0(t)j − A˜
′
0(t)
) (
A˜0(t)− (λ0(t)− iδ)j
)−1
j (6.3)
for t ∈ I and δ ∈ (0,∞). We therefore show that there is a constant c′0 ∈ (0,∞) such
that
∥∥∥(A˜0(t)− (λ0(t)− iδ)j)x
∥∥∥−
t
≥
δ
c′0
‖x‖+t (6.4)
for all x ∈ H+, t ∈ I and δ ∈ (0, 1]. In order to do so we observe the following simple
fact: if instead of j the natural isometric isomorphism
j+t : (H
+, ‖ . ‖+t ) → (H
−, ‖ . ‖−t ) with j
+
t (x) := 〈 . , x〉
+
t for x ∈ H
+
occurred in (6.4), this assertion would be trivial. We are therefore led to express j in
terms of j+t : by the definition of the scalar product 〈 . , .. 〉
+
t in Condition 6.1, we have
j =
1
m
(
A˜0(t)− j
+
t
)
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for all t ∈ I, so that
A˜0(t)− (λ0(t)− iδ)j =
m+ λ0(t)− iδ
m
(
A˜0(t)−
λ0(t)− iδ
m+ λ0(t)− iδ
j+t
)
.
Since for all x ∈ H+ with ‖x‖+t = 1
∥∥∥∥
(
A˜0(t)−
λ0(t)− iδ
m+ λ0(t)− iδ
j+t
)
x
∥∥∥∥
−
t
≥
∣∣∣a(t)(x, x)− λ0(t)− iδ
m+ λ0(t)− iδ
(
j+t (x)
)
(x)
∣∣∣
≥
∣∣∣ Im( λ0(t)− iδ
m+ λ0(t)− iδ
)∣∣∣ = mδ
|m+ λ0(t)− iδ|2
,
it follows that
∥∥∥(A˜0(t)− (λ0(t)− iδ)j)x
∥∥∥−
t
≥
∣∣∣m+ λ0(t)− iδ
m
∣∣∣ mδ
|m+ λ0(t)− iδ|2
‖x‖+t ≥
δ
c′0
‖x‖+t
for all x ∈ H+ and all t ∈ I, δ ∈ (0, 1], where c′0 := m + ‖λ‖∞ + 1. So (6.4) is proven
and it follows that
∥∥∥(A˜0(t)− (λ0(t)− iδ)j)−1
∥∥∥
H−→H+
≤
c′0
δ
(6.5)
for all t ∈ I and δ ∈ (0, 1], because the equivalence of the norms ‖ . ‖+t with ‖ . ‖ required
in Condition 6.1 is uniform w.r.t. t by Lemma 7.3 of [34]. In view of (6.3) and (6.5) the
asserted estimate is now clear. 
With this lemma at hand, it is now simple to derive the following adiabatic theorem
without spectral gap condition which generalizes an adiabatic theorem of Bornemann
(Theorem IV.1 of [13]).
Theorem 6.9. Suppose A(t), λ(t), P (t) for t ∈ I are such that Condition 6.7 is satisfied.
Then
sup
t∈I
∥∥(Uε(t)− V0 ε(t))P (0)∥∥ −→ 0 and sup
t∈I
∥∥P (t)(Uε(t)− V0 ε(t))∥∥ −→ 0
as εց 0, where V0 ε denotes the evolution system for
1
εAP + [P
′, P ] = 1ελP + [P
′, P ] for
every ε ∈ (0,∞). If, in addition, t 7→ P (t) is thrice WOT-continuously differentiable,
then the evolution system Vε for
1
εA+ [P
′, P ] exists on D(A(t)) for every ε ∈ (0,∞) and
sup
t∈I
‖Uε(t)− Vε(t)‖ −→ 0 (εց 0).
Proof. We have to verify the hypotheses of the general adiabatic theorem without spec-
tral gap condition for time-dependent domains (Theorem 5.4) with m0 = 1. In view
of Lemma 6.8 it remains to establish two small things, namely the continuous differ-
entiability of t 7→ λ(t) (from Theorem 5.4 and from Lemma 6.8) and the inclusion
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P (t)H ⊂ ker(A(t) − λ(t)) for every t ∈ I (from Theorem 5.4). We know by assump-
tion that P (t)H = ker(A(t) − λ(t)) = ker(A0(t) − λ0(t)) for almost every t ∈ I so that
P (t)H ⊂ D(A0(t)) ⊂ H
+ and
0 = j
(
(A0(t)− λ0(t))P (t)x
)
=
(
A−0 (t)− λ0(t)
)
j(P (t)x)
for all x ∈ H and almost every t ∈ I (where A0(t), λ0(t) are defined as in the proof of
Lemma 6.8 and where A−0 (t) is the self-adjoint operator in (H
−, ‖ . ‖−t ) from the proof
of Lemma 6.3). Applying the closedness argument after Theorem 3.2 to the closed
operator iA−0 (t) : j(H
+) ⊂ H− → H− (with time-independent domain!), we see that
j(P (t)H) ⊂ j(H+) and
0 =
(
A−0 (t)− λ0(t)
)
j(P (t)x) = a(t)( . , P (t)x) − λ0(t) 〈 . , P (t)x〉
for all x ∈ H and every (not only almost every) t ∈ I. In particular, for every t ∈ I,
0 = a(t)(y, P (t)x) − λ0(t) 〈y, P (t)x〉 = 〈(A0(t)− λ0(t))y, P (t)x〉
for y ∈ D(A0(t)) and x ∈ H, so that
P (t)H ⊂ ker(A0(t)− λ0(t))
∗ = ker(A(t)− λ(t)) (6.6)
for every t ∈ I, as desired. Since for every t0 ∈ I there is a neighbourhood Jt0 ⊂ I and
an x0 ∈ H such that P (t)x0 6= 0 for t ∈ Jt0 , it follows from (6.6) that
1
λ(t)− 1
=
〈
P (t)x0, (A(t)− 1)
−1P (t)x0
〉
〈P (t)x0, P (t)x0〉
for every t ∈ Jt0 , from which in turn it follows (by Lemma 6.3) that t 7→ λ(t) is continu-
ously differentiable, as desired.
According to what has been said at the beginning of the proof, it is now clear that
Lemma 6.8 can be applied and that the hypotheses of the first part of Theorem 5.4 are
satisfied. Since the evolution system Uε is unitary (by Theorem 6.2) and V0 ε is unitary
as well, we see by obviously modifying the proof of Theorem 5.4 that
sup
(s,t)∈I2
∥∥(Uε(t, s)− V0 ε(t, s))P (s)∥∥ −→ 0 (εց 0), (6.7)
where Uε(t, s) := Uε(s, t)
−1 = Uε(s, t)
∗ and V0 ε(t, s) := V0 ε(s, t)
−1 = V0 ε(s, t)
∗ for
(s, t) ∈ I2 with s > t. Since∥∥P (t)(Uε(t)− V0 ε(t))∥∥ = ∥∥(Uε(0, t) − V0 ε(0, t))P (t)∥∥
for t ∈ I (take adjoints), the first two of the asserted convergences follow from (6.7).
Suppose finally that t 7→ P (t) is thrice WOT-continuously differentiable. Then the
symmetric sesquilinear forms 1εa(t) + b(t) =
1
εa(t) − i 〈 . , [P
′(t), P (t)] .. 〉 corresponding
to the operators 1εA(t) + [P
′(t), P (t)] satisfy Condition 6.1 with n = 2 and therefore the
evolution system Vε for
1
εA+[P,P ] exists onD(A(t)) for every ε ∈ (0,∞) by Theorem 6.2.
Also, t 7→ P (t) is obviously norm continuously differentiable and so the hypotheses of
the second part of Theorem 5.4 are satisfied, which gives the last convergence. 
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What are the differences between the above theorem and Bornemann’s adiabatic the-
orem of [13]? While in Theorem IV.1 of [13] λ(t) is required to belong to the discrete
spectrum of A(t) (and hence to be an isolated eigenvalue) for every t ∈ I, in the above
theorem it is only required that λ(t) has finite multiplicity for almost every t ∈ I: the
eigenvalues λ(t) are allowed to have infinite multiplicity on a set of measure zero and,
moreover, they are allowed to be non-isolated in σ(A(t)) for every t ∈ I. Also, the
regularity conditions on A and P of the above theorem are slightly weaker than those
of Theorem IV.1: for instance, t 7→ A˜0(t) is required to be twice NOT-continuously
differentiable in [13] whereas above it is only required that t 7→ a(t)(x, y) be twice con-
tinuously differentiable for x, y ∈ H+ (or equivalently (Lemma 6.3), that t 7→ A˜0(t) be
twice WOT-continuously differentiable). And finally, the statement of the theorem above
is a bit more general than the conclusion of Theorem IV.1 in [13] which says that, for all
x ∈ H+ (and hence for all x ∈ H) and uniformly in t ∈ I,
〈Uε(t)x, P (t)Uε(t)x〉 = 〈Uε(t)x, P (t)Uε(t)x− Uε(t)P (0)x〉 + 〈x, P (0)x〉
−→ 〈x, P (0)x〉 (εց 0).
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