Abstract. Stylized facts suggest that output volatility in OECD countries has declined in recent years. The causes and the nature of this decline have so far been analyzed mainly for the United States. In this paper, we analyze whether structural changes in output volatility in Germany can be detected. We report evidence that output volatility has declined in Germany. It is difficult to answer the question whether this decline in output volatility reflects good economic and monetary policy or merely 'good luck'.
MOTIVATION
The international integration of goods and financial markets, new communication and information technologies, and changes in the stance of economic policy have altered the world's economic landscape. This raises the question whether the dynamics of the business cycle may have changed as well.
Evidence for the US indeed suggests that business cycle dynamics have changed and that output volatility in the US has decreased. Yet, both the nature and the causes of the decline in US output volatility remain subject to controversy. While Blanchard and Simon (2001) report that there has been a trend decline in output volatility in the US, Kim and Nelson (1999) and McConnell and Perez-Quiros (2000) report evidence for a discrete step reduction in US output volatility in the mid-1980s. Moreover, the decline in US output volatility has been attributed to structural shifts in the economy (Zarnowitz and Moore, 1986) and new inventory management techniques (McConnell and Perez-Quiros, 2000) , improved (monetary) policy (Taylor, 1999) , or simply 'good luck', i.e. smaller shocks (Blanchard and Simon, 2001; Stock and Watson, 2002) .
Given this ambiguity of findings and interpretations, evidence from countries other than the US might yield important insights into the nature and the causes of changes in output volatility. So far, however, empirical research is relatively scarce in this respect. While a number of historical studies conclude that output volatility has been declining in OECD countries (Bergman et al., 1998; Basu and Taylor, 1999; Blanchard and Simon, 2001; Dalsgaard et al., 2002) , systematic evidence on the causes and the nature of this trend is lacking for most of these countries. Notable exceptions are studies by Simon (2001) for Australia, Debs (2001) for Canada, and Mills and Wang (2003) for the G7 countries. The general conclusion that emerges from these studies is that output volatility in industrial countries has declined.
In this paper, we analyze whether a structural change in output volatility can be detected in German data. Our analysis helps to clarify whether the decline in output volatility discussed in the literature is a US-specific or a more universal phenomenon. Apart from the fact that Germany is the largest economy in the EU, accounting for roughly 30 per cent of union-wide output, Germany is an interesting case because, unlike the US, Germany experienced large exogenous shocks in the 1990s as a result of reunification and of the opening up of Central and Eastern Europe. Generally, being more integrated into international trade and capital flows than the US, Germany has potentially been exposed to the effects of globalization to a greater degree as well.
Our sample covers the period 1970-2000. For this period, we find evidence supporting the view that output volatility in Germany declined. Yet, the downward trend in output volatility was interrupted by periods during which output volatility tended to rise. Specifically, the reunification period was characterized by high output volatility.
What are the factors behind the decline in output volatility? Three possible factors for changes in output volatility are usually considered in the empirical literature: 'good luck', 'good policy' and changes in the structure of the economy. To distinguish good luck from good policy, we follow the literature and estimate a vector autoregressive (VAR) model that we use for a counterfactual VAR analysis (see also Boivin and Giannoni, 2002; Stock and Watson, 2002) . This technique allows studying the issue whether changes in shocks that have hit an economy or changes in propagation mechanisms are behind the changes in output volatility. In addition to a baseline specification, we also estimate a VAR that includes a measure of globalization. The results we obtain from our counterfactual VAR analysis give a diverse picture. We find some evidence that, as in the US, the reduction in volatility in the 1990s seems to be in part the result of 'good luck'. However, we also find some C. M. Buch et al. evidence that economic policy may have contributed to the decline in output volatility. In general, we find it difficult to discriminate clearly between the 'good luck' and 'good policy' hypotheses.
To analyze whether changes in the structure in the German economy may have been a factor behind the decline in output volatility, we look into the dynamics of the various components of GDP. We analyze whether, for instance, a lower volatility of inventories was behind the decline in output volatility. In the literature, lower volatility of inventories has been interpreted as evidence for better inventory management techniques (see, e.g., Dalsgaard et al., 2002) . Our analysis indicates that part of the decline in the volatility of aggregate output may indeed come from a reduction in the volatility of inventories. Yet, in the case of Germany, the decline in the volatility of inventories should be interpreted with some caution. The reason is that the decline in the volatility of inventories may be mainly a statistical artifact rather than the reflection of a more fundamental structural change. In Germany, national account statistics treat inventory investments merely as the statistical difference between total value-added and demand components other than inventories. This is in contrast to the practice in the US, where economically more meaningful statistics on inventories are available.
We organize the remainder of this paper as follows. In Section 2, we describe the data we use in our empirical study and provide some descriptive evidence on the dynamics of output volatility in Germany. In Section 3, we use quantitative tests to study whether structural changes in output volatility in Germany can be detected. In Section 4, we use a VAR model to analyze to what extent changes in the magnitude of shocks and in the stance of (monetary) policy and, thus, changes in propagation mechanisms may have contributed to the dynamics of output volatility in Germany. In Section 5, we study in detail the role played by the sectoral composition of aggregate output and by the volatility of sectoral growth contributions for aggregate output volatility in Germany. In Section 6, we discuss our results.
THE DATA
To analyze the dynamics of output volatility in Germany, we use the quarterly European Systems of National Accounts (ESA) data on gross domestic product (GDP; Bruttoinlandsprodukt) recently released by the German Statistical Office (Statistisches Bundesamt). These quarterly data are available for the period from 1970:1 through 2001:4. The ESA dataset is particularly suited to our purposes because the German Statistical Office has constructed this dataset by applying the same method to calculate GDP for the entire sample period. Thus, the ESA dataset makes it possible to calculate a consistent, long time series for output volatility. In addition, the ESA data have the advantage that they contain a time series for so-called 'other' investment goods. This demand component mainly comprises investment spending for software and Business Cycle Volatility in Germany r Verein für Socialpolitik and Blackwell Publishing Ltd. 2004 other immaterial investment goods, which can be used to study the impact of the so-called 'New Economy' on the business cycle.
In order to account for German reunification, we use West German data up to 1991 and German data from 1992 onwards. We link the German and the West German data by calculating the level of the German time series prior to 1992 using the quarterly growth rates of the West German series. We use the Census X-11 procedure to seasonally adjust the levels of the series. Our measure of the business cycle is the output gap. In order to estimate the output gap, we use the filter suggested by Hodrick and Prescott (1997) . We choose a smoothing parameter of 1,000. According to Pedersen (2001) , this choice of smoothing parameter is adequate for quarterly data.
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To obtain a first impression of the dynamics of output volatility in Germany, we follow Blanchard and Simon (2001) and calculate the five-year moving average of the standard deviation of the output gap and of the growth rate of real GDP (Figure 1 ). Both series suggest that there was a tendency of output volatility to decline. However, when compared to the results documented in the empirical literature for the US, the decline in output volatility in Germany is only moderate. In addition, the downward trend in output volatility was interrupted at the beginning of the 1990s. Based on growth rates Based on output gaps
Figure 1 Output volatility in Germany
Note: This figure depicts the five-year rolling moving average of the standard deviation of the growth rate of real GDP and the output gap, respectively.
1. As an alternative, we used the 'standard' smoothing parameter of 1,600. Our results were not affected by this change in the smoothing parameter. As a further robustness check, we tried the band-pass filter suggested by Baxter and King (1999) . The results from applying a BP(6, 32) filter were qualitatively similar to the results we report in this paper.
Obviously, this interruption is due to the fact that German reunification and the opening up of Central and Eastern Europe led to growth rates and output gaps that were greater than historical averages.
HAS OUTPUT VOLATILITY DECLINED?
In this section, we study whether the decline in output volatility reflects a discrete breakpoint in output volatility or a longer-term trend towards lower volatility. To test for a discrete breakpoint in output volatility, we use a test suggested by Inclan and Tiao (1994) and Aggarwal et al. (1996 Aggarwal et al. ( , 1999 . To check for the robustness of the test results, we specify, in addition, an autoregressive conditional heteroskedasticity (ARCH) model (Engle, 1982) to model the dynamics of the output gap. We use the conditional variance equation of this model to test for a breakpoint in output volatility. Moreover, we use the ARCH model to study whether a (negative) trend rather than a discrete breakpoint in output volatility can be detected. We also check for the robustness of the results of the ARCH estimations by testing for changes in a time series of a longer-run output volatility. The test suggested by Inclan and Tiao and Aggarwal et al. allows a finite number of structural breaks in the variance of a time series to be detected. To set up their test, we model, in a first step, the quarterly output gap, y t , as an autoregressive (AR) process of order n. This is necessary because the test requires as input a time series of an independently distributed variable with a mean of zero. The output gap process is given by
In our empirical analysis, we set n 5 1 because higher-order autocorrelation terms are not significantly different from zero. The variance of the error term, e t , of this equation may not be constant over time. Therefore, in a second step, we store the squared residuals of this equation. In a third step, we compute the cumulative sum of the squared residuals. We let
. . . ; T, denote the cumulative sum of squared residuals from the start of the sample to the kth observation, whereê t denotes the estimated residuals from the AR(1) model we have specified for the output gap. Finally, we compute the test statistic as follows: Figure 2 shows that the test statistic crosses the plotted critical lines at the beginning of the 1990s.
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This result provides some evidence that output volatility may have changed following German reunification.
3 This result may in part reflect the fact that, at that time, the East German data are spliced into the dataset. However, given the large economic changes that occurred at that time in Germany, the significance of the test statistic at the beginning of the 1990s clearly also reflects a change in volatility caused by the reunification shock. 4 In order to check the robustness of this result, we estimate an ARCH model to compute the time-varying conditional volatility of the output gap.
5 With the conditional output volatility series in hand, we can then add a dummy variable to the conditional variance equation of our ARCH model to determine whether output volatility in Germany has changed over time. To implement this approach, we again use the AR(1) model given in equation (1) to capture the dynamics of the conditional mean of the output gap. We obtain estimates of the conditional variance of the output gap by modeling the squared residuals of this equation as an ARCH(1) process:
where O tÀ1 denotes the set of information available in period t À 1, and s 2 t symbolizes the variance of output conditional on this information set. The conditional variance depends on a mean, o, and on the lagged squared residuals, e 2 tÀ1 , from the mean equation. To test for a structural break in equation (3), we follow the literature (see, for example, Lastrapes, 1989) Mills and Wang (2003) find that there was a reduction in the innovation variance of German output growth in 1973. 4. Reunification has also had an impact on the West German data. If one compares times series of output volatility based on data for West Germany only with the times series of output volatility plotted in Figure 1 , only small differences can be identified. In particular, our argument that the significance of the test statistic is not due to the splicing in of the East German data is corroborated by the fact that West Germany alone also experienced a significant rise in output volatility during German reunification. 5. We also specified GARCH models, but the GARCH term was generally insignificant.
Therefore, we use the more parsimonious ARCH model.
there is a structural break. We can test for the significance of the dummy variable by computing the standard normally distributed z-statistic, where we use the algorithm advanced by Bollerslev and Woolridge (1992) to obtain robust standard errors. We use the following equation for the conditional variance:
The dummy variable, D t , assumes the value one after a possible structural break and zero before. Because we have no clear-cut information about the timing of a structural break in output volatility, we employ a recursive estimation procedure. Beginning in the first quarter of 1980, we move the possible breakpoint forward in time at a quarterly frequency and estimate the extended ARCH model consisting of equations (1) and (4) recursively by maximum likelihood. Figure 3 depicts the estimation results for the coefficient of the dummy variable of the extended ARCH model together with the corresponding critical values. There is evidence for a structural break in output volatility at the beginning of the 1990s. Also, the coefficient of the dummy variable becomes increasingly more significant as the potential breakpoint is shifted forward in time. This indicates that the dummy variable may not only capture the effects of a structural break in output volatility but may also capture the impact of a trend decline in output volatility. 4 1970 1975 1980 1985 1990 1995 2000 Test statistic 95% critical value 90% critical value Table 1 ). The shaded area highlights the period of time around German reunification.
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r Verein für Socialpolitik and Blackwell Publishing Ltd. 2004 In light of this result, we study whether there is empirical evidence supporting the hypothesis that output volatility may have experienced a trend decline rather than a single, discrete shift. To analyze this hypothesis, we again estimate an ARCH model with a conditional variance equation of the format given in equation (4). Now, however, we reinterpret this equation by including a linear time trend. We include a time trend for the entire sample period as well as time trends for the pre-and the post-reunification subsample periods. We also include a dummy variable to account for the increase in output volatility during German reunification. The estimation results show that the coefficient of the time trend in the conditional variance equation is significantly different from zero and has a negative sign. The reunification dummy is also significant and has the expected positive sign (Table 1) . If we use a segmented trend to account for the reunification shock, the estimation results indicate that, before reunification, there is only weak evidence for a significant trend decline in output volatility. After reunification, however, the trend dummy is significantly different from zero and negative and, thus, points to a significant decline in output volatility in the 1990s. The empirical evidence, therefore, indicates that output volatility in Germany experienced a downward trend during the 30-year period examined here, and that a particularly pronounced trend decline in output volatility occurred in the 1990s.
The ARCH models capture relatively short-run, quarter-to-quarter fluctuations in the conditional volatility of the output gap. As a final robustness Test statistic 95% critical value 99% critical value check of our results, we now analyze whether a trend decline in output volatility can be detected when a measure of longer-run output volatility is studied. We again use the residuals of equation (1). Now, however, we estimate equation (1) recursively for a moving five-year (20-quarter) estimation 
Exogenous variables
Trend dummy
Germany only
Germany only Notes: This table gives the estimation results for five time-series models of the output gap in Germany. In models 1 and 2, we give the baseline model specifications. In model 3, we use a linear time trend to test the hypothesis that output volatility in Germany has experienced a trend decline. In model 4, we use a dummy to test that there was a temporary increase in the volatility of the output gap during German reunification. This dummy assumes the value zero before 1989:1 and after 1992:1 and one in between. In model 5, we use a segmented trend to test for a structural break in the trend in output volatility around the time of German reunification. The linear-trend dummy for West Germany assumes the value one during the period from 1970:1 through 1988:4. The linear-trend dummy for the reunified Germany assumes the value one during the period from 1992:1 through 2001:4. The sample period is 1970:1 to 2001:4. We use Bollerslev-Woolridge robust standard errors to compute the z-statistics given in parentheses below the estimated coefficients. *** (** , * ) denotes significance at the 1 (5, 10) per cent level, respectively. Q(2) 5 BoxPierce/Ljung-Box Q-statistic for remaining residual serial correlation up to second order. ARCH(2) 5 Lagrange multiplier test for remaining ARCH effects up to second order.
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r Verein für Socialpolitik and Blackwell Publishing Ltd. 2004 window. We store the residuals we obtain from these estimations to compute the volatility of the output gap. Because an AR(1) model suffices to capture the dynamics of the output gap, the volatility, s y , of the output gap is given by
where s e denotes the standard error of the regression in equation (1). To test for a structural break in output volatility, we specify an AR(1) model to capture the dynamics of s y and extend this model to incorporate a dummy variable, D t . The model for output volatility is
We estimate equation (6) by ordinary least squares. Because we use a moving estimation window to construct s y and are, therefore, working with overlapping observations, we use robust standard errors to compute t-ratios (see Newey and West, 1987) . As in the case of the ARCH models, a dummy variable coefficient significantly different from zero indicates that there is a trend in output volatility. 6 We use the same set of dummy variables we used to estimate the ARCH models. In general, the estimation results summarized in Table 2 confirm the results of the ARCH estimations. This helps to build up further confidence in the robustness of our results.
In summary, we find empirical evidence for a discrete breakpoint in output volatility. This discrete structural break in output volatility seems to have occurred at the beginning of the 1990s, and it is likely that it reflects the temporary effects of the reunification shock. Moreover, visual inspection of Figure 1 and the quantitative analysis contained in this section show that output volatility may have experienced a downward trend rather than a discrete step-jump.
LOWER OUTPUT VOLATILITY: BETTER POLICY OR GOOD LUCK? EVIDENCE FROM A COUNTERFACTUAL VAR ANALYSIS
The results documented in Section 3 suggest that output volatility may not only have declined in the US but that there is also evidence for a decline in output volatility in Germany. This raises the question whether specific causes can be identified that have contributed to the decline in output volatility in Germany.
6. We also used equation (6) to test for a structural break in output volatility. We estimated this equation recursively. In order to test for a structural break, we used a dummy variable that assumes the value of zero before and on the break date and one afterwards. As in the case of the ARCH models, the estimation results suggested that there was a break in output volatility around the time of German reunification. A graph depicting this result is very similar to Figure 2 and is skipped for brevity, but can be obtained upon request.
We perform a counterfactual VAR analysis to study whether the causes of output volatility in Germany have changed over time. A priori, two effects are conceivable. On the one hand, the shocks hitting the German economy may have changed over time. German reunification, the opening up of Eastern Europe, the introduction of a common currency in Europe, and the globalization process as such may have changed the nature of disturbances. On the other hand, economic policy in general and monetary policy in particular may have responded to these changed external constraints as well, and it may have become more effective in cushioning the effects of external shocks. 7 We address the question whether the decline in output volatility in Germany is the result of 'good luck' (i.e. smaller shocks) or 'good policy' on a fairly broad level. More specifically, we follow James (1993), Simon (2001) , Boivin and Giannoni (2002) and Stock and Watson (2002) by performing a 
Trend dummy (reunified Germany only) In a first step, we break down our sample into two subsamples. Because most of the external shocks addressed above occurred or gained momentum in the 1990s, we distinguish the 1990s from the 1970s and 1980s. 8 In a second step, we ask the following questions: What would have been the volatility of the output gap in the 1990s if the shocks of the earlier subsample had occurred? And what would have been the volatility of the output gap in the 1990s if the way in which external shocks propagate through the economy had remained unchanged from the earlier subsample? Finding that a lower volatility of output in the later subsample was due mainly to smaller shocks would support the 'good luck' story. Finding, in contrast, that lower volatility was due to changes in the way shocks propagated through the economy would support the 'good policy' story.
To perform this counterfactual experiment, we estimate a vector autoregressive (VAR) model. The set of endogenous variables in our VAR consists of the output gap, the inflation rate and the short-term interest rate (callmoney rate). We measure the inflation rate as the change over the previous quarter in the natural logarithm of the deflator of private consumption. As regards the degree of integration of the inflation rate, the evidence summarized in Panel A of Table 3 is mixed. Because the Phillips-Perron test indicates that the inflation rate is stationary, we treat the inflation rate as a stationary time series. Panel B of Table 3 shows that, according to the information criteria and a portmanteau test for joint residual autocorrelation, including two lags of the endogenous variables in the VAR model is an appropriate modeling strategy. While this VAR model provides a very stylized representation of the German economy, it has the advantage that it provides a parsimonious model of the German business cycle (Figure 4 ). In addition, it captures in a stylized manner the way (monetary) policy shocks propagate through the economy. for the first (second) subsample to capture the ( pre-) post-reunification period. We drop the data before 1974 from our sample to take account of the change in the monetary regime that took place in Germany at the beginning of the 1970s (see von Hagen, 1999) . Dropping data before 1974 also allows accounting for the results reported by Mills and Wang (2003) who find a structural break in output volatility in Germany in 1973. 9. The impulse response function capturing the impact of a shock to the interest rate equation of the VAR on the inflation rate shows that our VAR features the 'price puzzle'. This 'price puzzle' is well documented in the empirical macroeconomics literature (see, e.g., Balke and Emery, 1994 , for an overview). The 'price puzzle' can arise if policy-makers set interest rates in response to expected inflation and if this forward-looking component in the monetary policy decision process is not captured by the VAR. Consequently, in order to resolve this puzzle some authors have advocated including commodity prices in the vector of endogenous variables. However, because our second subsample period is relatively short, we prefer to stick to the three-dimensional VAR containing the inflation rate, the output gap and the short-term interest rate to preserve degrees of freedom.
It also provides, through the equation for the short-term interest rate, insights into the central banks' reaction function. This latter aspect is important because better monetary policy may be at the root of declining output volatility in industrial countries. Given these advantages, VAR models similar to ours have often been used in the empirical literature.
10
The reduced-form VAR model is given by the equation
where X t denotes the vector of endogenous variables, the matrix polynomial YðLÞ contains the coefficients to be estimated, and the residuals, e t , have the variance-covariance matrix varðe t Þ ¼ S e .
11
The VAR model given in equation (7) implies that the variance of the endogenous variables can be described in terms of the coefficients contained in Y and in terms of the variance-covariance matrix of the reducedform residuals, S e . While S e summarizes the impact of the variance (i.e. the magnitude) of the exogenous shocks on the variance of X t , the matrix Y summarizes the effect of the dynamic structure of the economy (i.e. how the exogenous shocks propagate through the economy) on the variance of X t . The question that the counterfactual VAR analysis addresses 10. For studies using similar VAR models, see Ahmed et al. (2002) , Boivin and Giannoni (2002) and Stock and Watson (2002) . See also Rotemberg and Woodford (1997) . 11. We also include intercept terms in the equations forming the VAR.
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r Verein für Socialpolitik and Blackwell Publishing Ltd. 2004 is to what extent changes in the variance of the ith endogenous variable, X t;i , are due to changes in the VAR forecast errors, in the dynamics of the VAR, or a combination of these two. By noting that the variance of X t;i is given by
we can perform a counterfactual VAR analysis by computing varðX t;i Þ, and by combining the values of Y and S we obtain for different subsample periods.
Time-varying shocks
Panel A of Table 4 gives the results of the counterfactual VAR analysis. There are two ways of looking at this evidence. The first is to keep the propagation mechanism constant across time while allowing for changes in the shocks. The second is to keep the shocks constant while allowing for changes in the propagation mechanism. To be more specific, columns I and IV contain the Response of the inflation rate to a shock in the interest rate equation
Figure 4 Impulse response functions
Notes: This figure depicts selected impulse response functions for a VAR including a constant and the inflation rate, the output gap and the short-term interest rate as endogenous variables. We include two lags of the endogenous variables in the VAR. In order to identify the impulse response functions, we use a Choleski decomposition, where the order of the variables is: inflation rate, output gap, short-term interest rate. We estimate the VAR over the period 1974:1 to 2001:4.
standard deviations of the output gap, the inflation rate and the short-term interest rate that we obtain when we use the actual values of Y and S for the respective subsample periods. Columns II and III contain the results of the counterfactual experiment. A comparison of the figures in column III with those in IV shows that, if the shocks of the 1970s and 1980s had occurred in the 1990s, the standard deviations of all three variables in the VAR would have been higher than they actually were. In a similar vein, if the shocks of the second subsample had occurred in the first subsample period (see columns I and II), the standard deviations of the endogenous variables in the VAR would have been lower than they actually were. These findings indicate that, as in the US, the reduction in volatility in the 1990s seems to be the result of 'good luck' rather than 'good policy'.
One potential criticism of the VAR we use to compute the results given in Panel A of Table 4 is that it does not contain any external factors in its vector of endogenous variables. Because the German economy is a relatively open economy, such external factors may have played an important role for output volatility in Germany. As a proxy for external factors, we thus include gross capital flows to measure financial openness. We compute gross capital flows as the sum of FDI, portfolio investment and international bank lending. Notes: The tables summarize the results of a counterfactual experiment. The counterfactual experiment is based on a VAR including a constant and the inflation rate, the output gap and the short-term interest rate as endogenous variables. We use two lagged endogenous variables in the VAR in order to capture the dynamics of the endogenous variables. We estimate the VAR over the periods 1974:1 to 1989:4 (first subsample) and 1992:1 to 2001:4 (second subsample). We compute gross capital flows as the sum of FDI, portfolio investments and international bank lending. The data we use are in constant US$, deflated with the US consumer price index. The different specifications i_j are defined as i 5 propagation mechanism of subsample period i, and j 5 shocks of subsample period j.
12. Generally, our qualitative results are invariant to using the first difference of capital flows instead.
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r Verein für Socialpolitik and Blackwell Publishing Ltd. 2004 Results are given in Panel B of Table 4 . By and large, the results remain unchanged. Thus far, we have analyzed two subsample periods: the 1970s and the 1980s were the first subsample period, and the 1990s were the second subsample period. The choice of these subsamples was guided by the results of the tests for breaks in output volatility discussed in Section 2. As a further specification check, we assessed the robustness of our results by computing additional counterfactual VAR-based results for three subsample periods: the 1970s, the 1980s and the 1990s. Although this is a somewhat arbitrary definition of subsample periods, it takes into consideration that during these three decades policy-makers faced different challenges (e.g. the great oil price shocks in the 1970s and German reunification in the 1990s) to which they may have reacted in different ways. The results of a decade-based counterfactual VAR analysis in general confirm the qualitative results summarized in Panel A of Table 4 and are, therefore, not presented, but are available upon request.
Time-varying propagation mechanisms
By comparing column I with III and column II with IV of Table 4 , respectively, we can analyze to what extent changes in the propagation mechanism have led to changes in volatility. These results can be used to gauge the importance of changes in the stance of economic policy for volatility.
A comparison of column I with column III highlights the impact of the first-period shocks on volatility under different assumptions on the propagation mechanism. Generally, the volatilities reported in column III are larger than those reported in column I. This implies that volatility in the first subsample would have been higher had the propagation mechanism of the second sample period been operative in the first subsample. At the same time, the propagation mechanism that was operative in the early sample period would have been ill-suited to deal with second-period shocks. This follows from a comparison of column II with column IV. Volatilities in column IV are generally lower than those in column II. Taking these two pieces of evidence together indicates that Germany benefited to some extent from smaller shocks in the 1990s. At the same time, it is difficult to argue that the propagation mechanism or, for that matter, economic policy has improved.
More evidence from an identified VAR
The results of our counterfactual experiment show that 'good luck' may have played a role in lowering output volatility in Germany. The picture, however, is much more mixed with regard to the extent to which 'good policy' may have contributed to the decline in output volatility. To shed some light on this issue, we depict in Figures 5 and 6 the impulse response functions for an identified VAR. 13 In order to transform the reduced-form VAR we used in the counterfactual analysis into an identified VAR, we use a Choleski decomposition. We use the following ordering of the endogenous variables in our model: inflation rate, output gap, short-term interest rate.
Consider Figure 5 first. This figure shows the response of inflation and the output gap to a monetary policy shock in the first subsample period (first row) and in the second subsample period (second row). The impulse response functions depicted in the figure indicate that the response of the inflation rate to a monetary policy shock undergoes only moderate changes across the subsamples. In contrast, the output gap response to a monetary policy shock was much more pronounced in the 1970s and 1980s than in the 1990s. Figure 6 shows that the response of monetary policy to shocks (i.e. the systematic part of monetary policy) changed substantially across subsamples. In particular, monetary policy was much less anti-cyclical in the 1990s than it was in the earlier subsample period. This can be seen by comparing the impulse response functions for the respective subsample periods that capture the way a shock to the output gap equation of the VAR influences the interest-rate setting of the central bank.
The result that monetary policy has become less responsive to changes in the output gap is in line with similar results reported in the empirical literature on central bank reaction functions. For example, Clarida et al. (2000) argue that the coefficient on the output gap in the Taylor rule equation they estimate for the Federal Reserve has decreased over time and that this may be one factor that has led to the decrease in US output volatility.
In order to analyze the role of monetary policy shocks in more detail, we report in Table 5 the results of a counterfactual forecast-error-variance decomposition for our identified VAR. The table shows that the contribution of changes in the inflation rate to interest rate volatility was much larger in the 1990s than it was in the earlier subsample period. Mirroring this change, the contribution of shocks to the output gap equation to interest rate volatility was much more moderate in the 1990s than in the first subsample period.
As regards the link between policy shocks and output volatility, it is interesting to note that the contribution of shocks occurring in the interest rate equation to output volatility (i.e. monetary policy shocks) was only about 2 per cent in the 1990s but roughly 10 per cent in the earlier subsample. This result suggests that smaller monetary policy shocks may have contributed to the decline in output volatility in Germany.
The counterfactual analysis confirms that both the way in which monetary policy responded to exogenous shocks and the shocks themselves have played 13 . Also note that a problematic feature of the reduced-form VAR is that the coefficients capturing the contemporaneous links between the endogenous variables enter into the computation of the variance-covariance matrix. Thus, when these coefficients change across subsamples, part of what is identified as a change in shocks may actually reflect a change in the propagation mechanism. The identified VAR is not subject to this critique.
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Response of the inflation rate to a shock in the interest rate equation Figure 5 The effects of monetary policy shocks
Notes: This figure depicts selected impulse response functions for a VAR including a constant and the inflation rate, the output gap and the short-term interest rate as endogenous variables. We include two lags of the endogenous variables in the VAR. In order to identify the impulse response functions, we use a Choleski decomposition, where the order of the variables is: inflation rate, output gap, short-term interest rate. We estimate the VAR over the periods 1974:1 to 1989:4 (first row) and 1992:1 to 2001:4 (second row). Response of the interest rate to a shock in the interest rate equation Figure 6 The central bank reaction function
Notes:
This figure depicts selected impulse response functions for a VAR including a constant and the inflation rate, the output gap and the shortterm interest rate as endogenous variables. We include two lags of the endogenous variables in the VAR. In order to identify the impulse response functions, we use a Choleski decomposition, where the order of the variables is: inflation rate, output gap, short-term interest rate. We estimate the VAR over the periods 1974:1 to 1989:4 (first row) and 1992:1 to 2001:4 (second row).
Business Cycle Volatility in Germany r Verein für Socialpolitik and Blackwell Publishing Ltd. 2004 have not yet taken into consideration that, in addition to changes in the intensity of exogenous shocks and the reactions of policy-makers, structural changes of the German economy have also taken place, and that these structural changes may have had an impact on overall volatility. Analyzing this impact is an issue to which we turn next.
SECTORAL SHIFTS AND AGGREGATE OUTPUT VOLATILITY
It is often argued that structural change or changes in the relative importance of particular expenditure categories may have had a significant impact on output volatility. For example, the decline in output volatility in industrial countries may be attributable to a decline in the volatility of inventory investment which, in turn, could reflect improved inventory management techniques due to technological progress. To determine whether this argument holds empirically, we let Y t denote the seasonally adjusted aggregate output and let X t;1 ; X t;2 ; . . . ; X t;m denote either the outputs of the various sectors of the German economy or the different demand components of GDP. By definition, aggregate GDP can then be written as
where E t represents an error term capturing the difference between the sum of the seasonally adjusted data and the seasonally adjusted aggregate (see Buckle et al., 2001) . It follows from equation (9) that the growth rate of real GDP can be expressed as a weighted sum of the growth rates of its components. Taking into account that logðX t Þ À logðX tÀ1 Þ % ðX t À X tÀ1 Þ=X tÀ1 holds approximately for small growth rates, we can write
with S t ¼ P m j¼1 p j;tÀ1 D logðX j;t Þ, t ¼ 1; 2; . . . ; T; and p j;t ¼ X t; j =Y t is the contribution of the output of the individual sector (the demand component), j, to aggregate GDP, and e t ¼ ðE tÀ1 =Y tÀ1 ÞD log E t , i.e. the log of the error term. This decomposition allows the impact of changes in the respective sectoral output variances and covariances and of changes in the sector shares on the volatility of aggregate output to be studied. We follow Buckle et al. (2001) and use an 11-quarter rolling sample window to estimate variances, covariances and sector shares. We first study the impact of changes in sector shares on aggregate output volatility. To this end, we plot in Figure 7 the variance of total value-added estimated by assuming both time-varying and constant sector shares. To obtain constant sector shares, we use the respective sample means. Figure 7 shows that changes in the sector shares have had only a small impact on aggregate volatility. In fact, the difference between the volatility of aggregate output obtained if flexible sector shares are assumed and the volatility of aggregate output obtained if fixed sector shares are used is not very large. Though the difference between these two tends to increase slightly at the end Business Cycle Volatility in Germany r Verein für Socialpolitik and Blackwell Publishing Ltd. 2004 of the sample period, this result indicates that changes in the sectoral composition of aggregate output have been of minor importance for aggregate output volatility.
Quite in contrast, changes in the covariances of the growth rates of sectoral outputs are rather important for aggregate output volatility. The results plotted in Figure 8 suggest that the changes in the covariances of sectoral outputs account for roughly half of the changes in total output volatility.
This casts doubts on the hypothesis that sectoral change due to, for instance, an increase in the importance of specific sectors such as services, which feature a relatively low volatility, have led to a reduction in aggregate output volatility. Our results suggest that, although the share of such sectors in aggregate output has increased, the correlation of output in these sectors with that in the rest of the economy has declined as well. This implies that the overall effect of the sectoral change on aggregate output volatility has been relatively moderate, even though changes in the sectoral composition of aggregate output have taken place.
Next, we apply this kind of analysis to the demand components of real GDP. Because two demand components (net exports and inventories) can assume negative values, equation (10) cannot be applied directly. Thus, it is necessary to modify the procedure slightly. Using Lundberg components or 'growth contributions', we can write the growth rate of total GDP as
where C t denotes consumption, I t denotes investment, and NE t denotes net exports. Because investment is very volatile over the business cycle and may, therefore, be an important determinant of aggregate output volatility, we analyze several investment series. Specifically, we analyze investment in machinery and equipment, investment in construction, and 'other' investment. The latter category mainly subsumes investment in so-called 'immaterial' goods like, for example, software.
With the growth contributions of the demand components in hand, we calculate the standard deviation of the demand components (again for an 11-quarter rolling sample window).
The results suggest that there is no common trend in volatility patterns across different macroeconomic aggregates (Figure 9 ). In particular, the 2 1975 1980 1985 1990 1995 2000 Inventories Figure 9 Volatility of the growth contributions of the demand components Notes: This figure plots the 11-quarter rolling moving average of the standard deviation of the growth contributions of real GDP and its demand components. See main text for details.
volatility of most demand components increases during German reunification. Moreover, there is at least one time series ('other' investment goods) that shows a clear-cut upward trend in volatility. One possible reason for this is that this time series captures the boom in software spending precipitated by the 'New Economy'.
There is a marked decline in the volatility in inventory investment. It is tempting to interpret this result as evidence pointing to better inventory management techniques as a source of declining aggregate output volatility. However, this conclusion would be premature. The reason is that the quality of the national account statistics on inventory investment is rather poor. As a consequence, the German Federal Statistical Office revises estimates of inventories frequently and uses other statistics to check the plausibility of the estimates. To account for this poor quality of the data on inventory investment, we analyze data from a survey database maintained by the IFO Institute, a German economic research institute. To compile this survey database, this institute uses a questionnaire to survey the managers of firms in order to gauge how large inventories are as expressed in terms of production weeks. Though the IFO Institute collects only data for the manufacturing sector and though these data are available only for a relatively short period of time that starts in the early 1980s, a marked decline in inventory investment should be visible in this dataset if structural changes should have indeed occurred. Figure 10 shows the measures of the volatility of inventory investment we obtain from the survey database. There is no clear-cut decline in volatility. In fact, the results are rather mixed. As regards the volatility of the inventories of inputs like raw materials, it is hardly possible to detect a noticeable decline. In the case of the volatility of the inventories of finished goods, a slight decline can be detected. Yet, this decline emerges at the very beginning of the sampling period in the mid-1980s. Afterwards, the series remains more or less stable. Taken together, these results are somewhat at odds with the hypothesis that the decrease in output volatility in Germany could be due to a decline in the volatility of inventory investment.
CONCLUSIONS
Output volatility has been declining in most OECD countries over the past decades. This decline in volatility has important implications for economic policy-makers and for academics alike. Lower volatility can have direct positive welfare implications if agents are risk-averse, and there is some evidence that lower volatility can have a positive impact on growth (Kneller and Young, 2001) . Lower volatility also implies that the economies have responded to a given exogenous shock with smaller output movements than in the past. Moreover, lower volatility has become a stylized fact that Business Cycle Volatility in Germany r Verein für Socialpolitik and Blackwell Publishing Ltd. 2004 theoretical models that are calibrated to match the statistical properties of actual economic data should match. Hence, understanding the dynamics of and the causes that have given rise to changes in output volatility is important. 0 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 Based on National Accounts 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 Based on Survey Data (finished goods) 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 Based on Survey Data (raw materials) Sound empirical evidence on the causes of the decline in business cycle volatility is scarce, however, and the available evidence focuses mainly on the US. Therefore, this paper has provided evidence for Germany. As for the US, we have documented a decline in output volatility. However, the evidence for Germany is somewhat less clear-cut. Output volatility was particularly high in the early 1990s, i.e. at the time of reunification and the opening up of Central and Eastern Europe.
To determine the causes of the decline in output volatility, we used a counterfactual VAR analysis. The results of this analysis indicate that it is difficult to discriminate between alternative explanations for the decline in output volatility. To some extent, there is evidence that smaller shocks (i.e. 'good luck') have, as in the US, been behind the decline in volatility. At the same time, the monetary policy reaction function, the magnitude of monetary policy shocks, and the way in which monetary policy shocks propagate through the economy have changed over the decades. This makes it difficult to find a definite answer to the question whether the reduction in output volatility in Germany is merely the product of 'good luck' or rather reflects 'good policy'.
We also studied whether changes in the sectoral composition of aggregate output might have contributed to the decline in output volatility in Germany. In the literature, lower aggregate output volatility due to a lower volatility of inventories has been interpreted as evidence for better inventory management and, thus, a reflection of the use of new technologies. However, our results suggest a more careful interpretation because, in Germany, national account statistics treat changes in inventories to some extent as residual items. Structural interpretations of these changes that do not take firm-level evidence on inventory management techniques into account may, thus, be premature.
Our somewhat skeptical view of the common interpretation of changes in the volatility of inventories already suggests one extension of this paper, i.e. the use of firm-level evidence to gauge the impact of technological change on output volatility. Using macro data, one obvious extension to the present paper would be to conduct a similar type of analysis for other European countries. Our results suggest that output volatility developments in Germany share some similarities with output volatility developments in the US: output volatility has declined, smaller shocks are one part of the explanation for this decline, and inventories have become less volatile. At the same time, differences between Germany and the United States are evident as well. The fact that the German economy underwent quite substantial adjustment processes throughout the 1990s makes evidence for a decline in volatility less clear-cut, changes in economic policy played a somewhat larger role than in the US, and the interpretation of changes in the volatility of inventories differs. It would be interesting to know whether these differences hold also for other European economies.
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