In Monte Carlo simulations of electron swarms, sample electrons were copied periodically so that a sufficient number of samples are obtained in equilibrium after relaxation even under a severe attachment-dominated condition where most electrons vanish during the relaxation. The final sampling results were equivalent to those sampled by a conventional method, and the computational time conventionally wasted for the tracking of vanishing electrons was reduced drastically. The time saved can be utilized for tracking more samples to reduce statistical fluctuation. The efficiency of this technique and its limitation are discussed quantitatively together with details on its implementation.
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In Monte Carlo simulations of electron swarms, sample electrons were copied periodically so that a sufficient number of samples are obtained in equilibrium after relaxation even under a severe attachment-dominated condition where most electrons vanish during the relaxation. The final sampling results were equivalent to those sampled by a conventional method, and the computational time conventionally wasted for the tracking of vanishing electrons was reduced drastically. The time saved can be utilized for tracking more samples to reduce statistical fluctuation. The efficiency of this technique and its limitation are discussed quantitatively together with details on its implementation.
Monte Carlo simulation (MCS) of electron swarms is a typical method to derive fundamental
properties of discharge plasmas such as electron velocity distribution function (EVDF) and electron transport coefficients. Its advantage is that electron behavior can easily be taken into account; e.g., treatments for anisotropic scattering and gyration in magnetic fields would be complicated if considered in Boltzmann equation analyses. Instead, to reduce statistical fluctuation, a considerable computational load is required to track a sufficient number of sample electrons for a sufficiently long relaxation time to reach equilibrium. Empirically, we would need at least 10 5 -10 6 samples to obtain a fairly smooth EVDF. Mean electron energy and average velocity, for which the electron position is not considered, would be available stably from these populations. However, other electron transport coefficients require more samples; e.g., diffusion coefficient derived from the second-order spatial moment is sensitive to statistical fluctuation, and collision frequencies of rare reactions are essentially stochastic. 10 7 -10 8 electrons were sampled in MCSs in which a high precision was required. [1] [2] [3] Attachment-dominated conditions are severe for MCS because the number of electrons decreases during the relaxation. 4 The electron attachment in electronegative gases likely occurs for low-energy electrons. The number of electrons tends to decrease at low E/N (E, electric field; N, gas molecule number density) and/or high B/N (B, magnetic field) values. In addition, the relaxation is slow under such conditions. To overcome this difficulty, periodic sample multiplication (PSM) is investigated in this study. Similar treatments have often been adopted in MCSs as reviewed in Ref. 4 , and related scaling techniques are also adopted in particle-in-cell MCSs. However, some important details are still left as unwritten knowledge. Because PSM is a beneficial but empirical technique, it is meaningful * Published source: Japanese Journal of Applied Physics 57(3) 038001 (3 pages Number of samples 
n(t)dt.
From the relationships illustrated in Fig. 1 , we obtain the loads and the load reduction factor η as There are restrictions on m and k. One is that the number of collisionless electrons should be zero or one among m original/copy electrons for the blanching. The probability p that an electron remains collisionless for T/k is p = exp(−ν total T/k). The requirement is satisfied when
If we choose, e.g., P ≥ 1 − 1/10000 at m = 2,
3/8
Another is n ′ (0) = n ′ (T ) exp(−ν eff ion T )m −(k−1) > 1 to avoid overpopulation, i.e., an unnecessarily large n ′ (T ). This becomes
T , ν total , and ν eff ion , which are necessary for the PSM setting, can be estimated from small-scale test MCSs.
A benchmark was performed for electron swarms in an electronegative gas, SF 6 , in E ⊥ B at a low Table I . k = 25 is close to the upper limit of k in Eq. (6) for n ′ (T ) ≥ 10 7 , which is tighter than Eq. (5). The initial n(0) and n ′ (0), the final n(T ) and n ′ (T ), and the CPU time T CPU spent for each MCS are shown together.
The equilibrium values of X and σ X /X in cases 2-9 were calculated in the final T/k period. They agreed with each other satisfactorily, and the EVDFs did as well.
Let us focus on the fluctuation in D because σ D /D was the largest among the coefficients in Fig.   3 . Figure 4 shows fluctuations of ND during the relaxation process in the simplest PSM at m = 2. The early fluctuation in case 1 is the smallest for the largest n. In Table I observed in cases with small n ′ (0), and T CPU values ranged wider in such cases.
By PSM, the histories of individual samples that have survived a relaxation period under an attachment-dominated condition are copied before they are lost uselessly. This enhances the opportunity that each history participates in the final statistics. The samples produced by PSM are the descendants of a limited number of initial samples. Therefore, one may be concerned about some bias by 5/8 analogy with the statistical time lag in the early phase in electric breakdown that an electron avalanche develops from a few seed electrons under an ionization-dominated condition. However, it seems that a satisfactory randomization has been achieved during sufficiently long intervals of PSM for the blanching of copy samples. As long as PSM is applied equally to all of the samples surviving at that time, bias due to factitious choices is excluded from the final statistics.
The efficiency and limitation of the PSM were discussed and quantitative implementation guidelines were presented. It was demonstrated that PSM enables us to reduce the computational load in
MCSs even under a severe attachment-dominated condition and the statistical fluctuation can be reduced substantially by utilizing the saved CPU time for increasing the number of samples.
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