Advanced Variations of Two-Dimensional Principal Component Analysis for
  Face Recognition by Zhao, Meixiang et al.
ar
X
iv
:1
91
2.
09
97
0v
1 
 [c
s.C
V]
  1
9 D
ec
 20
19
Advanced Variations of Two-Dimensional Principal Component
Analysis for Face Recognition
Meixiang Zhaoa,b, Zhigang Jiab, Yunfeng Caic, Xiao Chenb, Dunwei Gonga
aSchool of Information and Control Engineering, China University of Mining and Technology, Xuzhou 221116, China
bSchool of Mathematics and Statistics & Jiangsu Key Laboratory of Education Big Data Science and Engineering,
Jiangsu Normal University, Xuzhou 221116, China
cCognitive Computing Lab, Baidu Research, Beijing 100193, China
Abstract
The two-dimensional principal component analysis (2DPCA) has become one of the most pow-
erful tools of artificial intelligent algorithms. In this paper, we review 2DPCA and its variations,
and propose a general ridge regression model to extract features from both row and column di-
rections. To enhance the generalization ability of extracted features, a novel relaxed 2DPCA
(R2DPCA) is proposed with a new ridge regression model. R2DPCA generates a weighting
vector with utilizing the label information, and maximizes a relaxed criterion with applying an
optimal algorithm to get the essential features. The R2DPCA-based approaches for face recog-
nition and image reconstruction are also proposed and the selected principle components are
weighted to enhance the role of main components. Numerical experiments on well-known stan-
dard databases indicate that R2DPCA has high generalization ability and can achieve a higher
recognition rate than the state-of-the-art methods, including in the deep learning methods such
as CNNs, DBNs, and DNNs.
Keywords: 2DPCA, Ridge regression model, Feature extraction, Face recognition, Color image
reconstruction
1. Introduction
Two-Dimensional Principal Component Analysis (2DPCA) [1] and its variations (e.g., [2, 3, 4, 5,
6]) are playing an increasingly important role in the recently proposed deep learning frameworks
such as 2DPCANet [7, 8]. It is always expected that 2DPCA can extract the spacial informa-
tion and the best features of 2-D samples which can improve the performance of dimensional
reduction. From the view of numerical linear algebra, the principle of 2DPCA is to find a sub-
space (called eigenfaces or features) on which the projected samples have the largest variance.
The reconstruction from such projection or extraction of lower dimension is in fact the optimal
low-rank approximation of the original sample. When applying 2DPCA to face recognition, we
compute the eigenfaces or features based on the training set, and fairly use them to compress the
training and testing samples before classification. An implicitly natural assumption is that the
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projected samples from the testing set still have large variance on the computed subspace. This
exactly depends on the generalization ability of 2DPCA. In this paper, we will review 2DPCA
and variations, and present a new relaxed 2DPCA (R2DPCA) with perfections in three aspects:
abstracting the features of matrix samples in both row and column directions, being innovatively
armed with generalization ability, and weighting the main components by corresponding eigen-
values. Especially, R2DPCA utilizes the label information of training data, and not only aims to
enlarge the variance of projections of training samples.
The principal component analysis (PCA) [9, 10], has become one of the most powerful ap-
proaches of face recognition [11, 12, 13, 14, 15]. Recently, many robust PCA (RPCA) algo-
rithms are proposed with improving the quadratic formulation, which renders PCA vulnerable
to noises, into L1-norm on the objection function, e.g., L1-PCA [16], R1-PCA [17], and PCA-L1
[18]. Meanwhile, sparsity is also introduced into PCA algorithms, resulting in a series of sparse
PCA (SPCA) algorithms [19, 20, 21, 22]. A newly proposed robust SPCA (RSPCA) [23] further
applies L1-norm both in objective and constraint functions of PCA, inheriting the merits of ro-
bustness and sparsity. Observing that L2-, L1-, and L0-norms are all special Lp-norm, it is natural
to impose Lp-norm on the objection or/and constraint functions, straightforwardly; see PCA-Lp
[24] and generalized PCA (GPCA) [25] for instance.
To preserve the spatial structure of face images, two dimensional PCA (2DPCA), proposed
by Yang et al. [1], represents face images with two dimensional matrices rather than one di-
mensional vectors. The computational problems bases on 2DPCA are of much smaller scale
than those based on PCA, and the difficulties caused by rank defect are also avoided in general.
This image-as-matrix method offers insights for improving above RSPCA, PCA-Lp, GPCA, etc.
As typical examples, the L1-norm-based 2DPCA (2DPCA-L1) [3] and 2DPCA-L1 with sparsity
(2DPCAL1-S) [4] are improvements of PCA-L1 and RSPCA, respectively, and the generalized
2DPCA (G2DPCA) [5] imposes Lp-norm on both objective and constraint functions of 2DPCA.
Recently, the quaternion 2DPCA is proposed in [26] and applied to color face recognition, where
the red, green and blue channels of a color image is encoded as three imaginary parts of a pure
quaternion matrix. To arm the quaternion 2DPCA with the generalization ability, Zhao, Jia and
Gong [27] proposed the sample-relaxed quaternion 2DPCA with applying the label information
(if known) of training samples. The structure-preserving algorithms of quaternion eigenvalue
decomposition and singular value decomposition can be found in [28, 29, 30, 31, 32, 33].
Linear Discriminant Analysis (LDA) is another powerful feature extraction algorithm in pat-
tern recognition and computer vision. Since LDA often suffers from the small sample size (3S)
problem, some effective approaches have been proposed, such as PCA + LDA [35], orthogonal
LDA [36], LDA/GSVD [37], and LDA/QR [38]. Because of the advantages over the singularity
problem and the computational cost, 2DLDA and its variants have recently attracted much atten-
tion from researchers (e.g., [39, 40, 41, 42, 43, 44]). With applying the label information, the
LDA-like methods are intend to compute the discriminant vectors which maximize the ratio of
the between-class distance to the within-class distance.
PCA, 2DPCA and their variations are unsupervised methods, without applying the potential
or known label information of samples. Their features are calculated based on the training set and
thus maximize the scatter of projected training samples. The scatter of projected testing samples
are not surely optimal, and certainly, so are the whole (training and testing) projected samples.
Inspired by this observation, we present a new relaxation 2DPCA (R2DPCA). This approach is a
generalization of G2DPCA [5], and will reduce to G2DPCA if the label information is unknown
or unused. Remark that the projection of R2DPCA does not aim to maximize the variance of
training samples as 2DPCA, but intends to avoid the overfitting and to enhance the generalization
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ability. R2DPCA sufficiently utilizes the labels (if known) of training samples, and can enhance
the total scatter of whole projected samples (see Example 4.3 for the indication). Different to the
idea of LDA, R2DPCA aims to apply the label information to generate a weighting vector and
to construct a weighted covariance matrix in the newly proposed approach of face recognition.
Thus R2DPCA never suffers from the small sample size (3S) problem.
Our contributions are in three aspects. (1) We present a new ridge regression model for
2DPCA and variations by Lp norm. Such model is general and abstracts features of face images
from both row and column directions. With this model, 2DPCA and variations are combined
with additional regularization on the solution to fit various real-world applications, with the great
flexibility. (2) A novel relaxed 2DPCA (R2DPCA) is proposed with a new ridge regression
model. R2DPCA has the stronger generalization ability than 2DPCA, 2DPCA-L1 2DPCAL1-S
and G2DPCA. To the best of our knowledge, we are the first to introduce the label informa-
tion into the 2DPCA-based algorithms. We also weight the selected principle components by
corresponding eigenvalues to enhance the role of main components. (3) The R2DPCA-based ap-
proaches are presented for face recognition and image reconstruction, and their effectiveness is
verified by applying them on practical face image databases. They are indicated to perform better
than the deep learning methods such as DNNs, DBNs and CNNs in the numerical examples.
The rest of this paper is organized as follows. In Section 2, we recall 2DPCA, 2DPCA-
L1 2DPCAL1-S and G2DPCA, and present a ridge regression model to gather them together.
Their improved versions are also proposed. In Section 3, we present a new relaxed two dimen-
sional principal component analysis (R2DPCA) and the optimal algorithms. We also present
the R2DPCA-based approaches for face recognition and image reconstruction. In Section 4,
we compare the R2DPCA with the state-to-the-art approaches, and indicate the efficiency of the
R2DPCA . In Section 5, we sum up the contributions of this paper.
2. The General Ridge Regression Model of 2DPCA and Variations
The two-dimensional principle component analysis (2DPCA) has become one of the most
popular and powerful methods in data sciences, especially in image recognition. Several deep
learning frameworks, which rely hugely on the wonderful properties of 2DPCA, have achieved a
high level performance in data analysis. This motivates us to develop a general model of 2DPCA
and variations, providing a feasible way to embed them into artificial intelligence algorithms.
In this section, we firstly present a ridge regression model of the improved 2DPCA, and then
analyze the relationship of the state-of-the-art variations of 2DPCA.
2.1. A New Ridge Regression Model of Improved 2DPCA
The objective of 2DPCA is to find left and/or right orthonormal bases vectors so that the
projected matrix samples have the largest scatter after projection. Suppose that there are n
training matrix samples X1,X2, . . . ,Xn ∈ R
h×w, where h and w denote the height and width
of images, respectively. Their mean value is Ψ = 1
n
n∑
i=1
Xi. Let U = [u1, · · · , uk1] ∈ R
h×k1 and
V = [v1, · · · , vk2] ∈ R
w×k2 gather the left and right optimal basis vectors as columns, respectively.
Then the i-th projected matrix sample is defined by Pi = U
T (Xi − Ψ)V. The improved 2DPCA
seeks optimal U and V that minimize the scatter of the projected matrix samples. This scatter is
characterized as
J(U,V) = Tr(UTE1U) + Tr(V
TE2V), (1)
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where
E1 =
1
n
n∑
i=1
(Xi −Ψ)(Xi − Ψ)
T ∈ Rh×h, E2 =
1
n
n∑
i=1
(Xi −Ψ)
T (Xi −Ψ) ∈ R
w×w, (2)
denote the covariance matrices of input samples on column and row directions, respectively.
Both E1 and E2 are symmetric and semi-definite matrices. Since U and V are of full column
rank, Tr(UTE1U) and Tr(V
TE2V) are nonnegative. Here, Tr(·) represents the trace of a matrix.
Thus, a new ridge regression model for the improved 2DPCA is proposed as
(Û, V̂) = arg max J(U,V) (3a)
s.t. UTU = Ik1 , V
TV = Ik2 . (3b)
To solve the optimal problem (3), we need compute the eigenvalue problems of E1 and E2. See
Algorithm 2.1 for the detail.
Algorithm 2.1 (Improved 2DPCA). Input n matrix samples, X1, · · · ,Xn ∈
R
h×w (h,w ≥ 1), and two dimensions k1 and k2. Output the left and right opti-
mal bases U = [u1, · · · , uk1] ∈ R
h×k1 and V = [v1, · · · , vk2] ∈ R
w×k2 .
(1) Compute the covariance matrices of training samples on column and row
directions E1 and E2 as in (2).
(2) Compute the k1 largest eigenvalues of E1 and the corresponding eigenvec-
tors, denoted as (λ1, u1), . . . , (λk1 , uk1). Let U = [u1, · · · , uk1].
(3) Compute the k2 largest eigenvalues of E2 and the corresponding eigenvec-
tors, denoted as (λ1, v1), . . . , (λk2 , vk2). Let V = [v1, · · · , vk2].
2.2. Improved Variations of 2DPCA and Optimal Algorithms
Based on the idea in Section 2.1, we present the improved versions of 2DPCA [1], 2DPCA-
L1 [3], 2DPCAL1-S [4], and G2DPCA [5], whose ridge regression models are proposed in the
forms of computing the first projection vector.
Without loss of generality, we assume that the training samples are mean-centered, i.e.,
1
n
∑n
i=1Xi = 0; otherwise, we will replace Xi by Xi −
1
n
∑n
i=1Xi. After obtaining first k left
and right projection vectors U = [u1, u2, . . . , uk] and V = [v1, v2, . . . , vk], the (k + 1)-th left and
right projection vectors uk+1 and vk+1 can be calculated similarly on deflated samples:
XRi = Xi(I − VV
T ), XLi = X
T
i (I − UU
T ), (4)
where i = 1, 2, . . . , n. The ridge regression models of improved 2DPCA and variations find the
first left and right projection vectors u ∈ Rh and v ∈ Rw by solving the optimization problem
with equality constraints as follows.
• The improved 2DPCA:
max
u∈Rh, v∈Rw
n∑
i=1
‖XLi u‖
2
2 + ‖X
R
i v‖
2
2, s.t. ‖u‖2 = 1 and ‖v‖2 = 1. (5)
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• The improved 2DPCA-L1:
max
u∈Rh, v∈Rw
n∑
i=1
‖XLi u‖1 + ‖X
R
i v‖1, s.t. ‖u‖1 = 1 and ‖v‖1 = 1. (6)
• The improved 2DPCAL1-S:
max
u∈Rh, v∈Rw
n∑
i=1
‖XLi u‖1 + ‖X
R
i v‖1, s.t. ‖u‖2 = 1, ‖v‖2 = 1, and ‖u‖1, ‖v‖1 ≤ c, (7)
where c is a positive constant.
• The improved G2DPCA:
max
u∈Rh, v∈Rw
n∑
i=1
‖XLi u‖
s
s + ‖X
R
i v‖
s
s, s.t. ‖u‖
p
p = 1 and ‖v‖
p
p = 1, (8)
where s ≥ 1 and p > 0.
Since two independent variables in models (5)-(8) are separated, it is appropriate to solve u
and v separately by optimal algorithms. Taking the improved G2DPCA (8) for instance, the first
projection vector w (= u or v) is computed by solving the optimization problem with equality
constraints:
max
w
n∑
i=1
‖Yiw‖
s
s, s.t.‖w‖
p
p = 1 (9)
where Y = XL
i
or XR
i
, s ≥ 1 and p > 0. Depending on the value p, the projection vectorw can be
updated in two different ways. If p ≥ 1,
wk+1 =
n∑
i=1
YTi [|Yiw
k |s−1 ◦ sign(Yiw
k)], (10a)
wk+1 = |wk+1|q−1 ◦ sign(wk+1), wk+1 =
wk+1
‖wk+1‖p
, (10b)
where q satisfies 1/p + 1/q = 1, ◦ denotes the Hadamard product, i.e., the element-wise product
between two vectors. If 0 < p < 1,
wk+1 =
n∑
i=1
YTi [|Yiw
k |s−1 ◦ sign(Yiw
k)], (11a)
wk+1 = |wk |2−p ◦ wk+1,wk+1 =
wk+1
‖wk+1‖p
. (11b)
Notice that if the terms containing variable u are omitted, the optimal models (5)-(8) are
exactly the ridge regression models of well known 2DPCA [1], 2DPCA-L1 [3], 2DPCAL1-S [4],
and G2DPCA [5] algorithms.
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3. Relaxed Two-Dimensional Principal Component Analysis
2DPCA is an unsupervised methods and overlooks the potential or known label information of
samples. The abstracted features maximize the scatter of projected training samples, and are
implicitly expected to maximize (not surely) the scatter of projected testing samples as well. In
this section, we present a new relaxed two-dimensional principal component analysis (R2DPCA)
method by Lp-norm to avoid the overfitting and to enhance the generalization ability. In large
amount of experiments, R2DPCA sufficiently utilizes the labels (if known) of training samples,
and can enhance the total scatter of whole projected samples. Interestingly, R2DPCA never
suffers from the small sample size (3S) problem as supervised method such as LDA. Now we
introduce the R2DPCA from two parts: weighting vector and objective function relaxation.
3.1. Weighting vector
Suppose that training samples can be partitioned into m classes and each class contains n j
samples:
X11, · · · ,X
1
n1
| X21, · · · ,X
2
n2
| · · · | Xm1 , · · · ,X
m
nm
, (12)
where X
j
i
denotes the i-th sample of the j-th class, i = 1, . . . , n j, j = 1, . . . ,m. Define the
mean of training samples from the j-th class as Ψ j =
1
n j
n j∑
i=1
X
j
i
∈ Rh×w, and the j-th within-
class covariance matrix of the training set as C j =
1
n j
n j∑
i=1
(X
j
i
− Ψ j)
T (X
j
i
− Ψ j) ∈ R
w×w, where
j = 1, . . . ,m,
∑m
j=1 n j = n and i = 1, . . . , n j. The within-class covariancematrixC j is a symmetric
and positive semi-definite matrix. Its maximal eigenvalue, denoted by λmax(C j), represents the
variance of training samples X
j
1
, . . . ,X
j
n j in the principal component. The larger λmax(C j) is, the
better scattered the training samples of j-th class are. If λmax(C j) = 0 then all of training samples
from the j-th class are same, and then the contribution of the j-th class to the covariance matrix
of training set should be reduced. To this aim, we define a weighting vector of training classes,
ω = [ω1, · · · , ωm]
T ∈ Rm, ω j =
f (λmax(C j))∑m
i=1 f (λmax(Ci))
, (13)
where ω j is a weighting factor of the j-th class with a function, f : R → R
+. The computation
of the weighting vector is proposed in Algorithm 3.1.
Algorithm 3.1 (Weighting Vector). Input n training samples as in (12), the num-
ber of classes m, the number of samples in each class contains n j and the dimen-
sion w. Output the weighting vector ω.
function ω = weightvec(X1,X2, · · · ,Xn,m,w, n j)
for j = 1, 2, · · · ,m do
C j = zeros(w,w)
M j =
1
n j
(X
j
1
+ · · · + X jn j )
for i = 1, 2, · · · , n j do
C j = C j + (X
j
i
−Ψ j)
′
∗ (X
j
i
−Ψ j)
end for
C j = C j/n j;
Compute relaxation vector ω defined as in (13)
end for
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3.2. Objective function relaxation
With the computed weighting vector ω in hand, we define a relaxed criterion as
J(u, v) = γG(u, v) + (1 − γ)G˜(u, v), (14)
where γ ∈ [0, 1] is a relaxation parameter, u ∈ Rh and v ∈ Rw are unit vectors under Lp norm,
G(u, v) :=
n∑
i=1
‖uT (Xi −Ψ)‖
s
s + ‖(Xi − Ψ)v‖
s
s, (15a)
G˜(u, v) :=
m∑
j=1
n j∑
i=1
∥∥∥∥∥∥ω jn j uT (X ji −Ψ)
∥∥∥∥∥∥
s
s
+
∥∥∥∥∥∥ω jn j (X ji −Ψ)v
∥∥∥∥∥∥
s
s
. (15b)
The R2DPCA finds its first projection vectors u ∈ Rh and v ∈ Rw by solving the optimization
problem with equality constraints:
max
u∈Rh,w∈Rw
J(u, v), s.t. ‖u‖
p
p = 1 and ‖v‖
p
p = 1, (16)
where the criterion J(u, v) is defined as in (14). Notice that the relaxed criterion (16) reduces to
(8) if γ = 1, and thus, the first projection vectors of R2DPCA and G2DPCA are the same. If first
k projection vectorsU = [u1, u2, . . . , uk] and V = [v1, v2, . . . , vk] have been obtained, the (k+ 1)-
th projection vectors uk+1 and vk+1 can be calculated similarly on the deflated samples, defined
as in (4). At each iterative step, we also obtain the maximal value of the objective function,
fk = γ
n∑
i=1
‖uTk (Xi −Ψ)
R‖ss + ‖(Xi −Ψ)
Rvk‖
s
s
+ (1 − γ)
m∑
j=1
n j∑
i=1
∥∥∥∥∥∥ω jn j uTk (X ji −Ψ)R
∥∥∥∥∥∥
s
s
+
∥∥∥∥∥∥ω jn j (X ji −Ψ)Rvk
∥∥∥∥∥∥
s
s
.
Exactly, the first k optimal projection vectors of R2DPCA solve the optimal problem with equal-
ity constraints:
{u1, . . . , uk, v1, . . . , vk} = argmax J(u, v)
s.t.
{
‖ui‖
p
p = 1, ‖vi‖
p
p = 1,
uT
i
u j = 0, v
T
i
v j = 0 i , j,
i, j = 1, · · · , k.
(17)
Algorithm 3.2 is presented to compute first k optimal left and right projection vectors.
Now we present the relationships among the improved 2DPCA, 2DPCAL1, 2DPCAL1-S ,
G2DPCA, and R2DPCA. It is obvious that 2DPCA and 2DPCA-L1 are two special cases of
G2DPCA. 2DPCAL1-S originates fromG2DPCAwith s = 1 and p = 1 which leads to projection
vector with only one nonzero element. Then the L2-norm constraint is employed to fix this
problem, resulting in 2DPCAL1-S. On the other hand, G2DPCA with s = 1 and 1 < p < 2
behaves like 2DPCAL1-S, since the Lp-norm constraint in G2DPCA behaves like the mixed-
norm constraint in 2DPCAL1-S. R2DPCA is a generalization of G2DPCA.
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Algorithm 3.2 (Relaxed Two-Dimensional Principal Component Analysis
(R2DPCA)). Input training samples as in (12) and parameters s ∈ [1,∞), p ∈ (0,∞].
(1) Computing the weighting vector, ω, by Algorithm 3.1.
(2) Compute the covariance matrix and the relaxed covariance matrix as in (15).
(3) Compute the left features U = [u1, . . . ,uk], the right features V = [v1, . . . , vk], and the
variances D = diag( f1, . . . , fk), according to the relaxed criterion (14).
for t = 1, 2, · · · , r do
Initialize k = 0, δ = 1, arbitrary v0 with ‖ v0 ‖p= 1.
f0 = J(u
0, v0) according to (14).
while δ > tol do
vk+1 is computed in the following four cases. uk+1 is computed by the similar way.
wk = γ
n∑
i=1
XTi [|Xiv
k |s−1 ◦ sign(Xiv
k)]+
(1 − γ)
m∑
j=1
n j∑
j=1
(
v j
n j
X
j
i
)T [|
ω j
n j
X
j
i
vk |s−1 ◦ sign(
ω j
n j
X
j
i
vk)].
Case 1: 0 < p < 1. wk = |vk |2−p ◦ wk, vk+1 = w
k
‖wk‖p
.
Case 2: p = 1. j = argmaxi∈[1,w] |w
k
i
|, vk+1
i
=
sign(v
k
j), i = j,
0, i , j.
Case 3: 1 < p < ∞. q = p/(p − 1), wk = |wk |q−1 ◦ sign(wk), vk+1 = w
k
‖wk‖p
.
Case 4: p = ∞. vk+1 = sign(wk).
fk+1 = J(u
k+1, vk+1) according to (14).
δ = | fk+1 − fk |/| fk |.
k ← k + 1.
end while
U ← [U, vk]. V ← [V, vk]. D = diag(D, fk).
XRi = X
R
i (I − VV
T ), i = 1, 2, · · · , n.
end for
3.3. Face recognition
Suppose we have computed the optimal projections, Û and V̂, and the diagonal matrix D by
R2DPCA. The R2DPCA approach for color face recognition is proposed in Algorithm 3.3.
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Algorithm 3.3 (R2DPCA approach for face recognition). Input the training set,
{X1, · · · ,Xn}, the optimal projections, Û and V̂, and the set of face images to be
recognized, T = {T1, · · · ,Tk}. Output the identity vector of T, r ∈ R
k.
(1) Compute the features of n training face images under Û and V̂ as
X̂i = Û
∗(Xi − Ψ)V̂ ∈ H
k1×k2 , i = 1, · · · , n.
(2) Compute the feature of each face images in T, T̂ j = Û
∗(T j −Ψ)V̂.
(3) Solve the optimal problems
r( j) = arg min1≤i≤n‖(T̂ j − X̂i)D‖
for j = 1, · · · , k.
3.4. Image reconstruction
The original digit image, Xi, can be optimally approximated by a low-rank reconstruction
from its feature, X̂i. Suppose that Û
⊥ ∈ Rh×(h−k1) and V̂⊥ ∈ Rn×(w−k2) are the unitary complement
of Û and V̂. For i = 1, · · · , n, the reconstructions are defined as
ÛX̂iV̂
T = Xi + P, (18)
with P ∈ {Û⊥(Û⊥)TZ +ZV̂⊥(V̂⊥)∗|Z ∈ Rh×w}. Here, the mean value of samples is assumed to be
zero for simplicity. The image reconstruction rate of ÛX̂iV̂
T is defined as follows
Ratios = 1 −
‖ÛX̂iV̂
T − Xi‖2
‖Xi‖2
=
‖Xi‖2 − ‖P‖2
‖Xi‖2
. (19)
Note that ÛX̂iV̂
T is always a good approximation of Xi. If k1 = h and k2 = w, Û and V̂ are a
unitary matrices and hence Ratioi = 1, which means ÛX̂iV̂
T = Xi.
4. Experiments
In this section, we present numerical experiments to compare all advanced variations of 2DPCA,
including in the relaxed two-dimensional principle component analysis (R2DPCA), with the
state-of-the-art algorithms. The numerical experiments are performed with MATLAB-R2016
on a personal computer with Intel(R) Xeon(R) CPU E5-2630 v3 @ 2.4GHz (dual processor) and
RAM 32GB.
Example 4.1. In this experiment, we compare R2DPCA with 2DPCA, 2DPCA-L1, 2DPCAL1-S,
and G2DPCA on face recognition by utilizing three famous databases as follows:
• Faces95 database1 (1440 images from 72 subjects, twenty images per subject),
1Collection of Facial Images: Faces95. http://cswww.essex. ac.uk/mv/allf aces/faces95.html
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Table 1: Recognition accuracies of five algorithms
Algorithms Face95 color Feret
Optimalparameters Accuracy Optimalparameters Accuracy
2DPCA − 0.8729 − 0.5982
2DPCA-L1 − 0.8708 − 0.5985
2DPCAL1-S ρ = −0.5 0.8785 ρ = −0.3 0.6236
G2DPCA s = 2.7, p = 2.2 0.9451 s = 2.8, p = 2.6 0.6918
R2DPCA (γ = 0) s = 1, p = 2.2 0.9493 s = 3, p = 2.2 0.7085
• Color FERET database2 (3025 images from 275 subjects, eleven images per subject),
• Grey FERET database3 (1400 images from 200 subjects, seven images per subject).
All of face images are cropped and resized such that each image is of 80×80 size. The basic
setting is that 10 and 5 face images of each person from Faces95 and (color or grey) FERET
face databases are randomly selected out as training samples, and the remaining ones are left
for testing.
We test the effect of numbers of chosen features on the recognition accuracy. Let s and p be
fixed as the optimal parameters in Table 1. The recognition accuracies of 2DPCA, 2DPCA-L1,
2DPCAL1-S, G2DPCA and R2DPCA with different feature numbers in the range of [1, 20] on
the grey Feret databases are shown in Figure 1. The recognition accuracies of G2DPCA and
R2DPCA on the Faces95 and Color Feret databases are shown in Figure 2.
From the numerical results in Table 1 and Figures 1 and 2, we can conclude that the classifi-
cation accuracies of R2DPCA are higher and more stable than 2DPCA, 2DPCA-L1, 2DPCAL1-
S and G2DPCA when the number of chosen features is large. The recognition accuracies of
G2DPCA and R2DPCA are the same when k = 1, in which case neither relaxation nor weighting
is necessary in G2DPCA.
Example 4.2. In this experiment, we compare R2DPCA with three most prominent deep learn-
ing primitives: Convolutional Neural Networks (CNNs), Deep Belief Networks (DBNs) and Deep
Neural Networks (DNNs). These methods are applied on the partial MNIST database of hand-
written digits, which has a training set of 10000 samples, and a test set of 1000 samples. The
size of each image is 28× 28 pixels. The codes of CNNs, DBNs and DNNs are according to [45]
and [46], and the settings are as follows.
Deep Neural Networks (DNNs) are implemented by stacking layers of neural networks along
the depth and width of smaller architectures. A four-layer neural network is used in our tests.
The input layer of the network contains 784 = 28 × 28 neurons and the output layer contains
10 neurons. The number of neurons in first and second hidden layers are set by n and ℓ, where
n increases from 1 to 12 and ℓ = 14 is fixed. All weights and biases are initialized randomly
between [0, 1] and will be updated by error back propagation algorithm. The iteration will stop
once the convergence condition is achieved. In our test, this condition is that if current accuracy
of test samples is lower than last iteration more than three times.
2The color Face Recognition Technology (FERET) database: https://www.nist.gov/itl/iad/image-group/color-feret-
database.
3Here we use the widely used cropped version of the FERET database. The size of each face image is 80 × 80.
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Figure 1: Recognition accuracies of 2DPCA, 2DPCA-L1, 2DPCAL1-S, G2DPCA and R2DPCA with k =
[1 : 20] on the grey FETET database.
Deep Belief Networks (DBNs) consist of a number of layers of Restricted Boltzmann Ma-
chines (RBMs) which are trained in a greedy layer wise fashion. The lower layer is same as
the input layer in DNNs, and the top layer as the hidden layer. In our experiment, a four layers
consisted of two RBMs are constructed. We set the number of hidden neurons in first RBM from
10 to 120, step 10 and a fixed number of hidden neurons of 100 in second RBM. Each RBM is
trained in a layer-wise greedy manner with contrastive divergence. All weights and biases are
initialized to be zero. Each RBM is trained on the full 10000 images training set, using mini-
batches of size 100, with a fixed learning rate of 1 for one epoch. One epoch is one full sweep
of the data. Having trained the first RBM the entire training dataset is transformed through the
first RBM resulting in a new 10000 by k (k = 10 : 10 : 120) dataset which the second RBM
is trained on. Then the trained weights and biases are used to initialize a feed-forward neural
net with 3 layers of sizes k − 1000 − 10, the last 10 neurons being the output label units. The
feed-forward neural net is trained with sigmoid activation function using backpropagation. Here
we set the mini-batches of size 100 for one epoch using a fixed learning rate of 1. At last the
1000 test samples are performed in the feed-forward network and the maximum output unit are
their labels.
Convolutional Neural Networks (CNNs) are feed-forward, back-propagate neural networks
with a special architecture inspired from the visual system, consisting of alternating layers of
convolution layers and sub-sampling layers. What is different is that CNNs work on the two di-
mensional data directly. In our experiment, we set two convolution layers and two sub-sampling
layers. The first layer has k feature maps, where we set k from 1 to 12, step 1, connected to
the single input layer through k 5 × 5 kernels. The second layer is a 2 × 2 mean-pooling layer.
The third layer has 12 feature maps which are all connected to all k mean-pooling layers below
through 12k 5 × 5 kernels. The fourth layer is still a 2 × 2 mean-pooling layer. After above steps
the feature maps is concatenated into a feature vector which feeds into the final layer which
consists of 10 output neurons, corresponding to the 10 class labels. The CNNs are trained with
stochastic gradient descent on the training set, using mini-batches of size 50, with a fixed learn-
ing rate of 1 for one epoch. Putting test samples in the trained networks and comparing output
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Figure 2: Recognition accuracies of R2DPCA and G2DPCA with k = [1 : 20] on the Faces95 (top) and Color FERET
(below) databases.
with their true labels in order are to get the recognition rate.
The numerical results are shown in Figure 3. We can see that R2DPCA has the better perfor-
mance over CNNs, DBNs and DNNs in the recognition accuracies. It should be noticed that the
recognition rates of CNNs, DBNs and DNNs can not achieve at high levels with small samples,
but will increase when the amount of training samples become larger.
Example 4.3. In this experiment, we indicate the generalization ability of R2DPCA. Let 4n ran-
domly generated points be equally separated into two classes (denoted as × and ◦, respectively).
n points are chosen from each class as training samples (denoted as magenta × and ◦ ) and the
rest as testing samples (denoted as blue × and ◦). The principle component of 2n training points
is computed by 2DPCA and R2DPCA. In three random cases, the computed principle compo-
nents by two methods are plotted with the black lines, and the weighting vectors of R2DPCA are
[0.7082, 0.2918], [0.5407, 0.4593] and [0.5972, 0.4028]. The variances (the larger the better)
of the training set and the whole 4n points, under the projection of 2DPCA and R2DPCA, are
shown in Table 2.
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Figure 3: Recognition accuracies on the MINIST database.
Table 2: Variances in three random cases
4n Variance of training points Variance of testing points Variance of the whole points
2DPCA R2DPCA 2DPCA R2DPCA 2DPCA R2DPCA
20 4.0757 4.0161 2.9006 2.9840 3.4882 3.5001
500 3.7994 3.7956 3.6619 3.6741 3.7306 3.7349
1000 3.8708 3.8626 4.4249 4.4457 4.1479 4.1541
5. Conclusion
This paper is a survey of recent development of 2DPCA. We present a general ridge regres-
sion model for 2DPCA and variations by Lp norm, with the improvement on feature extraction
from both row and column directions. To enhance the generalization ability, the relaxed 2DPCA
(R2DPCA) is proposed with a general ridge regression model. The R2DPCA is a generaliza-
tion of 2DPCA, 2DPCA-L1 and G2DPCA, and has higher generalization ability. Since utilizing
the label information, the R2DPCA can be seen as a new supervised projection method, but it
is totally different to the two-dimensional linear discriminant analysis (2DLDA)[36, 39]. The
R2DPCA-based approaches for face recognition and image reconstruction are also proposed
and the selected principle components are weighted to enhance the role of main components.
The properties and the effectiveness of proposed methods are verified by practical face image
databases. In numerical experiments, R2DPCA has a better performance than 2DPCA, 2DPCA-
L1,G2DPCA, CNNs, DBNs, and DNNs.
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Figure 4: 2DQPCA (Top) and R2DPCA(Bellow) in random case with n = 10: 4n randomly generated points are equally
separated into two classes (denoted as × and ◦, respectively). n points from each class are chosen as training samples
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