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Abstract
Reversible evolution of macroscopic and mesoscopic systems can be conve-
niently constructed from two ingredients: an energy functional and a Poisson
bracket. The goal of this paper is to elucidate how the Poisson brackets can be
constructed and what additional features we also gain by the construction. In
particular, the Poisson brackets governing reversible evolution in one-particle
kinetic theory, kinetic theory of binary mixtures, binary fluid mixtures, classi-
cal irreversible thermodynamics and classical hydrodynamics are derived from
Liouville equation. Although the construction is quite natural, a few examples
where it does not work are included (e.g. the BBGKY hierarchy). Finally, a new
infinite grand-canonical hierarchy of Poisson brackets is proposed, which leads
to Poisson brackets expressing non-local phenomena such as turbulent motion
or evolution of polymeric fluids. Eventually, Lie-Poisson structures standing
behind some of the brackets are identified.
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1. Introduction
The principal goal of statistical mechanics is to extract pertinent features
from the complete microscopic information contained in trajectories of micro-
scopic particles composing macroscopic systems under consideration. The perti-
nent features are those seen in mesoscopic and macroscopic experimental obser-
vations. We look for a reduced (mesoscopic) time evolution which concentrates
only on the pertinent features and ignores the irrelevant details. The reduction
process from the micro to the meso dynamics (consisting of three steps, (i) find-
ing microscopic trajectories, (ii) extracting from them the pertinent pattern,
and (iii) constructing mesoscopic dynamics whose trajectories reproduce the
pattern) is, in general, very complex. It is therefore very useful to realize that
the microscopic, the mesoscopic, and the macroscopic time evolutions share a
common structure, namely that the reversible evolution is expressed by means
of a Poisson bracket and energy, see [1, 2, 3, 4, 5, 6, 7].
The two latter references introduce the General Equation for Non-Equilibrium
Reversible-Irreversible Coupling (GENERIC). The GENERIC framework con-
tains a large amount of mesoscopic models, e.g. classical hydrodynamics, Boltz-
mann equation, classical irreversible thermodynamics (CIT), extended irreversible
thermodynamics (EIT), see [8], models for polymer flows, visco-elasto-plastic
solids [9], etc. The main features of GENERIC are that the reversible part of the
evolution equations is constructed from a Poisson bracket while the irreversible
from a dissipation potential (or dissipative bracket when thermodynamic forces
are small), and that the equations are also automatically compatible with equi-
librium thermodynamics as they gradually approach equilibrium. The Hamil-
tonian structure of reversible evolution is common to a large class of models in
continuum physics on many levels of description, see also [10], and we shall thus
require that passages from levels with more details to levels with less details
preserve the structure.
In this paper we focus on relations between Hamiltonian structures governing
reversible evolution on different levels of description. This means that on the
level of the microscopic dynamics of all particles composing macroscopic systems
we consider the complete dynamics but on mesoscopic levels we consider only
a part of the dynamics - the reversible part. For example, on the level of fluid
mechanics, we consider only the Euler part and on the level of kinetic theory
only the free flow without collisions. Moreover, we investigate only the Poisson
brackets of the Hamiltonian structures, not the energy functionals. Our goal is to
construct Poisson brackets as reductions of a known Poisson bracket expressing
kinematics on a more detailed (more microscopic) level.
For example, we can start on the Liouville level, i.e. on the level on which
N-particle distribution functions serve as state variables. The time evolution on
the Liouville level, governed by the Liouville equation (see e.g. [11]), is Hamil-
tonian and reversible1 time evolution. The right hand side of the Liouville
1The reversibility can be checked the same way as for the reversible part of Boltzmann
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equation (Liouville vector field) is gradient of energy transformed into a vector
by the Liouville-Poisson structure (expressed mathematically in the Liouville-
Poisson bracket - see Sec. 2.1.1). Projections from the N-particle distributions
to lower (less detailed) levels of description then induce projections of the Li-
ouville Poisson bracket to Poisson brackets on the lower levels. The method of
projection that we employ is quite natural and was already used for example
in [13], [5], [14] and in [15]. In this paper we present it in its full generality
within the context of non-equilibrium thermodynamics and investigate its ge-
ometric interpretation in appendices and Electronic supplementary (ES). We
also employ it to develop new levels suitable for applications in the theory of
turbulence. Various reductions demonstrated in this paper are presented in Fig.
1.
It sometimes happens that reversible evolution is not given by projection of
the Liouville Poisson bracket, as for example in an EIT theory of mixtures and
BBGKY hierarchy (see Sec. 3). What is then the common structure shared by
the reversible evolution on different levels of description? In general this ques-
tion still remains an open problem in non-equilibrium thermodynamics as it is
not for example clear whether validity of Jacobi identity is necessary when the
reversible evolution is accompanied by an irreversible counterpart. In particular
examples, for example the BBGKY hierarchy, the common structure is again the
Poisson bracket as the terms containing higher-order distribution functions can
be replaced by a constitutive relation (closure) while the rest remains Hamil-
tonian. That is how the Boltzmann collision term comes into play while the
reversible part of Boltzmann equation is Hamiltonian. The BBGKY hierarchy
however is not part of the present hierarchy of Poisson brackets. It is thus still
unclear whether the Hamiltonian structure should be a necessary feature of all
consistent reversible dynamics describing real physical systems compatible with
non-equilibrium thermodynamics or not, but even if it is, the Poisson bracket
can be out of the present hierarchy of Poisson brackets.
When starting from the N-particle Liouville Poisson bracket, the number
of particles is inherently incorporated into the Poisson brackets. To remove
this dependence, we develop a grand-canonical hierarchy of Poisson brackets
in Sec. 4.1. This hierarchy can be then reduced to a two-point kinetic theory
or to a Poisson bracket coupling hydrodynamic fields with a conformation ten-
sor, Reynolds stress and non-local vorticity. Such an extended hydrodynamics
should be useful in modeling of fluids where non-local effect play an important
flow, e.g. in turbulence.
Contribution of this paper can be seen in the following points. Firstly, the
natural hierarchy of Poisson brackets generated by projections from N-particle
distribution functions to less detailed levels of description is investigated in the
context of non-equilibrium thermodynamics. Various thermodynamically rel-
evant models are shown to be part of the hierarchy. Some of the projections
equation in [12] or it can be seen from compatibility of Liouville equation and Hamilton
canonical equations.
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seem to be novel (e.g. the passages to mixtures or to the symmetric distribution
functions).This systematic treatment of Poisson brackets should serve as a (so
far lacking) guide for constructing Poisson brackets within the theory of non-
equilibrium thermodynamics. Secondly, a new hierarchy of non-local Poisson
brackets is suggested, namely the grand-canonical ensemble hierarchy. This hi-
erarchy leads to a two-point kinetic theory and to a Poisson bracket of extended
hydrodynamics with applications in turbulent fluid motions, polymeric fluids,
colloidal systems and other mesoscopic systems. Thirdly, some of the projec-
tions are rewritten as the duals of some certain Lie algebra homomorphisms in
the appendices, which should be interesting from the geometrical point of view.
2. Hierarchy of Poisson brackets
2.1. Motivation through introductory examples
The most detailed description of a physical system seen as composed of
classical particles is given by Hamilton’s canonical equations or equivalently,
in the Liouville representation, by the Liouville equation, which describes the
time evolution of the N-particle distribution function. The Liouville level of
description, where N-particle distribution function is the state variable, is the
highest (most detailed) level of description and we thus start on this level.
The Hamiltonian structure of Liouville equation is presented in Sec. 2.1.1.
Then we shall observe in Sec. 2.1.2 how the Poisson bracket generating the re-
versible part of Boltzmann equation can be obtained from the Poisson bracket
generating Liouville equation by projecting the N-particle distribution function
to a one-particle distribution function. This passage is then interpreted geomet-
rically in Sec. 2.2, where also additional features of the passage pertinent to
non-equilibrium thermodynamics are presented. The passage can be also seen
as a Lie-Poisson reduction, see Appendix A.
2.1.1. Hamiltonian structure of Liouville equation
Consider an isolated system consisting of N interacting particles. The cor-
responding phase space consists of positions and momenta of all particles. Po-
sition and momentum of the first particle is denoted by r1 and p
1, respectively,
and analogously for other particles. The couple (r1,p
1) is denoted by 1 for
convenience and analogically for the other particles. Evolution equation of the
N-particle phase space density fN(1, . . . ,N, t), or N-particle distribution func-
tion, is the standard Liouville equation, see e.g. [16, 11],
∂fN
∂t
= −
∂hN
∂piα
∂fN
∂rαi
+
∂hN
∂rαi
∂fN
∂piα
(2.1)
where the N-particle Hamiltonian hN (1, . . . ,N) is a real-valued function of the
position coordinates and momenta, that has the physical interpretation of the
energy of the system. The Liouville equation is usually derived within non-
equilibrium statistical physics from the requirement that probability density
behaves as an incompressible ideal fluid. Note, however, that there is also
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an elegant geometric derivation exploiting properties of the coadjoint action
of the group of canonical transformations on the cotangent bundle of classical
mechanics, see Appendix A.
Energy on the Liouville level, E, can be expressed as
E =
∫
d1 . . .
∫
dNfNhN . (2.2)
Since
∂E
∂fN
= hN , (2.3)
Eq.(2.1) implies that an arbitrary functional A(fN ) of the distribution function
evolves as
dA
dt
=
〈
∂A
∂fN
,
∂fN
∂t
〉
=
∫
d1 . . .
∫
dN
∂A
∂fN
∂fN
∂t
= {A,E}
(L)
(2.4)
where the Poisson bracket on the Liouville level (or the Liouville-Poisson bracket)
is equal to
{A,B}(L) =
∫
d1 . . .
∫
dNfN
(
∂AfN
∂rαi
∂BfN
∂piα
−
∂BfN
∂rαi
∂AfN
∂piα
)
(2.5)
Note the usage of Einstein’s summation convention over matching upper and
lower indexes. Integration with respect to for example d1 stands for
∫
dr1
∫
dp1,
etc. This Poisson bracket can also be rewritten in terms of the Poisson bracket
of classical mechanics as
{A,B}
(L)
=
∫
d1 . . .
∫
dNfN {AfN , BfN }
(CM)
(2.6)
where the Poisson bracket of classical mechanics is the standard canonical Pois-
son bracket, see e.g. [17],
{hN , kN}
(CM)
=
∂hN
∂rαi
∂kN
∂piα
−
∂kN
∂rαi
∂hN
∂piα
(2.7)
for any two functions hN (1, . . . ,N) and kN (1, . . . ,N). The derivative AfN
stands for functional derivative of A with respect to fN and will be denoted
also by ∂A∂fN .
Liouville equation can be thus constructed from the Liouville-Poisson bracket
and energy E(fN ). The Liouville-Poisson bracket will serve as a starting point
for derivations of less detailed Poisson brackets.
2.1.2. From Liouville to Boltzmann
Boltzmann equation consists of both reversible and irreversible dynamics.
Let us now derive the reversible part from the Liouville-Poisson bracket, (2.5).
One-particle distribution function (or one-particle phase space density) f(r,p),
evolution of which is described by Boltzmann equation, can be defined as a
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projection of the N-particle distribution function. Indeed when denoting (ra,p
a)
by a, the one-particle distribution function can be introduced as
f(a) =
∫
d1 . . .
∫
dNfN
N∑
i=1
δ(a− i) (2.8)
where 1 denotes position and momentum of the first particle, (r1,p1), and i
the analogically for the i-th particle. Delta distribution δ(a − i) stands for
δ(ra − ri)δ(p
a − pi). Derivative of f with respect to fN is
∂f(a)
∂fN (1, . . . ,N)
=
N∑
i=1
δ(a − i) (2.9)
Consider now two arbitrary functionals of the one-particle distribution func-
tion f , A(f) and B(f). Let us now evaluate the Liouville-Poisson bracket, (2.5),
of these two functionals.
{A,B}(L) =
∫
d1 . . .
∫
dN
∫
da
∫
dbfN
∂A
∂f(a)
{
f(a)
∂fN
,
∂f(b)
∂fN
}(CM)
∂B
∂f(b)
(2.10)
Now using the definition (2.7), this last equation becomes
{A,B}(B) =
∫
dr
∫
dpf(r,p)
(
∂Af
∂rα
∂Bf
∂pα
−
∂Bf
∂rα
∂Af
∂pα
)
(2.11)
where Af stands for
∂A
∂f(r,p) . See [10] for detailed calculation. This last equation
is exactly the Poisson bracket that generates the reversible part of the Boltz-
mann equation, referred to as the Boltzmann-Poisson bracket, see e.g. [6]. We
have thus obtained that
{A,B}
(L)
= {A,B}
(B)
(2.12)
for functionals A, B dependent only2 on the one-particle distribution function
f .
In summary, starting with functionals dependent only on the one-particle
distribution function, f , the Liouville Poisson bracket becomes the Boltzmann
Poisson bracket. In other words, the reversible evolution governed by the Boltz-
mann equation is just a “projection” of the reversible evolution governed by the
Liouville equation. Let us make this statement more rigorous.
2.2. Geometric interpretation
Each Poisson bracket can be interpreted in terms of the corresponding Pois-
son bivector field as
{A,B} =
(
Lij
∂
∂xi
∂
∂xj
)
(dA, dB) = Lij
∂A
∂xi
∂B
∂xj
, (2.13)
2The functionals, of course, also depend on fN but only through the function f .
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see e.g. [18]. Note that the indexes can be discrete or continuous (in which
case the summation becomes integration) and that the derivatives are to be
considered as functional derivatives. What is the relation between the Poisson
bivector on the Liouville level of description and the Poisson bivector on the
Boltzmann level?
The Boltzmann-Poisson bracket can be expressed in terms of its Poisson
bivector as follows
{A,B}(B) =
∫
da
∫
db
∂A
∂f(a)
La,bB
∂B
∂f(b)
(2.14)
and analogically the Poisson bivector generating the Liouville Poisson bracket
is defined as
{A,B}
(L)
=
∫
d1 . . .
∫
dN
∫
d1′ . . .
∫
dN′
∫
da
∫
db
∂A
∂f(a)
∂f(a)
∂fN
LfN ,fN
′
L
∂B
∂f(b)
∂f(b)
∂fN
′ (2.15)
where fN
′ = fN (1
′, . . . ,N′) and LfN ,fN
′
L is the component of the Liouville Pois-
son bivector that provides coupling between 1, . . . ,N and 1′, . . . ,N′. Now from
Eq. (2.12) it follows that
La,bB =
∫
d1 . . .
∫
dN
∫
d1′ . . .
∫
dN′
∂f(a)
∂fN
LfN ,fN
′
L
∂f(b)
∂fN
′ , (2.16)
which is the relation between the Poisson bivectors on the Liouville and Boltz-
mann levels.
Let us now have a look at relation (2.16) from the geometrical point of view.
Consider the manifold of state variables on a higher level of description (e.g.
Liouville), and denote the state variables by xi. On a lower level of description
the state variables (denoted by ya) are obtained by a projection
pi : x→ y(x). (2.17)
Poisson bivectors are twice contravariant antisymmetric tensors, and thus the
projection transforms them formally as follows, see e.g. [18],
↓L
ab∣∣
pi(x)
=
∂pia
∂xi
∣∣∣
x
↑L
ij ∣∣
x
∂pib
∂xj
∣∣∣
x
=
{
pia, pib
}(higher)
, (2.18)
where ↓L and ↑L are the lower- and higher-level Poisson bivectors, respectively.
Formula (2.16) is a particular realization of this last equation. The projection,
however, does not need to be well defined, which is the reason for the word
“formally”, commented on later on.
In summary, obtaining the Poisson bracket on a lower level of description by
evaluating the Poisson bracket on a higher level on functionals dependent only on
state variables of the lower level is equivalent to projecting the Poisson bivector
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from the higher level of description to the lower level. Moreover, components
of the Poisson bivector on the lower level of description are given by Poisson
bracket on the higher level applied on components of the projector.
The Liouville-Poisson bracket generates reversible evolution in the sense of
time-reversal transformation, see [12]. Are the brackets derived from a reversible
Poisson bracket also reversible? Consider state variables with definite parities
with respect to the time-reversal transformation (TRT), which simply inverts
velocities of all particles, see [12], i.e.
P
(
xi
)
= 1 for I(xi) = xi, i.e. xi even, (2.19)
P
(
xi
)
= −1 for I(xi) = −xi, i.e. xi odd, (2.20)
where P
(
xi
)
and I(xi) = P
(
xi
)
xi denote parity of variable xi and the action
of TRT on the variable, respectively. Note that TRT satisfies I ◦ pi = pi ◦ I as
this is in fact the definition of TRT action on the more macroscopic level (and
hence we do not distinguish the two distinct TRT mappings on the lower and
higher level of description). Additionally, the commutation relation yields
∂Ia
∂yb
∣∣∣
pi(x)
∂pib
∂xi
∣∣∣
x
=
∂pia
∂xj
∣∣∣
I(x)
∂Ij
∂xi
∣∣∣
x
and as ∂I
j
∂xi
∣∣∣
x
= δjiP
(
xi
)
and ∂I
a
∂yb
∣∣∣
x
= δabP
(
yb
)
, we have
∂pia
∂xi
∣∣∣
I(x)
= P
(
xi
)
P (ya)
∂pia
∂xi
∣∣∣
x
. (2.21)
Suppose, moreover, that the Poisson bracket on the higher level of descrip-
tion generates reversible evolution (as for example the Liouville Poisson bracket
does), which means that
↑L
ij
|I(x) = −P
(
xi
)
P
(
xj
)
↑L
ij
|x, (2.22)
as shown in [12]. The Poisson bivector at the lower level evaluated at inverted
coordinates (i.e. after application of TRT) becomes
↓L
ab
|I(y) =
↓L
ab
|I◦pi(x) =
↓L
ab
|pi◦I(x)
=
∂pia
∂xi
∣∣∣
I(x)
↑L
ij ∣∣
I(x)
∂pib
xj
∣∣∣
I(x)
(2.21)
= P (ya)P
(
yb
)
P
(
xi
)
P
(
xj
) ∂pia
∂xi
∣∣∣
x
↑L
ij∣∣
I(x)
∂pib
xj
∣∣∣
x
(2.22)
= −P (ya)P
(
yb
) ∂pia
∂xi
∣∣∣
x
↑L
ij ∣∣
x
∂pib
xj
∣∣∣
x
= −P (ya)P
(
yb
)
↓L
ab
, (2.23)
which means that any Poisson bivector obtained by projection of a Poisson
bivector generating reversible evolution generates only reversible evolution as
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well. Since the Poisson bivector of classical mechanics or Liouville equation
generates reversible evolution, all the Poisson bivectors (or Poisson brackets)
derived by the projection from the Liouville Poisson bivector generate only
reversible evolution.
Let us now return to the word “formally” used when stating that the Poisson
bracket on the lower level is obtained by a projection. The projector pi is no
diffeomorphism, and thus the push-forward mapping bivectors onM to bivectors
on N does not exist in general, see [18], and without providing any additional
knowledge about the system under consideration there is no a priori guarantee
that the result of the projection is well defined. An example of the additional
knowledge that ensures possibility of the projection is a symmetry permitting
a symplectic or Poisson reduction, see [18] or [19]. If, on the other hand, the
result of the projection given by Eq. (2.18) only depends on state variables of
the lower level, y, the projection is well defined and one may use it as the Poisson
bivector on the lower level. The explicit calculation of the Poisson bivector (or
Poisson bracket) on the lower level of description has to be carried out anyway
and so the checking whether it only depends on state variables of the lower level
does not bring any additional computational effort.
But is the Jacobi identity guaranteed for the result of the projection? Firstly,
consider smooth functions on M , F(M), which are also referred to as the alge-
bra of observables on M . Functions from F(M) indeed form an (associative)
algebra, since they form a linear space and the standard pointwise multiplica-
tion is the bilinear operation necessary for F(M) to be an algebra. Moreover,
Poisson bracket of two functions from F(M) stays in F(M) and so F(M) is
even a Lie algebra, referred to as an algebra of observables, see [18].
Secondly, consider functions on M that are projectable onto N ,
Fpi(M) = {A ∈ F(M) : pi(x1) = pi(x2)⇒ A(x1) = A(x2)} (2.24)
Functions Fpi(M) form an algebra isomorphic to the algebra of functions on N ,
F(N). Indeed, there is a bijective mapping between Fpi(M) and F(N) which
respects the bilinear operation (pointwise multiplication) given by AH ∼ AL ◦pi,
where AH ∈ Fpi(M) and A
L ∈ F(N).
So far we have shown that Fpi(M) is an algebra isomorphic with F(N). Let
us now introduce a Poisson structure inherited from the algebra of observables
F(M) so that Fpi(M) also becomes an algebra of observables. Consider two
functions AL and BL from Fpi(M) and define their Poisson bracket as
{AL, BL}L
def
= {AL, BL}H = ↑L
ij ∂AL
∂xi
∂BL
∂xj
= ↑L
ij ∂pia
∂xi
∂pib
∂xj︸ ︷︷ ︸
↓Lab
∂AL
∂ya
∂BL
∂yb
= {A,B}
(L)
(2.25)
Does this expression give a function from Fpi(M)? Not in general since one
has to check that the Poisson bivector on the lower level of description, ↓L
ab
,
does not depend on x but only on y. Note, however, that such calculation
has to be carried out anyway when one wishes to express the tensor explicitly.
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But when the resulting bivector field only depends on state variables y, the
expression {AL, BL}L indeed is in Fpi(M), and due to the properties of the
Poisson bracket {•, •}H (antisymmetry, Jacobi identity) the {•, •}L is indeed a
Poisson bracket. Since Fpi(M) and F(N) are isomorphic, the Poisson bracket
works on F(N) as well, and we have obtained an algebra of observables F(N)
with the Poisson bracket {•, •}L inherited from F(M). The expression for the
Poisson bracket on the lower level of description and the expression for the
new Poisson bivector are exactly the same as in the illustration demonstrating
projection from the Liouville level to the Boltzmann level as well as in all other
illustrations of the procedure in this paper, and so one does not need to check
whether the derived brackets really are Poisson brackets (fulfilling antisymmetry
and Jacobi identity) because that is satisfied automatically when the projection
can proceed (the resulting Poisson bivector depends only on the y variables).
In summary, it has been shown that when starting with a Poisson bracket
generating reversible evolution on a higher level of description, there is a natural
way to construct a Poisson bracket on a lower level of description. The new
Poisson bracket indeed satisfies all the properties of Poisson brackets, and it
generates only reversible evolution. The passage to the lower level is given by
defining a projection from state variables on the higher level to state variables on
the lower level. During the passage one has to check that the constructed Poisson
bivector depends only on the state variables of the lower level. If this is true,
the passage is complete and the dynamics on the lower level is derived from the
reversible dynamics on the higher level, it is reversible, and the Poisson bracket
indeed fulfills all the necessary properties (antisymmetry and Jacobi identity).
Note that reversible evolution on a lower level of description is often derived
from the Liouville equation by means of statistical physics, see [14]. For in-
stance, Turkington [20] recently developed an optimization procedure leading
from Liouville equation to GENERIC, and the Poisson bracket is given by Eq.
(2.18). Therefore, the way Poisson brackets are constructed in this manuscript
is compatible with the way they are constructed from Liouville equation in
statistical physics.
2.3. Particular examples of the hierarchy
In the following subsections we shall provide some particular illustrations of
the above geometric approach. Consequently, all the listed levels of descriptions
can be regarded as tightly linked one to another and all consistently derived from
the first principles. Later in the text we also show examples that are outside of
this unification theory and propose a generalization for certain situations.
2.3.1. From Boltzmann to classical hydrodynamics
Having derived the Boltzmann-Poisson bracket in Sec. 2.1.2, we are able to
derive the hydrodynamic Poisson bracket in a convenient way. One could, of
course, start with the Liouville Poisson bracket and go directly to hydrodynam-
ics, but the calculation would be longer than when starting from the Boltzmann
Poisson bracket. Let us, therefore, introduce the projection from the Boltzmann
level of description to the level of classical hydrodynamics.
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The hydrodynamic state variables are density, momentum density and en-
tropy density
ρ(ra) =
∫
dr
∫
dpmf(r,p)δ(r − ra) (2.26a)
ui(ra) =
∫
dr
∫
dppif(r,p)δ(r − ra) (2.26b)
s(ra) =
∫
dr
∫
dpsf (f(r,p))δ(r − ra) (2.26c)
where m is mass of one particle and entropy density sf is a positive smooth
real-valued function of the distribution function. Therefore, derivatives of the
hydrodynamic state variables with respect to f(r,p) are
∂ρ(ra)
∂f(r,p)
= mδ(r− ra), (2.27a)
∂ui(ra)
∂f(r,p)
= piδ(r− ra) and (2.27b)
∂s(ra)
∂f(r,p)
= s′f (f(r,p))δ(r − ra), (2.27c)
∂A
∂f(r,p)
= mAρ + piAui + σ
′As. (2.28)
Let us now construct the hydrodynamic Poisson bracket. Plugging Eq. (2.28)
into the Boltzmann-Poisson bracket, (2.11), we obtain
{A,B}(B) =
∫
dr
∫
dpf
(
∂
∂rk
(mAρ + piAui + σ
′As)
∂
∂pk
(
mBρ + pjBuj + σ
′Bs
)
− . . .
)
=
∫
dr
∫
dpf
((
m
∂Aρ
∂rk
+ pi
∂Aui
∂rk
)
Buk − . . .
)
(2.29a)
+
∫
dr
∫
dpf
(
∂σ′As
∂rk
Buk − . . .
)
(2.29b)
+
∫
dr
∫
dpf
((
m
∂Aρ
∂rk
+ pi
∂Aui
∂rk
)
∂
∂pk
(σ′Bs)− . . .
)
(2.29c)
+
∫
dr
∫
dpf
(
∂
∂rk
(Asσ
′)
∂
∂pk
(Bsσ
′)− . . .
)
. (2.29d)
The dots stand for the antisymmetric complement, where A and B are swapped.
Term (2.29a) can be rewritten as∫
drρ(∂kAρBuk − ∂kBρAuk) + ui(∂kAuiBuk − ∂kBuiAuk), (2.30a)
which constitutes the first two terms of the final hydrodynamic Poisson bracket.
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Term (2.29b) becomes
−
∫
dr
∫
dp
∂f
∂rk
σ′︸ ︷︷ ︸
= ∂σ
∂rk
AsBuk + · · · −
∫
dr
∫
dpfσ′As
∂Buk
∂rk
+ . . .
=
∫
drs(∂kAsBuk − ∂kBsAuk) +
∫
dr
∫
dpσAs
∂Buk
∂rk
− . . .
−
∫
dr
∫
dpfσ′As
∂Buk
∂rk
+ . . . , (2.30b)
where the first term following the equality sign is the last term of the hydro-
dynamic Poisson bracket. All the other terms will cancel with the remaining
terms of (2.29). Term (2.29c) becomes
−
∫
dr
∫
dp
∂f
∂pk
σ′︸ ︷︷ ︸
∂σ
∂pk
Bs
(
m
∂Aρ
∂rk
+ pi
∂Aui
∂rk
)
+ · · ·−
∫
dr
∫
dpf
∂Auk
∂rk
σ′Bs+ . . .
=
∫
dr
∫
dpσBs
∂Auk
∂rk
− · · · −
∫
dr
∫
dpf
∂Auk
∂rk
σ′Bs + . . . , (2.30c)
which cancels with the second and third term following the equality sign in
(2.30b). Finally, term (2.29d) can be rewritten as∫
dr
∫
dpf
(
∂Asσ
′
∂rk
Bs
∂σ′
∂pk
− . . .
)
=
∫
dr
∫
dpf
∂As
∂rk
Bs σ
′ ∂σ
′
∂pk︸ ︷︷ ︸
= ∂Σ
′
∂pk
for Σ′= 12 (σ′)2
− . . .
=
∫
dr
∫
dp−
∂f
∂pk
∂As
∂rk
BsΣ
′ + . . .
= −
∫
dr
∫
dp
∂Σ
∂pk
(
∂As
∂rk
Bs −
∂Bs
∂rk
As
)
= 0, (2.30d)
by integration by parts.
In summary, all the terms that remain from bracket (2.29) form the Poisson
bracket of classical hydrodynamics,
{A,B}
(CH)
=
∫
drρ (∂iAρBui − ∂iBρAui) +
+
∫
drui
(
∂jAuiBuj − ∂jBuiAuj
)
+
+
∫
drs (∂iAsBui − ∂iBsAui) , (2.31)
see also [21], [14] or Appendix of [22], where the calculations needed to pass
from the Boltzmann Poisson bracket to the hydrodynamic bracket (2.31) are
made somewhat differently.
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2.3.2. From Liouville to binary Boltzmann
Consider now that there are particles of two different species in the isolated
system. Their positions and momenta are denoted by 1, . . . ,N and 1˜, . . . , N˜.
The overall (N + N˜)-particle distribution function, which evolves according to
Liouville equation, is denoted by fNN˜ . One-particle distribution functions of
the two species are then defined by the following projections.
f(a) =
∫
d1 . . .
∫
dNfNN˜
N∑
i=1
δ(i − a)⇒
∂f(a)
∂fNN˜
=
N∑
i=1
δ(i− a)(2.32a)
f˜(a) =
∫
d1 . . .
∫
dNfNN˜
N∑
i˜=1
δ(˜i − a)⇒
∂f˜(a)
∂fNN˜
=
N∑
i˜=1
δ(˜i− a).(2.32b)
Poisson bracket governing evolution of these one-particle distribution functions
is the Poisson bracket governing evolution of binary mixtures within the context
of kinetic theory. Let us now calculate the bracket.
Introducing also N -particle distribution functions of the two species,
fN (1, . . . ,N) =
∫
d1˜ . . .
∫
dN˜fNN˜ and (2.33a)
f˜N (1˜, . . . , N˜) =
∫
d1 . . .
∫
dNfNN˜ , (2.33b)
Poisson bracket (2.5) can be rewritten as (see [10] for details)
{A,B}
(L)
= {A,B}
(L(N))
+ {A,B}
(L(N˜))
(2.34)
where {A,B}(L(N)) is the Liouville Poisson bracket of the two functionals con-
structed from the N -particle distribution function fN , and {A,B}
(L(N˜))
the
Liouville Poisson bracket constructed from f˜N . But as we have already seen
in Sec. 2.1.2, these two Poisson brackets are equal to the Boltzmann Poisson
brackets constructed from fN and f˜N , respectively. Consequently, the Poisson
bracket governing reversible evolution of two one-particle distribution functions
is
{A,B}
(B×B˜)
= {A,B}
(B)
+ {A,B}
(B˜)
(2.35)
where the latter bracket is the Boltzmann-Poisson bracket with f˜ instead of f .
2.3.3. From binary Boltzmann to binary hydrodynamics
Poisson bracket of binary hydrodynamics, where the each of the fluids is de-
scribed by its density, momentum density and entropy density, can be obtained
from the binary Boltzmann-Poisson bracket straightforwardly. The projection
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is as follows:
ρ(ρα) =
∫
dr
∫
dpf(r,p)mδ(ra − r), (2.36a)
ui(ρα) =
∫
dr
∫
dpf(r,p)piδ(ra − r), (2.36b)
s(ρα) =
∫
dr
∫
dpsf (f(r,p))δ(ra − r), (2.36c)
ρ˜(ρα) =
∫
dr˜
∫
dp˜f˜(r˜,p)mδ(ra − r˜), (2.36d)
u˜i(ρα) =
∫
dr˜
∫
dp˜f˜(r˜, p˜)p˜iδ(ra − r˜) and (2.36e)
s˜(ρα) =
∫
dr˜
∫
dp˜s˜f (f˜(r˜, p˜))δ(ra − r˜). (2.36f)
Consider now two functionals dependent only on these state variables. Pois-
son bracket (2.35) does not provide coupling between the two different species.
Therefore, the bracket applied to the two functionals consists of two parts, each
of which is obtained the same way as the hydrodynamic Poisson bracket was
obtained from Boltzmann Poisson bracket. Therefore, the Poisson bracket de-
scribing evolution of state variables (2.36) is
{A,B}
(CH×C˜H)
= {A,B}
(CH)
+ {A,B}
(C˜H)
(2.37)
where the latter Poisson bracket is the standard hydrodynamic Poisson bracket
but with state variables (2.36d)-(2.36f).
In summary, a binary mixture with state variables (2.36) evolves according
to Poisson bracket (2.37), which is simply the sum of hydrodynamic Poisson
brackets, one for each species. Note that this description of binary mixtures
typically represents mixtures with different temperatures (as in cold plasma,
where electrons have different temperature than ions, see [23]). Indeed, as there
are two entropies, there are also two temperatures (derivatives of the entropies
with respect to energy).
2.3.4. From binary hydrodynamics to CIT
Let us approach an even lower level of description, where only densities,
total momentum, and total entropy density constitute the state variables. The
projection is then given by
ρ(r) = ρ(r), (2.38a)
ρ˜(r) = ρ˜(r), (2.38b)
uTi (r) = ui(r) + u˜i(r) and (2.38c)
sT (r) = s(r) + s˜(r). (2.38d)
This level of description is quite important since it is the level where Classical
Irreversible Thermodynamics (CIT), see [24] or [8], takes place. Indeed, the
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state variables are the same as within CIT. Note that the CIT Poisson bracket
was already introduced in [25] using Dirac constraints. The following derivation
can be regarded as a shortcut to the Poisson bracket.
Derivatives of a functional dependent only on (ρ, ρ˜,uT , sT ) are then
Aρ = Aρ, Aρ˜ = Aρ˜, Au = Au˜ = AuT and As = As˜ = As. (2.39)
Plugging these relations into bracket (2.37) yields the CIT Poisson bracket,
{A,B}
(CIT )
=
∫
drρ(∂iAρBuTi − ∂iBρAuTi )
+
∫
drρ˜(∂iAρ˜BuTi − ∂iBρ˜AuTi )
+
∫
druTi (∂jAuTi BuTj − ∂jBuTi AuTj )
+
∫
drsT (∂jAsTBuTj − ∂jBsTAuTj ). (2.40)
Taking energy equal to
E =
∫
dr
(uT )2(r)
2(ρ(r) + ρ˜(r))
+ ε(ρ(r), ρ˜(r), sT (r)), (2.41)
where internal energy density ε is just a real-valued function of the state vari-
ables, the evolution equations become
∂ρ
∂t
= −∂i
(
ρ
uTi
ρ+ ρ˜
)
(2.42a)
∂ρ˜
∂t
= −∂i
(
ρ˜
uTi
ρ+ ρ˜
)
(2.42b)
∂uTi
∂t
= −∂j
(
uTi u
T
j
ρ+ ρ˜
)
− ∂ip (2.42c)
∂sT
∂t
= −∂i
(
sT
uTi
ρ+ ρ˜
)
(2.42d)
where pressure is expressed in terms of state variables through
p = −ε+ ρ
∂ε
∂ρ
+ ρ˜
∂ε
∂ρ˜
+ sT
∂ε
∂sT
, (2.43)
which is clearly equivalent to the reversible part of CIT evolution equation, see
e.g. [24]. In other words, it has been shown how the reversible part of evolution
within CIT can be derived by projection from the Liouville equation.
One could also continue in the reduction to a lower level, where only the
total density
ρT = ρ+ ρ˜ (2.44)
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total momentum uT and total entropy sT are present. This is an alternative
(and longer) way to obtain the classical hydrodynamic Poisson bracket.
Furthermore, one could project the total momentum to a constant. This is
the passage to the level of mechanical equilibrium introduced for example in
[24]. The Poisson bracket, however, completely disappears during the passage,
since the CIT Poisson bivector does not provide coupling between densities and
total entropy, which are the only state variables that remain on the level of
mechanical equilibrium.
2.3.5. From non-symmetric Liouville to symmetric Liouville
Hitherto, we have not required the N-particle distribution functions to be
symmetric with respect to permutations of particles. Since, however, elemen-
tary particles are indistinguishable, let us pass to the distribution functions
symmetric with respect to permutations of particles. The symmetric distribu-
tion function is given by
f sN(1, . . . ,N) =
=
∫
d1′ . . .
∫
dN
1
N !
∑
P
(δ(1− P (1′) . . . δ(N− P (N′))) fN (1
′, . . . ,N′),
(2.45)
where P denotes permutations of labels 1, . . . , N .
The Liouville-Poisson bracket, Eq. (2.5), then becomes (details in ES)
{A(f sN ), B(f
s
N )}
(LS)
=
=
∫
d1 . . .
∫
dNf sN(1, . . . ,N)
{
∂A
∂fsN(1, . . . ,N)
,
∂B
∂f sN(1, . . . ,N)
}(CM)
, (2.46)
which is the Poisson bracket for symmetric n-particle distribution functions.
The Poisson bivector indeed only depends on f sN , and thus the projection to
symmetric distributions defines a Lie algebra.
The above procedure can be also seen in a more geometric way by regarding
relations between the Lie algebras of n-and-one-particle distribution functions
as shown in ES.
Regarding also irreversible evolution, which is not described by the Poisson
bracket, one could seek for a dissipation potential such that loss of particle iden-
tity is revealed as an irreversible process. Such evolution would then lead from
the non-symmetric N-particle distribution function to the symmetric counter-
part.
In summary, symmetrization provides passage between the level of general
N-particle distribution functions, governed by Liouville-Poisson bracket, and the
level of symmetric N-particle distributions, governed by the Liouville Poisson-
bracket with f sN instead of fN . Let us refer to the level of description where
only symmetric N-particle distributions constitute the state variables as to the
symmetric Liouville level (LS).
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3. Projections incompatible with the hierarchy
3.1. From binary hydrodynamics to EIT
Let us analyze a level of description between binary hydrodynamics and CIT,
where only one (the total) entropy density is defined. This situation corresponds
to an extended irreversible thermodynamic (EIT) level within mixture theory
as discussed in [26]. The projection is given by
ρ(r) = ρ(r), (3.1a)
ρ˜(r) = ρ˜(r), (3.1b)
ui(r) = ui(r), (3.1c)
u˜i(r) = u˜i(r) (3.1d)
and a total entropy density relation of which to binary hydrodynamic variables
sT = sT (ρ, ρ˜,u, u˜) = s+ s˜+K(ρ, ρ˜,u, u˜) is to be identified. Motivation for the
unknown function K lies in the work [26], where it has been identified as minus
the kinetic energy of diffusion over temperature. Let us denote the vector of
binary hydrodynamics variables as BH and the EIT variables as EIT .
The detailed calculations, that can be found in ES, lead to the conclusion
that the discussed EIT theory of mixtures is out of the hierarchy of Poisson
brackets. Although it does not mean that the theory is incompatible with
GENERIC, as there still might be a Poisson bracket governing reversible evolu-
tion of the theory, it seems to be rather problematic to construct such a Poisson
bracket. The difficult task is to couple two momenta and with only one entropy
which thus has to be convected by the two momenta, most likely leading to
violation of Jacobi identity. On the other hand, even if it turns out that there is
no Poisson bracket expressing reversible evolution in the theory of mixtures, the
theory may be regarded as an useful approximation of the two-entropy (two-
temperature) setting. Indeed, it was shown in paper [26] that the entropy-less
part of the Poisson bracket of binary hydrodynamics generates reversible evo-
lution in the theory of mixtures in the isothermal case.
3.2. From Liouville to two-point BBGKY
The symmetric Liouville level can be rewritten in terms of the whole BBGKY
hierarchy [27, 28, 29, 30, 31], and the hierarchy thus acquires Hamiltonian struc-
ture as shown in [13]. However, it is important to consider all the levels of the
BBGKY hierarchy at once. For example the evolution equation of the two-
particle level of BBGKY contains also a contribution from the three-particle
distribution function, etc. It is shown in ES that the projection from symmetric
Liouville distribution functions to only one-and-two-particle distribution func-
tions does not yield a Poisson bracket. Only the projection from symmetric
Liouville distribution functions to one-particle distribution functions, given by
Eq. (2.8), provides a Poisson bracket, see Appendix A for more details, where
the geometric reason is identified.
Note that the projection forms a Lie algebra only in case of the Boltzmann
equation, i.e. when projecting only to the one-particle distribution functions,
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since then no interactions between particles play a role. Indeed, even in the
classical BBGKY hierarchy evolution equations of distribution functions de-
pend on higher-order distribution functions via interactions between particles
(interaction part of Hamiltonian), but when no interaction is present, the evo-
lution equations become closed. This does not mean, however, that Boltzmann
equation does not describe systems with interactions, see e.g. [5].
According to the explicit calculation in ES, the projection from Liouville level
to two-point BBGKY is not preserving the Poisson structure, in other words, the
projection is not a Poisson map. It is possible to observe the obstruction on the
projection being Poisson in a pure algebraic way, see Remark 2 in Appendix B.
4. Generalization of the hierarchy
4.1. Grand-canonical ensemble of Liouville equations
The standard Liouville equation describes evolution of a fixed number of
indistinguishable particles. It is possible to formulate analogical evolution when
the number of particles is not fixed? A similar question is resolved in equilibrium
statistical physics when passing from canonical ensemble to grand-canonical
ensemble, see e.g. [32] or [33] and in the quantum field theory, e.g. [34]. The
passage is interpreted by Gibbs as taking an ensemble of systems with different
numbers of particles instead of only one. Motivated by this observation, a grand-
canonical ensemble (GCE) hierarchy has been introduced in [35] and [36]. The
purpose of this section is to review and further develop the GCE hierarchy.
Consider isolated systems consisting of 1, 2, 3, . . . particles, which have all
the same volume. Each of the systems evolves according to the one-, two-,
three-, etc. particle symmetric Liouville equation, respectively, and the evolu-
tion is expressed by the corresponding symmetric grand-canonical distribution
functions. For example, the average number of particles, average energy and
average entropy can be expressed as
N =
∞∑
n=1
1
n!
∫
d1 . . .
∫
dnnen(1, . . . ,n) (4.1)
E =
∞∑
n=1
En =
∞∑
n=1
1
n!
∫
d1 . . .
∫
dnHn(1, . . . ,n)en(1, . . . ,n)︸ ︷︷ ︸
En
(4.2)
S = −kB
∞∑
n=1
1
n!
∫
d1 . . .
∫
dnσn(en) (4.3)
where Hn is a n−particle Hamiltonian
Hn(1, . . . ,n) =
n∑
i=1
h1(i) +
1
2
n∑
i=1
n∑
j=1
j 6=i
h2(i, j) + . . . , (4.4)
and σn stands for a real-valued concave function of one variable.
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In thermodynamic equilibrium the distribution functions are given by
en(1, . . . ,n) =
1
h3n
e−βpV exp(βµn− βHn(1, . . . ,n)) (4.5)
where β = 1/kBT , T temperature, h is Planck constant, kB Boltzmann con-
stant, p pressure, V volume and µ chemical potential. The functions are nor-
malized by
1 =
∞∑
n=0
1
n!
∫
d1 . . .
∫
dnen(1, . . . ,n), (4.6)
see [37] or [33]. We suppose that the relation between the grand-canonical
distribution functions and the symmetric Liouville distribution functions is
en = e
0
nf
s
n (4.7)
where the prefactor e0n expresses the probability that there is n particles in the
system.
Let us now transform the grand-canonical distribution functions as suggested
by Melville Green in [37]. The transformation also appears naturally when
regarding the Lie algebra structure of the grand-canonical ensemble as discussed
in Appendix B. The new distribution functions are
ρ1(1) =
∞∑
n=1
1
(n− 1)!
∫
d2 . . .
∫
dnen(1, . . .n) (4.8a)
ρ2(1,2) =
∞∑
n=2
1
(n− 2)!
∫
d3 . . .
∫
dnen(1, . . .n) (4.8b)
and analogically for higher n. The average number of particles and the average
energy thus become
N =
∫
d1ρ1(1) and (4.9a)
E =
∫
d1h1(1)ρ1(1) +
1
2
∫
d1
∫
d2h2(1,2)ρ2(1,2) + . . . (4.9b)
Note that energy is now conveniently split into contribution from n-particle
interactions instead of the n-particle Hamiltonians, which simplifies the formula
to great extent. Such splitting can be regarded as a motivation for introducing
the new distribution functions as can be seen for example in Appendix B.
Transformation (4.8) can be inverted as
ei(1, . . . , i) =
∞∑
n=i
(−1)(n−i)
(n− i)!
∫
d(i+ 1) . . .
∫
dnρn(1, . . . ,n), (4.10)
and that derivative with respect to en of a functional dependent on ρ1, ρ2, . . . is
∂A
∂en(1, . . . ,n)
=
1
n!
n∑
i=1
∂A
∂ρ1(i)
+
1
n!
n∑
i=1
n∑
j=1
j 6=i
∂A
ρ2(i, j)
+ . . . (4.11)
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What is the physical meaning of transformation (4.8)? For example ρ1(1)
can be interpreted as the probability that there is a particle at position 1 re-
gardless of the overall number of particles in the system. Similarly, ρ2(1,2)
can be interpreted as the probability that there are two particles at those two
positions regardless the number of particles in the system. As we saw in the
example of Eqs. (4.1) and (4.9), if a dependence of a functional on combinations
of three or more particles can be neglected (as in case of energy), the average of
the functional can be expressed in terms of only ρ1 and ρ2, which means that
higher order distribution functions ρ3, . . . can be neglected. Transformation
(4.8) can be seen as the transformation after which the total energy does not
depend on ρ3 and higher densities if there are only binary interactions present in
the system. Transformation (4.8) thus makes it possible to express functionals
in terms of only a few distribution functions.
However, neglecting higher order distribution functions has to be seen as
an approximation which keeps precise values of energy (when considering only
binary interactions) and number of particles. The situation is quite similar to
that in BBGKY hierarchy, where it was shown in chapter 3.1.b of [38] that
macroscopic properties, namely the equation of state, are given by the first two
distribution functions (when considering only binary interactions). That then
leads to the assumption that non-equilibrium evolution is then also expressed
just in terms of the first two distribution functions as in chapter 7.1.a of [38].
In the grand-canonical ensemble energy is expressed only in terms of ρ1 and ρ2
and thus the equilibrium values of these two distribution functions are sufficient
to reconstruct the fundamental thermodynamic relation E = E(S, V,N). That
means, as well as in [38], that it is reasonable to formulate also non-equilibrium
evolution just in terms of the two first distribution functions. Moreover, the
setting where only the first two distribution functions play the role of state
variables is compatible with the pair-correlation formalism from [39, 40].
On the other hand, neglecting higher-order distribution functions in the
standard BBGKY hierarchy, or neglecting higher en distribution functions, is
rather problematic, since lower-order distribution functions ei are integrals of
higher-order distribution functions ej , i < j, and thus all the distribution func-
tions would become zero. This is no longer true about the distribution functions
ρ1, ρ2, . . . in the GCE hierarchy, where higher-order distribution functions can
be neglected without losing the lower-order distribution functions.
Formula (4.5) together with the definition of ρn give the equilibrium grand-
canonical distribution functions,
ρn|eq =
1
Ξ
e−β
∑n
i=1
p
2
j
2m
(
eβµ
h3
)n
V
(
2pim
β
)3/2 exp
(
eβµ
h3
V
(
2pim
β
)3/2)
(4.12)
where interactions h2 are not taken into account for simplicity. Taking results
from pages 83 and 84 of book [33], it can be shown that
ρn∫
d(n+ 1)ρn1
=
1
N
, (4.13)
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where N is number of particles in the system. So in an ideal system (without
interactions) distribution function ρ2 can be neglected with respect to ρ1. It can
be expected that if binary but not ternary interactions are present, distribution
function ρ3 can be neglected while working only with ρ1 and ρ2, which is the
case considered in this section.
Let us now turn to the evolution of the new distribution functions. Consider
all functionals of the following form
A =
∞∑
n=1
An(en) (4.14)
where each An depends only on en. Evolution of such distribution function en
is given by Liouville equation (2.1) because the prefactor in Eq. (4.7) does not
depend on the actual positions of the particles, i.e.
∂en
∂t
= e0n
(
−
∂Hn
∂piα
∂fn
∂rαi
+
∂Hn
∂rαi
∂fn
∂piα
)
, (4.15)
which implies that the functional An evolves as
∂An
∂t
=
∫
d1 . . .
∫
dn
∂An
∂en
∂en
∂t
=
= n!
∫
d1 . . .
∫
dnen
(
∂
∂rαi
∂An
∂en
∂
∂piα
∂En
∂en
−
∂
∂rαi
∂En
∂en
∂
∂piα
∂An
∂en
)
︸ ︷︷ ︸
{An,En}
(GCEn)
.(4.16)
Functional A introduced in (4.14) then evolves as
∂A
∂t
=
∞∑
n=1
n! {An, E}
(GCEn)
=
∞∑
n=1
n! {An, En}
(GCEn)
. (4.17)
Note that the second equality follows from the fact that ei and ej are not coupled
by the Poisson bracket when i 6= j. Finally, we can introduce a grand-canonical
Poisson bracket
{A,B}
(GCE)
=
∞∑
n=1
n! {A,B}
(GCEn)
, (4.18)
which governs evolution of functionals of type (4.14), and Eq. (4.17) can be
rewritten as
∂A
∂t
= {A,E}
(GCE)
. (4.19)
This bracket is indeed Poisson as r.h.s. of this last equation is again of form
(4.14) and as the bracket fulfills Jacobi identity (Liouville-Poisson brackets fulfill
the identity for all n). Functionals of form (4.14) thus form a Lie algebra with
Poisson bracket (4.18).
Moreover, restriction to functionals dependent only on en, which is equiva-
lent to projecting the set (e1, e2, . . . ) only to en, yields the standard Liouville
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equation. Therefore, the algebra of functionals that depend only on n-particle
distribution functions with the Liouville-Poisson bracket is a projection from the
algebra of grand-canonical ensemble functionals. The GCE hierarchy is thus a
generalization of the hierarchy starting from the Liouville equation in that sense.
Poisson bracket (4.18) can be now expressed in terms of the new distribution
functions ρ1, ρ2, . . . . Neglecting all distribution functions except for ρ1 and ρ2,
the one-particle Liouville-Poisson bracket becomes
{A(ρ1, ρ2, . . . ), B(ρ1, ρ2, . . . )}
(L1) =
=
∫
d1
(
ρ1(1)−
∫
d2ρ2(1,2)
)(
∂
∂rk1
Aρ1 (1)
∂
∂p1k
Bρ1(1) − . . .
)
(4.20)
where equations (4.8) and (4.11) were used. Dots denote the same term as the
preceding term inside the bracket but with A and B swapped. Similarly, the
two-particle Liouville-Poisson bracket is
{A(ρ1, ρ2, . . . ), B(ρ1, ρ2, . . . )}
(L2) =
1
2
∫
d1
∫
d2ρ2(1,2)
(
∂
∂rk1
Aρ1(1)
∂
∂p1k
Bρ1(1) − . . .
)
+
+
1
2
∫
d1
∫
d2ρ2(1,2)
(
∂
∂rk1
Aρ1(1)
∂
∂p1k
(
Bρ2(1,2) +Bρ2(2,1)
)
− . . .
)
+
+
1
2
∫
d1
∫
d2ρ2(1,2)
(
∂
∂rk1
(
Aρ2(1,2) +Aρ2(2,1)
) ∂
∂p1k
(
Bρ1(1)
)
− . . .
)
+
+
1
2
∫
d1
∫
d2ρ2(1,2)
(
∂
∂rk1
(
Aρ2(1,2) +Aρ2(2,1)
) ∂
∂p1k
(
Bρ2(1,2) +Bρ2(2,1)
)
− . . .
)
(4.21)
Finally, bracket (4.18) becomes, when neglecting ρ3 and higher distribution
functions,
{A(ρ1, ρ2, . . . ), B(ρ1, ρ2, . . . )}
(L<3)
=
∫
d1ρ1(1)
(
∂
∂rk1
Aρ1(1)
∂
∂p1k
Bρ1(1) − . . .
)
+
+
∫
d1
∫
d2ρ2(1,2)
(
∂
∂rk1
Aρ1(1)
∂
∂p1k
(
Bρ2(1,2) +Bρ2(2,1)
)
− . . .
)
+
+
∫
d1
∫
d2ρ2(1,2)
(
∂
∂rk1
(
Aρ2(1,2) +Aρ2(2,1)
) ∂
∂p1k
(
Bρ1(1)
)
− . . .
)
+
+
∫
d1
∫
d2ρ2(1,2)
(
∂
∂rk1
(
Aρ2(1,2) +Aρ2(2,1)
) ∂
∂p1k
(
Bρ2(1,2) +Bρ2(2,1)
)
− . . .
)
,
(4.22)
which is surely a Poisson bracket as it can be seen as a transformation of Poisson
bracket {A,B}(L1)+{A,B}(L2) expressed in distribution functions e1 and e2 to
distribution functions ρ1 and ρ2. Poisson bracket (4.22) expresses evolution of a
two-point grand-canonical (GC) kinetic theory in a closed form, which enables
us to describe the non-local character of fluid motion in the next section.
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4.2. From two-point grand-canonical kinetic theory to weakly non-local extended
hydrodynamics
Let us now consider a projection from the two-point kinetic theory to only
a few moments of distributions ρ1 and ρ2.
ρ(r) =
∫
dpmρ1(r,p) (4.23a)
ui(r) =
∫
dppiρ1(r,p) (4.23b)
s(r) =
∫
dpσ
(
ρ1(r,p)−
∫
dr′
∫
dp′ρ2(r,p, r
′,p′)
)
(4.23c)
bij(r) =
∫
dR
∫
dp
∫
dPRiRj ρˆ2(r,R,p,P) (4.23d)
cij(r) =
∫
dR
∫
dp
∫
dPPiPj ρˆ2(r,R,p,P) (4.23e)
wij(r) =
∫
dR
∫
dp
∫
dPRiPj ρˆ2(r,R,p,P) (4.23f)
where R, r, P and p are related to 1 and 2 by
r =
1
2
(r1 + r2), p = p
1 + p2, (4.24a)
R = r2 − r1, P =
1
2
(p2 − p1), (4.24b)
and
ρˆ2(r,R,p,P) = ρ2

r− R2︸ ︷︷ ︸
r1
,
p
2
−P︸ ︷︷ ︸
p1
, r+
R
2︸ ︷︷ ︸
r2
,
p
2
+P︸ ︷︷ ︸
p2

 . (4.24c)
The symbol σ stands for an arbitrary concave function from real numbers to
real numbers. Projection (4.23c) comes from expressing Eq. (4.3) in terms of
densities (4.8) when neglecting all densities except for ρ1 and ρ2. State variables
(4.23) consist of hydrodynamic state variables and three extra state variables
expressing non-locality in position and velocity. We conjecture that these state
variables could become useful when analyzing hydrodynamic turbulence because
a very similar projection has been carried out in [41], where the explicit relevance
in turbulence modelling was demonstrated.
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Derivatives of Eqs. (4.23) with respect those densities are
∂ρ(r′)
∂ρ1(1)
= mδ(r′ − r1) (4.25a)
∂ui(r
′)
∂ρ1(1)
= p1i δ(r
′ − r1) (4.25b)
∂s(r′)
∂ρ1(1)
= δ(r′ − r1)σ
′
(
ρ1(1)−
∫
dr′′
∫
dp′′ρ2(r1,p
1, r′′,p′′)
)
(4.25c)
∂s(r′)
∂ρ2(1,2)
= −
1
2
(
σ′
(
ρ1(1)−
∫
dr′′
∫
dp′′ρ2(r1,p
1, r′′,p′′)
)
δ(r1 − r
′)+
+ σ′
(
ρ1(2)−
∫
dr′′′
∫
dp′′′ρ2(r2,p
2, r′′′,p′′′)
)
δ(r2 − r
′)
)
(4.25d)
∂bij(r′)
∂ρˆ2(r,R,p,P)
= RiRjδ(r′ − r) (4.25e)
∂cij(r
′)
∂ρˆ2(r,R,p,P)
= PiPjδ(r
′ − r) (4.25f)
∂wij(r
′)
∂ρˆ2(r,R,p,P)
= RiPjδ(r
′ − r). (4.25g)
Taking two arbitrary functionals of variables (4.23), expressing them in terms
of ρ1 and ρ2 and plugging them into the Poisson bracket (4.22) leads (after
relatively tedious calculations3) to an extended hydrodynamic Poisson bracket
{A(ρ,u, s,b, c,w), B(ρ,u, s,b, c,w)}
(EH)
= {A,B}
(CH)
+ {A,B}
(conv)
+
+
∫
drbij((Abkj +Abjk )∂iBuk − (Bbkj + Bbjk)∂iAuk)
−
∫
drcij((Ackj +Acjk)∂kBui − (Bckj +Bcjk)∂kAui)
+
∫
drwij(Awkj ∂iBuk −Bwkj ∂iAuk)− w
j
i (Awj
k
∂kBui −Bwj
k
∂kAui)
+ 2
∫
drwji ((Abkj +Abjk ) (Bcki +Bcik)− (Bbkj + Bbjk) (Acki +Acik))+
+ 2
∫
drbji
(
(Abkj +Abjk )Bwi
k
− (Bbkj +Bbjk)Awi
k
)
+
+ 2
∫
drcji
(
Awkj (Bcki + Bcik)− Bwkj (Acki +Acik)
)
+
+ 2
∫
drwij
(
AwkjBwik −BwkjAwik
)
(4.26)
3available upon personal request to the corresponding author
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where {A,B}(CH) is the hydrodynamic Poisson bracket, Eq. (2.31), and {A,B}(conv)
is the convective part of the bracket,
{A,B}(conv) =
∫
drbij (∂kAbijBuk − ∂kBbijAuk)
+
∫
drcij
(
∂kAcijBuk − ∂kBcijAuk
)
+
∫
drwij
(
∂kAwijBuk − ∂kBwijAuk
)
. (4.27)
The Poisson bracket (4.26) is closed within variables (4.23) and thus generates
the time evolution on the level of description given by the projection (4.23).
Validity of the Jacobi identity has been checked using the automated tool de-
veloped in [42]. The bracket can be regarded as a generalization4 of the Poisson
bracket from [41].
When deriving this bracket we used a center-of-mass localization neglecting
terms with second and higher spatial gradients of variational derivatives of the
functionals with respect to the extended hydrodynamic fields (4.23). Such trun-
cation of spatial Taylor expansions of the fields is used in terms multiplied by
distribution function ρ2(r,R). If the distribution function decays rapidly with
increasing particle distance R, it can be assumed that the extended hydrody-
namic fields do not vary appreciably over such distance and that higher spatial
derivatives of the fields can be neglected. Does the distribution function decay
in R?
Our aim is to describe fluids with internal elastic degrees of freedom as
polymeric fluids. Such elastic interaction energy can be written as∫
dp
∫
dP
∫
dr
∫
dRρ2(r,p,P)h2(R). (4.28)
To maintain finite value of energy, it can be thus expected that the two-particle
distribution function ρ2 decays with increasing R rapidly. An estimate of the
decay can be found in ES. Finally, assuming that the fields (4.23) do not vary
appreciably over the decay distance supports validity of the truncation of the
spatial Taylor expansions.
In summary, two grand-canonical two-point kinetic theory developed in Sec.
4.1 can be projected to just a few moments of the distribution functions, namely
the hydrodynamic moments and three weakly non-local tensors. Reversible
evolution of these new state variables is then described by a Poisson bracket
derived from the Poisson bracket of the two-point kinetic theory by projection.
4Poisson bracket (4.26) contains also the entropy density field, and the factors 2 were
missing in [41].
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4.3. Spatial correlation function
Another possibility is to project the first two distribution functions, ρ1 and
ρ2, to the hydrodynamic fields, ρ,u, s, and a spatial correlation function
g(r,R) =
∫
dp
∫
dPρˆ2(r,R,p,P). (4.29)
Bracket (4.22) then reduces to
{A,B}
(g)
= {A,B}
(CH)
+ (4.30)
+
∫
dr
∫
dRg(r,R)
∂
∂rk
(
Ag(r,R) +Ag(r,−R)
2
)
·
·
(
Buk(r) +
1
2!
Rl
2
Rm
2
∂2Buk(r)
∂rl∂rm
+ . . .
)
− . . .
+
∫
dr
∫
dRg(r,R)Rl
∂
∂Rk
(
Ag(r,R) +Ag(r,−R)
2
)
·
·
(
∂Buk(r)
∂rl
+
1
3!
Rl
2
Rm
2
Rn
2
∂3Buk(r)
∂rl∂rm∂rn
+ . . .
)
− . . .
This bracket can be seen as a simplification, extension (by including also the
entropy field) and correction (the factor 1/2 and the higher spatial gradients)
of the bracket introduced in [43]. The localization used when deriving Poisson
bracket (4.26) is not employed here as we do not assume that u does not vary
appreciably over the decay distance of g. When providing an appropriate en-
ergy functional E(ρ,u, s, g), reversible part of evolution equations of the state
variables can be obtained.
5. Conclusion
The objective of this paper is to elucidate a method for projecting Poisson
brackets expressing kinematics on higher (more detailed) levels of description
to Poisson brackets expressing kinematics on lower (less detailed) levels in the
context of non-equilibrium thermodynamics. The method is quite natural and
widely used in differential geometry. Indeed, the new Poisson brackets are ob-
tained just by evaluating the original Poisson bracket on projections of the
original state variables onto the lower level state variables. The pertinence and
implications of the method (forming a hierarchy of Poisson brackets) in the
physical context of non-equilibrium thermodynamics is discussed in Sec. 2.
This type of projections of Poisson bracket is illustrated on two passages: (i)
passage from the Liouville-Poisson bracket to the Boltzmann-Poisson bracket
and subsequently to the hydrodynamic Poisson bracket, and (ii) passage from
the Liouville-Poisson bracket to the Boltzmann-Poisson bracket for a binary
mixture and subsequently the Poisson bracket of the classical irreversible ther-
modynamics. The hierarchy of projections and Poisson brackets investigated in
this paper is summarized in Fig. 1.
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Liouville
Boltzmann
Classical hydrodynamics
Binary Boltzmann
Binary hydrodynamics
CIT
Mechanical equilibrium
Symmetric Liouville
Grand-canonical ensemble Liouville
2-point GC kinetic theory
Weakly non-local extended hydrodynamics
(ρ,u, s, g)
(ρ,u, s,b) (ρ,u, s, c) (ρ,u, s,w)
Figure 1: Map of demonstrated projections. Note that if there is a projection from A to B
and from B to C, then there is a projection from A to C. Starting from Liouville equation (or
Liouville-Poisson bracket), Poisson brackets of Boltzmann equation and classical hydrodynam-
ics are given by a straightforward projection. Similarly, Poisson bracket governing reversible
evolution in kinetic theory of binary mixtures (binary Boltzmann equation) follows from the
Liouville-Poisson bracket and it yields Poisson brackets for binary hydrodynamics (with two
densities, momentum densities and entropy densities or temperatures) and for classical irre-
versible thermodynamics. Grand-canonical ensemble of Liouville equations, where number of
particles can vary, can be simplified to the standard N-particle Liouville equation or it can be
projected to a two-point kinetic theory, to weakly non-local extended hydrodynamics possibly
useful in turbulence modelling or to the Poisson bracket coupling a spatial correlation function
with hydrodynamic fields.
Not all projections of state variables induce however projections of Poisson
brackets. For example, the projection from the Liouville level to the levels that
use one-point and two-point distribution functions as state variables (the two-
point part of the BBGKY hierarchy) leads to a Poisson bracket that involves
also the three-point distribution function. In other words, the bracket obtained
after projection is not closed. In order to transform it into a bracket involving
only the one-point and two-point distribution functions, we need to provide a
closure, i.e. to express the three-point distribution function in terms of the
one-and-two-point distribution functions.
Similarly, the brackets arising in projections used to get the extended irre-
versible thermodynamics need closures. Is there a way how to ensure that the
resulting bracket will depend only on state variables of the lower level (i.e. to
ensure that we do not need to make any closures) before calculating the projec-
tion explicitly? The answer to this question is positive, but we have to know in
addition the geometric structures of reversible dynamics on both more detailed
and less detailed levels. For example, projection from the Liouville-Poisson
bracket to the Boltzmann-Poisson bracket is ensured by the following geomet-
rical argument. Firstly, reversible dynamics on both levels can be regarded as
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generated by certain Lie groups. Secondly, Lie algebras of the Lie groups can be
identified as N-particle and one-particle Hamiltonians which implies a natural
homomorphism between those Lie algebras. Thirdly, the mapping dual to the
homomorphism relates the N-particle distribution functions and the one-particle
distribution functions. This mapping then preserves the Poisson bracket as it
follows from differential geometry, e.g. [44]. Therefore, the resulting bracket
is guaranteed to be a Poisson bracket. More details and examples are given in
appendices of this paper.
The applicability of the projection method can be extended by consider-
ing systems with variable contents, Sec. 4.1. A grand-canonical ensemble of
Liouville-Poisson brackets, allowing varying number of particles, is proposed.
The grand-canonical ensemble is also viewed from the geometric perspective in
Appendix B. A two-point kinetic theory is derived in a closed form by projection
from the grand-canonical ensemble after physically motivated approximations.
As an illustration, we investigate the projection from the two-point kinetic the-
ory to a weakly non-local extended hydrodynamics and identify the correspond-
ing Poisson bracket. This particular application provides a setting that appears
to be suitable for modeling of turbulent flows as the hydrodynamic fields are
coupled with tensors expressing weakly non-local behavior, the conformation
tensor, Reynolds stress tensor and non-local vorticity. A completely non-local
Poisson bracket coupling a spatial correlation function with the hydrodynamic
fields is derived in Sec. 4.3.
In summary, we have shown in this paper that kinematics of reversible evolu-
tion (expressed in a Poisson bracket) can often be obtained as a simple projection
of the Poisson bracket expressing kinematics of the reversible time evolution on
a higher level (more detailed) of description. One can for example start with
Liouville equation and project the Liouville-Poisson bracket to many Poisson
brackets describing evolution of less detailed descriptions, see Fig. 1. When the
calculation leads to a bracket in a closed form, the bracket is certainly Poisson
and reversible in the sense of time-reversal [12]. Moreover, even without carry-
ing out the calculation, it is sometimes possible to ensure that the projection
will result in a Poisson bracket by relating Lie algebras of the two levels of
description. The hierarchy starting from the Liouville-Poisson bracket can be
generalized to a grand-canonical hierarchy independent of number of particles,
within which we obtain for example a two-point kinetic theory and a weakly
non-local extended hydrodynamics, that appears to be suitable for modeling of
turbulence, polymeric fluids or colloidal systems.
Acknowledgment
We are grateful to professor Frantiˇsek Marsˇ´ık for his generous support and
for revealing the world of thermodynamics to M. P. and V. K.
This project was supported by Natural Sciences and Engineering Research
Council of Canada (NSERC).
The work was supported by Czech Science Foundation (project no. 14-
18938S).
28
The work was partially developed within the POLYMEM project, reg. no
CZ.1.07/2.3.00/20.0107, that is co-funded from the European Social Fund (ESF)
in the Czech Republic: ”Education for Competitiveness Operational Programme”,
from the CENTEM project, reg. no. CZ.1.05/2.1.00/03.0088, cofunded by the
ERDF as part of the Ministry of Education, Youth and Sports OP RDI pro-
gramme and, in the follow-up sustainability stage, supported through CENTEM
PLUS (LO1402) by financial means from the Ministry of Education, Youth and
Sports under the ”National Sustainability Programme I.“.
References
References
[1] Dzyaloshinskii, I.E., Volovick, G.E.. Poisson brackets in condense matter
physics. Annals of Physics 1980;125(1):67–97.
[2] Grmela, M.. Particle and bracket formulations of kinetic equations. Con-
temporary Mathematics 1984;28:125–132.
[3] Morrison, P.J.. Bracket formulation for irreversible classical fields. Physics
Letters A 1984;100(8):423–427.
[4] Kaufman, A.. Dissipative hamiltonian systems: A unifying principle.
Physics Letters A 1984;100(8):419–422.
[5] Grmela, M.. Bracket formulation of diffusion-convection equations. Phys-
ica D 1986;21(2-3):179–212.
[6] Grmela, M., O¨ttinger, H.C.. Dynamics and thermodynamics of complex
fluids. I. Development of a general formalism. Phys Rev E 1997;56:6620–
6632. URL: http://link.aps.org/doi/10.1103/PhysRevE.56.6620.
doi:10.1103/PhysRevE.56.6620.
[7] O¨ttinger, H.C., Grmela, M.. Dynamics and thermodynamics of complex
fluids. II. Illustrations of a general formalism. Phys Rev E 1997;56:6633–
6655. doi:10.1103/PhysRevE.56.6633.
[8] Lebon, G., Jou, D., Va´zquez, J.. Understanding Non-Equilibrium Ther-
modynamics: Foundations, Applications, Frontiers. SpringerLink: Springer
e-Books; Springer London, Limited; 2008. ISBN 9783540742524.
[9] Hu¨tter, M., Svendsen, B.. Thermodynamic model formulation for
viscoplastic solids as general equations for non-equilibrium reversible-
irreversible coupling. Continuum Mech Thermodyn 2012;24:211–227.
doi:DOI10.1007/s00161-011-0232-7.
[10] Pavelka, M.. Thermodynamic analysis of processes in hydrogen fuel cells.
dissertation; Charles University in Prague; 2015.
29
[11] Zwanzig, R.. Nonequilibrium Statistical Mechanics. Oxford University
Press, USA; 2001. ISBN 9780198032151.
[12] Pavelka, M., Klika, V., Grmela, M.. Time reversal in
nonequilibrium thermodynamics. Phys Rev E 2014;90:062131.
URL: http://link.aps.org/doi/10.1103/PhysRevE.90.062131.
doi:10.1103/PhysRevE.90.062131.
[13] Marsden, J.E., Morrison, P.J., Weinstein, A.. Cont Math AMS
1984;28:115–124.
[14] O¨ttinger, H.. Beyond Equilibrium Thermodynamics. Wiley; 2005. ISBN
9780471727910.
[15] Elafif, A., Grmela, M., Lebon, G.. Rheology and diffusion in simple and
complex fluids. J Non-newtonian Fluid Mech 1999;86:253–275.
[16] Gibbs, J.W.. On the fundamental formula of statistical mechanics, with
applications to astronomy and thermodynamics. Proceedings of the Ameri-
can Association for the Advancement of Science 1884;33:57–58. Reproduced
in The Scientific Papers of J. Willard Gibbs, Vol II (1906), pp. 16.
[17] Goldstein, H., Poole, C., Safko, J.. Classical Mechanics. Addison Wesley;
2002. ISBN 9780201657029.
[18] Fecko, M.. Differential Geometry and Lie Groups for Physicists. Cambridge
University Press; 2006. ISBN 9781139458030.
[19] Abraham, R., Marsden, J.E.. Foundations of Mechanics. AMS Chelsea
publishing; AMS Chelsea Pub./American Mathematical Society; 1978.
ISBN 9780821844380.
[20] Turkington, B.. An optimization principle for deriving nonequilibrium
statistical models of Hamiltonian dynamics. J Stat Phys 2013;152:569–597.
[21] Marsden, J., Ratiu, T., Weinstein, A.. Semidirect products and re-
duction in mechanics. Transactions of the american mathematical society
1984;281(1):147–177. doi:10.2307/1999527.
[22] Grmela, M.. Contact geometry of mesoscopic thermodynamics and dy-
namics. Entropy 2014;16(3):1652–1686. doi:10.3390/e16031652.
[23] Chen, F.. Introduction to plasma physics.
Plenum Press; 1974. ISBN 9780306307553. URL:
http://books.google.cz/books?id=u8nvAAAAMAAJ.
[24] de Groot, S.R., Mazur, P.. Non-equilibrium Thermodynamics. New York:
Dover Publications; 1984.
30
[25] O¨ttinger, H.C.. Constraints in nonequilibrium thermodynamics: General
framework and application to multicomponent diffusion. Journal of chem-
ical physics 2009;130(11). doi:{10.1063/1.3088847}.
[26] Pavelka, M., Marsˇ´ık, F., Klika, V.. Consistent theory
of mixtures on different levels of description. International
Journal of Engineering Science 2014;78(0):192 – 217. URL:
http://www.sciencedirect.com/science/article/pii/S0020722514000184.
doi:http://dx.doi.org/10.1016/j.ijengsci.2014.02.003.
[27] Bogoliubov, N.N.. Kinetic equations. Journal of Experimental and Theo-
retical Physics (in Russian) 1946;16(8):691–702.
[28] Bogoliubov, N.N.. Kinetic equations. Journal of Physics USSR
1946;10(3):265–274.
[29] Kirkwood, J.G.. The statistical mechanical theory of transport processes
I. General theory. The Journal of Chemical Physics 1946;14(3).
[30] Kirkwood, J.G.. The statistical mechanical theory of transport processes
II. Transport in gases. The Journal of Chemical Physics 1947;15(1).
[31] Born, M., Green, H.S.. A general kinetic theory of liquids I. The molecular
distribution functions. Proc Roy Soc A 1946;188:10–18.
[32] Gibbs, J.W.. Collected Works. Longmans; Green and Comp. New York;
1984.
[33] Kubo, R.. Statistical Mechanics: An Advanced Course with Problems and
Solutions. Butterworth-Heinemann; 1990.
[34] Landau, L., Lifshitz, E., Pitaevskii, L.. Statistical Physics. No. pt.
2 in Course of theoretical physics; Butterworth-Heinemann; 1980. ISBN
9780750626361.
[35] Grmela, M., Jou, D.. Extended kinetic-theory. Journal of Mathematical
Physics 1993;34(6):2290–2316. doi:10.1063/1.530117.
[36] Grmela, M.. Complex fluids subjected to external influences.
Journal of Non-Newtonian Fluid Mechanics 2001;96(1-2, SI):221–254.
doi:0.1016/S0377-0257(00)00186-5; 2nd International Workshop on
Nonequilibrium Thermodynamics, Oxford, England, 2000.
[37] Green, M.S.. B. Jancovici (Ed.), Cargese Lectures in Theoretical Physics;
chap. Lectures on Critical Phenomena. Gordon and Breach, London; 1966,.
[38] Hirschfelder, J., Curtiss, C., Bird, R., of Wisconsin. Theoretical Chem-
istry Laboratory, U.. Molecular theory of gases and liquids. Structure of
matter series; Wiley; 1954. ISBN 9780471400653.
31
[39] Morita, T., Hiroike, K.. A new approach to the theory of classical fluids.
III. Progress of Theoretical Physics 1961;25(4).
[40] Dominicis, C.D.. Variational formulations of equilibrium statistical me-
chanics. Journal of Mathematical Physics 1962;3:983.
[41] Grmela, M., Jou, D., Casas-Vazquez, J., Bousmina, M., Lebon, G..
Ensemble averaging in turbulence modelling. Physics Letters A 2004;330(1-
2):54–64. doi:10.1016/j.physleta.2004.07.043.
[42] Kroeger, M., Huetter, M.. Automated symbolic calculations in nonequi-
librium thermodynamics. Comput Phys Commun 2010;181:2149–2157.
[43] Grmela, M., Maˆıtrejean, G., Chinesta, F., Ammar, A.. Kinetic theory
of colloidal suspensions: morphology, rheology, and migration. Rheol Acta
2013;52:557–577. doi:DOI10.1007/s00397-013-0705-7.
[44] Marsden, J., Ratiu, T.S.. Introduction to Mechanics and Symmetry; vol.
Second edition of Texts in Applied Mathematics 17. Springer-Verlag, New
York; 1999.
[45] Olver, P.J.. Applications of Lie Groups to Differential Equations. Graduate
texts in mathematics 107; Springer; 1993. ISBN 978-0-387-95000-6.
Appendix A. Geometry of the projection from Liouville to Boltz-
mann level
We have already demonstrated in Sec. 2.1.2 that the Poisson bracket on the
Boltzmann level of description can be acquired by projection from the Liouville
level. But is it possible to see this possibility already from symmetries of the
two levels? Indeed, it is the goal of this section to illustrate how symmetries
imply that the projection defines a Poisson bracket on the Boltzmann level of
description.
We start with the inclusion
ψ : g→ gsN : F (T
∗Q)→ F (T ∗MN) : h→ ψh =
N∑
i=1
h (i) . (A.1)
from the algebra g of functions on T ∗Q to the algebra gsN of symmetric functions
on T ∗MN = T
∗ (Q1 × ...×QN ). The mapping ψ in (A.1) is a Lie algebra
homomorphism, which means that for two arbitrary functions h and k on T ∗Q,
the identity
{ψh, ψk}(CM) = ψ {h, k}(CM)
holds, see e.g. [13]. Linear algebraic dual
ψ∗ : g∗N → g
∗ : fN (1, ...,N) d1...dN→ f (a) da (A.2)
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of ψ is from the space of densities g∗N on T
∗MN to the space of densities g
∗ on
T ∗Q and according to the calculation
〈ψh (1, ...,N) , fN (1, ...,N)d1...dN〉T∗MN
=
∫
d1...
∫
dNψh (1, ...,N) fN (1, ...,N)
=
∫
d1...
∫
dN (h (1) + ...+ h (N)) fN (1, ...,N)
=
∫
da
∫
d2...
∫
dNh (a) fN (a,2, ...,N)
+...+
∫
d1...
∫
d (N− 1)
∫
dah (a) fN (1, ...,N− 1, a)
=
∫
dah (a)
∫
d1...
∫
dNfN (1, ...,N)
N∑
i=1
δ(a− i),
explicitly given by
f (a) =
∫
d1...
∫
dNfN
N∑
i=1
δ(a− i). (A.3)
Note that, what we derived in (A.3) is exactly the definition in (2.8). Dual of
Lie algebra homomorphism is a momentum and Poisson map, see Proposition
10.7.2 in [44]. For our case, this means that the functionals on g∗N have the
same Poisson bracket as functionals on g∗. In other words, the identity (2.12)
holds since the projection ψ∗ is dual of a Lie algebra homomorphism.
In order to see how the Poisson mapping ψ∗ in (A.2) explicitly works, we
consider two linear functionals
A (fda) =
∫
T∗Q
dah (a) f (a) and B (fda) =
∫
T∗Q
da k (a) f (a)
on the space g∗ of densities on T ∗Q. Here, h and k are a real-valued functions
on T ∗Q. Under the reflexivity condition g∗∗ ≃ g, the functional derivatives of
A and B with respect to their arguments result with
∂A
∂f
= h (a) and
∂B
∂f
= k (a) ,
respectively. Pullbacks of the functionals A and B by the Poisson mapping ψ∗
in (A.2) are linear functionals on the space g∗N of densities on T
∗ (MN) given
by for example
A (fN ) =
∫
d1
∫
d2...
∫
dNhNfN (A.4)
whereas the functional derivatives of A is
∂A
∂fN
= hN (1,2, ...,N) = h (1) + h (2) + ...+ h (N) .
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By the abuse of notation, we are using the same notation A both for the func-
tionals A on g∗ and g∗N . We write Liouville Poisson bracket as follows
{A,B}(L) (fN ) =
∫
d1...
∫
dNfN (1, ...,N)
{
∂A
∂fN
,
∂B
∂fN
}(CM)
=
∫
d1...
∫
dNfN (1, ...,N) {hN (1, ...,N) , kN (1, ...,N)}
(CM)
=
∫
d1...
∫
dNfN (1, ...,N) {h (1) + ...+ h (N) , k (1) + ...+ k (N)}
(CM)
=
∫
d1...
∫
dNfN (1, ...,N) {h (1) , k (1)}
(CM)
+...+
∫
d1...
∫
dNfN (1, ...,N) {h (N) , k (N)}
(CM)
=
∫
d1...
∫
dNfN (1, ...,N) {h (a) , k (a)}
(CM)
N∑
i=1
δ(a− i)
=
∫
daf (a) {h (a) , k (a)}(CM) = {A,B}(B) (f) ,
where we used the Poisson mapping (A.3) and the definition of the Boltzmann
Poisson bracket on g∗ in the last line. Therefore, in a theoretical level (2.12) is
established.
Let us end this section by writing some comments about equation (2.16)
relating Poisson bivectors. In the setting described in this section, the Poisson
bivector LB defined in (2.14) for the Boltzmann Poisson bracket is the Hamil-
tonian operator
LB : g
∗ → (g→ g) : f → LB (f) = Xf
mapping a density function f ∈ g∗ to a linear differential operator LB (f) on
g, see [45]. A direct calculation shows that value of the operator LB (f) on
an element h ∈ g is simply the directional derivative of h in the direction of
Hamiltonian vector field Xf . Similarly, Poisson bivector LL corresponding to
the Liouville Poisson bracket can be considered as the Hamiltonian operator
LL : g
∗
N → (gN → gN ) : fN → LB (fN) = XfN .
The passage from the Liouville operator LL to Boltzmann operator LB is
LL (fN ) ◦ ψ = LB (ψ
∗ ◦ fN ) , (A.5)
where ψ is the Lie algebra homomorphism in (A.1) and ψ∗ is the dual of ψ given
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in (A.2). To prove (A.5), we compute the following:∫
d1...
∫
dNLL (fN ) ◦ ψ (k) =
∫
d1...
∫
dNXfN (ψk)
=
∫
d1...
∫
dNXfN (k (1) + ...+ k (N))
=
∫
da...
∫
dNXfNk (a) + ...+
∫
d1...
∫
d (N− 1)
∫
daXfN k (a)
= (
∫
da...
∫
dN+ ...+
∫
d1...
∫
d (N− 1)
∫
da)
∂fN
∂pa
∂k (a)
∂ra
−
∂fN
∂ra
∂k (a)
∂pa
=
∫
da
∂k (a)
∂ra
∂
∂pa
(∫
d1...
∫
dNfN
N∑
i=1
δ(a− i)
)
−
∫
da
∂k (a)
∂pa
∂
∂ra
(∫
d1...
∫
dNfN
N∑
i=1
δ(a − i)
)
=
∫
da
∂k (a)
∂ra
∂f (a)
∂pa
−
∫
da
∂k (a)
∂pa
∂f (a)
∂ra
=
∫
daLB (f) k.
In summary, the dual g∗N → g
∗ of the Lie algebra embedding g → gsN in
(A.1) is the Poisson mapping in (2.8) which maps the functionals on g∗N to the
functionals on g∗ while preserving the Poisson structure as described in (2.12).
This equivalence is established not only in the level of Poisson brackets but also
in the level of Poisson bivectors which is summarized in (A.5).
Remark 1. The following question may arise at this point. Is it possible to
write the set of projections from the Boltzmann Poisson bivector LB to the clas-
sical hydrodynamics Poisson bracket LCH as dual of a Lie algebra homomor-
phism? The projections to ρ and u, the first two moments of the distribution
function f on T ∗Q, are Poisson mappings [44]. To add the entropy into this
picture is not possible in a straightforward way, since the dependence of entropy
on the distribution function is nonlinear.
Appendix B. Geometry of the Grand-canonical Ensemble
In this section, we construct a geometric framework for the grand-canonical
Poisson bracket (4.18) and derive both the families of distribution functions
(4.8) and (4.10) as duals of some injective Lie algebra homomorphisms. As
summarized in the previous sections, duals of Lie algebra homomorphisms are
necessarily Poisson [44]. For GCE case, deriving (4.8) as a Poisson map will
verify the calculations done in (4.22) in a geometrical level. The motivation of
this section and some basic definitions comes from [13] where the Lie-Poisson
picture of BBGKY hierarchy was established. We assume that all functional
analytic conditions are satisfied.
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For N > M , consider the following mapping
gsM → g
s
N : hM →
N∑
i1,...,iM=1
i1 6=... 6=iM
1
M !
hM (i1, ..., iM ) (B.1)
from the Lie algebra of the symmetric functions gsM = F (T
∗MM ) into the Lie
algebra gsN = F (T
∗MN) as in [13]. Note that, when M = 1, this definition
reduces to the one in (A.1).
We denote the infinite direct sum of algebras of the symmetric functions
gsN = F (T
∗MN ) by
⊕∞
N=1 g
s
N . For all N we embed the spaces g
s
M into the
infinite product as follows:
ψ1 : g→
∞⊕
N=1
gsN : h1 →
∞⊕
N=1
N∑
i=1
h1 (i) = (h1 (1) , h1 (1) + h1 (2) , ...,
N∑
i=1
h1 (i) , ...)
ψ2 : g
s
2 →
∞⊕
N=1
gsN : h2 →
∞⊕
N=1
N∑
i1,i2=1
i1 6=i2
1
2!
h2 (i1, i2) = (0, h2 (1,2) , ...,
N∑
i1,i2=1
i1 6=i2
1
2!
h2 (i1, i2) , ...)
...
ψM : g
s
M →
∞⊕
N=1
gsN : hM →
∞⊕
N=1
N∑
i1,...,iM=1
i1 6=... 6=iM
1
M !
hM (i1, ..., iM ) = (0, ..., hM (1, ...,M) , ...,
N∑
i1,...,iM=
=1
i1 6=... 6=iM
1
M !
hM (i1, ..., iM ) , ...)
.... (B.2)
An element H ∈
⊕∞
N=1 g
s
N can be represented by an infinite sequence (h1, h2, ..., hN , ...).
Taking the direct product of the domains of the family of the mappings ψM in
(B.2) leads to the mapping
ψˆ :
∞⊕
n=1
gsn →
∞⊕
n=1
gsn :
∞⊕
N=1
hn → ψˆ (H) =
∞∑
n=1
ψn (hn) ,
where on the right hand side we perform the addition term by term
ψˆ (H) =
∞∑
i=1
ψi (hi) = (h1 (1) , ...,
N∑
i=1
h1 (i) +
1
2!
N∑
i1,i2=1
i1 6=i2
h2 (i1, i2) + ...
+
N∑
i1,...,iM=1
i1 6=... 6=iM
1
M !
hM (i1, ..., iM ) , ...). (B.3)
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Consider two elements H and K of the product space given by infinite sequences
H = (h1, ..., hN , ...) and K = (k1, ..., kN , ...). In the domain of ψˆ, define the
following Lie algebra structure
{H,K} =
∞⊕
n+m=2
{hn (i1, ..., in) , km (j1, ..., jm)} , (B.4)
which is the infinite version of the one introduced in [13]. In the image space,
consider the Lie algebra structure
{H,K} =
∞⊕
n+m=2
r+s=n+m−1
{hn (i1, ..., in) , km (j1, ..., jm)}−{hr (i1, ..., ir) , ks (j1, ..., js)} .
which is explicitly in form
{H,K} = ({h1, k1} , {h1, k2}+ {h2, k1} − {h1, k1} ,
{h1, k3}+ {h2, k2}+ {h3, k1} − {h1, k2} − {h2, k1} , ...).
Note that the domain and image spaces are the same as vector spaces but they
have different Lie algebra structures. In this construction, ψˆ becomes a Lie
algebra homomorphism. In addition, ψˆ is injective hence has an inverse. The
inverse mapping is defined as follows:
h1 = k1, h2 (1, 2) = k2 (1, 2)− k1 (1)− k1 (2) , ..., (B.5)
or, generally by the following formula
hN (1, ...,N) =
N∑
M=0
(−1)M
N∑
i1,...,iN−M=1
i1 6=... 6=iN−M
1
(N −M)!
kN−M (i1, ..., iN−M) . (B.6)
By definition, this inverse mapping is also a Lie algebra homomorphism. Before
proceeding the Lie-Poisson picture of the grand-canonical Poisson bracket, this
may be a good point to make some comments about the projection from Liouville
Poisson bracket to two-point BBGKY presented in Sec. 3.2.
Remark 2. In [13], Poisson picture of the BBGKY hierarchy is obtained as
the dualization of the Lie algebra homomorphism
N⊕
n=1
gsn → g
s
N :
N⊕
n=1
hn →
N∑
n=1
hn.
Here, in the domain, we define a finite version of the Lie algebra bracket (B.4).
For M < N , to guarantee that the projection from the Liouville Poisson bracket
to M -point BBGKY be a Poisson map, one needs to embed the space of one-
two...-M -point functions
⊕M
n=1 g
s
n into the total space
⊕N
n=1 g
s
n as a Lie subal-
gebra. A direct calculation shows that, the only proper subalgebra of
⊕N
n=1 g
s
n
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is g1, which is the case M = 1 consists of one-point functions. Embedding of
the one-point functions into the total space is presented in (A.1), which is the
main tool used in the Appendix A. The space of one-and-two point functions
g1 ⊕ g
s
2 can not be embedded into to total space
⊕N
n=1 g
s
n as a subalgebra, so
that the projection from the Liouville level to the two-point BBGKY can not be
Poisson. This leads to the existence of the 3-particle distribution function f3 in
the calculation the Poisson bracket, which does prevent the bracket being closed.
See ES for more details.
Let us now proceed to the grand-canonical ensemble. We take the dual of
the product Lie algebra as direct product of the dual spaces gs∗n of g
s
n, that is(
∞⊕
N=1
gsN
)∗
=
∞⊕
N=1
gs∗N .
An element of the total space
⊕∞
N=1 g
s∗
N is an infinite sequence
e = (e1d1, e2d1d2, ..., eNd1d2...dN, ....) (B.7)
where the density functions eN are defined by multiplying each density function
fN ∈ g
s∗
N with a scalar e
0
N in order to satisfy the normalization condition (4.6).
The volume forms can be chosen particularly as symplectic volumes d1d2...dN.
We define the duality between e ∈
⊕∞
N=1 g
s∗
N and H ∈
⊕∞
N=1 gN as the sum of
dualizations of the corresponding components multiplied by 1/N !, that is
〈e,H〉 =
∞∑
N=1
1
N !
∫
...
∫
d1d2...dNeNhN .
The Lie-Poisson bracket on
⊕∞
N=1 g
s∗
N is given in (4.18). The dual of the Lie
algebra isomorphism (B.3) is
ψˆ∗ :
∞⊕
N=1
gs∗N →
∞⊕
N=1
gs∗N : (e1d1, ..., eNd1...dN, ...)→ (ρ1d1, ..., ρNd1...dN, ...)
whose image space consists of the densities in form
ρM =
∞∑
N=M
1
(N −M)!
∫
...
∫
d (M+ 1) ...dNeN . (B.8)
Here the first two elements ρ1 and ρ2 are as in (4.8).
In summary, the new set of distribution functions ρM in (B.8) is derived from
the canonical ones eN in (B.7) as dual of the injective Lie algebra homomorphism
ψˆ in (B.3). This means that distribution functions (B.8) are components of a
Poisson mapping relating the Poisson bracket in (4.18) to the Poisson bracket
in (4.22).
In other words, the way the total energy depends on the n-particle Hamil-
tonians implies the construction of mapping ψˆ, dual of which maps the orig-
inal grand-canonical distribution functions to the new distribution functions
ρ1, ρ2, . . . . The construction of the grand-canonical ensemble itself thus already
leads to the construction of the new distribution functions in a geometric way.
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