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x ijは説明変数、y ijは目的変数で、添え字iは個人を、添え字 jは個人が属する
グループ(集団）を表している。一見すると通常の回帰式に見えるが、このモ
デルではu 0jがあらたに確率変数として加わり、切片 u0 0+b jはグループ毎に異
なる値をとる。回帰直線の傾き 1b は従来どおりグループ間で共通の定数であ
る。
全データに共通の定数である 0b と 1b をモデルの固定効果、個人やグループ
間で変動するe ijとu 0jをランダム効果(変量効果)と呼ぶ。グループレベルのラ
ンダム効果u 0jは、データ全体から計算される切片の値 0b からのグループ jの
切片の値の偏差を表し、個人レベルのランダム効果e ijはそれぞれのグループレ




































ルの有意性検定が甘くなることは既に述べた。Kreft and de Leeuw(2006)では、
大きなグループn 100j = においては、0.01という小さな級内相関であっても、
仮定された有意水準は .0 05=a から0.17に第一種の過誤率が増大し、小さな



















校レベルのランダム効果の標準偏差は .0 3060 =v ut 、個人レベルのランダム効果、




















固定効果 （95％信頼区間） ランダム効果 （95％信頼区間）
0b
t 0.002 [-0.077,0.081] u0vt 0.306 [0.251,0.374]
1b
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ルでは、経験ベイズ最尤法を用い、事前分布 ( , )u N 00 0
2
















ただし、x j、y jは、グループ j内でのx ij、y ijの標本平均、 / e0
2 2
=t v vut t である。
グループ内のデータ数n jが多いほど、u 0jt のグループ毎の回帰モデルによる






















, ,y x e u ui i i0 1 0 0 0 1 1 1= + + = + = +b b b b b bj j j j j j j jj （4a）




0 1 01+ + =v v vu uj j j j （4b）























u i u i e

















また、同じグループ内のデータx i j1 とx i j2 の級内相関は次のように表される。
( )
x x x x
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固定効果 （95％信頼区間） ランダム効果 （95％信頼区間）
0b
t -0.012 [-0.090, 0.067] 0v ut 0.303 [0.249, 0.371]
1b
t 0.557 [0.517, 0.596] 1v ut 0.122 [0.090, 0.166]
evt 0.744 [0.728, 0.761]



































































モデル df AIC BIC logLikihood test L.Ratio p値
ランダム切片（1） 4 9376.77 9402.00 -4684.383
ランダム係数（2） 6 9339.60 9377.45 -4663.80 1 vs 2 41.16 <.0001
えば、学校に対しては公立かどうか、男女の構成比、入学試験での平均得点
(学校のランク）などであり、地域に対しては平均所得や人種構成などである。
ランダム係数モデル（4）において、回帰係数 0b jおよび 1b jがグループレベ
ルの変数z jを用いて、次のような式で部分的に説明できるとする。
,z u z uj j0 00 01 0 1 10 11 1= + + = + +b c c b c cj j j jl l
これらを（4）に代入して整理すると次の式が得られる。
( )y z x z x u u x ei j i j i i i00 01 10 11 0 1= + + + + + +c c c cj j j j j j jl l








ンダム係数モデル（4）において、ランダム効果（ 0b j, 1b j）を各学校の生徒の
家族の社会経済的地位の平均z1jを用いて説明するモデル（モデル１）：
,z u z u0 00 01 1 0 1 10 11 1 1= + + = + +b c c b c cj j j j j jl l （8）
と、さらに各学校のタイプ（公立か私立か）z 2jもランダム効果の説明変数と
するモデル（モデル２）：
,z z u z z u0 00 01 1 02 2 0 1 10 11 1 12 2 1= + + + = + + +b c c c b c c cj j j j j j j jl l （9）





と比べてみよう。モデル０では、 .2 950 =v ut 、 .0 8331 =v ut 、 .6 06e =vt という結





効果はどのようなものかを見てみよう。 .12 1300=ct は公立学校における数学の
テストの平均値に相当し、私立学校における平均値はさらに .1 2302=ct を加え
たものになる。また、公立学校における家族の社会経済的地位の係数









モデル df AIC BIC logLikihood test L.Ratio p値
モデル１ 8 46573.30 46628.34 -23278.65
モデル２ 10 46523.66 46592.45 -23251.83 1 vs 2 53.64 <.0001
表５　MathAchに対するモデル２の推定結果
固定効果 （95％信頼区間） ランダム効果 （95％信頼区間）
00ct 12.13 [11.74, 12.52] 0v ut 1.54 [1.32, 1.80]
01ct 5.33 [4.60, 6.06] 1v ut 0.32 [0.06, 1.59]
10ct 2.95 [2.64, 3.25] evt 6.06 [5.96, 6.16]
02ct 1.23 [0.62, 1.83] uv 01t 0.39 [-0.51, 0.88]
11ct 1.04 [0.45, 1.63]

































































・MLWin Centre for Multilevel Modelling(CMM)
http://www.cmm.bristol.ac.uk/
Teaching Resources And Materials for Social Scientists(TRAMSS)
http://tramss.data-archive.ac.uk 
・HLM Scientific Software International, Inc (SSI) 
http://www.ssicentral.com/hlm/index.html
・SuperMix Scientific Software International, Inc (SSI) 
http://www.ssicentral.com/supermix/index.html
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