One approach to incorporate topography in seismic finite-difference codes is a local modification of the difference operators near the free surface. An earlier paper described an approach for modelling irregular boundaries in a constant-density acoustic finite-difference code, based on the second-order formulation of the wave equation that only involves the pressure. Here, a similar method is considered for the first-order formulation in terms of pressure and particle velocity, using a staggered finite-difference discretization both in space and in time. In one space dimension, the boundary conditions consist in imposing antisymmetry for the pressure and symmetry for particle velocity components. For the pressure, this means that the solution values as well as all even derivatives up to a certain order are zero on the boundary. For the particle velocity, all odd derivatives are zero. In 2D, the 1-D assumption is used along each coordinate direction, with antisymmetry for the pressure along the coordinate and symmetry for the particle velocity component parallel to that coordinate direction. Since the symmetry or antisymmetry should hold along the direction normal to the boundary rather than along the coordinate directions, this generates an additional numerical error on top of the time stepping errors and the errors due to the interior spatial discretization. Numerical experiments in 2D and 3D nevertheless produce acceptable results.
Topography with the wave equation
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An earlier paper described a simple scheme for the second-order formulation of the acoustic wave equation (Mulder 2017) . It employs modified 1-D stencils, which decreases the accuracy but improves simplicity and stability. It was observed that points close to the zero-pressure boundary should be excluded from the scheme to avoid severe time step restrictions. Here, the alternative formulation of the wave equation as a first-order system is considered, as it is more suited for variable-density acoustics and potentially can be extended to the anisotropic acoustic case. The same approach of modified, locally 1-D stencils is followed. Also, the 1-D symmetry conditions are imposed. The pressure is antisymmetric with respect to the boundary in the normal direction. Not only its zeroth derivative-the solution itself-but also all even derivatives are prescribed to be zero on the boundary. For the particle velocities, symmetry is imposed, meaning that all odd derivatives up to a given order are set to zero. In the 2-D case, the 1-D assumption can still be used as an approximation. Antisymmetry for the pressure and symmetry for one of the particle velocity components is imposed along coordinate directions rather than the normal direction. This leads to an additional numerical error if the boundary does not coincide with the horizontal or vertical direction.
In Section 2, we describe the 1-D numerical scheme. Its stability is considered in Section 2.2. The 1-D stability is insufficient when going to more than one space dimension and we therefore examine the positivity of the product operator in Section 2.3. As it is known that cancellation of numerical errors may be lost on irregular grids, causing a decrease of accuracy, we examine the effect of the boundary on the spatial accuracy in Section 2.4. In Section 2.5, we consider a one-sided variant of the boundary scheme that does not employ zero higher derivatives on the boundary. In 1D, this scheme is only stable up to order 6. In 2-D, we were not able to stabilize it beyond order 4. Section 3 describes the extension of the 1-D scheme to 2D, using a locally 1-D approximation.
Section 4 contains results for a number of 2-D numerical experiments. We consider three problems with an exact solution, followed by one with a very rough surface and two problems with realistic topography. Section 5 describes a 3-D test with realistic topography and Section 6 summarizes the main conclusions.
1 -D M E T H O D
Finite-difference discretization
The 1-D first-order formulation of the acoustic wave equation reads
with pressure p(t,
x), particle velocity v(t, x), sound speed c(x), density ρ(x) and optional source term f (t, x). Note that many authors replace p by −p. The source term is often of the form f (t, x) = w(t)δ(x − x s ) for a source at x s with wavelet w(t).
With a staggered finite-difference discretization, the solution p n j at time t n = t 0 + n t is represented on a grid x j = x 0 + j x, j = 0, 1, . . . , N x − 1, whereas v n+1/2 j+1/2 is staggered in time and in space on x j+1/2 = x 0 + ( j + 
The forward difference operator D + of even order M takes points on the x j grid to the x j+1/2 grid and is defined by
where In (a), the interior pressure value closest to the boundary has to be dropped from the discrete difference operator to obtain stability in the multidimensional case and is treated by 1-D polynomial extrapolation instead, just like the exterior points.
We immediately have that the second-order product operator
+ is symmetric and non-negative, which is an attractive property for obtaining time-stepping stability.
In the more general case, the right boundary is located at x b = xN x − 1 + ξ x with ξ ∈ (0, 1]. We may also consider ξ > 1 for the purpose of analysis. For now, the boundary on the left, at x 0 , is assumed to coincide with a grid point. Depending on ξ , we have to consider two cases, sketched in Fig. 1 As in the second-order case (Mulder 2017) , the discretization near the boundary can be derived as follows. We take a Taylor series expansion around the boundary, with prescribed zero even derivatives for p or zero odd derivatives for v. For a scheme of order M, a total of 1 2 M additional interior points near the boundary are needed to determine the remaining degrees of freedom of the polynomial that represents the truncated Taylor series. Next, the resulting polynomial is used for extrapolation to the first set of 1 2 M points in the exterior, just outside the boundary. Appendix A lists the extrapolation operators for orders M = 2-8. After extrapolation, we can apply the standard finite-difference weights to obtain expressions for the derivatives in the interior.
Stability
In 1D, a spatial scheme of even order M on an equidistant grid x j = x 0 + j x has a staggered numerical first derivative
with a shift operator T defined by T m u j = u j+m for a solution u j that approximates u(x j ). The weights are given in eq. (4). The Fourier symbol D + is obtained by replacing T with exp (iη), where η = k x for a wavenumber k and |η| ≤ π . Then,
with
Note that f M (ζ ) is the truncated series of arcsin(ζ ) around ζ = 0. The coefficients c k can be evaluated recursively by c 1 = 1, c 2 = 1/6, and c k+1 /c k = (2k − 1) 2 /(2k(2k + 1)). Time-stepping stability for a standard leap-frog scheme involves
whereĝ = exp(−iω t) is the amplification factor after one time step at an angular frequency ω and we have assumed constant material properties. After eliminatingv and defining B = −c 2 D − D + and σ = c t/ x, we obtain 
, that is, pressure values closer to the Dirichlet boundary than half a grid spacing are ignored in the extrapolation. In the last panel, the curves lie on top of each other.
The upper bound decreases from 1 for M = 2 to 2/π = 0.64 for M → ∞. Note that the upper bound follows from the condition that the argument of the square-root in eq. (9) be non-negative. It also provides a lower bound requiring B to have non-negative eigenvalues. The above Von Neumann stability analysis (Charney et al. 1950; Haney 2007 ) is valid on a periodic grid.
With variable coefficients ρ(x) and c(x), the time step t should be chosen such that the eigenvalues of the matrix
lie between zero and (2/ t) 2 . For Dirichlet boundary conditions coinciding with grid points, we have ξ = 0 and
showing that the eigenvalues of B are real and non-negative.
For ξ > 0, the symmetry of B is already lost in the constant-coefficient case. In the numerical experiments of Sections 2.3 and 2.4, we computed the eigenvalues of B numerically and observed that they are real-valued, non-negative and that the largest one is slightly smaller than [2f M (1)] 2 . A complex pair of eigenvalues-or a 2 × 2 Jordan block if one insists on staying with real values-would imply a growing mode causing instability.
In the second-order formulation, interior points too close to the boundary had to be dropped from the discretization to avoid a severe reduction of the maximum time step for decreasing ξ < 1 2 (Mulder 2017) . In the first-order formulation considered here, this does not appear to be necessary in 1D. In more than one space dimension, however, the fact that the 1-D operator B has non-negative eigenvalues does not guarantee stability, as will be discussed next.
Positivity
The 1-D case is stable for all relative boundary positions ξ ∈ [0, 1], but an instability shows up in the 2-D case. Here, we will examine its cause and potential remedies.
In the constant-coefficient case with c = 1, the 1-D product operator B = −c 2 D − D + has non-negative and bounded eigenvalues. The usual approach for estimating stability in 2D is the condition t ≤ 2/ λ max (B x + B z ), where the spectral radius is estimated by using
. This, however, implicitly assumes that both 1-D product operators B x and B z are non-negative matrices, which is not the same as them having non-negative eigenvalues. Unfortunately, the 1-D matrices are not non-negative: there exist vectors y with y = 1 such that y T By < 0. An equivalent statement is that the matrix B sym = 1 2 (B + B T ) has some negative eigenvalues. As a result, the sum of the matrices B x for the x-direction and B z for the z-direction is not guaranteed to have non-negative eigenvalues, even if B x and B z themselves have non-negative eigenvalues. This causes the 2-D scheme to be unstable. In eq. (9), the negative eigenvalues causeĝ to be real-valued with one of the roots becoming larger than one, implying an unstable mode.
As an illustration, consider a domain [0, 1
, with grid spacing x = 1/(N x − 1), grid points for the pressure at x p, j = j x, j = 0, 1, . . . , N x − 2 and for the particle velocity at x v, j = ( j + . Fig. 2 plots the smallest eigenvalues for B and B sym as a function of ξ for a scheme of order M = 4. Whereas B has only non-negative eigenvalues, that clearly is not true for B sym .
We have considered two ways to solve this problem. One is to adopt a general form for D + and D − near the boundary and determine the coefficients by requiring that (i) the scheme is exact for polynomials up to degree M − 1 that obey the (anti)symmetry condition at the boundary, and (ii) the matrix B = −D − D + is non-negative. The last condition can be verified by computing the eigenvalues of B sym or by requiring the determinants of all principal minors to be non-negative. We have attempted to tackle this problem with a symbolic algebra package and were able to obtain results by numerical optimization for M = 4 on a grid with a small number of points. However, no closed-form solution could be derived for this order, let alone for the higher orders M = 6 or M = 8. A simple alternative was found in the approach used in the preceding paper (Mulder 2017) , where interior points closer to the boundary than half a grid spacing were ignored in the discretization. In that paper, this was done to avoid a severe decrease of the maximum allowable time step. Here, we need it to have stability at all.
To control if points close to the boundary are ignored, we can define two parameters, ξ 0, p and ξ 0,v . The first parameter refers to the zero Dirichlet boundary condition of D + , the second to the zero Neumann boundary condition of D − . If the distance ξ x to the boundary of the last interior pressure point obeys ξ < ξ 0, p , that solution value is ignored in the spatial discretization. Instead, an extra interior point is adopted for the extrapolation operator, using the interior M/2 points next to the point that is ignored. Likewise, velocity points with ξ < ξ 0,v can be ignored for the operator D − at the Neumann boundary.
Numerical tests over the values of ξ ∈ [0, 1), displayed in Fig. 2 , show that we can have non-negative matrices for ξ 0, p = 1 2 and ξ 0,v = 0 if M = 4. This means that pressure points closer than half a grid spacing to the boundary should be ignored, whereas for the velocity, we can just use the scheme as is.
We might increase the order of accuracy for the operator D − that acts on the velocity by 2 near the boundary for reasons explained below. and ξ 0,v = 0. For the implementation of this scheme, we used the extrapolation operators in Appendix A and also applied them to determine the value of the ignored interior point by interpolation.
Accuracy
To test the numerical accuracy of the proposed scheme, we first consider the function p(x) = sin (4π x/x max ) with x max = 1 + (ξ − 1) x. We compare D + p(x p, j ) to p x = dp/dx, and Fig. 4 shows graphs of the maximum error in p x and p xx as a function of the spacing x, obtained for a fourth-order scheme (M = 4). Note that for ξ 0, p = 1 2 and ξ 0,v = 0, the point too close the boundary, which is ignored by D + and set to 0 by D − for the stability plots, is excluded from the error measurements. In Figs 4(a) and (b), the observed exponent is 4.0 for p x , but smaller for p xx , decreasing to 3.0 in Fig. 4(a) . To repair this behaviour, we can increase the order of
at the boundary by increasing the order of the extrapolation operator and of the finite-difference weights at the boundary. Because the odd derivatives are set to zero during the extrapolation, we only have to include one additional interior point during the extrapolation. This means that for the pressure, we assume a function of the form p( M interior points closest to the boundary, but excludes points closer than ξ 0, p x for the pressure if ξ 0, p > 0. For the velocity, we do not have to exclude points near the boundary, which is expressed by the condition ξ 0,v = 0. However, the result after its numerical differentiation at the ignored pressure points is not included when measuring the errors for Fig. 4 and also earlier when computing the eigenvalues for Figs 2 and 3 if its distance to the boundary is smaller than half a grid spacing. This is required for stability in more than one dimension. In that case, interpolation on the resulting pressure field can be used to restore its value, as described in 
The increase of M n to 6 at the boundary restores the formal fourth-order accuracy when differentiating dp/dx. and zero otherwise, centred at x p = 0.5 and with a width w p = 0.8, travels to its starting point in a time T = 2[1 − (1 − ξ ) x]/c 0 . We apply a second-order leap-frog time stepping scheme on the initial data p(t = 0, x) = −c 0 w(x) and v(t = 1 2 t, x) = w(x − 1 2 tc 0 ). A sufficiently small time-step will keep the temporal error small. Fig. 5(a) shows the RMS errors as a function of grid spacing, x, for an eighth-order scheme (M = 8). The domain ranged from (1 − ξ ) x with ξ = 0.2 to 1. The time step was set at 1 per cent of its maximum value. The observed order of accuracy is 5.2 rather than the expected 8. An increase of the order with 2 on the left boundary for the velocity extrapolation and the differentiation operator, D − , produces the graphs in Fig. 5(b) with an estimated order of accuracy around 7.6. Surprisingly, we observe a similar improvement in Fig. 5 (c) without increasing the order but, instead, by dropping the point for the pressure if it is closer to the Dirichlet boundary than half a grid spacing. Dropping such points is not necessary for stability in 1D, but it is in 2D and 3D, as discussed in Section 2.3. These numerical experiments therefore suggest that we do not have to increase the order for D − near the boundary and that for D + , we should ignore the point closer than half a grid spacing to the boundary.
One-sided variant
The previous scheme imposes (anti)symmetry across the boundaries. This amounts to the requirement that all even derivatives of the pressure are zero on the boundary, including the zeroth derivative. Similarly, all odd derivatives of the velocity should be zero. This follows from the fact that, for instance,
should hold on the boundary. If p = 0 on the boundary, then 
on the boundary implies that all odd spatial derivatives of v should vanish on the boundary since all even derivatives of p are zero.
In the 2-D case, we would like to use the same numerical 1-D boundary conditions. However, if the boundary-normal does not coincide with a coordinate direction, the above conditions on the derivatives along coordinate directions do not hold any more. The net effect will be a Figure 5 . (a) L 2 -error as a function of grid spacing, x, for a scheme of order M = 8 with the left boundary at x = (1 − ξ ) x, ξ = 0.2 and the right one at an unstaggered grid point at x = 1 for a travelling pulse after it has returned to its original position. The observed order of accuracy is 5.1. (b) When the order of the operator D − near the Neumann boundary condition, not coinciding with a grid point, is increased by 2, the observed order is 7.7, close to the expected 8. (c) The same happens to be the case without an increase of the order, but by ignoring the pressure point closest to the boundary if its distance to the boundary is less than half a spacing. In all cases, the results for p/c and v lie on top each other. decrease of numerical accuracy near the boundary, although the results for the second-order formulation (Mulder 2017) suggest that the loss in accuracy may be acceptable in practice.
An alternative 1-D scheme, called the one-sided variant, can be considered that only imposes the zero boundary condition for the pressure and for the first derivate of the velocity. The former also holds in the 2-D case, the latter, however, generally not. Schemes of this type were studied by Mattsson & Nordström (2004) and are much harder to stabilize. We can apply a similar extrapolation scheme as before, but now, M − 1 interior points are needed to complement the single boundary condition of either a zero function value or a zero first derivative. The resulting extrapolation operators are listed in Appendix B for orders M = 2 to 6. Because only one boundary condition is available for the local Taylor series, more interior points are required, leading to longer stencils. In the numerical experiments described below, the order M = 8 turned out to be unstable in 1D and 2D, whereas for M = 6, stability was observed in 1D but not in 2D. Also, we had to use the same approach as described in Section 2.3 for the other scheme, with ξ 0, p = 1 2
, to obtain stability in 2D. In view of these unattractive properties, no attempts were made to stabilize the scheme with weighted norms, along the lines of Mattsson & Nordström (2004) . An alternative would be to lower the degree towards the boundary, but that approach has not been investigated.
2 -D M E T H O D
Interior
We will describe the method for the 2-D case. The generalization to 3-D is straightforward. The 2-D system of equations reads Figure 6 . Staggered grid near the boundary. The crosses mark the positions of the pressure variables, p, the right-pointing triangles of the horizontal particle velocity, v x , and the downward-pointing triangles of vertical velocity, v z . The circles denote the boundary points involved in the vertical derivatives, the squares those required for the horizontal derivatives. Close to the surface, there may not be enough points for horizontal extrapolation with the desired polynomial degree. The solution values of the pressure, p, are placed on the unstaggered points of the modelling grid. The horizontal particle velocity, v x , is staggered by half a spacing in the x-direction and the vertical velocity, v z , by half a spacing in the z-direction. The grid is chosen such that the straight-line boundaries at x min , x max and z max coincide with the unstaggered grid points. The same standard difference operators as in the 1-D case are applied in each coordinate direction. The maximum error in the pressure for the second test problem with a time step at 10 per cent of its maximum value for a discretization of order M = 4 (circles) and order M = 8 (squares) as a function of the horizontal grid spacing x. The dotted lines indicate the trends for first-and fourth-order convergence. Since the differences with Fig. 9 are small, the error must be dominated by the spatial discretization and boundary conditions.
Topography
In more than one space dimension, we can simply apply the 1-D scheme along grid lines, just as in (Mulder 2017) for the second-order formulation of the wave equation. As already remarked in the introduction, this will increase the error if the normal to the free surface does not coincide with a grid line.
Near the free-surface boundary, the interior difference scheme of eq. (4) can be replaced by a scheme that consists in its application to the interior points combined with the extrapolated values as defined in Appendix A for several orders. This is still a 1-D operation. Since it assumes more symmetry than is present when the boundary is not perfectly horizontal or vertical, an additional numerical error is incurred. It remains to be seen how that error affects the overall accuracy.
The extrapolated values are only used for the construction of the finite-difference operator in one direction and then discarded. They are not involved in the extrapolation in the other coordinate direction. Note that a different way of implementation is to directly store the action of the finite-difference operator on the extrapolated values, i.e. the modified difference operators, either obtained by the above construction or by evaluating explicit expressions for the combined effect of extrapolation and differentiation.
In the 2-D experiments, we have imposed periodic or zero Dirichlet or Neumann boundary conditions at the left and right and at the 'bottom', corresponding to the largest depth or z-value. These boundaries are assumed to be straight lines coinciding with the unstaggered grid points. For the smallest z-value, we assume topography, defined as a depth function of lateral position. The input is either a function z(x) or a set of points z j = z(x j ), j = 1, . . . , N topo . This set of points may have a smaller or larger spacing than the finite-difference grid. We therefore resample the topography by fitting a smooth cubic B-spline through the given z(x j ). In the examples later on, we have somewhat arbitrarily resampled to a spline grid twice as coarse as the modelling grid.
For the test problems with an exact solution, the topography is known as a function (x(s), z(s)), where s parametrizes the boundary. Arc-length along the curve was chosen for the latter. Then, (x j , z j ) on a grid 10 times finer than the modelling grid was evaluated from the analytical expression for the shape of the boundary. Next, piecewise cubic Hermite interpolation was applied to find a representation of (x(s), z(s)). The reason for choosing (x(s), z(s)) instead of z(x) as a parametrization is the third test problem, which has a vertical boundary in one corner. The extrapolation requires M/2 points from the interior that may not always be available for the horizontal derivatives, as sketched in Fig. 6 . If, for instance, a sixth-order scheme is to be used in the horizontal direction, 3 interior points are needed for extrapolation, whereas only two are available for v x close to the summit. In that case, extrapolation is applied across each boundary in the following way. For the extrapolation, M conditions are required: (i) use M/2 boundary conditions (all even or odd derivatives zeros) at the nearest boundary; (ii) interpolate through the available interior points; Figure 13 . Maximum error in the pressure for the third test problem with a time step at half the maximum value for a discretization of order M = 4 or 8 as a function of the horizontal grid spacing x (a). The dotted lines indicate first-and fourth-order convergence and the actual convergence is about second order for both. With pressure and velocities set to zero in the exterior and no special treatment of the free surface, worse than first-order error behaviour is observed (b). (iii) for the remaining unknowns, use the boundary conditions at the opposite boundary point, starting from the conditions on the lowest derivative.
In this way, an extrapolation operator to the left and one the right can be constructed. The finite-difference weights are then applied to this operator to obtain the modified finite-difference scheme. Finding the intersection point of the vertical lines, on which the pressure or vertical displacement is defined, with the boundary is trivial for a spline of the form z(x). For the horizontal lines, Newton's method can be used or, alternatively, an explicit evaluation of the cubic roots. In the case of a parametrization of the form (x(s), z(s)), one of those methods has to be used for both the horizontal and the vertical lines.
Reconstruction
In more than one space dimension, ignoring points closer to the zero Dirichlet boundary than half a spacing may cause problems in the other coordinate direction(s). An obvious solution is the reconstruction of the pressure at the ignored points with the same 1-D interpolating polynomial as used for the extrapolation beyond the Dirichlet boundary. Such a reconstruction can be performed after each temporal update of the pressure. In this way, the pressure is available during the next time step if it happens to be needed for another coordinate direction. An alternative is to let the time step update the pressure values, based on velocity derivatives and earlier pressure values, but this was observed to produce weak instabilities.
If a pressure point is closer than half a spacing to the boundary along coordinate lines in more than one direction, we can either perform 1-D interpolation based on the nearest boundary point or carry out multidimensional interpolation.
2-D RESULTS
We consider the same numerical test problems used before in the second-order formulation (Mulder 2017) . The first three have an exact solution. They are followed by a problem with a very rough topography created with a random number generator and designed to push the method to its limits. The last two problems have a realistic topography but fantasy geology. for |t| < T w /2 and zero otherwise, with a duration of T w = 0.125 s. It is the time integral of the one used in the second-order formulation (Mulder 2017) . The simulations were started at −T w /2 with a time step at 10 per cent of the maximum value allowed for stability to keep the temporal error of the second-order time-stepping order sufficiently small. The error was measured at a time t = 0.4 s. The solution consists of a direct wave that constitutes about half a circle together with its ghost. Fig. 7 plots the maximum error in the pressure wavefield, divided by the wavefield's amplitude, as a function of the grid spacing x for several dip angles. The observed convergence rate is close to fourth order at zero dip. At larger dips, where the approximation of symmetry or antisymmetry in the coordinate direction rather than in the normal direction of the free surface starts to play a role, the order of convergence becomes worse, closer to 3.5 on finer grids. Fig. 8 shows the sound speed model for the second test problem, together with the pressure at initial time. The exact solution is a travelling wave, with a zero Dirichlet boundary condition at the surface (smallest z-values) and a zero Neumann boundary condition at the bottom. The left and right boundary conditions are periodic. The maximum error in the pressure after travelling around once on the periodic grid is shown in Fig. 9 for a sequence of grid spacings, x and a scheme of order 4 and 8, respectively. The time step was set at half its maximum value. For reference, the dotted lines show the convergence behaviour for orders 1 and 4.
In the case of an interior fourth-order spatial discretization (M = 4), a fourth-order error in the pressure is observed on the coarser grids. On finer grids, the effects of the locally 1-D approximations in the boundary conditions start to appear and the convergence rate drops to about second-order. The same is true in the eighth-order case. Note that the error on the coarsest grid starts with a smaller value compared to the fourth-order case, making a scheme of order 8 still attractive for production runs.
To verify that the second-order time-stepping error does not dominate the results, we repeated the runs at 10 per cent of the maximum time step. Fig. 10 displays the resulting errors. As the difference with the earlier runs at half the maximum time step is small, we conclude that the error on finer grids must be dominated by the boundaries. Fig. 11 displays the convergence behaviour for the one-sided variant with a fourth-order spatial discretization. The scheme appears to be slightly more accurate, compared to the result for order M = 4 in Fig. 10 . Unfortunately, it turned out to be unstable for orders M = 6 and M = 8, and is therefore less attractive. The third test problem with an exact solution is a standing wave. The same parameters were used as in the second-order case (Mulder 2017) . Fig. 12 shows the sound speed model and the initial pressure distribution. A zero-pressure boundary condition is imposed all around. The maximum errors for a series of runs on different grids are plotted in Fig. 13 . Given the long wavelengths of the solution, relative to the computational grids used in the experiments, we expect the boundary errors to dominate in this example. Fig. 13 (a) displays a convergence rate around second-order, both for the locally 1-D schemes of order 4 and 8.
The next test problem was designed to push the method to its limits and has the topography shown in Fig. 14(a) . A shot placed at 22 m below the surface generates the wavefield displayed in Fig. 14(b) . The wavelet was the time integral of a 12-Hz Ricker. Our method appears to be robust enough to handle this test problem.
Finally, we consider a pair of tests based on actual topography. Fig. 15 shows a cross-section through the Vaalserberg, the highest mountain in The Netherlands. The sound speed is a geo-fantasy, as is the density model. For simplicity, zero Neumann boundary conditions are imposed for the pressure at the sides and the bottom, whereas zero pressure is imposed on the surface boundary. The source sits at the centre, 13 m below the surface. Receivers are placed at a depth of 5 m below the surface in a split-spread acquisition up to a maximum offset of 1 km and record the pressure. The source wavelet was, again, the time integral of a 12-Hz Ricker. The result is qualitatively the same as that obtained with the second-order constant-density formulation in (Mulder 2017) . Fig. 16(a) shows a similar example with the topography of Half Dome and a fantasy sound speed and density model. The shot was located 12 m below the surface. The wavelet was the same as in the previous example. Receivers were again placed 5 m below the surface. The amplitude variations along the surface are more pronounced than in the previous example. The 3-D finite-difference simulation was performed using an implementation of the approach in an FWI production system, taking numerical parameters for regular production settings. The results were obtained with an eighth-order spatial discretization at five grid points per wavelength. Both the snapshots in Figs 17(b) and (c) as well as the normalized shot panels in Figs 18(a) and (b) show a close agreement between the finite-difference and finite-element results. Their differences, shown in Fig. 18(c) , have a maximum error of 0.04. Results at 4 points per wavelength are very similar with slightly larger a maximum error of 0.05.
C O N C L U S I O N S
Stability and accuracy of a modified finite-difference scheme that can handle topography in the first-order formulation of the acoustic wave equation has been studied by a series of 1-D, 2-D and 3-D tests. The boundary conditions consist in imposing antisymmetry for the pressure and symmetry for each particle velocity component on the boundary in its corresponding coordinate direction. Because the coordinate direction and corresponding velocity components rather than the normal direction and normal velocity component are chosen, an additional numerical error is incurred, on top of the errors caused by the interior spatial discretization and the time stepping scheme.
The modification of the finite-difference scheme near the boundary results in an instability in more than one space dimension, which can be removed by ignoring pressure values closer to the boundary than half a grid spacing. Because these values may still be needed for derivatives in another coordinate direction, reconstruction by polynomial interpolation is applied.
In a simple 2-D test with a dipped flat surface, the observed convergence rate for the spatial error is around order four, although the maximum error loses about half an order for larger dips. In a 2-D test with a variable velocity, a curved interface, and a solution that has a long wavelength compared to the grid spacing of the computational grid, the boundary error dominates and reduces the overall spatial accuracy to order two. To put this into perspective, we note that a high-order finite-difference scheme also reduces to second-order accuracy in the interior when differencing across discontinuities in the velocity or density, because the pressure is continuous but not differentiable over there.
3-D examples exhibit acceptable accuracy for our boundary scheme when using typical production-run parameters. 
