Providing accurate recommendations to newly joined users (or potential users, so-called cold-start users) has remained a challenging yet important problem in recommender systems. To infer the preferences of such cold-start users based on their preferences observed in other domains, several cross-domain recommendation (CDR) methods have been studied. The state-of-the-art Embedding and Mapping approach for CDR (EMCDR) aims to infer the latent vectors of cold-start users by supervised mapping from the latent space of another domain. In this paper, we propose a novel CDR framework based on semi-supervised mapping, called SSCDR, which effectively learns the cross-domain relationship even in the case that only a few number of labeled data is available. To this end, it first learns the latent vectors of users and items for each domain so that their interactions are represented by the distances, then trains a cross-domain mapping function to encode such distance information by exploiting both overlapping users as labeled data and all the items as unlabeled data. In addition, SSCDR adopts an effective inference technique that predicts the latent vectors of cold-start users by aggregating their neighborhood information.
INTRODUCTION
As an increasing number of users interact with one or more their interest domains, recent recommender systems (RS) started to leverage user-item interactions (e.g., ratings or feedbacks) collected from multiple domains to improve the quality of recommendations, socalled cross-domain recommendation (CDR) [5-7, 11, 12, 18, 19] . CDR aims to transfer the knowledge acquired from a domain to another domain, and this inter-domain information exchange is quite helpful to combat the data sparsity problem, which is one of the long-standing problems in conventional RS.
Most CDR methods [7, 11, 16, 27] are mainly interested in improving the overall recommendation accuracy for a target domain by the help of the users who also exist in other domains (i.e., overlapping users). Thus, they cannot make recommendations to the users who are newly joined or have not interacted with any items yet (i.e., cold-start users). This is another important task in CDR, and it is more technically challenging as well as has great values from a practical perspective [19] . To this end, RS should be able to infer the preferences of such cold-start users based on their preferences observed in other domains. For example, providers can recommend video-domain items to the users who want to try videos for the first time by analyzing their preferences in a book-domain. In this paper, we use the term "target-domain" for the domain that we try to recommend, and "source-domain" for the domain that we transfer the knowledge of cold-start users' preferences from.
To tackle this challenge, several recent work [5, 18] focus on the Embedding and Mapping approach (EMCDR) which matches two latent spaces, where users' preferences on items are encoded respectively for a source-domain and a target-domain, by using the overlapping users of the two domains as anchor points. It trains a mapping function from the source-domain into the target-domain in a supervised manner so that it minimizes the distance between the actual latent vector in the target-domain and the approximated latent vector transferred from the source-domain for each overlapping user. After inferring the latent vectors of cold-start users by the trained mapping function, EMCDR is able to provide recommendations to the cold-start users.
However, existing EMCDR-based methods [5, 18, 27] have a limited performance in real-world CDR scenarios for the following reasons. 1) The EMCDR approach is only based on a supervised loss, which makes the mapping function biased to a small number of the overlapping users who are used as the anchors for training. From our in-depth analysis on the Amazon dataset, we found that the average ratio of the overlapping users to total users of any two domains is less than 5%. However, all the methods were evaluated in the experimental settings where a lot of users (up to 90%) are overlapped [5, 6, 12, 18] , which distorts the real-world distribution.
2) They basically model the user-item interaction as the innerproduct of their latent vectors, which makes a latent space violate triangle inequality [23] ; in such spaces, the similarities among users and among items are not correctly captured [2, 10] . It eventually degrades the performance of collaborative filtering for each domain and also that of the cross-domain mapping because their mapping function is optimized by the distance-based supervised loss.
In this paper, we propose a Semi-Supervised framework for Cross-Domain Recommendation to cold-start users (SSCDR) that works well even in the case that there are only a few overlapping users in both the domains. To effectively capture the cross-domain relationship, SSCDR first learns the latent vectors of users and items in metric spaces to capture user-user similarities as well as useritem interactions in their distances. Then, it trains a cross-domain mapping function based on a semi-supervised approach, which optimizes the function to approximate the ground-truths of overlapping users (labeled data), and to encode their interactions with items simultaneously (unlabeled data). In addition, we develop a novel technique to accurately infer the latent vectors of the cold-start users considering the neighborhood of the users.
Our extensive experiments demonstrate that SSCDR outperforms all other baselines in terms of both the recommendation accuracy and the quality of cross-domain latent vector mapping. SSCDR shows the best CDR accuracy for cold-start users even in case that the number of overlapping users is very small, which follows a realistic data distribution, whereas the performances of the other methods drastically drop. Furthermore, we quantitatively validate that SSCDR is capable of inferring the latent vectors of cold-start users more accurately than the other methods, and qualitatively compare the target latent spaces induced by SSCDR and the others.
PRELIMINARIES
We first formally describe the notations and our problem (Section 2.1), then review an embedding and mapping approach which is a conventional strategy for cross-domain recommendation (CDR) (Section 2.2).
Notations and Problem Formulation
Suppose that we have two domains: a source-domain and a targetdomain. In this paper, we use the term "target-domain" for the domain that we try to recommend, and "source-domain" for the domain that we transfer the knowledge of users' preferences from. We use the CDR scenario that "Book" is the source-domain and "Video" is the target-domain as an example case. Let U s , U t , I s , and I t be the set of users and items in the source-domain and the target-domain, respectively. In most real-world cases, U s and U t are partially overlapped: the users who watch videos and also purchase books are a part of the total users. Thus, we define the set of overlapping users between the two domains by OU = U s ∩ U t . In contrast, I s and I t are disjoint sets, so there is no item that both the domains have in common. Given collaborative filtering (CF) information (i.e., implicit interactions between users and items) for each domain, we build a binary matrix that represents user-item interactions. The binary matrix R s ∈ {0, 1} | U s |× | I s | includes userbook purchase interactions, and similarly, R t ∈ {0, 1} | U t |× | I t | includes user-video watching interactions. We additionally use the notations N I s i for the set of the items that the user i has interacted with in the source-domain (i.e., the neighbor items of the user i), and N U s j for the set of the users that previously interacted with the item j in the source-domain (i.e., the neighbor users of the item j). Our goal is to recommend top-N items in I t to cold-start users who have not interacted with I t at all. In other words, we aim to recommend videos to users who have never watched videos but only purchased books.
Embedding and Mapping Approach
The Embedding and Mapping approach for Cross-Domain Recommendation (EMCDR), which is a general CDR strategy for cold-start users, is firstly proposed in [18] , and several methods have been proposed based on this approach [5, 27] . EMCDR consists of 1) the embedding step for modeling users and items in latent spaces, and 2) the mapping step for learning the inter-domain relationship.
In the embedding step, EMCDR learns the user and item latent vectors for each domain by using Matrix Factorization (MF). MF models the user-item interaction as the inner product of their latent vectors [15] . Given a dataset that contains implicit interactions between users and items, the latent vectors are optimized based on the assumption that a user prefers interacted items to non-interacted items [24] . This can be formalized as the following pairwise loss:
where σ is the sigmoid function, u * ∈ R d , v * ∈ R d are user and item latent vectors, and d is the dimension size of the latent vectors. In this way, EMCDR learns the latent matrices
In the mapping step, EMCDR learns a mapping function f θ to capture the inter-domain relationship by utilizing the overlapping users as a bridge. The learning procedure is formalized as a supervised regression problem,
The mapping function is optimized to minimize the distance between the user latent vectors transferred from the source-domain by cross-domain mapping and the corresponding user latent vectors in the target-domain. After training the mapping function, EMCDR can infer the target-domain latent vector of a cold-start user i bŷ
Using the inferred latent vector and the target-domain item vectors V t , EMCDR provides recommendations to the user.
The existing EMCDR-based methods have a limited performance for the following reasons. First, the training of the mapping function only uses the supervised loss, whose performance is sensitive to the number of overlapping users. In particular, in case that there are a small number of the overlapping users, the mapping function is severely biased to them and fails to be generalized to the cold-start users. Second, they learn the user-item interaction as the inner product of their latent vectors, which makes the latent space violate triangle inequality [23] . As pointed out in [2, 10] , the user-user and item-item similarities are not accurately modeled in such space. In addition, the supervised loss for the mapping function defined by the Euclidean distance is not fully compatible with their latent space, because the user-item interactions are captured in the space as the inner product, not the distance.
REAL-WORLD CDR SETTING ANALYSIS
In this section, based on our detailed analyses on the Amazon dataset 1 , we clarify the challenge of the CDR task and the limitation of existing CDR methods. The Amazon dataset is the largest public CDR dataset, which contains more than 1.3 million users and 42 item domains.
First, we analyze two factors that have a significant impact on the CDR performance for all possible cross-domain scenarios, determined by any two domains.
The first factor is the ratio of the overlapping users over the union of the source-domain and the target-domain users, denoted by R oou . As CDR methods usually use the overlapping users as a bridge to transfer knowledge between two domains, the overall performances could be improved as R oou increases. The second factor is the ratio of the overlapping users over the source-domain users, denoted by R oos . The higher R oos , the more information of the sourcedomain can be used to learn the cross-domain relationship, which results in more accurate transfer of users in the source-domain. Figure 1 shows the histogram of R oou and R oos . We observe that cross-domain scenarios with R oou less than 10% account for 92% of the total scenarios. Similarly, the scenarios with R oos less than 20% account for 83% of the total scenarios. We also compare the experimental settings used in the recent CDR methods for cold-start users, including our proposed method. In Table 1 , all the previous work have evaluated their methods in the experimental settings where both R oou and R oos range from 20% to 90%. Most of them first start from the case that all users are completely overlapped between the two domains and gradually remove the users in the target-domain. However, as shown in Figure 1 , scenarios with R oou larger than 20% rarely exist, and scenarios with R oos larger than 20% only account for 19% of the total scenarios. Although our data analyses do not cover all real-world CDR scenarios, at least we confirm that the existing methods have proved their effectiveness in the experimental environments that are distant from reality. 1 https://registry.opendata.aws/amazon-reviews/ 
THE SSCDR FRAMEWORK
In this section, we provide the details of SSCDR framework which bridges semi-supervised learning to CDR. Our proposed framework consists of the following three major steps. In the first step, SSCDR learns user and item latent vectors in metric spaces for the sourcedomain and target-domain, respectively (Section 4.1). In the second step, SSCDR trains a mapping function that captures the crossdomain relationships between the two metric spaces (Section 4.2).
In the third step, SSCDR infers the latent vectors of cold-start users based on their neighborhood in the source-domain, then recommends the target-domain items to cold-start users (Section 4.3). Algorithm 1 describes the overall process of our framework.
Collaborative Filtering in Metric Space
The first step of the SSCDR framework is to learn a metric space for each domain. To be specific, we embed users and items into the low-dimensional metric space where a user's preference on an item is inversely proportional to their Euclidean distance. The distance between a user i and an item j is defined as
We optimize the space so that the distance between a user and its interacted items becomes smaller than the distance between the user and its non-interacted items. This collaborative filtering in metric space [10] is formulated by the following loss function:
where m is margin size and [x] + = max(x, 0) is the standard hinge loss. We also add the unit sphere constraint to prevent user and item vectors from spreading too widely. This constraint is enforced by normalizing latent vectors (i.e.,
, as done in [10] . Discussion: the necessity of metric space for CDR. The fundamental motivation of CDR is that users with similar tastes are located close to each other in the source-domain latent space, and they are likely to be located close in the target-domain latent space as well. For this reason, the latent space for each domain should be able to capture user-user similarities as well as user-item interactions. In the metric space that satisfies the triangle inequality, the user-user and item-item similarities are also captured with useritem interactions, because the users that share many interacted items (or the items that share many interacted users) get closer in the metric space [10] . To this end, we model users and items in the metric space, which is also well compatible with the cross-domain mapping in the following subsections.
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Semi-Supervised Metric Space Mapping
The second step of SSCDR is to learn a mapping function that captures the relationship between the two metric spaces (i.e., targetdomain metric space and source-domain metric space). To effectively learn the relationship even with a small number of overlapping users, we employ the idea of semi-supervised learning. In general, semi-supervised learning [25, 28] aims at improving the overall performance of a supervised task when there are a small amount of labeled data and a large amount of unlabeled data. The underlying concept of the semi-supervised learning is based on the local-consistency assumption, which means data samples with high similarity are likely to have the same label. This assumption aligns with the fundamental motivation of CDR.
We formulate the training of cross-domain mapping function as a semi-supervised task. We regard the overlapping users as the labeled data, because we have the ground-truths about the targetdomain locations where their source-domain latent vectors should be transferred by the mapping function. Without loss of generality, we can regard source-domain items that do not have ground-truths in the target-domain metric space as unlabeled data. Supervised Loss. The supervised loss uses the overlapping users as the labeled data. The mapping function takes the user latent vectors in the source-domain as its inputs and the user latent vectors in the target-domain as the desired outputs. The loss function can be described by
where f θ (·) is the cross-domain mapping function, parameterized by θ . Note that the supervised loss tunes the location of each sourcedomain user vector transferred by the mapping function close to its ground-truth location in the target-domain metric space. Unsupervised Loss. We design an effective unsupervised loss to involve the source-domain items into the training of the mapping function. Although the ground-truth locations of the source-domain items do not exist in the target-domain metric space, the mapping function can further learn the inter-domain relationship so that it transfers CF information observed in the source-domain (i.e., useritem interactions) to the target-domain metric space. Concretely, we transfer the latent vectors of the source-domain items to the targetdomain metric space through the mapping function, then adjust the transferred locations according to whether it has interacted with the overlapping users or not. Based on this idea, we define the following unsupervised loss.
is the standard hinge loss, and m is the margin size. This loss ensures that the distance of an observed user-item pair is smaller than that of an unobserved pair by a margin of m in the target-domain metric space. In other words, each overlapping user pulls (or pushes) its interacted (or non-interacted) sourcedomain items in the target-domain metric space. The locations of the transferred item vectors are adjusted by the unsupervised loss, and the changes are propagated to their nearby users. That is, the transferred locations of cold-start users who have interacted with the items in the source-domain are also adjusted in the targetdomain metric space.
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The complete Loss function. The complete loss function for metric space mapping can be described as
λ is the weight hyperparameter that controls the importance of the unsupervised loss, and θ denotes the parameters of the mapping function. The unit-sphere constraint is also enforced in the same way with Section 4.1.
Discussion: the effect of the semi-supervised loss. In case that the mapping function is trained by the supervised loss, the locations of users and items transferred by the mapping function are easily confined near to the overlapping users. Figure 2 illustrates how the semi-supervised mapping approach alleviates this problem. In our complete loss function, the supervised loss (Eq. (3)) learns the labeled data as anchor points, and the unsupervised loss (Eq. (4)) makes the unlabeled data spread over the target-domain metric space according to their relative similarities to the anchors. Our metric spaces correctly encode the similarity among entities (i.e., user and item), so the unlabeled source-domain items also can be involved in the training of the mapping function based on their similarity to the overlapping users. As a result, the transferred locations of cold-start users are no longer biased to the overlapping users and get closer to the points that represent their preferences accurately.
Multi-hop Neighborhood Inference
The final step of SSCDR is to recommend target-domain items to cold-start users. We propose an inference technique that accurately infers the latent vectors of the cold-start users by fully utilizing their multi-hop neighborhood 2 information (i.e., a set of items interacted with a user, and a set of users interacted with an item) [20, 26] . We first compute new vectors of the cold-start users in the sourcedomain metric space by repeatedly aggregating their neighbors, then transfer the vectors to the target-domain metric space by using the mapping function.
The h-th aggregated latent vectors of a user i and an item j in the source-domain metric space can be represented as v s,h j =
We set the initial vectors (in case of h = 0) to the learned user and item vectors; v s,0 j = v s j , u s,0 i = u s i . In this way, each final Hth aggregated user vector encompasses the information of both the user and its H -hop neighbors. Finally, SSCDR infers the latent vector of a cold-start user i bŷ
and recommend the top-N items, which are located nearest to the latent vector in the target-domain metric space, to the user.
Discussion: the effect of the multi-hop neighborhood inference. The naive inference of the cold-start users' preferences, which transfers their source-domain latent vectors to the target-domain by the trained mapping function, has a limited performance. This is because their interactions in the source-domain are only considered implicitly (i.e., captured in their source-domain latent vectors). To improve the accuracy of the inference, our proposed inference technique predicts the locations of the cold-start users by explicitly making use of their interactions (i.e., neighbors). Their neighborhood information in the source-domain is helpful for the accurate inference, because our mapping function is trained to capture user-item interactions observed in the source-domain by the semi-supervised mapping approach.
EXPERIMENTS
We conduct extensive experiments to evaluate our SSCDR framework. We first show the superior performance of SSCDR over the state-of-the-art methods (Section 5.2), and analyze the effectiveness of each component in SSCDR framework in the target-domain metric space (Section 5.3). We also investigate the performance changes of SSCDR with respect to its hyperparameters (Section 5.4). Dataset. We use the Amazon dataset 3 to evaluate our model and baselines. The dataset contains 42 different item domains, and among them, we choose the four popular categories: Music, Book, Video, and Game. We regard each observed rating as an implicit feedback record (i.e., user-item interaction) as done in [8, 9, 21] . Then, we define three CDR scenarios as Scenario 1: Book → Video, Scenario 2: Music → Book, and Scenario 3: Video → Game. For each scenario, we filter out the overlapping users whose number of interacted items is fewer than 10, and also filter out non-overlapping users and items with fewer than 20 interactions [5, 8, 10, 13, 24] . The details of our CDR scenarios are summarized in Table 2 . Experimental Setup. For each scenario, we randomly select 50% of the total overlapping users and remove their information in the target-domain in order to utilize them as cold-start users for calculating the recommendation accuracy (i.e., test users). To investigate the performance changes of CDR methods with respect to the number of overlapping users, we restrict the number of the overlapping users similarly to the real-world distribution as presented in Section 3. For each scenario, we build four training sets by randomly including only a certain fraction ϕ ∈ {5%, 10%, 50%, 100%} of the overlapping users who do not belong to the test users.
Experimental Settings
Evaluation Protocols. We follow the leave-one-out evaluation protocol widely used in the Top-N recommendation task [8, 9, 11, 21] . For each test user, we leave out a single interacted items for testing, and use the rest for training. In our experiments, we leave out an additional interacted item for the validation. To address the time-consuming issue of ranking all the items, we randomly sample 999 items among the items that have not interacted with the user (i.e., negative items), then evaluate how well each method can rank the test item higher than these negative items. We repeat this process of sampling a test/validation item and negative items five times and report the average results. As we focus on the top-N recommendation task based on implicit feedback, we evaluate the performance of each method by using the three ranking metrics: hit ratio (HR), normalized discounted cumulative gain (NDCG), and mean reciprocal rank (MRR). The HR H@N simply measures whether the test item is present in the top-N list:
where U t est is the set of the test users, p i is the hit position of the test item for the user i, and δ (·) is the indicator function. The NDCG N@N and the MRR M@N are position-aware ranking metrics that assign higher scores to the hits at upper ranks:
Baselines. We categorize our baseline methods into three groups according to their approaches. A method in the first group performs non-personalized recommendations (i.e., a non-CF method).
• ITEMPOP: A simple method which makes a ranked list of all items in the target-domain by the number of their interactions (i.e., popularity). This method provides benchmark performances of the non-personalized recommendation. The methods in the second group consider all domains as a single domain for CDR [13, 19] . We construct a unified matrix in a collective manner so that it takes all users and items as its rows and columns, respectively. Then, we apply the state-of-the-art CF methods designed for a single domain.
• BPR [24] : Bayesian personalized ranking method for implicit feedback datasets. It assumes that the items interacted with a user are more preferred than the items not interacted yet, and learns the pairwise ranking loss for latent vector modeling. The loss optimizes the order of scores defined by the inner product of user and item latent vectors. • CML [10] : The state-of-the-art CF method for implicit feedback datasets based on a metric learning approach. It learns a joint metric space where users and items are embedded, and their distance is considered inversely proportional to the strength of the user's preference on the item. The third group includes the state-of-the-art CDR methods for cold-start users.
• CBMF [19] : Clustering-based matrix factorization for top-N recommendation to cold-start users. Based on matrix factorization (MF), it learns and utilizes latent vectors at the two-levels: 1) latent vectors of each user and item, 2) latent vectors of each user-cluster and item-cluster.
• EMCDR-BPR [18] : Our main competitor which is the state-ofthe-art CDR framework for cold-start users. It learns a crossdomain mapping function after latent vector modeling by BPR. 4 Finally, we build three variants of SSCDR by excluding 1) the semisupervised loss and 2) the inference technique to validate the effectiveness of each proposed component.
• EMCDR-CML: An ablation of SSCDR. It neither uses the semisupervised approach nor the inference technique. Unlike the previous EMCDR that uses BPR for latent vector modeling, it applies CML to take advantages of the metric space. • SSCDR naive and SSCDR: The proposed framework which trains a cross-domain mapping function based on the semi-supervised loss. SSCDR naive straightforwardly infers the cold-start users by the mapping function (i.e., uses the naive inference), whereas SSCDR adopts the multi-hop neighborhood inference technique.
Note that there are several CDR methods designed to recommend items only to the users who already have interacted items in the target-domain [7, 11, 16, 27] ; they are not included in our baselines because they cannot provide recommendations to cold-start users. In addition, there exist the CDR methods that make use of side information such as demographic profiles of users (e.g. age, gender, and profession) [6] , review texts [5, 12] , and item contents (e.g. plot and title of movie) [5, 6] ; they are also not included in our baselines as they require such side information for CDR. Implementation Details. We implement our framework and all the baselines using Tensorflow [1] for efficient computations on GPU, and use the Adam optimizer [14] to train all the methods. For the cross-domain mapping functions of EMCDR-BPR, EMCDR-CML, SSCDR naive and SSCDR, we employ Multi-layer perceptron (MLP) which is mainly used in CDR methods [5, 18, 27] , and apply the same network configuration as suggested in [18] . Their hidden layers have the shape of [K → 2 × K → K], and the tanh is used as the activation function.
For each scenario and method, the hyperparameters are tuned by grid searches using the validation set: the initial learning rate for the Adam optimizer in {0.1, 0.03 ,0.01, 0.003, 0.001, 0.0003, 0.0001}, the dimension size of the latent vector in {10, 30, 50, 100}, the model regularizer (for BPR and CBMF) in {0.01, 0.005, 0.001, 0.0005, 0.0001}, the margin size (for CML-based methods) in {0.5, 1.0, 1.5}, the weight parameter (for CBMF) in {0.2, 0.4, 0.6, 0.8, 1.0} and the number of clusters for users and items (for CBMF) is set to 100 which is provided by [19] . The hyperparameters for SSCDR naive and SSCDR are tuned in the range of λ ∈ {0.25, 0.5 ,0.75, 1.0} and H ∈ {1,2,3,4}.
Comparing Different Approaches
We quantitatively evaluate the recommendation performance of SSCDR and other methods in terms of three ranking metrics. Table Table 3 : Recommendation performances. Best results are in bold face. * , * * , and * * * indicate p ≤ 0.05, p ≤ 0.01, and p ≤ 0.005, paired t-test of SSCDR vs. the best baselines on H@10. Improv. over sup. denotes the improvement of SSCDR over EMCDR-CML. state-of-the-art method (i.e., EMCDR-BPR). We analyze the above results with various perspectives. The impact of the number of overlapping users. We observe that the performances of the existing methods are severely limited by the number of overlapping users. Their performances drastically drop as the number of overlapping users decreases, and they even perform worse than the non-personalized recommendation method (i.e. ITEMPOP). Specifically, in case of Scenario 2 with ϕ = 5% and 10%, every competitor shows worse performances than ITEMPOP. Likewise, in Scenario 3 with ϕ = 5%, all the competitors except EMCDR-CML are worse than ITEMPOP. In these settings, leveraging the knowledge obtained from another domain is no longer beneficial for the existing methods. However, in the same settings, SSCDR outperforms ITEMPOP by up to 26.10% (for H@10 in Scenario 3). These results show that the proposed framework is capable of effectively exploiting the cross-domain knowledge even in the case that there are only a few overlapping users, and successfully overcomes the limitation of the existing methods.
The effectiveness of the metric space. We observe that EMCDR-CML outperforms EMCDR-BPR, and CML outperforms BPR in general. This tendency is consistent with the previous work [10] , which verified the benefits of learning a metric space where the triangle inequality is satisfied. This also emphasizes that the latent space should be able to correctly capture user-user similarity for cross-domain recommendation, as described in Section 4.1.
The effectiveness of the semi-supervised mapping. We observe that SSCDR naive significantly outperforms EMCDR-CML by up to 10.49% (for H@10 in Scenario 1 with ϕ = 5%). Notably, SSCDR naive recommends more accurately than EMCDR-CML that uses double the number of overlapping users (for H@10 in Scenario 1 and Scenario 2 with ϕ = 5% (vs. 10%) and 50% (vs. 100%)). As SSCDR naive and EMCDR-CML have the same mapping network configuration, their performance gap results from the proposed semi-supervised metric space mapping. This results indicate that our semi-supervised approach achieves much better generalization compared to the supervised approach.
The effectiveness of the multi-hop neighborhood inference.
The superior performance of SSCDR over SSCDR naive confirms that the proposed inference technique can infer more accurate latent vectors of the cold-start users than the naive inference, by effectively integrating their neighborhood information.
Target-Domain Metric Space Analysis
We conduct both qualitative and quantitative analyses on targetdomain metric space to further investigate why SSCDR outperforms the state-of-the-art methods. For the qualitative analysis, we visualize the target-domain metric space by using t-distributed Stochastic Neighbor Embedding (t-SNE) 5 [17] to observe how the inferred locations of the cold-start users 6 are affected by the semisupervised mapping and the multi-hop neighborhood inference. For the quantitative analysis, we measure the actual distances between the inferred latent vectors and their ground-truths. Figure 3 shows the target-domain metric space in case of Scenario 1. Red points represent the inferred latent vectors by EMCDR-CML, and green points represent the inferred latent vectors by SSCDR. Blue points represent ground-truth vectors of the cold-start users. Black points and translucent circles represent the overlapping users and their surrounding areas, respectively. How does the semi-supervised loss affect the mapping function? (EMCDR-CML vs. SSCDR naive ) In Figure 3(a) , the red points are mostly located within the translucent circles, showing that the mapping function is severely biased to the overlapping users. On the contrary, in Figure 3(b) , the green points are not confined to the circles but scattered over the target-domain metric space. That is, the semi-supervised approach helps the mapping function not to be biased to the overlapping users and to achieve better generalization than the supervised approach. How does the multi-hop neighborhood inference affect the transfer between two domains? (SSCDR naive vs. SSCDR) The green points in Figure 3 (c) more overlap with the ground-truth blue points, compared to Figure 3 (b). This implies that the inference technique effectively integrates neighborhood information to accurately predict the locations of the cold-start users. We can also observe the effect of different degrees of the aggregation (i.e., H ) in Figure 3 (c) and (d). Does SSCDR indeed infer more accurate latent vectors of the cold-start users? (EMCDR-CML vs. SSCDR) In Figure 3 (e), we visualize the latent vectors inferred by EMCDR-CML (red points) and SSCDR (green points) at once. As shown in Figure 3(a) and (c), the red points are clustered near the overlapping users (black points), whereas the green points are well mixed with the groundtruth points (blue points). Figure 3 (f) provides the further analysis on ten users; the points with the same number represent the the same user. We confirm that SSCDR indeed transfers the cold-start users to more accurate locations than EMCDR-CML, and based on the inferred vectors, it can provide better recommendations.
Furthermore, we analyze the actual distances between the inferred latent vectors and their ground-truths for the cold-start users in all the scenarios in Figure 4 . We observe that the latent vectors inferred by SSCDR are indeed located closer to their ground-truths than the latent vectors inferred by EMCDR-CML. Specifically, the average distances are reduced by up to 17.32% (for Scenario 3). This again verifies the effectiveness of the proposed framework.
Hyperparameter Analysis
We analyze the effect of two hyperparameters: λ and H . Table 4 shows the effect of λ on the recommendation performance, where λ denotes the importance weight of the unsupervised loss. Larger λ values imply a stronger contribution of the unsupervised loss to the mapping function, and λ = 0 indicates no contribution which makes our model identical to EMCDR-CML. To analyze only the effect of λ on the metric space mapping, we report the results without the inference technique (i.e., SSCDR naive ). We observe that the proposed unsupervised loss (in cases of λ > 0) is significantly beneficial to improve the model performance.
Similarly, Table 5 shows the effect of H on the performance of SSCDR, where H denotes the degree of neighborhood aggregation in our inference step. H = 0 is the case of SSCDR that adopts the naive inference without the aggregation (i.e., SSCDR naive ). Larger H values mean the more neighborhood information is aggregated for the inference. We observe that aggregating the neighborhood information is helpful to accurately infer the latent vectors of the cold-start users, and the improvement becomes larger as fewer overlapping users are available.
RELATED WORK
We briefly survey the literature on CDR methods developed for two different target user groups: 1) target-domain users and 2) cold-start users.
CDR methods for target-domain users. Most CDR methods aim to improve the recommendation accuracy for the users in the target-domain [7, 11, 16, 27] . These methods integrate the knowledge acquired from the source-domain and the target-domain to improve the quality of recommendations in a collective manner. [27] first computes combined user latent vectors by a convex combination of the latent vectors respectively obtained from the source-domain and target-domain, weighted by each user's rating sparsity. Then it learns a mapping function that captures the relationship from the target-domain latent vectors to the combined latent vectors. CoNet [11] transfers and combines the knowledge by using cross-connections between feed-forward neural networks, which are used for a base network for each domain. MINDTL [7] combines the CF information of the target-domain with the rating patterns extracted from a cluster-level rating matrix in the sourcedomain. Although all these methods are effective in improving the overall recommendation accuracy for target-domain users, they cannot make recommendations for cold-start users who do not interacted with any items.
CDR methods for cold-start users. Several approaches have been proposed to recommend target-domain items to cold-start users [5, 12, 18, 19] . CBMF [19] first factorizes a cluster-based crossdomain coarse matrix to learn the shared preferences within user and item clusters. Then it performs cross-domain recommendations by linearly combining the user-item interactions at the cluster-level and the user-level. EMCDR [18] proposes a general CDR framework. It learns a mapping function between the latent spaces of the sourcedomain and target-domain, by formulating the learning procedure as a supervised regression problem. On the other hand, due to the technical difficulties of the recommendation to cold-start users in the absence of CF information, most studies have focused on side information for user and item modeling [5, 6, 12] . MVDNN [4] and GCBAN [6] exploit users' demographic information (e.g. age, gender, and profession) or items' contextual information (e.g. genre of music, singer's name and publisher). RC-DFM [5] employs Additional Stacked Denoising Autoencoder (aSDAE) [3] to fuse such side information with CF information, then learns a mapping function by supervised regression. Our work is distinguished from the above methods in that we do not use any auxiliary data sources and also learn the cross-domain mapping based on a semi-supervised approach which is effective even in the case that only a small number of labeled data is available.
CONCLUSION
This paper proposes SSCDR, a CDR framework for cold-start users based on a semi-supervised approach. We first provide an analysis showing that only a few users overlaps between two domains in real-world CDR scenarios, and point out that the supervised approach is not effective due to the lack of labeled data. SSCDR models the users and items in the metric spaces where the similarities among users and items are represented as their distances, and trains a cross-domain mapping function using the distance-based loss defined by all the items (unlabeled data) as well as the overlapping users (labeled data). Furthermore, we introduce a multi-hop neighborhood inference technique to infer the latent vectors of cold-start users by fully utilizing their neighborhood information. Through our extensive experiments, we demonstrate that SSCDR learns the cross-domain relationship more accurately than the existing supervised approaches, which considerably improves the recommendation accuracy for the cold-start users.
