This work is concerned with the theory of the Random Field Ising Model with presence of special non-Gaussian random fields on the hypercubic and hexagonal lattices. On the hypercubic lattice, we shown the absence of replica symmetry in any dimensions, at any temperature and field strength, almost surely. On the hexagonal lattice we obtained the decay ratio of the correlations.
Introduction
The earliest attempt to address the question of phase transition in the Random Field Ising Model (RFIM) goes back to Imry and Ma [30] . They proposed an extension of the famous Peierls argument to study phase transition in this model. Following their arguments for d 2 the uniqueness of the Gibbs states would be expected, while for d 3 this model should have phase transition. This conjecture generated many debates in the theoretical physics community. Some theoretical physicists predicted, by an argument of dimensional reduction (due [38] ), that in d = 3 we should not have phase transition, contrary to Imry-Ma conjecture. A remarkable progress on this problem in dimensions d 3 were made by Imbrie [28, 29] and it was finally solved by Bricmont-Kupiainen in [9, 10] using the renormalization group. Subsequently the case d 2 was solved by Aizenman-Wehr [3, 4] . Recently there are many studies about the properties of the RFIM and other disorder systems such as the replica symmetry breaking.
There are several methods to study disordered systems like the S-K model [35] and the RFIM -the cavity and the replica methods [20] being among them. The replica method enables us to calculate the average of the logarithm of one thermodynamic function over the disorder in simpler ways, calculating the average disorder of a polynomial expression, of degree n. In other words, it uses n copies or replicas of the system (see [12, 35] ). This method works with n as an integer number, but latter by using an analytic continuation to the real numbers these analysis were carried out to n tending to 0. Using this method the solution is given in terms of its replicas and is known as the replica-symmetric solution. The direct use of the replica method can result in non-physical conclusions. To avoid that, the replica symmetry breaking scheme [33, 36] is used. In order to use this scheme we first need to know if the model has this property. Taking this into consideration, it is common for disorder systems like spin glasses to analyze the replica symmetry breaking scheme. There are also many contributions from theoretical physics viewpoint to the study of the RFIM, see for example [34] . Chatterjee in [15] , using the definition of Parisi [37] , showed that this model does not have the replica symmetry breaking.
By using cluster expansion methods the authors in [5, 23, 44] proved the exponential decay of correlations for d 2, for some temperature regions and some fields strength. In [11] , for d = 2, an exponential decay of correlations for the RFIM with bimodal random field is obtained using methods based on the analysis of the Kertész line and the random-cluster representations [19, 27] of a coupling of Ising measures, with these methods more information about the regions of exponential decay is given. In [16] and [2] each one with a different quantitative method get the following upper bounds respectively 1/ √ ln ln n and 1/n γ , where n represents a distance to the boundary; these bounds are valid for T 0 and for the Gaussian random field.
In the Ising model with non zero constant fields on Z d , it follows from the Lee-Yang Theorem that there is no phase transition. But this is no longer true if the hypercubic lattice is replaced by a regular tree, see [31] . These results emphasize the dependence of the underlying graph where the model is defined. There are also other studies [42] in equilibrium and non-equilibrium RFIM showing that some properties may be valid for the square and the triangular lattices, but not for the hexagonal lattice and some types of trees.
Among the main contributions of this work is the introduction of some special non-Gaussian random fields for which the Poincaré Gaussian inequality can be applied after suitable change of variables. Most of the works in the RFIM assumes Gaussianity of the random fields [2, 11, 15, 16] . In [16] , at the end of its introduction, the author warns about the difficulty to adapt his methods and results to non-Gaussian fields.
For this new class of random fields we obtain similar results of [15] and [16] , i.e. the absence of replica symmetry breaking of the RFIM, and a logarithmic decay of correlation, respectively. This last result is proved on the hexagonal lattice. These results are small extension of these classical works when some non-Gaussian random fields are considered.
This paper is organized as follows. We begin with the definition of the RFIM and the random fields we will work with (see Sect. 2). In Sections 3 and 4 an extension of the main result of [15] is obtained. To be more precise, for the RFIM (and multivariate RFIM) with the random fields considered here we show that there is no replica symmetry breaking.
In Section 5, the decay of correlations in the RFIM, is obtained on the hexagonal lattice. We follow closely the quantitative method of [16] , but making appropriate changes required by our non-Gaussian random fields and the new geometry of the underlying graph.
In Section 6 is about the joint estimation of the parameters for the RFIM. It is motivated by the univariate estimation of the parameters, for the Ising model and spin glass, obtained in [7] and [13] , respectively. And our discussion is based on reference [25] .
Finally, in Section 7 we provide some examples of distributions, that generates our random fields. This distributions are: the Birnbaum-Saunders [8] , the Sinh-Normal, a modified Wald distribution and the bivariate BS distribution [40] .
Model Description
Let W = (V, E) be an infinite graph and S = (S, E S ) a finite sub-graph. The configuration space is given by Σ S := {−1, 1} S and its (external) boundary is defined by ∂S := {i ∈ V \ S : d W (S, i) = 1}, where d W is the graph distance from S to i. In the RFIM the random field is g = (g i ) i∈S (commonly called the disorder), where each g i is a random variable defined on an arbitrary sample space.
The energy of the system is denoted by
where {i, j} denotes a sum is over pairs i, j that are neighbors and γ ∈ Γ := {−1, 0, 1} ∂S . The set Γ is called the boundary condition set. The finite volume Gibbs measure of the RFIM is given by
where Z γ S,β,g denotes the (random) partition function and β > 0 is the inverse of the temperature.
The (random) expected value of a mensurable function f : Σ S → R with respect to P γ S,β,g is given by
.
When γ = 0 (free boundary condition) for simplicity we will write · and P S (·) instead · 0 S,β,g and P 0 S,β,g (·), respectively.
As mentioned before here we work with non-Gaussian random fields g = (g i ) i∈S constructed in the following way. Let T : D → R be a nonlinear, differentiable and invertible Borel measurable function defined on D ⊂ R. Let (Ω, F , P) be a probability space and X : Ω → R be a random variable. The expected value and variance of X with respect to probability measure P is denoted by E[X] and Var[X], respectively. Let
where T (x) denotes the derivative of T with respect to x, T −1 denotes the inverse function of T , : R → R is some positive Borel measurable function such that E[ • X] and E[X 2 ] exist, and c is some positive constant that depends only on the distribution parameters of the random variable X. The Section 7 shows that in fact the space V(Ω) is not empty. If X ∈ V(Ω) then its probability density function (p.d.f.) is given by
where φ and Φ denote the p.d.f. and cumulated distribution function (c.d.f.) of the standard normal distribution, respectively. Since T is a nonlinear function, V(Ω) is not a vector space. Note also that the condition (T • X) 2 · ( • X) c can be equivalently expressed as • X c · {(T −1 ) • Z} 2 . This condition, together with the requirement that both E[ • X] and E[X 2 ] exist, is the key ingredients to get a similar result (see Lemma 2) to Lemma 2.4 of reference [15] .
The random field g = (g i ) i∈S , is then defined as
where (X i ) i∈S is a sequence of independent and identically distributed (i.i.d.) random variables in V(Ω). Note that each X ∈ V(Ω) is a non-Gaussian random variable.
Absence of replica symmetry breaking for the Random Field Ising Model
In this section, the infinite graph W = (V, E) is the d-dimensional hypercubic lattice Z d with d 1, and the finite set of vertices S as V n := Z d ∩ [1, n] d . The Gibbs measure of the RFIM on the set of spin configurations {−1, 1} Vn is given by
where β and h are positive numbers, called inverse temperature and field strength, respectively. Furthermore,
and Z n denotes the corresponding partition function.
Note that the Gibbs measure (5) can be obtained by (2) by taking the random field (h/β)g i instead g i and γ = 0 (free boundary condition).
To lighten the notation sometimes the dependence on β and g are omitted.
Suppose that two spin configurations σ 1 and σ 2 are drawn independently from this Gibbs measure. These are called replicas. The overlap between these two replicas is defined as
The system is said to exhibit replica symmetry breaking (e.g., according to Parisi [37] ) if the limiting distribution of the random variable R 1,2 , when n → ∞, has more than one point in its support. The next theorem (the main result of this section) shows that this does not happen for the RFIM.
where ( p −→) denotes convergence in probability. Moreover for every β, the set of all h such that (β, h) ∈ A is countable.
The rest of this paper is devoted to the proof of the above theorem. The proof depends on two key elements: the FKG property of the RFIM, and the Ghirlanda-Guerra identities.
Previous results
Let p n = p n (β, h) := E [ψ n ] be the value expected of the function ψ n defined in (6) . The proof of the following lemma is quite standard, then it will be omitted. For more details see Lemmas 2.1, 2.2 and 2.3 in [15] . Lemma 1. (i) For every positive β and h, the limit p = p(β, h) := lim n→∞ p n exists and is finite.
(ii) The limit p defined in (i) is a convex function of h for every fixed β. The same is true for F n , ψ n and p n .
(iii) Let A be the set of all (β, h) ∈ (0, ∞) 2 such that the function p is not differentiable in h at the point (β, h).
The set A has Lebesgue measure zero. Moreover, for every β, the set of all h such that (β, h) ∈ A is countable.
The next lemma is very important in the proof of Theorem 1.
Lemma 2. For any β, h and n, exists a constant c 0 > 0 such that
, for each i, ξ i and η i are two random variables such that ξ i ∼ N (0, 1) and that
for some constant c > 0 that depends only on the distribution parameters of the random variable X i
Next, define
(b) For any β, h and n,
where c 0 > 0 was defined in the Lemma 2.
Main steps of the proof (a) The proof of this item follows by using the convexity of the function h → ψ n (β, h) (see Lemma 1-(ii)), the Jensen's inequality and the Lemma 2. The proof of Item (b) is quite standard and analogous to that of the Lemma 4. It follows by to apply the Lemma 2 and integration by parts (see [43] ). Finally, the proof of Item (c) follows by using integration by parts, the Cauchy-Schwarz inequality, the Lemma 5-(b), the Jensen's inequality and the Lemma 5-(a). For more details see [15] .
Proof of Theorem 1
Take any integer m 2 and let σ 1 , . . . , σ m , σ m+1 denote m + 1 spin configurations drawn independently from the Gibbs measure. Let
the overlap between σ l and σ s , with l, s = 1, . . . , m+1. Let f be a function of these overlaps that not change with n, i.e.,
where R m denotes the collection (R l,s ) 1 l<s m . This result shows that the RFIM satisfies the Ghirlanda-Guerra identities [1, 24] at almost all (β, h). Given a result like Lemma 5-(c), the derivation of the Ghirlanda-Guerra identities is quite standard [43] .
Proof. The proof of this lemma follows by using integration by parts and Lemma 5-(a), for more details see [15, 43] .
The proof follows the same path as [15] and we present it for the sake of completeness. Let q β,h,n := E[ R 1,2 ]. Integration by parts [43] gives
Choosing m = 3 and f = R 2,3 gives
Since by symmetry
, we can multiply (9) by 2/3 and add (10), to get
Note that by (8) and Lemma 5-(a),
exists. Therefore, taking n → ∞ in the inequality
, and using (11) and (12), the proof of theorem follows.
On a multivariate Random Field Ising Model
Let m 1 be a fixed integer number. The multivariate Random Field Ising Model (MRFIM) on V n with free boundary condition is the probability measure P n on the set of spin configurations {−1, 1} Vn given by
where the function ψ n (associated to MRFIM) is as in (6) . For each i k ∈ V n , the random field (g i k ) i k ∈Vn is defined by
where the X i k 's are independent random variables that belong to V(Ω), that is, there exist differentiable and invertible Borel measurable functions T k :
] exist, and c is some positive constant that depends only on the distribution parameters.
Using Poincaré inequality for the Gaussian measure [32] and a similar reasoning to Lemma 2, we obtain Lemma 7. Let m 1 fix. For any β, h and n, exists a constant c 0 > 0 such that
By Lemma 7 and small adaptations required, it is easy to verify that the Lemmas 4, 5 and 6 are valid. Consequently, we have that Theorem 1 is also valid for the MRFIM.
Decay of correlations for the Random Field
Ising Model on the hexagonal lattice In this section, the graph W = (V, E) is the regular, hexagonal infinite planar lattice, and S = (S, E S ) is a finite and connected, hexagonal sub-lattice of W. The energy of the system and the Gibbs measure are given by (1) and (2), respectively. The principal result in this section is the following theorem
and with random field g given by (4) . Take any i ∈ S, n 3, where n is the maximum integer less than l ∞ distance from i to ∂S, we have
where C is an universal constant.
Previous results
First we study the correlation decay of
, for a lattice S ⊂ W, that is created as the maximum number of regular hexagonal lattice of length side 1 that can be put in a box Λ of side n of the lattice Z 2 (each edge of Z 2 have length side 1), with n 3. Note that we can choose any positive number s for the length of the polygon side and the s × n for the box side.
Let B be a subgraph of S, that is the maximum hexagonal lattice that is contained in a sub box of Λ, with length side m, and m < n. The set of vertices of B will be denoted by B.
Define
where F γ (0) denotes the free energy of the system. By changing the random field in the set of vertices B, we get a new system, constructed by replacing g i with g i + r, r ∈ R, and in the set of vertices outside B we make no changes. The free energy of this new system is denoted by F γ (r).
Note the following relations (the correlation depends on S, β, g, but for simplicity we have omitted it)
where F γ,(k) (0) means the k-th derivative at the point r = 0, γ ∈ Γ. Moreover
being a := |E[F +, (1) 
To bound each one of the expressions a, b, c, an analysis inspired in [16] is made. First in the next subsections is to obtained the bound for b and then other for a, c.
A bound considering the edges linking B with the exterior. We have changed the system a little once again. Leave with g i + r all the vertices from B, this time removing the edges that connect B with S \ B. Denote by G γ (r) the free energy of this new system. Observe that G γ (r) will be the sum of one part that depends of the vertices of B and r, not of γ and the other part of the sum depends of the vertices of S \ B does not use r, but it depends of γ. With this we have the following identity
where T (r) is a quantity that depends only of r and not of γ. This is valid for all bounded conditions γ, in special for + and −.
Considering a definition of the free energy, for a boundary condition γ, with H 1 and H 2 being the Hamiltonians of F γ (r) and G γ (r), respectively. The inequality below is satisfied
As in the difference of H 1 and H 2 only remain edges that link hexagons of B with the outer hexagons. The number of edges is limiting for Cm, when C is a constant. Thus
A bound considering the form of the hexagonal lattice. The bound of a, c will be give in Lemma 10. To achieve this we will give the following results.
Theorem 3. If g = (g 1 , . . . , g n ) is a standard Gaussian random vector, i.e., the g l are independents with distribution N(0, 1) and f ∈ C ∞ b (R n ) is a function of g.
Then
Sketch of proof Use two copies independent of g then create appropriate random variables g t := e −t g + √ 1 − e −2t g and g −t := e −t g + √ 1 − e −2t g , for t
0. Applicate f a this two new random variables, respectively, and next the mean ξ(t) := E[f (g t )f (g −t )], we change the variable in this form η(u) = ξ(t(u)), where t(u) := − ln u/2 and u ∈ (0, 1]. Later we have that η(u) is an absolute monotone function (see [21] ). With the help of the properties of this type of functions we can deduce the Theorem 3. For more details see [14] . Remark 1. Let g = (g 1 , . . . , g n ) be a random vector, where the g l are independents, with distribution N(0, v 2 l ), with each v l positive and finite, and
We define
Here, F γ = F γ (0) denote the free energy of the system. The following lemma gives a upper bound for one sum that will appear frequently.
Lemma 8. For ρ ± defined before, the following upper bound is valid
Proof. Combining Theorem 3, Poincaré inequality for the Gaussian measure [32] and a similar reasoning to Lemma 2, the proof follows.
We observe that the derivative with respect to r is
Then the k-th derivative is
Also can announced the following lemma for the hexagonal lattice S with finite set of vertices S. Lemma 9. Let F + (r) be the free energy of the modified system. Then for all r 0,
Proof. The proof follows by using the Taylor expansion of F + (r), next take the mean and show that the residual term tends to zero. For more details see [16] . The only difference is that here the set of vertices have size |S|.
We will show how to choose the hexagonal lattice B that allows to bound a and c from (15) . For this we define m l := (ln n) l , for l 1 and m 0 = 0. For each i 1 , . . . , i k ∈ S and any k we defined
Here we indicate that |i| ∞ = sup{i 1 , i 2 }, i ∈ R 2 . For each l 1, let
Then by the Lemma 8, ∞ l=1 a l 2β 2 L |S|. Let p be the number of sides of the hexagon, p = 6 (We can use triangles or squares, p = 3, 4 instead of hexagons). We know that the number of vertices of S is less than p times the number of hexagons α := 2n 2 /cos(π/p) , where x denotes the largest integer less than or equal to x. Then ∞ l=1 a l 2pβ 2 Lα .
Let λ be the smallest integer for which m λ 4 √ α. By the inequality (19) , there exist l such that 1 l λ and a l 2pβ 2 L α λ 8pβ 2 Lα ln ln n ln α , n 3 .
Fixed l, let m be the largest integer that is strictly less than m l . Note that m 1 since m 1 1.
Since the hexagonal lattice S, with set of vertices S, is contained in a square box Λ with side n (each vertice of Λ is in Z 2 ), we get a sub box Λ 0 , of side n/m m. Let S 0 be a hexagonal lattice, with S 0 ⊂ S, contained in the sub box Λ 0 . Thus the number of vertices of the hexagons outside the sub-lattice S 0 is limited by |S \ S 0 | 4p cos(π/p) n m 4p cos(π/p) n 4 √ α ln n .
Now divide Λ 0 in m × m sub-squares. Each m sub-square contains a hexagonal lattice B, which its set of vertices is denoted by B ⊂ S. Denote by C the collection of all B that are contained in the sub-squares of length side m generated from partition m × m of Λ 0 .
Note that the number of hexagonal sub-lattice B contained in C is equal to n/m 2 ( n 2 /(4m 2 )). Let
and a bound for its mean, using (19) ,
We will also define
Using (20), we define and bound its mean
In the following we define K := (ln n) 1/12 and D as a subset of C whose elements satisfy the following condition: B ∈ D if and only if P (B) K 2 P and Q(B) K 2 Q.
Using the Markov inequality,
Now considering a special r we obtain the following inequality. This lemma gives the searched bound for a, c from (15) . Proof. Using the the previous Lemma 9, since m < m l , and (18),
The next step is to bound two last previous sums. Since N is limited by p 2m 2 / cos(π/p) , the number of ways to choose
To obtain the last inequality we used Cauchy-Schwarz inequality and 2n 2 α 2n 2 / cos(π/p), that allows us to deduce logarithm inequalities for the appropriates constants.
The bound for (23) is obtained by doing the following analysis. If l = 1 it does not make sense and if l > 1 the number of ways to choose i 1 , . . . , i n ∈ B such that d(i 1 , . . . , i k ) < m l − 1 is limited by N × A k−1 , because there are N ways to choose i 1 and for i 2 , . . . , i k , there are A k−1 ways to choose. The number of vertices in the box of side m l − 1 is denoted by A. We know that A 2p 2 m 2 /cos(π/p) 2p 2 N and let := 1/ln n < 1 2 . We have
Proof of Theorem 2
With the bounds for a, b and c already obtained we can deduce (15) . Similarly the following lemma gives a bound, this time considering i in S.
Lemma 11. Let S be the maximum hexagonal lattice of hexagons of side length 1 contained in Λ, a square of side n, with n 3. Consider the RFIM in S with inverse temperature β ∈ (0, ∞). Then there is i ∈ S such that
Proof. We are going to start by limiting the following expression
Using the bounded of b, in (17) , and of a, c, in the Lemma 10, we have the last inequality upper bounded by CKm 2 √ L ln ln n (ln n)
The previous inequality is hold for very large values of n, e.g. ln ln n 18.
In other cases can be compensated by taking a suitable constant. Considering S 1 the union of all set of vertices B of all B ∈ D. Let
Remembering that F +,(1) (0) = β i∈B σ i + and |D| n 2 /m 2 , from (24) we have
By (22) and (21) .
Now we obtain an inequality for all S,
Doing the same for σ i − and with the same we have the same inequality.
With this we can proof the Theorem 2. It works for a general finite S not necessarily for the hexagonal lattice that is the maximum lattice embedded in a square.
We calculate the inequality, first, for β ∈ (0, ∞). Let Λ a square of side n, n is the maximum integer least than the distance l ∞ from i to ∂S. Λ contains a maximum hexagonal sub-lattice of S whose set of vertices is S ⊂ S, with i ∈ S .
By the previous lemma,
where C is a suitable constant. Using the FKG inequality, we have
Combining (25) and (26) , for this case, the proof of Theorem 2 follows. If β = 0, then σ i γ = 1, for all γ, thus the bound is trivial. And in the case β = ∞ we deduce via limit, since the limitation does not depend on β and σ i γ S with S finite is a continuous function on β.
Remark 2. We emphasize that the decay of correlations provided by Theorem 2, through a small adaptation, remains valid for random fields of the form g i := v i X i + µ i , where the random variables X i ∼ N(0, 1), i ∈ S, are independent and sup i v i , sup i µ i < ∞.
Estimation in the Random Field Ising Model
Let W = (V, E) be an infinite graph. Given an integer number N 1, in this section we are going to suppose that we have a random vector X = (X 1 , . . . , X N ) whose random Gibbs distribution is parametrized by two unknown parameters β > 0 and h = 0. That is, for each σ ∈ {−1, 1} N we define a probability mass function P N (·) by setting
Here g = (g i ) N i=1 denotes the random field defined in (4) . In this section we assume that the length of the set D, defined in (3), is finite and equal to k. In this case we have |g i | 
In this section, we will choose σ ∈ {−1, 1} N such that T n (σ) > 0.
In order to estimate the model parameters, we will consider Julian Besag's maximum pseudo-likelihood (abbreviated as MPLE) [6, ?] . Let f i (θ; X), with θ := (β, h), be the conditional probability density of X i given (X j ) j =i . The MPLE of θ is defined aŝ
Denoting f i (θ; σ) := f i (θ; X) X=σ , a straightforward calculus show that
On the other hand,
Using (29), the first-order partial derivatives of the pseudo-likelihood function are
where b i (σ) denotes the conditional expectation
Then, the (bivariate) maximum pseudo-likelihood estimator of θ = (β, h), θ = (β,ĥ) say, in this problem can also be obtained by to resolve the bivariate equation Proof. Note that the second-order partial derivatives of the pseudo-likelihood function are
Then, the determinant of the Hessian matrix H(θ) is
Since the random field g i satisfies the inequality |g i | k 0 ∀i, the expression of right side is at most
where T n (σ) is as (28) . As we are assuming that σ is the configuration such that T n (σ) > 0, follows that det(H(θ)) > 0. Then the function θ →
Thus, we have the existence of an unique pseudo-likelihood estimator θ for θ.
Remark 3. We emphasize that consistency results of the pseudo-likelihood estimator can be obtained in analogy to the theory developed in [25] . We
then the Proposition 1 still valid for the classical Ising model.
Some examples of non-Gaussian random fields
This section is divided as follows: in Subsection 7.1 we present three examples of random variables that belong to the space V(Ω). Consequently, Theorems 1 and 2 are valid for random fields of form (4) whose construction is based on the random variables of this section. On the other hand, in Subsection 7.2 an example of bivariate random vector is presented aiming to exemplify the Section 4.
Examples of random variables in V(Ω)
A. The Birnbaum-Saunders Distribution. Let T : D → R be a function defined, on D = (0, ∞), by
The function T is continuous and invertible Borel measurable. We say that a random variable X follows a Birnbaum-Saunders (BS) distribution with parameters (κ, ρ), denoted X ∼ BS(κ, ρ), if its p.d.f. is given by
where φ denotes the p.d.f. of the standard normal distribution, κ is a shape parameter, ρ is a scale parameter and also the median of the distribution. Some BS distribution properties are known, e.g. (see [41] ): for c > 0, c X ∼ BS(κ, c ρ), 1/X ∼ BS(κ, 1/ρ), E[X] = ρ(2 + κ 2 )/2 and Var[X] = (κρ) 2 (4 + 5κ 2 )/4. The BS distribution was introduced by Birnbaum and Saunders (1969) [8] for modeling failure times of a material exposed to fatigue. If X ∼ BS(κ, ρ), a straightforward calculation shows that
where T −1 denotes the inverse function of T . Since
we have (T • X) 2 · ( • X) c , with c := 1/(4κ 2 ρ) and = Id R + the identity function on R + . Note also E[ • X] < ∞. Then X ∼ BS(κ, ρ) belongs to V(Ω).
Remark 5. The representation (32) for X ∼ BS(κ, ρ) is not unique. Note that X can also be represented as follows Note that T is a continuous and invertible Borel measurable function. We say that a random variable X follows a Sinh-Normal (SHN) distribution with parameters (κ, µ, ), denoted X ∼ SHN(κ, µ, ), if its p.d.f. is given by
where κ, µ and are the shape, location and scale parameters, respectively. If X ∼ SHN(κ, µ, ), a straightforward calculation shows that Since
we have (T • X) 2 · ( • X) c , with c := exp 2µ /(κ ) 2 and (x) = exp 2 x , x ∈ R. It can be shown that
exists, where E[X] = µ and K λ (·) is the modified Bessel function of the third kind (see [26, p. 907] ). Then X ∼ SHN(κ, µ, ) belongs to V(Ω).
Remark 6 (The Log-Birnbaum-Saunders Distribution). Rieck and Nedelman [39] proved that if X ∼ BS(κ, ρ), then Y = ln X ∼ SHN(κ, µ = ln ρ, = 2). In this particular case, the SHN distribution is also known as Log-Birnbaum-Saunders distribution and denoted Log-BS(κ, ρ). If Y ∼ Log-BS(κ, ρ), we have the relationship M Y (r) = E[exp(rY )] = E[X r ], X ∼ BS(κ, ρ). Then, moments of any order of the Log-BS distribution can be computed through of the BS distribution.
C. The Modified Wald Distribution Let T : D → R be a function defined, on D = (0, ∞), by
Note that T is a continuous and invertible Borel measurable function. We say that a random variable X follows a Modified Wald Distribution (MWD) distribution with parameters (µ, λ), denoted X ∼ MWD(µ, λ), if its p.d.f. is given by It can easily be seen that a random variable X ∼ MWD(µ, λ) can be expressed of the following form
Furthermore, {T (x)} 2 = (λ/(4µ 2 x)) (1 + (µ/x)) 2 λ/(4µ 2 x), x > 0. Then, (T • X) 2 · ( • X) c , where c := λ/(4µ 2 ) and = Id R + . Since E[ • X] < ∞, we have that X ∼ MWD(µ, λ) belongs to V(Ω). Remark 7. A random variable X follows a Wald distribution (WD) with parameters (µ, λ), denoted X ∼ WD(µ, λ), if its p.d.f. is given by
where µ and λ are the mean and the shape parameter, respectively, and T is as in (33) . The generalization of this distribution is known as Sichel distribution [17] . For mutually statistically independent random variables X 1 ∼ WD(ρ, 1/ρ), X −1 2 ∼ WD(1/ρ, 1/ρ 3 ), and T b ∼ Bernoulli(0.5), the following relation is valid (see [18] ):
The mean-based bivariate Birnbaum-Saunders distribution
The bivariate random vector X = (X 1 , X 2 ) follows a BRBS distribution with parameters µ = (µ 1 , µ 2 ), δ = (δ 1 , δ 2 ) and ρ cor , which is denoted by X ∼ BRBS(µ, δ, ρ cor ), if the joint c.d.f. of X 1 , X 2 can be expressed as F X 1 ,X 2 (x 1 , x 2 ) = Φ 2 T 1 (x 1 ), T 2 (x 2 ); ρ cor , x 1 , x 2 > 0, |ρ cor | < 1 ,
where Φ 2 (u, v; ρ cor ) is the bivariate standard normal c.d.f. with correlation coefficient ρ cor and the function T i : D → R is defined on D = (0, ∞), in the same way as (30) , that is
with the particularity that κ i := 2/δ i and ρ i := µ i δ i /(1 + δ i ), µ i , δ i > 0, i = 1, 2. It follows that the joint p.d.f. of the BRBS distribution is given by f X 1 ,X 2 (x 1 , x 2 ) = φ 2 T 1 (x 1 ), T 2 (x 2 ); ρ cor 2 i=1 T i (x i ), where T i (x i ) denotes the partial derivative of T i with respect to x i and φ 2 (u, v; ρ cor ) is the usual normal joint p.d.f. (see Figure 4 ). If X ∼ BRBS(µ, δ, ρ cor ), then Cov[X 1 , X 2 ] = (ρ 2 cor /2) 2 i=1 κ 2 i ρ i , ρ[X 1 , X 2 ] = 2ρ 2 cor · 2 i=1 (κ i / 4 + 5κ 2 i ) and |ρ cor | < (1/
