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1 Einleitung
Die Mikrosystemtechnik entwickelt sehr kleine Sensoren und Aktuatoren, deren Gro¨-
ße wie der Name schon sagt in Mikrometern gemessen werden kann. Die meist aus
Silizium gefertigten Bauteile werden durch Dotierung elektrisch leitfa¨hig. Die so er-
zeugten Elektroden ko¨nnen nun mittels elektrostatischer Kra¨fte bewegt werden. Ein
besonders scho¨nes Beispiel zeigt die Abbildung 1.1 mit dem ab 2001 gefertigten
Drehratesensor DRS-MM2 der Robert Bosch GmbH, welcher fu¨r Navigationssyste-
me und zur Erkennung von U¨berrollvorga¨ngen verwendet wird. Das Funktionsprinzip
dieses Sensors beruht auf einer durch elektrostatische Kra¨fte verursachten Schwin-
gung des in der Mitte gelagerten Schwingko¨rpers und einer Sto¨rung dieser Schwin-
gung durch die Corioliskraft. Ein zweites Beispiel sind die in Abbildung 1.2 darge-
stellten mikromechanischen Spiegel, welche fu¨r Laserprojektoren verwendet werden.
Abbildung 1.1: Rasterelektronenmikroskopaufnahme des Drehratesensors DRS-
MM2 der Robert Bosch GmbH [14, S.303, Fig. 4]
Fu¨r die numerische Simulation dieser System ist die Kenntnis der Kapazita¨t dieser
Elektrodenanordnungen notwendig. In den folgenden Kapiteln wird eine Mo¨glich-
keit der Bestimmung der Kapazita¨tsmatrix fu¨r solche Elektrodenanordnungen auf-
gezeigt.
Dazu werden wir zuna¨chst im Kapitel 2 einige Begriffe der Elektrostatik definie-
9
1 Einleitung
Abbildung 1.2: Mikromechanische Spiegel, links: schwenkbar um eine Achse, rechts:
beliebig schwenkbar
ren und ihre Zusammenha¨nge erla¨utern. Danach werden wir im Kapitel 3 eine
Randintegralgleichung herleiten mit deren Hilfe eine Bestimmung der Kapazita¨ts-
matrix mo¨glich ist. Um diese Gleichung zu Lo¨sen werden wir sie im Kapitel 4 diskre-
tisieren. Diese Diskretisierung wird zu einem vollbesetzten Gleichungssystem fu¨hren.
Das Lo¨sen dieses Gleichungssystems ist relativ teuer, daher wird in den Kapiteln 5
und 6 eine Approximation erla¨utert, die den Speicherbedarf und Rechenaufwand re-
duziert. Im Kapitel 7 werden wir die Fehler, welche durch die Diskretisierung und die
Approximation entstehen, na¨her untersuchen. Abschließend werden wir im Kapitel 8
die Kapazita¨tsmatrizen einiger Beispiele berechnen und mit fru¨heren Berechnungs-
ergebnissen vergleichen.
Dabei werden wir uns u¨berwiegend mit Elektroden bescha¨ftigen, deren Potential ver-
a¨nderbar ist. Am Rande werden wir aber auch auf freie Elektroden eingehen, welche
aufgrund ihrer Lage, beispielsweise frei schwebend, nicht geerdet werden ko¨nnen. Die
freien Elektroden ko¨nnen, trotz ihrer konstanten Ladung, nicht ignoriert werden, da
sie die Kapazita¨t zwischen den anderen Elektroden beeinflussen. Weiterhin werden
wir auch auf die Kapazita¨tsbestimmung im Falle verschiedener Dielektrika eingehen.
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In diesem Kapitel werden wir einige Begriffe und Gro¨ßen der Elektrostatik definieren,
insbesondere werden wir erla¨utern, was eine Elektrode ist und was wir unter einer
Kapazita¨tsmatrix verstehen.
2.1 Elektroden und Dielektrika
Eine Elektrode ist ein elektrischer Leiter in einem elektrischen Feld, von dem wir
annehmen, dass er ga¨nzlich von Dielektrika umgeben ist, also keine anderen Elek-
troden beru¨hrt. Die Dielektrika seien ladungsfrei und nicht leitfa¨hig. Abbildung 2.1
zeigt ein Beispiel fu¨r eine Anordnung von Elektroden.
Im Folgenden werden ausschließlich statische elektrische Felder im R3 untersucht.
Fu¨r diese ist folgende Eigenschaft bekannt (vgl. [15, S.298, 2.2.4.2]): In elektrischen
Leitern sind nicht alle Elektronen fest an ihre Atomkerne gebunden. Daher ko¨nnen
sie sich innerhalb des Leiters bewegen. Sie folgen dabei den elektrischen Feldlinien
bis zur Leiteroberfla¨che, an der das Dielektrikum eine weitere Bewegung verhindert.
Dadurch stellt sich ein Gleichgewicht ein, bei dem das Innere des Leiters feldfrei
ist und die Oberfla¨che eine A¨quipotentialfla¨che bildet. Wa¨re die Oberfla¨che keine
A¨quipotentialfla¨che, so ko¨nnten sich Elektronen auf ihr bewegen und dabei Energie
aus dem elektrischen Feld aufnehmen, dies stu¨nde im Widerspruch zur Annahme
eines Gleichgewichtszustandes.
Daher ist es sinnvoll, neben der Raumladungsdichte %, welche die Ladung pro
Volumen angibt, noch die Fla¨chenladungsdichte σ einzufu¨hren, welche die Ladung
pro Fla¨che angibt. Dabei kann aufgrund der Gro¨ßenordnung die Ladungsverteilung
als kontinuierlich angesehen werden, das heißt wir vernachla¨ssigen den diskreten
Charakter der Ladungen.
Definition 2.1 (Raumladungsdichte nach [4, S.53])
Sei x = (x1, x2, x3) ∈ R3 ein beliebiger Punkt des Raumes, dV ein Volumenelement
und dQ die darin enthaltene Ladung. Man nennt
%(x) =
dQ
dV
(x), (2.1)
die Raumladungsdichte.
Definition 2.2 (Fla¨chenladungsdichte nach [4, S.53])
Sei x = (x1, x2, x3) ∈ R3 ein beliebiger Punkt auf einer Fla¨che, dA ein Fla¨chenele-
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Abbildung 2.1: Beispiel einer Elektrodenanordnung
ment dieser Fla¨che und dQ die darin enthaltene Ladung. Man nennt
σ(x) =
dQ
dA
(x) (2.2)
die Fla¨chenladungsdichte.
Aus Gleichung (2.1) bzw. (2.2) folgt sofort
Q =
∫
V
%dV und Q =
∫
A
σdA. (2.3)
Von einigen Elektroden werden wir spa¨ter fordern, dass sie ein bestimmtes elektri-
sches Potential ϕ besitzen. Dies erreicht man dadurch, dass man diese Elektroden
an eine Spannungsquelle anschließt und so zusa¨tzliche Ladung auf die Elektrode
dru¨ckt. Die Gesamtladung Q dieser Elektroden ist also zuna¨chst unbekannt, wa¨h-
rend ihr Potential ϕ bekannt ist. In Abbildung 2.1 sind die Elektroden E1 und E2
dieser Art, dabei sind die bekannten Gro¨ßen gru¨n dargestellt und die unbekannten
rot. Daneben werden wir noch so genannte freie Elektroden, wie E3 in Abbildung
2.1, betrachten, die nicht an eine Spannungsquelle angeschlossen sind. Bei diesen ist
die Ladung bekannt, wa¨hrend das Potential unbekannt ist.
2.2 Elektrostatische Grundgleichungen
Wir betrachten den statischen Gleichgewichtsfall, in dem keine Stro¨me fließen. Somit
gelten die Gleichungen [15, S.295 (2.53) und (2.54)]
rotE = 0, (2.4)
divD = %, (2.5)
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welche aus den Maxwell’schen Gleichungen fu¨r konstante Feldgro¨ßen und ruhende
Ladungen folgen. Dabei bezeichne E die elektrische Feldsta¨rke und D die Verschie-
bung, auch elektrische Flußdichte genannt, welche durch [15, S.295 (2.57)]
D = E mit  = r0 (2.6)
mit der Feldsta¨rke verknu¨pft ist. Dabei ist r die Dielektrizita¨tszahl des Mediums,
welches die Elektrode umgibt, und
0 = 8.8541878 · 10−12 C
Vm
die Dielektrizita¨tskonstante.
Die elektrische Feldsta¨rke kann mittels des Potentials des elektrischen Feldes
ϕ(x, y, z) : R3 → R durch den Zusammenhang [15, S. 295 (2.59)]
E = −∇ϕ (2.7)
ausgedru¨ckt werden. Setzt man nun die Gleichungen (2.5), (2.6) und (2.7) in einander
ein, so erha¨lt man
∆ϕ = −%

, (2.8)
also eine Poisson-Gleichung. Wir beno¨tigen weiterhin die Gleichung∮
A
DdA = Q (2.9)
[15, S.295 (2.56)], welche die Verschiebung mit der von der Fla¨che A eingeschlossenen
Ladung Q verknu¨pft. Dies folgt aus der Gleichung (2.3), der Gleichung (2.5) und der
Anwendung des Gauß’schen Integralsatzes.
Des Weiteren verwenden wir noch die elektrische Polarisation, welche man entweder
als Dipolmomentdichte [4, S.182 (3.147)]
P =
dp
dV
, (2.10)
wobei dp das lokale Dipolmoment des Mediums ist, oder als Materialeigenschaft [15,
S.289 (2.21)]
P = D − 0E (2.11)
einfu¨hren kann. Aus der Polarisation wird durch die Gleichung
%P = −divP (2.12)
die Polarisationsraumladungsdichte %P definiert [4, S.186 (3.154)]. Analog zur Raum-
ladungsdichte gibt es auch fu¨r die Polarisationsraumladungsdichte eine zugeho¨rige
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G
D1n
D2n
1
2ηΩ
Γ
dl
l
Abbildung 2.2: Skizze einer Grenzfla¨che
Polarisationsoberfla¨chenladungsdichte σP .
Außerdem werden wir die elektrostatische Feldenergie W beno¨tigen. Diese kann
durch
W =
1
2
∫
V
%(x)ϕ(x)dx =

2
∫
V
E2(x)dx (2.13)
([4, (3.170) und (3.171a)]) bestimmt werden.
2.3 Grenzfla¨chen des Dielektrikums
Oftmals werden verschiedene Dielektrika verwendet. Da man auch fu¨r Elektroden-
anordnungen mit mehreren Dielektrika die Kapazita¨t berechnen mo¨chte, ist es no¨tig
die Grenzfla¨chen zwischen den Dielektrika zu behandeln.
Ein Dielektrikum wird entweder durch eine Elektrode oder durch eine Grenzfla¨che
zu einem anderen Dielektrikum begrenzt. Da wir die Annahme getroffen haben, dass
nur Elektroden Ladungen tragen, ist eine Grenzfla¨che zwischen zwei Dielektrika eine
ladungsfreie Grenzfla¨che. Damit gilt fu¨r die Verschiebung D auf der Grenzfla¨che und
in deren Na¨he die folgende Spezialform von Gleichung (2.5):
divD = 0.
Damit gilt, dass die beiden Normalkomponenten der Verschiebung D1n und D2n
gleich sind. Dies bedeutet fu¨r die elektrische Feldsta¨rke
1E1n = 2E2n.
Sei Ω eine Fla¨che, welche die Grenzfla¨che G durchdringt, siehe Abbildung 2.2. Dabei
sei Γ = dΩ der Rand der Fla¨che Ω, so beschaffen, dass die Ausdehnung in Norma-
lenrichtung der Grenzfla¨che sehr klein ist. Mit Hilfe des Stoke’schen Integralsatzes
folgt aus Gleichung (2.4)
0 =
∫
Ω
rotEdA =
∮
Γ
Edx = (E1t − E2t)l.
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Das heißt, die Tangentialkomponenten der elektrische Feldsta¨rke E1t und E2t sind
gleich. Aus der endlichen Feldsta¨rke und Gleichung (2.7) folgt, dass das Potential
stetig durch die Grenzfla¨che G verla¨uft. Es gilt also
ϕ1(x) = ϕ2(x) ∀x ∈ G. (2.14)
Aus Gleichung (2.7), E1t = E2t und 1E1n = 2E2n folgt fu¨r das elektrische Potential
1
∂ϕ1
∂η
= 2
∂ϕ2
∂η
. (2.15)
2.4 Kapazita¨tsmatrix
Der Begriff der elektrischen Kapazita¨tsmatrix stellt eine Verallgemeinerung des Ka-
pazita¨tsbegriffes dar. Mit Hilfe einer Kapazita¨tsmatrix ist es mo¨glich, die kapazitiven
Beziehungen zwischen einer Vielzahl von Elektroden zu beschreiben. Wir orientieren
uns dabei an der Notation des Buches ”Theoretische Elektrotechnik“ von K. Simonyi
[18, S.317ff, 2.41.]
Betrachten wir zuna¨chst eine Definition der elektrischen Kapazita¨t.
Definition 2.3 (Kapazita¨t, zitiert aus [15, S.307, 2.2.5.9.])
Zwischen der Ladung Q auf einer Elektrode und der Spannung U zwischen den
Elektroden einer Elektrodenanordnung besteht die Proportionalita¨t
Q = CU. (2.16)
Der Proportionalita¨tsfaktor C wird elektrische Kapazita¨t genannt.
Betrachten wir nun den Fall von n Elektroden. Die Elektrode i trage dabei die La-
dung Qi und weise das Potential Ui auf. Sei pik der numerische Wert des Potentials,
welches die Elektrode i aufweist, wenn an der Elektrode k die Ladung 1 anliegt und
an allen anderen Elektroden die Ladung 0. Da das Potential aufgrund der Lineari-
ta¨t der Poisson-Gleichung linear mit der Ladung wa¨chst und fu¨r das Potential das
Superpositionsprinzip gilt (vgl. [15, S. 300]), gilt folgendes Gleichungssystem:
U1 = p11Q1 + p12Q2 + . . .+ p1nQn
U2 = p21Q1 + p22Q2 + . . .+ p2nQn
...
Un = pn1Q1 + pn2Q2 + . . .+ pnnQn.
(2.17)
Durch die Verwendung der beiden Vektoren
~Q =

Q1
Q2
...
Qn
 , ~U =

U1
U2
...
Un

15
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und der Matrix P = (pij) kann man das Gleichungssystem in der Form
~U = P ~Q
zusammenfassen. Die Matrix P ist positiv definit, da
~QTP ~Q = ~QT ~U =
∑
i
QiUi = 2W ≥ 0,
mit der elektrostatischen Feldenergie W aus Gleichung (2.13), und W = 0⇔ ∇ϕ =
0 ⇔ Qi = 0. Daher kann man das Gleichungssystem (2.17) nach den Qi auflo¨sen,
und wir erhalten
Q1 = c11U1 + c12U2 + . . .+ c1nUn
Q2 = c21U1 + c22U2 + . . .+ c2nUn
... (2.18)
Qn = cn1U1 + cn2U2 + . . .+ cnnUn.
Definition 2.4 (Kapazita¨tsmatrix)
Aufgrund der Analogie zwischen Gleichung (2.18) und Gleichung (2.16), nennen wir
die Matrix
C =

c11 c12 · · · c1n
c21 c22 · · · c2n
...
...
...
cn1 cn2 · · · cnn
 (2.19)
Kapazita¨tsmatrix (bezu¨glich Potential 0).
Schreibt man das Gleichungssystem in vektorieller Form, so wird die Analogie noch
deutlicher:
~Q = C~U. (2.20)
Satz 2.5 (vgl. [18, S.319 und S.117])
Die Kapazita¨tsmatrix ist symmetrisch.
Beweis: (nach [18, S.319])
Sei ~U eine Vorgabe des Potentials auf allen Elektroden. Aufgrund der physikalischen
Zusammenha¨nge, ist damit auch die Verschiebung D und die Verteilung der Ladung
~Q gegeben. Außerdem beno¨tigen wir noch eine zweite Potentialvorgabe ~U ′ mit der
zugeho¨rigen Verschiebung D′ und der Ladungsverteilung ~Q′. Mit Hilfe von Gleichung
(2.5) sind % = divD und %′ = divD′ ebenfalls festgelegt.
Als na¨chstes mo¨chten wir die Identita¨t der beiden Summen∑
m
UmQ
′
m und
∑
m
U ′mQm
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zeigen. Die LadungenQm kann man mit Hilfe der Integralform der Grundgleichungen
durch
Qm =
∮
Am
DdA bzw. Q′m =
∮
Am
D′dA
bestimmen. Mit Hilfe des Gauß’schen Integralsatzes, der Gleichung ([7, S.76])
div(ϕD) = ϕ divD +D∇ϕ
und der produktiven Null
0 =
D′D
− −
DD′
− = −E
′D +D′E = ∇ϕ′D −D′∇ϕ,
erha¨lt man leicht∮
A
(ϕ′D − ϕD′)dA =
∫
V
(ϕ′ divD − ϕdivD′)dV =
∫
V
(ϕ′%− ϕ%′)dV,
wobei V das Volumen außerhalb der Elektroden ist und A die Fla¨che der Elektroden,
also der Rand von V . Da die Ladungsdichte % zwischen den Elektroden 0 ist, folgt∮
A
(ϕ′D − ϕD′)dA =
∫
V
(ϕ′ · 0− ϕ · 0)dV = 0. (2.21)
Verwenden wir dies nun um die Gleichheit der Summen zu zeigen. Zuna¨chst la¨sst
sich die Differenz der Summen zu
∑
m
UmQ
′
m −
∑
m
U ′mQm =
∑
m
ϕ ∮
Am
D′dA− ϕ′
∮
Am
DdA
∣∣∣∣∣∣
Am

umformen. Das Zusammenfassen der Integrale fu¨hrt zu
∑
m
ϕ ∮
Am
D′dA− ϕ′
∮
Am
DdA
∣∣∣∣∣∣
Am
 = ∮
A
(ϕD′ − ϕ′D)dA.
Dies ist aber nach Gleichung (2.21) gleich Null, woraus die Gleichheit der Summen
folgt.
Seien nun ~U und ~U ′ wie folgt gegeben
~U =

0
...
0
Ui = 1
0
...
0

, ~U ′ =

0
...
0
U ′k = 1
0
...
0

.
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Dann wird aus den beiden Summen
Q′i = Qk.
Mit Gleichung (2.20) ergibt sich
cik = cki.
Also ist die Kapazita¨tsmatrix symmetrisch.
Bemerkung 2.6 Der letzte Beweisschritt liefert gleichzeitig eine Mo¨glichkeit die
Kapazita¨tsmatrix zu bestimmen: In dem man nur an der Elektrode i ein Potential
anlegt, die Ladung auf allen Elektroden misst und durch das angelegte Potential
dividiert, erha¨lt man die i. Spalte der Kapazita¨tsmatrix. Fu¨hrt man dies fu¨r jede
Elektrode durch, so erha¨lt man alle Eintra¨ge der Kapazita¨tsmatrix. Wir werden die-
ses Vorgehen in Abschnitt 4.2 aufgreifen, um mit dem dann zur Verfu¨gung stehenden
Zusammenhang zwischen Potential und Ladung die Kapazita¨tsmatrix zu bestimmen.
Neben der Kapazita¨tsmatrix sind auch die Teilkapazita¨ten Cij von Interesse. Sie
lassen sich aus der Kapazita¨tsmatrix wie folgt bestimmen, zitiert aus [18, S.320]:
Ci∞ = ci1 + ci2 + · · ·+ cii + · · ·+ cin
Cij = −cij mit i 6= j.
Mit den Teilkapazita¨ten wird aus (2.18) das folgende Gleichungssystem (siehe auch
[18, S.320 (4)]) aufgestellt:
Q1 = C1∞U1 + C12 (U1 − U2) + · · · + C1n (U1 − Un)
Q2 = C21 (U2 − U1) + C2∞U2 + · · · + C2n (U2 − Un)
...
...
...
...
Qn = Cn1 (Un − U1) + Cn2 (Un − U2) + · · · + Cn∞Un .
Die Teilkapazita¨ten ermo¨glichen das sofortige Ablesen der Kapazita¨t zwischen zwei
Elektroden oder der Streukapazita¨t einer Elektrode.
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3 Randintegralgleichung zur
Kapazita¨tsbestimmung
Im letzten Kapitel haben wir die Poisson-Gleichung (2.8)
∆ϕ = −%

hergeleitet. In diesem Kapitel wird diese Gleichung auf unser Problem zugeschnitten
und in eine Integralgleichung umgeformt.
Den Raum zwischen den Elektroden bezeichnen wir mit V ⊂ R3. Wir nehmen an,
dass V ladungsfrei ist. Damit muss in V die Laplace-Gleichung
∆ϕ(x) = 0 ∀x ∈ V (3.1)
erfu¨llt sein. Diese besitzt die Grundlo¨sung (vgl. [23, 5.V.])
φ(x) =
1
4pi
1
‖x‖ .
Die Grundlo¨sung erfu¨llt
∆φ(x) = δ,
wobei δ die Dirac’sche δ-Distribution bezeichnet, fu¨r welche
(δ, γ) :=
∫
δ(x)γ(x)dx = γ(0) ∀γ ∈ D
gilt. Die Gleichung selbst gilt im distributionellen Sinn.
Der folgende Satz aus [10, S.288, Lemma 8.1.3] zeigt fu¨r eine Menge von Funktionen
ϕ, dass sie die Laplace-Gleichung im Raum zwischen den Elektroden erfu¨llen.
Satz 3.1 Sei A eine stu¨ckweise einmal stetig differenzierbare Fla¨che. Das Einfach-
schichtpotential
ϕ(x) =
1
4pi
∫
A
f(ξ)
‖x− ξ‖dξ (3.2)
genu¨gt in R3 \A der Gleichung (3.1) fu¨r alle x /∈ A.
Beweis: ([10, S.288, Lemma 8.1.3])
Mit ∆x bezeichnen wir den Laplace-Operator
∆x :=
∂2
∂x21
+
∂2
∂x22
+
∂2
∂x23
. (3.3)
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Die Fla¨che A ist kompakt. Fu¨r jedes feste x /∈ A sind die zweiten Ableitungen
von φ(x − ξ) = 14pi 1‖x−ξ‖ nach x auf A gleichma¨ßig stetig, so dass die zweifache
Differenziation mit der Integration vertauscht werden darf:
∆ϕ = ∆x
∫
A
φ(x− ξ)f(ξ)dξ =
∫
A
∆xφ(x− ξ)f(ξ)dξ =
∫
A
0 dξ = 0.
Wenden wir dies nun auf unser Problem an, bei dem die Belegung f der Oberfla¨-
chenladungsdichte σ/ entspricht und ϕ das elektrische Potential ist.
ϕ(x) =
∫
A
σ(ξ)
4pi‖x− ξ‖2dξ (3.4)
Dabei ist A so gewa¨hlt, dass es alle Oberfla¨chen der Elektroden beinhaltet, da auf
allen diesen Oberfla¨chen Oberfla¨chenladungen existieren. Damit haben wir nun den
gewu¨nschten Zusammenhang zwischen der unbekannten Oberfla¨chenladungsdichte
und dem bekannten Potential auf den Elektroden. Das Potential ϕ(x) ist durch die
Dirichlet-Randbedingungen auf den Elektrodenoberfla¨chen gegeben. Unser Ziel ist
es nun die Integralgleichung (3.4) zu lo¨sen.
Klassifiziert man diese Integralgleichung nach [10, S.13] so handelt es sich um eine
• lineare, da die unbekannte Oberfla¨chenladungsdichte σ linear vorkommt,
• schwach singula¨re, da der Integrand als uneigentliches Integral existiert,
• Fredholm’sche Integralgleichung, da der Integrationsbereich A bekannt und
invariabel ist,
• 1. Art, da die unbekannte Ladungsdichte σ nur im Integranden vorkommt.
Betrachten wir die beiden folgenden Sa¨tze aus [10, S.304, Satz 8.1.20 und 8.1.21],
welche zeigen, dass die gestellte Aufgabe eine eindeutige Lo¨sung besitzt. Mit C1+λ0,stw
werden dabei die einmal stu¨ckweise Ho¨lder-stetig zum Exponenten λ differenzierba-
ren Funktionen mit kompakten Tra¨ger bezeichnet.
Satz 3.2 [10, Satz 8.1.20] (Eindeutigkeit)
Sei A ∈ C1+λ0,stw mit λ > 0. Unter allen fast u¨berall stetigen Belegungen σ ∈ L∞(A)
gibt es ho¨chstens eine Lo¨sung der Aufgabe
ϕ(x) =
∫
A
σ(ξ)
4pi‖x− ξ‖2dξ ∀x ∈ A. (3.5)
Der Beweis findet sich unter der angegebenen Quelle und beruht darauf, dass falls es
zwei Lo¨sungen gibt, die Differenz eine Lo¨sung der Laplace-Gleichung mit Dirichlet-
Null-Randbedingungen wa¨re, welche nur die Nullfunktion sein kann.
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Satz 3.3 [10, Satz 8.1.21] (Existenz)
Sei A ∈ C1+λ0 mit 0 < λ < 1. Fu¨r jedes ϕ ∈ C1+λ(A) hat die Aufgabe (3.5) eine
Lo¨sung σ ∈ Cλ(A).
Bemerkung 3.4 Fu¨r den Fall, dass der Tra¨ger von σ und der Punkt x einen großen
Abstand haben, kann Gleichung (3.4) durch
ϕ(x) =
∫
A
σ(ξ)
4pi‖x− ξ‖2dξ ≈
1
4pir
∫
A
σ(ξ)dξ =
Q
4pir
, (3.6)
approximiert werden (vgl. [18, S.122, (9)]), wobei r der mittlere Abstand zwischen
dem Tra¨ger von σ und x ist und Q =
∫
A σ(ξ)dξ.
3.1 Grenzfla¨chen des Dielektrikums
Einen Sonderfall stellen die Grenzfla¨chen zwischen den Dielektrika dar. An diesen
Grenzfla¨chen gelten keine Dirichlet-Randbedingungen sondern die bereits hergelei-
teten Neumann-Randbedingungen (2.15)
1
∂ϕ1
∂η
= 2
∂ϕ2
∂η
.
Des Weiteren ist an diesen Grenzfla¨chen die elektrische Polarisation relevant. In [4,
S. 182ff, Abschnitt 3.3.2] werden folgende Gleichungen hergeleitet
divE =
1
0
(divD − divP ) ,
∆ϕ =
1
0
(%+ %P ) ,
ϕ(x) =
1
4pi0
∫
A
σ(ξ) + σP (ξ)
‖x− ξ‖2 dξ, (3.7)
wobei A alle Grenzfla¨chen und Elektrodenoberfla¨chen umfasst. Speziell fu¨r die
Grenzschicht von Medium 1 zu Medium 2, Notation wie in Abschnitt 2.3, ergibt
sich
E1n − E2n = 1
0
[(D1n −D2n)− (P1n − P2n)] = σ + σP
0
.
Fu¨r den Spezialfall eines einzigen Dielektrikums mit konstantem  fallen alle diese
Gleichungen mit denen aus dem ersten Teil dieses Kapitels zusammen. Insbesondere
gilt fu¨r die Polarisationsoberfla¨chenladungsdichte σP fu¨r konstantes 
σP = − (P1n − P2n) = − (D1n −D2n) + 0 (E1n − E2n) = −σ
(
1− 0

)
.
Dies bedeutet, dass fu¨r die Teilfla¨chen von A, welche zur Oberfla¨che einer Elektrode
mit nur einem Dielektrikum geho¨ren, die Gleichung (3.7) zur Gleichung (3.5) wird.
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Des Weiteren folgt aus der Annahme, dass die Grenzfla¨chen zwischen den Dielek-
trika ladungsfrei sind, dass dort lediglich eine Polarisationsoberfla¨chenladungsdichte
beru¨cksichtigt werden muss.
Zusammengefasst erhalten wir also durch die Behandlung der Grenzfla¨chen zwischen
den Dielektrika eine Erweiterung der Aufgabe (3.5) in der Art, dass die Grenzfla¨chen
zusa¨tzliche ladungtragende Fla¨chen sind, an denen Neumann-Randbedingungen gel-
ten.
Die Neumann-Randbedingungen mu¨ssen nun noch in eine Integralgleichungsform
u¨berfu¨hrt werden. Dafu¨r beno¨tigen wir zuna¨chst einige Aussagen u¨ber das Verhal-
ten der Normalenableitung des Potentials an geladenen Fla¨chen.
Die Richtungsableitung des Potentials kann aus Gleichung (3.7) durch Bildung des
Gradienten und Multiplikation mit der Richtung η bestimmt werden (vgl [10, S.291]).
Man darf fu¨r x /∈ A unter dem Integral ableiten, da A kompakt ist und ∇x 1‖x−ξ‖
bezu¨glich y auf A gleichma¨ßig stetig ist. Wir erhalten fu¨r die Richtungsableitung des
Potentials
∂ϕ(x)
∂η
= − 1
4pi0
∫
A
(η, x− ξ)
‖x− ξ‖32
(σ(ξ) + σP (ξ)) dξ.
Der folgende Satz zeigt die Existenz der einseitigen Grenzwerte der Normalenablei-
tungen und macht eine Aussage u¨ber den Mittelwert der beiden Normalenableitun-
gen auf der Grenzfla¨che:
Satz 3.5 [10, S.292, Satz 8.1.9]
Im Punkt x ∈ A sei
|(η(x), x− ξ)| ≤ C‖x− ξ‖1+λ (λ ∈ (0, 1], fu¨r alle ξ ∈ A) (3.8)
erfu¨llt. Die Belegung σG = σ+σP des Einfachschichtpotentials ϕ sei beschra¨nkt und
in x stetig. η(x) sei die nach außen gerichtete Normale in x. Dann existieren die
einseitigen Normalenableitungen (+ außen, − innen)
∂ϕ±
∂η
(x) := lim
α→0
α>0
(η(x),∇ϕ(x± αη(x))) (3.9)
in x und genu¨gen der Sprungbedingung
∂ϕ+(x)
∂η
− ∂ϕ−(x)
∂η
= −σG. (3.10)
Ihr Mittelwert in x lautet
1
2
(
∂ϕ+(x)
∂η
+
∂ϕ−(x)
∂η
)
= − 1
4pi0
∫
A
(η(x), x− ξ)
‖x− ξ‖32
σG(ξ)dξ. (3.11)
Addiert bzw. Subtrahiert man den halben Sprungwert zum Mittelwert so erha¨lt man
fu¨r die Grenzwerte der Normalenableitungen
∂ϕ±(x)
∂η
= ∓σG(x)
2
− 1
4pi0
∫
A
(η(x), x− ξ)
‖x− ξ‖32
σG(ξ)dξ.
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Setzen wir dies in Gleichung (2.15), also in die Neumann-Bedingung, ein, so erhalten
wir
1
(
−σG(x)
2
− 1
4pi0
∫
A
(η(x), x− ξ)
‖x− ξ‖32
σG(ξ)dξ
)
=
2
(
σG(x)
2
− 1
4pi0
∫
A
(η(x), x− ξ)
‖x− ξ‖32
σG(ξ)dξ
)
,
wobei die Innenseite (−-Seite) die Seite des Mediums 1 mit Dielektrizita¨tszahl 1
und die Außenseite (+-Seite) die Seite des Mediums 2 ist. Weiteres Umformen fu¨hrt
zu
(1 − 2) σG(x)2 +
1 + 2
4pi0
∫
A
(η(x), x− ξ)
‖x− ξ‖32
σG(ξ)dξ = 0. (3.12)
Dies ist nach [10, S.13] eine lineare, schwach singula¨re Fredholm’sche Integralglei-
chung 2. Art.
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Im vorherigen Kapitel haben wir die Poisson-Gleichung in eine Integralgleichung
umgeformt, um diese Gleichung lo¨sen zu ko¨nnen, werden wir sie in diesem Kapitel
diskretisieren und in ein Gleichungssystem u¨berfu¨hren.
4.1 Diskretisierung
Diskretisieren wir zuna¨chst Gleichung (3.4), also die Integralgleichung fu¨r den Fall
eines einzigen Dielektrikums, mit Hilfe des Galerkin-Verfahrens. Zuna¨chst mu¨ssen
wir Gleichung (3.4) in die Formulierung als Variationsgleichung u¨berfu¨hren. Dazu
beno¨tigen wir zuna¨chst die Definition der Sobolevra¨ume, aus denen wir spa¨ter die
Testfunktionen v wa¨hlen.
Definition 4.1 (Sobolevraum Hs [22, S.11])
Sei s ∈ R, fˆ die Fourier-Transformierte von f und S ′ die Menge der temperierten
Distributionen ([23, 11.VII.]). Den Raum
Hs(Rn) =
{
f ∈ S ′ : (1 + ‖ξ‖2)s/2fˆ(ξ) ∈ L2
}
(4.1)
nennt man Sobolevraum Hs(Rn).
Dies kann man mit
Hs(A) = {f |A : f ∈ Hs(Rn)} (4.2)
auf eine Menge A ⊂ R einschra¨nken.
Multiplizieren wir nun die Gleichung (3.4) mit einer Testfunktion v ∈ H−1/2(A) und
integrieren u¨ber die Oberfa¨che A. Wir erhalten somit∫
A
ϕ(x)v(x)dx =
∫
A
∫
A
σ(ξ)
4pi‖x− ξ‖2dξv(x)dx.
Definieren wir nun fu¨r die rechte Seite der Gleichung eine Bilinearform a(·, ·) :
H−1/2(A)×H−1/2(A)→ R durch
a(u, v) :=
∫
A
∫
A
u(x)v(ξ)
4pi‖x− ξ‖2dξdx (4.3)
und fu¨r die linke Seite eine Linearform F (·) : H−1/2(A)→ R durch
F (v) :=
∫
A
ϕ(x)v(x)dx. (4.4)
Betrachten wir nun einige Eigenschaften von a(·, ·):
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Korollar 4.2 Die in Gleichung (4.3) definierte Bilinearform a(·, ·) : H−1/2(A) ×
H−1/2(A)→ R ist
1. bilinear, d.h. es gilt a(α1u1 + α2u2, v) = α1a(u1, v) + α2a(u2, v) und
a(u, β1v1 + β2v2) = β1a(u, v1) + β2a(u, v2),
2. symmetrisch, d.h. es gilt a(u, v) = a(v, u),
3. H−1/2(A)-elliptisch, d.h. es gilt a(u, u) ≥ γ‖u‖2 ∀ u ∈ H−1/2(A).
Beweis: zu 1.: Die Linearita¨t folgt aus der Linearita¨t der Integrale.
zu 2.: Die Integrationen ko¨nnen nach dem Satz von Fubini vertauscht werden, wor-
aus unmittelbar die Symmetrie folgt.
zu 3.: Die beiden Integrale werden ho¨chstens kleiner, wenn wir einen Teil des Inte-
granden durch den kleinstmo¨glichen ersetzen. Da
1
4pi‖x− ξ‖2 ≥ minx,ξ∈A
{
1
4pi‖x− ξ‖2
}
=: γ
gilt
a(u, u) =
∫
A
∫
A
u(ξ)u(x)
4pi‖x− ξ‖2dξdx ≥ minx,ξ∈A
{
1
4pi‖x− ξ‖2
}∫
A
∫
A
u(ξ)u(x)dξdx.
Somit gilt
a(u, u) ≥ γ‖u‖2.
Unter Verwendung des Durchmessers dA := max
x,ξ∈A
‖x − ξ‖2 von A gilt außerdem
γ = 14pidA .
Zur Diskretisierung wa¨hlen wir die Ansatzfunktionen Ψ1(x), . . . ,ΨN (x), welche von
A nach R abbilden und im Raum H−1/2(A) liegen. Dies ergibt fu¨r σ folgende Ap-
proximation
σ(x) ≈ σh(x) =
∑
i
siΨi(x). (4.5)
Setzen wir dies nun in Gleichung (3.4) ein, so erhalten wir
ϕ(x) =
∑
i
si
4pi
∫
A
Ψi(ξ)
‖x− ξ‖2dξ.
Die Ansatzfunktionen bilden eine Basis des Raumes
Vh = span {Ψ1(x), . . . ,ΨN (x)} ⊂ H−1/2(A).
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Wir schra¨nken nun die Suche nach einer Lo¨sung auf den Raum Vh ein. Da dieser
N -dimensional ist, ko¨nnen nur N Bedingungen an die Lo¨sung gestellt werden. Unter
Verwendung der Ansatzfunktionen sind folgende N Bedingungen nahe liegend∫
A
Ψj(x)ϕ(x)dx =
∫
A
Ψj(x)
∑
i
si
4pi
∫
A
Ψi(ξ)
‖x− ξ‖2dξdx mit i = 1, . . . , N.
Die endliche Summation u¨ber i kann mit dem a¨ußeren Integral vertauscht werden∫
A
Ψj(x)ϕ(x)dx =
∑
i
si
∫
A
Ψj(x)
1
4pi
∫
A
Ψi(ξ)
‖x− ξ‖2dξdx mit i = 1, . . . , N. (4.6)
Diese N Gleichungen lassen sich als Gleichungssystem schreiben. Definieren wir dazu
~ϕh := (ϕj)
N
i=1 mit ϕj =
∫
A
Ψj(x)ϕ(x)dx, (4.7)
~σh := (si)
N
i=1 (4.8)
und
Kh := (kji)
N
i,j=1 mit kji = a(Ψj ,Ψi) =
1
4pi
∫
A
∫
A
Ψj(x)Ψi(ξ)
‖x− ξ‖2 dξdx. (4.9)
Damit werden die Gleichungsbedingungen (4.6) zu
~ϕh = Kh~σh. (4.10)
Aus den Eigenschaften der Bilinearform a(·, ·), welche im Korollar 4.2 hergeleitet
wurden, ko¨nnen die folgenden Eigenschaften der Matrix Kh gewonnen werden.
Satz 4.3 Die Matrix Kh ist symmetrisch und positiv definit.
Beweis: Die Matrix Kh ist symmetrisch, da
kji = a(Ψj ,Ψi) = a(Ψi,Ψj) = kij ,
wegen der Symmetrie von a(·, ·). Zu jedem Vektor ~v = (vi)Ni=1 ∈ RN existiert eine
Funktion v =
∑
i
viΨi. Betrachten wir nun
~vTKh~v =
∑
i
∑
j
vjkjivi =
∑
i
∑
j
a(vjΨj , viΨi).
Durch Ausnutzen der Bilinearita¨t von a lassen sich die Summen in die Bilinearform
ziehen und wieder zusammenfassen
~vTKh~v = a(
∑
j
vjΨj ,
∑
i
viΨi) = a(v, v).
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i
u˜
u
Abbildung 4.1: Definition der Punkte i, u und u˜ fu¨r die linearen Ansatzfunktionen
a ist außerdem H−1/2(A)-elliptisch was zu
~vTKh~v = a(v, v) ≥ γ‖v‖2
fu¨hrt. Die rechte Seite ist aber ∀ v 6= 0 gro¨ßer als Null. Somit ist Kh positiv definit.
Beispiele fu¨r Ansatzfunktionen, welche die gestellten Bedingungen erfu¨llen, sind die
konstanten Ansatzfunktionen
Ψkonsti (x) :=
{
αi, falls x ∈ ∆i,
0, sonst,
wobei A =
⋃˙
i
∆i, oder die linearen Ansatzfunktionen
Ψlini (x) :=
{
αiw(x), falls x ∈ ∆j ,
0, sonst,
wobei i eine Ecke von ∆j ist und w(u) = 1 − ‖i−u‖‖i−u˜‖ (i, u und u˜ wie in Abbildung
4.1). Die konstanten Ansatzfunktionen sind orthogonal, da ∆i ∩∆j = ∅∀i 6= j.
4.2 Bestimmung der Kapazita¨tsmatrix aus Kh
Zur Vereinfachung fordern wir, dass die Elektrodenoberfla¨chen stu¨ckweise linear sind
und, dass die Tra¨ger der Ansatzfunktionen Ψi nur auf einer Elektrode Ej und nur auf
einer linearen Seitenfla¨che dieser Elektrode liegen, also supp Ψi ⊂ Aj , Aj Oberfla¨che
der Elektrode Ej , und das ∫
A
Ψjdx = 1 ∀j
(in den Beispielen ko¨nnen die αi so gewa¨hlt werden, dass diese Bedingung erfu¨llt
wird). Da die Elektroden A¨quipotentialfla¨chen sind du¨rfen wir
ϕ(x) = ΦEj ∀x ∈ Aj
28
4.2 Bestimmung der Kapazita¨tsmatrix
annehmen. Damit folgt aus Gleichung (4.7)
ϕj =
∫
A
Ψj(x)ϕ(x)dx = ΦEj
∫
A
Ψjdx = ΦEj .
Die LadungQEj der Elektrode Ej kann man mit Hilfe von Gleichung (2.3) berechnen.
Das Einsetzen des Ansatzes aus (4.5) fu¨hrt zu
QEj =
∫
Aj
∑
i: supp Ψi⊂Aj
siΨi(x)dx. (4.11)
Einfaches Umformen fu¨hrt zu
QEj =
∑
i: supp Ψi⊂Aj
si. (4.12)
Nehmen wir weiterhin an, dass K−1 = Cv und somit
~σh = Cv ~ϕ
gilt. Die Bemerkung 2.6 beschreibt eine Vorgehensweise zur Bestimmung der Ka-
pazita¨tsmatrix C. Zur Bestimmung der Spalte c·j legen wir an Elektrode Ej das
Potential 1 an und bestimmen die Ladung QEi auf allen Elektroden. Die Ergebnisse
QEi
1 sind dann gleich den cij . Definieren wir folgenden Vektor, welcher uns bei der
Formulierung der eben beschriebenen Schritte in Vektorschreibweise hilft
~ej = (ei)
N
i=1 mit ei =
{
1, falls supp Ψi ⊂ Aj ,
0, sonst.
Es gilt:
ϕEj (x) = ~e
T
j

Ψ1(x)
Ψ2(x)
...
ΨN (x)

ist eine Potentialbelegung, bei der an allen Elektroden das Potential 0 anliegt außer
an Elektrode Ej , an welcher das Potential 1 anliegt. Mit ~ej la¨sst sich Gleichung
(4.12) zu
QEj = ~e
T
j

s1
s2
...
sN

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umformen. Fasst man dies zusammen, so gilt
cij = ~eTi Cv~ej .
Sei E = (~e1, . . . , ~en), wobei n die Anzahl der Elektroden angibt. So erha¨lt man die
Kapazita¨tsmatrix C durch
C = ETCvE = ETK−1E. (4.13)
4.3 Behandlung freier Elektroden
Freie Elektroden stellen einen Sonderfall dar, da fu¨r freie Elektroden im Gegensatz
zu den Anderen nicht bekannt ist, welches Potential ihre Oberfla¨che besitzt. Wir
wissen lediglich, dass die Oberfla¨che eine A¨quipotentialfla¨che ist, deren Gesamtla-
dung Null betra¨gt. Nehmen wir an, dass die Ansatzfunktionen Ψf1 , . . . ,Ψfn ga¨nzlich
auf der freien Elektrode F liegen und sonst keine weiteren Ansatzfunktionen existie-
ren, deren Tra¨ger ganz oder teilweise auf dieser Elektrode liegen. Wandeln wir nun
Gleichungssystem (4.10) so ab, dass es das zusa¨tzlich unbekannte Potential ϕF und
die zusa¨tzliche Gleichungsbedingung, welche aus Gleichung (4.12) folgt
n∑
i=1
sfi = 0,
beru¨cksichtigt. Um diese Gleichungsbedingung in das Gleichungssystem zu integrie-
ren, ko¨nnen wir die folgende Zeile anfu¨gen
k(N+1)i =
{
1, falls i ∈ {f1, . . . , fn},
0, sonst,
ϕ(N+1) = 0.
Weiterhin ist es natu¨rlich angebracht, die Sortierung von unbekannten und bekann-
ten Gro¨ßen wiederherzustellen und das unbekannte Potential in Form einer zusa¨tz-
lichen Spalte einzuarbeiten:
ki(N+1) =
{
1, falls i ∈ {f1, . . . , fn},
0, sonst,
s(N+1) repra¨sentiert das unbekannte Potential in der Form (−1)ϕF .
Da die Wahl der Indizes beliebig ist, ko¨nnen wir ohne Beschra¨nkung der Allgemein-
heit annehmen, dass {f1, . . . , fn} = {N − n+ 1, . . . , N} ist. Das Gleichungssystem
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erha¨lt dann folgende Struktur:
ϕ1
...
ϕN−n
0
...
0
0

=

Kh
0
...
0
1
...
1
0 · · · 0 1 · · · 1 0

︸ ︷︷ ︸
K′h

s1
...
...
sN
−ϕF

. (4.14)
Fu¨r weitere freie Elektroden wird entsprechend dieselbe Behandlung durchgefu¨hrt.
Bemerkung 4.4 Die Matrix K ′h ist nicht positiv definit, da zum Beispiel fu¨r den
Vektor xT = (0, . . . , 0, 1) gilt x 6= 0, aber xTK ′hx = 0.
4.4 Behandlung von Grenzfla¨chen des Dielektrikums
Fu¨r die Grenzfla¨chen wird die Erfu¨llung der Integralgleichung (3.12) gefordert. Diese
Gleichung kann ebenfalls durch Multiplikation mit einer Testfunktion v und Inte-
gration u¨ber den Rand in die zugeho¨rige Variationsformulierung u¨berfu¨hrt werden.
Wir erhalten auf diese Weise
(2 − 1)
2
∫
A
σG(x)v(x)dx+
1 + 2
4pi0
∫
A
∫
A
(η(x), x− ξ)
‖x− ξ‖32
σG(ξ)dξv(x)dx = 0. (4.15)
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Vollbesetzte Matrizen beno¨tigen gegenu¨ber du¨nnbesetzten Matrizen deutlich mehr
Speicherplatz. Zusa¨tzlich wird mehr Rechenaufwand fu¨r das Lo¨sen von Gleichungs-
systemen beno¨tigt. Die Matrix Kh des Gleichungssystems (4.10), welches wir im letz-
ten Kapitel mit Hilfe des Galerkin-Verfahrens erhalten haben, ist jedoch vollbesetzt.
Dies ist ein Nachteil gegenu¨ber der Lo¨sung mittels einer Finiten-Elemente-Methode,
welche zu du¨nnbesetzten Matrizen fu¨hrt.
Die 1999 erstmals von W. Hackbusch in [12] beschriebenen hierarchischen Matrizen,
kurz H -Matrizen, versprechen diesen Nachteil, zumindest teilweise, auszugleichen.
5.1 Definition
Fu¨r die Definition der H -Matrix beno¨tigen wir einige Begriffe. Die folgenden Defini-
tionen werden u¨berwiegend aus der Dissertation von L. Grasedyck [8] unter U¨bernah-
me seiner Notation zitiert. Zur Vereinfachung werden lediglich quadratische Matrizen
betrachtet. Eine Verallgemeinerung auf rechteckige Matrizen ist leicht mo¨glich.
Definition 5.1 (Rk-Matrix, [8, S. 15, Definition 2.3])
Eine Matrix M ∈ Rn,n bezeichnen wir als eine Rk-Matrix, wenn sie in der Darstel-
lung
M =
k∑
i=1
ai(bi)T = ABT (5.1)
mit ai, bi ∈ Rn, i = 1, . . . , k und A = (a1, . . . , ak) , B = (b1, . . . , bk) vorliegt. Die
Menge aller n× n-Rk-Matrizen bezeichnen wir mit Rk(n, n).
Seien I, J zwei Indexmengen. Eine Matrix M ∈ RI×I wird als Rk(I × I)-Matrix
bezeichnet, wenn sie in der Darstellung (5.1) mit ai, bi ∈ RI , i = 1, . . . , k vorliegt.
Dabei bedeutet M ∈ RI×I , dass die Matrix u¨ber der Indexmengen I × I konstruiert
wird.
Der Speicheraufwand fu¨r die Matrix M betra¨gt bei vollbesetzter Darstellung n2 Ein-
tra¨ge. Fu¨r M in Rk-Matrixform genu¨gt die Speicherung von A und B was lediglich
Speicher fu¨r 2nk Eintra¨ge erfordert. Folglich wird fu¨r kleine k  n der Speicherauf-
wand reduziert.
Die Grundidee der Approximation einer Matrix M ∈ Rn,n durch eine H -Matrix
besteht darin, einzelne Blo¨cke M |r×s der Matrix M durch Rk-Matrizen zu appro-
ximieren und dadurch den Speicherbedarf zu reduzieren.
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Die Unterteilung der Matrix in Blo¨cke erfolgt durch eine hierarchische Unterteilung
der Indexmenge I = {1, . . . , n} mittels eines H -Baumes. Um einen H -Baum zu de-
finieren beno¨tigen wir zuna¨chst:
Definition 5.2 (Baum T , [8, S. 26, Definition 3.1])
Ein Mengentupel T = (V,E) mit E ⊂ V × V nennen wir Baum mit Knoten V und
gerichteten Kanten E, wenn die folgenden Bedingungen erfu¨llt sind:
1. Es gibt genau ein Element root(T ) ∈ V , so dass (v, root(T )) /∈ E fu¨r alle v ∈ V
gilt. Dieses Element heißt Wurzel des Baumes.
2. Zu jedem Knoten v ∈ V \{root(T )} gibt es einen gerichteten Weg {v0, . . . , vn}
der La¨nge n ∈ N von der Wurzel v0 = root(T ) zu den Knoten vn = v mit
(vi, vi+1) ∈ E fu¨r i = 0, . . . , n− 1.
3. Es gibt keine Zyklen (keine zwei Knoten sind durch zwei verschiedene Wege
verbunden).
Die Mengen der So¨hne eines Knotens v ∈ V wird definiert durch
S(v) := {w ∈ V | (v, w) ∈ E} . (5.2)
Definition 5.3 (H -Baum TI , nach [8, S.27, Definition 3.3])
Sei I eine Indexmenge und TI = (V,E) ein Baum. TI heißt hierarchischer Partiti-
onsbaum, oder kurz H -Baum, der Indexmenge I, wenn die folgenden Bedingungen
erfu¨llt sind:
1. root(TI) = I
2. ∀v ∈ TI gilt v ⊂ I
3. Ein Knoten v ist entweder ein Blatt, dann gilt
S(v) = ∅, (5.3)
oder er ist die disjunkte Vereinigung seiner So¨hne
v =
·⋃
w∈S(v)
w. (5.4)
Elemente des Baumes v ∈ TI bezeichnen immer Knoten, also v ∈ V . Mit
L(TI) bezeichnen wir die Menge der Bla¨tter des Baumes, welche durch L(TI) :=
{q ∈ TI |S(q) = ∅} definiert wird. Bla¨tter, die durch einen Weg der La¨nge j mit der
Wurzel verbunden sind, werden Bla¨tter der Stufe j genannt. Die Menge der Bla¨tter
der Stufe j wird mit L(TI , j) bezeichnet. Aus der Bedingung (5.4) folgt, dass die
Knoten einer Stufe j erga¨nzt um alle Bla¨tter aus vorherigen Stufen k < j zusammen
eine Partition von I bilden. Die Menge der Indizes, die zu einem Knoten geho¨ren,
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wird auch Cluster genannt.
Die Definition des H -Baumes la¨sst viele verschiedene H -Ba¨ume zu. Im Folgenden
Absatz wird eine Mo¨glichkeit der Konstruktion eines H -Baum erla¨utert, welche die
spa¨tere Approximation von Matrixblo¨cken durch Rk-Matrizen ermo¨glicht. Bei unse-
rem Problem repra¨sentiert jeder Index i eine Ansatzfunktion Ψi. Die konstanten und
die linearen Ansatzfunktionen besitzen Tra¨ger, die auf einem kleinen ra¨umlichen Be-
reich begrenzt sind. Das heißt, wir ko¨nnen jedem Index i ein Volumen Ωi zuweisen,
in dem der Tra¨ger supp Ψi der zugeho¨rigen Ansatzfunktion Ψi liegt. Ebenso ko¨nnen
wir der Indexmenge J ⊂ I ein Volumen zuweisen, welches die Vereinigung u¨ber die
Volumen der in ihr enthaltenen Indizes entspricht
ΩJ :=
⋃
i∈J
Ωi. (5.5)
In Bemerkung 3.4 haben wir gesehen, dass eine Approximation dann gut mo¨glich
ist, wenn der Abstand von x zu einem Cluster im Vergleich zum Durchmesser des
Clusters groß ist, das heißt es ist vorteilhaft, wenn die Volumina ΩJ mo¨glichst klein
sind. Daher ist es nahe liegend bei der Partitionierung der Indexmenge I(0) in I(1)1
und I(1)2 dafu¨r Sorge zutragen, dass die zugeho¨rigen Volumina ΩI(1)1
und Ω
I
(1)
2
mo¨g-
lichst gleich groß werden. Dies erreicht man zum Beispiel durch die geometrische
balancierte Partitionierung, wie sie fu¨r H -Ba¨ume in [8, Beispiel 3.10] beschrieben
wird. Dabei wird zuna¨chst die Raumrichtung ausgewa¨hlt, in welcher das Volumen
ΩI(0) die gro¨ßte Ausdehnung hat. In der Mitte dieser Richtung wird der Cluster
dann in zwei Teile geteilt. Die Unterteilung wird rekursiv fortgesetzt, bis ein Knoten
nur noch aus einem Index besteht oder eine vorgegebene Mindestanzahl an Indizes
unterschritten wird. Die Abbildung 5.1 zeigt ein Beispiel mit acht eindimensionalen
Ansatzfunktionen und den zugeho¨rigen H -Baum.
Fu¨r die Entscheidung, ob eine Approximation eines Matrixblockes durch eine Rk-
Matrix sinnvoll ist, werden wir den Abstand und den Durchmesser von Clustern
genauer der ihnen zugeho¨rigen Volumina beno¨tigen. Seien r und s Cluster und Ωr
und Ωs die zugeho¨rigen Volumina, dann gelte
diam(r) := max
x,y∈Ωr
‖x− y‖2, (5.6)
dist(r, s) := min
x∈Ωr,y∈Ωs
‖x− y‖2. (5.7)
Fu¨r beliebige Geometrien ist diese Berechnung teuer. Deutlich einfacher ist die Ver-
wendung der Bounding-Box Q(Ωr) anstelle von Ωr
Q(Ωr) :=
{
x = (x1, x2, x3) ∈ R3 | inf
y∈Ωr
yi ≤ xi ≤ sup
y∈Ωr
yi, i = 1, 2, 3
}
, (5.8)
Da die Bounding-Box im R3 ein Quader ist, ist ihr Durchmesser immer die la¨ngste
Diagonale zwischen zwei verschiedenen Ecken. Der Abstand zweier Bounding-Boxen
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Lage der Ansatzfunktionen Ψi
Ψ1 Ψ2 Ψ3 Ψ4 Ψ5 Ψ6
Ψ7 Ψ8
zugeho¨riger H -Baum TI
{1, 2, 3, 4, 5, 6, 7, 8}
{1, 2, 3, 4, 5, 6} {7, 8}
{1, 2, 3} = r {4, 5, 6} {7} {8}
{1, 2} {3} {4, 5} s = {6}
{1}{2} {4}{5}
Ω{1,2,3} Ω{6}
diam (r) diam (s)
dist (r, s)
Abbildung 5.1: Beispiel eines H -Baumes
la¨sst sich ebenfalls mit geringem Aufwand berechnen.
Bisher haben wir hierarchische Ba¨ume u¨ber I betrachte. Zur Darstellung der Matrix
M ∈ RI×I beno¨tigen wir jedoch einen hierarchischen Baum u¨ber I × I, um eine
hierarchische Struktur der Untermatrizen von M zu erreichen.
Definition 5.4 (Hierarchischer Produktpartitionsbaum, H ×-Baum, [9, Definition
1.11])
Sei I eine Indexmenge und TI ein H -Ba¨ume von I. Ein H -Baum TI×I von I×I heißt
hierarchischer Produktpartitionsbaum von I × I, falls fu¨r jeden Knoten q ∈ TI×I der
Stufe l zwei Knoten r, s ∈ TI der Stufe l existieren, so dass q = r× s ist. Abku¨rzend
schreiben wir auch H ×-Baum.
Den H ×-Baum TI×I erhalten wir, indem wir ausgehend von TI dier Produktindex-
menge I×I hierarchisch unterteilen. Dabei werden die So¨hne eines Knotens r×s aus
den So¨hnen von r und den So¨hnen von s im H -Baum TI gebildet. Die Unterteilung
beenden wir zum einen, wenn eine vorgegebene Mindestgro¨ße unterschritten wird,
und zum anderen, wenn ein Block r × s zula¨ssig ist. Ein Block soll gerade dann zu-
la¨ssig sein, wenn er sich gut durch eine Rk-Matrix approximieren la¨sst. Bei unserem
Problem gilt dies fu¨r weit entfernte Cluster.
Zur Beschreibung der Zula¨ssigkeit eines Blockes beno¨tigen wir eine Zula¨ssigkeitsbe-
dingung Z
Z : TI×I → {”zula¨ssig“ , ”nicht zula¨ssig“}. (5.9)
Die folgende Zula¨ssigkeitsbedingung ist fu¨r unser Problem geeignet.
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Definition 5.5 (η-zula¨ssig, zitiert aus [8, S.34, Definition 3.16])
Ein Knoten r × s ∈ TI×I heißt η-zula¨ssig (zum Parameter η > 0), falls
min {diam(r), diam(s)} ≤ 2η dist(r, s) (5.10)
ist.
Man kann zur vereinfachten Bestimmung des Durchmessers und des Abstandes auch
die Bounding-Boxen verwenden:
min {diam(Q(Ωr)),diam(Q(Ωs))} ≤ 2η dist(Q(Ωr), Q(Ωs)). (5.11)
Damit haben wir nun alle Begriffe zusammen um die H -Matrix zu definieren:
Definition 5.6 (Hierarchische Matrix, H -Matrix, zitiert aus [8, S. 42, Definition
4.1])
Seien I eine Indexmenge, TI×I ein H ×-Baum, Z eine Zula¨ssigkeitsbedingung auf T
und k der Rang der Rk-Matrizen in den zula¨ssigen Bla¨ttern.
Eine Matrix M ∈ RI×I heißt H -Matrix bzgl. T,Z, k, falls fu¨r jedes zula¨ssige Blatt
b ∈ L(T ) der korrespondierende Matrix-Block M |b = (Mij)(i,j)∈b eine Rk(b)-Matrix
ist.
Eine Matrix A ∈ RI×I heißt ”als H -Matrix darstellbar“ bzgl. T,Z, k, falls fu¨r jedes
zula¨ssige Blatt b ∈ L(T ) der korrespondierende Matrix-Block Ab = (Aij)(i,j)∈b eine
R≤k(b)-Matrix ist.
Die Menge der H -Matrizen bezu¨glich T,Z, k wird mit H (T,Z, k) bezeichnet.
Dies bedeutet fu¨r einen Block M |r×s, dass er
• als Rk-Matrix gespeichert wird, falls r × s die Bedingung (5.11) erfu¨llt,
• als volle Matrix gespeichert wird, falls min {|r|, |s|} ≤ nmin oder
• weiter unterteilt wird.
Zur Darstellung rechteckiger Matrizen als H -Matrix beno¨tigt man zwei H -Ba¨ume
TI und TJ fu¨r die beiden Indexmengen I und J . Mit deren Hilfe kann dann ein
Produktpartitionsbaum TI×J konstruiert werden.
Dabei ist nmin die vorgegebene Mindestgro¨ße, die ein Block haben sollte. Durch ge-
schickte Wahl von nmin kann man verhindern, dass zu kleine Blo¨cke als Rk-Matrizen
gespeichert werden. Da die Speicher- und Rechenaufwandsersparnis bei kleinen bzw.
schmalen Matrizen deutlich geringer oder sogar negativ sein kann, ist dies vorteil-
haft.
Zur Vereinfachung werde wir im Folgenden nmin ≥ k annehmen. Dies ist zweck-
ma¨ßig, da so sichergestellt ist, dass jeder zula¨ssige Block als Rk-Matrix gespeichert
werden kann.
Betrachten wir nun noch einmal das Beispiel der Abbildung 5.1. Ausgehend von dem
dort gezeigtem H -Baum TI wollen wir nun einen hierarchischen Produktpartions-
baum TI×I unter Verwendung der Zula¨ssigkeitsbedingung Z mit η = 1 aufstellen.
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8
7
6
5
4
3
2
1
1 2 3 4 5 6 7 8
Abbildung 5.2: Beispielstruktur einer H -Matrix
Die folgende U¨bersicht listet die Knoten von TI×I auf, die zula¨ssigen Bla¨tter sind
dabei hellgru¨n (hellgrau) eingefa¨rbt. Aus Platzgru¨nden wurde nur jeweils einer der
beiden symmetrischen Knoten v1 × v2 und v2 × v1 aufgefu¨hrt.
Stufe 0: {1, 2, 3, 4, 5, 6, 7, 8} × {1, 2, 3, 4, 5, 6, 7, 8}
Stufe 1: {1, 2, 3, 4, 5, 6} × {1, 2, 3, 4, 5, 6} , {1, 2, 3, 4, 5, 6} × {7, 8} , {7, 8} × {7, 8}
Stufe 2: {1, 2, 3} × {1, 2, 3} , {1, 2, 3} × {4, 5, 6} , {4, 5, 6} × {4, 5, 6} ,
{7} × {7} , {7} × {8} , {8} × {8}
Stufe 3: {1, 2} × {1, 2} , {1, 2} × {3} , {1, 2} × {4, 5} , {1, 2} × {6} , {3} × {3} ,
{3} × {4, 5} , {3} × {6} , {4, 5} × {4, 5} , {4, 5} × {6} , {6} × {6}
Stufe 4: {1} × {1} , {1} × {2} , {1} × {4} , {1} × {5} , {2} × {2} , {2} × {4} ,
{2} × {5} , {4} × {4} , {4} × {5} , {5} × {5} ,
zula¨ssig. Abbildung 5.2 zeigt die Struktur der zugeho¨rigen H -Matrix, dabei sind
zula¨ssige Blo¨cke hellgru¨n (hellgrau), nicht zula¨ssige rot (dunkelgrau) eingefa¨rbt.
5.2 Arithmetik
5.2.1 Matrix-Vektor-Multiplikation
Der Nutzen des H -Matrixformates besteht nicht nur in der effizienten Speicherung
der Matrizen. Es ist auch mo¨glich verschiedene Operationen mit diesen Matrizen
effizienter als mit vollbesetzten Matrizen durchzufu¨hren. Eine der wichtigsten ist die
Multiplikation einer H -Matrix mit einem Vektor. In [9, Algorithm 2.6] wird folgen-
der Algorithmus beschrieben.
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Algorithmus 5.1 : H -Matrix-Vektor-Multiplikation y = Mx
Funktion MVM(M, r × s, x, y);1
Eingabe : M ∈ H (TI×J , Z, k), r × s ∈ TI×J , x ∈ RJ
Ausgabe : y ∈ RI
begin2
if S(r × s) 6= ∅ then3
foreach r′ × s′ ∈ S(r × s) do MVM(M, r′ × s′, x, y);4
else5
y|r := y|r + M |r×s x|s;6
end7
end8
Dabei wird die Matrix-Vektor-Multiplikation fu¨r Rk-Matrizen beno¨tigt, welche fu¨r
M |r×s = ABT aus je einer Matrix-Vektor-Multiplikationen mit den vollbesetzten
Matrizen BT und A besteht. Zum Durchfu¨hren der H -Matrix-Vektor-Multiplikation
y = Mx wird die Funktion mit MVM(M, I × J, x, y) gerufen. Abgesehen von der
Rechengenauigkeit fu¨hrt der Algorithmus 5.1 die Berechnung des Produktes y = Mx
exakt durch. Laut [9, Lemma 2.5] kann der Aufwand NH ·v(T, k) der H -Matrix-
Vektor-Multiplikation Mx mit dem doppelten Speicherbedarf 2NH ,Sp(T, k) der Ma-
trix M ∈ H (T,Z, k) nach oben abgescha¨tzt werden. Der Speicherbedarf NH ,Sp(T, k)
selbst kann laut [9, Lemma 2.4] durch
NH ,Sp(T, k) ≤ (t+ 1)Csp max {k, nmin} (|I|+ |J |) , (5.12)
wobei
Csp := max
{
max
r∈TI
|{s ∈ TJ | r × s ∈ TI×J}|,max
s∈TJ
|{r ∈ TI | r × s ∈ TI×J}|
}
(5.13)
die Schwachbesetztheitskonstante, welche nach [9, Lemma 4.5] konstant ist, und t
die Tiefe des Baumes ist, abgescha¨tzt werden. Damit erhalten wir fu¨r den Aufwand
NH ·v(T, k) der H -Matrix-Vektor-Multiplikation fu¨r eine n×n-dimensionale Matrix:
NH ·v(T, k) = O (n log2(n)nmin) . (5.14)
5.2.2 Lo¨sen von Gleichungssystemen
Mit Hilfe der H -Matrix-Vektor-Multiplikation ist es mo¨glich die beiden folgenden
iterativen Gleichungssystemlo¨ser zu verwenden. Mit diesen wollen wir die Glei-
chungssysteme aus dem vorherigen Kapitel lo¨sen, daher werden wir die Matrix mit
K bezeichnen.
Das Gleichungssystem (4.10) des Grundproblems ohne freie Elektroden und mit nur
einem Dielektrikum ist, wie wir in Satz 4.3 gezeigt haben, symmetrisch und positiv
definit. Das Verfahren konjugierter Gradienten mit Vorkonditionierung (PCGM) ist
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somit fu¨r dieses Gleichungssystem anwendbar. Der folgende Algorithmus wird in [20,
S.92, Algorithmus 5.3] beschrieben.
Algorithmus 5.2 : Vorkonditioniertes konjugiertes Gradientenverfahren Kx = b
Eingabe : K ∈ H (TI×I , Z, k) mit |I| = n, b ∈ Rn, Vorkonditionierer C ≈ K−1,
Startna¨herung x0 [= Cb] ∈ Rn, Fehlergenauigkeit 
Ausgabe : x ∈ Rn mit x lo¨st Kx = b
r0 := Kx0 − b ; /* MVM(K,{1, . . . , n} × {1, . . . , n},x0,r0) */1
v0 := C(r0) ; /* Vorkonditionierer */2
p0 := v0 und ρ0 :=
(
v0, r0
)
; /* Vektoroperationen */3
if ρ0 ≤ 2 then return x0;4
for i = 0, 1, . . . , n− 2 do5
si := Kpi ; /* MVM(K,{1, . . . , n} × {1, . . . , n},pi,si) */6
σi :=
(
si, pi
)
; /* Vektoroperation */7
αi := ρi/σi ; /* Division auf R */8
xi+1 := xi − αipi und ri+1 := ri − αisi ; /* Vektoroperationen */9
vi+1 := C(ri+1) ; /* Vorkonditionierer */10
ρi+1 :=
(
vi+1, ri+1
)
; /* Vektoroperation */11
if ρi+1 ≤ 2ρ0 then12
return xi+1;13
else14
pi+1 := vi+1 + βipi ; /* Vektoroperation */15
βi := ρi+1/ρi; /* Division auf R */16
end17
end18
Nach [20, S.87, Satz 5.1] konvergiert das Verfahren ohne Vorkonditionierung (C = I)
mit
‖xi+1 − x‖K ≤ 2q
i
1 + q2i
‖x0 − x‖K , (5.15)
wobei q = (
√
k2(K) + 1)/(
√
k2(K) − 1) mit der Konditionszahl k2(K) =
‖K‖2‖K−1‖2 und ‖x‖K := xTKx. Die Vorkonditionierung u¨berfu¨hrt das Glei-
chungssystem Kx = b zu CKx = Cb. Dadurch wird die Konvergenz von der Kon-
ditionszahl k2(CK) bestimmt. Diese ist, falls C in der Na¨he von K−1 liegt, klein,
wodurch die Konvergenz deutlich beschleunigt wird.
Als Vorkonditionierer fu¨r positiv definite und symmetrische Matrizen eignet sich
die in der H lib [1] vorhandene H -Cholesky-Zerlegung, welche jedoch keine exakte
Lo¨sung des Gleichungssystems ermo¨glicht. Aufgrund der rekursiven Struktur der H -
Matrizen ist auch der Algorithmus zur H -Cholesky-Zerlegung rekursiv.
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Fu¨r die Matrix K soll gelten
K =
(
K11 K
T
21
K21 K22
)
≈
(
L11 0
L21 L22
)(
LT11 L
T
21
0 LT22
)
. (5.16)
Dies erreicht der folgende Algorithmus.
Algorithmus 5.3 : H -Cholesky-Zerlegung K = LLT
Eingabe : K = KT > 0
Ausgabe : L mit LLT = K und L =
if K /∈ L then1
L11:=H -Cholesky-Zerlegung(K11);2
Bestimme L21 so, dass L21LT11 = K21 gilt ; /* da L11 Dreiecksmatrix3
ist, kann dies durch wiederholtes Ru¨ckwa¨rtseinsetzen erfolgen
*/
L22:=H -Cholesky-Zerlegung(K22 − L21LT21);4
else /* K ist eine vollbesetzte Matrix, da Diagonalblo¨cke nicht5
zula¨ssig sind */
Bestimme die Cholesky-Zerlegung der vollbesetzten Matrix K;6
end7
return L;8
Die Berechnung von K22−L21LT21 in Zeile 4 ist als H -Matrixoperation durchzufu¨hren
und somit fehlerbehaftet. Bei Verwendung der Cholesky-Zerlegung als Vorkonditio-
nierer muss in den Zeilen 2 und 10 des Algorithmus 5.2 vi := C(ri) durch das Lo¨sen
des Gleichungssystems LLT vi = ri ersetzt werden. Dies ist durch die Nacheinan-
derausfu¨hrung von Vorwa¨rts- und Ru¨ckwa¨rtseinsetzen mo¨glich. Der Aufwand fu¨r
das Vorwa¨rts- und Ru¨ckwa¨rtseinsetzen wird in [11, S. 126] mit dem doppelten Spei-
cheraufwand der H -Matrix K abgescha¨tzt. Damit ist er genauso groß wie bei einer
H -Matrix-Vektor-Multiplikation.
Der Gesamtaufwand fu¨r das Lo¨sen des Gleichungssystems setzt sich somit zusam-
men aus dem einmaligen Aufwand fu¨r das Berechnen der H -Cholesky-Zerlegung und
dem Aufwand der Iterationen. Die Initialisierungsschritte vor der ersten Iteration im
Algorithmus 5.2 sind fast so aufwa¨ndig wie eine Iteration, daher kann man sie als
zusa¨tzliche Iteration betrachten. In jeder Iteration sind einige Vektoroperationen
durchzufu¨hren, deren Aufwand sich mit O(n) abscha¨tzen la¨sst. Entscheidend sind
also die H -Matrix-Vektor-Multiplikationen und die Durchfu¨hrung der Vorkonditio-
nierung, deren Aufwand sich mit O (n log2(n)nmin) abscha¨tzen la¨sst.
Der Aufwand fu¨r die Berechnung der H -Cholesky-Zerlegung kann durch den
Aufwand der Multiplikation zweier H -Matrizen abgescha¨tzt werden ([11, S.126,
(7.7.11)]) und betra¨gt O(n log22(n)n2min + n log2(n)n3min). Wenn die Zahl der Ite-
rationen kleiner als log2(n) ist, dann wird der Gesamtaufwand vom Aufwand der
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H -Cholesky-Zerlegung bestimmt. Dies ist in allen Testbeispielen, welche im Kapitel
8 behandelt werden, der Fall.
Bemerkung 5.7 In Bemerkung 4.4 wurde festgestellt, dass die Matrix K ′h nicht
positiv definit ist. Wenden wir den Cholesky-Algorithmus dennoch auf diese Ma-
trix an (unter Verwendung der in Gleichung (4.14) suggerierten Partitionierung), so
erhalten wir Folgendes:
• Die Matrix Kh kann in L11LT11 zerlegt werden.
• (0, . . . , 0, 1, . . . , 1) = XLT11 ist lo¨sbar.
• 0 − L21LT21 ist negativ, da L21 6= 0, und somit kann der Eintrag L22 nicht
bestimmt werden.
Wir erhalten also eine Zerlegung in L und LT . Das Produkt LLT stimmt mit K ′h in
allen Eintra¨gen bis auf K ′h|(N+1,N+1) u¨berein, daher ist die Zerlegung als Vorkondi-
tionierung brauchbar.
Da die Matrix K ′h nicht positiv definit ist, kann das Verfahren konjugierter Gradi-
enten nicht angewendet werden. Des Weiteren ist das Gleichungssystem mit dielek-
trischen Grenzfla¨chen nicht symmetrisch, daher ist das obige Verfahren konjugierter
Gradienten mit Cholesky-Zerlegung als Vorkonditionierung ebenfalls nicht anwend-
bar. Als Ersatz bietet sich das, ebenfalls iterative, verallgemeinerte Verfahren des mi-
nimalen Residuums (GMRES) und als Vorkonditionierung die H -LU-Zerlegung der
H lib [1] bzw. fu¨r freie Elektroden die H -Cholesky-Zerlegung an. Der gro¨ßte Nach-
teil dieses Verfahrens ist, dass alle berechneten Suchrichtungen gespeichert werden
mu¨ssen. Dieser Nachteil bleibt jedoch klein, da die H -LU-Zerlegung der H lib nah an
der exakten Zerlegung liegt und somit ebenfalls nur wenige Iterationen no¨tig sind.
Des Weiteren besteht noch die Mo¨glichkeit den Speicherbedarf durch die Vorgabe
einer maximalen Anzahl von Iterationsschritten zu beschra¨nken. Wenn der Fehler
der Na¨herungslo¨sung danach noch zu groß ist, startet man das Verfahren mit der
Na¨herungslo¨sung als neue Startna¨herung erneut.
Betrachten wir nun das verallgemeinerte Verfahren des minimalen Residuums mit
Vorkonditionierung ([20, S.101, Algorithmus 5.5]).
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Algorithmus 5.4 : Verallgemeinerte Verfahren des minimalen Residuums mit
Vorkonditionierung Kx = b
Eingabe : K ∈ H (TI×I , Z, k) mit |I| = n, b ∈ Rn, Vorkonditionierer C ≈ K−1,
Startna¨herung x0 [= Cb] ∈ Rn, Fehlergenauigkeit 
Ausgabe : x ∈ Rn mit x lo¨st Kx = b
r0 := Kx0 − b ; /* MVM(K,{1, . . . , n} × {1, . . . , n},x0,r0) */1
v0 := C(r0) ; /* Vorkonditionierer */2
p0 := v0 ; /* Vektoroperation */3
ρ := ‖v0‖2 ; /* Vektoroperation */4
if ρ ≤  then return x0;5
v0 := v0/ρ ; /* Vektoroperation */6
p0 := ρ;7
for i = 0, 1, . . . , n− 2 do8
w := Kvi ; /* MVM(K,{1, . . . , n} × {1, . . . , n},vi,w) */9
w := C(w) ; /* Vorkonditionierer */10
vi+1 := w −∑ij=0 βi,jvj mit βi,j := (w, vj) ; /* Vektoroperation */11
βi,i+1 = ‖vi+1‖2 ; /* Vektoroperation */12
if βi,i+1 = 0 then break; /* Springe zu Zeile 23 */13
vi+1 = vi+1/βi,i+1 ; /* Vektoroperation */14
for j = 0, 1, . . . , i− 1 do15
β˜i,j := ajβi,j + bjβi,j+1 und β˜i,j+1 := −bjβi,j + ajβi,j+1;16
end17
β˜i,i :=
√
β2i,i + β
2
i,i+1;18
ai := βi,i/β˜i,i und bi := βi,i+1/β˜i,i;19
pi+1 := −bipi, pi = aipi und ρ := |pi+1|;20
if ρ ≤ ρ0 then break; /* Springe zu Zeile 23 */21
end22
for j = i, i− 1, . . . , 0 do23
αj =
[
pj −
i∑
m=j+1
β˜j,m
]
/β˜j,j ;
24
end25
x = x0 −
i∑
j=0
αjv
j ; /* i Vektoroperationen */
26
Die Matrix K soll durch die H -LU-Zerlegung in die folgende Struktur zerlegt werden:
K =
(
K11 K
T
21
K21 K22
)
≈
(
L11 0
L21 L22
)(
U11 U12
0 U22
)
. (5.17)
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Der Algorithmus 5.5 gewa¨hrleistet dies.
Algorithmus 5.5 : H -LU-Zerlegung K = LU
Eingabe : K
Ausgabe : L,U mit LU = K und L = , U =
if K /∈ L then1
(L11, U11)=H -LU-Zerlegung(K11);2
Bestimme L21 so, dass L21U11 = K21 gilt;3
Bestimme U12 so, dass L11U12 = K12 gilt;4
(L22, U22)=H -LU-Zerlegung(K22 − L21U12) ; /* Berechnung von5
K22 − L21U12 ist eine H -Matrixoperation */
else /* K ist eine vollbesetzte Matrix, da Diagonalblo¨cke nicht6
zula¨ssig sind */
Bestimme die LU-Zerlegung der vollbesetzten Matrix K;7
end8
return L;9
Die Aufwandsabscha¨tzung fu¨r die kombinierte Verwendung von H -LU-Zerlegung und
GMRES fu¨hrt ebenfalls zu dem Ergebnis, dass die H -LU-Zerlegung deutlich mehr
Aufwand als eine Iteration erfordert. Der Aufwand der H -LU-Zerlegung kann eben-
falls durch den Aufwand der Multiplikation zweier H -Matrizen abgescha¨tzt werden
([11, S.126, (7.7.11)]) und betra¨gt somit auch O(n log22(n)n2min + n log2(n)n3min).
Die H -LU- und die H -Cholesky-Zerlegung liefern lediglich Na¨herungen an die LU-
und die Cholesky-Zerlegung. Dabei ist keine Kontrolle der Genauigkeit mo¨glich. Da-
her ist es sinnvoll die H -LU- und die H -Cholesky-Zerlegung nur zur Berechnung der
Startna¨herung und als Vorkonditionierer fu¨r einen iterativen Gleichungssystemlo¨ser
zu verwenden. Da eine einzelne Iteration weniger kostet als die Zerlegung der Matrix
entstehen dadurch nur geringe zusa¨tzliche Kosten, in dem Fall, dass der Gleichungs-
systemlo¨ser bereits vor oder nach der ersten Iteration abbricht. In den Fa¨llen, in
denen mehr Iterationen no¨tig sind, ist die H -LU- bzw. H -Cholesky-Zerlegung von
geringer Genauigkeit gewesen, so dass auch hier ein Verzicht auf den iterativen Glei-
chungssystemlo¨ser nicht sinnvoll ist.
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Der Geschwindigkeitsvorteil durch die Nutzung von H -Matrizen wird deutlich re-
duziert, wenn man die Matrix Kh aus der Gleichung (4.10) zuna¨chst als vollbe-
setzte Matrix mit allen Eintra¨gen aufstellt und dann daraus eine approximierende
H -Matrix berechnet, um dann mit dieser das Gleichungssystem zu lo¨sen. Ziel die-
ses Abschnittes ist es zu erla¨utern, wie man direkt die Matrix K(k) ≈ Kh in H -
Matrixform aufstellen kann.
Im vorherigen Kapitel haben wir bereits gesehen, wie wir fu¨r eine gegebene Menge
von Ansatzfunktionen zur zugeho¨rigen Indexmenge I einen hierarchischen Produkt-
partitionsbaum mittels geometrischer Partitionierung erhalten ko¨nnen. Die Struktur
der H -Matrix K(k) ist somit bereits vorhanden. In den nicht zula¨ssigen Bla¨ttern
werden vollbesetzte Matrizen zur Beschreibung der Matrix K(k) verwendet. Die Rk-
Matrizen in den zula¨ssigen Bla¨ttern stellen lediglich Approximationen an die Ein-
tra¨ge in der Matrix Kh dar. Beginnen wir zuna¨chst mit dem einfacheren Teil, den
nicht zula¨ssigen Bla¨ttern.
6.1 Nicht zula¨ssige Bla¨tter
Die Eintra¨ge der vollbesetzten Untermatrizen
K(k)
∣∣∣
r×s
= Kh|r×s
(r× s ist nicht zula¨ssig) sind durch die Gleichung (4.9) fu¨r den Fall, dass es sich um
eine Ansatzfunktion auf einer Elektrode handelt, und die Gleichung (4.15) fu¨r den
Fall, dass es sich um die Grenzfla¨che zwischen zwei Dielektrika handelt, gegeben.
6.2 Zula¨ssige Bla¨tter
Fu¨r die zula¨ssigen Bla¨tter sollen die Untermatrizen als Rk-Matrizen berechnet wer-
den, das heißt
K|r×s =
k∑
i=1
ai
(
bi
)T
.
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6.2.1 Taylor-Approximation der Kernfunktion
In Gleichung (4.9) wurden die Elemente der Matrix Kh durch
Kh = (kji)
N
i,j=1 mit kji =
1
4pi
∫
A
∫
A
Ψj(x)Ψi(ξ)
‖x− ξ‖2
dξdx
definiert.
Definition 6.1 (Kernfunktion)
Sei ein Integraloperator K durch
(Kv)(x) :=
∫
B
ℵ(x, y)v(y)dy (6.1)
definiert. Dann wird die Funktion ℵ(·, ·) Kernfunktion des Integraloperators K ge-
nannt.
Die Kernfunktion des Integraloperators aus Gleichung (3.4) ist
ℵ(x, y) = 1
4pi ‖x− y‖2
(6.2)
und somit nur von (x− y) und nicht von x und y abha¨ngig. Unter Verwendung der
Kernfunktion kann kji durch
kji =
∫
A
∫
A
ℵ(x, ξ)Ψj(x)Ψi(ξ)dξdx (6.3)
ausgedru¨ckt werden.
Definition 6.2 (separabler Ausdruck und separable Entwicklung, [11, S.38, Defini-
tion 4.1.1])
Jede Funktion, die in der Form
ℵ(k)(x, y) =
k∑
ν=1
ζ(k)ν (x)θ
(k)
ν (y) fu¨r x ∈ X, y ∈ Y (6.4)
geschrieben werden kann, heißt separabler Ausdruck in X × Y . Dabei du¨rfen φ(k)ν
und ψ(k)ν beliebige Funktionen sein. Die Zahl k der Summanden wird Separationsrang
von ℵ(k) genannt.
Die rechte Seite in
ℵ(x, y) =
k∑
ν=1
ζ(k)ν (x)θ
(k)
ν (y) +Rk(x, y) fu¨r x ∈ X, y ∈ Y (6.5)
heißt separable Entwicklung von ℵ (mit k Termen) in X × Y mit Restglied Rk.
Ersetzen wir nun ℵ(x, y) durch eine Approximation ℵ(k)(x, y) und definieren wir
K(k) analog zu K, dann gilt fu¨r die Approximation K(k).
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Satz 6.3 [11, S.50, Satz 4.4.1]
Wenn ℵ(k) ein separabler Ausdruck mit Separationsrang k der Form (6.4) ist, dann
geho¨rt der Matrixblock K(k)
∣∣
s×r zu den Rk-Matrizen.
Beweis: [11, S.50]
Fu¨r ein i ∈ s und ein j ∈ r ist
k
(k)
ij =
∫
A
∫
A
ℵ(k)(x, y)Ψi(x)Ψj(y)dydx =
k∑
ν=1
∫
A
∫
A
ζ(k)ν (x)θ
(k)
ν (y)Ψi(x)Ψj(y)dydx =
=
k∑
ν=1
∫
A
ζ(k)ν (x)Ψi(x)dx︸ ︷︷ ︸
=:aiν
∫
A
θ(k)ν (y)Ψj(y)dy︸ ︷︷ ︸
=:bjν
=
k∑
ν=1
aiνbjν = (ABT )i,j .
Weisen die Ansatzfunktionen Ψi lokale Tra¨ger auf, dann ist die Einschra¨nkung des
Integrationsbereich auf die Tra¨ger sehr nu¨tzlich.
Die Taylor-Entwicklung der speziellen Kernfunktion ℵ(x, y) aus Gleichung (6.2) ist
im Anhang A aufgefu¨hrt.
6.2.2 Approximationsfehler durch Taylor-Entwicklung der Kernfunktion
Untersuchen wir nun den Fehler, der bei der Approximation von K|r×s durch
K(k)
∣∣
r×s gemacht wird. Betrachten wir zuna¨chst einen Satz und seinen Beweis aus
[12] fu¨r die Taylor-Entwicklung in y um das Tschebyscheff-Zentrum y∗
ℵ(m)(x, y) =
∑
|α|<m
1
|α|! (y∗ − y)
α∂
αℵ(x, y∗)
∂yα
.
Satz 6.4 [12, Lemma 3.15]
Sei X = Ωr und Y = Ωs. Es gelte∣∣∣∣ ∂α∂β∂xα∂yβ ℵ(x, y)
∣∣∣∣ ≤ c (|α|, |β|) ‖x− y‖−(|α|+|β|)|ℵ(x, y)| ∀α, β ∈ Nd0, x, y ∈ Rd
(6.6)
und die Zula¨ssigkeitsbedingung (5.10) fu¨r r×s mit einem hinreichend kleinen η < 1.
Dann gilt fu¨r m ≥ 1, dass der Rest R = ℵ(x, y)−ℵ(m)(x, y) die folgende Abscha¨tzung
erfu¨llt:
|R| ≤ c(m)ηm|ℵ(x, y)| fu¨r x ∈ X, y ∈ Y. (6.7)
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Beweis: [12, S.29, Beweis von Lemma 3.15]
Ohne Beschra¨nkung der Allgemeinheit sei diam(Y ) ≤ diam(X). Der optimale Ent-
wicklungspunkt in Y ist das Tschebyscheff-Zentrum y∗, fu¨r welches die Abscha¨tzung
‖y − y∗‖ ≤ 12 diam(Y ) fu¨r y ∈ Y gilt. Aufgrund der Zula¨ssigkeitsbedingung gilt fu¨r
alle x ∈ X und y, ξ ∈ Y :
‖x− ξ‖ ≥ dist (X,Y ) ≥ 1
2η
min {diam(X), diam(Y )} = 1
2η
diam(Y ) ≥ 1
η
‖y − y∗‖.
Somit gilt fu¨r den Rest Rk
|Rk| ≤ c(0,m)
m!
‖y − y∗‖m|ℵ(x, ξ)|
‖x− ξ‖m ≤
c(0,m)|ℵ(x, ξ)|
m!
ηm,
da
|R| ≤ 1
m!
‖y − y∗‖m max
ξ∈Y,|γ|=m
∣∣∣∣∂γℵ(x, ξ)∂yγ
∣∣∣∣ .
In [12] wird gezeigt, dass
|ℵ(x, ξ)| ≤ |ℵ(x, y)|
1− c(0, 1)η
ist. Die Behauptung folgt dadurch mit c(m) := c(0,m)/(m!(1− c(0, 1)η)).
Fu¨r unsere spezielle Kernfunktion sind die Konstanten c(i, j) in (6.6) nur von i+ j
abha¨ngig. Es gilt
c(i, j) = c˜(i+ j)
und
c˜(0) = 1,
c˜(1) = 1 = 1,
c˜(2) = 3 = 3 · 1,
c˜(3) = 15 = 5 · 3 · 1.
Seien r und s zwei zula¨ssige Cluster, dann dist(r, s) > 0. Sei h der minimale Abstand
eines Punktes X im fu¨r die Diskretisierung verwendeten Gitter G zu einer Kante E
mit X /∈ E. Da die zwei Cluster keinen Punkt gemeinsam haben, muss ihr Abstand
mindestens h betragen. Damit gilt fu¨r die Kernfunktion:
|ℵ(x, y)| ≤ 1
4pih
∀x ∈ Ωr, y ∈ Ωs. (6.8)
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In diesem Kapitel werden wir die Fehler der einzelnen Lo¨sungsschritte abscha¨tzen.
In Bemerkung 2.6 wurde beschrieben, dass wir die i. Spalte der Kapazita¨tsmatrix C
erhalten, wenn wir an die Elektrode i ein Potential von 1 anlegen und an alle anderen
0 und dann die Ladung auf den einzelnen Elektroden bestimmen. Aus Gleichung 3.4
folgt mit (Kσ)(x) =
∫
A
σ(x)
4pi‖x−ξ‖2dξ
Kσ = ϕ.
Sei Ai die Oberfla¨che der Elektrode i. Dann kann mit
ϕi(x) =
{
1, falls x ∈ Ai,
0, sonst,
die i. Spalte der Kapazita¨tsmatrix C·i durch
Cji =
∫
Aj
σi(x)dx, σi erfu¨llt Kσi = ϕi,
bestimmt werden. Die Lo¨sung des Gleichungssystems ist a¨quivalent zur Lo¨sung der
Variationsgleichung
a(σ, v) = F (v) ∀v ∈ H−1/2(A). (7.1)
Diese Schritte haben wir im Kapitel 4 diskretisiert, wir lo¨sen dann
a(σh, v) = F (v) ∀v ∈ Vh. (7.2)
Der Fehler dieser Diskretisierung wird im folgendem Abschnitt abgescha¨tzt.
7.1 Diskretisierungsfehler
Satz 7.1 [17, Proposition 4.1.24]
Sei σ die Lo¨sung von Gleichung (7.1) und sei σh die Lo¨sung der Gleichung (7.2).
Dann gilt
‖σ − σh‖H−1/2(A) ≤
‖a‖
γ
min
v∈Vh
‖σ − v‖H−1/2(A), (7.3)
mit ‖a‖ = supu∈H−1/2\{0} supv∈H−1/2\{0} |a(u,v)|‖u‖‖v‖ und γ aus Korollar 4.2.
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Beweis: [16, S.156]
Es gilt
a(σ − σh, v) = a(σ, v)− a(σh, v) = F (v)− F (v) = 0 ∀v ∈ Vh.
Wegen der im Korollar 4.2 gezeigten Elliptizita¨t von a(·, ·) gilt
γ‖σ − σh‖2H−1/2(A) ≤ a(σ − σh, σ − σh)
= a(σ − σh, σ)− a(σ − σh, σh)︸ ︷︷ ︸
=0
= a(σ − σh, σ)− a(σ − σh, v)︸ ︷︷ ︸
=0
= a(σ − σh, σ − v)
≤ ‖a‖‖σ − σh‖H−1/2(A)‖σ − v‖H−1/2(A) ∀v ∈ Vh.
Durch Minimieren u¨ber v ∈ V folgt die Behauptung.
Satz 7.2 [16, Satz 4.3.19]
Sei A die Oberfla¨che eines Polyeders und das Gitter G auf A bestehe aus ebenen,
geradlinig berandeten Dreiecken ∆i mit der Maschenweite h = maxi supx,y∈∆i‖x −
y‖2. Dann gilt fu¨r 0 ≤ t ≤ s ≤ p + 1 (p Ordnung der Ansatzfunktionen) und alle
σ ∈ Hsstw(A) =
{
f ∈ Hmin{1,s}(A) : ∀∆i : f |∆i ∈ Hs(∆i)
}
die Abscha¨tzung
‖σ − σh‖H−t(A) ≤ Chs+t‖σ‖Hs(A). (7.4)
Fu¨r die konstanten Ansatzfunktion ist p = 0 und somit die maximale Konver-
genzordnung 2. Fu¨r die linearen Ansatzfunktionen ist p = 1 und somit die maximale
Konvergenzordnung 4.
7.2 Approximationsfehler
Die H -Matrixapproximation der MatrixKh aus Abschnitt 6.2.1 fu¨hrt zu einer Matrix
K(k) 6= Kh. Mit Hilfe der folgenden Sa¨tze aus [5, S. 41ff] wird der Fehler dieser
Approximation abgescha¨tzt.
Satz 7.3 [5, Lemma 3.1]
Sei (t, s) ∈ L (TI×I). Dann gilt∣∣∣(v,(Kh|t×s −K(k)t,s)u)
2
∣∣∣ ≤ c|Ωt|1/2|Ωs|1/2‖v‖Hn‖u‖Hn ∀v ∈ Rt, u ∈ Rs, (7.5)
mit ‖u‖Hn = ‖
∑
i∈s uiΨi‖L2.
Beweis: [5, S.41]
Ist (t, s) ein nicht zula¨ssiges Blatt des Baumes TI×I , so gilt Kh |t×s = K(k)
t,s
und
damit die Behauptung.
50
7.2 Approximationsfehler
Betrachten wir nun die zula¨ssigen Bla¨tter. Fu¨r die Kernfunktion ℵ(x, y) und die
Approximation ℵ(k)(x, y) gilt nach Satz 6.4:∣∣∣ℵ(x, y)− ℵ(k)(x, y)∣∣∣ ≤ c(k)ηk|ℵ(x, y)|.
Fu¨r zula¨ssige Cluster kann dies mit Gleichung (6.8) weiter abgescha¨tzt werden durch∣∣∣ℵ(x, y)− ℵ(k)(x, y)∣∣∣ ≤ c(k)ηk 1
4pih
=: c.
Wir definieren uˆ :=
∑
i∈s uiΨi und vˆ :=
∑
i∈t viΨi. Es gilt∣∣∣(v,(Kh|t×s −K(k)t,s)u)
2
∣∣∣ = ∣∣∣∣∫
A
vˆ(x)
∫
A
(
ℵ(x, y)− ℵ(k)(x, y)
)
uˆ(y)dydx
∣∣∣∣
≤
∫
A
|vˆ(x)|
∫
A
∣∣∣ℵ(x, y)− ℵ(k)(x, y)∣∣∣ |uˆ(y)| dydx
≤ c
∫
A
|vˆ(x)| dx
∫
A
|uˆ(y)| dy = c
∫
Ωt
|vˆ(x)| dx
∫
Ωs
|uˆ(y)| dy
≤ c
(∫
Ωt
dx
)1/2(∫
Ωt
vˆ2(x)dx
)1/2(∫
Ωs
∫
Ωs
dx
)1/2 (
uˆ2(y)dy
)1/2
≤ c|Ωt|1/2‖vˆ‖L2 |Ωs|1/2‖uˆ‖L2 = c|Ωt|1/2‖v‖Hn |Ωs|1/2‖u‖Hn .
Somit gilt die Behauptung.
Als na¨chstes wollen wir eine Abscha¨tzung des Approximationsfehlers eines Matrix-
blockes erhalten. Dazu beno¨tigen wir die Bedingung
‖u‖2Hn ≤ µmax‖u‖22. (7.6)
Fu¨r die konstanten Ansatzfunktionen gilt, dass
‖u‖2Hn =
∫
Ωs
(∑
i∈s
uiΨi(x)
)2
dx =
∑
i,j∈s
uiuj
∫
Ωs
Ψi(x)Ψj(x)dx.
Da die konstanten Ansatzfunktionen eine orthogonale Basis bilden, gilt:
‖u‖2Hn =
∑
i∈s
u2i
∫
Ωi
Ψ2i (x)dx ≤
1
|Ωi|
‖u‖22,
mit |Ωi| = mini|Ωi| ≥ h
2
2 und somit Gleichung (7.6) mit µmax =
2
h2
.
Fu¨r die linearen Ansatzfunktionen ist die Gleichung (7.6) mit µmax =∥∥∥(∫A ∫A Ψi(x)Ψj(y)dydx)Ni,j=1∥∥∥2 erfu¨llt (vgl. [5, Remark 3.3]).
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Satz 7.4 [5, Lemma 3.2]
Es sei Gleichung 7.6 erfu¨llt und es gelten die Voraussetzungen des vorherigen Satzes.
Dann gilt ∥∥∥Kh|t×s −K(k)t,s∥∥∥
2
≤ µmaxc|Ωt|1/2|Ωs|1/2. (7.7)
Beweis: [5, S.42]
Sei u ∈ Rs und v ∈ Rt. Dann folgt aus dem Satz 7.3:∣∣∣(v,(Kh|t×s −K(k)t,s)u)
2
∣∣∣ ≤ c|Ωt|1/2|Ωs|1/2‖v‖Hn‖u‖Hn
≤ µmaxc|Ωt|1/2|Ωs|1/2‖v‖2‖u‖2.
Mit v =
(
Kh|t×s −K(k)
t,s
)
u folgt, dass∥∥∥(Kh|t×s −K(k)t,s)u∥∥∥2
2
≤ µmaxc|Ωt|1/2|Ωs|1/2
∥∥∥(Kh|t×s −K(k)t,s)u∥∥∥
2
‖u‖2.
Durch Division erhalten wir die Behauptung.
Als na¨chstes mu¨ssen wir die Abscha¨tzungen fu¨r die einzelnen Bla¨tter auf die gesamte
Matrix ausdehnen.
Satz 7.5 [5, Lemma 3.4]
Sei TI×I ein hierarchischer Produktpartitionsbaum. Dann gilt
‖X‖2 ≤
 ∑
(t,s)∈L(TI×I)
∥∥X|t×s∥∥22
1/2 ∀X ∈ RI×I . (7.8)
Beweis: [5, S.43]
Sei u, v ∈ RI . Dann gilt
|(v,Xu)2| =
∣∣∣∣∣∣
∑
(t,s)∈L(TI×I)
(
v|t , X|t×s u|s
)
2
∣∣∣∣∣∣ ≤
∑
(t,s)∈L(TI×I)
∣∣∣(v|t , X|t×s u|s)2∣∣∣
≤
∑
(t,s)∈L(TI×I)
∥∥X|t×s∥∥2 ‖v|t‖2 ‖u|s‖2
≤
 ∑
(t,s)∈L(TI×I)
∥∥X|t×s∥∥22
1/2 ∑
(t,s)∈L(TI×I)
‖v|t‖22 ‖u|s‖22
1/2 .
Aufgrund der Struktur des hierarchischen Produktpartitionsbaumes gilt∑
(t,s)∈L(TI×I)
‖v|t‖22 ‖u|s‖22 =
∑
(t,s)∈L(TI×I)
∑
i∈t
∑
j∈s
v2i u
2
j =
∑
i∈I
∑
j∈I
v2i u
2
j = ‖v‖22‖u‖22
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und somit
|(v,Xu)2| ≤
 ∑
(t,s)∈L(TI×I)
∥∥X|t×s∥∥22
1/2 ‖v‖2‖u‖2.
Setzt man v = Xu, so erha¨lt man mittels Division die Behauptung.
Mit Hilfe des Satzes 7.5 ist es nun mo¨glich aus Satz 7.4, welcher den Approximati-
onsfehler in den einzelnen Bla¨ttern beschreibt, eine Aussage u¨ber den Approxima-
tionsfehler der Approximation von Kh durch K(k) zu gewinnen.
Satz 7.6 [5, Theorem 3.5]
Zuna¨chst beno¨tigen wir die Konstante Cov ∈ N, welche
|{i ∈ I : Ψi(x) 6= 0}| ≤ Cov ∀x ∈ A (7.9)
erfu¨llt. Sei TI×I ein H ×-Baum. Die Bedingung (7.6) sei erfu¨llt, dann gilt
‖Kh −K(k)‖2 ≤ Covµmax|A|c(k)η
k
4pih
. (7.10)
Fu¨r die konstanten Ansatzfunktionen gilt Ckonstov = 1 und fu¨r die linearen C
lin
ov = 3.
Beweis: [5, S.43f]
Wegen Satz 7.5 gilt
‖Kh −K(k)‖2 ≤
 ∑
(t,s)∈L(TI×I)
∥∥∥Kh|t×s −K(k)t,s∥∥∥2
2
1/2 .
Daraus folgt mit Satz 7.4:
‖Kh −K(k)‖2 ≤ µmaxc
 ∑
(t,s)∈L(TI×I)
|Ωs| |Ωt|
1/2 .
Da die Bla¨tter L(TI×I) eine disjunkte Zerlegung von I × I bilden, ist
∑
(t,s)∈L(TI×I)
|Ωs| |Ωt| =
(∑
i∈I
|Ωi|
)2
. (7.11)
Die Konstante Cov besagt nun, das ein beliebiges x ∈ A maximal zu Cov verschiede-
nen Ωi geho¨rt und somit gilt: ∑
i∈I
|Ωi| ≤ Cov|A|. (7.12)
Einsetzen liefert die Behauptung.
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Zusa¨tzlich zu dem Fehler der Approximation durch eine H -Matrix, verursacht die
Bestimmung der Matrixeintra¨ge mittels numerischer Integration eine Sto¨rung der
Matrix Kh, die so erhaltene Matrix wollen wir Kˆh nennen. Die Quadraturordnung
kann dabei so gewa¨hlt werden, dass der relative Fehler eines einzelnen Eintrages eine
vorgegebene Toleranz unterschreitet. Es gilt:
‖Kh − Kˆh‖2 ≤ ‖Kh −K(k)‖2︸ ︷︷ ︸
H -Matrixapproximation
+ ‖K(k) − Kˆh‖2︸ ︷︷ ︸
numerische Integration
.
In [21, Satz 4.4.15] wird gezeigt, dass die Lo¨sung ~ˆσh des gesto¨rten Gleichungssystems
Kˆh~ˆσh = ~ϕh
gegenu¨ber der Lo¨sung ~σh des urspru¨nglichen Gleichungssystems
Kh~σh = ~ϕh
einen relativen Fehler von
‖~σh − ~ˆσh‖2
‖~σh‖2 ≤
θ
1− θ
aufweist, wobei θ = k2(Kh)
‖Kh−Kˆh‖2
‖Kh‖2 ist und kleiner als 1 seien muss.
Das Gleichungssystem wird nicht exakt gelo¨st, sondern mittels einer iterativen Lo¨-
sung ein Vektor in der Na¨he der Lo¨sung bestimmt. Dabei kann durch die Wahl der
Fehlergenauigkeit  im Algorithmus 5.2 bzw. 5.4 die Genauigkeit gesteuert werden.
Das Abbruchkritierium ist dabei so gewa¨hlt, dass der na¨chste Iterationsschritt le-
diglich eine relative A¨nderung unterhalb der Fehlergenauigkeit  bewirken wu¨rde.
Eine Spalte der Kapazita¨tsmatrix C erha¨lt man durch (vgl. Gleichung (4.13))
C·j = ET ~ˆσj .
Dieses Aufsummieren der Eintra¨ge des Vektors ist, abgesehen von der Rechengenau-
igkeit, exakt mo¨glich. Verwendet man jedoch eine fehlerbehaftete Lo¨sung ~ˆσj , so ist
auch die Spalte C·j fehlerbehaftet. Der Fehler kann durch
‖C·j − Cˆ·j‖2 ≤ ‖ET ‖2‖ ~σj − ~ˆσj‖2
abgescha¨tzt werden. Sei ni die Anzahl der Ansatzfunktionen, die ihre Tra¨ger auf der
Elektrode Ei haben, dann gilt
‖ET ‖2 =
√
max
i
ni.
Im na¨chsten Kapitel werden wir fu¨r zwei Vergleichsbeispiele sehen, dass der Gesamt-
fehler der Kapazita¨tsmatrixberechnung klein ist.
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8 Beispielrechnungen
In diesem Kapitel werden wir die Kapazita¨tsmatrix und die Ladungsverteilung fu¨r
einige Beispiele betrachten. Die folgenden Beispielrechnungen werden mit Hilfe eines
C-Programms durchgefu¨hrt, welches unter Verwendung der H lib [1] das in Kapitel 4
beschriebene Gleichungssystem mit Hilfe der in den Kapitel 5 und 6 beschriebenen
Schritte lo¨st und so ausgehend von der Geometrie der Elektrodenanordnung die Ka-
pazita¨tsmatrix dieser Elektrodenanordnung und die Verteilung der Ladung fu¨r eine
bestimmte Potentialverteilung berechnet. Zum Lo¨sen der Gleichungssysteme wurde
das in Algorithmus 5.2 beschriebene Verfahren verwendet. Mit Hilfe von MATLAB
werden die Ergebnisse grafisch dargestellt.
8.1 Modell: Plattenkondensator
Der Plattenkondensator geho¨rt zu den einfachsten Kondensatoren. In diesem Beispiel
betrachten wir einen Plattenkondensator, welcher aus zwei quadratische Elektroden
mit 1µm Kantenla¨nge im Abstand von 0.1µm besteht. Ein idealisierter Plattenkon-
densator mit homogenem elektrischem Feld, welcher die Elektrodenoberfla¨che A und
den Abstand d zwischen seinen Elektroden hat, besitzt die Kapazita¨t (vgl. [3, S.70]):
CPK = 
A
d
.
Eine Anwendung dieser Formel auf unser Beispiel ergibt eine Kapazita¨t CPK =
0.8854 · 10−16F . Beru¨cksichtigt man außerdem noch eine Na¨herung fu¨r das eben
vernachla¨ssigte Streufeld, so erha¨lt man eine Na¨herung an die Kapazita¨t des Plat-
tenkondensators von CPK ≈ 1.1 · 10−16F .
Anzahl ∆ C00 in 10−16F C01 in 10−16F CPK in 10−16F Rechenzeit in s
4 1.4831 −1.2824 1.3827 0.02
16 1.2287 −1.0171 1.1229 0.04
64 1.2274 −1.0083 1.1178 0.15
256 1.2413 −1.0180 1.1296 0.83
1024 1.2614 −1.0370 1.1492 10.73
4096 1.2974 −1.0723 1.1848 187.45
16384 1.3026 −1.0771 1.1899 −1
Tabelle 8.1: Plattenkondensator mit konstanten Ansatzfunktionen
1Es kam zu einem U¨berlauf bei der Zeitmessung.
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Abbildung 8.1: Ladungsdichte fu¨r (−1V,+1V ) und konstante Ansatzfunktionen,
Links: 256 Dreieck, Rechts: 1024 Dreiecke
Abbildung 8.2: Ladungsdichte fu¨r (−1V,+1V ) und konstante Ansatzfunktionen,
Links: 4096 Dreieck, Rechts: 16384 Dreiecke (Auschnitt)
Die Tabelle 8.1 zeigt die Berechnungsergebnisse unter Verwendung konstanter An-
satzfunktionen einschließlich der beno¨tigten Rechenzeit, welche auf einen Pentium 4
mit 2100Mhz und 512MB Arbeitsspeicher gemessen wurde. Aufgrund der Symme-
trie des Plattenkondensators und der Symmetrie der Kapazita¨tsmatrix gilt fu¨r deren
Eintra¨ge
C00 = C11 und C10 = C01.
Die Kapazita¨t des Plattenkondensators liegt in der erwarteten Gro¨ßenordnung. Eine
Vervierfachung der Anzahl der Dreiecke zieht eine Versechszehnfachung der Anzahl
der Matrixeintra¨ge von Kh nach sich. Da die Rechenzeit etwa um dan Faktor 10
wa¨chst, sind unsere Erwartungen bezu¨glich des Aufwandes erfu¨llt. Die Abbildungen
8.1 und 8.2 zeigen die Ladungsdichte auf den Elektroden. Die Ladungsdichte nimmt
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8.2 Modell: Kammstruktur
an den Kanten und Ecken stark zu. Dieses Verhalten liegt in den Streukapazita¨ten
begru¨ndet und entspricht den Erwartungen.
Die Ergebnisse unter Verwendung linearer Ansatzfunktionen sind a¨hnlich den Er-
gebnissen der konstanten Ansatzfunktionen wie Tabelle 8.2 und Abbildung 8.3 und
8.4 zeigen. Die Berechnungen fu¨r 8 und 18 Knoten sind bedingt durch die grobe
Diskretisierung sehr ungenau.
Anzahl Knoten C00 in 10−16F C01 in 10−16F CPK in 10−16F Rechenzeit in s
8 1.4885 −1.2850 1.3867 0.05
18 0.8433 −0.6325 0.7426 0.31
50 1.2619 −1.0375 1.1475 1.48
162 1.2467 −1.0214 1.1337 9.54
578 1.2559 −1.0293 1.1422 90.98
2178 1.2629 −1.0363 1.1497 803.83
Tabelle 8.2: Plattenkondensator mit linearen Ansatzfunktionen
Abbildung 8.3: Ladungsdichte fu¨r (−1V,+1V ) und lineare Ansatzfunktionen, Links:
216 Knoten, Rechts: 578 Knoten
8.2 Modell: Kammstruktur
Dieses Beispiel wurde in der Diplomarbeit von Ch. Stahl [19, 7.4.2] behandelt und
mittels einer Randelementmethode numerisch gelo¨st. Die folgenden Berechnung ba-
sieren auf der gleichen Geometrie der Elektroden unter Verwendung des gleichen
Netzes, welches lediglich durch Halbierung der Rechteckelemente in ein Dreiecks-
netz u¨berfu¨hrt wurde.
Die Kammstruktur besteht aus einer 2µm dicken Grundplatte und zwei Ka¨mmen,
deren Kammzinken jeweils 2µm dick und 10µm hoch sind. Derartige Ka¨mme finden
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Abbildung 8.4: Ladungsdichte fu¨r (−1V,+1V ) und lineare Ansatzfunktionen, 2178
Knoten
Einsatz bei mikromechanischen Schwingko¨rpern zum Erregen und Vermessen der
Schwingungen, zum Beispiel in Abbildung 1.1.
Der vierzackige Kamm sei die erste Elektrode, der dreizackige die zweite Elektrode
und die Grundplatte die dritte Elektrode. Wir erhalten die folgenden Kapazita¨ts-
matrizen bei Verwendung konstanter bzw. linearer Ansatzfunktionen (fu¨r η = 0.5
und nmin = 128):
Ckonst =
 1.5074 −0.8309 −0.6016−0.8309 1.3578 −0.4737
−0.6015 −0.4737 1.2379
 10−14F
und
C lin =
 1.5183 −0.8359 −0.6074−0.8359 1.3656 −0.4762
−0.6074 −0.4762 1.2470
 10−14F.
Vergleichen wir dies mit dem Ergebnis aus der Arbeit von Ch. Stahl (vgl. [19, S.75]),
C =
 1.4743 −0.8150 −0.5845−0.8150 1.3288 −0.4604
−0.5845 −0.4604 1.2077
 10−14F,
so stellen wir fest, dass der relative Unterschied 2.17% bzw. 2.96% betra¨gt. Dieser
Unterschied entsteht vermutlich durch die Verwendung von besonderen Ansatzfunk-
tionen fu¨r Kanten und Ecken von Elektroden durch Ch. Stahl, welche die tatsa¨chliche
Ladungsentwicklung an den Kanten deutlich besser beschreiben, da die Ladungsdich-
te dort sehr stark zunimmt. Des Weiteren hat Ch. Stahl eine adaptive Verfeinerung
des Netzes verwendet.
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8.3 Modell: Mikromechanischer Spiegel
Die grafische Darstellung der Ladungsverteilung in Abbildung 8.5 entspricht den Er-
wartungen, die Potentialverteilung wurde zum besseren Vergleich wie in [19] gewa¨hlt.
Abbildung 8.5: Ladungsverteilung fu¨r das angelegte Potential (10V, 0V, 0V ), Links:
konstante Ansatzfunktionen, Rechts: lineare Ansatzfunktionen
8.3 Modell: Mikromechanischer Spiegel
Der mikromechanische Spiegel ist ein weiteres Vergleichsbeispiel aus [19, 7.4.3]. Der
Spiegel ist drehbar gelagert und kann mit Hilfe der unter ihm liegenden Elektroden
gesteuert werden. Der Spiegel hat eine quadrata¨hnliche Form der Gro¨ße 4000µm×
4000µm, welche durch zwei kleine Einkerbungen zur Lagerung von einem Quadrat
abweicht. Der Spiegel ist 50µm dick und befindet sich zwischen 300 und 150µm
oberhalb zweier Elektroden der Gro¨ße 6000µm× 1900µm.
Wir erhalten die folgenden Kapazita¨tsmatrizen (η = 0.5, nmin = 64), bei denen der
Spiegel die erste Elektrode, die spiegelnahe Ansteuerelektrode die zweite und die
spiegelferne die dritte ist:
Ckonst =
 0.7955 −0.4413 −0.2926−0.4413 0.5820 −0.0441
−0.2926 −0.0441 0.4323
 10−12F
und
C lin =
 0.7898 −0.4385 −0.2905−0.4385 0.5804 −0.0448
−0.2905 −0.0448 0.4312
 10−12F.
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In [19] wird die Kapazita¨tsmatrix
C =
 0.7788 −0.4289 −0.2818−0.4288 0.5518 −0.0395
−0.2818 −0.0395 0.4034
 10−12F
als Lo¨sung angegeben. Der Vergleich zeigt, dass die Kapazita¨tsmatrizen um 3.28%
bzw. 2.89% von der Angabe in [19] abweichen. Abbildung 8.6 zeigt die Verteilung
der Ladungsdichte fu¨r dasselbe Potential wie in [19, Abb. 62-65].
Abbildung 8.6: Ladungsverteilung fu¨r ein Potential von (2V,−5V, 5V ) und konstante
Ansatzfunktionen, Links: Seitenansicht, Rechts: Ansicht von unten
auf den Spiegel ohne Ansteuerelektroden
8.4 Modell: Biegebalken
Dieses Modell besteht aus einem willku¨rlich gebogenen Balken einer La¨nge von
200µm, einer Breite von 40µm und einer Dicke von 10µm. Das Modell ist eben-
falls der Arbeit von Ch. Stahl [19] entnommen, allerdings ohne die dort verwendete
Grundelektrode, dadurch ist ein direkter Vergleich nicht mo¨glich. Da es sich nur
um eine Elektrode handelt wird aus der Kapazita¨tsmatrix die Kapazita¨t der Elek-
trode gegen sich selbst. Aufgrund der relativ geringen Anzahl an Elementen war es
mo¨glich zwei Verfeinerungsschritte durchzufu¨hren, bei denen jeweils alle Dreiecksele-
mente geviertelt wurden. Die Ergebnisse fu¨r konstante Ansatzfunktionen (η = 0.5,
nmin = 64, numerische Quadratur der Ordnung 4 und Taylor-Entwicklung der Kern-
funktion der Ordnung 3 fu¨r zula¨ssige Blo¨cke) sind in der nachfolgenden Tabelle 8.3
und in den Abbildungen 8.7 und 8.8 dargestellt. Tabelle 8.4 und die Abbildung 8.9
zeigen die Ergebnisse unter Verwendung lineaer Ansatzfunktionen.
60
8.4 Modell: Biegebalken
Anzahl ∆ Kapazita¨t in 10−15F Rechenzeit in s
736 4.7852 3.2
2944 4.7826 32.19
11776 4.7718 399.41
Tabelle 8.3: Biegebalken mit konstanten Ansatzfunktionen
Anzahl Knoten Kapazita¨t in 10−15F Rechenzeit in s
370 4.8020 47.51
1474 4.8041 470.89
Tabelle 8.4: Biegebalken mit linearen Ansatzfunktionen
Abbildung 8.7: Ladungsverteilung fu¨r 1V und konstante Ansatzfunktionen, Links:
736 Dreieck, Rechts: 2944 Dreiecke
Abbildung 8.8: Ladungsverteilung fu¨r 1V und konstante Ansatzfunktionen, 11776
Dreiecke
61
8 Beispielrechnungen
Abbildung 8.9: Ladungsverteilung fu¨r 1V und linearen Ansatzfunktionen, Links: 370
Knoten, Rechts: 1474 Knoten
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9 Zusammenfassung
9.1 Zusammenfassung
Wir haben in Kapitel 2 gesehen, dass die Laplace-Gleichung den Zusammenhang
zwischen Potential und Ladung beschreibt. Unter der Annahme, dass sa¨mtliche La-
dung als Fla¨chenladung auf den Oberfla¨chen der Elektroden auftritt, gelang es in
Kapitel 3 mit Hilfe der Grundlo¨sung eine Integralgleichung aufzustellen, welche die
Ladung auf den Elektrodenoberfla¨chen mit dem Potential auf selbigen verknu¨pft.
Damit haben wir eine Gleichung erhalten, deren Lo¨sung fu¨r ein gegebenes Poten-
tial die gesuchte Fla¨chenladungsdichte ist. Im Kapitel 4 haben wir diese Gleichung
in eine Variationsformulierung u¨berfu¨hrt und anschließend diskretisiert, so dass wir
ein lineares Gleichungssystem erhielten. In Kapitel 5 und 6 haben wir die Matrix
Kh durch eine H -Matrix approximiert. Das so entstandene Gleichungssystem wurde
dann mit einem iterativen Gleichungssystemlo¨ser gelo¨st. Durch die Verwendung spe-
zieller Potentialverteilungen kann die Kapazita¨tsmatrix durch einfaches aufaddieren
aus ~σ bestimmt werden, wie dies in Bemerkung 2.6 beschrieben wurde. Abbildung
9.1 gibt die zu diesen Schritten geho¨renden Gleichungen wieder.
∆ϕ = %
 Kσ = ϕ
(Kσ)(x) := 1
4pi
∫
A
σ(ξ)
‖x−ξ‖2 dξ
a(σ, v) = F (v)
a(σ, v) :=
∫
A
(Kσ)(x)v(x)dx
F (v) :=
∫
A
ϕ(x)v(x)dx
Kh~σh = ~ϕh
Kh = (kij)
kij = a(Ψi,Ψj)
Kˆ(k)~ˆσh = ~ϕh
Abbildung 9.1: grafische U¨bersicht u¨ber die Schritte zur Lo¨sung
9.2 Vor- und Nachteile der Randintegralmethode
Der entscheidende Vorteil der Randintegralmethode gegenu¨ber der Finite-Elemente-
Methode (FEM) besteht darin, dass es genu¨gt den Rand zu vernetzen. Da der Rand
nur zweidimensional ist wa¨chst die Anzahl der Elemente nur mit h−2, hingegen
wa¨chst die Anzahl der Elemente bei Vernetzung des gesamten Raumes mit h−3. Die
Anzahl der Matrixeintra¨ge ist demgegenu¨ber deutlich ungu¨nstiger. Da die Randin-
tegralmethode auf vollbesetzte Matrizen fu¨hrt, wa¨chst die Zahl der Matrixeintra¨ge
mit h−4. Bei der FEM erha¨lt man eine du¨nnbesetzte Matrix, so dass die Anzahl der
Nicht-Null-Eintra¨ge nur mit h−3 wa¨chst. Die Verwendung von H -Matrizen gleicht
den Nachteil bei der Anzahl der zu speichernden Matrixeintra¨ge aus.
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Interessiert man sich fu¨r mehrere Kapazita¨tsmatrizen von Elektrodenanordnungen,
die sich lediglich in der Lage der Elektroden unterscheiden, so kann man die Vernet-
zung der Elektroden beibehalten. Bei der FEM wa¨re hingegen eine Neuvernetzung,
zumindest von Teilen des Netzes, oder eine Verzerrung der Elemente no¨tig.
Wird die Elektrodenanordnung nicht durch eine a¨ußere, abschirmende Elektrode
begrenzt, so ist bei der FEM die Wahl von ku¨nstlichen Randbedingungen zum Ab-
schneiden des betrachteten Gebietes notwendig, bei der Randintegralmethode ent-
fa¨llt dies vollsta¨ndig.
9.3 Mo¨gliche Verbesserungen
Am Beispiel des Plattenkondensators wird deutlich, dass sich die Ladungsdichte an
den Kanten und Ecken der Elektroden nicht gut durch lineare oder konstante Ansatz-
funktionen beschreiben la¨sst. Daher ist zu erwarten, dass spezielle Ansatzfunktionen
fu¨r Elemente mit einer Kante, welche an die stark anwachsende Ladungsdichte bes-
ser angepasst sind, eine Verbesserung der Genauigkeit ermo¨glichen.
Die in den Beispielen gewa¨hlte gleichma¨ßige Netzverfeinerung verfeinert die Dreiecke
in den Gebieten geringerer Ladungsdichtea¨nderung zu stark und an den Kanten der
Elektroden zu wenig. Eine adaptive Netzverfeinerung wa¨re hier sicherlich u¨berlegen
hinsichtlich Rechenaufwand und Genauigkeit.
Die Mo¨glichkeit der Lageverschiebung von Elektroden ist im fu¨r die Beispielrech-
nungen verwendeten C-Programm nicht vorgesehen. Eine optimale Implementierung
wu¨rde sicherlich beru¨cksichtigen, dass die Blo¨cke Kh|c×d der Matrix Kh, fu¨r die
Ωc,Ωd ⊂ Ai (Ai Fla¨che der Elektrode i) gilt, bei Lageverschiebungen unvera¨ndert
bleiben.
Ein weitere Verbesserungsmo¨glichkeit liegt in der Lo¨sung der Gleichungssysteme mit-
tels Cholesky-Zerlegung und PCGM. Das Vorwa¨rts- und Ru¨ckwa¨rtseinsetzen mittels
Cholesky-Zerlegung liefert eine sehr gute Anna¨herung an die Multiplikation mit der
exakten Inversen. Das Berechnen der Cholesky-Zerlegung ist aber sehr teuer. Es
wa¨re daher mo¨glich, dass es einen billigeren Vorkonditionierer gibt, welcher das Lo¨-
sen mit einem geringeren Gesamtaufwand, auch bei einer Erho¨hung der Anzahl der
Iterationen, ermo¨glicht.
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Anhang A
Taylor-Entwicklung von ℵ(x, y) = 1‖x−y‖2
Satz A.1 (Satz von Taylor, [6, S.321])
Eine Funktion f sei (n+1)-mal differenzierbar. Dann ist die Taylor-Entwicklung im
Punkt x0:
f(x) =
∑
|α|≤n
1
α!
∂αf(x0)
∂xα
(x− x0)α +Rn(x)
mit
Rn(x) :=
∑
|α|=n+1
1
α!
∂αf(x0 + θ(x− x0))
∂xα
(x− x0)α,
wobei θ ∈ (0, 1), α = (α1, α2, . . . ) und α! = α1! · α2! · · · . Rn(x) heißt Restglied der
Taylor-Entwicklung von f .
Zuna¨chst beno¨tigen wir die beiden Ableitungen fu¨r |α| = 1 (i ∈ {1, 2, 3})
∂ℵ(x, y)
∂xi
=
∂
∂xi
1
‖x− y‖2
= − (xi − yi)‖x− y‖32
= −(xi − yi)ℵ(x, y)3
∂ℵ(x, y)
∂yi
= (xi − yi)ℵ(x, y)3.
Da die urspru¨ngliche Funktion ℵ(x, y) wieder in den Ableitungen vorkommt, lassen
sich die folgenden Ableitungen relativ leicht berechnen. Fu¨r |α| = 2 erhalten wir
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(j ∈ {1, 2, 3} , j 6= i):
∂2ℵ(x, y)
∂x2i
= − ∂
∂xi
(xi − yi)ℵ(x, y)3 = 3(xi − yi)2ℵ(x, y)5 − ℵ(x, y)3
∂2ℵ(x, y)
∂xixj
= − ∂
∂xj
(xi − yi)ℵ(x, y)3 = 3(xi − yi)(xj − yj)ℵ(x, y)5
∂2ℵ(x, y)
∂xiyi
= − ∂
∂yi
(xi − yi)ℵ(x, y)3 = −3(xi − yi)2ℵ(x, y)5 + ℵ(x, y)3
∂2ℵ(x, y)
∂xiyj
= − ∂
∂yj
(xi − yi)ℵ(x, y)3 = −3(xi − yi)(xj − yj)ℵ(x, y)5
∂2ℵ(x, y)
∂yiyj
= 3(xi − yi)(xj − yj)ℵ(x, y)5
∂2ℵ(x, y)
∂y2i
= 3(xi − yi)2ℵ(x, y)5 − ℵ(x, y)3.
Fu¨r |α| = 3 gilt (k = {1, 2, 3} , k 6= i, j):
∂3ℵ(x, y)
∂x3i
= −15(xi − yi)3ℵ(x, y)7 + 9(xi − yi)ℵ(x, y)5
∂3ℵ(x, y)
∂x2ixj
= −15(xi − yi)2(xj − yj)ℵ(x, y)7 + 3(xj − yj)ℵ(x, y)5
∂3ℵ(x, y)
∂xixjxk
= −15(xi − yi)(xj − yj)(xk − yk)ℵ(x, y)7
∂3ℵ(x, y)
∂x2i yi
= 15(xi − yi)3ℵ(x, y)7 − 9(xi − yi)ℵ(x, y)5
∂3ℵ(x, y)
∂x2i yj
= 15(xi − yi)2(xj − yj)ℵ(x, y)7 − 3(xj − yj)ℵ(x, y)5
∂3ℵ(x, y)
∂xixjyi
= 15(xi − yi)2(xj − yj)ℵ(x, y)7 − 3(xj − yj)ℵ(x, y)5
∂3ℵ(x, y)
∂xixjyk
= 15(xi − yi)(xj − yj)(xk − yk)ℵ(x, y)7
∂3ℵ(x, y)
∂y3i
= 15(xi − yi)3ℵ(x, y)7 − 9(xi − yi)ℵ(x, y)5
∂3ℵ(x, y)
∂y2i yj
= 15(xi − yi)2(xj − yj)ℵ(x, y)7 − 3(xj − yj)ℵ(x, y)5
∂3ℵ(x, y)
∂yiyjyk
= 15(xi − yi)(xj − yj)(xk − yk)ℵ(x, y)7
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∂3ℵ(x, y)
∂y2i xi
= −15(xi − yi)3ℵ(x, y)7 + 9(xi − yi)ℵ(x, y)5
∂3ℵ(x, y)
∂y2i xj
= −15(xi − yi)2(xj − yj)ℵ(x, y)7 + 3(xj − yj)ℵ(x, y)5
∂3ℵ(x, y)
∂yiyjxi
= −15(xi − yi)2(xj − yj)ℵ(x, y)7 + 3(xj − yj)ℵ(x, y)5
∂3ℵ(x, y)
∂yiyjxk
= 15(xi − yi)(xj − yj)(xk − yk)ℵ(x, y)7
Dies sind alle Ableitungen, die man fu¨r die Taylor-Approximation der dritten Ord-
nung beno¨tigt. Mit Hilfe der Kettenregel ko¨nnen leicht ho¨here Ableitungen berechnet
werden.
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Erla¨uterung:
Diese Arbeit wurde unter Verwendung der LaTeX-Vorlage fu¨r studentische Arbeiten
von Matthias Kupfer [13] erstellt.
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Thesen
1. Die Diplomarbeit befasst sich mit der Bestimmung der Kapazita¨tsmatrix von
Elektrodenanordnungen durch die Lo¨sung von Randintegralgleichungen. Zur
Lo¨sung der Diskretisierung der Randintegralgleichungen wurde H -Arithmetik
verwendet.
2. Im Kapitel 2 wird verdeutlicht, dass es sich bei der Kapazita¨tsmatrix um eine
Verallgemeinerung der Kapazita¨t handelt, welche die Beru¨cksichtigung mehre-
rer Elektroden ermo¨glicht. Die Kapazita¨tsmatrix ist symmetrisch. Man erha¨lt
die Kapazita¨tsmatrix in dem man fu¨r verschiedene Potentialvorgaben die La-
dung auf den einzelnen Elektroden bestimmt.
3. Der Zusammenhang zwischen der Oberfla¨chenladungsdichte auf den Elektro-
den und dem Potential wird durch eine Randintegralgleichung beschrieben. Die
Diskretisierung dieser Gleichung, liefert ein vollbesetztes Gleichungssystem.
4. Die Verwendung von H -Arithmetik gleicht den Nachteil der Vollbesetztheit
aus.
5. Die Approximation der Kernfunktion durch eine Taylor-Entwicklung fu¨hrt zu
einem Weg das Gleichungssystem in H -Matrixform aufzustellen. Dies vermei-
det den unno¨tigen Umweg eine volle Matrix aufzustellen und sie danach durch
eine H -Matrix zu approximieren.
6. Die Beispielrechnungen haben gezeigt, dass die konstanten gegenu¨ber den
linearen Ansatzfunktionen im Vorteil sind. Die konstanten Ansatzfunktionen
sind orthogonal. Die Tra¨ger der konstanten Ansatzfunktionen sind kleiner als
die der linearen, dadurch sind die Berechnungen schneller.
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