Introduction
In this paper we consider two notions that have been discovered and rediscovered by geometers and analysts since 1917 up to the present day. The first is that of a Radon curve, introduced by Radon in 1917 [50] . It is a special kind of centrally symmetric closed convex curve in the plane. Any centrally symmetric closed convex curve in the plane defines a norm turning the plane into a two-dimensional normed space or Minkowski plane. Finitedimensional normed spaces or Minkowski spaces were introduced by Minkowski in [44] , and a special case (the L p norm for p = 4) was even alluded to in Riemann's famous Habilitationsvortrag [51] . For a general introduction to Minkowski spaces, see Thompson' s book [57] and the surveys [41, 40] . The norm thus defined by a Radon curve is called a Radon norm, and the corresponding Minkowski plane a Radon plane. Radon planes have many remarkable, almost-Euclidean properties. For a survey on Radon planes, including further results, see [41, Section 6] .
The second notion is that of an antinorm. This is a norm dual in a certain sense to the norm of an arbitrary Minkowski plane. It is a special case of the Minkowski content of a set in a Minkowski space introduced by Minkowski [45] . Busemann [8, 9] showed that the circles in the antinorm (anticircles) are the solutions to the isoperimetric problem in a Minkowski plane. He also showed that anticircles are circles (i.e. the antinorm is proportional to the norm) exactly when the circles are Radon curves. The plane with the antinorm turns out to be isometric to the dual normed space of the plane with the original norm. Note however that the antinorm and the norm are defined in the same plane. Since there is no natural way of identifying a vector space and its dual, even in the finite-dimensional case, any identification of the dual normed plane plane with the antinorm must involve some arbitrary choice. In principle one would have to choose an invertible linear transformation, or equivalently, fix a coordinate system (four degrees of freedom in the two-dimensional case). Choosing a Euclidean structure and using polarity is also sufficient (three degrees of freedom). However, we will explain how one only has to choose a unit of area and an orientation (one degree of freedom), since in the plane there exists up to a constant factor only one symplectic bilinear form (a multiple of the determinant) [2] .
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It is in this almost-natural context that our constructions will be done. Since area enters the picture, it is not surprising that the antinorm ties together the norm and the area, such as in the isoperimetric problem mentioned above, as well as in other results.
Many known results in Euclidean geometry also hold for Radon planes, for example the triangle and parallelogram area formulas, certain theorems on angular bisectors, the area formula of a polygon circumscribed about a circle, certain isoperimetric inequalities, and the non-expansive property of certain non-linear projections. These results may be further generalized to arbitrary Minkowski planes if we formally change the statement of the result by referring in some places to the antinorm instead of the norm. It is the purpose of this mainly expository paper to give a list of results on antinorms that generalize results true for Radon norms, and in many cases characterize Radon norms among all norms in the plane. Many of the results are old, well-known, and have often been rediscovered. However, for most of the results we give streamlined proofs. Also, some of the characterizations of Radon curves seem not to have appeared previously in print. In particular we mention that Corollaries 7, 10, and 13 are new.
Fundamentals
2.1. Convex curves. By a plane we mean a two-dimensional real vector space V . Everything in this paper will be a part of affine geometry (see [13, chapter 13] ), and our presentation will be as coordinate-free as possible. A convex body in V is a convex closed bounded set with interior points. A convex curve is the boundary ∂C of a convex body C. We denote the area of convex body C by area(C). We need the following two technical lemmas. The first is proved e.g. in [52] . The second follows from the fact that a convex body equals the intersection of its supporting half spaces. Lemma 1. Let C 1 and C 2 be two convex bodies in V both containing the origin in their interiors. Suppose that for any non-zero vector v ∈ V we have that the points where the ray {λv : λ ≥ 0} intersects C 1 and C 2 have parallel supporting lines. Then C 1 = λC 2 for some λ > 0.
Lemma 2. Let C 1 and C 2 be two convex bodies in the plane such that each supporting line of C 1 is also a supporting line of C 2 . Then
The following lemma will help us to deduce results for convex bodies from results for polygons. It can be proved easily using compactness.
Lemma 3. Given a convex body C with supporting lines ℓ 1 , . . . , ℓ n . For any ε > 0 there exists a polygon P circumscribed to C whose sides are contained in ℓ 1 , . . . , ℓ n as (possibly degenerate) sides, and such that P ⊆ (1 + ε)C + v for some v ∈ V .
2.2. Normed planes and dual planes. As usual, a norm on V is a real-valued function · on V satisfying
The unit ball is B = B · := {x ∈ V : x ≤ 1}, and the unit circle ∂B := {x ∈ V : x = 1}.
Equivalently, one may start with a bounded, centrally symmetric convex body B with non-empty interior, and define
The perimeter or length of a convex body C in the norm is denoted by per(C). It can be defined as the limit of the perimeters (in the norm) of polygons inscribed in C. Note that even though we will introduce a second norm (the antinorm) we will always measure the perimeter of C in the original norm unless the contrary is clearly stated, to avoid any confusion.
A functional on V is a linear transformation ϕ : V → R. The dual plane of V is the set V * of all functionals on V . Then V * is also a two-dimensional real vector space. The dual norm is defined by
It is easy to see that · * satisfies the norm axioms. For any x ∈ V there exists a functional ϕ ∈ V * with |ϕ(x)| = ϕ * x , which we abbreviate as x ⊥ · ϕ, or x ⊥ ϕ if the norm is clear from the context. (This is the Hahn-Banach theorem, which is geometrically obvious in dimension 2: any convex body has a supporting line at each boundary point.) A unit ϕ for which x ⊥ ϕ is usually called a norming functional of x.
Bilinear forms.
An identification of V and V * is an isomorphism T : V → V * . Although there is no "natural" identification of a finite-dimensional vector space and its dual, we will now attempt to find a natural as possible identification. Any identification of V and V * corresponds to a bilinear form on V , defined by [x, y] := T (y)(x). It is easily seen that, since T is an isomorphism, [·, ·] will be non-degenerate: if [a, y] = 0 for all y ∈ V , then a = o (equivalently, if [x, b] = 0 for all x ∈ V , then x = o). It is also easy to see that conversely, any non-degenerate bilinear form [·, ·] defines an isomorphism T :
Lemma 4. A bilinear form on a vector space satisfies
if and only if either Thus a choice of a symplectic form on V is the same as a choice of area unit plus orientation. By contrast, there are three degrees of freedom in choosing an orthogonal form on a two-dimensional V . It can be shown [2, Chapter III.7] that each orthogonal form in the plane corresponds uniquely to the curve [x, x] = 1, which is either an ellipse (and then we have Euclidean geometry), or a hyperbola (and then we have two-dimensional spacetime, with one space and one time dimension).
It is therefore much more natural to use a symplectic form in two-dimensional affine geometry (when we do not want to impose a Euclidean structure). This is indeed also what we need to define the antinorm.
The antinorm
From now on we assume that the plane V has norm · and symplectic bilinear form [·, ·]. The antinorm on V is now defined to be the dual norm on V * identified with V via [·, ·], i.e.
and we obtain
We denote the unit ball of the antinorm by I := {v ∈ V : v a ≤ 1}, and the unit anticircle by ∂I := {v ∈ V : v a = 1}. The unit anticircle is also called the isoperimetrix, and was introduced by Busemann [8] . In the literature it is usually defined by choosing a Euclidean structure in the plane. Then the isoperimetrix is the polar body of the unit ball, rotated by an angle of 90 • . The above definition is simpler. Proof. Let x a,a denote the antinorm of the antinorm. Then by taking the supremum of (3) over all y with y a = 1 and using (2) we obtain x a,a ≤ x .
Secondly we let ϕ be a norming functional of x, i.e. ϕ = 1 and ϕ(x) = x . Then ϕ = T y for some y ∈ V with y a = 1. Thus [x, y] = ϕ(x) = x , and (2) gives x a,a ≥ [x, y] = x .
It follows that
Normality
The relation of normality was introduced by Carathéodory [5, 50] . It is usually referred to as Birkhoff orthogonality, due to its rediscovery in [4] . A non-zero x ∈ V is normal to a non-zero y ∈ V , denoted x ⊣ y, if
Geometrically this means that the line through 
and that
Theorem 1 (Busemann [8] ). The antinorm reverses normality and is the unique such norm up to a choice of unit area.
Proof. The first part is immediate from (4) and (5) . Uniqueness follows from the fact that if two norms have the same normality relation, then the norms are proportional. This follows immediately from Lemma 1. For a detailed proof see Schöpf [53] .
We denote normality with respect to the antinorm by x ⊣ a y. This relation, opposite to that of normality, is also called transversality [57, Section 4.6].
Minkowski content
Given a Minkowski plane in which [·, ·] has been fixed, the Minkowski content of a segment ab is defined to be
This notion was introduced by Minkowski [45] . Here ab + εB := {x + y : x ∈ ab, y ∈ εB} is the Minkowski sum of the sets ab and εB, i.e., the union of all balls of radius ε centred at a point of ab. It is easily seen that this limit exists: Choose a unit y such that y ⊣ a − b. Then (4) and (5)), and area(ab + εB)
Thus |ab| = a − b a , which gives Theorem 2. The Minkowski content of a segment is its length in the antinorm.
Radon curves
In general it is not true that ⊣ is a symmetric relation. Radon [50] constructed norms for which ⊣ is symmetric and proved that his construction gives all such norms. The unit circles of these norms are called Radon curves. Later Birkhoff [4] and Day [15] also gave constructions. These constructions are all formulated in terms of polarity and a 90 • rotation with respect to some auxiliary Euclidean structure. We present the construction using only the bilinear form [·, ·].
Choose any linearly independent a, b ∈ V with [a, b] = 1. If we define a coordinate system with a and b as the standard unit vectors, then [a, b] is just the determinant, and we may speak of the four quadrants Q 1 , Q 2 , Q 3 , Q 4 . See Figure 2 . In Q 1 choose any curve Figure 2 . Constructing a Radon curve C 1 joining a and b such that C 1 is contained in the parallelogram with vertices o, a, b, a + b, and is on the boundary of B 1 := conv(C 1 ∪ {o}). This piece of a unit ball B 1 already defines a norm in the first quadrant:
We want to extend C 1 to a curve C 2 in Q 2 in such a way that normality is symmetric. (Once the unit circle has been determined in Q 2 , it is fixed in Q 3 and Q 4 by central symmetry.) Note that the direction vectors of supporting lines of C 1 (C 2 ), correctly chosen, all lie in Q 2 (Q 1 , respectively). Thus what we want is that x ⊣ y ⇐⇒ y ⊣ x for all x ∈ C 1 , y ∈ C 2 . Note that we can already use the partially defined norm in Q 1 to define the antinorm in Q 2 :
It follows from what we already know about antinorms that x ⊣ y ⇐⇒ y ⊣ · a x for all x ∈ C 1 , y ∈ Q 2 . It follows that the norm defined by C 2 must have the same normality relation as the antinorm, so it must be a multiple of the antinorm. Thus C 2 must be a multiple of the unit anticircle in Q 2 . Due to convexity, C 2 must join b and −a, so we find that C 2 is exactly the unit anticircle in Q 2 . The construction is finished. This construction gives a large class of Minkowski planes for which normality is symmetric. Also for any unit vectors x, y with x ⊣ y we have |[x, y]| = 1. By scaling we then obtain further norms such that x ⊣ y =⇒ |[x, y]| = λ for some fixed λ > 0 independent of x and y. All such norms are called Radon norms, and their unit circles Radon curves. If |[x, y]| = 1 for all unit x, y for which x ⊣ y, then we say that the Radon norm and Radon curve are normalized.
Conversely, if we are given a norm · on V for which normality is symmetric, we choose any unit a, b with a ⊣ b (and b ⊣ a). We scale [·, ·] by some λ > 0 so that we may assume [a, b] = 1. Define quadrants as before using a and b. We take C 1 to be the unit circle in Q 1 , and do the construction as before to obtain a Radon norm · ′ which then has the same normality relation as · . Since their unit circles already coincide in the first quadrant, we obtain · = · ′ , which means that the given norm is a Radon norm. This gives
Theorem 3 (Radon [50]). A unit circle in a Minkowski plane is a Radon curve if and only if normality is symmetric.
The above discussion also shows that in a Radon norm with [a, b] = 1 for some a, b with a ⊣ b, the antinorm coincides with the norm. So we also have
Corollary 1 (Busemann [8]). A norm is Radon if and only if it equals a multiple of its antinorm.
The following equivalent statement was already given by Radon.
Corollary 2 (Radon [50]). The Minkowski content of a segment coincides with its length in the norm if and only if the plane is Radon.
Thus for Radon norms there is a natural choice of area unit, namely that for which the antinorm equals the norm. This happens exactly when the Radon curve is normalized. Thus for Radon norms we have a true natural identification of the plane and its dual as for inner product spaces.
As examples of Radon curves we mention ellipses (which is also the historical origin of the term conjugate diameters) and regular (4n + 2)-gons. Also the mixed ℓ p -ℓ q norm on R 2 is a Radon norm for any 1 < p, q < ∞ satisfying the conjugacy relation p −1 + q −1 = 1:
Gruber proved the following stability versions of Theorem 3 and its corollaries. Intuitively they say that if normality is almost symmetric, or if the norm is almost a multiple of its antinorm, then the norm is almost a Radon norm. We say that normality is symmetric up to ε > 0 if for any unit x, y such that x ⊣ y there exists a unit z with y ⊣ z and
Theorem 4 (Gruber [28] ). There exists a constant γ > 0 with the following property. Let (V, · ) be a Minkowski plane and ε > 0 be given satisfying one of the following two properties:
• normality is symmetric up to ε > 0,
• for some λ > 0 we have that the norm and the antinorm scaled by λ differ on the unit sphere by at most ε:
x − λ x a ≤ ε for all x with x = 1.
Then there exists a Radon norm · ′ such that the Banach-Mazur distance between · and · ′ is at most 1 + γε:
James [32] studied the normality relation in the context of Banach spaces. One of his results for Radon norms in fact gives a characterization of Radon curves (Corollary 3). In Theorem 5 we give the corresponding result valid for all norms.
Proof. Without loss of generality λµ = 1. From the definition of ⊣ it follows in particular that
Simplifying we obtain x + µy ≥ |1 − λµ| x and x ≥ µy + x .
It follows that |1 − λµ| ≤ 1.
We need the following lemma that will also be used later.
Lemma 6 (James [32] ). For any linearly independent x, y = o there exists an α ∈ R such that x ⊣ αx + y. Furthermore, for any such α we have |α| ≤ y / x . Proof. Choose z = o such that x ⊣ z. Then z = λx + µy for some λ, µ ∈ R. If µ = 0 then α = 0 and x ⊣ x, a contradiction. Therefore x ⊣ µ −1 λx + y, and we take α = µ −1 λ.
By the definition of normality we then get for all λ ∈ R that x ≤ x + λ(αx + y) = − (1/α)y , if we take λ = −1/α. The inequality follows.
The forward implication of the following corollary of Theorem 5 is from James [32] . The other direction was stated without proof in [41, Proposition 38] .
Corollary 3 (James [32], M-S-W [41]). A norm is Radon if and only if the following holds:
For any x, y = o, if x ⊣ λx + y and y ⊣ µy + x, then λµ ≥ 0.
Proof. The ⇒ direction is immediate from Theorem 5. ⇐: Suppose that for some unit x, y we have x ⊣ y but y ⊣ x. By Lemma 6 we have y ⊣ x + λ 0 y for some λ 0 = 0. Without loss of generality λ 0 > 0 (replacing y by −y, if necessary). Since y ⊣ x it follows by continuity that for all sufficiently small α ∈ (0, λ −1 0 ) there exist β ∈ (0, λ 0 ) such that y + αx ⊣ x + βy. Thus 0 < αβ < 1, and letting y ′ = y + αx we obtain y ′ ⊣ x + β(1 − αβ) −1 y ′ . On the other hand, x ⊣ y ′ − αx. Since −α < 0, it follows from the hypothesis that β(1 − αβ) −1 ≤ 0. Thus 1 − αβ < 0, a contradiction.
Triangle area
The 1 2 base × height formula for the area of a triangle in Euclidean geometry generalizes as follows. Given any triangle △a 1 a 2 a 3 , we let β i be the length in the norm of the side opposite a i , and η i the the shortest distance from a i to the line through the side opposite a i measured in the norm, and call it the height. Similarly, we let η ai be the the shortest distance from a i to the line through the side opposite a i measured in the antinorm, and call it the anti-height.
by (4) and (5).
Averkov [3, Theorem 5 .1] gives a generalization of this formula. In the next characterization of Radon curves, the ⇒ direction was observed by Busemann [9] , and also by Go lab according to Tamássy [55] . The ⇐ direction was proved by Tamássy [55] in the smooth case, but in the more general context of starshaped unit circles that are not necessarily centrally symmetric.
Corollary 4 (Go lab-Busemann [55, 9] ⇒, Tamássy [55] ⇐). A norm is Radon if
and only if for all triangles △a 1 a 2 a 3 the value 1 2 β i η i is independent of i. Proof. For the ⇒ direction note that if the norm is Radon, η ai = λη i for some fixed λ, by Corollary 1.
⇐: Let x and y be unit vectors with x ⊣ y. The height of △oxy from x is then x = 1. Let η be the height of △oxy from y. By hypothesis, In Euclidean geometry an angular bisector has the following two well-known characterizations in terms of distance:
• Any point on it has the same distance to the two sides of the angle, • In △abc, if ad is a bisector of ∢a, with d on bc, then bd/dc = ba/ac. We may use any of these two properties to extend the notion of angular bisector to Minkowski planes.
Glogovskii [24] uses the first property. It is easily seen that the points equidistant (in the norm) to the two sides of an angle lie on a line. This line is called the Glogovskii angular bisector of the angle. See Figure 4 . Proof
Let ℓ be any other supporting line of B not parallel to ℓ 0 . Then ℓ and ℓ 0 determines an angle with vertex a, say. Thus the Glogovskii bisector of this angle is ao. By the hypothesis this is also the Busemann bisector, so it is also the Glogovskii bisector in the antinorm, by Theorem 6. It follows that ℓ also supports λI + v.
By Lemma 2 then B = λI + v, i.e., the norm is a multiple of the antinorm, which gives that the norm is Radon by Theorem 1.
An angular measure is a Borel measure µ on the unit circle ∂B of a Minkowski plane such that
• µ(∂B) = 2π, • for any Borel S ⊂ ∂B we have µ(S) = µ(−S), and • for each p ∈ ∂B we have µ({p}) = 0. The measure of an angle ∢a is then defined to be the measure of the arc of the unit circle determined by the angle translated to the origin. Brass [7] used a special such angular measure to analyze packings of unit circles in Minkowski planes. For any angular measure satisfying the following additional property one may define a corresponding angular bisector:
• All non-degenerate arcs of ∂B have positive measure. Düvelmeyer [19] proved that if the Busemann or Glogovskii bisector can be defined using such an angular measure, then the norm must be Euclidean.
Note that there is a unique angular measure µ l such that µ l (∢o) is proportional to the length of the arc of the unit circle determined by ∢o. There is also a unique angular measure µ a such that µ a (∢o) is proportional to the area of the sector of the unit circle determined by ∢o. Proof. This is immediate from Proposition 2 if the unit ball is a polygon. In general we obtain the result by approximating the unit ball by centrally symmetric polygons. We omit the details.
The dual of this (with norm and antinorm interchanged) is called a "Kepler law" by Wallen [58] :
"If we travel with constant speed along an isoperimetrix, equal areas are swept out (from the center ) in equal times."
It follows that in a Radon plane µ a = µ l . However, there are other norms for which they coincide as well, the most obvious example being when the unit circle is a square. Helfenstein [29] asked as a problem to determine the norms for which these two angular measures coincide. Unfortunately his solution [30] claimed that this happens exactly when the norm is Radon. Düvelmeyer [19] correctly characterized these norms. They are exactly those whose unit circle is an equiframed curve, i.e., a centrally symmetric convex curve for which each point is touched by a circumscribed parallelogram of minimum area. (See [39] for more on equiframed curves.)
Perpendicular bisectors.
Finally, we mention two results on the generalization of Euclidean perpendicular bisectors. The bisector of two points p and q in a Minkowski plane is the set of points equidistant from p and q:
Bisectors in Minkowski spaces have been studied mostly by computational geometers; see [40] for a survey. It is known that bisectors are lines if and only if the plane is Euclidean (Mann [38] ). If the Minkowski plane is strictly convex (i.e. x + y < x + y for linearly independent x, y), then bisectors are always unbounded curves. On the other hand, if the Minkowski plane is not strictly convex, it is not difficult to find a bisector containing interior points. Thus a Minkowski plane is strictly convex if and only if all bisectors are curves (see [41, 40] ). The same considerations also give that a Minkowski plane is strictly convex if and only if each bisector is contained in some strip bounded by two parallel lines (see [40] for references). The relation to the antinorm is as follows.
Theorem 8. In a strictly convex plane, the bisector of x and y is contained in the interior of a unique strip, which has the property that its bounding lines are tangent to the anticircle with diameter xy.
Proof. Since the plane is strictly convex, its anticircles are smooth, i.e., all their supporting lines are tangent lines. Choose v = o such that v ⊣ y − x. Since then y − x ⊣ a v, we have that the lines tangent at x and y to the anticircle with diameter xy must be parallel to v. See Figure 5 . Figure 5 . Proof of Theorem 8
Consider an arbitrary line ℓ parallel to xy intersecting the tangent lines in p 1 and p 2 = p 1 + y − x, say. It is sufficient to show that points on ℓ not between p 1 and p 2 are not equidistant to x and y. Let p be a point on ℓ such that p 1 is between p and p 2 . Since v ⊣ y − x, we have that the shortest distance from x to ℓ is attained by x − p 1 . Because of strict convexity, no other point on ℓ attains the shortest distance, hence p − x > p 1 − x . Let p 3 = x − p 1 + p. Thus p − p 3 < p − x . Consider the ball with centre p and radius px. Thus p 3 is in its interior. Let t be a supporting line of this ball at x. Then y and p 3 are on opposite sides of t, and in particular, y is not in the ball, i.e., p − y > p − x .
Similarly, if p ∈ ℓ is such that p 2 is between p and p 1 , then p − y < p − x .
Corollary 7. A Minkowski plane is strictly convex and Radon if and only if for all x, y the bisector of x, y is contained in the strip whose bounding lines support the circle with diameter x, y.
Proof. The ⇒ direction is immediate from the previous theorem. For the converse choose any a, b with a ⊣ b. Then the bisector B(o, a) is contained in two strips, one parallel to v where a ⊣ a v (by the previous theorem), and one parallel to b (by hypothesis). Since B(x, y) is easily seen to be unbounded, we must have that v and b are parallel. It follows that a ⊣ a b, i.e., b ⊣ a, and the result follows from Theorem 3.
Anti-equilateral triangles
A triangle in a Minkowski plane is anti-equilateral if it is equilateral in the antinorm. Anti-equilateral triangles appear in the Fermat-Torricelli problem for triangles, and in the problem of reduced convex bodies in the plane.
The following is an immediate corollary of Proposition 2.
Corollary 8 (Viviani's theorem). The sum of the distances from any point inside an anti-equilateral triangle to its sides is a constant, where the distance of a point inside the triangle is considered to be positive, and outside the triangle to be negative.

Proposition 4. A triangle is anti-equilateral if and only if its incentre coincides with its centroid.
Proof. Let p be the incentre and s the centroid of △abc. Asume first that △abc is anti-equilateral. Then, since △sab, △sbc, and △sac have the same area, and ab, bc, and ac are the same length in the antinorm, the distance (in the norm) from s to the three sides of △abc must be equal (by Proposition 2), i.e., s must be an incentre. Since the incentre is unique, s = p.
The converse follows along similar lines.
A point p is a Fermat-Torricelli point of the triangle △abc in a Minkowski plane if p minimizes the function x → x − a + x − b + x − c , i.e., if p is a point such that the sum of its distances to the vertices of the triangle is a minimum. Proof. The above statement, with the words "an anti-equilateral triangle" replaced by "a triangle with centroid p", was proved in [42] , and in the special case of smooth norms, in [12] . The theorem now follows from Proposition 4.
The ⇐ direction of the above theorem can also be proved by adapting Viviani's proof of the characterization of the Fermat-Torricelli point of a triangle in the Euclidean plane (see Dörrie [16, Problem 91] ). See [42] for more on the Fermat-Torricelli problem in Minkowski spaces.
The minimum width of a convex body C is the minimum distance (in the norm) between two parallel supporting lines of C, where the minimum is taken over all pairs of parallel supporting lines of C. A convex body is reduced if it does not properly contain a convex body of the same minimum width. See [36] and [37] for more on reduced convex bodies in Minkowski spaces. Averkov [3, Theorem 5.3] found the following characterization of reduced triangles in a Minkowski plane.
Theorem 10. A triangle is reduced in a Minkowski plane if and only if it is antiequilateral.
Area and perimeter of polygons and convex curves
Another theorem from Euclidean geometry is the following.
For any convex polygon P circumscribed about a circle of radius ρ we have ρ per(P ) = 2 area(P ), where per(P ) is the perimeter of P . It has a very simple proof, and as can be guessed from Proposition 2, the corresponding statement for Minkowski planes must involve the anticircle. Proof. Immediate from Proposition 2, if we subdivide P into triangles by joining the vertices of P to the centre of the anticircle.
Using Lemma 3 to approximate a convex body by circumscribed polygons, we obtain in the limit the following result, which in the Euclidean case is mentioned in [6, p. 82, eq. 10]. The second statement is mentioned for example by Ghandehari [23] . We now present a new characterization of Radon curves based on the above corollary. Note that its proof uses the results on angular bisectors discussed above in Section 8.1.
Corollary 10. The following statements are equivalent for a Minkowski plane:
(1) The Minkowski plane is Radon, (2) for some fixed γ > 0 we have that for any convex polygon P circumscribed about a circle of radius ρ, per(P ) = γρ area(P ), (3) for some fixed γ > 0 and some fixed n ≥ 3, we have that for any convex n-gon P circumscribed about a circle of radius ρ, per(P ) = γρ area(P ), (4) for some fixed γ > 0 we have that for any triangle P circumscribed about a circle of radius ρ, per(P ) = γρ area(P ).
Proof. 1 =⇒ 2 follows from the previous theorem and Corollary 1. 2 =⇒ 3 is trivial.
3 =⇒ 4 follows since we may approximate circumscribed triangles by circumscribed n-gons; see Figure 6 . Note that x and y have the same antinorm, say ρ := x a = y a . We show that ρI = B by showing that all supporting lines of B also support ρI.
We already have this for the lines ℓ x parallel to x passing through y, and ℓ y parallel to y passing through x. Choose a fixed line ℓ 0 = ℓ x , ℓ y supporting B in the first quadrant Q 1 . Let ℓ 1 = ℓ x , ℓ y be any other line supporting B in Q 1 . Then −ℓ x , −ℓ y , ℓ i determines a triangle ∆ i , for i = 0, 1, both circumscribed to B. By hypothesis,
Let I i be the anticircle inscribed in ∆ i . The centres of both anticircles are on the Busemann bisector of the angle determined by −ℓ x and −ℓ y (by Corollary 5). Also, by Theorem 11 and (7) they have the same radius (in the antinorm) λ, say. Thus they coincide, say I 0 = I 1 =: I ′ . It follows that I ′ shares all supporting lines of B in Q 1 . By taking limits it follows that I ′ also has ℓ x and ℓ y as supporting lines. Since now ℓ x and −ℓ x are both supporting lines of I ′ , it follows that I ′ = ρI. Thus ρI has the same supporting lines as B in Q 1 . A similar argument gives that ρI and B share the same supporting lines in Q 2 . By central symmetry, ρI and B also share the same supporting lines in Q 3 and Q 4 . By Lemma 2, ρI = B, and by Corollary 1 the norm is Radon. 
Isoperimetric inequalities and the Zenodorus problem
The isoperimetric problem is the problem to find, among all closed rectifiable curves of a fixed length in the norm, those of largest area. It is easily seen that we may restrict our attention to convex curves, since taking the convex hull of a curve does not increase the length and does not decrease the area. Similarly, the Zenodorus problem is the problem of finding, among all n-gons of a fixed perimeter, those of largest area. If we define the isoperimetric ratio of a convex body C (with respect to a given norm) to be
then the isoperimetric problem is to find all C of smallest ι(C), and the Zenodorus problem is to find, for each n, all n-gons P of smallest ι(P ), where the minimum is taken over all n-gons. L. Fejes Tóth [20, §4] approaches both problems in the Euclidean plane in a discrete way by first proving an isoperimetric inequality for polygons (see (8) below). One may then approximate an arbitrary convex body by circumscribed polygons and take the limit of the inequality, to obtain an inequality of Bonnesen [6, p. 82, eq. 11] (see (12) below), which solves the isoperimetric problem in the Euclidean plane without needing to assume the existence of a solution. Fejes Tóth notes that this approach, using inner parallel polygons, comes from Sz. Nagy [54] . See also Niven [46, Ch. 12] for a careful exposition.
The same may be done in Minkowski planes, as shown by Chakerian [11] . However, Chakerian only states a corollary of (8) which generalizes Lhuilier's inequality in Euclidean geometry (see (11) below and [20, §4] ). By examining his proof one sees that (after taking limits) he really generalizes the inequality of Bonnesen referred to above. Thus, implicit in his paper is a complete solution to the isoperimetric problem, analogous to that of Sz. Nagy mentioned above. Secondly, as shown below, using his approach one also obtains a solution to the Zenodorus problem for Minkowski planes. This seems not to have been mentioned before in the literature.
Theorem 13 (implicit in Chakerian [11] ). Let P be a convex polygon and let ρI be the largest anticircle contained in P . Let Q be the polygon circumscribed about ρI with sides parallel to those of P . Then
See [11] for the proof.
Corollary 11.
Proof. Inequality (8) is algebraically equivalent to
Then use Theorem 11 to rewrite (10) as (9).
This implies the Minkowski equivalent of Lhuilier's inequality.
Corollary 12 (Chakerian [11] ).
with equality if and only if P = Q, i.e., if P is circumscribed about an anticircle.
We now present our solution to the Zenodorus problem. We define a Zenodorus n-gon to be a convex n-gon P circumscribed about an anticircle I ′ , such that it has the smallest area among all n-gons circumscribed about I ′ . By a simple compactness argument, there exists at least one Zenodorus n-gon for each n ≥ 3. (It is possible for certain norms that there is, up to scaling, only one Zenodorus n-gon for a fixed n.)
Corollary 13. Among all n-gons of a fixed perimeter the ones of largest area are the Zenodorus n-gons.
Proof. As mentioned above, the solutions to the Zenodorus problem must be convex. Thus let P be a convex n-gon of smallest ι(P ). Let ρI and Q be as in Theorem 13. By choice of P , ι(Q) ≥ ι(P ). Combining this with (9) (Corollary 11), we obtain per(P ) = per(Q) and ι(P ) = ι(Q). Thus area(P ) = area(Q) and P = Q. Thus all P of smallest ι(P ) are circumscribed about an anticircle. By scaling we may assume this to be the unit anticircle I. Then by Theorem 11, per(P ) = 2 area(P ), hence ι(P ) = 4 area(P ). Thus, in order to minimize ι(P ), we only have to minimize area(P ) among all P circumscribed about the unit anticircle.
Thus the Zenodorus problem for Minkowski planes is reduced to a problem in convex geometry that does not refer to distances. In general it is not possible to say much about n-gons of smallest area circumscribed about a convex body. However, the following two general statements can be made.
Proposition 5 (Day [14] , Dowker [17] ). Let P n be a convex n-gon of smallest area circumscribed about a convex body C.
: The sides of P n touch C at their midpoints.
: The areas of P n form a convex sequence:
area(P n−1 ) + area(P n+1 ) ≥ 2 area(P n ).
Using Lemma 3 to approximate a convex body C by polygons and taking the limit in Theorem 13 we obtain the Minkowski generalization of the inequality of Bonnesen mentioned above:
Corollary 14. Let C be a planar convex body and let ρI be the largest anticircle contained in C. Then
Wallen [58] has a similar inequality. In the same way as in the proof of Corollary 11 (using Corollary 9 instead of Theorem 11), we obtain Note that we did not need the existence of a convex body attaining min ι(C); this is a corollary of the proof. By Corollary 1 we then have Corollary 15 (Busemann [8] 
). A norm is Radon if and only if circles solve the isoperimetric problem.
Corollary 14 has the following analogue for smallest anticircles containing C.
Theorem 15. Let C be a planar convex body and let σI be the smallest anticircle containing C. Then area(C) + area(σI) ≤ σ per(C).
Inequalities (12) and (13) together are algebraically equivalent to
This inequality is a special case of an inequality of Blaschke on mixed area (in our case per(C) is the mixed area of C and I) [5] . Also, (14) implies the following extension of Bonnesen's isoperimetric deficit inequality (as observed by Petty [48] ):
Unfortunately, we do not know an elementary proof of (13) involving polygons as in the proof of (12) . A proof of Blaschke's inequality (which includes (13)) may be found in [22] , and sharpenings may be found in [47] .
Non-expansive mappings
In the Euclidean plane it is elementary that for any point x on a circle and any line ℓ through the centre of the circle, the foot of the perpendicular from x on ℓ is inside the circle. This statement is false for general norms. To change it into a true statement it is however sufficient to consider nearest points in the antinorm. A proof is contained in [41, Proposition 40] .
The radial projection of a Minkowski plane onto its unit ball is defined by
It is easily seen that in the Euclidean plane the radial projection is non-expansive. By now the following theorem comes without surprise.
Theorem 16 (Karlovitz [33] ). The radial projection is non-expansive in the antinorm.
v v a , so in this case it is sufficient to consider the case w ≥ v = 1.
Thus the only case that we have to consider is w ≥ 1 ≥ v . Let p be a point on ow nearest to x in the antinorm. By Lemma 7 p is in the ball with centre o and radius x , i.e., p ≤ x ≤ 1. Thus, if we write w = λu and p = µu, with λ = w , then we have µ ≤ 1 ≤ λ, and µu − v a ≤ λu − v a . Applying the triangle inequality we obtain
Corollary 17 (De Figueiredo and Karlovitz [21]). A norm is Radon if and only if the radial projection is non-expansive in the norm.
A proof is in [41, Proposition 40] . One may define the radial projection of any set S that is starshaped with respect to the origin, i.e., such that the intersection of S and any line through the origin is a segment. By interchanging norm and antinorm in Theorem 16 we obtain that the radial projection onto an antiball with centre o is non-expansive in the norm. The antiballs are unique with respect to this property:
Theorem 17 (Gruber [25] ). Let S be starshaped with repsect to the origin in a Minkowski plane. Then the radial projection onto S is non-expansive if and only if S is an antiball with centre o.
Generalized convexity and abstract approximation theory
The following three types of generalized convexity are defined only in terms of the metric, and therefore provide a way of studying convexity in arbitrary metric spaces. We consider them only in Minkowski planes.
d-convexity. This is called Minkowski convexity by Petty [48] . We first need to define the notion of a d-segment, introduced by Menger [43] . The d-segment of a and b is the set of all points metrically between a and b:
Since [a, b] d contains the ordinary segment ab, d-convex sets are convex. In strictly convex normed spaces, d-segments are always ordinary segments, and then all convex sets are d-convex. However, in general it is possible for convex sets to be not d-convex. We may think of d-convexity as a type of "superconvexity".
· -convexity. This was introduced by Menger [43] , who called it metric convexity. We first need to define the notion of a metric segment. Any rectifiable curve joining a and b has a length in the norm · , which is always at least a − b . A curve joining a and b of length exactly a − b is called a metric segment between a and b. A set S is then called · -convex if for any a, b ∈ S some metric segment between a and b is contained in S.
Since ordinary segments are metric segments, convex sets are · -convex. In strictly convex normed spaces, metric segments are always ordinary segments, and then all · -convex sets are convex. However, in general it is possible for · -convex sets to be nonconvex. We may think of · -convexity as a type of "subconvexity".
B-convexity. This notion of convexity was introduced by Lassak [34] , and studied by him and others in many further papers; see the survey [40] for further references. A set S is B-convex if for any finite subset A of S, the intersection of all balls containing A is contained in S. Since balls are convex, it follows that B-convex sets are convex. In smooth normed spaces the intersection of all balls containing a finite set A is the ordinary convex hull of A, and it follows that then convex sets are B-convex. However, in general it is possible for convex sets to be not B-convex. We may also think of B-convexity as a type of "superconvexity".
The following result connects B-convexity and d-convexity in Minkowski planes.
Theorem 18 (Lassak [35]). A set is d-convex in the norm if and only if it is B-convex in the antinorm.
Since balls are obviously B-convex, the above result gives that antiballs are d-convex. This also follows from the isoperimetric property of anticircles (Theorem 14), as noted by Petty [48] .
Corollary 18. In a Radon plane d-convex and B-convex sets coincide.
We do not obtain a characterization of Radon planes, since e.g. for all strictly convex and smooth planes d-convexity and B-convexity coincide with the usual convexity.
We now consider certain notions from abstract approximation theory. Given a closed set S, the distance from any point x to S is defined as d(x, S) = inf{d(x, s) : s ∈ S}.
The metric projection onto S is the set-valued mapping p S (x) = {s ∈ S : x − s = d(x, S)}, x ∈ V.
Because S is closed, p S (x) will always be non-empty. The set S is a Chebyshev set if p S (x) is a singleton for all x ∈ V . In this case we consider p S to be an ordinary function from V to S. The set S is also called a C2 set if p S (x) is a contractible set. Thus closed convex sets are always C2 sets. In a Minkowski plane, p S (x) is always a subset of a circle. Thus S is a C2 set if p S (x) is an arc. The connection to · -convexity is as follows.
Theorem 19 (Gruber [26]). A set is C2 if and only if it is closed and · a -convex.
Gruber also characterizes Chebyshev sets using the related notion of semistrict · aconvexity; see [26] for the definition. Also see Gruber [25] for related results.
We remark that Hetzelt [31] considers certain related notions involving "co-approximation" and uses the antinorm.
The theorems on non-expansiveness of radial projections may be generalized as follows:
Theorem 20 (Karlovitz [33] ). Let S be a convex Chebyshev set in a Minkowski plane. Then its metric projection is non-expansive in the antinorm.
The result of Karlovitz is in fact more general: he extends the definition of metric projection to any closed convex set in a Minkowski plane, not necessarily one that is Chebyshev. This also extends the radial projection of the unit ball defined above.
Corollary 19 (Phelps [49]). A norm is Radon if and only if for any convex Chebyshev set its metric projection is non-expansive in the norm.
Phelps only considers the strictly convex case, but it can be seen that this restriction is not necessary.
Higher dimensions
Normality between vectors can still be defined in higher dimensions, although it now makes more sense to define the normality relation between a vector and a hyperplane. It is known [5] that if normality between vectors is symmetric and the dimension is at least 3, then the Minkowski space must be Euclidean. It also follows that if all two-dimensional subspaces of a Minkowski space of dimension at least 3 are Radon, then the norm must again be Euclidean. Many of the above characterizations of Radon curves then lead to an analogous characterization of Euclidean spaces of dimension at least 3. See Amir [1] for an extensive list of characterizations of Euclidean spaces.
The antinorm can, as before, be defined as the Minkowski content of a segment. This gives a norm, but it does not seem to be known how the unit ball of the Minkowski content is related to the original unit ball. According to Gruber [27, 28] it is conjectured that the Minkowski content and the norm are proportional only for Euclidean spaces.
The isoperimetric problem also has higher-dimensional analogues. Here there are different solutions depending on how (n − 1)-dimensional measure ("area") is defined; see [57] .
In conclusion we note that since the norm/antinorm duality depends on an antisymmetric bilinear form, which is unique up to a scalar multiple only for a two-dimensional space, the phenomena discussed in this paper are in a certain sense essentially two-dimensional. One may speculate however that for certain normed space of even dimension symplectic forms may also bring out certain Euclidean features.
