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Abstract
Sequences produced by cellular automata (CA) are studied algebraically. A suitable
k-cell 90/150 CA over Fq generates a sequence of length q
k  1: The temporal sequence
of any cell of such a CA can be obtained by shifting the temporal sequence of any
other cell. We obtain a general algorithm to compute these relative shifts. This is
achieved by developing the proper algebraic framework for the study of CA
sequences.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Let q be a prime power and Fq be the ﬁnite ﬁeld of cardinality q: Consider the
following k  k matrix M:
Mij ¼
0 if ji  jj41;
ai if i ¼ j;
li if i ¼ j þ 1;
ui if i ¼ j  1;
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>>:
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where the constants a1;y; ak; l2;y; lk; u1;y; uk1 belong to f0; 1g: We consider
the entries of M to be elements of Fq: Let C
0AFkq\fð0;y; 0Þg and for tX1; deﬁne
Ct ¼ MCt1: Write Ct ¼ ðCt1;y; CtkÞ: Suppose the sequence of vectors C0; C1;y
has period qk  1: We study the following problem.
* Obtain an algorithm that given M will compute integers j2;y; jk such that Ct1 ¼
C
tþji
i for all tX0:
The above problem arises naturally in the context of VLSI applications of cellular
automata (CA). A CA is an array of cells where each cell can be in a particular state.
The set of all possible states is taken to be Fq: The collection of the states of all the
cells is said to be the state of the CA. At time t ¼ 0; the CA is put into an initial
state. For time t40; the state at time t is determined by the state at time t  1 as
described below.
Let C be a k-cell CA and let the state of cell i at time t be denoted by Cti ; 1pipk;
tX0: Then the state of C at time tX0 is Ct ¼ ðCt1;y; CtkÞ: The following determines
the next state evolution of C:
Cti ¼
a1C
t1
1 þ u1Ct12 if i ¼ 1;
liC
t1
i1 þ aiCt1i þ uiCt1iþ1 if 1oiok;
lkC
t1
k1 þ akCt1k if i ¼ k:
8><
>:
ð2Þ
The constants a1;y; ak; u1;y; uk1; l2;y; lk belong to f0; 1g:
One can deﬁne CA such that the constants ai’s, bj ’s and ck’s are in Fq:
For q ¼ 2; this coincides with our deﬁnition. The technique that we develop
later can also be used to tackle the more general deﬁnition. Note that the
transition rule can be different for different cells. This is usually required in
VLSI applications of CA. The more usual model for CA assumes the same
transition rule for all the cells. See [6] for a recent survey of the general theory
of CA.
The evolution of the state vector Ct can be described as
Ct ¼ MCt1; tX1; ð3Þ
where M is the matrix deﬁned in Eq. (1). The matrix M is called the state transition
matrix (STM) of C:
CA over F2 are used as hardware generators for built-in-self-test (BIST). For this
purpose, CA with maximum possible period 2k  1 are used and the state vectors
C0; C1; C2;y are used as the test vectors. This motivates the problem of studying
the relative shift between the sequences Cti and C
t
j for 1piojpk: This problem is
equivalent to the problem deﬁned before.
The problem was earlier studied by Bardell [1]. In [1], an operational method to
compute the shifts for a 6-cell CA was described. However, no algebraic justiﬁcation
or general algorithm was provided in [1]. In this paper, we approach the study of CA
sequences algebraically. We ﬁrst build the proper algebraic framework for the study
P. Sarkar / Finite Fields and Their Applications 9 (2003) 175–186176
of such sequences. Then we apply this theory to obtain a general algorithm for
computing the shifts in the CA sequences. This completely solves the problem
deﬁned before. Apart from the shift computing algorithm our work also throws new
light on the understanding of CA sequences.
2. Preliminaries
2.1. Homogenous linear recurring sequences
A sequence sn is said to be a kth order homogenous linear recurring sequence over
Fq ðHLRSðq; kÞÞ if
snþk ¼ ck1snþk1 þ ck2snþk2 þ?þ c0sn for n ¼ 0; 1;y; ð4Þ
where ck1; ck2;y; c0 are elements of Fq: The characteristic polynomial for the
sequence deﬁned in Eq. (4) is deﬁned to be the following polynomial in Fq½x:
f ðxÞ ¼ xk  ck1xk1  ck2xk2 ? c0: ð5Þ
The reciprocal polynomial f ðxÞAFq½x of f ðxÞ is deﬁned by f ðxÞ ¼ xkf ð1xÞ:
It is known [4, Theorem 6.7, p. 193] that the maximum possible period of an
HLRSðq; kÞ is qk  1: Sequences achieving this maximum value of period are of
fundamental importance in cryptology, computer science, and engineering. The
following result is an immediate consequence of [4, Theorem 6.28, p. 203].
Theorem 2.1. Let sn be an HLRSðq; kÞ and f ðxÞ be the characteristic polynomial
of sn: Then sn has maximum possible period q
k  1 iff f ðxÞ is primitive over Fq:
The generating function GðxÞ for a sequence sn is deﬁned to be the following formal
power series:
GðxÞ ¼ s0 þ s1x þ s2x2 þ?þ snxn þ? ¼
XN
n¼0
snx
n: ð6Þ
Let sn be an HLRSðq; kÞ with characteristic polynomial f ðxÞ and generating function
GðxÞ: Then from [4, Theorem 6.40, p. 211] we have
GðxÞ ¼ gðxÞ
f ðxÞ; where gðxÞ ¼ 
Xk1
j¼0
Xj
i¼0
ciþkjsixj: ð7Þ
The following two results are easy to prove and will be required later.
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Proposition 2.1. Let s0; s1;y be an HLRSðq; kÞ with period qk  1: For 0pipqk  2;
define Wi ¼ ðsi; siþ1;y; siþk1Þ: Then all the W 0i s are distinct and are all the nonzero
elements of Fkq :
Proposition 2.2. Let s0; s1;y be an HLRSðq; kÞ with primitive characteristic
polynomial f ðxÞ: Then the characteristic polynomial of the sequence
sqk1;y; s1; s0; sqk1;y; s1; s0;y is f ðxÞ:
2.2. Basic results
We present some preliminary results which will be required later.
Theorem 2.2. Let M be a k  k matrix over Fq and v0AFkq be such that v0að0;y; 0Þ:
For iX1; define vi ¼ Mvi1: Then the sequence
s ¼ v0; v1; v2;y
has period qk  1 iff the characteristic polynomial f ðxÞ of M is primitive over Fq:
Proof. If M is nonsingular, then ordðMÞ; the order of M in the general linear group
GLðk; qÞ is ﬁnite. For v a nonzero vector of Fkq ; deﬁne the order of v with respect to
M to be the least positive integer iv such that M
iv v ¼ v: If M has ﬁnite order, then
each nonzero vector v also has a ﬁnite order. Further, the orders iv divide ordðMÞ: In
fact, ordðMÞ ¼ lcmðiv1 ;y; ivqk1Þ; where v1;y; vqk1 are all the nonzero vectors of
Fkq : To see this, let l ¼ lcmðiv1 ;y; ivqk1Þ: Then for each vAFkq ; we have ðMl  IkÞv ¼
0; where Ik is the identity matrix of order k: Thus, the operator M
l  Ik annihilates
the whole of Fkq and hence M
l  Ik ¼ 0: Further, for any iol; there will be a v; such
that Mivav and so MiaIk: Thus, l is the order of M:
only if: Suppose s has period qk  1: Since v0 is a nonzero vector, the sequence s
contains all the nonzero elements of Fkq : Thus, the order of any nonzero vAF
k
q is
qk  1: Hence, the order of M is also qk  1: Let i be the least positive integer such
that f ðxÞ divides xi  1: Since f ðMÞ ¼ 0 (by Cayley–Hamilton theorem), this means
Mi  Ik ¼ 0: Since ordðMÞ ¼ qk  1; we have i ¼ qk  1: Hence f ðxÞ is primitive.
if: (This proof has been conveyed to the author by Barua [2].) For any nonzero
vAFkq ; deﬁne fvðxÞ; the minimal polynomial for v; to be the least degree monic
polynomial such that fvðMÞv ¼ 0: An easy application of the division algorithm
shows that fvðxÞ must in fact divide f ðxÞ: Since f ðxÞ is primitive, this implies,
fvðxÞ ¼ f ðxÞ for all nonzero vAFkq : Let r be the period of s: Then Mrv0 ¼ v0: But this
means the minimal polynomial for the v0 divides x
r  1: Since we have already
shown that the minimum polynomial for v0 is f ðxÞ which by hypothesis is primitive,
it follows that r ¼ qk  1: &
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Theorem 2.3. Let M be a k  k matrix over Fq and let v0AFkq ; v0að0;y; 0Þ: For iX1;
define vi ¼ Mvi1: Then the sequence v0; v1;y satisfies the recurrence
vnþl ¼ cl1vnþl1 þ cl2vnþl2 þ?þ c0vn
for all n ¼ 0; 1;y; where f ðxÞ ¼ xl  cl1xl1  cl2xl2 ? c0 is the minimal
polynomial for v0:
Proof. Since f ðxÞ is the minimal polynomial for v0; we have f ðMÞv0 ¼ 0: Thus,
vnþl  ðcl1vnþl1 þ?þ c0vnÞ ¼Mnþlv0  ðcl1Mnþl1v0 þ?þ c0Mnv0Þ
¼MnðMl  ðcl1Ml1 þ?þ c0IkÞÞv0
¼Mnf ðMÞv0
¼ 0: &
3. Cellular automata
There are two ways of looking at the evolution of a CA over time tX0: One can
study the evolution of the state vector Ct or the evolution of the individual cells Cti :
The two evolutions are connected. If the STM M is nonsingular then it is not
difﬁcult to see that the sequence of vectors C0; C1;y is periodic. Since each Ci is in
Fkq and M is a linear transformation of F
k
q into itself, the maximum possible period is
qk  1: The actual length of the period depends upon the initial vector C0: For
example, if C0 ¼ ð0;y; 0Þ; then the period of the sequence C0; C1;y is 1: On
the other hand, different nonzero values for C0 may lead to different values of the
period. By the period of a CA C we mean the maximum possible period for
the sequence C0; C1;y where the maximum is taken over all possible values of C0:
Theorem 3.1. If a k-cell CA C over Fq has period q
k  1; then the constants li and uj
defined in Eq. (2) must all be nonzero.
Proof. Suppose the li’s and uj’s are not all nonzero. Then either some li is zero or
some uj is zero. We consider only the ﬁrst case, the other being similar. Let r be such
that 2prpk and lr ¼ 0: Write C ¼ ðC1;y; Cr1; Cr;y; CkÞ and consider the cells
ðC1;y; Cr1Þ to be C1 and the cells ðCr;y; CkÞ to be C2: Since lr ¼ 0; the evolution
of C1 has no effect on the evolution of C2: This implies that the maximum possible
period for C2 is q
krþ1  1: On the other hand, the evolution of C2 can possibly
inﬂuence C1: Hence, the maximum possible period for C1 is q
r1: Thus, the
maximum possible period for C is qr1ðqkrþ1  1Þ ¼ qk  qr1pqk  qoqk  1:
This contradicts the fact that the period of C is qk  1: &
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We will be interested in CA with maximum period and hence in light of
Theorem 3.1, we will henceforth assume li ¼ uj ¼ 1 for all 2pipn and 1pjpn  1:
Then the matrix M becomes a tridiagonal matrix with both the lower and
upper subdiagonal equal to 1: If q ¼ 2; such a CA is called a 90/150 CA [11].
Following this convention we will call such a CA a 90/150 CA, even
if q42: Interestingly, for 90/150 CA and q ¼ 2; the set of strings a1yan
which makes the matrix M nonsingular turns out to be a regular set. See [8]
for a proof of this fact and also an exact enumeration of the set of such ‘‘reversible’’
strings.
Theorem 3.2. Let C be a k-cell 90=150 CA over Fq having STM M: Then the minimal
polynomial of M is equal to the characteristic polynomial of M:
Proof. Let f ðxÞ be the characteristic polynomial of M: From the Cayley–Hamilton
theorem, we know that the matrix M satisﬁes f ðxÞ: We show that M cannot satisfy
any polynomial of lesser degree. Let Mrij be the i; jth entry of the matrix M
r: Then it
is easy to prove by induction that Mr1;rþ1 ¼ 1 for 1prpk  1 and Mr1;j ¼ 0 for
j4r þ 1: Let pðxÞ be a polynomial of degree lok: By the observation above,
Ml1;lþ1 ¼ 1 and Mj1;lþ1 ¼ 0 for jol: But then the ð1; l þ 1Þth entry of pðMÞ is nonzero
and hence pðMÞa0: &
If f ðxÞ is the characteristic (resp. minimal) polynomial of the STM M of a CA C;
then we will simply say that C has characteristic (resp. minimal) polynomial f ðxÞ:
From Theorem 2.2, we obtain the following result.
Theorem 3.3. Let C be a k-cell CA over Fq: Then C has period q
k  1 iff the
characteristic polynomial f ðxÞ of C is primitive.
4. Cellular automata sequences
In this section, we concentrate on the study of the sequence Cti of a particular cell
of a CA. The ﬁrst result establishes the connection between Ct and Cti :
Theorem 4.1. Let C be a k-cell CA over Fq and C
0að0;y; 0Þ be the initial
configuration of C: Let the minimal polynomial of C0 be f ðxÞ: Then for all 1pipk; the
sequence Cti is an HLRSðq; kÞ whose characteristic polynomial is f ðxÞ:
Proof. Using Theorem 2.3 we obtain the fact that the sequence Ct satisﬁes a linear
recurrence whose characteristic polynomial is f ðxÞ: Since Ct ¼ ðCt1;y; CtkÞ; this
implies that each of the sequences Cti also satisﬁes the same recurrence. &
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We now concentrate on a 90/150 k-cell CA C over Fq having period q
k  1:
Theorems 3.2 and 3.3 imply that
* the minimal polynomial of C is equal to the characteristic polynomial f ðxÞ of C
and
* f ðxÞ is primitive.
Further, Theorem 4.1 shows that the sequence of values of any cell of C is an
HLRSðq; kÞ with characteristic polynomial f ðxÞ:
Theorem 4.2. Let C be a k-cell 90/150 CA over Fq with primitive characteristic
polynomial and C0að0;y; 0Þ: Then for any 1piojpk; there exists an integer r such
that Ctþrj ¼ Cti for all tX0:
Proof. Let f ðxÞ be the characteristic polynomial of C: Since f ðxÞ is primitive, the
minimal polynomial of C0 is also f ðxÞ: Hence by Theorem 4.1, both the sequences Cti
and Ctj are HLRSðq; kÞ with characteristic polynomial f ðxÞ: Using Theorem 2.1, we
obtain that the periods of Cti and C
t
j are q
k  1: Let W ¼ ðC0i ;y; Ck1i Þ: Using
Proposition 2.1 we get that there exists a minimum r such that W ¼ ðCrj ;y; Crþk1j Þ:
Since both Cti and C
t
j satisfy the same kth-order recurrence this immediately implies
that Crþtj ¼ Cti for all tX0: &
Remark. Note that if the characteristic polynomial of C is not primitive, then it is
not clear that in general Ctj can be obtained by shifting C
t
i :
Thus, when f ðxÞ is primitive, for any 1piojpk; the sequence Ctj can be obtained
from the sequence Cti by shifting the sequence C
t
i a certain number of places to the
right. We are interested in the shifts between Cti and C
t
j : For that it is sufﬁcient to
consider the shifts of Cti ; 2pipk with respect to Ct1:
Let GðxÞ be the generating function for the sequence Ct1: From Eq. (7), we get
GðxÞ ¼ gðxÞ
f ðxÞ; ð8Þ
where f ðxÞ is the reciprocal polynomial of f ðxÞ: For 1pipk; deﬁne
PiðxÞ ¼ C0i þ C1i x þ C2i x2 þ?þ Cq
k2
i x
qk2: ð9Þ
Let PðxÞ ¼ P1ðxÞ: We ﬁrst relate the polynomial PðxÞ to GðxÞ:
GðxÞ ¼C01 þ C11x þ C21x2 þ?þ Cq
k2
1 x
qk2 þ Cqk11 xq
k1 þ Cqk1 xq
k þ?
¼P1ðxÞ þ xqk1P1ðxÞ þ x2ðqk1ÞP1ðxÞ þ?
¼PðxÞð1þ xqk1 þ x2ðqk1Þ þ x3ðqk1Þ þ?Þ
¼ PðxÞ
1 xqk1: ð10Þ
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Here we use the fact that the period of Ct1 is q
k  1 and hence Ct1 ¼ Cq
k1þt
1 for all
tX0: Combining Eqs. (8) and (10) we get
PðxÞ
1 xqk1 ¼
gðxÞ
f ðxÞ: ð11Þ
Using Theorem 4.2, we can deﬁne integers j1 ¼ 0; j2;y; jk such that
PiðxÞ ¼ xji PðxÞ ðmod 1 xqk1Þ: ð12Þ
The integers j2;y; jk are the relative shifts of Ct2;y; C
t
k with respect to C
t
1:
The following result is important in obtaining an algorithm to compute
j2;y; jk:
Theorem 4.3. Let C be a 90/150 k-cell CA over Fq with characteristic polynomial f ðxÞ
which is primitive over Fq: Then
xjiðxai  1Þ þ xjiþ1þ1  0 mod f ðxÞ if i ¼ 1;
xji1þ1 þ xjiðxai  1Þ þ xjiþ1þ1  0 mod f ðxÞ if 1oiok;
xji1þ1 þ xjiðxai  1Þ  0 mod f ðxÞ if i ¼ k:
ð13Þ
Proof. From Eq. (2) we obtain
P1ðxÞ  xða1P1ðxÞ þ P2ðxÞÞ mod ð1 xqk1Þ;
P2ðxÞ  xðP1ðxÞ þ a2P2ðxÞ þ P3ðxÞÞ mod ð1 xqk1Þ;
? ? ? ?;
Pk1ðxÞ  xðPk2ðxÞ þ ak1Pk1ðxÞ þ PkðxÞÞ mod ð1 xqk1Þ;
PkðxÞ  xðPk1ðxÞ þ akPkðxÞÞ mod ð1 xqk1Þ:
Let P ¼ ðP1ðxÞ;y; PkðxÞÞ: Then the above equations can be represented as
xMPT  PT mod ð1 xqk1Þ;
where PT is the transpose of P and M is the STM of C: This gives
ðxM  IkÞPT  0 mod ð1 xqk1Þ:
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Now P ¼ ðP1ðxÞ;y; PkðxÞÞ ¼ ðxj1PðxÞ;y; xjk PðxÞÞ ¼ ðxj1 ;y; xjkÞPðxÞ: Thus, we
can write
ðxM  IkÞðxj1 ;y; xjkÞT PðxÞ  0 mod ð1 xqk1Þ:
Thus, there exist polynomials p1ðxÞ;y; pkðxÞ such that
ðxM  IkÞðxj1 ;y; xjkÞT PðxÞ ¼ ðp1ðxÞ;y; pkðxÞÞTð1 xqk1Þ:
This gives
ðxM  IkÞðxj1 ;y; xjkÞT PðxÞð1 xqk1Þ ¼ ðp1ðxÞ;y; pkðxÞÞ
T :
Using Eq. (11), we get
ðxM  IkÞðxj1 ;y; xjkÞT gðxÞ
f ðxÞ ¼ ðp1ðxÞ;y; pkðxÞÞ
T :
From this, we obtain
ðxM  IkÞðxj1 ;y; xjkÞT gðxÞ  0 mod f ðxÞ:
Since f ðxÞ is primitive, so is f ðxÞ: The degree of gðxÞ is less than k and
hence gðxÞ has a unique inverse eðxÞmodulo f ðxÞ: Multiplying both sides by eðxÞ
we obtain
ðxM  IkÞðxj1 ;y; xjkÞT  0 mod f ðxÞ:
Expanding the matrix congruence we obtain the required result. &
5. Algorithm to compute shifts
Based on Theorem 4.3 we now develop an algorithm to compute the shifts in a
given CA. We will be working over Fq and modulo f
ðxÞ; which is primitive of degree
k over Fq: The equations in (13) have to be solved for j2;y; jk: Since f ðxÞ is
primitive, the polynomials xi mod f ðxÞ are all distinct for 0pipqk  2: In fact these
polynomials form the multiplicative group of the ﬁnite ﬁeld Fqk : Thus, given any
nonzero polynomial pðxÞ of degree at most k  1; there is a unique i ðmodulo qk  1)
such that pðxÞ  xi mod f ðxÞ: A close inspection of the equations in (13) reveal that
we will have to repeatedly solve equations of this kind. For this we need an explicit
representation of the ﬁnite ﬁeld Fqk modulo f
ðxÞ: In fact, we will use two
representations of this ﬁeld as we explain below.
Let pow½0;y; qk  2 be an array of length qk  1 such that pow½i  xi mod f ðxÞ:
Given i; this will allow us to retrieve the polynomial xi mod f ðxÞ in constant time.
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However, we also want to do the converse, i.e., given a nonzero polynomial pðxÞ of
degree at most k  1; we want to ﬁnd the unique integer i ðmodulo qk  1) such that
pðxÞ  xi mod f ðxÞ: Let s : Fq-f0;y; q  1g be a bijection. Then given any
polynomial pðxÞ of degree at most k  1; it can be uniquely coded by an integer in
the set f0;y; qk  1g as follows. Let pðxÞ ¼ ck1xk1 þ?þ c1x þ c0: Then
sðpðxÞÞ ¼ sðck1Þqk1 þ?þ sðc1Þq þ sðc0Þ: Conversely, given any integer i in the
set f0;y; qk  1g; there is a unique polynomial pðxÞ; denoted by s1ðiÞ such that
sðpðxÞÞ ¼ i: We deﬁne an array rev½1;y; qk  1; where s1ðiÞ  xrev½i mod f ðxÞ;
1pipqk  1: The arrays pow½  and rev½  can be constructed simultaneously as
follows:
1. temp ¼ 1; pow½0 ¼ 1; rev½sð1Þ ¼ 0:
2. for i ¼ 1 to qk  2 do
* temp ¼ x  temp ðmod f ðxÞÞ:
* pow½i ¼ temp:
* rev½sðtempÞ ¼ i:
3. enddo
The time taken to prepare the arrays is OðkqkÞ: This is the most time-consuming
part of the entire algorithm. We now present the algorithm to compute the numbers
j2;y; jk:
1. input: (1) the string ða1;y; akÞ and (2) the polynomial f ðxÞ:
2. j1 ¼ 0; j2 ¼ rev½sðxa1  1Þ  1:
3. for i ¼ 2 to k  1 do
* t1ðxÞ ¼ pow½ji1 þ 1; t2ðxÞ ¼ ðxai  1Þ  pow½ji ðmod f ðxÞÞ:
* tðxÞ ¼ t1ðxÞ þ t2ðxÞmod f ðxÞÞ:
* jiþ1 ¼ rev½sðtðxÞÞ  1:
4. enddo
The correctness of the algorithm follows from Theorem 4.3 and the time taken by
the algorithm is Oðk2Þ: Thus, the total time taken to prepare the arrays and ﬁnd all
the shifts is Oðkqk þ k2Þ: The total storage space required is OðkqkÞ:
In the above algorithm, we construct the entire ﬁnite ﬁeld Fqk : This takes
time OðqkÞ: Strictly speaking, this is not required. The actual requirement is
the following. Given a polynomial pðxÞ of degree less than k; we have to ﬁnd
an i (0pipqk  2) such that xi  pðxÞmod f ðxÞ: This is exactly the discrete
logarithm problem over Fqk : Unfortunately, there is no known efﬁcient algorithm for
this problem. However, if the ﬁeld size is not too large, then there are some
algorithms that perform well in practice. For example if q ¼ 2 and kp50; then
Shank’s algorithm can be used to solve this problem. See [9] for a description of
Shank’s algorithm.
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6. Concluding remarks
When q ¼ 2; it is possible to obtain the string a1yak from the polynomial f ðxÞ:
An algorithm to do this was described by Tezuka and Fushimi [10] based on a result
by Mesirov and Sweet [5]. Given a degree k irreducible polynomial f ðxÞ over F2;
there are at most two distinct k-cell CA whose characteristic polynomial is f ðxÞ: The
two CA are described by either the string a1yak or the string akya1:
We have implemented the algorithm by Tezuka and Fushimi [10] and the
algorithm in Section 4. Thus given a primitive polynomial f ðxÞ of degree k over F2;
we obtain the k-cell CA and then compute the shifts of the output sequences of the
cells. We provide a small example of a degree 16 primitive polynomial over F2:
Example. Let f ðxÞ ¼ x16 þ x5 þ x3 þ x2 þ 1: The algorithm of Tezuka and Fushimi
[10] determines the values of a1ya16 to be either 0001001001111000 or
0001111001001000: The values of the shifts (i.e., j1;y; j16) in the ﬁrst case are the
following: (In the second case, the shifts are simply obtained by reading the values in
the opposite direction.)
0; 65 534; 8108; 65 532; 3385; 48 804; 56 397; 3945; 43 509; 63 038; 208; 4960; 1572;
9683; 1574; 1575:
The period of all the sequences Ct1;y; C
t
16 is 2
16  1 ¼ 65 535: Hence, a shift of
65 532 can be thought of as a shift of 3 in the reverse direction.
As mentioned in the Introduction, one possible application of CA sequences is in
BIST applications. Another application of such sequences have recently been
pointed out in the design of secure stream ciphers [7]. This application is based on the
fact that it is possible to choose a subset of the CA sequences such that the shift
between any two sequences of the subset is exponentially large in the length of the
CA. This property helps in avoiding certain kinds of weaknesses of stream ciphers.
See [7] for details.
In an earlier work, Bardell [1] had provided an example of computing shifts in 90/
150 CA sequences over F2: In Bardell’s example, a 6-cell 90/150 CA with a1ya6 ¼
100 000 was considered. The characteristic polynomial is f ðxÞ ¼ x6 þ x5 þ x4 þ x þ
1 which is primitive over F2: The shifts were computed to be 0; 39; 35; 47; 33; 32: On
the other hand, the values of the shifts computed for Bardell’s example by our
algorithm is 0; 24; 28; 16; 30; 31: Note that from the second shift onward the sum of
Bardell’s shift and our shift is equal to 63 ¼ 26  1; which is equal to the period of
the sequences. Thus, Bardell’s shifts and our shifts are actually obtained in opposite
directions. The reason for this is the following. In the computation, Bardell works
modulo f ðxÞ; whereas we work modulo f ðxÞ: From Proposition 2.2, we know that
if f ðxÞ is the characteristic polynomial of s0; s1;y; s2k1;y; then the characteristic
polynomial of the sequence s2k1;y; s1; s0; s2k1;y; s1; s0;y is f ðxÞ: This explains
why Bardell obtained the reverse shifts. The difference is minor, but the use of
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reciprocal polynomial comes out very naturally from the algebraic theory that we
have developed. We note that no such theory was provided in [1].
To the best of our knowledge, no CA design algorithm is known for q42: This
question is connected to the orthogonal multiplicity of polynomials in ﬁelds Fq with
qa2 (see [3]). Computational results from [3] suggest that for each degree k primitive
polynomial f ðxÞ over Fq it is possible to construct a CA whose characteristic
polynomial is f ðxÞ: It is not clear that such a CA will necessarily be a 90/150 CA as
we have deﬁned. However, the ui’s and the lj’s in Eq. (2) must necessarily be nonzero
(see Theorem 3.1). We conjecture that for given a primitive polynomial f ðxÞ over Fq;
it is in fact possible to construct a 90/150 CA having f ðxÞ as its characteristic
polynomial.
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