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Abstract
We consider a certain subclass of self-adjoint extensions of the symmetric operator
−∆|C∞0
(
R− {S}), where S ⊂ R,
that correspond formally to perturbations of the Laplacian by potentials involving the δ-potential. We
show that these extensions can be approximated in the strong resolvent sense by smooth perturbations
of the Laplacian when S is both a finite and infinite subset of R. Also, we show that the operator in
the finitely-many potential case approaches the operator in the infinitely-many potential case as the
number of potentials approaches infinity. These results extend and unify what has previously been
known about smooth approximations of point interactions in one dimension.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The operators that are the main focus of this paper arise as self-adjoint extensions of
a symmetric operator A that include the point interactions in one dimension (cf. [2,5,7]).
These operators are of mathematical interest because the corresponding models are solv-
able, to the extent that their resolvents and spectra may be explicitly calculated, and in
addition, they approximate more realistic models that may be seen empirically. From the
physical perspective, there has been considerable interest in point interactions since the
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W.B. Huddell III, R.J. Hughes / J. Math. Anal. Appl. 282 (2003) 512–530 5131930’s, with the work of Kronig and Penney on crystal lattices (cf. [14]) and, much more
recently, with the work of Šeba on quantum billiards (cf. [18]).
One of the widely-studied problems in this context is the approximation of these opera-
tors in various operator topologies. Here, we restrict our attention to one dimension, where
there is a four-parameter family of self-adjoint extensions that includes the formal opera-
tors −∆+ zδ and −∆+ zδ′, as well as the Fermi pseudo-potentials (cf. [17]). Although
in dimensions two and three there is only a one-parameter family of extensions, the ap-
proximation question is nonetheless complex, with interesting approximations, including
nonlocal ones (cf. [2,18]). Intuitively, since δ may be viewed as a limit of smooth functions
in the distribution sense, it is natural to expect that −∆+ zδ may be approximated in a
suitable sense by −∆+zhn, where hn are smooth functions such that hn → δ. The approx-
imation question has been answered for the δ-potential in the finitely- and infinitely-many
center cases (cf. [2, II.2.2, III.1.2]). Recently, the long-standing question of approximation
of the δ′-potential was settled formally by Cheon and Shigehara (cf. [4]), and then in a
rigorous fashion by Albeverio and Nizhnik (cf. [1]), and Exner et al. (cf. [8]). The approx-
imation question was answered for a wide subclass of point interactions, described below,
in the one-center case in [5]. The main goal of our work is the extension of the results in [5]
to the case of finitely- and infinitely-many centers in the nonrelativistic setting. In a future
work, we will consider the relativistic case (cf. [3,11,12]).
From the theory of self-adjoint extensions (cf. [16]), it follows that the symmetric op-
erator A= −∆|C∞0 (R − {0}) on L2(R) has deficiency indices (2,2), and hence there is
a four-parameter family of self-adjoint extensions. The class of these extensions, denoted
Lα,β,γ,δ, are those whose domains satisfy the boundary conditions
f (0+)= αf (0−)+ βf ′(0−), f ′(0+)= γf (0−)+ δf ′(0−), (1)
where α = aω, β = bω, γ = dω, and δ = dω, ω is a complex number of norm one and
a, b, c, d are real numbers such that ad − bc = 1 (cf. [17]). These last conditions guar-
antee the self-adjointness of the operator. The domains of these extensions consist of all
H 2(R− {0}) functions satisfying (1), and the corresponding operator is Lα,β,γ,δφ =−φ′′.
These extensions are studied in depth in [5] and [10], where we calculated the Cayley
transform parameterization for this entire class of operators.
In Section 2, we review the one-center results from [5], and in Section 3, we introduce
the finitely-many center case. Our main focus is a class of self-adjoint extensions of A=
−∆|C∞0 (R− {x1, . . . , xk}), which we shall denote Lr,s,z. These operators (which include
the case −∆ +∑ki=1 ziδ(x − xi)) belong to the many-centered incarnation of the class
Lα,β,γ,δ above, with boundary conditions
f
(
x+i
)= αif (x−i )+ βif ′(x−i ), f ′(x+i )= γif (x−i )+ δif ′(x−i ),
i = 1, . . . , k. We introduce a sequence of approximating operators Lr,s,z,n with smooth
potentials and show that in the case that r = s, Lr,r,z,n converges to Lr,r,z in the strong
resolvent sense. While this class does not include the δ- or δ′-potentials, we have already
pointed out that the problem has been solved in those cases (cf. [2, II.2.2, III.1.2] and
[1,4,8]).
In Section 4, we introduce the infinitely-many centered version of Lr,s,z with centers
precisely Z, and its smooth approximationLr,s,z,n. We then prove strong resolvent conver-
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with k-centers, converges to Lr,s,z, with infinitely-many centers.
2. Singular perturbations of the Laplacian
We now introduce the specific operators that are the focus of this paper. First, we explore
in depth the “one-center” case, and then in Section 3 generalize to finitely-many centers.
We begin with the construction of Lr,s,z, a subclass of the above extensions of A that
consists, at least in a formal sense, of perturbations of −∆ by distributions. In [5], these
extensions are approximated by bona fide perturbations of −∆ by smooth potentials. First,
to motivate the definition, consider the formal operator Tz = d/dx + zδ, where z ∈ C.
As there is some difficulty in defining Tz, Segal [19] proposed the following definition:
Tz = e−zH(x)(d/dx)ezH(x), where H is the Heaviside function and D(Tz)= {φ ∈ L2(R) |
ezHφ ∈H 1(R)}. Tz is then a closed operator, and we see that in the event H is a smooth
function, then Tz = d/dx + zH ′. Consequently, a reasonable interpretation of Tz when H
is the Heaviside function is d/dx + zδ (in [5], there is a discussion of renormalization of
the coupling constant).
Now consider the operators Tz,n = e−zHn(x)(d/dx)ezHn(x), where z ∈C,
Hn(x)=
x∫
−∞
hn(y) dy, (2)
and {hn} are smooth, nonnegative functions with supp(hn)⊂ [0,1/n], and
∫∞
−∞ hn(x) dx= 1.
Let D(Tn) = H 1(R), and for φ ∈ D(Tn), Tz,nφ(x) = e−zHn(x)(d/dx)ezHn(x)φ(x) =
φ′(x) + zH ′n(x)φ(x). It is easy to see that Tz,n → Tz in the sense of strong group, and
hence strong resolvent convergence (cf. [5]).
Since we are interested in extensions of A, we considerLr,z = (Tz+rI)∗(Tz+rI)−r2I
for r ∈ R, z ∈ C. Clearly, Lr,z is self-adjoint, and is an extension of A. The following
theorem is proved in [5].
Theorem A [5, Theorem 5.1]. Given r ∈ R and z ∈ C, the sequence of operators Lr,z,n
converges to Lr,z in the strong resolvent sense, where Lr,z,n = (r + Tz,n)∗(r + Tz,n)− r2I
and Tr,z,n = e−zHn(x)(d/dx)ezHn(x) with Hn(x) defined by (2).
A slightly broader class of operators, defined in [6], is obtained by considering
Lr,s,z =
(
Tz + rH(x)+ sH(−x)
)∗(
Tz + rH(x)+ sH(−x)
)
− r2H(x)− s2H(−x),
where r, s ∈ R. The importance of this class is that it includes the class Lr,z, as well as
−∆ + cδ; note that these operators are all self-adjoint, and that Lr,s,z = Lα,β,γ,δ with
α = e−z, β = 0, γ = ez¯s − e−zr , and δ = ez¯. Of course, Lr,s,z = T ∗z Tz if r = s = 0, and
Lr,s,z =−∆+ cδ if z= 0 and c = s − r . In the event r = s, we obtain the operators Lr,z.
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“centers.”
3. Smooth approximations—finitely-many potentials
We consider the operator
A=−∆|C∞0
(
R− {x1, x2, . . . , xk}
)
, where {x1, x2, . . . , xk} ⊂ R, k ∈ Z+.
A is symmetric and has deficiency indices (2k,2k) with eiη|x−xi |, sgn(x − xi)eiη|x−xi |,
i = 1, . . . , k, as a basis for the deficiency subspaces, where η = eiπ/4. Moreover, A∗φ =
−φ′′ with D(A∗)=H 2(R− {x1, x2, . . . , xk}).
As in the one-center case, there is a 4k2-parameter family of self-adjoint extensions
of A; as above, we define a family of operators Lα,β,γ,δ =−φ′′ with
D(Lα,β,γ,δ)=
{
φ ∈H 2(R− {x1, . . . , xk}) ∣∣ φ(x+i )= αiφ(x−i )+ βiφ′(x−i ),
φ′
(
x+i
)= γiφ(x−i )+ δiφ′(x−i )},
where α = {α1, . . . , αk} ⊂ C, and similarly for β , γ , and δ; αi = aiωi , βi = biωi , γi =
ciωi , δi = diωi , ai, bi, ci, di ∈ R, aidi − bici = 1, ωi ∈ C, |ωi | = 1 for i = 1, . . . , k.
First, we extend Tz to an operator that formally corresponds to Tz = d/dx+∑ki=0(zi ×
δi(x − xi)), where z = {z1, z2, . . . , zk} ⊂ C. We will write Tz rather than Tz1,z2,...,zk for
convenience.
As in the one-center case, Tz will be defined as Tz = e−
∑k
i=1 ziHi (x)(d/dx)e
∑k
i=1 ziHi (x),
where Hi(x)=H(x − xi) is just a translated Heaviside function
Hi(x)=
{
0, x ∈ (−∞, xi),
1, x ∈ [xi,∞),
i = 1, . . . , k, and D(Tz) = {φ ∈ L2(R) | e
∑k
i=1 Hi(x)φ(x) ∈ H 1(R)}. The adjoint of Tz is
T ∗z = −e
∑k
i=1 z¯iHi (x)(d/dx)e−
∑k
i=1 z¯iHi (x), and D(T ∗) = {φ ∈ L2(R) | e−
∑k
i=1 z¯iHi (x)φ ∈
H 1(R)}.
We now define Lr,s,z by
Lr,s,z =
[
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)]∗[
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)]
−
[
k∑
i=1
riHi(x)+ siHi−(x)
]2
,
where r = {r1, r2, . . . , rk}, s = {s1, s2, . . . , sk} ⊂ R, Hi−(x)= H(xi − x) is the translated
Heaviside, rotated about the line x = xi , and
D(Lr,s,z)=
{
φ ∈D(Tz)
∣∣∣
[
Tz +
k∑(
riHi(x)+ siHi−(x)
)]
φ ∈D(T ∗z )
}
.i=1
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boundary conditions.
Theorem 3.1. Lr,s,z = Lα,β,γ,δ with
αj = e−zj , βj = 0,
γj =
[
ez¯j
(
j−1∑
i=1
ri +
k∑
i=j
si
)
− e−zj
(
j∑
i=1
ri +
k∑
i=j+1
si
)]
, and δj = ez¯j ;
that is,
D(Lr,s,z)=
{
φ ∈H 2(R− {x1, x2, . . . , xk}) ∣∣∣ φ(x+j )= e−zj φ(x−j ),
φ′
(
x+j
)=
[
ez¯j
(
j−1∑
i=1
ri +
k∑
i=j
si
)
− e−zj
(
j∑
i=1
ri +
k∑
i=j+1
si
)]
φ
(
x−j
)+ ez¯j φ′(x−j )
}
,
and for φ ∈D(Lr,s,z), Lr,s,zφ =−φ′′.
Proof. Now,
φ ∈D(Lr,s,z)=D
([
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)]∗
×
[
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)])
if and only if φ ∈D(Tz) and[
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)]
φ
∈D
([
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)]∗)=D(T ∗z ). (3)
Since φ ∈D(Tz), e
∑k
i=1 ziHi(x)φ(x) = ψ(x) ∈ H 1(R). Thus, φ(x) = e−
∑k
i=1 ziHi(x)ψ(x),
so
φ
(
x+j
)= e−∑ji=1 ziψ(x+j ) and φ(x−j )= e−∑j−1i=1 ziψ(x−j )
for j = 1, . . . , k. Since ψ ∈H 1(R), ψ(x+j )=ψ(x−j ). This yields the boundary conditions
φ
(
x+j
)= e−zj φ(x−j ) (4)
for all j = 1,2, . . . , k.
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the fact that H ′i (x)= 0 for x = xi ,[
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)]
φ(x)
= e−
∑k
i=1 ziHi (x) d
dx
(
e
∑k
i=1 ziHi (x)φ(x)
)+ k∑
i=1
(
riHi(x)+ siHi−(x)
)
φ(x)
= e−
∑k
i=1 ziHi (x)
(
k∑
i=1
ziH
′
i (x)e
∑k
i=1 ziHi(x)φ(x)+ e
∑k
i=1 ziHi(x)φ′(x)
)
+
k∑
i=1
(
riHi(x)+ siHi−(x)
)
φ(x)
= φ′(x)+
k∑
i=1
(
riHi(x)+ siHi−(x)
)
φ(x).
Since φ(x)= e−
∑k
i=1 ziHi (x)ψ(x), and ψ ∈H 1(R), we have
φ′(x)=−
k∑
i=1
ziH
′
i (x)e
−∑ki=1 ziHi(x)ψ(x)+ e−∑ki=1 ziHi (x)ψ ′(x)
= e−
∑k
i=1 ziHi(x)ψ ′(x).
Thus
φ′(x)+
k∑
i=1
(
riHi(x)+ siHi−
)
φ(x)
= e−
∑k
i=1 ziHi (x)ψ ′(x)+
k∑
i=1
(
riHi(x)+ siHi−(x)
)
φ(x).
Since[
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)]
φ(x) ∈D(T ∗z )
= {φ ∈L2(R) ∣∣ e−∑ki=1 z¯iHi (x)φ ∈H 1(R)},
we have
e−
∑k
i=1 z¯iHi (x)
[
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)]
φ(x)
= e−
∑k
i=1 z¯iHi (x)
[
e−
∑k
i=1 ziHi (x)ψ ′(x)+
k∑(
riHi(x)+ siHi−(x)
)
φ(x)
]
= θ(x)i=1
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e−
∑k
i=1 ziHi (x)ψ ′(x)+
k∑
i=1
(
riHi(x)+ siHi−(x)
)
φ(x)= e
∑k
i=1 z¯iHi(x)θ(x).
So for each j , we find that
e−
∑j
i=1 ziψ ′
(
x+j
)+
(
j∑
i=1
ri +
k∑
i=j+1
si
)
φ
(
x+j
)= e∑ji=1 z¯i θ(x+j ) (5)
and
e−
∑j−1
i=1 ziψ ′
(
x−j
)+
(
j−1∑
i=1
ri +
k∑
i=j
si
)
φ
(
x−j
)= e∑j−1i=1 z¯i θ(x−j ). (6)
Now, θ ∈ H 1(R) implies that θ(x+j ) = θ(x−j ). Since ψ(x) = e
∑k
i=1 ziHi (x)φ(x) and
H ′i (x)= 0 for x = xi , we have
ψ ′
(
x+j
)= e∑ji=1 zi φ′(x+j ) and ψ ′(x−j )= e∑j−1i=1 zi φ′(x−j ).
Substituting into (5) and (6), we obtain
φ′
(
x+j
)+
(
j∑
i=1
ri +
k∑
i=j+1
si
)
φ
(
x+j
)= ez¯j
[
φ′
(
x−j
)+
(
j−1∑
i=1
ri +
k∑
i=j
si
)
φ
(
x−j
)]
.
Combining this result with (11) gives the boundary condition
φ′
(
x+j
)=
[
ez¯j
(
j−1∑
i=1
ri +
k∑
i=j
si
)
− e−zj
(
j∑
i=1
ri +
k∑
i=j+1
si
)]
φ
(
x−j
)+ ez¯j φ′(x−j ).
Moreover, φ ∈ H 2(R − {x1, . . . , xk}), for φ(x) = e−
∑k
i=1 ziHi(x)ψ(x), with ψ ∈ H 1(R),
so we see that ψ ′ ∈H 1(R− {x1, . . . , xk}). Therefore φ ∈H 2(R− {x1, . . . , xk}). Thus, we
have shown that
D(Lr,s,z)⊂
{
φ ∈H 2(R− {x1, x2, . . . , xk}) ∣∣∣ φ(x+j )= e−zj φ(x−j ),
φ′
(
x+j
)=
[
ez¯j
(
j−1∑
i=1
ri +
k∑
i=j
si
)
− e−zj
(
j∑
i=1
ri +
k∑
i=j+1
si
)]
φ
(
x−j
)
+ ez¯j φ′(x−j ), j = 1, . . . , k
}
.
It remains to show that, for φ ∈D(Lr,s,z), Lr,s,zφ = −φ′′. Let φ be so defined. Then,
for x = xi ,
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[
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)]∗
×
[
Tz +
k∑
i=1
(
riHi(x)+ siHi−(x)
)]
φ(x)
−
[
k∑
i=1
(
riHi(x)+ siHi−(x)
)]2
φ(x)
= T ∗z Tzφ(x)+ T ∗z
[
k∑
i=1
(
riHi(x)+ siHi−(x)
)]
φ(x)
+
[
k∑
i=1
(
riHi(x)+ siHi−(x)
)]
Tzφ(x)
=
(
e
∑k
i=1 z¯iHi,n
(
− d
dx
)
e−
∑k
i=1 z¯iHi,ne−
∑k
i=1 ziHi,n d
dx
e
∑k
i=1 ziHi,nφ(x)
)
+ e
∑k
i=1 z¯iHi,n
(
− d
dx
)
e−
∑k
i=1 z¯iHi,n
[
k∑
i=1
(
riHi(x)+ siHi−(x)
)]
φ(x)
+
[
k∑
i=1
(
riHi(x)+ siHi−(x)
)]
e−
∑k
i=1 ziHi,n d
dx
e
∑k
i=1 ziHi,nφ(x)
=−φ′′(x)−
k∑
i=1
(
riHi(x)+ siHi−(x)
)
φ′(x)
+
k∑
i=1
(
riHi(x)+ siHi−(x)
)
φ′(x)
=−φ′′(x),
since all derivatives of Hi vanish away from xi for all i . Thus Lr,s,zφ =−φ′′ and Lr,s,z ⊂
Lα,β,γ,δ, so the two are equal. ✷
We now return to the problem of smooth approximations. In [5, Theorem 5.1], it is
shown that the subclass of operators Lr,z can be approximated in the sense of strong resol-
vent convergence by perturbations of the Laplacian by smooth potentials in the one-center
case. In this section, we show that this result can be extended to the case of finitely-many
centers (Theorem 3.2). We note that when ri = si for all i ,
k∑
i=1
(
riHi(x)+ siHi−(x)
)= k∑
i=1
(
riHi(x)+ riHi−(x)
)= k∑
i=1
riI.
This sum will be denoted simply by rI . The domain of Lr,z in this special case is given by
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{
φ ∈H 2(R− {x1, x2, . . . , xk}) ∣∣ φ(x+j )= e−zj φ(x−j ),
φ′
(
x+j
)= [rez¯j − re−zj ]φ(x−j )+ ez¯j φ′(x−j ), j = 1, . . . , k}.
For the approximating operators, define Tz,n = e−
∑k
i=1 ziHi,n(x)(d/dx)e
∑k
i=1 ziHi,n(x),
where Hi,n(x) =
∫ x
−∞ hi,n(y) dy with hi,n absolutely continuous, nonnegative functions
with support in [xi, xi + 1/n], such that
∫∞
−∞ hi,n(x) dx = 1 for each i, n.
We define Lr,z,n = [Tz,n+ rI ]∗[Tz,n + rI ] − r2I. We note that
Lr,s,z,n =
[
−e
∑k
i=1 z¯iHi,n d
dx
e−
∑k
i=1 z¯iHi,n + rI
][
e−
∑k
i=1 ziHi,n d
dx
e
∑k
i=1 ziHi,n + rI
]
− r2I
and that D(Lr,z,n)=H 2(R).
Theorem 3.2. Given r = {r1, . . . , rk} ⊂ R, z= {z1, . . . , zk} ⊂ C, the sequence of operators
Lr,z,n converges to Lr,z in the strong resolvent sense.
Before we prove Theorem 3.2, we will need the following result, whose straightforward
proof we omit.
Lemma 3.3. e−
∑k
i=1 ziHi,n(x) converges to e−
∑k
i=1 ziHi (x) in the strong operator topology.
In addition, e
∑k
i=1 ziHi,n(x) converges to e
∑k
i=1 ziHi (x) in the strong operator topology.
Proof of Theorem 3.2. We will prove the theorem by considering two cases. In the first
case, we assume that r = 0, (i.e., at least one ri = 0) and in the second that r = 0. In both
cases, however, we will employ some of the theory of strongly continuous semigroups
(cf. [9]). The operator Tz generates a strongly continuous one-parameter group of operators
on L2(R) given by etTz = e−
∑k
i=1 ziHi(x)etDe
∑k
i=1 ziHi (x), where etD =Ut is the translation
group on L2(R) generated by D = d/dx with Dom(D) = H 1(R) [13, Example IX.1.9].
That is, for φ ∈ L2(R),
(etTzφ)(x)= (e−∑ki=1 ziHi(x)etDe∑ki=1 ziHi (x)φ)(x)
= e−
∑k
i=1 ziHi (x)e
∑k
i=1 ziHi(x+t )φ(x + t)
= e[
∑k
i=1 ziHi (x+t )−
∑k
i=1 ziHi(x)]φ(x + t).
Now
‖etTzφ‖ ∥∥e−∑ki=1 ziHi (x)∥∥‖etD‖∥∥e∑ki=1 ziHi(x)φ∥∥ e2|∑ki=1 Re zi |‖φ‖,
where ‖e−
∑k
i=1 ziHi‖ denotes the operator norm of the multiplication operator e
∑k
i=1 ziHi (x)
.
Thus ‖etTzφ‖ e2|
∑k
i=1 Re zi |‖φ‖, and so for all t > 0, ‖etTz‖ e2|
∑k
i=1 Re zi |.
The resolvent of Tz can be written as the Laplace transform of the semigroup etTz ,
(λ+ Tz)−1f =
∫∞
eλtetTzf dt for f ∈L2(R) (cf. [9, Theorem VIII.2]). Thus0
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∞∫
0
|e−λt |‖etTzf ‖dt
 e2|
∑k
i=1 Re zi |‖f ‖
∞∫
0
|e−(Reλ)t |dt = e2|
∑k
i=0 Re zi |‖f ‖ 1|Reλ| ,
so that ‖(λ+ Tz)−1‖ e2|
∑k
i=1 Re zi |/|Reλ| for Reλ = 0.
Recall that T ∗z =−e
∑k
i=1 z¯iHi (x)(d/dx)e−
∑k
i=1 z¯iHi(x) =−T−z¯. So, by a similar process,
we derive the same estimates for etT ∗z and ‖(λ+ T ∗z )−1‖: ‖etT ∗z ‖ e2|
∑k
i=1 Re zi |, and thus
‖(λ+ T ∗z )−1‖ e2|
∑k
i=1 Rezi |/|Reλ|.
Since etTz,n = e−
∑k
i=1 ziHi,netDe
∑k
i=1 ziHi,n , again, ‖etTz,n‖  e2|
∑k
i=1 Re zi | and ‖(λ +
Tz,n)
−1‖ e2|
∑k
i=1 Re zi |/|Reλ| and similarly for etT ∗z,n and (λ+ T ∗z,n)−1.
Now, let φ ∈L2(R); then∥∥e−∑ki=1 ziHi,netDe∑ki=1 ziHi,nφ − e−∑ki=1 ziHi etDe∑ki=1 ziHiφ∥∥

∥∥e−∑ki=1 ziHi,n etDe∑ki=1 ziHi,nφ − e−∑ki=1 ziHi,netDe∑ki=1 ziHi φ∥∥
+ ∥∥e−∑ki=1 ziHi,netDe∑ki=1 ziHi φ − e−∑ki=1 ziHi etDe∑ki=1 ziHiφ∥∥

∥∥e−∑ki=1 ziHi,n∥∥‖etD‖∥∥e∑ki=1 ziHi,nφ − e∑ki=1 ziHi φ∥∥
+ ∥∥e−∑ki=1 ziHi,n(etDe∑ki=1 ziHiφ)− e−∑ki=1 ziHi (etDe∑ki=1 ziHi φ)∥∥
 e2|
∑k
i=1 Re zi |∥∥e∑ki=1 ziHi,nφ − e∑ki=1 ziHiφ∥∥
+ ∥∥e−∑ki=1 ziHi,n(etDe∑ki=1 ziHiφ)− e−∑ki=1 ziHi (etDe∑ki=1 ziHi φ)∥∥.
By Lemma 3.3, it follows that s − limn→∞ etTz,n = etTz for all t ∈ R. We have already
shown that the semigroups generated by Tz and Tz,n are uniformly bounded by e2|
∑k
i=1 Re zi |
and thus satisfy the hypothesis of [13, Theorem IX.2.16]. This theorem then implies, for
Reλ > 0, that s − limn→∞(λ+ Tz,n)−1 = (λ+ Tz)−1.
Next, we let λ = r = 0. We have just shown that (Tz,n + r)−1 converges strongly to
(Tz + r)−1. Similarly, (T ∗z,n + r)−1 converges strongly to (T ∗z + r)−1. Since the norms of
these resolvents are bounded by e2|
∑k
i=1 Rezi |/|r|, we have for any φ ∈L2(R),∥∥(Tz,n + r)−1(T ∗z,n + r)−1φ − (Tz + r)−1(T ∗z + r)−1φ∥∥

∥∥(Tz,n + r)−1(T ∗z,n + r)−1φ − (Tz,n + r)−1(T ∗z + r)−1φ∥∥
+ ∥∥(Tz,n + r)−1(T ∗z + r)−1φ − (Tz + r)−1(T ∗z + r)−1φ∥∥

∥∥(Tz,n + r)−1∥∥∥∥(T ∗z,n + r)−1φ − (T ∗z + r)−1φ∥∥
+ ∥∥(Tz,n + r)−1(T ∗z + r)−1φ − (Tz + r)−1(T ∗z + r)−1φ∥∥
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2|∑ki=1 Re zi |
|r|
∥∥(T ∗z,n + r)−1φ − (T ∗z + r)−1φ∥∥
+ ∥∥(Tz,n + r)−1(T ∗z + r)−1φ − (Tz + r)−1(T ∗z + r)−1φ∥∥.
Since s − limn→∞(T ∗z,n + r)−1 = (T ∗z + r)−1 and similarly for Tz,n and Tz, it follows that
s − lim
n→∞(Tz,n + r)
−1(T ∗z,n + r)−1 = (Tz + r)−1(T ∗z + r)−1.
Because Lr,z = (T ∗z + r)(Tz + r)− r2I on L2(R), we have
(Lr,z,n + r2)−1 = (Tz,n + r)−1
(
T ∗z,n + r
)−1
and so
s − lim
n→∞(Lr,z,n + r
2)−1 = s − lim
n→∞(Tz,n + r)
−1(T ∗z,n + r)−1
= (Tz + r)−1
(
T ∗z + r
)−1 = (Lr,z + r2)−1.
So we have strong convergence of the resolvents for λ= r2. By [13, Corollary VIII.1.4],
we have strong resolvent convergence for all nonreal λ on L2(R). Therefore, we have
strong resolvent convergence of Lr,z,n to Lr,z when r is nonzero.
Now let r = 0. In this case, Lr,z = Bz = T ∗z Tz and Lr,z,n = Bz,n = T ∗z,nTz,n. It is more
convenient to prove strong graph convergence of Bz,n from which strong resolvent conver-
gence follows by [15, Theorem VIII.26].
We proceed in a manner similar to that in [5]. Let R = Uψ ∪ Uη, where Uψ = (x1 −
3/2, xk + 3/2) and Uη = R− [x1 − 1/2, xk + 1/2]. By [20, Theorem I.12], there exists a
partition of unity, that is there exist functions α1, α2 ∈ C∞(R) such that α1(x)+α2(x)= 1
for all x ∈ R, α1(x)  1 and α2(x)  1 for all x ∈ R, and suppα1 ⊂ Uψ , suppα2 ⊂ Uη.
Now, let φ ∈D(Bz) and define ψ = α1φ, η = α2φ. Then suppψ ⊂ Uψ , suppη ⊂ Uη, and
φ =ψ + η.
To prove strong graph convergence, we will show that there exists a sequence φn =
ψn + ηn ∈D(Bz,n), such that φn → φ and Bz,nφn → Bzφ. First, we let ηn = η for all n.
On Uη,
Bz,nη= T ∗z,nTz,nη
= e
∑k
i=1 z¯iHi,n (−D)e−
∑k
i=1 z¯iHi,ne−
∑k
i=1 ziHi,nDe
∑k
i=1 ziHi,nη
= e
∑k
i=1 z¯iHi,n (−D)e−
∑k
i=1 2 ReziHi,nDe
∑k
i=1 ziHi,nη
= e
∑k
i=1 z¯iHi,n (−D)e−
∑k
i=1 z¯iHi,n
[
k∑
i=1
ziH
′
i,nη+ η′
]
= e
∑k
i=1 z¯iHi,n
[
k∑
i=1
z¯iH
′
i,ne
−∑ki=1 z¯iHi,n
[
k∑
i=1
ziH
′
i,nη+ η′
]
− e−
∑k
i=1 z¯iHi,n
[
k∑
ziH
′′
i,nη+
k∑
H ′i,nη′ + η′′
]]
i=1 i=1
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(
k∑
i=1
z¯iH
′
i,n
)(
k∑
i=1
ziH
′
i,n
)
η+
(
k∑
i=1
z¯iH
′
i,n
)
η′
−
(
k∑
i=1
ziH
′′
i,n
)
η−
(
k∑
i=1
ziH
′
i,n
)
η′ − η′′.
So for each i and x ∈ Uη −Uψ , H ′i,n(x)= hi,n(x)= 0; indeed, either x < x1 − 3/2 < x1
or x > xk + 3/2 > xk + 1 in which case hi,n(x)η = 0 since supphi,n ⊂ [xi, xi + 1/n] for
all n.
If x ∈ Uη ∩ Uψ , then for each i and all n  3, H ′i,n(x) = hi,n(x) = 0; since either
x  x1 − 1/2 x1 or x  xk + 1/2> xk + 1/n for n 3, in which case hi,n(x)= 0 since
supphi,n ⊂ [xi, xi + 1/n].
When x ∈ R−Uη, then η= 0 since suppη⊂Uη. Hence for all n 3,
Bz,nη=−η′′ = Bzη. (7)
Now let D˜ = d/dx on L2[−N,N], where N is such that N > max{|x1| − 3/2, |xk| +
3/2} with
Dom(D˜)= {f ∈ L2[−N,N] | f is absolutely continuous,
f ′ ∈L2(R) and f (−N)= 0}.
Then D˜∗ = −d/dx with
Dom(D˜∗)= {f ∈L2[−N,N] | f is absolutely continuous,
f ′ ∈L2(R) and f (N)= 0}.
BothD andD∗ generate contraction semigroups onL2[−N,N]. Let T˜z = e−
∑k
i=1 ziHi×
D˜e
∑k
i=1 ziHi on L2[−N,N] and B˜z = T˜ ∗z T˜z. Now, suppψ ⊂ [−N,N] so let ψ˜ be the
restriction of ψ to [−N,N]. Then, since ψ = α1φ ∈D(Bz), ψ˜ ∈D(B˜z) and B˜zψ˜ = Bzψ
on [−N,N]. We now define the sequence of operators T˜z,n = e−
∑k
i=1 ziHi,n D˜e
∑k
i=1 ziHi,n
and B˜z,n = T˜ ∗z,nT˜z,n.
By a similar argument to the case when r = 0, we can find bounds for the semigroups
generated by T˜z, T˜z,n, T˜ ∗z , T˜ ∗z,n, and their resolvents. Thus, s − limn→∞ etT˜z,n = etT˜z and,
since T˜z,n and T˜ ∗z,n have empty spectra (cf. [13, Problem III.6.8]) on L2[−N,N], they also
satisfy the hypothesis of [13, Theorem IX.2.16] for λ= 0. Thus,
(B˜z)
−1 = T˜ −1z T˜ ∗−1z = s − limn→∞
(
T˜z,nT˜
∗−1
z,n
)= s − lim
n→∞(B˜z,n)
−1.
Again, we have strong convergence of the resolvents for λ= 0. As before, by [13, Corol-
lary VIII.1.4], we have strong resolvent convergence on L2[−N,N]. Thus on L2[−N,N]
we have strong graph convergence by Theorem 2.3. By definition, there exists ψ˜n ∈
D(B˜z,n) such that ψ˜n → ψ˜ and B˜z,nψ˜n → B˜zψ˜ in L2[−N,N].
Let ψn = ψ˜n on [−N,N] and ψn = 0 otherwise. So ψn ∈D(Bz,n), ψn → ψ , and
Bz,nψ = B˜z,nψ˜n → B˜zψ˜ = Bzψ in L2(R). (8)
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and thus in the sense of strong resolvent convergence. ✷
4. Smooth approximations—infinitely-many potentials
Attention will now be shifted to the case of an infinite number of centers. In our consid-
eration, the centers will be precisely the set of integers Z. The set may of course be more
general than the integers; in [2, III.2] the only restriction on the set of centers (a subset
of R) is that the infimum of the distance between adjacent centers is strictly greater than
zero.
As before, we consider the operator
A=−∆|C∞0
(
R− {. . . , x−1, x0, x1, . . .}
)
, where {. . . , x−1, x0, x1, . . .} = Z.
As in the case of finitely-many centers, A is symmetric with deficiency indices (∞,∞)
(cf. [2, p. 254]). In addition, A∗ = −∆ with D(A∗)=H 2(R− {. . . , x−1, x0, x1, . . .}).
We have an infinite-parameter family of self-adjoint extensions of A. We give the anal-
ogous definition of Lα,β,γ,δ by
D(Lα,β,γ,δ)=
{
φ ∈H 2(R− {. . . , x−1, x0, x1, . . .}) ∣∣ φ(x+i )= αiφ(x−i )+ βiφ′(x−i ),
φ′
(
x+i
)= γiφ(x−i )+ δiφ′(x−i )},
where α = {αi}∞i=−∞, β = {βi}∞i=−∞, γ = {γi}∞i=−∞, δ = {δi}∞i=−∞ ⊂ C; αi = aiωi , βi =
biωi , γi = ciωi , δi = diωi , ai, bi, ci , di ∈ R, aidi − bici = 1, ωi ∈ C, |ωi | = 1 for i =
. . . ,−1,0,1, . . . , and for φ ∈D(Lα,β,γ,δ), Lα,β,γ,δφ =−φ′′.
We now construct the infinitely-many center incarnation of Lr,s,z. In order that the mul-
tiplication operators be bounded, we will alter the definition of Tz corresponding to the
formal operator d/dx+∑∞i=−∞ ziδ(x− xi). Our approach will be to let the coupling con-
stants be zi = ηi , {. . . , η−1, η0, η1, . . .} ⊂ R, where ∑0i=−∞ ηi converges absolutely. We
define
Gη(x)=
∞∑
i=−∞
ηiHi(x),
where Hi is the translated Heaviside function Hi(x) = H(x − xi). Note that for any
x0 ∈ [xj , xj+1) ⊂ R, we have Gη(x0) =∑∞i=−∞ ηiHi(x0) =∑ji=−∞ ηi <∞, by the re-
strictions placed on {ηi}∞i=−∞. Therefore, Gη is well defined and real-valued. Since the
exponents in the multiplication operators in Tη are purely imaginary, those multiplication
operators are bounded. We then define
Tη = e−iGη(x) d
dx
eiGη(x),
and thus T ∗η = −e−iGη(x)(d/dx)eiGη(x). As was the situation with previous cases, this
construction of Tη corresponds to the formal operator Tη = d/dx +∑∞i=−∞ ηiδ(x − xi).
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∑0
i=−∞ ri and
∑∞
i=0 si both converge absolutely. So
we have, for x0 ∈ [xj , xj+1) ⊂ R, ∑∞i=−∞(riHi(x0) + siHi−(x0)) = ∑ji=−∞ ri +∑∞
i=j+1 si <∞. Thus
∑∞
i=−∞(riHi(x)+ siHi−(x)) is well defined for all x ∈ R.
The analogous self-adjoint extension of A=−∆|C∞0 (R−{. . . , x−1, x0, x1, . . .}) is now
given by
Lr,s,η =
(
Tη +
∞∑
i=−∞
(
riHi(x)+ siHi−(x)
))∗(
Tη +
∞∑
i=−∞
(
riHi(x)+ siHi−(x)
))
−
[ ∞∑
i=−∞
(
riHi(x)+ siHi−(x)
)]2
.
The following theorem is the infinitely-many centered analogue of Theorem 3.1.
Theorem 4.1. Lr,s,η = Lα,β,γ,δ with
αj = e−ηj , βj = 0,
γj =
[
eηj
(
j−1∑
i=−∞
ri +
∞∑
i=j
si
)
− e−ηj
(
j∑
i=−∞
ri +
∞∑
i=j+1
si
)]
, δj = eηj ;
that is,
D(Lr,s,η)=
{
φ ∈H 2(R− {. . . , x−1, x0, x1, . . .}) ∣∣∣ φ(x+j )= e−ηj φ(x−j ),
φ′
(
x+j
)=
[
eηj
(
j−1∑
i=−∞
ri +
∞∑
i=j
si
)
− e−ηj
(
j∑
i=−∞
ri +
∞∑
i=j+1
si
)]
φ
(
x−j
)+ eηj φ′(x−j )
}
,
and for φ ∈D(Lr,s,η), Lr,s,ηφ =−φ′′.
This proof is quite similar to the proof of Theorem 3.1, and we omit the details.
As in Section 3, our motivation is to approximate these operators with smooth poten-
tials. The sequence of approximating operators will be denoted
Tη,n = e−iGη,n(x) d
dx
eiGη,n(x),
where Gη,n(x)=∑∞i=−∞ ηiHi,n(x) and Hi,n(x) is defined in Section 3.
We will again consider the special case ri = si for all i . Thus
∞∑
i=−∞
(
riHi(x)+ siHi−(x)
)= ∞∑
i=−∞
(
riHi(x)+ riHi−(x)
)= ∞∑
i=−∞
riI,
which will be denoted simply by rI ; note that
∑∞
i=−∞ ri converges absolutely.
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Lr,η,n = (Tη,n + r)∗(Tη,n + r)− r2I
converges to Lr,η in the strong resolvent sense.
Before Theorem 4.2 is proved, a lemma is needed.
Lemma 4.3. Let
Bη = T ∗η Tη = e−iGη(x)
(
− d
2
dx2
)
eiGη(x),
where
D(Bη)=
{
φ ∈L2(R) | eiGη(x)φ ∈H 2(R)}.
Then D0 = {φ ∈D(Bη) | suppφ is compact} is a core for Bη .
Proof. Let φ ∈D(Bη). Define φn = αnφ, where αn ∈ C∞0 (R), 0 αn  1,
αn(x)=


exp
( [2(x+(n+1/4))]2
[2(x+(n+1/4))]2−1
)
, x ∈ (−(n+ 3/4),−(n+ 1/4)),
exp
( [2(x−(n+1/4))]2
[2(x−(n+1/4))]2−1
)
, x ∈ (n+ 1/4, n+ 3/4),
1, x ∈ [−(n+ 1/4), n+ 1/4],
0, x ∈ (−∞,−(n+ 3/4)] ∪ [n+ 3/4,∞).
Then {φn} ⊂D0. Now ‖φn − φ‖2 = ‖αnφ − φ‖2 =
∫∞
−∞ |αnφ(x)− φ(x)|2 dx. For any
x ∈R, there is an N sufficiently large such that αN(x)= 1 and φN(x)= φ(x), so φn(x)→
φ(x) pointwise. Also, for each x ∈ R, |αn(x)φ(x)−φ(x)|2 < 4|φ(x)|2 ∈ L1(R), since φ ∈
L2(R). By the dominated convergence theorem, limn→∞
∫∞
−∞ |αnφ(x)− φ(x)|2 dx = 0.
In addition,
‖Bηφn −Bηφ‖ =
∥∥∥∥−e−iGη d2dx2 (eiGηφn)+ e−iGη d
2
dx2
(eiGηφ)
∥∥∥∥
 ‖e−iGη‖
∥∥∥∥ d2dx2 (eiGηφn)− d
2
dx2
(eiGηφ)
∥∥∥∥
=
∥∥∥∥ d2dx2 (eiGηαnφ)− d
2
dx2
(eiGηφ)
∥∥∥∥.
Now, since φ ∈D(Bη), eiGφ ∈H 2(R), so
d2
dx2
(eiGηαnφ)= d
dx
d
dx
(αne
iGηφ)= d
dx
[
α′n(eiGηφ)+ αn
d
dx
(eiGηφ)
]
= α′′n(eiGηφ)+ α′n
d
dx
(eiGηφ)+ α′n
d
dx
(eiGηφ)+ αn d
2
dx2
(eiGηφ)
= αn d
2
(eiGηφ)+ 2α′n
d
(eiGηφ)+ α′′n(eiGηφ).dx2 dx
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2
dx2
(eiGηφ)
∥∥∥∥
=
∥∥∥∥αn d2dx2 (eiGηφ)+ 2α′n ddx (eiGηφ)+ α′′n(eiGηφ)− d
2
dx2
(eiGηφ)
∥∥∥∥

∥∥∥∥αn d2dx2 (eiGηφ)− d
2
dx2
(eiGηφ)
∥∥∥∥+ 2
∥∥∥∥α′n ddx (eiGηφ)
∥∥∥∥+ ∥∥α′′neiGηφ∥∥.
Since φ ∈D(Bη), (d2/dx2)(eiGηφ) ∈ L2(R), so by a similar dominated convergence ar-
gument to the one above, with the dominating function |(d2/dx2)(eiGηφ)|2, the first term
of the above sum approaches zero as n→∞. The two latter terms are shown to converge
to zero by the following dominated convergence argument:
∥∥∥∥α′n ddx (eiGηφ)
∥∥∥∥
2
=
∞∫
−∞
∣∣∣∣α′n(x) ddx
(
eiGη(x)φ(x)
)∣∣∣∣
2
dx.
For each x ∈ R, there exists N such that for all nN , αn(x)= 1, so α′n(x)= 0. Thus
the sequence converges pointwise to zero. Now by the construction of αn, for each n, α′n
is bounded with support in [−(n+ 3/4),−(n+ 1/4)] ∪ [n+ 1/4, n+ 3/4]. Since αn ∈
C∞0 (R), α′n attains its maximum on the above compact set. Thus, |α′n(x)| C for some
C ∈ R. This bound applies to all n, since αn+1 is just a translation of αn along the x-axis.
Thus we have a dominating expression∣∣∣∣α′n(x) ddx
(
eiGη(x)φ(x)
)∣∣∣∣
2
C2
∣∣∣∣ ddx
(
eiGη(x)φ(x)
)∣∣∣∣
2
∈ L1(R),
since eiGηφ ∈H 2(R)⊂H 1(R). So ‖α′n(d/dx)(eiGηφ)‖2 → 0 as n→∞. A similar argu-
ment holds for the third term, since for all n, α′′n is continuous (and thus bounded on the
above compact set), and eiGηφ ∈H 2(R). So φn → φ and Bηφn →Bηφ. Thus D0 is a core
for Bη . ✷
Proof of Theorem 4.2. The proof for the case when r = 0 is similar to the proof of The-
orem 3.2, since the exponents of the multiplication operators are purely imaginary and
thus those operators are bounded. Tη generates a one parameter contraction group. Rather
than multiplying etD on the left and right by exponential multiplication operators with
bounded exponents, now the translation group is multiplied on the right and left by the
unitary operators e±iGη , respectively. The one significant difference is that in this case the
estimates for the semigroup and resolvents change. The estimate for the semigroup is given
by ‖etTηφ‖  ‖e−iGη(x)‖‖etD‖‖eiGη(x)φ‖  ‖φ‖, since e−iGη(x) and eiGη(x) are unitary;
this leads to the bound for the resolvent ‖(λ+Tη)−1‖ 1/|Reλ|. The same estimates hold
for the resolvents of the adjoint, the sequence Tη,n and the sequence T ∗η,n. The rest of the
proof when r = 0 is identical.
Now consider the case where r = 0. As before, Lr,η = Bη = T ∗η Tη and Lr,η,n = Bη,n =
T ∗η,nTη,n. Here strong resolvent convergence will be proved directly for a specific complex
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lary VIII.1.4].
Let φ ∈ L2(R) and 2 > 0 be given. Since Bη is self-adjoint, Ran(Bη+ i)= L2(R). Thus
φ = (Bη + i)ψ for some ψ ∈D(Bη). Lemma 6.3 yields a sequence {ψm} ⊂D0 such that
for all m  N1, ‖ψm − ψ‖ < 2/4. In addition, there exists N2 such that for all m  N2,
‖Bηψm −Bηψ‖< 2/4. Fix mmax{N1,N2}. Now∥∥(Bη,n + i)−1φ − (Bη + i)−1φ∥∥= ∥∥(Bη,n + i)−1(Bη + i)ψ −ψ∥∥

∥∥(Bη,n + i)−1(Bη + i)ψ − (Bη,n + i)−1(Bη + i)ψm∥∥
+ ∥∥(Bη,n + i)−1(Bη + i)ψm −ψm∥∥+ ‖ψm −ψ‖

∥∥(Bη,n + i)−1∥∥[‖Bηψm −Bηψ‖ + ‖ψm −ψ‖]
+ ∥∥(Bη,n + i)−1(Bη + i)ψm − (Bη + i)−1(Bη + i)ψm∥∥+ ‖ψm −ψ‖,
since ‖(Bη,n + i)−1‖ 1 for all n. Clearly all but the third term in the last expression on
the right converge to zero as n→∞. The argument can be concluded by noting that, since
ψm ∈D0 has compact support, so does (Bη + i)ψm. Hence (Bη + i)ψm is nonzero over
only finitely-many centers. Thus, there exists a J such that xi /∈ supp(ψm) for all |i|> J .
Therefore, the remaining term is nonzero on the bounded set (x−J , xJ ) ⊂ R. On this set
Gη =∑Ji=−J ηiHi and Gη,n =∑Ji=−J ηiHi,n, where Hi,Hi,n are as in Theorem 3.2. Let-
ting zi = iηi , r = 0, Theorem 3.2 implies that s− limn→∞(Bη,n+ i)−1 = (Bη+ i)−1, and
so the third term converges to zero, as well. Consequently, Lr,η,n converges to Lr,η in the
sense of strong resolvent convergence. ✷
5. Infinitely-many potentials approximated by finitely-many
A natural question to ask is whether the operator in Theorem 3.2 approaches that in
Theorem 4.1, as the number of centers tends to infinity. We now wish to prove that Lr,s,η,
defined on finitely-many centers converges to Lr,s,η, defined on infinitely-many centers
in the strong resolvent sense, as the number of centers approaches infinity. The approach
taken will be the same as in [2, Theorem III.2.1.1]. Recall that Lr,s,η with infinitely-many
centers takes the form
Lr,s,η =
[
Tη +
∞∑
i=−∞
(
riHi(x)+ siHi−(x)
)]∗[
Tη +
∞∑
i=−∞
(
riHi(x)+ siHi−(x)
)]
−
[ ∞∑
i=−∞
(
riHi(x)+ siHi−(x)
)]2
,
where Tη = e−i
∑∞
i=−∞ ηiHi(x)(d/dx)ei
∑∞
i=−∞ ηiHi (x) and T ∗η =−e−i
∑∞
i=−∞ ηiHi(x)(d/dx)×
ei
∑∞
i=−∞ ηiHi (x) on the domain
D(Lr,s,η)=
{
φ ∈H 2(R− {. . . , x−1, x0, x1, . . .}) ∣∣∣ φ(x+j )= e−ηj φ(x−j ),
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(
x+j
)=
[
eηj
(
j−1∑
i=−∞
ri +
∞∑
i=j
si
)
− e−ηj
(
j∑
i=−∞
ri +
∞∑
i=j+1
si
)]
× φ(x−j )+ eηj φ′(x−j ), j = . . . ,−1,0,1, . . .
}
.
In this case our approximating operators will be denoted Lr,s,η,n, where
Lr,s,η,n =
[
Tη,n +
n∑
i=−n
(
riHi(x)+ siHi−(x)
)]∗[
Tη,n +
n∑
i=−n
(
riHi(x)+ siHi−(x)
)]
−
[
n∑
i=−n
riHi(x)+ siHi−(x)
]2
,
where Tη,n = e−i
∑n
i=−n ηiHi(x)(d/dx)ei
∑n
i=−n ηiHi(x) and T ∗η,n =−e−i
∑n
i=−n ηiHi(x)(d/dx)
× ei
∑n
i=−n ηiHi(x) on the domain
D(Lr,s,η,n)=
{
φ ∈H 2(R− {x−n, . . . , xn}) ∣∣∣ φ(x+j )= e−ηj φ(x−j ),
φ′
(
x+j
)=
[
eηj
(
j−1∑
i=−n
ri +
n∑
i=j
si
)
− e−ηj
(
j∑
i=−n
ri +
n∑
i=j+1
si
)]
× φ(x−j )+ eηj φ′(x−j ), j =−n, . . . , n
}
.
Theorem 5.1. Given ri, si , ηi ∈ R as defined above, the sequence of operators Lr,s,η,n
converges to Lr,s,η in the strong resolvent sense.
Proof. Let D0 = {φ ∈ D(Ls,r,η) | suppφ is compact}. We claim that D0 is a core for
D(Lr,s,η). Let φ ∈ D(Lr,s,η) and truncate φ using αn as in the proof of Lemma 4.3, so
that φn = αnφ and ‖α′n‖∞+‖α′′n‖∞  c for some constant c. We need to show that φn and
Lr,s,ηφn converge strongly to φ and Lr,s,ηφ, respectively. As in the proof of Lemma 4.3,
we have that φn → φ in L2(R).
In addition, we see that Ls,r,ηφn = −∆(αnφ) = −(αnφ′′ + 2α′nφ′ + α′′nφ). Thus
‖Lr,s,ηφn − Lr,s,ηφ‖ = ‖αnφ′′ + 2α′nφ′ + α′′nφ − φ′′‖. Now, since αn is constant outside
(−n − 3/4,−n − 1/4) ∪ (n + 1/4, n + 3/4), α′n → 0 and α′′n → 0 pointwise. Since all
three αn terms are bounded above by the L2(R) functions φ′′,2φ′, and φ, respectively,
a dominated convergence argument completes the proof. ✷
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