Consider a stationary, pth order autoregression fX n g satisfying
estimator under more general assumptions such as stationarity of the observed sequence or, even more generally, only for a common marginal distribution. Several recent papers (Hsing (1991) , Rootzen et al. (1990) , Rootzen (1995) ) support the belief that Hill's estimator performs well even under these weaker assumptions.
Resnick and St aric a (1995) proved the consistency of Hill's estimator for an in nite order moving average sequence whose marginal distribution is regularly varying. They also considered in detail the special case when the observations fX n ; n 0g come from a p-th order autoregressive process whose residuals have regularly varying tail probabilities of index -. Since both the stationary sequence fX n g and the residuals have distributions with regularly varying tails of index -, for estimating ?1 one could either 1. apply Hill's estimator to the observed time series X 1 ; X 2 ; : : :; X n or 2. assuming the order of the autoregression p is known, t coe cients of the autoregression and use this to estimate residuals. Then estimate by applying Hill's estimator to the estimated residuals.
(Methods of estimating autoregressive coe cients in the heavy tailed case have been suggested by Davis and Resnick (1985) , Resnick (1992, 1993 ); Mikosch, Gadrich, Kl} uppelberg and Adler (1993); Davis, Knight and Liu (1992) .) Resnick and St aric a (1995) show that both methods are consistent.
The main goal of this paper is to compare e ciencies of the two methods of estimation. We prove under quite general assumptions on the innovations of the AR{process and on the asymptotic behavior of the estimators for the coe cients of the autoregression that the second method based on estimated residuals, is a more e cient procedure. The asymptotic variance of the Hill estimator is always smaller when the second method is used. An important conclusion is that the asymptotic variance of the Hill estimator applied to the estimated residuals does not depend on the coe cients of the AR process and is actually equal to the asymptotic variance of the Hill estimator for independent data.
We now give some basic notations and assumptions. Let fX; X i ; i = 0; 1; 2; : : :g be a sequence of dependent random variables having the same marginal distribution F X satisfying (x ! 1) F X (x) := 1 ? F X (x) px ? L 1 (x); F X (?x) qx ? L 1 (x) 
(1:3)
Asymptotic properties of H jXj k;n have been studied under assumptions which include that k = k(n) is a function of n such that n=k ! 1 as n ! 1.
It is useful to de ne the tail empirical measure which is going to play a key role. For x 2 R and A R de ne which is considered as a random element of M + ((0; 1]), the space of Radon measures on the punctured set (0; 1]. The tail empirical process is de ned as a stochastic process on (0; 1) by fE jXj k;n (y) := jXj;n ((y; 1]); 0 < y 1g:
In Section 2 we discuss the asymptotic behavior of the Hill estimator applied to MA(1) processes of the form X n = 1 X j=0 c j Z n?j ; ?1 < n < 1; (1:6) where fZ k ; k = 0; 1; 2; : : :g are iid with a common distribution G satisfying the analogue of (1.1). Following the method of Rootzen, Leadbetter and de Haan (1990) , we discuss when fX n g satis es a strong mixing condition and apply one of their results to the in nite moving average. General su cient conditions on the density of the iid innovations fZ k g guaranteeing that the sequence fX n g satis es the needed strong mixing condition are known (see for example Gorodetskii (1977) or Withers (1981) ). The special dependence structure of the in nite moving average process (1.6) allows for derivation of the asymptotic variance of the estimator in terms of the coe cients fc j g of the in nite order moving average MA(1) given in (1.6). Section 2 also provides some evidence that the main result in Section 4 of Rootzen, Leadbetter and de Haan (1990) is, in fact, versatile and useful although at rst glance their statement seems plagued by restrictive conditions. In particular, our result applies to a stationary, autoregressive process of the form X n = p X i=1 i X n?i + Z n ; n = 0; 1; 2; : : :
since such a process (under proper assumptions) has a causal representation of the form (1.6) (cf. Brockwell and Davis (1991) (Davis and Resnick (1986) ) and the linear programming estimators introduced in Feigin and Resnick (1994) . See also Mikosch et al (1995) and Davis et al (1992) . Section 3 uses a tail empirical measure approach: associate the tail empirical process to the sequence of estimated residualsẐ n , show the weak convergence of the normalized tail empirical process to a process closely related to Brownian motion and deduce from this the asymptotic behavior of the Hill estimator applied to the estimated residuals. See de Resnick (1994, 1996) , Resnick and St aric a (1996), Mason (1988) , Mason and Turova (1994) .
For proving asymptotic normality of the Hill estimator, a second order regular variation condition and a restriction on the sequence fk n g is needed. Let H be a distribution on R. 
The quantile function of jXj is de ned as b(t) := (1= F jXj ) (t), t > 1.
Condition B: fZ i ; i = 0; 1; 2; : : :g is a sequence of iid random variables with the common distribution G where
( 1:12) with > 0, r; s 0, r + s = 1 and L 2 a slowly varying function. Note that (1.12) implies
The quantile function of jZj is de ned as (t) := b jZj (t) = (1= G jZj ) (t), t > 1.
2 Asymptotics of Hill's estimator for an in nite order moving average process.
In this section we discuss the asymptotic behavior of the Hill estimator applied to the absolute value of an in nite moving average MA (1) c j z j < 1; jzj < jz 0 j; (2:3) which is the case for causal autoregressive processes de ned by (1.7). We also assume where the last step results from Potter's inequality (Bingham et al (1987) ). For j such that x < u j y=2, n > n 1^n2 and K 2 = K 1 _ M2 ? it is then true that n k P(jX 1 j>b(n=k)x; jX j+1 j > b(n=k)y) = (n=k)(I j;n + II j;n ) K 2 y ? +" P( Since (2.11) holds for the sequence s (1) n (j) the conclusion of (b) follows. Write B ij for the -eld fX k : i k jg generated by X i ; X i+1 ; : : :; X j and (n) = supfjP(A \ B) ? P(A)P(B)j : A 2 B 1;k ; B 2 B k+n;1 ; k 1g: Then fX j g will be called (n)-strongly mixing if (n) ! 0 as n ! 1.
We now verify the conditions of the main result in Section 4 of Rootzen, Leadbetter and de Haan (1990) , Theorem 4.3. The numbers of the references to Rootzen and Leadbetter (1990) will carry an asterix (for example (2:5) ) and the ones referring to the current paper will be plain. We will apply Theorem 4.3 to the sequence flog jX t jg.
We start by verifying the Basic Assumptions of Section 2* of Rootzen et al (1990) . For (i) , the strong mixing assumption, to hold, assume that G has a density G 0 and that F has a density F 0 which satis es the Von Mises condition Suppose we are given a sequence r n ! 1 (which will be more fully speci ed later) satisfying also r n =n ! 0. Choose fl n g so that l n =n ! 0, l n =r n ! 0 and n r n u ? ln + l n n ! 0: This assures that (ii) is satis ed. Choose c n = k and u n = log b(n=k). This choice guarantees that (iii) holds.
We have to check now the conditions of Theorem 3.5 of Rootzen, Leadbetter and de Haan (1990) for 1 (x) = x1 x 0 , 2 (x) = 1 x 0 . It is easy to see that (3:2) holds for the functions 1 , 2 . A su cient condition for (2:5) to hold is (2:1) (their Lemma 2.3); that is, the sequence r n should satisfy kr n n ! 0; n ! 1:
Condition (3:10) asks for the existence of a sequence w n ! 1 for which r n w n exp(?( ? )w n ) ! 0; n ! 1 (2:26) for some < ^1. Condition (3:11) becomes r n w n k 1=2 ! 0; n ! 1:
We show next that there is always a choice of sequences r n ! 1, w n ! 1 such that (2.25), (2.26) and (2.27) hold, provided lim sup n!1 n=k We now state our conclusion. In particular, our result applies to an autoregressive process of the form
i X n?i + Z n ; (2:34) where the innovations Z t satisfy the conditions of Proposition 2.1, since such a process (under proper assumptions) has a causal representation of the form (1.6) (cf. Brockwell and Davis (1991) ).
For the case when X t is a nite moving average, the (n)-mixing condition is trivially satis ed and there is no need to assume (2. 
Therefore a restriction on k(n) which is su cient for (3. as n ! 1. This together with (3.7) will imply the conclusion of the proposition. To prove (3.11), decompose the probability
index of regular variation is a more satisfactory procedure in terms of the asymptotic variance. This conclusion is con rmed by simulation. We simulated the AR(2) process X t = 1:3X t?1 ? 0:7X t?2 + Z t ; t = 1; : : :
where Z t are iid so that P(Z t > x) = 1 2 x ?0:7 ; P(Z t < ?x) = 1 2 x ?0:7 ; x 1:
The AR(2) process is causal and therefore has an MA(1) representation so that the results of Sections 2 and 3 are applicable. The coe cients 1 and 2 were estimated by the Yule-Walker method. The results of estimation for two simulation runs are presented, the rst one consisting of 700 observations, the second one of 2000 observations. Hill estimate of alpha for Yule-Walker estimated residuals Figure 1 For the rst simulation, the estimation based on the AR process fX t g is not very informative.
Estimation based on the estimated residuals comes quite close to the correct answer. Figure 1 gives Hill estimator plots as a function of the number of order statistics. In each graph, the dotted line represents the true value of . The left graph applies the Hill estimator to the absolute values of the actual residuals. The middle graph applies it to the absolute values of the time series fjX t jg and the right graph gives the Hill plot for the absolute values of the estimated residuals fjẐ t jg.
The estimated coe cients are in this case^ 1 = 1.2896 and^ 2 = -0.6906. The results of the estimation for the longer second run are presented in Figure 2 . The estimated coe cients were^ 1 = 1.2998 and^ 2 = -0.6996. The second example suggests that by the time the sample size is large enough for the plot based on the time series to level o , the estimation of the coe cients tends to be so accurate that the graph displaying the result of the estimation based on the estimated residuals and the one based on the actual residuals di er very little. Of course, in practice the graph based on the actual residuals is not available. 
