Numerical and computational modeling of the Timoshenko beam subject to point loads by Acasiete Quispe, Frank Henry
PESQUIMAT 21(2): 59–82 (2018) ISSN:1560-912X/ ISSN-E:1609-8439
http://dx.doi.org/10.15381/pes.v21i2.15723 Facultad de Ciencias Matema´ticas – UNMSM
Modelamiento nume´rico y computacional de la viga de Timoshenko sujeto a
cargas puntuales
Frank Henry Acasiete Quispe 1
Resumen: Estudiamos la estabilizacio´n uniforme de una clase de sistemas Timos-
henko con carga puntual en el extremo libre de la viga. Nuestro resultado principal
es demostrar que el semigrupo asociado a este modelo no es exponencialmente esta-
ble. Adema´s, demostramos que el semigrupo decae polinomialmente a cero. Cuando
el mecanismo de amortiguacio´n es efectivo solo en el l´ımite del a´ngulo de rotacio´n,
la solucio´n tambie´n decae polinomialmente con una tasa que depende de los coefi-
cientes del problema. El objetivo de este trabajo es presentar de forma dida´ctica los
resultados contenidos en el art´ıculo [9], usando la teor´ıa de semigrupos vista en [10]
y tambie´n contribuir con la parte nume´rica vista en [1].
Palabras clave: Ecuacio´n Diferencial Parcial, viga, semigrupo, estabilidad polino-
mial.
Numerical and computational modeling of the Timoshenko beam subject to point
loads
Abstract: We studied the uniform stabilization of a class of Timoshenko systems
with tip load at the free end of the beam. Our main result is to prove that the
semigroup associated to this model is not exponentially stable. Moreover, we prove
that the semigroup decays polynomially to zero. When the damping mechanism
is efective only on the boundary of the rotational angle, the solution also decays
polynomially with rate depending on the coeficients of the problem. The objective of
this work is to present in a didactic way the results obtained in the article [9], using
the theory of semigroups used in [10] and also contribute with the numerical part
seen in [1]
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1. Introduccio´n
Los estudios de las propiedades del sistema de Timoshenko fueron iniciadas en 1921 con el
trabajo [16], el cual fue considerando el siguiente problema, siendo estudiado otras propiedades
en [6, 13, 14] y en otros trabajos ma´s.
ρ1ϕtt − κ (ϕx + ψ)x = 0, (x, t) ∈ (0, L)× (0, T ), (1)
ρ2ψtt − bψxx + κ (ϕx + ψ) = 0, (x, t) ∈ (0, L)× (0, T ), (2)
donde t es la variable temporal, x la variable espacial definida en (0, L), siendo L la longitud de
la viga.
las funciones ϕ,ψ representan el desplazamiento transversal y el a´ngulo de rotacio´n de la
seccio´n transversal, respectivamente.
Las constantes del sistema son definidas por ρ1 = ρA, ρ2 = ρI, κ = KAG, b = EI, donde ρ
denota la densidad, A el a´rea de la seccio´n transversal, I el a´rea del momento de inercia, K el
coeficiente de cizalla (K < 1) , E y G representan constantes ela´sticas que dependen del material.
En este trabajo estamos interesados en obtener la estabilizacio´n del sistema (1)-(2) donde
una extremidad de la viga esta´ presa y la otra esta´ ligada a un cuerpo. Tal cuerpo puede repre-
sentar un recipiente sellado conteniendo en su interior un material granular.
Este material genera una presio´n interna, proporcionando as´ı el amortecimiento del movi-
miento de la viga. La configuracio´n f´ısica del problema es mostrada en la Figura 1.
Figura 1: Viga de Timoshenko con cuerpo en la extremidad y para´metros
Tales condiciones sobre las extremidades de la viga sera´n descritas a seguir. Vamos asumir
que la parte presa esta´ localizada a la izquierda, entonces (ϕ,ψ) deben satisfacer en x = 0
ϕ (0, t) = ψ (0, t) = 0. (3)
Con respecto a la extremidad derecha, vamos asumir que el recipiente se encuentra ligado en
x = L con masa m , centro de masa O′ y localizado a una distancia d de la extremidad de la viga.
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Asumimos tambie´n que el efecto de amortiguacio´n del material en ϕ y ψ puede ser representado
por las constantes k0 y k1, respectivamente. Con eso tenemos la siguiente condicio´n en x = L
mϕtt (L, t) + k0ϕt (L, t) + S (L, t) = 0, (4)
donde S (L, t) = κ (L) (ϕx (L, t) + ψ (L, t)) . Los dos primeros terminos denotan la contribucio´n
de la inercia del cuerpo en la extremidad. De facto, el componente vertical del te´rmino de inercia
del recipiente es m (ϕ+ d sin(θ))tt donde θ es el a´ngulo entre el segmento
−−→
OO′ y el eje x. Mas
en la aproximacio´n lineal desconsideramos el te´rmino d sin(θ). El segundo te´rmino representa el
amortecimiento proporcionado por el material granular, que es supuesto a ser proporcional al
coeficiente de velocidad de amortecimiento k0. El te´rmino S (x, t) representa la fuerza de cizalla.
Similarmente para ψ obtenemos la condicio´n de contorno en la extremidad derecha
Imψtt (L, t) + k1ψt (L, t) +M (L, t) = 0, (5)
donde, M (L, t) = b (L)ψx (L, t) es el momento de flexio´n y Im es el momento de inercia de la
extremidad.
Para ver otros casos de sistema de Timoshenko con disipacio´n, ver [5, 7, 8].
1.1. Resultados Auxiliares
Aqui presentaremos algunos resultados de la Teor´ıa de Semigrupos los cuales no demostraremos,
el lector interesado puede encontrar la demostracio´n en [12].
Teorema 1.1 (Hille-Yoshida) Un operador lineal A : D (A1) ⊂ X → X (no limitado), X um
espacio de Banach, es un generador de un semimgrupo de clase C0 de contracciones {S (t)} s´ı,
y solamente s´ı:
• A1 es un operador cerrado y D (A1) = X;
• R+ ⊂ ρ(A1) y, para todo λ > 0, vale la siguiente desigualdad∥∥(λI −A)−1∥∥ ≤ 1
λ
.
Teorema 1.2 (Lummer Phillips) Sea A1 : D (A1) ⊂ H → H un operador lineal densamente
definido y H un espacio de Hilbert. Entonces:
• Si A1 es disipativo y existe λ0 > 0, tal que, Im (λ0I −A1) = H. Entonces A1 es un generador
infinitesimal de un semigrupo de clase C0 de contracciones.
• Si A1 es el generador infinitesimal de un semigrupo de clase C0 de contacciones entonces
Im (λ0I −A1) = H, para todo λ > 0 y A1 es disipativo.
Del Teorema de Lummer-Phillips sigue un importante resultado que aqu´ı enunciamos como el
siguiente corolario.
Corolario 1.3 Sea A1 : D (A1) ⊂ H → H un operador densamente definido, disipativo y tal
que 0 ∈ ρ (A1). Entonces el operador A1 es un generador infinitesimal de un semigrupo de clase
C0 de contracciones.
Con relacio´n al comportamiento asinto´tico de un semigrupo, tenemos.
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Teorema 1.4 (Borichlev Tomilov [2]) Sea {S(t)} un semigrupo de clase C0 en un espacio
de Hilbert H con generador infinitesimal A1, tal que, iR ⊂ ρ (A1) . Entonces las siguientes
desigualdades son equivalentes
1
|η|α
∥∥(iη −A1)−1∥∥ ≤ C, ∀η ∈ R (6)
y ∥∥S (t)A−11 ∥∥ ≤ c
t
1
α
. (7)
2. Estabilidad polinomial para un sistema de Timoshenko no
homoge´neo
Vamos a estudiar el siguiente problema
ρ1 (x)ϕtt − (κ (x) (ϕx + ψ))x = 0, (8)
ρ2 (x)ψtt − (b (x)ψx)x + κ (x) (ϕx + ψ) = 0. (9)
Para este sistema vamos a considerar la condicio´n de frontera en x = 0
ϕ (0, t) = ψ (0, t) = 0, (10)
y condicio´n de frontera en x = L dada por
mϕtt (L, t) + k0ϕt (L, t) + κ (L) (ϕx (L, t) + ψ (L, t)) = 0, (11)
Imψtt (L, t) + k1ψt (L, t) + b (L)ψx (L, t) = 0. (12)
y vamos a considerar el sistema sujeto a los siguientes datos iniciales
ϕ (x, 0) = ϕ0 (x) , ϕt (x, 0) = ϕ1 (x) , ψ (x, 0) = ψ0 (x) , ψt (x, 0) = ψ1 (x) . (13)
2.1. Formulacio´n abstracta
Para definir el semigrupo asociado al sistema (8)-(13), vamos a usar la siguiente notacio´n
ϕt (L, t) = u (t) , ψt (L, t) = v (t) (14)
Entonces de (12)-(13), tenemos que u y v satisfacen el siguiente sistema
mut (t) + k0u (L, t) + κ (L) (ϕx (L, t) + ψ (L, t)) = 0, (15)
Imvt (t) + k1v (t) + b (L)ψx (L, t) = 0, (16)
con la condicio´n inicial
u (0) = ϕ1 (L) , v (0) = ψ1 (L) . (17)
Vamos a denotar por U = (ϕ,ϕt, ψ, ψt, u, v)
′ , donde ′ denota el vector transpuesto. Entonces U
satisface el siguiente problema de Cauchy
Ut = A1U, U (0) = U0, (18)
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donde U0 = (ϕ0, ϕ1, ψ0, ψ1, u0, v0)
′ y A1 : D (A1) ⊆ H → H es dado por
A1 =

0 I 0 0 0 0
1
ρ1
[κ∂x]x 0
κ
ρ1
∂x 0 0 0
0 0 0 I 0 0
− κρ2∂x 0 1ρ2 [b∂xx]− κρ2 I 0 0 0
− 1mγ1 0 − 1mγ2 0 −k0m I 0
0 0 − 1mγ3 0 0 −k1m I

(19)
donde γi, i = 1, 2, 3, es un operador trazo y es dado por
γ1 (ϕ) = k (L)ϕx (L) , γ2 (ψ) = k (L)ψ (L) , γ3 (ψ) = b (L)ψx (L) .
El espacio de fase H asociado al sistema (18) es dado por
H = H1∗ (0, L)× L2 (0, L)×H1∗ (0, L)× L2 (0, L)× C2, (20)
donde H1∗ (0, L) =
{
w ∈ H1 (0, L) ∣∣ w (0, L) = 0}. El dominio del operador es dado por
D (A1) =
{
U ∈ H ∣∣A1U ∈ H,Φ (L) = u,Ψ (L) = v} (21)
Vamos a proveer H con el siguiente producto interno
(U1, U2)H =
∫ L
0
ρ1Φ1Φ2dx+
∫ L
0
ρ2Ψ1Ψ2dx+
∫ L
0
bψ1,xψ2,xdx
+
∫ L
0
κ (ϕ1,x + ψ1) (ϕ2,x + ψ2)dx+mu1 (L)u2 (L) + Imv1 (L) v2 (L) ,
donde Uj = (ϕj ,Φj , ψj ,Ψj , uj , vj)
′ ∈ H, j = 1, 2. Este produto interno induce una norma (equi-
valente) en H dada por
‖U‖2H =
∫ L
0
[
ρ1 |Φ|2+ρ2 |Ψ|2+b |ψx|2+κ |ϕx + ψ|2
]
dx+m |u (L)|2+Im |v (L)|2 .
2.2. Propiedades del operador A1
Vamos a enunciar algunas propiedades que el operador A1 satisface. Tales propiedades implicara´n
en la buena formulacio´n del problema.
Lema 2.1 El operador A1 : D (A1) ⊂ H → H, es disipativo.
Demostracio´n: Sea U = (ϕ,Φ, ψ,Ψ, u, v)′ ∈ D(A1). Entonces
A1U = (Φ, 1/ρ1[κϕx]x + κ/ρ1ψx,Ψ,−κ/ρ2ϕx − 1/ρ2[κψx]x − κ/ρ2ψ,
1/mγ1ϕ− 1/mγ2ψ − k0/mu,−1/Imγ3ψ − k1/Imv).
Aplicando integracio´n por partes, obtenemos
Re (A1U,U)H = −k0 |u|2 − k1 |v|2 ≤ 0. (22)
Antes de demostrar la pro´xima propiedad vamos a considerar la ecuacio´n resolvente
iλU −A1U = F,
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donde U = (ϕ,Φ, ψ,Ψ, u, v)′ ∈ H y F = (f1, f2, f3, f4, f5, f6)′ ∈ H y t ∈ R. En te´rminos de las
componentes la ecuacio´n resolvente es escrita como
λϕ− Φ = f1 (23)
λρ1Φ− [κ (ϕx + ψ)]x = f2 (24)
λψ −Ψ = f3, (25)
λρ2Ψ− [bψx]x + κ (ϕx + ψ) = f4, (26)
mλu+ k0u+ κ (L) (ϕx + ψ) (L) = f5, (27)
Imλv + k1v + b (L)ψx (L) = f6. (28)
Tomando el producto interno de la ecuacio´n resolvente con U y usando el resultado del Lema
anterior tenemos
k0 |u|2 + k1 |v|2 = Re (F,U) . (29)
Lema 2.2 0 ∈ ρ (A1) .
Demostracio´n: Tomando λ = 0 en (23)-(28) obtenemos
− [κ (ϕx + ψ)]x = f2 ∈ L2 (0, L) (30)
− [bψx]x + κ (ϕx + ψ) = f4 ∈ L2 (0, L) (31)
κ (L) (ϕx (L) + ψ (L)) = −k0f1 (L) + f5 ∈ C (32)
b (L)ψx (L) = −k1f3 (L) + f6 ∈ C (33)
ϕ (0, t) = ψ (0, t) = 0. (34)
Para garantizar la solucio´n de este problema, vamos a considerar la siguiente forma bilineal
definida en [H1∗ (0, L)×H1∗ (0, L)]2
a
(
(ϕ1, ψ1), (ϕ2, ψ2)
)
=
∫ L
0
κ
(
ϕ1x + ψ
1
)
(ϕ2x + ψ
2) + bψ1xψ
2
xdx+ αϕ
1 (L)ϕ2 (L) .
y la forma lineal
F (ϕ,ψ) =
∫ L
0
f2ϕdx+
∫ L
0
f4ψdx+ ϕ(L)(−k0f1(L) + f5) + ψ(−k1f3(L) + f6)
Con respecto a la forma a(·, ·) tenemos las siguientes propiedades:
• a(·, ·) es bilineal;
• a(·, ·) es continua. De facto,
|a (ϕ1, ψ1, ϕ2, ψ2) |
≤
∫ L
0
[
κ
∣∣ϕ1x∣∣ ∣∣ϕ2x∣∣+ b ∣∣ψ1x∣∣ |ψ2x|+ κ ∣∣ψ1x∣∣ ∣∣ϕ1∣∣+ κ ∣∣ϕ2∣∣ |ψ2x|+ ∣∣ψ1∣∣ |ψ2|]dx
+ κ| (L) ||ϕ1 (L) ||ϕ2 (L) |
≤ κ‖ϕ1x‖‖ϕ2x‖+ b‖ψ1x‖‖ψ2x‖+ κ‖ψ1x‖‖ϕ1‖+ κ‖ϕ2‖‖ψ2x‖+ ‖ψ1‖‖ψ2‖.
y esto implica que ∣∣a (ϕ1, ϕ2, ψ1, ψ2)∣∣ ≤ C‖(ϕ1, ψ1, ϕ2, ψ2)‖[H1∗(0,L)×H1∗(0,L)]2 .
• a(·, ·) es coerciva. En efecto, para verificar la coercividad, vamos a considerar la identidad
PESQUIMAT 21(2): 59–82 64
Modelamiento nume´rico y computacional de la viga de Timoshenko...
−κϕxx = κψx − κ (ϕxx + ψx)
y multiplicando por ϕ obtenemos
αϕ (L)2 + κϕ (L)ψ (L) + κ
∫ L
0
|ϕx|2 dx = −κ
∫ L
0
ψxϕdx+ κ
∫ L
0
(ϕx + ψ)ϕxdx+ αϕ (L)
2 .
Usando la desigualdad de Poincare´ dada como el Corolario 2.6.2 de [1], existe una constante
C > 0 tal que∫ L
0
|ϕx|2 dx ≤ c
∫ L
0
|ψx|2 dx+ C
∫ L
0
(ϕx + ψ)
2 dx+ C |ϕ (L)|2 +  |ψ (L)|2 . (35)
Por otro lado, note que∫ L
0
|ψ|2 dx =
∫ L
0
(ϕx + ψ)
2 dx−
∫ L
0
|ϕx|2 dx− 2Re
∫ L
0
ϕxψdx
≤
∫ L
0
(ϕx + ψ)
2 dx+ c
∫ L
0
|ϕx|2 dx+ 1
2
∫ L
0
|ψ|2 dx.
De esto sigue que ∫ L
0
|ψ|2 dx ≤ C
∫ L
0
(ϕx + ψ)
2 dx+ C
∫ L
0
|ϕx|2 dx.
Usando (35) y la Desigualdad de Poincare´, obtenemos∫ L
0
|ψ|2 + |ϕ|2 dx ≤ C
∫ L
0
(ϕx + ψ)
2 dx+ C
∫ L
0
|ψ|2 dx+ C |ϕ (L)|2 +  |ψ (L)|2 .
Desde
|ψ (L)|2 ≤ C
∫ L
0
|ψ|2 + |ψx|2 dx,
para  suficientemente pequen˜o, encontramos∫ L
0
|ψ|2 + |ϕ|2 dx ≤ C
∫ L
0
(ϕx + ψ)
2 dx+ C
∫ L
0
|ψ|2 dx+ c |ϕ (L)|2 .
Con respecto a la forma F (·) tenemos las siguientes propiedades:
• F es lineal;
• F es continua.
Por el Lema de Lax-Milgran, se tiene la buena formulacio´n del problema y en particular 0 ∈
ρ (A1).
Lema 2.3 El dominio del operador A1 es denso en H, esto es D (A1) = H
Demostracio´n: Usaremos la prueba dada en el Lema 3.2.3 dada en [3]. Como D (A1) ⊂ H,
sabemos que
D (A1)⊕D (A1)⊥ = H.
As´ı, para concluir el resultado es suficiente probar que
D (A1)
⊥ = {0} .
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donde 0 representa el elemento nulo en el espacio H. Para esto, sea F ∈ H, tal que
(W,F )H = 0, ∀ W ∈ D (A1) .
Sabemos que, para todo λ > 0 existe un u´nico U ∈ D (A1) , donde
λU −A1U = F.
Entonces,
(W,λU −A1U)H = 0, ∀ W ∈ D (A1) .
Luego, para W = U, sigue
λ ‖U‖2H − (U,A1U)H = 0.
Tomando la parte real y usando el hecho de A1 sea un operador disipativo, obtenemos U = 0,
lo que implica F = 0.
De los Lemas y del Corolario 1.3 sigue que A1 genera un semigrupo de clase C0 de contracciones.
As´ı sigue la buena colocacio´n del problema de Timoshenko (8)-(13).
3. Tasa de decaimento polinomial
El principal objetivo es enunciar y demostrar el resultado de estabilidad polinomial. La demos-
tracio´n es basada en el reciente trabajo de Borichev-Tomilov [2]. El resultado es escrito en el
siguiente Teorema.
Teorema 3.1 La solucio´n fuerte del sistema de Timoshenko (8)-(13) con carga puntual decae
polinomialmente, esto es, existe una constante postiva C, tal que
‖U (t)‖ ≤ C
t
1
2
‖U0‖D(A1) .
la constante C viene como consecuencia del Teorema 1.4.
Antes de probar el Teorema 3.1 vamos primero a introducir algunas notaciones y tambie´n a
probar un resultado auxiliar.
Iϕ (β) = ρ1q1κ |Φ (β)|2 + q1 |κ (ϕx (β) + ψ (β))|2 , (36)
Iψ (β) = ρ2q2b |Ψ (β)|2 + q2 |bψx (β)|2 , (37)
donde q1 y q2 son funciones continuas definidas en el pro´ximo Lema.
N2 =
∫ L
0
[
ρ1 |Φ|2 + ρ2 |Ψ|2 + b |ψx|2 + κ |ϕx + ψ|2
]
dx. (38)
Lema 3.2 Suponemos que (ϕ,Φ, ψ,Ψ, u, v) sea una solucio´n fuerte para el sistema (23)- (28).
Entonces existe una constante positiva C tal que
N2 ≤ C
[
Iϕ (β) + Iψ (β) + ‖F‖2H
]
(39)
y
Iϕ (β) + Iψ (β) ≤ C
[
N2 + ‖F‖2H
]
, (40)
para β = 0, L.
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Demostracio´n: Vamos primero a probar las desigualdades para el caso β = L. Sea λ ∈ iR y
q1 ∈ C2 (0, L) tal que q1 (0) = 0. Multiplicando la ecuacio´n (24) por q1S, donde S = κ (ϕx + ψ),
obtenemos ∫ L
0
λρ1Φq1Sds−
∫ L
0
Sxq1Sds =
∫ L
0
f2q1Sds. (41)
Usando (25) y (26), el primer te´rmino puede ser escrito como∫ L
0
λρ1Φq1Sdx =
∫ L
0
λρ1Φq1κ(ϕx + ψ)dx
= −
∫ L
0
ρ1Φq1κλϕx −
∫ L
0
ρ1Φq1κλψdx
= −
∫ L
0
ρ1Φq1κΦx −
∫ L
0
ρ1q1κΦΨdx−
∫ L
0
ρ1q1κΦ[[f3]x + f4]dx.
Tomando la parte real obtenemos
Re
{∫ L
0
λρ1Φq1Sds
}
= −1
2
∫ L
0
ρ1q1κ
d
dx
|Φ|2 ds− Re
{∫ L
0
ρ1q1κΦΨds
}
+R1,
donde R1 contiene te´rminos con f3 y f4 y satisface
|R1| ≤ CN‖F‖H .
Note que
1
2
∫ L
0
ρ1q1κ
d
dx
|Φ|2 dx = 1
2
ρ1q1κ |Φ|2
∣∣∣L
0
−1
2
∫ L
0
[ρ1q1κ]x |Φ|2 dx
=
1
2
(ρ1q1κ |Φ|2) (L)− 1
2
∫ L
0
[ρ1q1κ]x |Φ|2 dx.
De donde sigue que
Re
{∫ L
0
λρ1Φq1Sds
}
=−1
2
(ρ1q1κ |Φ|2) (L)+ 1
2
∫ L
0
[ρ1q1κ]x |Φ|2 dx−Re
{∫ L
0
ρ1q1κΦΨds
}
+R1.
Vamos a analizar la segunda integral∫ L
0
Sxq1S =
1
2
∫ L
0
q1
d
dx
|S|2 dx.
Combinando estas identidades con (3.2), obtenemos
1
2
Iϕ (t)− 1
2
∫ L
0
(
[ρ1q1κ]x |Φ|2 + q1,x |κ (ϕx+ψ)|2
)
dx−
∫ L
0
ρ1q1κΦΨdx︸ ︷︷ ︸
J1
= R2, (42)
donde R2 = −R1 +
∫ L
0 f2q1Sdx y satisface la siguiente estimativa
|R2| ≤ cN ‖F‖ .
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Tomando ahora q2 ∈ C2 (0, L) tal que q2 (0) = 0, y multiplicando la segunda ecuacio´n en (24)
por q2bψx obtenemos∫ L
0
λρ2Ψq2bψxdx−
∫ L
0
[bψx]x q2bψxdx+
∫ L
0
κ (ϕx + ψ) q2bψxdx =
∫ L
0
f4q2bψxdx. (43)
Vamos a usar la siguiente notacio´n
J2 =
∫ L
0
λρ2Ψq2bψxdx,
J3 =
∫ L
0
[bψx]x q2bψxdx
y
J4 =
∫ L
0
κ (ϕx + ψ) q2bψxdx.
Estimaremos primero la integral J1. Usando las ecuaciones (25) y (26) podemos escribir J2 como
J2 = −
∫ L
0
ρ2Ψq2b(Ψx + [f3]x)dx
= −1
2
∫ L
0
ρ2q2b
d
dx
|Ψ|2 dx−
∫ L
0
ρ2Ψq2b[f3]xdx.
= −1
2
ρ2q2b |Ψ|2 + 1
2
∫ L
0
[ρ2q2]x |Ψ|2 dx+
∫ L
0
ρ2Ψq2b[f3]xdx
Integrando por partes resulta que J3
J3 =
∫ L
0
[bψx]x q2bψxdx
=
∫ L
0
[bψx]x q2b(Ψx + [f3]x)dx
=
∫ L
0
[b (Ψx + [f3]x)]x b(Ψx + ([f3]x)dx
=
1
2
∫ L
0
bq2
d
dx
|Ψx + [f3]x|2 dx
=
1
2
bq2 |Ψx + [f3]x|2 |L0 −
1
2
∫ L
0
[q2b]x |Ψx + [f3]x|2 dx
=
1
2
bq2 |Ψx + [f3]x|2 (L)− 1
2
∫ L
0
[q2b]x |Ψx + [f3]x|2 dx
Usando (23) y (24), obtenemos
J4 = −
∫ L
0
[κ (ϕx + ψ)]x q2bψdx−
∫ L
0
κ (ϕx + ψ) [q2b]x ψdx+ P (L)
=
∫ L
0
ρ1Φq2b(Ψ + f3)dx+
1
λ
∫ L
0
κ (ϕx + ψ) [q2b]x (Ψ + f3)dx+R3 + P (L)
=
∫ L
0
ρ2q2bΦΨdx+ P (L) +R4,
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donde P (L) = q2 (L) bψ (L) k (L) (ϕx + ψ) (L) y R4 tal que
|R4| ≤ CN ‖F‖+ c|λ|N
2.
Sumando J2, J3 e J4
1
2
Iψ (L)−
∫ L
0
(
[ρ2q2b]x |Ψ|2+q2,x |bψx|2
)
dx+
∫ L
0
ρ2q2bΦΨdx︸ ︷︷ ︸
J5
= Re {(P (L)+R4)} (44)
Entonces, escogemos q1 y q2 tal que
ρ2q2b =
∫ x
0
ensds, ρ1q1κ =
∫ x
0
ensds.
Debido a esto las integrales J1 y J5 son iguales. Sumando las igualdades (42) y (44), concluimos
que∫ L
0
[ρ1q1κ]x |Φ|2 + q1,x |κ (ϕx + ψ)|2 + [ρ2q2b]x |Ψ|2 + q2,x |bψx|2 ds = Iψ (L) + Iφ (L) +R5,
donde R5 es tal que
|R5| ≤ CN ‖F‖+ c|λ|N
2.
Denotamos por q3 := ρ2q2b =
ρ2
ρ1
∫ x
0 e
nsds. Por tanto, debemos estimar la derivada de qi (x) =
γi (x)
∫ x
0 e
nsdx, con i = 1, 2 donde γ satisface γ0 ≤ γ (x) ≤ γ1 para 0 < γ0 < γ1. Para n
suficientemente grande, obtenemos
qx = e
nxγ + γ′ (x)
∫ x
0
ensds
=
nenxγ + γ′ [enx − 1]
n
≥ 1
n
([
nγ0 − γ′
]
enx + γ′
)
≥ 1
n
(
3
4
nγ0e
nx − 2∥∥γ′∥∥∞)
≥ γ0
2
exn.
Esto implica que existe una constante c2 > 0 tal que∫ L
0
[
[ρ1q1κ]x |Φ|2 + q1,x |κ (ϕx + ψ)|2 + [ρ2q2b]x |Ψ|2 + q2,x |bψx|2
]
ds ≥ c2
n
N2.
Por la definicio´n de N2
N2 ≤ C0
[
Iψ + Iφ +N ‖F‖+ 1|λ|N
2
]
,
donde C0 no depende de n. Tambie´n tenemos
Iψ + Iϕ ≤ C0
[
N2 +N ‖F‖H
]
.
Tomando λ suficientemente grande, nuestra conclusio´n es comprobada.
Demostracio´n del Teorema 3.1:
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Paso 1: iR ⊂ ρ (A1). De facto, una vez que A1 es un operador cerrado y D (A1) tiene imersio´n
compacta en el espacio H concluimos que el espectro σ (A1) es discreto. As´ı, para concluir es
necesario mostrar que no hay autovalores imaginarios. Por definicio´n, para ciertos valores el
operador (A1 − λI) no es inyectivo y por tanto no puede definirse una inversa. Esos valores
conforman el espectro discreto. Obviamente la ecuacio´n 45 so´lo tiene soluciones para valores
del espectro discreto, y una de esas soluciones se llama vector propio. Por contradiccio´n, vamos
suponer que existe un valor propio imaginario, usamos la misma definicio´n dada en el Teorema
3.3 de [9]. Sea iλ ∈ σ (A1), entonces existe U 6= 0 satisfaciendo
A1U = iλU. (45)
Tomando produto interno en H de esta identidad con U y usando (4,11) , obtenemos que
u = v = 0, Ψ (L) = Φ (L) = 0.
Esto implica que
ψ (L) = Φ (L) = Φx (L) = ψx (L) = 0.
Considerando el sistema (23)-(28) con F = 0 como un problema de valor inicial con los datos
nulos. Por tanto ϕ = ψ = 0, esto implica que U = 0. Mas eso es una contradiccio´n y as´ı tenemos
que iR ⊂ ρ (A1).
Paso 2: El operador A1 satiface la primera estimativa, que es la ecuacio´n (6), del Teorema
1.4, dada en [2] con α = 2. En efecto, usando el Lema 3.2 para la primera desigualdad, para la
segunda desigualdad usamos (22) y , conclu´ımos, para |λ| grande, que
‖U‖2 ≤ C
[
Iϕ + Iψ + ‖F‖2H
]
≤ C
[
|λ|2 |u|2 + |λ|2 |v|2 + ‖F‖2H
]
≤ C |λ|2 ‖U‖H ‖F‖H + C ‖F‖2H .
De donde para una constante C y procediendo de manera ana´loga a la prueba del Teorema 3.3
de [9] obtenemos
1
|λ|2 ‖U‖H ≤ C‖F‖H .
Paso 3: Conclusio´n. Usando el Teorema 1.4 dado en [2] nuestro resultado de decaimiento poli-
nomial es obtenido como uno deseaba.
4. Falta de estabilidad exponencial
Probamos ahora la falta de estabilidad exponencial delsistema de Timoshenko (8)-(13). En esta
seccio´n primero mostraremos algunos resultados preliminares para el mejor entendimiento a la
hora de la prueba del principal resultado de esta seccio´n que es el Teorema 4.1. Ma´s precisamente,
tenemos como objetivo demostrar el siguiente resultado.
Teorema 4.1 El sistema de Timoshenko (8)-(13) con carga puntual no es exponencialmente
estable.
Antes vamos a presentar algunas notaciones y resultados preliminares.
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Denotamos por {S(t)} el semigrupo definido por el sistema (8)-(13). Note primero que la solucio´n
ϕ (L) y ψ (L) , de las condiciones de contorno (11) y (12) puden ser escritas como
ϕt (L, t) = e
− k0
m
tϕ1 (L) +
1
m
∫ t
0
e−
k0
m
(t−s)S (L, s) ds
y
ψt (L, t) = e
− k1
Im
tψ1 (L) +
1
Im
∫ t
0
e−
k1
Im
(t−s)M (L, s) ds.
donde S (L, t) = κ (L) (ϕx (L, t) + ψ (L, t)) y M (L, t) = b (L)ψx (L, t) donde (x, t) ∈ (0, L) ×
(0, T ).
Vamos usar las siguientes notaciones
D1 (t) = e
− k0
m
tϕ1 (L) , (46)
K1 (t) =
1
m
∫ t
0
e−
k0
m
(t−s) [ϕx (L, s) + ψ (L, s)] ds, (47)
D2 (t) = e
− k1
Im
tψ1 (L) , (48)
K2 (t) =
1
Im
∫ t
0
e−
k1
Im
(t−s)ψx (L, s) ds. (49)
Presentaremos ahora un sistema de Timoshenko conservativo
ρ1 (x) ϕ˜tt − S˜x = 0, (50)
ρ2 (x) ψ˜tt − M˜x + S˜ = 0, (51)
donde S˜ = k (x)
(
ϕ˜x + ψ˜
)
y M˜ = b (x) ψ˜x.
Las condiciones iniciales son dadas por
ϕ˜ (x, 0) = ϕ0 (x) , ϕ˜t (x, 0) = ϕ1 (x) , ψ˜ (x, 0) = ψ0 (x) , ψ˜t (x, 0) = ψ1 (x) (52)
y para el sistema vamos a considerar condiciones de contorno dadas por
ϕ˜ (0, t) = ψ˜ (0, t) = 0, (53)
S˜ (L, t) +mϕ˜tt (L, t) = M˜ (L, t) + Imψ˜tt (L, t) = 0. (54)
Denotando por E˜ (t) la energ´ıa asociada del sistema (50)-(54), usando la norma del sistema
(50)-(51) para obtenerla
E˜ (t) =
1
2
∫ L
0
[
ρ1 |ϕ˜t|2 + ρ2|ψ˜t|2 + b|Ψ˜|2 + k|ϕ˜x + ψ˜|2
]
dx+
m
2
|ϕ˜t (L, t)|2 + Im
2
|ψ˜t (L, t) |2.
Multiplicando (50) por ϕ˜ y (51) por ψ˜ e integrando sobre el intervalo (0, L) obtenemos
d
dt
E˜(t) = 0⇒ E˜ (t) = E˜ (0) .
Denotamos por {S0(t)} el semigrupo definido por el sistema (50)-(52) generado por A1 con
k1 = k2 = 0. Note que ‖S0 (t)U0‖ = ‖U0‖. Similarmente, las condiciones de contorno (53)
pueden ser escritas como sigue
ϕ˜ (0, t) = ψ˜ (0, t) = 0. (55)
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Resolviendo (53) y (54) obtenemos
ϕ˜t (L, t) = ϕ˜t (L, 0) +
1
m
∫ t
0
S˜ (L, s) ds, (56)
ψ˜t (L, t) = ψ˜t (L, 0) +
1
m
∫ t
0
M˜ (L, s) ds. (57)
Denotamos por
D3 = ϕ1 (L) , (58)
K3 (t) =
1
m
∫ t
0
[
ϕ˜x (L, s) + ψ˜ (L, s)
]
ds, (59)
D4 = ψ1 (L) , (60)
K4 (t) =
1
m
∫ t
0
ψ˜x (L, s) ds. (61)
Usando las notaciones de arriba, tenemos que U = ϕ− ϕ˜ e V = ψ − ψ˜ satisface
ρ1 (x)Utt − [κ (x) (Ux + V )]x = 0, (62)
ρ2 (x)Vtt − [b (x)Vx]x + k (x) (Ux + V ) = 0, (63)
con condicio´n inicial
U (x, 0) = Ut (x, 0) = V (x, 0) = Vt (x, 0) = 0 (64)
y condiciones de contorno
U (0, t) = V (0, t) = 0, Ut (L, t) = G1 (t) , Vt (L, t) = G2 (t) , (65)
donde
G1 (t) = D1 (t)−D3 +K1 (t)−K4 (t) , (66)
G2 (t) = D2 (t)−D4 +K2 (t)−K3 (t) . (67)
Vamos tambie´n a usar las siguientes notaciones
E (Y,Z, t) =
∫ t
0
[
ρ1 |Yt|2 + ρ2 |Zt|2 + b |Zx|2 + κ |Yx + Z|2
]
dx,
IY,Z (t) = |Yt (L, t)|2 + |Yx (L, t) + Z (L, t)|2 ,
JZ (t) = |Zt (L, t)|2 + |Zx (L, t)|2 .
Como en el Lema 3.2 tenemos una estimativa para el siguiente sistema de evolucio´n
Lema 4.2 Suponemos que existe una solucio´n de´bil para (68)-(69).
ρ1Ytt − κ (Yx + Z)x = 0, (68)
ρ2Ztt − bZxx + κ (Yx + Z) = 0, (69)
con energ´ıa finita E (Y,Z, t) en L1 (0, t) . Entonces existe una constante positiva tal que∫ T
0
[
IY,Z (t) + JY (t)
]
dt ≤ C
∫ T
0
E (s) ds+ C[E (T ) + E (0) ].
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Adema´s de eso, para T suficientemente grande, tenemos que existe una constante positiva tal
que la siguiente desigualdad inversa es satisfecha∫ T
0
E (s) ds ≤ C
∫ T
0
[
IY,Z (t) + JZ (t)
]
dt+ C
[E (T ) + E (0) ].
Demostracio´n: Multiplicando la ecuacio´n (62) por q (ϕx + ψ) y la ecuacio´n (63) por qψx.
Prosiguiendo de forma ana´loga a la prueba del Lema 3.2 obtenemos nuestro resultado.
Lema 4.3 Considere los siguientes operadores
Di : H → L2 (0, T )
U0 7→ Di (t)
y
Ki : H → L2 (0, T )
U0 7→ Ki (t)
donde Di (t), Ki (t), i = 1, 2, 3, 4, son definidos en (46), (49), (58), (61) con (U = ϕ − ϕ˜, V =
ψ − ψ˜) solucio´n del sistema (62)-(63) y (ϕ˜, ψ˜) solucio´n del sistema (50)-(54). Entonces estos
operadores son compactos.
Demostracio´n: Combinando la identidad de energ´ıa con el Lema 4.2, obtenemos que las si-
guientes aplicaciones
R+ 3 t 7→ S (L, t) ,
R+ 3 t 7→M (L, t) ,
son limitadas en L2 (0, T ). Esto implica que la funcio´n R+ 3 t 7→ Ki (U0, t) lleva conjuntos
limitados de H en conjuntos limitados de H1 (0, T ). Por tanto, por uno de los Teoremas de
imersio´n dado en el Teorema 2.5.1 dado en [1] la aplicacio´n R+ 3 t 7→ Ki (U0, t) es compacta de
H en L2 (0, T ).
4.1. Prueba del Teorema 4.1
Usaremos los siguientes enunciados y resultados para nuestra prueba.
Definicio´n 4.4 El tipo de semigrupo {S(t)} es definido por el siguiente nu´mero
ω (A1) = l´ım
t→∞
ln (‖S(t)‖)
t
= ı´nf
t>0
ln (‖S(t)‖)
t
.
Definicio´n 4.5 El tipo esencial del semigrupo {S(t)} es definido por
ωess (A1) = ı´nf
{
ω ∈ R ∣∣ ∃M > 0 tal que ‖S‖ess ≤Meωt,∀t ≥ 0}
donde ‖S‖ess = ı´nf {‖S −K‖ ,K compacto} .
Notemos que ‖S‖ess ≤ ‖S‖
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Definicio´n 4.6 Sea ωσ (A1) el l´ımite superior espectral del conjunto resolvente σ (A1).
Observacio´n 4.7 Note que ω (A1) = 0 implica ‖S(t)‖ = 1. Por tanto para probar la falta de
estabilidade exponencial, es suficiente provar que ω (A1) = 0.
Teorema 4.8 (Weyl) El radio esencial de espectro de un operador A1 es invariante por per-
turbaciones compactas, o sea
ress (A1) = ress (A1 +K) ,
donde K, es un operador compacto y ress (A1) es el radio espectral esencial de A1 y es dado por
ress (A1) = ma´x {|λ| ;λ ∈ σess (A1)} = ı´nf {R > 0;λ ∈ σ (A1) , |λ| > R⇒ λ ∈ σd (A1)}
y σd (A1) es un conjunto de valores propios isolados de A1 con multiplicidad finita
Demonstrac¸a˜o: Ver [4]
Note primero, que si ω(A1) = 0, donde A1 es el generador infinitesimal del semigrupo {S(t)} de
clase C0, entonces tenemos que ‖S(t)‖ = 1. As´ı para mostrar la falta de estabilidad exponencial
es suficiente mostrar que ω(A1) = 0. Para esto vamos a usar la siguiente fo´rmula
ω (S) = ma´x {ωσ (A1) , ωess (S)} .
Como ωσ (A1) ≤ 0 siempre que A1 es disipativo. Entonces la demostracio´n del Teorema 4.1 es
resumida a mostrar que ωess (S) = 0.
Para esto vamos a mostrar primero que la diferencia de los semigrupos S − S0 es un operador
compacto en H y entonces del Teorema de imersio´n sigue que
ωess (S) = ωess (S0) .
Por tanto, el radio espectral esencial de {S(t)} y {S0(t)} son iguales. Siendo {S0(t)} unitario,
tenemos que el espectro es dado por 0. Concluyendo entonces que ω (S) = 0 y as´ı por la siguiente
Observacio´n 4.7 sigue que {S(t)} no es exponencialmente estable.
Demostracio´n del Teorema 4.1: Vamos a probar que S − S0 : H → H es un operador com-
pacto. Con efecto, multiplicando la ecuacio´n (62) y (63) por Ut e Vt, respectivamente, obtenemos
Et(U, V, t) = S (L, t) (D1 +K1) +M (L, t) (D2 +K2) .
Integrando sobre la variable temporal, encontramos
E(U, V, t) =
∫ t
0
[
S (L, s) (G1) +M (L, s) (G2)
]
ds.
Usando la primera desigualdad del Lema 4.2, obtenemos que∫ T
0
[
IU,V (t) + JU (t)
]
dt ≤
4∑
i=1
∫ T
0
[|Di|2 + |Ki|2 ]ds.
De donde sigue que ∫ T
0
E(U, V, s)ds ≤ C
4∑
i=1
∫ T
0
[|Di|2 + |Ki|2 ]ds.
Note que, por el Lema 4.3, Di (U0) y Ki (U0) son conjuntos compactos en L
2 (0, T ) si U0 es un
conjunto limitado. As´ı para cualquier sucesio´n de datos iniciales, {Uµ0 }, limitada en el espacio
fase H existe una subsucesio´n (au´n denotada de la misma manera) tal que {DiUµ0 } y {KiUµ0 }
convergen fuerte en L2 (0, T ). Por la linearidad tenemos que {Uµ}, {V µ} tambie´n convergen
fuerte en H y {(S − S0) (Uµ0 )} converge fuerte. Por tanto S−S0 es un operador compacto. Con
esto se concluye la demostracio´n.
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5. Abordaje Computacional y Discretizacio´n del Sistema
Observacio´n 5.1 Para nuestro ana´lisis, los coeficientes sera´n constantes.
5.1. Discretizacio´n del Sistema
Hacemos la discretizacio´n del sistema usando diferencias finitas para las variables temporal y
espacial, para las derivadas de orden 2 usamos diferencia centrada y para las derivadas de orden
1 usamos o me´todo expl´ıcito.
La discretizacio´n del tiempo es dada por
t0 = 0 < t1 = ∆t < ... < tn < ... < tN = N∆t < tN+1 = T
donde tn = n∆t para n = 0, 1, 2, ...N + 1 y hacemos
h = ∆x =
L
i+ 1
,∆t =
T
N + 1
, L, T ∈ N
con xi = i∆x, i = 0, 1, 2, ..., I + 1 e tn = n∆t.
Consideremos tambie´n los siguientes operadores de diferencias finitas en espacio y en el tiempo:
Esquema Progresivo Impl´ıcito (primer orden):
∂xu
n
j =
unj+1 − unj
∆x
, ∂tu
n
j =
un+1j − unj
∆t
Esquema Atrasado Expl´ıcito (primer orden):
∂xu
n
j =
unj − unj−1
∆x
, ∂tu
n
j =
unj − un−1j
∆t
Diferencia Central (segundo orden):
∂x + ∂x
2
unj =
unj+1 − unj−1
2∆x
,
∂t + ∂t
2
unj =
un+1j − un−1j
2∆t
Esquema de Diferencias Centrada (segundo orden)
∂x∂xu
n
j =
unj+1 − 2unj + unj−1
∆x2
, ∂t∂tu
n
j =
un+1j − 2unj + un−1j
∆t2
,
En todos los casos unj corresponde a la solucio´n nume´rica en los puntos nodales (xj , tn) de la
discretizacio´n, y tales operadores son construidos con base en la aplicacio´n de la serie de Taylor
para u (xj , tn) .
5.2. Convergencia del Esquema Nume´rico
Definicio´n 5.2 Decimos que un esquema nume´rico en diferencias finitas expresado por
F(∆x,∆t)u (∆x,∆t) = 0
y que aproxima una ecuacio´n diferencial parcial Fu (x, t) = 0, es convergente en cada punto
(xj , tn) si para (xj , tn) −→ (x, t) tenemos que unj → u cuando ∆x,∆t→ 0. Formalmente
l´ım
∆x→0
ma´x
j=0,1,2,...
l´ım
∆t→0
ma´x
n=0,1,2,...
∣∣u (xj , tn)− unj ∣∣ = 0
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As´ı nuestro sistema (8)-(13) queda expresado de la siguiente manera
ρ1
(
ϕn+1i − 2ϕni + ϕn−1i
∆t2
)
− κ
(
ϕni+1 − 2ϕni + ϕni−1
h2x
+
ψni − ψni−1
hx
)
= 0, (70)
ρ2
(
ψn+1i −2ψni +ψn−1i
∆t2
)
−b
(
ψni+1 − 2ψni + ψni−1
h2x
)
+κ
(
ϕni − ϕni−1
hx
)
−κψni = 0. (71)
De (70) tenemos
ρ1
∆t2
ϕn+1i −
2ρ1
∆t2
ϕni +
ρ1
∆t2
ϕn−1i =
κ
h2x
ϕni+1 −
2κ
h2x
ϕni +
κ
h2x
ϕni−1 +
κ
hx
ψni −
κ
hx
ψni−1.
De (71) tenemos
ρ2
∆t2
ψn+1i −
2ρ2
∆t2
ψni +
ρ2
∆t2
ψn−1i =
b
h2x
ψni+1 −
2b
h2x
ψni +
b
h2x
ψni−1 −
κ
hx
ϕni−1 +
κ
hx
ϕni−1 − κψni .
La condicio´n de contorno en x = L es escrita como
m
(
ϕn+1i − 2ϕni + ϕn−1i
∆t2
)
+ k0
(
ϕni − ϕn−1i
∆t
)
+ κ
(
ϕni − ϕni−1
hx
)
+ κψni = 0 (72)
Im
(
ψn+1i − 2ψni + ψn−1i
∆t2
)
+ k1
(
ψni − ψn−1i
∆t
)
+ b
(
ψni − ψni−1
hx
)
= 0 (73)
De (72) tenemos
m
∆t2
ϕn+1i −
2m
∆t2
ϕni +
m
∆t2
ϕn−1i +
k0
∆t
ϕni −
k0
∆t
ϕn−1i +
κ
hx
ϕni −
κ
hx
ϕni−1 + κψ
n
i = 0
De (73) tenemos
Im
∆t2
ψn+1i −
2Im
∆t2
ψni +
Im
∆t2
ψn−1i +
k1
∆t
ψni −
k1
∆t
ψn−1i +
b
hx
ψni −
b
hx
ψni−1 = 0
5.3. Consistencia y Estabilidad
En particular, el concepto de consistencia nos dice que la solucio´n exacta de un problema de
valor inicial y de contorno satisface las ecuaciones de diferencias de los me´todos nume´ricos con
un margen de error dado, que se obtiene de la aproximacio´n via serie de Taylor.
Definicio´n 5.3 Para Fu (x, t) = 0 y F(∆x,∆t)u (∆x,∆t) = 0, decimos que el esquema nume´rico
es consistente si para cualquier funcio´n u = u (x, t) suficientemente regular se tiene que:
F(∆x,∆t)u (∆x,∆t)→ 0 cuando (∆x,∆t)→ 0
Definicio´n 5.4 Un me´todo de diferencias finitas es estable si existe una constante M > 0, tal
que,
∣∣∣enj ∣∣∣ < M para todo j, n.
Teorema 5.5 (Convergencia Nume´rica) El esquema nume´rico expl´ıcito espacio-tiempo apli-
cado al sistema, es convergente s´ı, y solamente s´ı,
∆t ≤ ∆x
c
(74)
donde c =
√
E/p.
Demostracio´n: Ver [15, 11].
Observacio´n 5.6 (Propiedades de la Energ´ıa Discreta del Me´todo Expl´ıcito) Para la
discretizacio´n de la energ´ıa usaremos tambie´n diferencias finitas en la variable espacial x.
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5.4. Resultados Computacionales
Ahora exhibimos los resultados de la simulacio´n nume´rica que efectuamos del me´todo expl´ıcito
en diferencias finitas, principalmente lo que nos muestra es la falta de decaimiento exponencial
de la energ´ıa. La principal cuestio´n es que trata´ndose de un modelo de dimensio´n finita, se debe
determinar los para´metros adecuados para asegurar buenos resultados.
Usamos los siguientes para´metros dados en [1]. Por tanto consideramos el caso con una viga de
longitud L = 1, con las siguientes constantes f´ısicas E = 1×104N/m2, G = 4,12×104N/m2, ρ =
1500kg/m3 y K = 2/6.
Con las siguientes condiciones iniciales:
ϕ (x, 0) = ψ (x, 0) = 8sen
(
4pi
x
L
)
, ϕt (x, 0) = ψt (x, 0) = 8sen
(
8pi
x
L
)
.
Usamos estas funciones ya que el sistema (8)-(13) tiene condiciones de Dirichlet por la izquierda
x = 0 y la carga puntual funciona como si tambie´n tuviera la misma condicio´n a la derecha
x = L. Usamos una malla adecuada en cada caso usando la condicio´n (74) y la evolucio´n del
tiempo hasta t = 10.
Se obtuvieron los siguientes resultados.
Figura 2: Caso 1 Funcio´n Desplazamiento para t = 1.
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Figura 3: Caso 1 Funcio´n de Rotacio´n para t = 1.
Figura 4: Funcio´n Desplazamiento ϕ para t = 10.
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Figura 5: Funcio´n Rotacio´n ψ para t = 10.
Figura 6: Decaimiento de la Energ´ıa
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Figura 7: Velocidad de las vibraciones
De las figuras observamos lo siguiente:
En las Figuras 2 y 3, observamos el comportamiento en el tiempo t = 1 de las funciones
Desplazamiento ϕ y Rotacio´n ψ, donde se puede ver un comportamiento similar debido a
que usamos las mismas condiciones iniciales para ambas funciones.
En las Figuras 4 y 5, observamos el comportamiento en el tiempo t = 10 de las funciones
Desplazamiento ϕ y Rotacio´n ψ, donde se puede ver un comportamiento similar debido a
que ambas poseen mecanismo disipativo dado en la frontera x = L; esto a diferencia de
otros modelos en donde por ejemplo el sistema tiene disipacio´n parcial, como es el caso
visto en el Cap´ıtulo 4 de [1], en estos casos el comportamiento de las funciones ϕ y ψ y
sus tazas de decaimiento ser´ıan diferentes.
En la Figura 6 observamos el decaimiento de la energ´ıa, su comportamiento no es ex-
ponencial debido a la taza de decaimiento polinomial de nuestro sistema. En la Figura 7,
observamos la evolucio´n de las ondas, estas no decaen ra´pidamente debido a que el sistema
(8)-(13) tiene decaimiento polinomial.
6. Conclusio´n
En este trabajo el resultado principal es la prueba de la ausencia de estabilidad exponencial
del sistema presentado. A su vez se muestra que el sistema tiene estabilidad polinomial,
ambos casos son demostrados durante el trabajo.
En lo que respecta a la implementacio´n computacional obervamos las vibraciones, la velo-
cidad de las ondas que suceden en la viga con el pasar del tiempo y la falta de estabilidad
exponencial en su decaimiento.
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Tambie´n observamos en la gra´fica de la energ´ıa la taza de decaimento polinomial del
problema. Para otros trabajos se piensa hacer ana´lisis e implementaciones con otros tipos
de disipacio´n.
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