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21 Abstract
We evaluate the current state-of-the-art in dense correspondence estimation
for the use in multi-image interpolation algorithms. The evaluation is carried
out on three real-world scenes and one synthetic scene, each featuring vary-
ing challenges for dense correspondence estimation. The primary focus of
our study is on the perceptual quality of the interpolation sequences created
from the estimated flow fields. Perceptual plausibility is assessed by means
of a psychophysical userstudy. Our results show that current state-of-the-
art in dense correspondence estimation does not produce visually plausible
interpolations.
2 Introduction
Dense correspondence fields lie at the very heart of multi-image interpola-
tion techniques. In literature, there are numerous approaches to compute
such dense correspondence fields from a given image pair. Many of the more
recent approaches are ranked in the Middlebury flow evaluation database [7],
a database nowadays used to evaluate the performance of correspondence
estimation techniques on a set of test scenes. While this database also eval-
uates interpolation quality by measuring an interpolation error, its primary
focus is on measuring the accurracy of the obtained correspondence fields.
However, the evaluation of a single frame halfway between two images does
not capture the aspect of temporal coherence which is of great importance
to image interpolation techniques.
In Refs. [53] and [52], Stich et al. compared their approach to interpo-
lation sequences generated from dense correspondence fields computed with
well-known optical flow algorithms [27, 15] by means of a psychophysical
userstudy. While the proposed edge-based correspondence estimation tech-
nique yields perceptually higher quality interpolation sequences, Stich et al.
do not compare their results against interpolation sequences generated from
motion fields of state-of-the-art optical flow research as reflected by the Mid-
dlebury evaluation database [7].
In this report, we evaluate the current state-of-the-art in optical flow re-
search for image interpolation sequences. In contrast to the Middlebury eval-
uation database [7], our focus is not on numerical accuracy of the obtained
flow fields, but on perceptual plausibility of the interpolation sequences.
The rest of this report is structured as follows: we start with an in-depth
review of the state-of-the-art, Sect. 3. This is followed by a brief overview
on applications of optical flow algorithms in a computer graphics context in
Sect. 4. After that, we evaluate the current state-of-the-art in optical flow
algorithms on several real-world scenes used in the Virtual Video Camera
system [33] in Sect. 5. We summarize our evaluation and draw conclusions
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3in Sect. 6.
3 Related Work
Dense correspondence estimation has a long standing history in computer
vision research, and a huge number of papers on different aspects of the
problem have been published. Since a complete survey on all optical flow
algorithms is out of the scope of this report, we refer the interested reader
to Refs. [1, 8, 41, 10, 39, 54, 38] for previous surveys on the state-of-the-art
instead. In the following sections, we will focus on more recent optical flow
methods, especially on those ranked on the Middlebury optical flow page
[7] since those can safely be considered to represent current state-of-the-art.
Nevertheless, we also include the discussion of two older methods, i.e. Horn-
Schunck and Lucas-Kanade, for their popularity in the computer graphics
community and their availability in several open source libraries. We follow
a classification introduced in Ref. [3] and extend it suitably.
3.1 Differential methods
Differential methods are based on a first degree approximation of the bright-
ness constancy assumption, i.e.
∂I
∂x
δx
δt
+
∂I
∂y
δy
δt
+
∂I
∂t
= 0. (1)
Horn-Schunck. Eq. (1) can be solved globally by adding an additional
regularization term to the under-determined system and enforcing global
smoothness. This is the classic Horn-Schunck approach [27]. Their idea is
to minimize∫
Ω
(
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∂I
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∂I
∂y
δy +
∂I
∂t
)2 + α(|∇δx|2 + |∇δy|2)
)
dxdy.
Ω denotes the image domain and α weighs the influence of the smoothness
term.
Lucas-Kanade. Lucas and Kanade [35] take a different approach: they
solve Eq. (1) for every pixel by assuming all pixels (x, y) within a fixed-size
window move with the same flow and construct an over-determined system
of equations,
w(x, y)
(
∂I
∂x
δx+
∂I
∂y
δy +
∂I
∂t
)∣∣∣∣
x,y,t
= 0.
Since the system is over-determined, δx and δy are found as a weighted least
squares solution. The weights w(·) diminish the influence of pixels farther
away.
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3.2 Multi-scale 3
Combined local-global approach. Often, local methods such as Lucas-
Kanade are more robust against noise, while global methods such as Horn-
Schunck yield dense flow fields inside homogeneous regions. Bruhn et al.
proposed a combined local-global (CLG) approach that incorporates the
advantages of both paradigms [16], : It is highly robust under Gaussian
noise while giving dense flow fields.
3.2 Multi-scale
The linear approximation made in Eq. (1) is only valid for small displace-
ments. A common solution to estimate larger displacements is to use a
multi-resolution coarse-to-fine approach. An image pyramid is constructed
by repeatedly downsampling the image [23, 9]. The optical flow can then be
computed on the coarsest resolution, and an upsampled version of δx and
δy is used to initialize the solution on the next finer level. This process is
then iterated until the final image resolution is reached.
Usually, the image is downsampled by a factor of two. It has long been
believed that the performance of multi-resolution algorithms can be further
improved by controlling the spatial frequency content more finely than with
power of two image pyramids. This is usually achieved by filtering the indi-
vidual pyramid level with a low-pass filter to generate different scales [15].
However, Sun et al. recently showed that the influence of the downsampling
factor on flow quality does not have any statistical significance [55].
Further, multi-scale methods are limited by object size: if the object mo-
tion is larger than the extent of the object itself, the object will be smoothed
away before its motion can be estimated.
3.3 Variational methods
Recent work on optical flow has mostly turned to variational approaches,
seeking to minimize an energy functional over the entire image domain Ω.
While differential methods linearize the optical flow equation already in
the problem formulation, Brox et al. perform a non-linear optimization by
postponing linearization to the numerical scheme [15]. Expressed in equation
form, the functional reads
E(v) =
∫
Ω
(
∑
i
βiΨi(Di)
︸ ︷︷ ︸
data term
+α Φ(v,∇v, . . .)︸ ︷︷ ︸
smoothness term
)dxdy,
where Di denotes the data term, usually some function of the input images,
Ψi and Θ are robust functions to penalize outliers.
Data terms. The data term typically takes the form
Ψi(Di) = Ψi(Li(I(x+ δx, y + δy, t+ δt))− Li(I(x, y, t))).
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3.3 Variational methods 3
The linear function Li (e.g., identity, gradient, Laplacian) allows to general-
ize the gradient constancy assumption to include other constancy assump-
tions as well. Substituting Ψ(x) = x2 and assuming the identity function for
Li, one arrives at the classical Horn-Schunck data term. This data term has
been extended by Brox et al. to also include the image gradient in the data
term [15]. Going beyond intensity and gradient differences, Wedel et al. also
integrated the fundamental matrix F into the data term [63]. If the scene
is static, this helps to further restrict possible flow vectors in texture-less
regions. While the classical approaches use the L2-norm as penalty func-
tion in the data term, Brox et al. propose to use the robust Charbonnier
penalty Ψ(s2) =
√
(s2 + 2) to robustify flow computation [15]. Recently,
researches also tend to use Ψ(x) = |x| in the data term [69, 66]. This ro-
bustifies the flow computation against illumination changes, occlusion and
noise. Unfortunately, this norm is not differentiable and thus difficult to
use.
Methods of regularization. Much research has been devoted to find-
ing a good regularization strategy to fill in missing regions. The classical
approach of Horn-Schunck is to use the L2-norm of the flow field gradient
as regularizer. It yields a convex functional that can be optimized globally
and strongly penalizes discontinuities in the optical flow field. This usu-
ally leads to blurry flow fields around edges. Starting with the approach of
Black and Anandan [11], different robust functions have been proposed for
regularization. However, some of them are non-convex and thus difficult to
optimize.
Based on this approach, Zach et al. propose to use a true total vari-
ation (TV) regularizer [69]. This helps to better preserve discontinuities
in the flow fields. Along with the use of the TV-regularizer, they extend
an efficient projected gradient scheme proposed by Chambolle [17] that al-
lows optical flow computation in real-time. Trobin et al. also considered
the problem of piecewise constant flows in untextured regions [59]. Instead
of applying a TV-L1 regularization to the flow field, they propose to use
an unbiased second-order regularizer to remove the bias towards constant
flow fields. Werlberger et al. extended the isotropic Total Variation regu-
larization approaches to an anisotropic regularization based on the robust
Huber-norm [66]. Similar, Wedel et al. propose to use data-aware regular-
izers that adaptively favor rigid body motion if supported by the image
data and motion field discontinuities that coincide with discontinuities of
the image structure [62].
While all of the approaches so far focused on optimizing the data fi-
delity term and the smoothness term separately, Zimmer et al. recently
investigated the interplay of these two terms [70]. Inspired by an early
model by Nagel and Enkelmann [40], which regularizes the flow field along
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3.4 Long-range methods 3
edges but not across, they develop a synergistic model where data term
and smoothness term do not interfere but complement each other instead.
Their anisotropic smoothness term reduces smoothing in the data-constraint
direction, while enforcing a strong filling-in effect orthogonal to it.
A different approach to tackle occluded and texture-less regions is taken
by Xu et al. [68]. In their work, they infer a segment-based affine motion
model using a color segmentation and an initial flow field obtained by Brox’s
method. After having inferred an occlusion map and a confidence map from
the segments, the parametric motion model is incorporated in a variational
framework, and the initial flow field is refined. Zitnick et al. also jointly
estimate optical flow and segmentation and further allow fractional con-
tributions of overlapping segments to individual pixels [71]. Based on the
Gestalt principles of grouping, Werlberger et al. recently also incorporated
a low level image segmentation into flow estimation [65].
Efficient minimization strategies. The minimization of the variational
approaches is usually carried out in an iterative fashion, applying for exam-
ple a projected gradient scheme. A drawback of such local iterative mini-
mization techniques is their slow convergence and the risk of getting stuck
in local minima. To account for this, Trobin et al. propose to approximate
the minimization by solving a series of binary subproblems to facilitate large
optimization moves [58]. Their proposed method can be interpreted as an
extension of discrete graph-cut based methods such as α-expansion [13] or
LogCut [31] to a spatially continuous setting.
3.4 Long-range methods
Despite the wide-spread use of multi-resolution methods in optical flow es-
timation, there are still cases where the displacement is too large to be
estimated in a hierarchical framework. This is especially true if the ob-
ject motion is larger than the object itself. Multi-resolution methods will
not help in this case, since the object will vanish in the image pyramid
before the displacement is small enough to be estimated. To account for
this, Brox et al. recently incorporated descriptor matching in a variational
framework to guide optical flow estimation for larger motions [14]. As de-
scriptors, they propose to use regions descriptors of a hierarchical segmen-
tation of the image, similar to the SIFT descriptor [34]. Their approach
combines the power of descriptor matching with the regularization proper-
ties of a variational approach.
A different approach has been taken by Steinbru¨cker et al. [49]. Starting
at a standard variational formulation and making use of techniques known
from quadratic relaxation, they arrive at a formulation with a point-wise
data term and a convex smoothness term which are coupled via an additional
flow field. For both data and smoothness term, a globally optimal solution
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3.5 Discrete optimization 3
can be found. The solution for the data term can simply be computed by
a complete search, alleviating the need for coarse-to-fine warping strategies.
Another appealing property of this approach is that any point-wise error
measure can be integrated into the data term. This has been exploited
in [50] where they integrate patch-based error measures into this framework.
While both approaches clearly improve on the current state-of-the-art for
long range motions, they both suffer from a lower overall accuracy compared
to warping-based methods [14, 49].
3.5 Discrete optimization
While variational methods seek to minimize the energy functional in a con-
tinuous domain, there are also approaches to optical flow computation us-
ing methods from discrete optimization. A common approach to optical
flow estimation in a discrete setting is to formulate the process as maximum
a-posteriori (MAP) inference. Contrary to continuous approaches, the solu-
tion is no longer continuous-valued but requires a sampling of the solution
space. To this end, discrete methods usually have to deal accuracy for a
computationally tractable label space.
Glocker et al. overlay the image with a uniform grid of control points
and iteratively estimate displacement vectors for each control point based
on Markov Random Fields and a warping strategy [24]. To account for the
limited precision of a discrete label space, they estimate the uncertainty of
the flow field in each control point and derive a new label space for every
control point in every iteration. The dense optical flow field is obtained via
cubic B-spline interpolation of the control points.
Lempitsky et al. combine discrete and continuous flow estimation [30].
Their algorithm fuses multiple proposal optical flow fields obtained using
continuous optical flow estimation algorithms such as Horn-Schunck and
Lucas-Kanade. Using a graph-cut optimization to decide for each pixel
which proposal flow field the flow vector should be taken from, they achieve
lower energy values than with either a pure discrete or purely continuous
optimization approach.
3.6 Learning-based methods
Despite the long history of optical flow computation and the study of various
data and smoothness terms, very few attempts have been taken to optimize
those terms from actual data. In one of the first approaches to supervised
learning optical flow [43], a detailed analysis of flow statistics in natural
scenes is presented, and machine learning methods are developed to learn a
Markov random field model of optical flow. The prior probability of a flow
field is formulated as a Field-of-Experts model that captures the spatial
statistics in overlapping patches and is trained using contrastive divergence.
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3.7 Occlusion handling 3
This model is extended in Ref. [56] to the spatio-temporal domain to model
temporal changes in image features. Further on, in this approach the statis-
tical relationship between image and flow boundaries are modeled explicitly
by a Steerable Random Field following the model proposed by Nagel and
Enkelmann [40].
Instead of considering maximum likelihood estimation, Li and Hutten-
locher [32] learn the parameters of a continuous-state Markov random field
by minimizing the training loss for a set of ground-truth images. They use
a technique from stochastic optimization, called simultaneous perturbation
stochastic approximation, to optimize the error criterion used to evaluate
the quality of the flow field. Their approach does not require approximations
common in maximum-likelihood estimation and generalizes well to unseen
data.
3.7 Occlusion handling
Occlusion handling is an important aspect of optical flow computation since
no sensible correspondences can be found for occluded regions. If disre-
garded, the flow fields along occluding boundaries tend to collapse due to
regularization. A first step towards accounting for occlusion was taken by
jointly estimating forward and backward optical flow fields [2]. By jointly
estimating both flow directions, occluded regions can be identified by ex-
amining the mismatch of forward and backward flow. Another approach to
occlusion detection is to compute the divergence of the flow field and look-
ing for areas with negative divergence. Sand and Teller [45] combine this
approach with pixel projection differences to detect occluded regions and
integrate this into the variational method by Brox et al. [15]. In their ap-
proach, they alternate optical flow estimation and occlusion detection. Sim-
ilarly, Xiao et al. alternate optical flow computation and occlusion detection
based on intensity mismatch [67]. Occluded regions are filled by adaptive
bilateral filtering of the flow fields. In contrast to this, Ince and Konrad
simultaneously estimate optical flow and occluded regions in a variational
framework [28]. Optical flow in occluded regions is inpainted from neigh-
boring visible regions using image-driven anisotropic diffusion.
A different approach is taken by Sellent et al. [48]: they propose an image
formation model that relates a long-exposure image to preceding and suc-
ceeding short-exposure images in terms of optical flow and occlusion. With
this method, not only binary occlusion maps but also the per-pixel occlu-
sion time can be recovered. While originally also a two-step process, it has
been recently integrated in a variational framework that allows simultaneous
estimation of flow and occlusion information [47].
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3.8 Performance evaluation
With a huge number of different optical flow algorithms available, datasets
for qualitative evaluation of those algorithms have become an essential part
of research. Starting with the benchmark set introduced by Barron et al. [8],
the accuracy of optical flow algorithms has rapidly increased. However, after
13 years of research, the performance improvements on those benchmarks
have largely saturated. To this end, Baker et al. recently established a new
publicly available database [7] which focuses on current aspects of optical
flow research, i.e. photo-realistic scenes with all artifacts of real sensors
(noise, motion blur, etc.). This database has become a standard by now and
it ranks the currently best optical flow algorithms with respect to different
error measures. Nevertheless, slight criticism on the design of the test scenes
recently arose in the computer vision community. Vaudrey et al. have shown
in their report that high ranking algorithms often fail for real-world scenes,
e.g. driving scenes with changing illumination and large motions [60].
In the following sections, we evaluate current optical flow research in the
specific context of image interpolation, focusing on typical real-world scenes.
4 Optical Flow in Computer Graphics
In recent years, image-based rendering techniques have advanced from static
to time-varying scenes. Instead of still images, multiple, not necessarily
synchronized video streams now capture a dynamic scene from different
viewpoints. This has lead to several new algorithms which try to extend
findings for single images or pairs of images to video sequences. Despite
the high processing power in modern PCs, however, it is often unavoidable
to propagate some information along the sequence instead of recomputing
it every frame in order to keep algorithms efficient. In addition, temporal
coherence is an important aspect for visual fidelity of video streams. This
section gives an overview of recent applications of optical flow in a computer
graphics context.
Image and Video Registration. Image and video registration is the
most prominent application of optical flow techniques in contemporary com-
puter graphics. Applications range from image stabilization for hand-held
acquisition [29, 57] and registration of video frames with different expo-
sures [20, 64, 19] to registration of projected textures on the surface of an
approximate 3D model [21]. Optical flow has also been used to register dif-
ferent video streams [44] as a preprocessing step for video editing. Most of
these approaches rely on a gradient-based variant of the Lucas-Kanade al-
gorithm [35]. As exceptions, Eisemann et al. [21] use the approach by Brox
et al. [15], and Einarsson et al. [19] resort to the approach of Black and
Anandan [11].
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5Information Propagation. Another important field of application for
optical flow is information propagation along or between video streams.
The most prominent application in this area is video matting, where in-
formation propagation is used to minimize tedious user interaction [18, 22,
5]. Depending on the required accuracy of the flow fields, authors resort
to simple block-matching [22], local flow averaging [5] or the approach
of Black and Anandan [18]. Einarsson et al. use flow fields to propagate
captured reflectance fields along and between cameras for re-lighting pur-
poses [19]. Peers et al. follows a similar approach to transfer reflectance
fields for facial re-lighting [42]. Since both approaches require accurate cor-
respondence fields, they use the algorithms by Black and Anandan [11] and
Brox et al. [15], respectively.
Reconstruction and Augmentation. Dense correspondence fields are
also needed by reconstruction or augmentation algorithms. Atcheson et al.
use the Lucas-Kanade optical flow to extract the distortion in a high-frequency
pattern introduced by a heated gas volume [4]. The 2D motion vectors then
serve as a basis for the reconstruction of a refractive index field within a vol-
ume in a multi-camera setup. Scholz and Magnor [46] also use Lucas-Kanade
flow to measure textile motion in a multi-camera setup and to reconstruct
the 3D scene flow, which then serves as a basis for the animation of a vir-
tual cloth. Hilsmann and Eisert use optical flow computed on a coarse mesh
overlaid on the images to track textile motion in monocular sequences and
to augment parts of the textiles with different textures [25, 26].
Image Interpolation. Concerning image interpolation, there are surpris-
ingly few occurrences of traditional optical flow algorithms. Wang et al. use
optical flow to warp images of asynchronously captured light fields to a
common virtual time before reconstructing the virtual view [61]. Recently,
Mahajan et al. proposed a path framework for image interpolation [36].
While the path framework does not compute optical flow fields in a tradi-
tional sense, they show that the paths can be transferred into the traditional
optical flow representation. Stich et al. proposed an algorithm for deriving
dense correspondence fields from sparse edge matches [53, 52] which serve
as input for a perceptual image interpolation algorithm.
In the following section, we evaluate the current state-of-the-art in opti-
cal flow research for the task of image interpolation.
5 Optical Flow for Image Interpolation - A Case
Study
In our case study, we systematically evaluate four different optical flow al-
gorithms. The focus of this study is on the adequacy of the resulting flow
9
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5.1 Selection of optical flow algorithms 5
fields for use in multi-image interpolation algorithm as exployed for example
in the Virtual Video Camera system ? ]. While optical flow research usually
focuses on estimating correspondences from one frame of a camera to the
next - in what follows referred to as temporal image pair - we are also inter-
ested in correspondence fields between frames captured by different cameras,
referred to as spatial image pairs, and between frames captured by different
cameras as well as different points in time, referred to as spatio-temporal
image pairs. We thus evaluate each algorithm on three image pairs of our
test dataset: a temporal pair, a spatial pair and a spatio-temporal pair.
Each algorithm has to face several challenges common to correspondence
estimation on space-time navigation footage:
1. large pixel distances in the order of up to 20% of the image diagonal,
especially for spatial and spatio-temporal image pairs
2. fast moving objects / small objects
3. changing illumination for spatial and spatio-temporal image pairs
4. occlusions and disocclusion due to viewpoint change and motion
5. large untextured regions
5.1 Selection of optical flow algorithms
To evaluate the state-of-the-art in optical flow computation, we deliberately
chose the two published top performers on Middlebury’s flow evaluation data
base [7] at the time of this writing.
The algorithm by Sun et al. [55] performs best with respect to the end-
point error, which is considered to be the gold standard for evaluating optical
flow accuracy. Sun et al. thoroughly investigated how the objective func-
tion, the optimization method, and modern implementation practices influ-
ence flow accuracy. They combine their findings with a weighted non-local
median filtering term in the classical Horn-Schunck model. The weighted
non-local median filtering approach avoids over-smoothing fine image de-
tails. With respect to the normalized interpolation error, this algorithms is
ranked 19th out of forty.
The algorithm by Werlberger et al. [66] performs best with respect
to the normalized interpolation error.This error measure most closely re-
flects the goal of this study, i.e. interpolation quality. In their approach,
Werlberger et al. increase the robustness as well as the accuracy of discon-
tinuity preserving variational optical flow models by replacing the isotropic
total variation regularization with an image-driven anisotropic one based
on the robust Huber-L1-norm. They further propose to exploit symmetry
around a central frame if more than two images are available.
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In addition to the two top performers described above, we also include
the algorithm proposed by Steinbru¨cker et al. [49] in our study. This ap-
proach is especially suited for estimating fast, long-range motion without
resorting to a coarse-to-fine warping strategy. While pyramidal approaches
are able to handle large motions in principle, they still fail as soon as the
displacement of the object is larger than the extent of the object itself. This
is a well-known limitation of optical flow estimation and has recently been
tackled by several researchers independently [14, 49]. We favor the approach
by Steinbru¨cker et al. for its flexibility in the choice of the point-wise data
term. This allows to integrate arbitrary point-wise descriptors, e.g. SIFT
descriptors [34], into the flow estimation. However, we stick with the original
formulation [49] for our comparison.
Finally, we evaluate our test scenes on correspondence fields computed by
the algorithm proposed by Stich et al. [52]. The main focus of Stich et al.
lies on correctly matching edges and moving regions coherently, inspired
by findings from perceptual research. To this end, Stich et al. propose to
match edge pixels, followed by a least-squares estimation of a perspective
transformation for each image region based on the matches and an initial
super-segmentation of the image. Their approach can be considered a piece-
wise constant optical flow. While this algorithm also offers the possibility
for manual correction of flow fields, we used uncorrected flow fields for fair
comparison.
Except for the algorithm by Steinbru¨cker et al., we used publicly avail-
able implementations of the authors. All algorithms except the one by
Werlberger et al. operate on color images. For this algorithm, we had to
desaturate the images first. The parameters for the different algorithms
were set to default values (if provided in the original references) or opti-
mized for the spatio-temporal pair and kept fix for the spatial and temporal
pairs. While one can usually achieve better results by tuning the parameters
for each image pair individually, we opt for this approach since we want to
be able to process thousands of image pairs, rendering individual parameter
tuning impossible.
5.2 Interpolation method
We evaluate the performance of the selected algorithms by forward-warping
both images and adaptively blending them to obtain the interpolated im-
age [52]. The blending weights are determined per pixel from the connect-
edness of the motion fields [37]. Lacking depth information, Stich et al.
propose to use simple heuristics to infer a relative depth ordering from the
motion fields. For convenience, we summarize the algorithm in Alg. 1. While
there are other interpolation algorithms that are based on backward warp-
ing, e.g. the one proposed by Baker et al. [6] and used in the Middlebury
evaluation, we stick with the forward-warping approach because it allows
11
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Input: frames I0, I1, flow fields u0, u1, t
Output: interpolated frame It
begin
// forward warp I0
I ′t(round(x+ t · u0(x))) = I0(x);
// forward warp I1
I ′
1−t(round(x+ (1− t) · u1(x))) = I1(x);
compute connectedness cu0 , cu1 ;
// adaptively blend based on connectedness cu0 and cu1
It(x) = t · cu0(x) · I
′
t(x) + (1− t) · cu1(x) · I
′
1−t(x);
end
Algorithm 1: Perceptual interpolation algorithm proposed by Stich et al.
[52]
also for interpolation from multiple images needed later.
5.3 Test scenes
Our test set includes one synthetic test sequence with known ground truth
motion fields and depth, and three real-world scenes of varying complexity
and different challenges. For the real world data set, ground truth motion
as well as ground truth interpolation results are not available but made by
hand. The synthetic Stonemill sequence features long-range motion of up to
60 pixels at a resolution of 480×270 pixels and large occlusion/disocclusion
areas, Fig. 1. TheMona sequence is a real-world sequence that was captured
under controlled studio illumination, Fig. 2. It features large displacements
of thin structures (arms, hat stands) as well as large untextured regions.
The maximal pixel displacement is around 90 pixels at a resolution of 960×
540 pixels. The Skateboarder sequence adds varying illumination conditions
and shadows due to outdoor capture to the set of challenges, Fig. 3. The
maximal pixel displacement for the tested image pairs is around 180 pixels at
a resolution of 960×540 pixels. It further features large disoccluded regions
at the boundary and behind the skateboarder. The Parkour sequence is
the most complex scene in our test set, Fig. 4. The complexity arises from
the background with a lot of occlusion/disocclusion, the fine structures of
the twigs and varying illumination. The challenges along with the image
resolution and maximal displacements are listed in Table 1.
5.4 Evaluation
We compute correspondence fields for all image pairs of our test set using
the four selected optical flow algorithms. In addition, we generate ground
truth motion fields for the real-world scenes by hand. Ground truth in this
case reads as “flow fields producing the visually most plausible interpolation
12
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(a) Temporal pair
(b) Spatial pair
(c) Spatio-temporal pair
Figure 1: Image pairs used for evaluation on the Stonemill scene.
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(a) Temporal pair
(b) Spatial pair
(c) Spatio-temporal pair
Figure 2: Image pairs used for evaluation on the Mona scene.
14
http://www.digibib.tu-bs.de/?docid=00036631 26/11/2010
5.4 Evaluation 5
(a) Temporal pair
(b) Spatial pair
(c) Spatio-temporal pair
Figure 3: Image pairs used for evaluation on the Skateboarder scene.
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(a) Temporal pair
(b) Spatial pair
(c) Spatio-temporal pair
Figure 4: Image pairs used for evaluation on the Parkour scene.
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Scene Resolution
(pixel)
Max. Disp.
(pixel)
Challenges
Stonemill 480×270 60 long-range motion,
large occluded/disoccluded areas
Mona 960×540 90 untextured regions,
fast motion of fine structures
Skateboarder 960×540 180 long-range motion,
large occluded/disoccluded ar-
eas,
varying illumination
Parkour 960×540 170 complex background,
multiple motion layers,
occlusion/disocclusion,
varying illumination
Table 1: Test scenes used for evaluation along with their specific challenges.
sequence”, not necessarily the physically correct motion vectors. We then
interpolate an image sequence between the two source images using Alg. 1
and evaluate the quality. All scenes are evaluated in a perceptual user study
including interpolation sequences generated from ground truth flow fields;
the synthetic sequence is evaluated numerically as well using synthesized
ground truth images. A numerical evaluation of the interpolation error on
the real-world sequences would only be possible for the temporal image pairs
since each camera provides enough frames along the temporal dimension for
a leave-one-out comparison. The spatial and spatio-temporal pairs, however,
are sampled too sparsely in the existing test footage; skipping a camera
and/or frame for a leave-one-out comparison would result in too large pixel
displacements and insufficient image overlap.
Synthetic sequence with ground truth
We first numerically evaluate the quality of the individual algorithms using
the synthetic Stonemill sequence along with the ground truth correspon-
dence fields. To this end, we compute the error measures average endpoint
error (AEE), average angular error (AAE), interpolation error (IE) and
normalized interpolation error (NIE) as proposed in Ref. [6]. The results
are summarized in Table 2. Figs. 5, 6, 7 show the interpolation result along
with a contrast-stretched visualization of the interpolation error. The nu-
merical evaluation confirms the Middlebury ranking: the approach by Sun
et al. [55] performs best, on average, with respect to the angular and end-
point error measures. The algorithm by Werlberger et al. [66] ranks highest
with respect to the interpolation and normalized interpolation error. The
long-range method by Steinbru¨cker et al. [49] cannot compete with the two
17
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top-performers with respect to the numerical accuracy of the flow fields due
to the discrete sampling of the motion vectors. The approach by Stich et al.
[52] was designed with perceptually plausible interpolation results as goal.
As such, it is expected to perform poorest with respect to the numerical
evaluation.
The numerical analysis is restricted to a single frame in the middle of
the interpolation sequence. Thus, it naturally masks artifacts arising due to
motion along the sequence. However, temporal consistency is an important
aspect in terms of interpolation quality. To capture this aspect, we evaluate
the visual quality of the whole sequence with a psychophysical user study.
18
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User study
In order to assess the perceptual quality of the interpolation sequences for
real-world scenes as well as the synthetic sequence, we followed the approach
presented in Ref. [52] and carried out a user study. The two major goals of
the study were
(1) to investigate whether any of the tested algorithms attains a perceptual
quality score similar to ground truth, and
(2) to compare the results of the tested algorithms against each other
and assess whether there is a statistical significance with respect to
perceived quality.
Rather than using a standard rating task in which participants would be
shown a sequence and be asked to rate its quality, we opted for a more sys-
tematic approach. In the psychophysical study, we used a two-alternative-
forced-choice task in which two interpolation sequences were shown succes-
sively, and participants were asked to indicate which sequence contained
less visual artifacts. Such a direct comparison allows for a more fine-grained
analysis of the data as rating tasks are often subject to scaling problems. For
each of the 4 different test scenes, we compared all 4 different optical flow
algorithms as well as interpolations created from ground-truth flow fields
against each other (only doing pairwise AB and AA, not BA comparisons),
yielding a total of 4 · 3 · (4 · 5
2
+5) = 180 trials. To meet the first goal of our
study, we included hand-made correspondence fields as ground-truth into
the user study.
All real-world scenes were rendered at a resolution of 960x540 pixels with
25 frames per second and were 2–4 seconds long. Figs. 11, 12, 13 show the
interpolation result halfway between the image pairs. The synthetic scene
was rendered at a resolution of 480x270 pixels. The sequences were pre-
sented on a black-background LCD monitor using a resolution of 1366x768
pixel at 60 Hz. Participants viewed the stimuli at a distance of roughly 50
cm. Each trial consisted of a fixation cross shown for 1 second, followed by
the first sequence, a second fixation cross shown for 0.5 seconds, and the
second sequence. After this, the screen was blanked and participants were
asked to indicate by key press which sequence contained less visual arti-
facts. Participants were briefed before the experiment that artifacts were
defined as “any visual disturbance resulting in non-smooth transition”. All
participants completed two test trials before the experiment to familiarize
them with the task. Neither during the test trials nor the experiment was
any feedback given. The whole experiment lasted approximately 35 min-
utes. Our test group consisted of 9 participants who had strong computer
graphics-related experience.
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Figure 5: Interpolation results on the temporal stonemill pair. Rows 2–5
show (left to right) the interpolation result, a gamma-corrected visualiza-
tion of the interpolation error, and forward and backward flow fields. The
approach by Steinbru¨cker et al. [49] yields the lowest interpolation error, cf.
Table 2.
(a) Interpolation result using ground truth flow fields. From left to right: ground truth I1.5,
ground truth flow fields w1,2 and w2,1.
(b) Interpolation result using flow fields generated with Sun et al. [55]. From left to right:
I1.5, interpolation error, w1,2, w2,1.
(c) Interpolation result using flow fields generated with Steinbru¨cker et al. [49]. From left
to right: I1.5, interpolation error, w1,2, w2,1.
(d) Interpolation result using flow fields generated with Werlberger et al. [66]. From left
to right: I1.5, interpolation error, w1,2, w2,1.
(e) Interpolation result using flow fields generated with Stich et al. [52]. From left to right:
I1.5, interpolation error, w1,2, w2,1.
21
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Figure 6: Interpolation results on the spatial stonemill pair. Rows 2–5 show
(left to right) the interpolation result, a gamma-corrected visualization of
the interpolation error, and forward and backward flow fields. The approach
by Werlberger et al. [66] yields the lowest interpolation error, cf. Table 2.
(a) Interpolation result using ground truth flow fields. From left to right: ground truth I1.5,
ground truth flow fields w1,2 and w2,1.
(b) Interpolation result using flow fields generated with Sun et al. [55]. From left to right:
I1.5, interpolation error, w1,2, w2,1.
(c) Interpolation result using flow fields generated with Steinbru¨cker et al. [49]. From left
to right: I1.5, interpolation error, w1,2, w2,1.
(d) Interpolation result using flow fields generated with Werlberger et al. [66]. From left
to right: I1.5, interpolation error, w1,2, w2,1.
(e) Interpolation result using flow fields generated with Stich et al. [52]. From left to right:
I1.5, interpolation error, w1,2, w2,1.
22
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Figure 7: Interpolation results on the spatio-temporal stonemill pair. Rows
2–5 show (left to right) the interpolation result, a gamma-corrected visu-
alization of the interpolation error, and forward and backward flow fields.
The approach by Werlberger et al. [66] yields the lowest interpolation error,
cf. Table 2.
(a) Interpolation result using ground truth flow fields. From left to right: ground truth I1.5,
ground truth flow fields w1,2 and w2,1.
(b) Interpolation result using flow fields generated with Sun et al. [55]. From left to right:
I1.5, interpolation error, w1,2, w2,1.
(c) Interpolation result using flow fields generated with Steinbru¨cker et al. [49]. From left
to right: I1.5, interpolation error, w1,2, w2,1.
(d) Interpolation result using flow fields generated with Werlberger et al. [66]. From left
to right: I1.5, interpolation error, w1,2, w2,1.
(e) Interpolation result using flow fields generated with Stich et al. [52]. From left to right:
I1.5, interpolation error, w1,2, w2,1.
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Figure 8: Perceptual quality scores for 5 different test conditions (optical
flow algorithms).
Analysis
For the first analysis, we determined a perceptual quality score for each
algorithm by counting how many times it was chosen as producing fewer
visual artifacts when compared to one of the other algorithms. The nor-
malized scores are shown in Fig. 8 for all five approaches. As can be seen
immediately, there is a significant difference between perceived quality of
interpolations based on ground-truth flow fields and perceived quality of all
interpolations generated from the other algorithms. This is confirmed by the
highly significant one-way anova (F (4, 40) = 46.546, p = 0.001). A Tukey
test [12] with confidence level p = 0.01 further reveals that only the ground
truth interpolations differ significantly.
In order to answer the first question of our study, we re-plot the data in
Fig. 8 to show how often participants would choose any other algorithm over
ground truth interpolation, that is, how many times the perceptual quality
of the sequence was at least as good as in the ground truth case. We break
this analysis down by test scenes. First of all, Fig. 9 confirms the results
outlined above: none of the four optical flow methods are selected more than
1 or 2 times, on average ( out of a maximum of 9), indicated by the colored
dashed lines in Fig. 9, over the ground truth interpolation for all scenes.
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Values around 4.5 in Fig. 9 would indicate equal perceived quality. Clearly,
none of the tested algorithms can reach this threshold consistently over all
tested scenes.
However, with respect to the individual scenes, there are noticeable dif-
ferences. With respect to the Mona scene, the algorithm by Stich et al. [52]
provides a perceptual quality comparable to ground truth; the algorithm
by Werlberger et al. [66] fares only slightly worse. This scene is extremely
well suited for the approach of Stich et al. since most errors are hidden in
the large untextured regions in the background, and the important edge
structures are distinct and can be matched unambiguously. Also, the al-
gorithm by Werlberger et al. can score on this scene due to its powerful
anisotropic regularization. The approach by Sun et al. [55] fails to recover
the motion of the arm and also diffuses wrong motion information into back-
ground, leading to noticeable artifacts. While the interpolation created from
Steinbru¨cker et al.’s flow fields is able to maintain all fine structures in the
background, the visual quality is heavily impaired by wrong matches in the
untextured regions between the legs and in the disoccluded region behind
the actor’s head. Furthermore, the regularization here also diffuses wrong
motion information into the background.
Considering the more complex Skateboarder scene, no algorithm is able to
achieve ground truth quality. For the edge-based algorithm by Stich et al.,
this scene already exhibits a too complex scene structure where the edge
matching approach clearly fails. The top-ranking algorithms on Middle-
bury provide a good interpolation for the foreground object. However, the
background gets distorted, and the puddles on the ground move in an un-
natural way. Steinbru¨cker et al.’s algorithm is the only one that manages to
transform visible parts of the background correctly, but again suffers from
spurious wrong matches that ruin overall interpolation quality.
Surprisingly, for the most complex Parkour scene, every algorithm can col-
lect some votes. This might be due to the fact that even the ground truth in-
terpolation suffers from artifacts arising from the depth heuristics employed
in the interpolation algorithm. However, only the algorithm by Steinbru¨cker
et al. [49] reaches a perceptual quality comparable to ground truth for the
temporal interpolation.
For the synthetic test scene, the approach by Sun et al. [55] is on par
with ground truth for the spatial image pair, whereas the algorithm by
Steinbru¨cker et al. outperforms ground truth for the temporal pair. How-
ever, both algorithms are not able to perform equally well on the other two
image pairs. The algorithms by Werlberger et al. and Stich et al. fail to
maintain important structures of the building.
To address the second goal of our study, we repeat the evaluation without
taking the comparisons against ground truth into account, Fig. 10. The in-
significant one-way anova (F (3, 32) = 5.354, p = 0.001) indicates that there
is no statistical difference between the individual approaches with respect
26
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6Figure 10: Perceptual quality scores leaving out comparisons against ground
truth.
to interpolation quality. Again, a Tukey test with significance level p = 0.01
confirms this.
6 Conclusion
To summarize, we have evaluated four recent optical flow algorithms in
the context of image interpolation. We evaluated their perceptual qual-
ity on three typical real-world scenes used in the Virtual Video Camera
system [33]. A psychophysical user study has shown that no algorithm con-
sistently reaches ground truth interpolation quality on every scene. The
approach proposed by Stich et al. [52] performs well on scenes with a simple
background and a few distinct edges, but fails as soon as the edge structure
of the images becomes too complex. The current top-performer on Mid-
dlebury with respect to the angular and endpoint error measures [55] only
produces convincing results on the synthetic sequence, but produces notice-
able artifacts on all real-world scenes. The approach by Werlberger et al.
[66] produces good results on scenes with moderate motion and is at its most
impressive in untextured regions. Similar to Stich et al. [52], it maintains
important edge structures due to the anisotropic regularization. However,
being based on a pyramidal approach, it fails to recover the motion of small,
fast objects. In contrast to this, the long-range method by Steinbru¨cker
et al. [49] is able to recover fast motion of small objects, even over large
pixel distance. Unfortunately, it suffers from spurious wrong matches re-
sulting from ambiguities in the global optimization approach. This most
27
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6Figure 11: Interpolation results on the temporal image pairs. For the Mona
sequence (first column), the algorithms by Stich et al. [52] (fifth row) and
Werlberger et al. [66] (fourth row) are on par with ground truth (first row).
For the Skateboarder sequence, no algorithm is able to reach ground truth
interpolation quality. For the Parkour sequence (third column), only the
approach by Steinbru¨cker et al. [49] (third row) obtains a quality comparable
to ground truth.
(a) Interpolation results on the temporal pairs using ground truth flow fields.
(b) Interpolation results on the temporal pairs using flow fields generated with Sun et al.
[55].
(c) Interpolation results on the temporal pairs using flow fields generated with Steinbru¨cker
et al. [49].
(d) Interpolation results on the temporal pairs using flow fields generated with Werlberger
et al. [66].
(e) Interpolation results on the temporal pairs using flow fields generated with Stich et al.
[52].
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6Figure 12: Interpolation results on the spatial image pairs. No algorithm
reaches ground truth interpolation quality for any sequence.
(a) Interpolation results on the spatial pairs using ground truth flow fields.
(b) Interpolation results on the spatial pairs using flow fields generated with Sun et al. [55].
(c) Interpolation results on the spatial pairs using flow fields generated with Steinbru¨cker
et al. [49].
(d) Interpolation results on the spatial pairs using flow fields generated with Werlberger et al.
[66].
(e) Interpolation results on the spatial pairs using flow fields generated with Stich et al. [52].
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6Figure 13: Interpolation results on the spatio-temporal image pairs. Only
on the Mona sequence (first column), the algorithm by Stich et al. [52]
(fifth row) is able to reach a quality comparable to ground truth. On the
Skateboarder and Parkour sequences, no algorithm reaches this goal.
(a) Interpolation results on the spatio-temporal pairs using ground truth flow fields.
(b) Interpolation results on the spatio-temporal pairs using flow fields generated with Sun
et al. [55].
(c) Interpolation results on the spatio-temporal pairs using flow fields generated with
Steinbru¨cker et al. [49].
(d) Interpolation results on the spatio-temporal pairs using flow fields generated with Werl-
berger et al. [66].
(e) Interpolation results on the spatio-temporal pairs using flow fields generated with Stich
et al. [52].
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6strongly shows up in disoccluded areas where all of the tested algorithms
have problems.
As a conclusion, no algorithm is directly applicable for multi-view in-
terpolation. The optimal algorithm would be a combination of a strong
anisotropic regularization as proposed by Werlberger et al. [66] with a long-
range, global optimization approach as proposed by Steinbru¨cker et al. [49].
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