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In this paper Brownian fluctuations in space-time are considered. Time is assumed to run 
alternately forward and backward, the alternance being marked by a Poisson process with rate 
A. It is shown that the law of this motion is a solution of a fourth-order partial differential equation. 
Furthermore the law of this movement in the presence of an absorbing barrier is derived. The 
equation ruling the movement analysed, when A = 0 and is submitted to the change t’ = -it, reduces 
to the equation of vibrations of rods. This fact is exploited to obtain the solution of boundary 
value problems concerning the equation of vibrating beams by means of Brownian motion 
techniques. 
Brownian motion * Poisson process * antiparticles * backward running time * vibrations of rods 
1. Introduction 
In this paper we analyse a type of Brownian motion in the space-time plane where 
time runs alternately forward (i.e. in the usual sense) or backward (i.e. from the 
future towards the past). The alternation of the time direction is ruled by a 
homogeneous Poisson process with rate A. 
The law governing this generalized version of Brownian motion is a solution of 
the fourth-order partial differential equation 
4 2 2 
g-y-$=$. 
(1) 
Therefore the motion examined belongs to higher-order diffusions such as those 
analysed by Hochberg (1978) or mentioned by Gardiner in his book (1985). However, 
substantial differences exist between the motion governed by (1) and those dealt 
with in Hochberg’s paper, where diffusions whose law is a solution of the even-order 
equation 
are considered. These differences stem from the possibility of time running in both 
directions and analytically are connected to the second-order derivative with respect 
to time appearing in (1). 
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A basic property of the law governing the Brownian motion with time reversals 
is that it is no longer a probability in the strict sense. Also, the fundamental solution 
of diffusion connected to equations like (2) is a sign-changing function (see Hochberg 
(1978)). This is true also for odd-order diffusions, for example those linked with 
the third-order parabolic equation (see Gardiner (1985, p. 299)) 
Assuming that time can run in both directions implies that particles can reach a 
position x either moving to it from the past or from the future. Particles moving 
with a backward running time are usually thought of as antiparticles which possess 
a forward running time (this is Feynman’s interpretation (1949)). Therefore the 
movement governed by equation (1) can be imagined as a Brownian motion perfor- 
med during exponentially distributed intervals either with an increasing or with a 
reversed time. Hence, a point moving according to (1) is alternately a particle or 
an antiparticle, the length of these time intervals being exponential r.v.‘s. 
A special case of (1) is when A = 0, i.e. 
a2u , a% 
at2 4ax4’ (4) 
Clearly in this case no alternance occurs but each point x can be reached from a 
particle starting t instants before or by an antiparticle imagined to begin its Brownian 
movement at time 2 t. This can be symmetrically adapted to the half-plane t < 0. 
Of interest for us is the solution of certain boundary-value problems for equation 
(4) (and also for (1)) whose kernels appears as the transition density of a Brownian 
motion with time reversals occurring in the presence of an absorbing barrier at the 
origin. 
Our attention to the special case A = 0 has been drawn by the analogy of (4) with 
the equation governing the transversal vibrations of rods, which reads as (see Elmore 
and Heald (1969, p. 116)) 
where k is a physical constant depending on the rod section, the section moment, 
the Young’s modulus of the rod material and the density. For our discussion we 
take k = 1. In this case equation (5) emerges from (4) by means of the simple time 
transformation 
t’ = -it. 
This has far-reaching consequences because problems concerning equation (5) can 
be solved as problems involving (4), provided that the time transformation (6) is 
carried out. This means that the analysis of beam vibrations can be performed by 
suitably adapting Brownian motion techniques. 
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We shall apply these ideas in solving a boundary-value problem for equation (5). 
In particular we consider a semiinfinite rod clamped at infinity and receiving an 
initial displacement. 
It turns out that the kernel of the solution of this problem coincides with the 
transition density of an absorbing Brownian motion (whose time can possibly run 
backwards) provided that the time change (6) is carried out. It seems possible to 
generalize this connection and thus apply the Brownian motion panoply of results 
to the important phenomenon of the transversal vibrations of slender rods. 
The line of thought leading to (1) is somehow similar to the derivation of wave 
equations on probabilistic grounds. The main innovation is clearly that here the 
Poisson process marks the changes of the time direction while in wave equations 
its events imply either a change of the velocity direction (see for example Cane 
(1975), Orsingher (1985)) or of the velocity distribution (Orsingher (1986)). 
Random motions in the space-time plane linked with the Klein-Gordon equation 
are analysed by Cufaro-Petroni and Vigier (1984). 
2. Derivation of the basic equation 
We first introduce some notation. We assume that a moving point P is given. 
Clearly when time is increasing P behaves like a particle while it must be viewed 
as an antiparticle in the other case. 
The following notation is obviously inspired by these ideas. 
Let 
and 
&(x, t) = Prob{ P is in (x, x + dx) at time t 1 t is increasing} 
fA(x, t) = Prob{ P is in (x, x + dx) at time t 1 t is decreasing}. 
We start considering a random walk in the space-time plane. 
The point P takes every At instant either a step Ax probability i or a step -Ax 
with the same probability, At possibly being negative. Therefore each point of a 
lattice with spacing Ax can be reached by P from the neighbouring positions either 
from the past or from the future. 
Shrinking the space-time lattice in the usual Brownian limit we have the result 
of the following theorem. 
Theorem. The probabilities fp and fA are solutions of the differential system 
(7) 
-=- ;f ;* $+A(fA-fP), 
afA -_=_ 
at ;* g+h(fP-fAI. 
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Proof. The random walk described above leads to the equations 
&(x, t+At)=(l-hAt){~f,(x-Ax, t)+;fp(x+Ax, t)) 
+hAt{;f,(x-Ax, t+2At)+;f,(x+Ax, t+2At)}+o(At), 
fA(x, t+At)=(l-hAt){;fA(x-Ax, t+2At)+;f,(x+Ax, t+2At)} 
(8) 
+hAt{;fp(x-Ax, t)+;fp(x+Ax, t)}+o(At). 
Clearly in writing down equations (8) it must be considered that the occurrence 
of Poisson events turns particles into antiparticles and viceversa. 
Expanding (8) up to second order terms with respect to x and to first order ones 
with respect to time t we obtain 
fp+$At+. . . =(1-AAt) 
{ 
f,++$A’x+. . . +AAtf,+o(At), 
(9) 
fa+edt+. * .=(I-hdt) 
I 
+ AAi’fp 
+o(At). 
Letting At, Ax+ 0 in such a way that (Ax)~/A~+ u2 we extract from (9) the 
differential system (7). 
Remark 1. If p = fA +fp, w = fp -fA, the system (7) can be recast by simply adding 
and subtracting equations (7) as follows: 
aw u2 a2p -=-- 
at 2 ax2' 
ap u2 a2w -=--_ 
at 2 ax2 
(10) 
2Aw. 
Lemma 1. Functions p and w are solutions of the fourth order p.d.e. which for p reads 
as 
u4 a4p 2 2 --_ha2$L$. 
4 ax4 
(11) 
Proof. Differentiating the second equation of (10) w.r.t. time and then carrying out 
the necessary substitutions we readily obtain (11). 
Equation (11) resembles the usual Fokker-Planck equation where the differenti- 
ation order is multiplied by two. 
We observe that not all solutions of (11) are also solutions of (10). This is because 
of the additional time differentiation leading to equation (11). 
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3. The Fourier transform of p 
We assume that p(x, t) is a well-behaved function which here essentially means 
that it vanishes at infinity together with its three first derivatives. 
+‘X 
P(q t) = e’*“p(x, t) dx. 
--cc 
(12) 
Lemma 2. The 
P(qt)=f{exp(-*Jp)+exp(lJG)}. (13) 
Proof. By the usual arguments it is easy to see that the Fourier transform P is a 
solution of 
a2P u4a4 -= 
at2 ( -++u2a2 P 4 > 
whose solution is clearly 
P(*,f)=c,exp(-iJF)+e,exp(tJG). 
The constants c, , c, can be inferred from the condition of symmetry with respect 
to time 
P(cr, t) = P(a, -t) 
and from 
P(a, 0) = 1. 
This clearly implies c1 = c2 = : and thus result (13). 
Inverting the Fourier transform P( a, t) seems a prohibitively complex matter and 
therefore we content ourselves by pursuing our discussion on the basis of (13). 
Remark 2. We write down the first moments of 
s 
+oc. 
&+A=&- _ exp{-icux}P(q t) dcu. (14) 
g, 
Expanding P(a, t) in power series we have 
> 
k 
. 
Hence, reorganizing the first terms of (15) we get 
ha’a2t2 cY4u4 
P(cr, r) = 1+~+~(h*t4+312)+. * . . 
(15) 
(16) 
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Considering that 
J 
+oO 
pk = 
-‘x3 
X”P(X, t)dx=+ $J’(a, r)la=,,, 
formula (16) furnishes: 
iJ,=O, /A2 = -Aa2t2, Ah=% /_L4= a4(A2t4+3tZ). 
While p1 = p3 = 0 clearly stems from the symmetry of the distributions involved, 
the fact that p2 = -ha2t2 at first appears rather amazing. However this can be 
explained because p(x, t) is no longer a probability distribution owing to the 
possibility of time running backwards. This can easily be proven in the special case 
A = 0, treated below. 
We observe that the condition p(x, 0) = S(x) (or p(x, 0) = S(x - 5)) implies that 
at time t = 0 all sample paths pass through x = 0 (or x = 5). In a sense x = 0 (or 
x = 5) plays the role of a starting point, which in principle, can be placed also at 
t # 0. In some cases notation involving the starting point is used in the sequel. 
Remark 3. We now consider the transition function 
P(Y, cx,s)=p(y-x; t-s) (17) 
defined by means of (14). 
It can easily be checked that (17) does not satisfy the Chapman-Kolmogorov 
equation. In fact we have 
I 
+‘X 
~(5 s; x, O)p(t+s, Y; 2, s) dz 
-03 
1 
J 
+CO 
=- 
27F -_m 
e -ia(y-x)P( a, s)P(a, t) da = (by (13)) 
(18) 
This is a further feature differentiating the random motion considered here from 
diffusions governed by equations (2) and (3). Clearly result (18) stems from the 
non-Markovianity of the random process we are now analysing. 
4. Motion occurring in the presence of an absorbing barrier 
We now derive the law of the Brownian motion in space-time (denoted by p-(x, t)) 
when an absorbing barrier at x = a is assumed. Our result is similar to that of 
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classical Brownian motion with an absorbing barrier and is stated in the forthcoming 
theorem. 
Theorem 2. Ifx < a (a > 0), then 
P-(x, t) =p(x, t) -pm -4 t) (19) 
where p is defined in (14). 
Proof. By analogy with classical Brownian motion we must solve the boundary-value 
problem: 
, a"p- a2p- a2p- 
4--*_=- 
ax4 ax2 at* ’ 
-m<x<a, 
S(x) is the Dirac’s delta function centered at x = 0, 
P-la, t) = 0, 
p- is bounded throughout. 
(20) 
Applying the method of separation of variables, that is assuming that p-(x, t) = 
u(x)w( t), one obtains 
v’“(x) -4dyx) 4w”(t) 
v(x) 
=-.-..-_=p4. 
w(t) 
The arbitrary constant is assumed positive in order to avoid an oscillatory behaviour 
of p-(x, t) with respect to time. 
Restricting ourselves to solutions producing a bounded p-(x, t) we have 
P-(x, t) = 
I 
-CCC 
{cl@> exp(ix J&z&2h) 
--oo 
+c2(/3) exp(-ixJJ4h2+P4-2h)} 
.{d,(P)exp(-F)+d@)exp(q)}d@ 
The absorption condition at x = a (i.e. ~-(a, t) = 0) yields 
c;?(p) = -cl(p) exp(2iaJJ4h2+/34-2A). 
(21) 
(22) 
Setting 
J4h2+P4-2~ = y2 
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permits us to simplify (22) in the following manner: 
{G(y) exp{iyx}+ G(Y) exp{-iyx)l 
6 ( d (y) exp -is + C&(Y) exp im 2, - ( )ldy 
J 
+CC 
= {exp(iyx) -exp(2iycu -iyx)} 
--co 
(23) 
The symmetry of p-(x, t) with respect to time implies A = B. The initial condition 
now leads to conclusive results as follows. 
i-CC 
p-(x,0)=6(x)=& _ 
I 
e”‘“dy=(from(23)) 
m 
J 
+CXl 
= 2 A( -y)(e’” - e2iya-iyx) dy = 
--m 
when A(y) = & 
> 
= 6(x) - 6(2a -x). (24) 
Equality (24) holds for all x < a. Thus the proper choice for A(y) is l/477 and 
the final form of (23) is therefore 
1 J 
+a0 
G. mm (exp(iyx)-exp(2iya_iyx))i{exp( -Ids) +exp( I/s)} dy, 
(25) 
which in view of (13) and (14) coincides with formula (19). 
Remark 4. If the starting point is different from x = 0, say x = 5, it is preferable to 
use the full notation p-(x, t; 5, 0). Adapting the previous reasoning it is easy to see 
that if motion develops in (0, ~0) and the absorbing barrier is at x = 0, then 
I--c% f; ‘$0) =pb, t; LO) -p(x, t; -‘SO). (26) 
In a sense this shows that the method of images is valid also for Brownian motion 
with time reversals. Formula (26), in the special case A = 0, will be the key for our 
application of Brownian motion to vibrations of beams. 
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5. The special case A =0 
Analysing this particular case will be of help in investigating the general one dealt 
with above. 
When A =O, equation (1) can be written in the form 
(27) 
Formula (27) shows that p(x, t) is, in this case, at each instant, the solution of a 
forward and a backward heat equation. In other words this means that at each 
instant one can meet either a particle performing a Brownian motion or an antipar- 
ticle reaching a certain position from a future time which moves further and further. 
We shall refer to this kind of diffusion as a bilateral Brownian motion. 
The Fourier transform of p(x, t) can clearly be obtained from (13) (setting 
a’= 1, A =0) as 
P(a, t)=;{exp(--$)+exp($)}. 
The inverse of (28) is 
P(x, t)=i{&exp( -i$ +d&w($} 
=i{&w( -G) -&ew($}. 
(28) 
(29) 
Clearly the first term of (29) is the transition density of a Brownian motion starting 
at t = 0 while the second term is interpreted as the density of a Brownian motion, 
with backward running time, emanating from x = 0 and beginning in the future 
instant 2 t. 
We observe that the second term of (28) can be inverted by writing exp( ta2/2) = 
exp(-t(ia)2/2) and then passing to a Laplace transform by means of icu = /3. 
The expansion of (28) easily shows that p2 = 0, as also emerges from (16) when 
A = 0. This can be explained by observing that with probability 4, the moving point 
P performs a Brownian motion with variance t. With probability;, P is an antiparticle 
and in this case the role of variance is played by -t. Thus the total variance is zero 
as the previous calculations show. 
Our effort to reduce equation (1) to the form (27), with the tacit purpose of 
exploting result (29) to give the Fourier inverse of (13), has been unsuccessful. 
However this effort has permitted us to obtain some insight into the random motion 
treated in Sections 2, 3 and 4. 
For this purpose we consider two Galileian frames of reference 
referred to as Frame 1 and Frame 2. In Frame 1 we assume that 
x-t Vt =x’, V=i&, 
t= t’, 
which will be 
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while in Frame 2 we take 
x - vt = XI’, V=i&i, 
t = t’. 
Our result is stated in Lemma 3. 
Lemma 3. If P,, P2 are the Fourier transforms (28) in Frames 1 and 2, then, for 
small t, 
P(% t) ‘%P,(% t)+ Pz(% t)). (30) 
Proof. In Frame 1, the function p becomes 
P(X’, 0 = & {e~p(-‘x’~~~“‘)_ie~p(~x’~~~“i)) 
and possesses Fourier transform 
P,((Y, t’) =~{exp(-a~t’-~~2t’)+exp(-~~t’+~a2t’)}. 
In Frame 2, the Fourier transform of p is given by 
P,(a, t”) =~{exp(cdXt”-~cz2t”)+exp(cdIf”+~~2f”)}. 
The average of PI(q t’) and P2(q t”), expanded up to the first significant powers 
of t yields 
+{P,( (Y, t”) + P2( a, t’)} = (consider that t’ = t” = t) 
=~(1{1--~t_3Cu*t+t(~(yt+3~2f)2+. * .} 
+5{1-~cut+tcu2t+~(-~(yt+~a2t)z+. . *) 
++{l+A& -$x*t+;(%/Iat -;cA)*+ * * .} 
+~{l+~(Yt+l~*t+~(~LYf+~Ly2f)*+. * *}) 
=a{4+~4(ht2~2+~(y4t2)+ * * .} = 1 +++fa‘+)+. . . . (31) 
Considering the first order terms of (31) we obtain result (30). 
Remark 4. Inspecting motion governed by (27) from two Galileian frames with 
imaginary opposite velocity one obtains the laws pl(x’, t’) and p2(x”, P) with Fourier 
transforms P, and P2. 
The result of Lemma 3 states that for a small elapse of time the law emerging 
from (1) is approximately the average of p1 and p2. 
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6. Application to vibrations of rods 
Formula (26), when A = 0, can be written down explicitly as 
P-(X, t; &O)=${&eXp(-@$) -&exp(@$f)) 
-t{-&+@$) -&xp(~)}. (32) 
We will show in this section that the simple time change (6) converts (32) into 
the kernel of the solution of a boundary-value problem concerning the equation of 
vibrations of slender rods. 
The reason for this result is that the time transformation (6) turns equation (4) 
into the equation of vibrations of rods (and beams) and therefore transforms the 
solution of problems involving equation (4) into the solution of problems concerning 
equation (5). Clearly this implies that classical results of Brownian motion, suitably 
adapted to bilateral Brownian motion, can be employed in the analysis of the 
fundamental physical phenomenon of rod vibrations. 
We consider the following boundary-value problem concerning vibrations of a 
semiinfinite rod (clamped at infinity): 
a2u a4u __=_a- 
at2 8X4’ 
O~x<co, t>o, (334 
uxx(O, t)= 0, Wb) 
u,(x, 0) = 0, (33c) 
u(x, 0) =f(x), ju(x, t)] bounded throughout. (33d) 
Condition (33b) means that the bending moment vanishes at the free end x = 0. The 
condition (33d) represents the initial displacement which triggers vibrations while 
(33~) implies that no impulse acts initially on the rod. 
Theorem 3. The solution of problem (33) is 
u(x, t) = &~~f(~){cos~+sin~-cos%-sinq)dz. 
(34) 
Proof. Applying the method of separation of variables, taking into account the fact 
that u(x, t) must be bounded and the linearity of equation (33a) we obtain 
u(x, t) = J {cl(P) exp(iPx) + c2(P) exp(-$x)1 -co 
.(d,(P)exp(F)+d,(P)exp(-q)}dp. (35) 
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Condition (33~) implies that d, = dZ while the condition on the bending moment 
produces c1 = -cl. Hence, (35) reduces to the form 
c1(P)4(P){exp(iPx) -exp(-iDx)l 
.( exp(y) +exp( -F)} dp 
= A@) sin px cos @dp 
2 . 
(36) 
Now A(P) can be evaluated on the basis of the initial condition, namely 
I 
+a0 
u(x, 0) =f(x) = A(P) sin /3x d/3. 
--oo 
Writing the Fourier integral for f (extended in an odd fashion on (-co, -co)) we 
obviously have: 
f(x) = & /:m sin px { l_:/(z) sin pz dz} d/3 
m 
and thus 
I 
+oO 
A(P)=& _ f(z) sin pz dz. o3 
Inserting this result into (36) yields 
=a Iffflz) dz 6 sin px sin /?z cos @ dp 2 . (37) 
The inner integral of (37) can be evaluated by means of the formula (see 
Gradshteyn and Ryzhik (1980, p. 396, art. 12)) 
sin 2bp sin 24 cos(a*p’) dp = 5 sm 2 sm J;F . ‘,“’ ’ (!t!$$ (38) 
In the special case where a2 = t/2, 2b = z, 2c = x we obtain 
I 
co 
sin px sin /lz 
0 
ZE$!dp = .&sin~sin(Z$!?_~) 
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=; 
7r 1 $1 sin (z+x)’ 575 cos (z-xY+sin (z-x)’ (z+x)* 21 ~-cos~- 2t 2t 2t 1 . 
Piecing together all these details quickly leads to result (34). 
Remark 5. A special case of (34) of a certain interest is f(x) = constant = h where 
formula (41) can be cast in a suitably simple form 
(z-x)* (z-x)’ (z+x)2 (z+x)* 
cos----+sinp-cosp-sin- dz 
2t 2t 2t 2t 
(cos z* + sin z2) dz. 
The excess of &he displacement at time t over the initial displacement is 
u(x, t)=u(x,O)-u(x, t)=h (cos z*+sin z’) dz . 
The formulas of this remark can be evaluated exactly because they involve the 
so-called Fresnel’s functions. 
Lemma 4. The solution (34) ofproblem (33) can be expressed by means of the transition 
function (32) as 
u(x, t) = 
I 
omf(z)pP(x, -it; z, 0) dz. (39) 
Proof. We must evaluate p-(x, -it; z, 0). Some elementary calculations prove that 
-- 
izexp 4 ( 
“V) +_Lexp( i4” ;yz”)) 
=A (l+i)(l-i)cos(y)-i(l+i)‘sin(+) 
{ 
(x + z)’ 
-(l+i)(l-i) cos 7 
( > 
(x+2)2 
+i(l+i)*sin ~ 
( )I 2t 
1 (x-z)* (x-z)z (x+z)2 (x+z)2 
=ZG7 
cos-----+sin-----cos------sin- 
2t 2t 2t 2t 
which clearly coincides with the kernel of (34). 
Obviously in writing down (39) we restrict p-(x, -it; z, 0) to values of t in (0, co). 
Formula (34) shows that the displacement u(x, t) is the superposition of waves 
originating from a positive source at z and from a negative one (a sink) emitted 
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from a fictitious source placed at -z. This clearly imitates the way heat diffuses in 
a semiinfinite bar with an isothermal condition at the free end x = 0. 
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