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This paper is part of a series that lays the groundwork for a structure and classifi-
cation theory of second-order superintegrable systems, both classical and quantum,
in real or complex conformally flat spaces. Here we consider classical superinte-
grable systems with nondegenerate potentials in three dimensions. We show that
there exists a standard structure for such systems, based on the algebra of 33
symmetric matrices, and that the quadratic algebra always closes at order 6. We
show that the spaces of truly second-, third-, fourth-, and sixth-order constants of
the motion are of dimension 6, 4, 21, and 56, respectively, and we construct explicit
bases for the fourth- and sixth order constants in terms of products of the second
order constants. © 2005 American Institute of Physics. DOI: 10.1063/1.2037567
. INTRODUCTION AND EXAMPLES
The goal of this series of papers,1,2 is a structure and classification theory of second-order
uperintegrable systems, both classical and quantum, in conformally flat spaces. An n-dimensional
iemannian space is conformally flat if and only if it admits a set of local coordinates x1 ,… ,xn
uch that the contravariant metric tensor takes the form gij = ij /x. In other words, the metric is
s2=xi=1
n dxi
2. A classical superintegrable system H=ijgijpipj +Vx on the phase space of
his manifold is one that admits 2n−1 functionally independent generalized symmetries or con-
tants of the motion Sk ,k=1,… ,2n−1 with S1=H. That is, H ,Sk=0 where
f ,g = 
j=1
n
xj fpjg − pjfxjg
s the Poisson bracket for functions fx ,p ,gx ,p on phase space.3–10 Note that 2n−1 is the
aximum possible number of functionally independent symmetries and, locally, such symmetries
lways exist. In this paper n=3 so we have five functionally independent symmetries. The main
nterest is in symmetries that are polynomials in the pk and are globally defined, except for lower
imensional singularities such as poles and branch points. Many tools in the theory of Hamiltonian
ystems have been brought to bear on superintegrable perintegrable systems, such as R-matrix
heory, Lax pairs, exact solvability, quasiexact solvability, and the Jacobi metric.11–15 However, the
ost detailed and complete results are obtained from separation of variables methods in those
ases where they are applicable. Standard orthogonal separation of variables techniques are asso-
iated with second-order symmetries, e.g., Refs. 16–21 and multiseparable Hamiltonian systems
rovide numerous examples of superintegrability. In these papers we concentrate on second-order
46, 103507-1022-2488/2005/4610/103507/28/$22.50 © 2005 American Institute of Physics
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Wx, quadratic in the momenta.
There is an analogous definition for second-order quantum superintegrable systems with
chrödinger operator
H =  + Vx,  =
1
gij xi
ggijxj ,
he Laplace-Beltrami operator plus a potential function.16 Here there are 2n−1 second-order
ymmetry operators
Sk =
1
gij xi
gakij xj + W
kx, k = 1,…,2n − 1
ith S1=H and H ,Sk	HSk−SkH=0. Again multiseparable systems yield many examples of
uperintegrability, though not all multiseparable systems are superintegrable and not all second-
rder superintegrable systems are multiseparable. There is also a quantization problem in extend-
ng the results for classical systems to operator systems. This problem turns out to be not difficult
o solve for the nondegenerate systems that we study in this paper.
Superintegrable systems can 1 be solved explicitly, and 2 they can be solved in multiple
ays. It is the information gleaned from comparing the distinct solutions and expressing one
olution set in terms of another that is a primary reason for their interest.
We give a few simple three-dimensional 3D examples to illustrate some of the main features
f superintegrable systems. To make clearer the connection with quantum theory and Hilbert
pace methods we shall, for these examples alone, adopt standard physical normalizations, such as
sing the factor − 12 in front of the free Hamiltonian. Consider the Schrödinger eigenvalue equa-
ion H=E or q=m=1,x1=x ,x2=y ,x3=z
H = −
1
2
 
2
x2
+
2
y2
+
2
z2
 + Vx,y,z = E . 1
he generalized anisotropic oscillator corresponds to the four-parameter potential
Vx,y,z =
2
2
x2 + y2 + 4z + 2 +
1
2 k12 − 14x2 + k22 − 14y2  . 2
This potential is “nondegenerate” in the precise sense that we will explain in Sec. III. The
orresponding Schrödinger equation has separable solutions in five coordinate systems, Cartesian
oordinates, cylindrical polar coordinates, cylindrical elliptic coordinates, cylindrical parabolic
oordinates, and parabolic coordinates. The energy eigenstates for this equation are degenerate and
mportant special function identities arise by expanding one basis of separable eigenfunctions in
erms of another. A second order symmetry operator for this equation is a second-order linear
ifferential operator S such that H ,S=0 where A ,B=AB−BA. A basis for these operators is
M1 = x
2
− 2x2 +
k1
2
−
1
4
x2
, M2 = y
2
− 2y2 −
k2
2
−
1
4
y2
, 3
P = z
2
− 42z + 2, L = L12
2
− 
k12 − 14 y
2
x2
− 
k22 − 14 x
2
y2
−
1
2
, 4
S1 = −
1
xL13 + L13x + x
2 + z + 
2x2 − k11 − 142  ,2 x
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1
2
yL23 + L23y + y
2 + z + 
2y2 − k22 − 14
y2
 , 5
here Lij =xixj −xjxi. Remarkably, these symmetries generate a “quadratic algebra” that closes at
evel six. Indeed, the nonzero commutators of the above basis are
M1,L = L,M2 = Q, L,S1 = S2,L = B, Mi,Si = Ai, P,Si = − Ai.
onzero commutators of the basis symmetries with Q fourth-order symmetries are expressible in
erms of the second-order symmetries,
Mi,Q = Q,M2 = 4M1,M2 + 162L, S1,Q = Q,S2 = 4M1,M2 ,
L,Q = 4M1,L − 4M2,L + 161 − k12M1 − 161 − k22M2.
here are similar expressions for commutators with B and the Ai. Also the squares of Q ,B ,Ai and
roducts such as Q ,B all sixth-order symmetries are expressible in terms of second-order
ymmetries. For example,
Q2 = 83 L,M1,M2 + 82L,L − 161 − k12M12 − 161 − k22M22 + 643 M1,M2
−
128
3 
2L − 12821 − k1
21 − k2
2 ,
Q,B = − 83 M2,L,S1 − 83 M1,L,S2 + 161 − k12M2,S2 + 161 − k22M1,S1
−
64
3 M1,S2 −
64
3 M2,S1 .
Here C1 ,… ,Cj is the completely symmetrized product of operators C1 ,… ,Cj. For com-
lete details of all the possible products and commutators, see Ref. 22. The point is that the
lgebra generated by products and commutators of the second order symmetries closes at order 6.
Another example in Euclidean space is given by the Schrödinger equation with three-
arameter extended Kepler-Coulomb potential,

 2
x2
+
2
y2
+
2
z2
 + 2E + 2x2 + y2 + z2 − 
 k12 − 14x2 + k22 − 14y2  = 0.
his equation admits separable solutions in the four coordinates systems: spherical, sphero coni-
al, prolate spheroidal, and parabolic coordinates. Again the bound states are degenerate and
mportant special function identities arise by expanding one basis of separable eigenfunctions in
erms of another. However, the space of second-order symmetries is only five dimensional and,
lthough there are useful identities among the generators and commutators that enable one to
erive spectral properties algebraically, there is no finite quadratic algebra structure. The key
ifference with our first example is, as we shall show later, that the three-parameter Kepler-
oulomb potential is degenerate and it cannot be extended to a four-parameter potential.
An example on the three-sphere is given by
gij = ijzi − zizj, 1	 i, j	 3.
hen detgij=g−1=z1z2z31−z where z=z1+z2+z3 and
gij =
1
1 − z
+
ij
zi
.
hus ds2=i,j=1
3 gij dzi dzj. To identify this space we introduce Cartesian coordinates x0 ,x1 ,x2 ,x3 inour-dimensional Euclidean space and restrict these coordinates by the conditions
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2
= 1 − z, x1
2
= z1, x2
2
= z2, x3
2
= z3.
ote that x0
2+x1
2+x2
2+x3
2
=1. Defining a metric ds2 by ds2=m=0
3 dxm2 we find
ds2 =
1
4 i,j=1
3 
 11 − z + ijzi dzi dzj .
hus the space corresponds to a portion of the three-sphere Sn. The Schrödinger equation is

 + 
i=1
3

i
zi
+

4
1 − z = E ,
here  is the Laplace-Beltrami operator. This is a nondegenerate potential. The six second-order
perators
Sij = 4zizjzi − zj
2 + 4gizj − gjzizi − zj = Sji, 1	 i j	 3,
S0i = 4zi1 − zzi
2 + 4gi1 − z − g0zizi = Si0, 1	 i	 3,
or gi=1+
1
2
1−16
i form a basis for the space of second-order symmetries. In particular
8H = 
i,j=1
n
Sij + 2
i=1
n
S0i.
his equation separates in six coordinate systems on the three sphere. Further it can be shown that
he quadratic algebra generated by the second-order symmetries closes at order 6.
For our last example we take the space with metric
ds2 = A,B,C,D,E,xdx2 + dy2 + dz2 ,
here
 = Ax + iy + B
34 x + iy2 + z4 + C
x + iy3 + 116x − iy + 3z4 x + iy
+ D
 516x + iy4 + z216 + 116x2 + y2 + 3z8 x + iy2 + E ,
he nondegenerate potential is V= , ,
 , , ,x /A ,B ,C ,D ,E ,x. If A=B=C=D=0 this is a
uperintegrable system on complex Euclidean space. The quadratic algebra always closes, and for
eneral values of A ,B ,C ,D ,E the space is not of constant curvature. This is an example of a
uperintegrable system that is Stäckel equivalent to a system on complex Euclidean space. We will
ake up the study of such systems in the next paper in this series.
Observed common features of superintegrable systems and features that we make precise and
erify in these papers are that they are usually multiseparable and that the eigenfunctions of one
eparable system can be expanded in terms of the eigenfunctions of another. This is the source of
ontrivial special function expansion theorems.23 The symmetry operators are in formal self-
djoint form and suitable for spectral analysis. Also, the quadratic algebra identities allow us to
elate eigenbases and eigenvalues of one symmetry operator to those of another. Indeed the
epresentation theory of the abstract quadratic algebra can be used to derive spectral properties of
he second-order generators in a manner analogous to the use of Lie algebra representation theory
o derive spectral properties of quantum systems that admit Lie symmetry algebras.23–26 Note
owever that for superintegrable systems with nondegenerate potential, there is no first-order Lie
ymmetry.
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gauge transformation so that the Schrödinger and symmetry operators are acting on a space of
olynomials.27 This is closely related to the theory of exactly and quasi exactly solvable
ystems.13,28 The characterization of ODE quasiexactly solvable systems as embedded in PDE
uperintegrable systems provides considerable insight into the nature of these phenomena.
The classical analogs of the above examples are obtained by the replacements xi→pxi. Com-
utators go over to Poisson brackets. The operator symmetries become second-order constants of
he motion. Symmetrized operators become products of functions. The quadratic algebra relations
implify, the highest order terms agree with the operator case but there are fewer nonzero lower
rder terms.
Many examples of 3D superintegrable systems are known, although they have not been
lassified.29–34 Here, rather than focus on particular spaces and systems, we employ a theoretical
ethod based on integrability conditions to derive structure common to all such systems, with a
iew to complete classification, at least for nondegenerate potentials. In this paper we consider
lassical superintegrable systems on a general 3D conformally flat spaces, real or complex, and
ncover their common structure. We show that for systems with nondegenerate potentials there
xists a standard structure based on the algebra of 33 symmetric matrices, and that the quadratic
lgebra closes at level 6. For two dimensional 2D nondegenerate superintegrable systems we can
how that the three functionally independent constants of the motion are with one exception also
inearly independent, so at each regular point we can find a unique constant of the motion that
atches a quadratic expression in the momenta at that point. However, for 3D systems we have
nly five functionally independent constants of the motion and the quadratic forms span a six-
imensional space. This is a major problem. However, for nondegenerate potentials we can prove
he “5⇒6 Theorem” to show that the space of second-order constants of the motion is in fact six
imensional, there is a symmetry that is functionally dependent on the symmetries that arise from
uperintegrability, but linearly independent of them. With that result established, the treatment of
he 3D case proceeds in analogy with the nondegenerate 2D case treated in Ref. 1. Though the
etails are quite complicated, we show that the spaces of truly second-, third-, fourth-, and sixth-
rder constants of the motion are of dimension 6, 4, 21, and 56, respectively. Finally we construct
xplicit bases for the fourth- and sixth-order constants in terms of products of the second-order
onstants. These bases are our principal result. They guarantee closure of the quadratic algebra and
rovide a means for analyzing its structure. This paper is a major advance toward one of our goals,
o obtain a demonstrably complete list of 3D superintegrable potentials.
In the next paper in this series we will show that all 3D superintegrable systems with nonde-
enerate potential are multiseparable. We will study the Stäckel transform, or coupling constant
etamorphosis,35,36 for 3D classical superintegrable systems. This is a conformal transformation
f a superintegrable system on one space to a superintegrable system on another space. We will
rove that all nondegenerate 3D superintegrable systems are Stäckel transforms of constant cur-
ature systems. We will also extend our results to the quantum analogs of 2D and 3D classical
ystems.
I. CONFORMALLY FLAT SPACES IN THREE DIMENSIONS
We assume that there is a coordinate system x ,y ,z and a nonzero function x ,y ,z
expGx ,y ,z such that the Hamiltonian is
H = p1
2 + p2
2 + p3
2

+ Vx,y,z . 6quadratic constant of the motion or generalized symmetry
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k,j=1
3
akjx,y,zpkpj + Wx,y,z 	 L + W, ajk = akj 7
ust satisfy H ,S=0. The conditions are thus
ai
ii
= − G1a1i − G2a2i − G3a3i,
2ai
ij + aj
ii
= − G1a1j − G2a2j − G3a3j, i  j ,
ak
ij + aj
ki + ai
jk
= 0, i, j,k distinct 8
nd
Wk = 
s=1
3
askVs, k = 1,2,3. 9
Here a subscript j denotes differentiation with respect to xj. The requirement that xWj
xjW , j leads from 9 to the second-order Bertrand-Darboux partial differential equations
or the potential,

s=1
3
Vsjas − Vsasj + Vsas j − asj = 0. 10
For second-order superintegrabilty in 3D there must be five functionally independent con-
tants of the motion including the Hamiltonian itself. Thus the Hamilton-Jacobi equation admits
our additional constants of the motion
Sh = 
j,k=1
3
ah
jk pkpj + Wh = Lh + Wh, h = 1,…,4. 11
e assume that the four functions Sh together with H are functionally independent in the six-
imensional phase space, i.e., that the differentials dSh ,dH are linearly independent. Here the
ossible V will always be assumed to form a vector space and we require functional independence
or each such V and the associated Wh. This means that we also require that the five quadratic
orms Lh ,H0 are functionally independent. We say that the functions are weakly functionally
ndependent if dSh ,dH are linearly independent for nonzero potentials, but not necessarily for the
ero potential.
II. FUNCTIONAL LINEAR INDEPENDENCE
We first shed some light on the relationship between functional independence and functional
inear independence for the set H ,S1 ,… ,S4
Theorem 1: The functionally independent set H ,S1 ,… ,S4 is also functionally linearly
ndependent in the sense that if the relation h=04 chxLh	0 holds in an open set, then chx
0 for all h.
Proof: Suppose that the set is functionally linearly dependent. Then we can express one of the
uadratic parts of the constants of the motion Lˆ 0 as a linear combination of a linearly independent
ˆ ˆubset L1 ,… ,Lr ,1	r	4,
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=1
r
cxLˆ .
aking the Poisson bracket of both sides of this equation with p1
2+ p2
2+ p3
3 / and using the fact
hat each of the Sˆ h is a constant of the motion, we obtain the identity

=1
r

i,j=1
3
xkc
a
ij pipjpk = 0. 12
t is straightforward to check that this identity can be satisfied if and only if

=1
r
xkc
a
ij
= 0, 1	 i, j,k	 3.
ince the set Lˆ 1 ,… ,Lˆ r, is linearly independent, we have xkc	0 for 1	k	3,1		r.
ence the c are constants, which means that
Lˆ 0 − 
=1
r
cLˆ  = c ,
here c is a constant. Thus the set H0 ,L1 ,… ,L4 is functionally dependent. This is a contradic-
ion. Q.E.D.
Corollary 1: The weakly functionally independent set H=S0 ,S1 ,… ,S4 is also functionally
inearly independent in the sense that if the relation h=04 chxSh	0 holds in an open set, then
hx	0 for all h.
Proof: Suppose that the set is functionally linearly dependent. Then we can express one of the
onstants of the motion Sˆ 0 as a linear combination of a linearly independent subset
Sˆ 1 ,… ,Lˆ r ,1	r	4,
Sˆ 0 = 
=1
r
cxSˆ .
aking the Poisson bracket of both sides of this equation with p1
2+ p2
2+ p3
3 /+V and using the
act that each of the Sˆ h is a constant of the motion, we obtain the identities

=1
r
xkc
a
ij
= 0,
=1
r
xkc
W, 1	 i, j,k	 3.
ince the set Sˆ 1 ,… ,Sˆ r, is functionally linearly independent, we have xkc	0 for 1	k
3,1		r. Hence the c are constants, which means that
Sˆ 0 − 
=1
r
cSˆ  = 0.
hus the set S0 ,… ,S4 is functionally dependent. This is a contradiction. Q.E.D.
We can write the system of Bertrand-Darboux equations in the matrix form Cv= v˜1V1
2 3v˜ V2+ v˜ V3, or
 Oct 2008 to 130.217.76.77. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/jmp/copyright.jsp
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12 a11 − a22 a31 − a32
a13 0 − a23 a21 a11 − a33
a32 − a32 − a13 a22 − a33 a12

V33 − V11
V22 − V11
V12
V32
V31

=
1
a
121 − a112
a311 − a113
a312 − a213
V1 + 1a
221 − a212
a321 − a123
a322 − a223
V2 + 1a
321 − a312
a331 − a133
a332 − a233
V3. 13
Corollary 2: Suppose the set H ,S1 ,… ,S4 is functionally independent. Then for general x
he 45 matrix
A =
a1
33
− a1
11
, a1
22
− a1
11
, a1
12
, a1
31
, a1
32
a2
33
− a2
11
, a2
22
− a2
11
, a2
12
, a2
31
, a2
32
a3
33
− a3
11
, a3
22
− a3
11
, a3
12
, a3
31
, a3
32
a4
33
− a4
11
, a4
22
− a4
11
, a4
12
, a4
31
, a4
32

as rank 4, where the functions ahij x are given by 11.
There are four sets of equations 13, one for each of the functionally independent symmetries
in addition to the Hamiltonian. We can write them as a single matrix equation Bv=b where B is
25,b is 121 and
v =
V33 − V11
V22 − V11
V12
V32
V31
 .
Lemma 1: If the set H ,S1 ,… ,S4 is functionally independent, the matrix B has rank 5.
Proof: In the neighborhood of a general point x0 ,y0 ,z0 the matrix A of Corollary 2 has rank
. Thus the possible reduced row equivalence forms RREF for A at x0 ,y0 ,z0 are
I 
1, 0, 0, 0, 
0, 1, 0, 0, 
0, 0, 1, 0, 

0, 0, 0, 1, 
 ; II 
1, 0, 0,  , 0
0, 1, 0,  , 0
0, 0, 1, 
 , 0
0, 0, 0, 0, 1
 ; III 
1, 0,  , 0, 0
0, 1,  , 0, 0
0, 0, 0, 1, 0
0, 0, 0, 0, 1
;
IV 
1,  , 0, 0, 0
0, 0, 1, 0, 0
0, 0, 0, 1, 0
0, 0, 0, 0, 1
 ; V 
0, 1, 0, 0, 0
0, 0, 1, 0, 0
0, 0, 0, 1, 0
0, 0, 0, 0, 1
 .
or each canonical form it is straightforward to check that the associated 125 matrix B has rank
. Q.E.D.
By choosing a rank 5 minor of B we can solve for v and obtain a solution of the form
V22 = V11 + A22V1 + B22V2 + C22V3,
33 33 33V33 = V11 + A V1 + B V2 + C V3,
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V13 = A13V1 + B13V2 + C13V3,
V23 = A23V1 + B23V2 + C23V3. 14
f the augmented matrix B ,b has rank rr then there will be r−r additional conditions of the
orm Ds
1 V1+Ds
2 V2+Ds
3 V3=0 ,s=1, . . . ,r−r. Here the Aij ,Bij ,Cij ,Ds
i are functions of x that
an be calculated explicitly. For convenience we take Aij	Aji ,Bij	Bji ,Cij	Cji.
Suppose now that the superintegrable system is such that r=r so that relations 14 are
quivalent to Bv=b. Further, suppose the integrability conditions for system 14 are satisfied
dentically. In this case we say that the potential is nondegenerate. Otherwise the potential is
egenerate. If V is nondegenerate then at any point x0, where the Aij ,Bij ,Cij are defined and
nalytic, there is a unique solution Vx arbitrarily prescribed values of
1x0 ,V2x0 ,V3x0 ,V11x0 as well as the value of Vx0 itself. The points x0 are called
egular. The points of singularity for the Aij ,Bij ,Cij form a manifold of dimension 3. Degener-
te potentials depend on fewer parameters. For example, we could have r=r but the integrability
onditions are not satisfied identically. This occurs for the generalized Kepler-Coulomb potential
here the integrability conditions lead to an additional equation of the form V11=A11V1+B11V2
C11V3 so that V11 cannot be prescribed arbitrarily.
From this point on we assume that V is nondegenerate. Substituting the requirement for a
ondegenerate potential 14 into the Bertrand-Darboux equations 10 we obtain three equations
or the derivatives ai
jk
, the first of which is
a3
11
− a1
31V1 + a3
12
− a1
32V2 + a3
13
− a1
33V3 + a12A23V1 + B23V2 + C23V3 − a33 − a11
 A13V1 + B13V2 + C13V3 − a23A12V1 + B12V2 + C12V3 + a13A33V1 + B33V2 + C33V3
= − G3a11 + G1a13V1 + − G3a12 + G1a23V2 + − G3a13 + G1a33V3, 15
nd the other two are obtained in a similar fashion.
Since V is nondegenerate we can compute all of the third partial derivatives of V. In fact,
ifferentiating each of the equations 14 with respect to xj , j=1, 2, 3 we obtain 15 equations for
he 10 distinct partial derivatives Vijk. For example,
V123 = 2V13 = A2
13V1 + B2
13V2 + C2
13V3 + A13V12 + B13V22 + C13V23
= 1V23 = A1
23V1 + B1
23V2 + C1
23V3 + A23V11 + B23V12 + C23V13
= 3V12 = A3
12V1 + B3
12V2 + C3
12V3 + A12V13 + B12V23 + C12V33,
V111 = A2
12
− A1
22V1 + B2
12
− B1
22V2 + C2
12
− C1
22V3 − A22V11
+ B12V22 + A12 − B22V12 − C22V13 + C12V23
= A3
13
− A1
33V1 + B3
13
− B1
33V2 + C3
13
− C1
33V3 − A33V11
+ C13V33 + A13 − C33V13 − B33V12 + B13V23,
V223 = A1
31 + A3
22V1 + B1
31 + B3
22V2 + C1
31 + C3
22V3 + A31V11 + C22V33 + B13V21 + C31 + A22V13
+ B22V = A23V + B23V + C23V + A23V + C23V + B23V ,23 2 1 2 2 2 3 12 32 22
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12 + A2
33V1 + B1
12 + B3
33V2 + C1
12 + C2
33V3 + A12V11 + B33V22 + C12V31 + B12 + A33V12
+ C33V23 = A3
23V1 + B3
23V2 + C3
23V3 + A23V13 + B23V23 + C23V33, 16
ith analogous expressions for the other third derivatives. Similarly all higher order derivatives of
can be computed from these. The right-hand side of each of these equations can be expressed as
n explicit linear combination of V1 ,V2 ,V3 ,V11 with analytic functions of x1 ,x2 ,x3 as coefficients.
hus if the potential V belongs to the solution space then V can depend on at most four param-
ters, in addition to a trivial additive constant. We can choose these parameters to be
1x0 ,y0 ,z0 ,V2x0 ,y0 ,z0 ,V3x0 ,y0 ,z0 ,V11x0 ,y0 ,z0 for any fixed regular point x0 ,y0 ,z0. Then
ll higher derivatives can be computed by successive differentiation of relations 14. Thus our
otential is nondegenerate, i.e., it depends non trivially on these four arbitrary parameters, so that
ll higher-order integrability conditions are satisfied.
Then, equating coefficients of V1 ,V2 ,V3 ,V11 on each side of the conditions 1V23=2V13
3V12,3V23=2V33, etc., we obtain integrability conditions, the simplest of which include
A23 = B13 = C12, B12 − A22 = C13 − A33,
B23 = A31 + C22, C23 = A12 + B33,
A1
12 + B12A12 + A2
33 + A33A12 + B33A22 + C33A23 = A3
23 + B23A23 + C23A33,
A2
13 + A13A12 + B13A22 + C13A23 = A1
23 + B23A12 + C23A13 = A3
12 + A13A12 + B12A23 + C12A33.
17
ll of these conditions, analytic expressions in x ,y ,z, must hold identically in a common domain
o have a nondegenerate system. Note that if rr then there will be conditions relating the
arameters V1x0 ,y0 ,z0 ,V2x0 ,y0 ,z0 ,V3x0 ,y0 ,z0 ,V11x0 ,y0 ,z0, so we cannot have a nondegen-
rate system in that case.
We can further clarify the situation by introducing the dependent variables W1=V1 ,W2
V2 ,W3=V3 ,W4=V11, the vector
w =
W1
W2
W3
W4
 , 18
nd the matrices
A1 =
0 0 0 1
A12 B12 C12 0
A13 B13 C13 0
A14 B14 C14 B12 − A22
 , 19
A2 =
A12 B12 C12 0
A22 B22 C22 1
A23 B23 C23 0
24 24 24 12
 , 20A B C A
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A13 B13 C13 0
A23 B23 C23 0
A33 B33 C33 1
A34 B34 C34 A13
 , 21
here
A14 = A2
12
− A1
22 + B12A22 + A12A12 − B22A12 − C22A13 + C12A23
= A3
13
− A1
33 + B13A23 + A13A13 − B33A12 − C33A13 + C13A33,
B14 = B2
12
− B1
22 + B12B22 + A12B12 − B22B12 − C22B13 + C12B23
= B3
13
− B1
33 + B13B23 + A13B13 − B33B12 − C33B13 + C13B33,
C14 = C2
12
− C1
22 + B12C22 + A12C12 − B22C12 − C22C13 + C12C23
= C3
13
− C1
33 + B13C23 + A13C13 − B23C12 − C33C13 + C13C33,
A24 = A1
12 + B12A12 + C12A13, B24 = B1
12 + B12B12 + C12B13,
C24 = C1
12 + B12C12 + C12C13,
A34 = A1
13 + B13A12 + C13A13, B34 = B1
13 + B13B12 + C13B13,
C34 = C1
13 + B13C12 + C13C13. 22
hen the conditions 17 must hold as well as the integrability conditions for the system
xjw = A
jw, j = 1,2,3. 23
he integrability conditions are
Ai
j
− Aj
i
= AiAj − AjAi 	 Ai,Aj . 24
he integrability conditions 17 and 24 are analytic expressions in x1 ,x2 ,x3 and must hold
dentically. Then the system has a solution V depending on four parameters plus an arbitrary
dditive parameter. For convenience in the arguments to follow we set
U1 = A23 − A32 − A2,A3, U2 = A31 − A13 − A3,A1 ,
U3 = A12 − A21 − A1,A2 , 25
o that the identities are
U1 = U2 = U3 = 0. 26
We have shown that a weakly functionally independent set of five symmetries or constants of
he motion is functionally linearly independent. For systems with nondegenerate potentials, the
onverse holds.
Theorem 2: Let
Sh = 
3
ah
jk pkpj + Wh, h = 1,…,5, H = S1j,k=1
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W1. Then these symmetries are weakly functionally independent.
Proof: By assumption, the set Sh is functionally linearly independent. Suppose it is also
unctionally dependent. This means that the set of differentials dSh is dependent, i.e., that the
6 matrix
i a1
i1 pi i a1i2 pi i a1i3 pi K14 + i a1j1 Vj K15 + i a1j2 Vj K16 + i a1j3 Vj
] ] ] ] ] ]
i a5i1 pi i a5i2 pi i a5i3 pi K54 + i a5j1 Vj K55 + i a5j2 Vj K56 + i a5j3 Vj ,
here
K,3+s = 
ij
a,s
ij pipj ,
s of rank 5 for all values of pj ,Vj. Thus all 55 minors must vanish identically in pj ,Vj. It is
n easy consequence of this that all 55 minors of the 56 matrix
a1
11 a1
12 a1
13 a1
22 a1
23 a1
33
] ] ] ] ] ]
a5
11 a5
12 a5
13 a5
22 a5
23 a5
33 
anish, hence that this matrix have rank 5. Thus Lh :h=1,…, 5 is functionally linearly depen-
ent. Contradiction. Q.E.D.
Since as we assume the potential is nondegenerate, at any regular point x0 the first deriva-
ives V1 ,V2 ,V3 can be chosen arbitrarily. Thus the coefficients of Vj on both sides of equation 13
ust be equal. From this, we obtain the relations
a3
11
− a1
31
= − a12A23 + a33 − a11A13 + a23A12 − a13A33 − G3a11 + G1a13,
a3
12
− a1
32
= − a12B23 + a33 − a11B13 + a23B12 − a13B33 − G3a12 + G1a23,
a3
13
− a1
33
= − a12C23 + a33 − a11C13 + a23C12 − a13C33 − G3a13 + G1a33,
ith six analogous relations from the other two Bertrand-Darboux equations. Using these nine
elations and Eqs. 8 we can solve for all of the first partial derivatives ai
jk to obtain
a1
11
= − G1a11 − G2a12 − G3a13,
a2
22
= − G1a12 − G2a22 − G3a23,
a3
33
= − G1a13 − G2a23 − G3a33,
3a2
12
= a12A22 − a22 − a11A12 − a23A13 + a13A23 + G2a11 − 2G1a12 − G2a22 − G3a23,
3a2
11
= − 2a12A22 + 2a22 − a11A12 + 2a23A13 − 2a13A23 − 2G2a11 + G1a12 − G2a22 − G3a23,
3a3
13
= − a12C23 + a33 − a11C13 + a23C12 − a13C33 − G1a11 − G2a12 − 2G3a13 + G1a33,
3a33 = 2a12C23 − 2a33 − a11C13 − 2a23C12 + 2a13C33 − G a11 − G a12 + G a13 − 2G a33,1 1 2 3 1
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23
= a23B33 − B22 − a33 − a22B23 − a13B12 + a12B13 − G1a13 − 2G2a23 − G3a33 + G3a22,
3a3
22
= − 2a23B33 − B22 + 2a33 − a22B23 + 2a13B12 − 2a12B13 − G1a13 + G2a23 − G3a33 − 2G3a22,
3a1
13
= − a23A12 + a11 − a33A13 + a13A33 + a12A23 − 2G1a13 − G2a23 − G3a33 + G3a11,
3a3
11
= 2a23A12 + 2a33 − a11A13 − 2a13A33 − 2a12A23 + G1a13 − G2a23 − G3a33 − 2G3a11,
3a2
33
= − 2a13C12 + 2a22 − a33C23 + 2a12C13 − 2a23C22 − C33 − G1a12 − G2a22 + G3a23 − 2G2a33,
3a3
23
= a13C12 − a22 − a33C23 − a12C13 − a23C33 − C22 − G1a12 − G2a22 − 2G3a23 + G2a33,
3a2
12
= − a13B23 + a22 − a11B12 − a12B22 + a23B13 − G1a11 − 2G2a12 − G3a13 + G1a22,
3a1
22
= 2a13B23 − 2a22 − a11B12 + 2a12B22 − 2a23B13 − G1a11 + G2a12 − G3a13 − 2G1a22,
3a1
23
= a12B23 + C22 + a11B13 + C12 − a22C12 − a33B13 + a13B33 + C23 − a23C13 + B12
− 2G1a23 + G2a13 + G3a12,
3a3
12
= a12− 2B23 + C22 + a11C12 − 2B13 − a22C12 + 2a33B13 + a13− 2B33 + C23
+ a23− C13 + 2B12 − 2G3a12 + G2a13 + G1a23,
3a2
13
= a12B23 − 2C22 + a11B13 − 2C12 + 2a22C12 − a33B13 + a13B33 − 2C23 + a232C13 − B12
− 2G2a13 + G1a23 + G3a12, 27
lus the linear relations
A23 = B13 = C12, B23 − A13 − C22 = 0,
B12 − A22 + A33 − C13 = 0, B33 + A12 − C23 = 0.
sing the linear relations we can express C12,C13,C22,C23, and B13 in terms of the remaining 10
unctions.
Since the above system of first-order partial differential equations is involutive the general
olution for the six functions ajk can depend on at most six parameters, the values ajkx0 at a fixed
egular point x0. For the integrability conditions we define the vector-valued function
hx,y,z =
a11
a12
a13
a22
a23
a33

nd directly compute the 66 matrix functions Aj to get the first-order system
xjh = Ajh, j = 1,2,3. 28he integrability conditions for this system are are
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n terms of the 66 matrices
S1 = A23 − A32 − A2,A3, S2 = A31 − A13 − A3,A1 ,
S3 = A12 − A21 − A1,A2 ,
he integrabilty conditions are
S1h = S2h = S3h = 0. 30
V. THE 5×6 THEOREM
Now assume that the system of equations 27 admits a six-parameter family of solutions ajk.
The requirement of superintegrability appears to guarantee only a five-parameter family of solu-
ions. Thus at any regular point we can prescribe the values of the ajk arbitrarily. This means that
29 and 30 holds identically in h. Thus S1=S2=S3=0. Using these expressions, we can
erform a tedious but straightforward Maple-assisted computation that yields
1 An expression for each of the first partial derivatives Aij ,Bij ,Cij, for the 10 indepen-
dent functions as homogeneous polynomials of order at most two in the Aij ,Bij ,Cij.
There are 30=310 such expressions in all. An example is
B2
12
=
2
3A
12B12 − 16B
12G2 −
5
6G1A
12
−
1
6G1G2 +
1
3B
22B12 + 13B
22G1 +
1
3A
23B23 − 76G3A
23 + 12G12.
2 Exactly five quadratic identities for the 10 independent functions,
a
− A23B33 − A12A23 + A13B12 + B22A23 + B23A33 + 12A
22G3 −
1
2A
33G3 −
1
2B
12G3 −
1
2G1G3
−
1
2A
13G1 +
3
2G13 −
1
2A
23G2 − A22B23 = 0,
b
A332 + B12A33 − A33A22 − B33A12 − C33A13 + B22A12 − B12A22 + A13B23 − A122 + 32G22
−
1
2Gy
2
−
3
2G33 +
1
2A
13G3 +
1
2B
33G2 −
1
2A
22G1 +
1
2A
33G1 −
1
2B
23G3 −
1
2B
22G2 +
1
2C
33G3
+ 12 G3
2
= 0,
c
− B332 − B33A12 + B33B22 + B12A33 + B23C33 − B232 + B122 + 12 G1
2
−
3
2G11 +
3
2G33
−
1
2B
33G2 −
1
2A
33G1 −
1
2 G3
2
−
1
2C
33G3 = 0, 31
d
− B12A23 − A33A23 + A13B33 + A12B23 + 32G23 −
1
2A
23G1 −
1
2A
12G3 −
1
2B
23G2 −
1
2G2G3
−
1
2B
33Ga3 = 0,
e
A12B12 + C33A23 − A23B23 + B33A22 − B33A33 + 32G12 −
1
2G1G2 −
1
2A
12G1
−
1 B12G − 1 A23G = 0,2 2 2 3
 Oct 2008 to 130.217.76.77. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/jmp/copyright.jsp
es
w
m
+
t
i
(
d
s
i
i
	
c
a
u
w
H
g
F
c
A
103507-15 3D conformally flat superintegrable systems J. Math. Phys. 46, 103507 2005
Downloaded 23There are no nontrivial conditions in which some derivative of G is involved as a factor in
ach term.
Theorem 3 (5 \ 6): Let V be a nondegenerate potential corresponding to a conformally flat
pace in three dimensions that is superintegrable, i.e., suppose V satisfies the equations (14),
here conditions (17) and (24) hold, and there are five functionally independent constants of the
otion. Then the space of second-order symmetries for the Hamiltonian H= px2+ py2
pz
2 /x ,y ,z+Vx ,y ,z (excluding multiplication by a constant) is of dimension D=6.
Corollary 3: If H+V is a superintegrable conformally flat system with nondegenerate poten-
ial, then the dimension of the space of second-order symmetries
S = 
k,j=1
3
akjx,y,zpkpj + Wx,y,z
s 6. At any regular point x0 ,y0 ,z0 and given constants kj = jk there is exactly one symmetry S
up to an additive constant) such that akjx0 ,y0 ,z0=kj. Given a set of five functionally indepen-
ent second-order symmetries L= S :=1,… ,5 associated with the potential, there is always a
ixth second-order symmetry S6 that is functionally dependent on L, but functionally linearly
ndependent.
Corollary 4: The previous theorem and corollary remain true for five weakly functionally
ndependent second-order symmetries, if the corresponding quadratic forms k,jakj pkpj ,1	
5 are functionally linearly independent.
Proof of theorem: The proof takes many steps, most of which must be carried out with
omputer algebra software. We give the logic behind the proof and describe the steps in order.
If there is only a five-parameter family of solutions then 30 holds only for the h that lie in
five-dimensional space. By appropriate Euclidean transformation of coordinates, if necessary, we
se Gauss-Jordan elimination and show that there is a basis for the space of the form h˜ j , j=1,…,5
here
h˜1,h˜2,h˜3,h˜4,h˜5 =
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1x,y,z 2x,y,z 3x,y,z 4x,y,z 5x,y,z
 .
ere we mean that if h belongs to the solution space then there are unique differentiable functions
jx ,y ,z such that h= j=1
5 gjh˜ j. It follows that the integrabilty conditions become
Skj +  jSk6 = 0,  = 1, . . . ,3, k = 1, . . . ,6, j = 1, . . . ,5. 32
urther, the conditions 30 must hold. The question that we need to decide is whether the
onditions 30 and 32 imply
S1 = S2 = S3 = 0.
Some of the elements of the matrices Si vanish identically. Indeed
S161 = S261 = S461 = S142 = S342 = S642 = S413 = S513 = S613 	 0.
lso
S162 	 S151 	 − S112, S541 	 − S231,
1 1 1 2 3 1S25 	 − S31 , S34 	 S26 , 3S11 	 2S11 ,
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his implies that the following conditions must hold no matter what are the values of the  j:
Sij1 = 0, i = 1,2,4,6, 1	 j	 6, S311 = 0, 33
S1j2 = S4j3 = 0, 1	 j	 6, S541 = 0, S442 = 0.
e will show that the identities 33, plus the identities 26 that must always hold suffice to
rove that
S1 = S2 = S3 = 0,
ence that the integrabilty conditions are satisfied identically and there is a six-parameter family of
ymmetries. In the first step we compute all of the identities 26 and 33 and use a subset of 17
f the identities 33 and 12 of the identities 26 to solve for each of the 30 independent partial
erivatives
kA12, kA13, kA22, kA23, kA33, kB12, kB22, kB23, kB33, kC33, k = 1,2,3,
ave zC33 which does not occur in these expressions. In each case we obtain an expression for the
erivative as a polynomial in the 10 variables A12, . . . ,C33 with coefficients in the linear and
ero-order terms that involve derivatives of G. Then we substitute these expressions back into the
emaining conditions 26 and 33. This yields a set of four independent second-order polynomial
dentities, a subset of the identities 31. These identities are sufficient to verify that
S361 = S561 = S262 = S362 = S462 = 0.
y conditions 32 this immediately implies S1=0, and S jk2=0 for j=2, 3, 4 and 1	k	6.
ubstituting our expressions for the derivatives into these identities we obtain the full set of five
dentities 31, and can solve for xC33. This set is now sufficient to verify that
S562 = S662 = S163 = S263 = S363 = S563 = S663 = 0,
hich implies S2=S3=0. Q.E.D.
. THIRD-ORDER CONSTANTS OF THE MOTION
Now we investigate the space of third-order constants of the motion, assuming a nondegen-
rate potential. We have
K = 
k,j,i=1
3
akjix,y,zpkpjpi + bx,y,zp, 34
hich must satisfy H ,K=0. Here akji is symmetric in the indices k , j , i.
The conditions are
ai
iii
= −
3
2s a
siiln s,
3ai
jii + aj
iii
= − 3
s
asijln s, i  j ,
ai
ijj + aj
iij
= −
1
2 a
sjjln s −
1
2 a
siiln s, i  j ,
s s
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ijk + aj
kii + ak
jii
= − 
s
asjkln s, i, j,k distinct, 35
bk
j + bj
k
= 3
s
askjVs, j  k, j,k = 1,2,3,
bj
j
=
3
2

s
asjjVs −
1
2s b
sln s, j = 1,2,3, 36
nd

s
bsVs = 0. 37
he akji is just a third-order Killing tensor. We will, as usual, require the potential V to be
uperintegrable and non degenerate. Again, as usual, we require that the highest order terms, the
kji in the constant of the motion, be independent of the four independent parameters in V.
owever, the b must depend on these parameters. We set
bx,y,z = 
j=1
3
f,jx,y,zVjx,y,z .
Here we are excluding the purely first-order symmetries. Also, we could add a term
f,11x ,y ,zV11x ,y ,z to the preceding expression. However condition 37 implies f,11	0.
ubstituting this expression into 37 we see that
f,j + f j, = 0, 1	 , j	 3.
urther
bj
i
= 
1
f ji,V + f i,Vj ,
here the subscript j denotes the partial derivative with respect to xj. Substituting these results and
xpressions 14 into the defining equations 36 and equating coefficients of V1 ,V2 ,V3 ,V11,
espectively, we obtain the following independent conditions Gs	ln s:
a111 =
2
3
f1,2A12 + f1,3A13 + 1
3s=1
3
fs,1Gs,
a222 =
2
3
− f1,2B12 + f2,3B23 + 1
3s=1
3
fs,2Gs,
a333 =
2
3
− f1,3C13 − f2,3C23 + 1
3s=1
3
fs,3Gs,
a112 =
2
9
f1,2A22 + B12 + 2f1,3A23 + f2,3A13 + 1
9
3
fs,2Gs,
s=1
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2
9
2f1,2A23 + f1,3A33 + C13 − f2,3A12 + 1
9s=1
3
fs,3Gs,
a122 =
2
9
f1,2− A12 + B22 + f1,3B23 + 2f2,3A23 + 1
9s=1
3
fs,1Gs,
a223 =
2
9
− 2f1,2A23 − f1,3B12 + f2,3− B22 + B33 + C23 + 1
9s=1
3
fs,3Gs,
a133 =
2
9
f1,2C23 + f1,3− A13 + C33 − 2f2,3A23 + 1
9s=1
3
fs,1Gs,
a233 =
2
9
− f1,2C13 − 2f1,3A23 + f2,3− B23 − C22 + C33 + 1
9s=1
3
fs,2Gs,
a123 =
2
9
f1,2C22 + f1,3B33 + f2,3− B12 + C13 , 38
f11,2 =
1
3
f1,2A22 − 2B12 − f1,3A23 + f2,3A13 − 1
3s=1
3
fs,2Gs,
f21,2 =
1
3
f1,2− 2A12 − B22 − f1,3B23 + f2,3A23 + 1
3s=1
3
fs,1Gs,
f11,3 =
1
3
− f1,2A23 + f1,3A33 − 2C13 − f2,3A12 − 1
3s=1
3
fs,3Gs,
f31,3 =
1
3
− f1,2C23 + f1,3− 2A13 − C33 − f2,3A23 + 1
3s=1
3
fs,1Gs,
f22,3 =
1
3
f1,2A23 − f1,3B12 + f2,3− B22 + B33 − 2C23 − 1
3s=1
3
fs,3Gs,
f32,3 =
1
3
f1,2C13 − f1,3A23 + f2,3− 2B23 + C22 − C33 + 1
3s=1
3
fs,2Gs, 39
nd
f12,3 + f21,3 = 13 − f1,2C22 + f1,32B33 − 3C23 − f2,32B12 + C13 ,
− f2,3 + f1,2 = 1 − f1,22A13 + B23 − f1,3B33 + f2,3B12 + 2C13 . 401 3 3
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ndependent conditions for the 18 second derivatives fki,j. Thus the system closes. A solution is
etermined by 12 parameters fki,jx0 , fki,jx0 at a regular point, and these parameters are con-
trained by at least eight linearly independent conditions. Thus the solution space, which is obvi-
usly of dimension 3 must be of dimension 	4. We must still apply the conditions that the aijk
re third-order Killing tensors.
Theorem 4: Let K be a third-order constant of the motion for a conformally flat superinte-
rable system with nondegenerate potential V,
K = 
k,j,i=1
3
akjix,y,zpkpjpi + 
=1
3
bx,y,zp.
hen
bx,y,z = 
j=1
3
f,jx,y,zVjx,y,z
ith f,j + f j,=0,1	 , j	3. The aijk ,b are uniquely determined by the four numbers
f1,2x0,y0,z0, f1,3x0,y0,z0, f2,3x0,y0,z0, f31,2x0,y0,z0
t any regular point x0 ,y0 ,z0 of V.
Let
S1 =  a1kj pkpj + W1, S2 =  a2kj pkpj + W2
e second-order constants of the motion for a superintegrable system with nondegenerate potential
nd let Aix ,y ,z= aikj x ,y ,z , i=1, 2 be 33 matrix functions. Then the Poisson bracket of
hese symmetries is given by
S1,S2 = 
k,j,i=1
3
akjix,y,zpkpjpi + bx,y,zp,
here
fk, = 2
j
a2
kj a1
j
− a1
kj a2
j  . 41
ifferentiating, we find
f ik, = 2
j
ia2
kj a1
j + a2
kj ia1
j
− ia1
kj a2
j
− a1
kj ia2
j  + Gifk,. 42
Clearly, S1 ,S2 is uniquely determined by the skew-symmetric matrix A2 ,A1
A2A1−A1A2, hence by the constant matrix A2x0 ,y0 ,z0 ,A1x0 ,y0 ,z0 evaluated at a
egular point, and by the number Fx0 ,y0 ,z0= f31,2x0 ,y0 ,z0.
For superintegrable nondegenerate potentials there is a standard structure allowing the iden-
ification of the space of second-order constants of the motion with the space S3 of 33 symmet-
ic matrices, as well as identification of the space of third-order constants of the motion with a
ubspace of the space K3F of 33 skew-symmetric matrices K3, crossed with the line F
Fx0. Indeed, if x0 is a regular point then there is a linear correspondence between second-
rder symmetries S and their associated symmetric matrices Ax0. Let S1 ,S2= S2 ,S1 be the
eversed Poisson bracket. Then the map
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Downloaded 23S1,S2 ⇔ A1x0,A2x0
s an algebraic homomorphism. Here, S1 ,S2 are in involution if and only if matrices A1
x0 ,A2x0 commute and Fx0=0. If S1 ,S20 then it is a third-order symmetry and can be
niquely associated with the skew-symmetric matrix A1x0 ,A2x0 and the parameter
x0. Let Eij be the 33 matrix with a 1 in row i, column j and 0 for every other matrix element.
hen the symmetric matrices
Aij = 12 Eij + E ji = Aji, i, j = 1,2,3 43
orm a basis for the 6-dimensional space of symmetric matrices. Moreover,
Aij,Ak = 12 jkBi +  jBik + ikBj + iBjk , 44
here
Bij = 12 Eij − E ji = − Bji, i, j = 1,2,3.
ere Bii=0 and B12 ,B23 ,B31 form a basis for the space of skew-symmetric matrices. To
btain the commutation relations for the second-order symmetries we need to use relations 42 to
ompute the parameter Fx0 associated with each commutator Aij ,Ak. The results are
traightforward to compute, using relations 27.
Commutator 3F /
A12 ,A11=B21 −3A13−B23−G3
A13 ,A11=B31 A12−B33+G2
A22 ,A11=0 −4A23
A23 ,A11=0 2A22−A33
A33 ,A11=0 4A23
A13 ,A12= 12B32 12 3B12−A22+3A33−G1
A22 ,A12=B21 −3B23−A13−G3
A23 ,A12= 12B31 12 −3B33−3A12+2B22+G2
A33 ,A12=0 2B23−A13
A22 ,A13=0 −2B33
A23 ,A13= 12B21 −C33+ 12B23− 12A13− 12G3
A33 ,A13=B31 A12+B33+G2
A23 ,A22=B32 A33−A22−B12−G1
A33 ,A22=0 −4A23
A33 ,A23=B32 A22−A33−B12−G1
Suppose the dimension of the space of truly third-order symmetries generated by commutators
f second-order symmetries is 3. This means that whenever the matrices of two second-order
ymmetries commute at a regular point x0 , so that f1,2x0 ,y0 ,z0= f1,3x0 ,y0 ,z0= f2,3x0 ,y0 ,z0
0, then f31,2x0 ,y0 ,z0=0. From the table above we see that
A23 = 0, A22 = A33, B23 = A13, B33 = 0.
urther, since A12 ,A11− A22 ,A12=0, etc., we have
B12 = − 12A
33
, B22 = 2A12, C33 = 2A13.
ubstituting these results into the integrability conditions for the potential and the symmetries, we
nd that there exists a function Ux ,y ,z such that
A33 = 2ln Ux, A12 = − ln Uy, A13 = − ln Uz,here
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ote that U is an instance of the isotropic oscillator potential
U = x2 + y2 + z2 + x + 
y + z .
Further, the defining second-order symmetries for the isotropic oscillator are only weakly func-
ionally independent. By analogy with the 2D Stäckel transform studied in Ref. 2 whose 3D form
ill be studied in our next presentation it is straightforward to see that the potential of our system
s a Stäckel transform by U of the isotropic oscillator potential. By taking the inverse Stäckel
ransform we can obtain Aij =Bij =Cij	0 for all i , j. Plugging these values into the integrability
onditions for the symmetries, we find that G1=G2=G3=0 so  is a constant. Thus the Stäckel
ransformed system is just the isotropic harmonic oscillator in flat space.
Corollary 5: Let V be a superintegrable nondegenerate potential on a conformally flat space,
ot a Stäckel transform of the isotropic oscillator. Then the space of truly third-order constants of
he motion is four-dimensional and is spanned by Poisson brackets of the second-order constants
f the motion.
I. THE STANDARD BASIS
To gain a deeper understanding of our standard basis structure, it is useful to reformulate the
roblem of determining the second-order symmetries for a nondegenerate superintegrable poten-
ial. We set
Wx = f1V1 + f2V2 + f3V3 + f11V11
nd substitute this result into Wi= j=1
3 aijVj. Additionally we must impose the Killing tensor
onditions,
ai
ii
= − G1a1i − G2a2i − G3a3i,
2ai
ij + aj
ii
= − G1a1j − G2a2j − G3a3j, i  j ,
ak
ij + aj
ki + ai
jk
= 0, i, j,k distinct.
rom the expressions for Wi we obtain the equations for the aij,
a11 = f11 + f2A12 + f3A13 + f11A14,
a12 = f21 + f1A12 + f2A22 + f3A32 + f11A24,
a13 = f31 + f1A13 + f2A23 + f3A33 + f11A34,
45
a22 = f22 + f1B12 + f2B22 + f3B32 + f11B24,
a23 = f32 + f1B13 + f2B23 + f3B33 + f11B34,
a33 = f33 + f1C13 + f2C23 + f3C33 + f11C34,
nd the condition on the first derivatives of the f i,
f21 − f12 = − f1A12 + f2B12 − A22 + f3B13 − A23 + f11B14 − A24 ,
f1 − f3 = − f1A13 + f2C12 − A23 + f3C13 − A33 + f11C14 − A34 , 463 1
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f111 = − f1 − f11B12 − A22, f211 = − f2 − f11A12, f311 = − f3 − f11A13.
ifferentiating 46 with respect to each of x1 ,x2 ,x3 and substituting 45 into the Killing equa-
ions we see that we can express each of the second derivatives of f1 , f2 , f3 in terms of lower order
erivatives of f1 , f2f3 , f11. Thus the system is in involution at the second derivative level, but not
t the first derivative level because we have only three conditions for the nine derivatives f ji. We
an uniquely determine a symmetry at a regular point by choosing the 10 parameters
f1, f2, f3, f11, f11, f21, f31, f22, f32, f33 .
he values of f1 , f2 , f3 , f11 at the regular point are analogous to the four parameters that we can
dd to the potentials in the four parameter family. For our standard basis, we fix
f1 , f2 , f3 , f11x0 = 0,0 ,0 ,0. Then from 45 and 46 we have
 f1
1 f21 f31
f12 f22 f32
f13 f23 f33
 = a
11 a12 a13
a21 a22 a23
a31 a32 a33
 .
hus we can define a standard set of basis symmetries Sjk=aijxpipj +Wijx corresponding to
regular point x0 by
1
 f1
1 f21 f31
f12 f22 f32
f13 f23 f33

x0
= a
11 a12 a13
a21 a22 a23
a31 a32 a33

x0
= Ajk, Wjkx0 = 0.
he condition on Wjk is actually four conditions since Wjk depends on four parameters.
II. MAXIMUM DIMENSIONS OF THE SPACES OF POLYNOMIAL CONSTANTS
In order to demonstrate the existence and structure of quadratic algebras for 3D superinte-
rable systems on conformally flat spaces, it is important to compute the dimensions of the spaces
f symmetries of these systems that are of orders 4 and 6. These symmetries are necessarily of a
pecial type. The highest order terms in the momenta are independent of the parameters in the
otential, while the terms of order 2 less in the momenta are linear in these parameters, those of
rder 4 less are quadratic, and those of order 6 less are cubic. We will obtain these dimensions
xactly, but first we need to establish sharp upper bounds.
. Quartic constants
We investigate the space of fourth-order constants of the motion
F = 
,k,j,i=1
3
akjix,y,zppkpjpi + 
m,q=1
3
bmqx,y,zpmpq + Wx,y,z , 47
hich must satisfy H ,F=0. Here akji ,bmq are symmetric in all indices.
The conditions are
ai
iiii
= − 2 s

asiii,
s
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jiii + aj
iiii
= − 6
s
s

asjii, i  j ,
3ai
jjii + 2aj
iiij
= − 
s
s

asiii − 3
s
s

asijj, i  j , 48
3ai
iijk + aj
kiii + ak
jiii
= − 6
s
s

asijk, i, j,k distinct,
2ai
ijjk + 2aj
jiik + ak
iij j
= − 
s
s

askii + askjj, i, j,k distinct,
bi
jk + bk
ij + bj
ki
= 6
s
askjiVs, i, j,k distinct,
2bi
ij + bj
ii
= 6
s
asjiiVs − 
s
s

bsi, i  j , 49
bi
ii
= 2
s=1
3
asiiiVs − 
s
s

bsi,
nd

s
bsiVs = Wi. 50
learly, the akji is a fourth-order Killing tensor. We require the potential V to be superintegrable
nd nondegenerate. Also we require that the highest order terms, the akji in the constant of the
otion be independent of the four independent parameters in V . However, the bmq must depend
inearly and W quadratically on these parameters.
We set
bjk = 
=1
4
f jk,W, f jk, = fkj,,
here W is defined by 18. Then conditions 49 take the form
xhf jk, + xkfhj, + xj fkh, − ahjk = ¯ , 51
here the right-hand side depends only on the f jk, ,1	 j ,k ,h	3 and we set a4hjk	0. From the
ntegrability conditions xjW /xi=xiW /xj , i j for Eq. 50 we obtain the conditions
xj fk, + xj fk, − xkfj, − xkfj, = ¯ , 52
here the right-hand side depends only on the f jk, , jk ,1	 ,	4 and we set f4j,	0.
There are 30 independent equations 51 with 4 and we use 15 of these to define the 15
omponents aihjk as linear combinations of xhf jk, and f jk,. We can then eliminate the aihjk from
he remaining 15 equations to obtain 15 conditions relating xhf jk, and f jk,. There are 18 terms of
he form xhf jk,4. Equations 52 with ==4 are satisfied identically. There are nine equations
52 with =4,1		3 and 10 equations 51 with =4. Thus all terms of the form xhf jk,4 canjk,e expressed as linear combinations of f . There are a total of 54 distinct terms of the form
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f jk,m ,1	h , j ,k ,m	3. We have seen that there are 15 conditions on these terms remaining from
51; there are an additional 18 such conditions from 52 with  ,4. Thus there is a shortfall
f 21 conditions on the first derivatives xhf jk,m.
There are a total of 108 distinct terms of the form xhxf jk,m with 1	hj ,k , ,m	3. Differ-
ntiating with respect to x1 ,x2, and x3 the 15 first-order conditions of 51, from which the aihjk
ave been eliminated, we obtain 45 independent conditions on these second derivatives. Differ-
ntiating each of our expressions for the aihjk and substituting into equations 48 we find 63
dditional conditions on the second derivatives. This allows us to express each second-order
erivative as a linear combination of lower order derivatives, Thus the system is in involution.
lso, we can differentiate the 18 equations from 52 with  ,4 to obtain 54 additional con-
itions on the second derivatives which may or may not be independent of those already found.
We conclude that any fourth-order symmetry is uniquely determined by the values f jk,x0
nd a subset of 21 of the values xhf jk,mx0 at a regular point x0. Note that by adding an appro-
riate linear combination of purely second-order symmetries to the fourth-order symmetry we can
chieve f jk,x0=0 for all j ,k ,, so the maximum possible dimension of the space of purely
ourth-order symmetries for a nondegenerate potential is 21.
. Sixth-order constants
We take the general sixth-order symmetry for a nondegenerate potential to be of the form
L =  ahijkltphpipjpkplpt +  bhijkphpipjpk +  cijpipj + W ,
here the functions ahijklt ,bhijk ,cij are symmetric in all indices. Here ahijklt is independent of the
arameters V ,=1, . . . ,4 ,bhijk is a homogeneous quadratic polynomial in the W ,cij is homo-
eneous fourth order, and W is homogeneous sixth order in the W. The Poisson bracket of H
nd L is polynomial in the momenta and the parameters W and for it to vanish at a regular point,
ach coefficient of this polynomial must vanish separately. The conditions are for 1	 i , j ,k	k
nd i , j ,k pairwise distinct and for s=1, 2, 3
ai
iiiiii
= − 3
s
s

asiiiii,
6ai
jiiiii + aj
iiiiii
= − 15
s
s

asjiiii,
5aijjiiii + 2ajjiiiii = − 
s
s

asiiiii − 10
s
s

asjjiii,
4ai
jjjiii + 3aj
jjiiii
= − 3
s
s

asjiiii − 12
s
s

asjjjii,
5aijkiiii + akjiiiii + ajkiiiii = − 10
s
s

asjkiii,
4ai
jjkiii + 2aj
jkiiii + ak
jjiiii
= − 6 s

asjjkii −  s

askiiii,
s s
 Oct 2008 to 130.217.76.77. Redistribution subject to AIP license or copyright; see http://jmp.aip.org/jmp/copyright.jsp
WT
o
c
t
t
F
c
103507-25 3D conformally flat superintegrable systems J. Math. Phys. 46, 103507 2005
Downloaded 233ai
jjkkii + 2aj
jkkiii + 2ak
kjjiii
= − 90
s
s

asijjkk − 30
s
s

askkiii − 30
s
s

asjjiii, 53
bi
iiii
= 3
s
asiiiiiWs − 2
s
s

bsiii,
bj
iiii + 4bi
jiii
= 15
s
asjiiiiWs − 6
s
s

bsjii,
2bj
iiij + 3bi
jjii
= 15
s
asjjiiiWs − 
s
s

2bsiii + 6bsjji , 54
bj
iiik + bk
iiij + 3bi
iijk
= 15
s
asiiijkWs − 6
s
s

bsijk,
bk
iij j + 2bj
iijk + 2bi
ijjk
= 15
s
asiij jkWs − 2
s
s

bsiik + bsjjk ,
ci
ii
= 2
s
bsiiiWs − 
s
s

csi,
2ci
ij + cj
ii
= 6
s
bsiijWs − 
s
s

csi, 55
ck
ij + cj
ik + ci
kj
= 6
s
bsijkWs,

s
cj
si
− ci
sjWs =
1


s
csjWsi − csiWs j . 56
e set
cij = 
,=1
4
cij,WW, cij, = cij,.
here are 610=60 independent terms cij,. There are 603=180 terms ck
ij, of which 108 are
f the form ck
ij,st
, 54 are of the form ck
ij,4s
, and 18 are of the form ck
ij,44
. Equations 56 give 30
onditions relating the derivatives ck
ij,
, 18 conditions relating the derivatives ck
ij,4s
, and 8 condi-
ions relating the derivatives ck
ij,44
. The 100 independent equations 55 allow us to solve for the 15
erms bijk,4 and the 45 terms bijk,s where
bijk = 
=1
4
bijk,W.
urther, they yield 10 conditions relating the derivatives ck
ij,44
, 15 equations relating the derivatives
ij,4s ij,st ij,44
k , and 15 equations relating the derivatives ck . It follows that all 18 terms of the form ck
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emaining 162 terms.
There are 360 terms ck
ij, of which we can ignore the 36 terms ck
ij,44
. The 84 equations 54
llow us to solve for the 28 terms ahijkm and give 21 conditions for ck
ij,4s and 35 conditions for
k
ij,st
. Further differentiating our previously obtained 78 conditions on the first derivatives we
btain 783=234 conditions, 99 on ck
ij,st and 135 independent conditions on ck
ij,st
. It follows that
ll 108 terms of the form ck
ij,4s can be expressed as linear combinations of lower order terms and
here is a total of 35+135=160 independent conditions on the 216 terms ck
ij,st
. Finally, differenti-
ting the previous conditions obtained for the ck
ij,st and using the 31 equations 53 we obtain at
east 360 independent conditions for the 360 terms ckm
ij,st
. Thus the maximal number of parameters
n a solution of the sixth order symmetry equations is 60+84+56=200, excluding the 35 inde-
endent additive terms WWW
.
We know that the dimension of the space of second-order symmetries for a superintegrable
ystem with nondegenerate potential is 6. Now let us suppose as we will prove the dimension of
he space of quartic symmetries is 21. Then there are exactly 84=214 independent sixth-order
ymmetries that are also quartic symmetries, and 610=60 independent sixth-order symmetries
hat are also quadratic. Thus the maximal possible dimension of the space of truly sixth-order
ymmetries is 200−84−60=56. We will show that this bound of 56 is actually achieved.
III. BASES FOR THE FOURTH- AND SIXTH-ORDER CONSTANTS OF THE MOTION
It follows from Sec. VII A that, for a superintegrable system with nondegenerate potential, the
imension of the space of truly fourth-order constants of the motion is at most 21. Note from Sec.
I that at any regular point x0, we can define a standard basis of six second-order constants of the
otion Sij=Aij+Wij where the quadratic form Aij has matrix Aij defined by 43 and Wij is
he potential term with Wijx0	0 identically in the parameters W. By taking homogeneous
olynomials of order two in the standard basis symmetries we can construct fourth order symme-
ries.
Question: Is every fourth-order symmetry a polynomial in the second-order symmetries?
Answer: Yes Also the dimension of the space of fourth-order symmetries is exactly 21.
Theorem 5: The 21 distinct standard monomials SijSjk, defined with respect to a regular
oint x0, form a basis for the space of fourth-order symmetries.
Proof: We choose the basis symmetries in the form
1 Sii2, SiiSij, SiiSj j, SiiSjk
2 SiiSj j − Sij2
3 SijSik − SiiSjk
or i , j ,k=1, . . . ,3 i , j ,k pairwise distinct three possibilities.
If we evaluate this set at the regular point the first class of symmetries will be
pi
4
, pi
3pjpi
2pj
2
, pi
2pjpk, respectively, whereas the last two classes of symmetries will vanish. Thus the
nly possible linear dependencies are those relating the six symmetries
F12 = S11S22 − S122, F13 = S11S33 − S132, F23 = S22S33 − S232,
G23 = S12S13 − S11S23, G13 = S12S23 − S22S13, G12 = S13S23 − S33S12.
he second-order terms in the symmetry Fij are
Fij = AiiWj j + Aj jWii − 2AijWij.
ijow F vanishes at the regular point but its derivatives at the point are
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imilarly the second-order terms in the symmetry Gjk are
Gjk = AijWik + AikWij − AiiWjk − AjkWii.
gain Gij vanishes at the regular point but its derivatives at the point are
Gijk = 12 pipjVk + 12 pipkVj − pjpkVi, G jjk = 12 pipkVi − 12 pi2Vk, Gkjk = 12 pipjVi − 12 pi2Vj .
ince V1 ,V2 ,V3 are arbitrary, it is clear that these six terms are linearly independent. Thus the 21
ymmetries form a basis. Q.E.D.
Now we know that for a superintegrable system with nondegenerate potential the space of
urely fourth-order constants of the motion is exactly 21. Thus from Sec. VII B the dimension of
he space of purely sixth-order constants of the motion is at most 56. Again we shall show that the
6 independent homogeneous third-order polynomials in the symmetries Sij form a basis for this
pace.
At the sixth-order level we have the symmetries
1 Sii3, Sii2Sij, Sii2Sj j, Sii2Sjk
or i , j ,k=1, . . . ,3 i , j ,k pairwise distinct 18 possibilities,
2 SiiSijSj j, SiiSijSjk, SiiSj jSkk
3 SmSiiSj j − Sij2
4 SmSijSik − SiiSjk
or i , j ,k=1, . . . ,3 i , j ,k pairwise distinct 18 possibilities.
Theorem 6: The 56 distinct standard monomials ShiSjkSm, defined with respect to a
egular x0, form a basis for the space of sixth-order symmetries.
Proof: Rather than using the monomials directly we choose the polynomials in the forms
1–4 above. Suppose some linear combination C of these 56 polynomials has identically van-
shing sixth-order terms. This implies immediately that the coefficients of the first 28 polynomials
re zero. Thus C must be a linear combination of the six fourth-order symmetries Fij ,Gij of
heorem 5. Now the first derivatives of the second-order terms in C all vanish at x0 so by the proof
f Theorem 5 the linear combination of fourth-order basis symmetries must vanish. Thus we must
ave C	0. Then evaluating the expressions
xhCx0 = 0, xhx
2 Cx0 = 0.
nd making use of the expressions for Fij ,Gij in the proof of Theorem 5 it is straightforward to
how that the coefficients of all 28 terms in C must vanish. The 56 terms are linearly independent
nd all nonzero linear combinations are truly sixth order. Q.E.D.
We conclude that the quadratic algebra closes.
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