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of Professor Josip Pečarić
(Communicated by I. Perić)
Abstract. Infinitely many, even scales of, equivalent conditions are derived to characterize the
bilinear Hardy-type inequality under various ranges of parameters.
1. Introduction
Let M denote the set of all Lebesgue measurable functions on (a,b), −∞  a <
b  ∞ , M+ ⊂ M is the subset of all non-negative functions.
Let u,v,vi,∈ M+, 0 < p, pi,q  ∞,1  pi, i = 1,2. Denote p′i := pipi−1 for 1 <
pi < ∞, p′i := 1 for pi = ∞ and p′i := ∞ for pi = 1, i = 1,2. We use the record A ≈











i (t)dt, i = 1,2.
















, f ∈ M+, (1)







p′ (x) < ∞
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and it can be replaced by different (equivalent) constants. For instance, the constants

























More generally, it was discovered (see, e.g., [1], [5]) that these conditions are not unique
and can be replaced by the scales of constants depending on a continuous parameter










V s(x) < ∞, (2)






































Moreover, it yields that (see, e.g., [1], [3], [5]) C ≈ AM(s) ≈ AT (s) for 1 < p 
q < ∞ and C ≈ BMR(s) ≈ BPS(s) for 0 < q < p < ∞, p > 1 and s > 0. Concerning his-
tory and references about such alternative conditions, even infinite scales of equivalent
conditions, we refer to the book [3], Section 7, and the references therein e.g. [1], [5]
and the PhD theses [6] and [7].
























, f ,g ∈ M+
(6)
and characterized it for various range of parameters p1, p2, q . The results can be sum-
marized in the following modified theorem:
THEOREM A. Let 0 < q < ∞, 1 < p1, p2 < ∞ . Then the inequality (6) with the
best constant C holds for every f ,g ∈ M+, iff the following holds:
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2 (x) < ∞.
(ii) If 1 < p1  q < p2 < ∞, 1r2 :=
1


















(iii) If 1 < p2  q < p1 < ∞, 1r1 :=
1


















(iv) Let 0 < q < min(p1, p2) < ∞, min(p1, p2) > 1, 1ri :=
1
q − 1pi , i = 1,2 and 1q 
1
p1




































(v) Let 0 < q < min(p1, p2) < ∞, min(p1, p2) > 1, 1ri :=
1








q − 1p1 −
1
p2










































Inspired by the works in [1] and [5] (see also [3]), in this paper we derive infinite
many equivalent conditions to characterize the inequality (6) for each of the cases (i)-
(v). More exactly, we prove that each of the Krepela constants A1−A7 can be replaced
by infinite many other equivalent constants, even scales of constants.
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2. The case 1 < max(p1, p2)  q < ∞
We begin this section with the following:
THEOREM 1. Let 1 < max(p1, p2)  q < ∞. Then C ≈ A(1)1 (s1,s2)≈ A(2)1 (s1,s2),
∀s1,s2 > 0, where






































In this Theorem and also all other Theorems and proofs in this paper we let C

























































Similarly, by using (3) twice, we find that C≈A(2)1 (s1,s2) so the proof is complete. 
REMARK 1. The Krepela constant A1 appears just as a point ( 1p′1
, 1p′2
) on our first





Theorem 1 gives two scales of equivalent conditions, namely A(1)1 (s1,s2) < ∞
and A(2)1 (s1,s2) < ∞, characterizing the inequality (6). Below, we prove that also these
scales of equivalent conditions are not unique and can in fact be replaced by several
more equivalent conditions for the inequality (6) to hold. Unlike in Theorem 1, here we
do not link any of the conditions with the inequality (6). Rather it is provided that each
of these conditions is equivalent to the condition A1 < ∞ .
THEOREM 2. Let 1 < max(p1, p2)  q < ∞ . Then A1 ≈ A(3)1 (s)≈ A(4)1 (s)
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Us(x), 1/q > s,












Us(x), 1/q < s
and


















Proof. Note that the function U is decreasing while V1 and V2 are increasing.
































































































































The equivalence A1 ≈ A(3)1 (s) now follows by taking supremum in (8) and using (7).






































































































and the estimate A1 < cA
(4)
1 (s) follows.









































































By now just taking supremum in (11) and using (10), we obtain the equivalence A1 ≈
A(4)1 (s).

































































































































We now take supremum in (14) and use (13) and the equivalence A1 ≈ A(5)1 (s) follows.





















































































































The equivalence A1 ≈ A(6)1 (s1,s2) now follows by just combining (15) and (16). The
proof is complete. 
3. The cases 1 < p1  q < p2 < ∞ and 1 < p2  q < p1 < ∞
We begin this section with the following:
THEOREM 3. Let 1 < p1  q < p2 < ∞ and 1r2 :=
1
q − 1p2 . Then C≈A
(1)
2 (s1,s2)≈
A(2)2 (s1,s2) ≈ A(3)2 (s1,s2) ≈ A(4)2 (s1,s2), s1,s2 > 0, where
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and




















































































The first relation follows by the formula (2), the second relation is due to formula
(4). By now using (3) and (5) we have C ≈ A(2)2 (s1,s2) . Moreover, using (2) and (5)
we find that C ≈ A(3)2 (s1,s2) . Similarly, by instead using (3) and (4) we conclude that
C ≈ A(4)2 (s1,s2) . The proof is complete. 
The case 1 < p2  q < p1 < ∞ can be handled similarly to obtain the following
result:
THEOREM 4. Let 1 < p2  q < p1 < ∞ and 1r1 :=
1
q − 1p1 . Then C≈A
(1)
3 (s1,s2)≈
A(2)3 (s1,s2) ≈ A(3)3 (s1,s2) ≈ A(4)3 (s1,s2), ∀s1,s2 > 0, where
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4. The case 0 < q < min(p1, p2) < ∞
We begin this section with the following:










4 (s1,s2)≈ A(3)4 (s1,s2)+A(4)4 (s1,s2)≈
A(5)4 (s1,s2)+A
(6)
4 (s1,s2) ≈ A(7)4 (s1,s2)+A(8)4 (s1,s2), where




































































































































































































































































































































































































=: H1 +H2. (17)
The first relation follows by the formula (4), the second relation is due to duality. For the
third relation we use again formula (4), the fourth relation holds by the Fubini theorem.
Finally, we have Hardy’s constants with p̃ = p1q , q̃ =
r2
q , and for the case p̃  q̃, we
obtain that H1 ≈ A(1)4 (s1,s2) and H2 ≈ A(2)4 (s1,s2). The proof follows by just using
these facts. 
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) = A5, where A4
and A5 are the Krepela constants defined in Theorem A (iv).
Our final results reads:










q − 1p1 −
1
p2
. Then C ≈ A(1)5 (s1,s2) + A(2)5 (s1,s2) ≈
A(3)5 (s1,s2)+A
(4)




































































































































































































































































Proof. The proof is absolutely analogous to that of Theorem 5 so we do not give
the details. We only note as in this proof we have C ≈ H1 +H2, where H1 and H2
are defined in (17). Next for the case q̃ < p̃ the following holds H1 ≈ A(1)5 (s1,s2) and
H2 ≈ A(2)5 (s1,s2). 
REMARK 4. In this case the corresponding Krepela constants A6 and A7 are just













REMARK 5. There are not many results concerning bilinear Hardy type inequal-
ities then that by M. Krepela presented in Theorem A. However, some other results of
this type can be found in the recent PhD thesis [8].
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