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Abstract
In this paper we introduce and study discrete analogues of Lebesgue
and Hausdorff dimensions for graphs. It turned out that they are closely
related to well-known graph characteristics such as rank dimension and
Prague (or Nesˇetrˇil-Ro¨dl) dimension. It allows us to formally define fractal
graphs and establish fractality of some graph classes. We show, how
Hausdorff dimension of graphs is related to their Kolmogorov complexity.
We also demonstrate applications of this approach by establishing a novel
property of general compact metric spaces using ideas from hypergraphs
theory and by proving an estimation for Prague dimension of almost all
graphs using methods from algorithmic information theory.
Keywords: Prague dimension, rank dimension, Lebesgue dimension,
Hausdorff dimension, Kolmogorov complexity, fractal
1 Introduction
Lately there was a growing interest in studying self-similarity and fractal prop-
erties of graphs, which is largely inspired by applications in biology, sociology
and chemistry [21, 19]. Such studies often employ statistical physics methods
that use ideas from graph theory and general topology, but are not intended
to approach the problems under consideration in a rigorous mathematical way.
Several studies that translate certain notions of topological dimension theory to
graphs using combinatorial methods are also known [20, 10]. However, to the
best of our knowledge a rigorous combinatorial theory that defines and studies
graph-theoretical analogues of topological fractals still has not been developed.
In this paper we introduce and study graph analogues of Lebesgue and Haus-
dorff dimensions of topological spaces from the graph-theoretical point of view.
We show that they are closely related to well-known graph characteristics such
as rank dimension [4] and Prague (or Nesˇetrˇil-Ro¨dl) dimension [12]. It allowed
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us to define fractal graphs and determine fractality of some graph classes. In
particular, it occurred that fractal graphs in some sense could be considered
as generalizations of class 2 graphs. We demonstrate that various properties
of dimensions of compact topological spaces have graph-theoretical analogues.
Moreover, we also show how these relations allow for reverse transfer of com-
binatorial results to the general topology by proving a new property of general
compact metric spaces using machinery from theory of hypergraphs. Finally,
we show how Hausdorff (and Prague) dimension of graphs is related to Kol-
mogorov complexity. This relation allowed us to find a lower bound for Prague
dimension for almost all graphs using incompressibility method from the theory
of Kolmogorov complexity.
2 Basic definitions and facts from measure the-
ory, dimension theory and graph theory
Let X be a compact metric space. A family C = {Cα : α ∈ A} of open subsets
of X is a cover, if X =
⋃
α∈A Cα. A cover C is k-cover, if every x ∈ X belongs to
at most k sets from C; -cover, if for every set Ci ∈ C its diameter diam(Ci) does
not exceed ; (, k)-cover, if it is both -cover and k-cover. Lebesgue dimension
(cover dimension) dimL(X) of the space X is the minimal integer k such that
for every  > 0 there exists (, k + 1)-cover of X.
Let F be a semiring of subsets of a set X. A function m : F → R+0 is a
measure, if m(∅) = 0 and for any disjoint sets A,B ∈ F m(A ∪ B) = m(A) +
m(B).
Let now X be a subspace of an Euclidean space Rd. Hyper-rectangle R
is a Cartesian product of semi-open intervals: R = [a1, b1) × · · · × [ad, bd),
where ai < bi, ai, bi ∈ R; the volume of a the hyper-rectangle R is defined as
vol(R) =
∏d
i=1(bi − ai). The d-dimensional Jordan measure of the set X is the
value J d(X) = inf{∑R∈C vol(R)}, where infimum is taken over all finite covers
C of X by disjoint hyper-rectangles. The d-dimensional Lebesgue measure of a
measurable set Ld(X) is defined analogously, with the additional condition that
infimum is taken over all countable covers C of X by (not necessarily disjoint)
hyper-rectangles.
Let s > 0 and  > 0. Consider the parameterHs(X) = inf{
∑
C∈C diam(C)
s},
where infimum is taken over all -covers of X. The s-dimensional Hausdorff
measure of the set X is defined as Hs(X) = lim→0Hs(X).
The aforementioned measures are related as follows. If Jordan measure of the
set X exists, then it is equal to its Lebesgue measure. For Borel sets Lebesgue
measure and Hausdorff measure are equivalent in the sense, that for any Borel
set Y we have Ld(Y ) = CdHd(Y ), where Cd is a constant depending only on d.
Hausdorff dimension dimH(X) of the set X is the value
dimH(X) = inf{s ≥ 0 : Hs(X) <∞}. (1)
Lebesgue and Hausdorff dimension of X are related as follows:
dimL(X) ≤ dimH(X). (2)
The set X is a fractal [11], if the inequality (2) is strict.
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Let G = (V (G), E(G)) be a simple graph. The family of subgraphs C =
{C1, ..., Cm} of G is a cover, if every edge uv ∈ E(G) belongs to at least one
subgraph from C. A cover C is k-cover, if every vertex v ∈ V (G) belongs to
at most k subgraphs of C; clique cover, if all subgraphs Ci are cliques. A set
W ⊆ V (G) separates vertices u, v ∈ V (G), if |W ∩ {u, v}| = 1.
For a hypergraph H = (V(H), E(H)), its rank r(H) is the maximal size of
its edges. A hypergraph H is strongly k-colorable, if for every vertex a color
from the set {1, ..., k} can be assigned in such a way that vertices of every edge
receive different colors.
Intersection graph L = L(H) of a hypergraph H is a simple graph with a
vertex set V (L) = {vE : E ∈ E(H)} in a bijective correspondence with the edge
set of H and two distinct vertices vE , vF ∈ V (L) being adjacent, if and only if
E∩F 6= ∅. The following theorem establishes a connection between intersection
graphs and clique k-covers:
Theorem 1. [4] A graph G is an intersection graph of a hypergraph of rank
≤ k if and only if it has a clique k-cover.
Rank dimension [16] dimR(G) of a graph G is the minimal k such that G
satisfies conditions of Theorem 1. In particular, graphs with dimR(G) = 1
are disjoint unions of cliques (such graphs are called equivalence graphs [1] or
M -graphs [25]), and graphs with dimR(G) = 2 are line graphs of multigraphs.
Categorical product of graphs G1 and G2 is the graph G1 × G2 with the
vertex set V (G1 ×G2) = V (G1)× V (G2) with two vertices (u1, u2) and (v1, v2)
being adjacent whenever u1v1 ∈ E(G1) and u2v2 ∈ E(G2). Prague dimension
dimP (G) is the minimal integer d such that G is an induced subgraph of a
categorical product of d complete graphs.
Equivalent cover M = {M1, ...,Mk} of the graph G consists of spanning
subgraphs such that each subgraph Mi is an equivalence graph. Equivalent
cover is separating, if every two distinct vertices of G are separated by one of
connected components in some subgraph from M.
Relations between Prague dimension, clique covers, vertex labeling and in-
tersection graphs are described by the following theorem:
Theorem 2. [12, 3] The following statements are equivalent:
1) dimP (G) ≤ k;
2) there exists a separating equivalent cover of G;
3) G is an intersection graph of strongly k-colorable hypergraph without mul-
tiple edges;
4) there exists an injective mapping φ : V (G)→ Nk, v 7→ (φ1(v), . . . , φk(v))
such that uv 6∈ E(G) whenever φj(u) 6= φj(v) for every j = 1, ..., k.
Numbers of vertices and edges of a graph G are denoted by n and m, re-
spectively. A subgraph of G induced by vertex subset U ⊆ V (G) is denoted as
G[U ]. For two graphs G1 and G2 the notation G1 ≤ G2 indicates, that G1 is an
induced subgraph of G2.
3 Lebesgue dimension of graphs
Lebesgue dimension of a metric space is defined through k-covers by sets of
arbitrary small diameter. It is natural to transfer this definition to graphs
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using graph k-covers by subgraphs of smallest possible diameter, i.e. by cliques.
Thus by Theorem 1 we define Lebesgue dimension of a graph through its rank
dimension:
dimL(G) = dimR(G)− 1. (3)
An analogy between Lebesgue and rank dimensions is futher justified by the
following Proposition 3, that states that any compact metric spaces of bounded
Lebesgue measure could be approximated by intersection graphs of (infinite)
hypergraphs of bounded rank. To prove it, we will use the following fact:
Lemma 1. [8] Let X be a compact metric space and U be its open cover. Then
there exists δ > 0 (called a Lebesgue number of U) such that for every subset
A ⊆ X with diam(A) < δ there is a set U ∈ U such that A ⊆ U .
Theorem 3. Let X be a compact metric space with a metric ρ. Then dimL(X) ≤
k−1 if and only if for any  > 0 there exists a number 0 < δ <  and a hypergraph
H() on a finite vertex set V (H()) with an edge set E(H()) = {ex : x ∈ X}
with the following properties:
1) rank(H()) ≤ k;
2) ex ∩ ey 6= ∅ for every x, y ∈ X such that ρ(x, y) < δ;
3) ρ(x, y) <  for every x, y ∈ X such that ex ∩ ey 6= ∅;
4) for every v ∈ V (H()) the set Xv = {x ∈ X : v ∈ ex} is open.
Proof. The proof borrows some ideas from intersection graphs theory (see [4]).
Suppose that dimL(X) ≤ k,  > 0 and let C be the corresponding (, k)-cover
of X. Since X is compact, we can assume that C is finite, i.e. C = {C1, ..., Cm}.
Let δ be the Lebesgue number of C.
For a point x ∈ X let ex = {i ∈ [m] : x ∈ Ci}. Consider a hypergraph
H with V (H) = [m] and E(H) = {ex : x ∈ X}. Then H satisfies conditions
1)-4). Indeed, rank(H) ≤ k, since C is k-cover. If ρ(x, y) < δ, then by Lemma
1 there is i ∈ [m] such that {x, y} ∈ Ci, i.e. i ∈ ex ∩ ey. Condition j ∈ ex ∩ ey
means that x, y ∈ Cj , and so ρ(x, y) < , since diam(Cj) < . Finally, for every
i ∈ V (H) we have Xv = Cv, and thus Xv is open.
Conversely, let H be a hypergraph with V (H) = [m] satisfying conditions
(1)-(4). Then it is straightforward to checked, that C = {X1, ..., Xm} is an open
(, k)-cover of X.
So, dimL(X) ≤ k whenever for any  > 0 there is a well-defined hypergraph
H() of rank(H()) ≤ k with edges in bijective correspondence with points of
X such that two points are close if and only if corresponding edges intersect.
4 Graph measure and Hausdorff dimension of
graphs
In order to rigorously define a graph analogue of Hausdorff dimension, we need
to define first a corresponding measure. Note that in any meaningful finite
graph topology every set is a Borel set. As mentioned above, for measurable
Borel sets in Rn Jordan, Lebesgue and Hausdorff measures are equivalent. Thus
further we will work with a graph analogue of Jordan measure.
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It is known, that every graph is isomorphic to an induced subgraph of a
categorical product of complete graphs [12]. Consider a graph G embedded into
a categorical product of d complete graphs K1n1 × · · · × Kdnd . Without loss of
generality we may assume that n1 = ... = nd = n, i.e.
G ∼= G′ ≤ S = (Kn)d, (4)
Suppose that V (Kn) = {1, . . . , n}. The graph S will be referred to as a
space of dimension d and G′ as an embedding of G into S. It is easy to see, that
by definition every vertex v ∈ S is a vector v = (v1, ..., vd) with vi ∈ [n], and
two vertices u and v are adjacent in S if and only if vr 6= ur for every r ∈ [d].
Hyper-rectangle R = R(J1, ..., Jd) is a subgraph of S, that is defined as
follows: for every i = 1, ..., d choose a non-empty subset Ji ⊆ [n], then R =
Kn[J1]×· · ·×Kn[Jd]. The volume of a hyper-rectangle R is the value vol(R) =
|V (R)| = ∏di=1 |Ji|.
The family R = {R1, ..., Rm} of hyper-rectangles is a rectangle co-cover of
G′, if the subgraphs Ri are pairwise vertex-disjoint, V (G′) ⊆ ⋃mi=1 V (Ri) and R
covers all non-edges of G′, i.e. for every x, y ∈ V (G′), xy 6∈ E(G′) there exists
j ∈ [m] such that x, y ∈ V (Rj). We define d- volume of a graph G as
vold(G) = min
G′
min
R
∑
R∈R
vol(R), (5)
where the first minimum is taken over all embeddings G′ of G into d-
dimensional spaces S and the second minimum - over all rectangle co-covers
of G′ (see Fig. 1).
Figure 1: Embedding of G = P4 into a 2-dimensional space S = (K3)2 and its
rectangle co-cover by a hyper-rectangle of volume 6
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We define a d- measure of a graph F as follows:
Hd(F ) =
{
vold(F ), if F can be represented as (4);
+∞, otherwise (6)
In the remaining part of this section we will prove, that Hd indeed satisfy
the property of a measure, i.e. Hd(F 1∪F 2) = Hd(F 1)+Hd(F 2), where F 1∪F 2
is a disjoint union of graphs F 1 and F 2.
Let W 1,W 2 ⊆ V (S). We write W1 ∼W2, if every vertex from W1 is adjacent
to every vertex from W2. Denote by Pk(W1) the k-th projection of W1, i.e. the
set of all k-coordinates of vertices of W1:
Jk(W1) = {vk : v ∈W1}.
In particular, Pk(R(J1, ..., Jd)) = Jk.
The following proposition follows directly from the definition of S
Proposition 1. W 1 ∼W 2 if and only if Pk(W1)∩Pk(W2) = ∅ for every k ∈ [d].
Assume that R = {R1, ..., Rm} is a minimal rectangle co-cover of a minimal
embedding G′, i.e. vold(G) =
∑
R∈R vol(R). Further we will demonstrate, that
R has a rather simple structure.
Let J ik = Pk(R
i).
Proposition 2. J ik ∩ Jjk = ∅ for every i, j ∈ [m], i 6= j and every k ∈ [d] .
Proof. First note, that for every hyper-rectangle Ri = R(J i1, ..., J
i
d), every co-
ordinate k ∈ [d] and every l ∈ J ik there exists v ∈ V (G′) ∩ V (Ri) such that
vk = l. Indeed, suppose that it does not hold for some l ∈ J ik. If |J ik| = 1, then
it means that V (G′) ∩ V (Ri) = ∅. Thus, R′ = R \ {Ri} is a rectangle co-cover,
which contradicts the minimality of R. If |J ik| > 1, consider a hyper-rectangle
(Ri)′ = R(J1i , ..., J
i
k \ {l}, ..., J id). The set R′ = R\{Ri}∪ {(Ri)′} is a rectangle
co-cover, and the d-volume of (Ri)′ is smaller than the d-volume of Ri. Again
it contradicts minimality of R.
Now assume that for some distinct i, j ∈ [m] and k ∈ [d] we have J ik ∩ Jjk ⊇
{l}. Then there exist u ∈ V (G′) ∩ V (Ri) and v ∈ V (G′) ∩ V (Rj) such that
uk = vk = l. So, uv 6∈ E(G′), and therefore by the definition uv is covered
by some Rh ∈ R. The hyper-rectangle Rh intersects both Ri and Rj , which
contradicts the definition of a rectangle co-cover.
Proposition 3. Let U i = V (G′) ∩ V (Ri), i = 1, ...,m. Then the set U =
{U1, ..., Um} coincides with the set of co-connected components of G′.
Proof. Propositions 1 and 2 imply, that vertices of distinct hyper-rectangles
from the co-cover R are pairwise adjacent. So, Ui ∼ Uj for every i, j ∈ [m],
i 6= j.
Let C = {C1, ..., Cr} be the set of co-connected components of G′ (thus
V (G′) =
⊔r
l=1 C
l =
⊔m
i=1 U
i). Consider a component Cl ∈ C and the sets
Cli = C
l ∩ U i, i = 1, ...,m. We have Cl = ⊔mi=1 Cli and Cli ∼ Clj for all i 6= j.
Therefore, due to co-connectedness of Cl, exactly one of the sets Cli is non-
empty.
So, we have demonstrated, that every co-connected component Cl is con-
tained in some of the sets U i. Now, let some Ui consists of several components,
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i.e. without loss of generality Ui = C
1 unionsq · · · unionsq Cq, q ≥ 2. Let Ijk = Pk(Cj),
j = 1, ..., q. By Proposition 1 we have Ij1k ∩ Ij2k = ∅ for all j1 6= j2, k = 1, ..., d.
Consider hyper-rectangles Ri,1 = R(I11 , ..., I
1
d),...,R
i,q = R(Iq1 , ..., I
q
d). Those
hyper-rectangles are pairwise vertex-disjoint, and Cj ⊆ V (Ri,j) for all j ∈ [q].
Since every pair of non-connected vertices of G′ is contained in some of its co-
connected components, we arrived to the conclusion, that the setR′ = R\{Ri}∪
{Ri,1, ..., Ri,q} is a rectangle co-cover. Moreover, V (Ri,1)unionsq· · ·unionsqV (Ri,q) ( V (Ri),
and therefore
∑q
j=1 vol(R
i,j) < vol(Ri), which contradicts the minimality of
R.
Corollary 1. Let C = {C1, ..., Cm} be the set of co-connected components of
G′. Then Ri = R(P1(Ci), ..., Pd(Ci)) ⊇ Ci.
Proof. By Proposition 3, |R| = |C|, and every component Ci ∈ C is contained
in a unique hyper-rectangle Ri ∈ R, i = 1, ...,m. Every pair of non-adjacent
vertices of G′ belong to some of its co-connected components. This fact, together
with the minimality of R, implies that Ri is the minimal hyper-rectangle that
contains Ci. Thus Ri = R(P1(C
i), ..., Pd(C
i)).
Corollary 2. If G is connected, than vold(G) is the minimal volume of d-
dimensional space S, where G can be embedded.
Corollary 3. Let D = {D1, ..., Dm} be the set of co-connected components of
G. Then vold(G) =
∑m
i=1 vol
d(G[Di]).
Proof. Suppose that {C1, ..., Cm} is the set of co-connected components of G′,
and G[Di] ∼= G′[Ci]. Proposition 3 and Corollary 1 imply that {Ri} is a rectan-
gle co-cover of an embedding of G[Di]. Therefore we have vol(Ri) ≥ vold(G[Di])
and thus vold(G) =
∑m
i=1 vol(R
i) ≥∑mi=1 vold(G[Di]).
Now let G′i be a minimal embedding of G[Di] into (Kn)d. By Proposition
3, every minimal hyper-rectangle co-cover of G′i consists of a single hyper-
rectangle Ri = R(J i1, ..., J
i
d) or, in other words, G[D
i] is embedded into Ri.
Now construct an embedding G′ of G into S = (Knm)d and its hyper-rectangle
co-cover as follows:
let Iik = (i − 1)m + J ik = {(i − 1)m + l : l ∈ J ik}, k = 1, ..., d. Obviously,
Qi = Kmn(I
i
1) × · · · × Kmn(Iid) ∼= Ri. Now embed G[Di] into Qi. Let G′i be
those embeddings. By Proposition 1 V (G′i) ∼ V (G′j), so G′ = G′1 ∪ ... ∪ G′m
is indeed embedding of G.
All Qi are pairwise disjoint. Since every pair of non-adjacent vertices belong
to some G[Di], we have that Q = {Q1, ..., Qm} is hyper-rectangle co-cover of
G′. Therefore vold(G) ≤∑mi=1 vol(Qi) = ∑mi=1 vold(G[Di]).
Theorem 4. Let F1 and F2 be two graphs. Then
Hd(F 1 ∪ F 2) = Hd(F 1) +Hd(F 2) (7)
Proof. It can be shown [2], that F 1 ∪ F 2 can be embedded into a categorical
product of d complete graphs if and only if both F1 and F2 have such em-
beddings. Therefore the relation (7) holds, if one of its members is equal to
+∞.
If all F1,F2, F 1 ∪ F 2 can be embedded into a product of d complete graphs,
then (7) follows from Corollary 3.
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Following the analogy with Hausdorff dimension of topological spaces (1),
we define a Hausdorff dimension of a graph G as
dimH(G) = min{s ≥ 0 : Hs(G) <∞}− 1. (8)
Thus, Hausdorff dimension of a graph can be identified with a Prague di-
mension of its complement minus 1.
5 Relations with Kolmogorov complexity
Let B∗ be the set of all finite binary strings and Φ : B∗ → B∗ be a computable
function. A Kolmogorov complexity KΦ(s) of a binary string s with respect
to Φ is defined as a minimal length of a string s′ such as Φ(s′) = s. Since
Kolmogorov complexities with respect to any two functions differ only by an
additive constant [14], it is usually assumed that some canonical function Φ is
fixed, and Kolmogorov complexity is denoted simply by K(s). Thus, informally
K(s) could be described as a length of a shortest encoding of the string s, that
allows to completely reconstruct it. Analogously, for two strings s, t ∈ B∗, a
conditional Kolmogorov complexity K(s|t) is a a length of a shortest encoding
of s, if t is known in advance. More information on properties of Kolmogorov
complexity can be found in [14].
Every graph G can be naturally encoded using the string representation of an
upper triangle of its adjacency matrix. Kolmogorov complexity of a graph could
be defined as a Kolmogorov complexity of that string [17, 7]. It gives estimations
K(G) = O(n2), K(G|n) = O(n2). Alternatively, n-vertex connected labeled
graph can be represented as a list of edges with ends of each edge encoded
using their binary representations concatenated with a binary representation of
n. It gives estimations K(G) ≤ 2m log(n) + log(n) = O(m log(n)), K(G|n) ≤
2m log(n) = O(m log(n)) [14, 17].
Further in this section for simplicity we will consider connected graphs (for
disconnected graphs all considerations below could be applied to every connected
component). Let dimH(G) = dimP (G) − 1 = d − 1 and Hd(G) = h. Then by
Corollary 2 G is an induced subgraph of a product
Kp1 × · · · ×Kpd , (9)
where h = p1 · · · · · pd.
So, by Theorem 2, G and G could be encoded using a collection of vectors
φ(v) = (φ1(v), . . . , φd(v)), v ∈ V (G), φj(v) ∈ [pj ]. Such encoding could be
stored as a string containing binary representations of coordinates φj(v) using
log(pj) bits concatenated with a binary representations of n and pj , j = 1, ..., n.
The length of this string is (n+ 1)
∑d
j=1 log(pj) + log(n). Analogously, if n and
pj are given, then the length of encoding is n
∑d
j=1 log(pj). Thus, the following
estimation is true:
Proposition 4. For any G,
K(G) ≤ (n+ 1) log(Hd(G)) + log(n) (10)
K(G|n, p1, ..., pd) ≤ n log(Hd(G)) (11)
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Let p∗ = maxj pj . Then we have K(G) ≤ (n+ 1)d log(p∗) + log(n),
K(G|n, p1, ..., pd) ≤ nd log(p∗). By minimality of the representation (9), we
have p∗ ≤ n. Thus K(G) = O(dn log(n)), K(G|n, p1, ..., pd) = O(dn log(n)).
So, Hausdorff (and Prague) dimension could be considered as a measure of de-
scriptive complexity of a graph. In particular, for graphs with a small Hausdorff
dimension (10)-(11) give better estimation of their Kolmogorov complexity than
the standard estimations mentioned above.
Relations between Hausdorff (Prague) dimension and Kolmogorov complex-
ity could be used to derive lower bound for Hausdorff (and Prague) dimension
in a typical case. More rigorously, let X be a graph property and Pn(X) be the
set of labeled n-vertex graphs having X. Property X holds for almost all graphs
[9], if |Pn(X)|/2(
n
2) → 1 as n→∞. We will use the following lemma:
Lemma 2. [7]
For every n > 0 and δ : N→ N, there are at least 2(n2)(1− 2−δ(n)) n-vertex
labeled graphs G such that K(G|n) ≥ n(n−1)2 − δ(n).
Then the following theorem is true:
Theorem 5. For every  > 0, almost all graphs have Prague dimension d such
that
d ≥ 1
1 + 
( n− 1
2 log(n)
− 1
n
)
(12)
Proof. Let n = d 2 e. Consider a graph G with n ≥ n. From (11) we have
K(G) ≤ (n + 1)d log(n) + log(n). Using the fact, that 1n + 1nd ≤ 2n ≤ , it
is straightforward to check that (n + 1)d log(n) + log(n) ≤ (1 + )nd log(n).
Therefore we have
K(G) ≤ (1 + )nd log(n) (13)
Let X be the set of all graphs G such that
K(G|n) ≥ n(n− 1)
2
− log(n) (14)
Using Lemma 2 with δ(n) = log(n), we conclude that |Pn(X)|/2(
n
2) ≥ 1− 1n ,
and so almost all graphs have the property X.
Now it is easy to see that for graphs with the property X and with n ≥ n
the inequality (12) holds. It follows by combining inequalities (13)-(14) using
the fact that K(G|n) ≤ K(G). It concludes the proof.
Considerations above and proof of Theorem 5 imply that for every  > 0
and n-vertex graph G with sufficiently large n, dimH(G) ≥ CK(G)n , where C =
1
(1+) log(p∗) . Interestingly, similar relations between Kolmogorov complexity
and analogues of Hausdorff dimension hold for other objects. In particular,
for Cantor space C (the space of all infinite 0-1 sequences) it is proved in [15]
that Kolmogorov complexity and effective (or constructive) Hausdorff dimension
dimH(s) of each sequence s are related as follows: dimH(s) = lim inf
n→∞
K(sn)
n (here
sn is the prefix of s of length n). Similar estimations are known for other variants
of Hausdorff dimension [18, 22].
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6 Fractal graphs
Importantly, the relation (2) between Lebesgue and Hausdorff dimensions of
topological spaces remains true for graphs.
Proposition 5. For any graph G
dimR(G)− 1 = dimL(G) ≤ dimH(G) = dimP (G)− 1. (15)
Proof. Let Prague dimension of a graph G is equal to k. Then by Theorem 2
G is an intersection graph of strongly k-colorable hypergraph. Since rank of
every such hypergraph obviously does not exceed k, Theorem 1 implies, that
dimR(G) ≤ k.
Definitions of dimensions immediately imply, that both Lebesgue and Haus-
dorff dimensions are monotone with respect to induced subgraphs.
Analogously to the definition of fractals for topological spaces, we say, that
a graph G is a fractal, if dimL(G) < dimH(G), i.e. dimR(G) < dimP (G).
The following proposition provides a first non-trivial example of fractal
graphs
Proposition 6. Triangle-free fractals are exactly triangle-free graphs of class 2
Proof. Note that for triangle-free graphs dimR(G) = ∆(G). Moreover, it can
be shown (see [12]) that if triangle-free graph G is not a disjoint union of edges
nK2, then dimP (G) = χ
′(G), where χ′(G) is a chromatic index. Therefore
triangle-free fractals, that are not disjoint unions of edges, are exactly triangle-
free graphs of class 2. On the other hand, all bipartite graphs except nK2 are
not fractals, since they all are traingle-free graphs of class 1.
The connection between fractality and class 2 graphs continue to hold for
graphs with maximal degree ∆(G) ≤ 3. To formulate the corresponding theo-
rem, we need to introduce the following graph operation: let vertices a, b, c ∈
V (G) form a triangle. Replace the subgraph G[a, b, c] with the graph H12 shown
on Fig. 2, and edges ua, vb, wc ∈ E(G) (if such edges exist) with edges uxa,
vxb, wxc, where xa, xb, xc are vertices of degree 1 of the graph H12. Let
T = {T1, ..., Tk} be a set of disjoint triangles of the graph G. The graph
G˜(T ) is obtained by applying the operation described above to each triangle
Ti, i = 1, ..., k.
Theorem 6. Let G be a connected graph with ∆(G) ≤ 3. Then G is a fractal,
if and only if one of the following conditions hold:
1) G = K4
2) G is claw-free, but contains diamond or odd hole
3) For any set of disjoint triangles T , the graph G˜(T ) is of class 2
Proof. It is easy to see by definition, that dimR(K4) = 1 < dimP (O4) = 2,
which implies that K4 is a fractal. Assume further that G 6= K4. Then ob-
viously, since dimR(G) ≤ 3, G is a fractal if and only if one of the following
conditions hold:
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y1 y2
y9 y3
y8 y4
y7 y5
y6
xa xb
xc
Figure 2: Graph H12
(a) dimR(G) = 2, dimP (G) = 3
(b) dimP (G) ≥ 4
First we will show that the condition (a) is equivalent to the condition 2)
from the formulation of the theorem. By Theorem 1, dimR(G) = 2 if and
only if G is a line graph of a multigraph. Such graphs are characterized by
a list of 7 forbidden induced subgraphs [5], only one of which (K1,3) has the
maximal degree, which does not exceed 3 (see e.g. [4]). Therefore dimR(G) = 2
if and only if G is claw-free. Furthermore, by Theorem 2 dimP (G) = 2 if
and only if G is a line graph of a bipartite graph. These graphs are exactly
(claw,diamond,odd-hole)-free graphs [6]. By combining these characterizations
together, we get that dimR(G) = 2, dimP (G) = 3 if and only if G is claw-free,
but contains diamond or odd hole.
Now we will show that the condition (b) is equivalent to the condition 3)
from the formulation of the theorem. To do it, we will use the following property
of the graph H12:
Lemma 3. In every edge 3-coloring of the graph H12 edges xay9, xby3, xcy6
have the same color
Proof. Let c : E(H12) → {1, 2, 3} be an edge 3-coloring of H12. Assume first
that c(y1y9) = c(y5y6) = 1, c(y1y2) = c(y5y6) = 2.
As another example of fractal graphs, consider Sierpinski gasket graphs Sn
[23, 13, 24]. This class of graphs is associated with the Sierpinski gasket - well-
known topological fractal with a Hausdorff dimension log(3)/ log(2) ≈ 1.585.
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Edges of Sn are line segments of the n-th approximation of the Sierpinski gasket,
and vertices are intersection points of these segments (Fig. 3).
Sierpinski gasket graphs can be defined recursively as follows. Consider
tetrads Tn = (Sn, x1, x2, x3), where x1, x2, x3 are distinct vertices of Sn called
contact vertices. The first Sierpinski gasket graph S1 is a triangle K3 with
vertices x1, x2, x3, the first tetrad is defined as T1 = (S1, x1, x2, x3). The
(n + 1)-th Sierpinski gasket graph Sn+1 is constructed from 3 disjoint copies
(Sn, x1, x2, x3), (S
′
n, x
′
1, x
′
2, x
′
3), (S
′′
n, x
′′
1 , x
′′
2 , x
′′
3) of n-th tetrad Tn by gluing to-
gether x2 with x
′
1, x
′
3 with x
′′
2 and x3 with x
′′
1 ; the corresponding (n + 1)-th
tetrad is Tn+1 = (Sn+1, x1, x
′
2, x
′′
3).
Proposition 7. For every n ≥ 2 Sierpinski gasket graph Sn is a fractal with
dimL(Sn) = 1 and dimH(Sn) = 2
Proof. First, we will prove that
dimR(Sn) ≤ 2, dimP (Sn) ≤ 3. (16)
for every n ≥ 2. We will show it using an induction by n. In fact, we
will prove slightly stronger fact: for any n ≥ 2 there exists a clique cover
C = {C1, ..., Cm} such that (i) every non-contact vertex is covered by two cliques
from C; (ii) every contact vertex is covered by one clique from C; (iii) cliques
from C can be colored using 3 colors in such a way, that intersecting cliques
receive different colors and cliques containing different contact vertices also re-
ceive different colors; (iv) every two distinct vertices are separated by some
clique from C.
For n = 2 the clique cover C consisting of 3 cliques, that contain contact
vertices, obviously satisfies conditions (i)-(iv) (see Fig. 3). Now suppose that C,
C′ and C′′ are clique covers of Sn, S′n and S′′n with properties (i)-(iv). Assume
that xi ∈ Ci, x′i ∈ C ′i. x′′i ∈ C ′′i and Ci, C ′i, C ′′i have colors i, i = 1, ..., 3. Then it
is straightforward to check, that C ∪ C′ ∪C′′ with all cliques keeping their colors
is a clique cover of Sn+1 that satisfies (i)-(iv). So, (16) is proved.
Finally, note that for every n ≥ 2 the graph Sn contains graphs K1,2 and
K4 − e as induced subgraphs. Since dimR(K1,2) = 2 and dimP (K4 − e) = 3
(the later is easy to see using clique cover formulation), we have equalities in
(16)
S1 S2 S3 S4
Figure 3: Sierpinski gasket graphs S1 − S4
It is important to emphasize that Lebesgue and Hausdorff dimensions of
Sierpinski gasket graphs agree with the corresponding dimensions of Sierpinski
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gasket fractal. As a contrast, note that rectangular grid graphs (cartesian prod-
ucts of 2 paths) are not fractals (by Ko¨nig theorem since they are bipartite),
just like rectangles are not fractals in R2.
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