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This paper gives the answer to a question of R.M. Wilson regarding
the existence of group divisible designs of large order. Let k and u
be positive integers such that 2 k u. Then there exists an in-
teger m0 =m0(k,u) such that there exists a group divisible design
of group type mu with block size k and index one for any integer
mm0 satisfying the necessary arithmetic conditions
1. m(u − 1) ≡ 0 mod (k − 1),
2. m2u(u − 1) ≡ 0 mod k(k − 1).
This paper also presents a large-index asymptotic existence theo-
rem for group divisible t-designs with a ﬁxed number of groups,
ﬁxed group size and ﬁxed block size.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Deﬁnition 1.1. Let v be a non-negative integer, λ and t be positive integers and K be a set of positive
integers. A group divisible t-design (or t-GDD) of order v , index λ and block sizes from K is a triple
(X,Γ,A) where
1. X is a set of v elements (called points),
2. Γ = {G1,G2, . . .} is a set of non-empty subsets of X which partition X (called groups),
3. A is a family of subsets of X each of cardinality from K (called blocks) such that each block
intersects any given group in at most one point,
4. each t-set of points from t distinct groups is in exactly λ blocks.
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later corresponding to t = 2.
A list over a set S is a mapping l : S →N0 (N0 is the set of non-negative integers), in other words,
by a list over the set S we mean a collection of elements s of S in which each element s occurs with
non-negative multiplicity l(s). A list can be informally written as (s1, s2, . . .), where the si ’s are not
necessarily distinct. By the group type of a t-GDD (X,Γ,A) we mean the list (|G| | G ∈ Γ ) of group
sizes. If a t-GDD has ni groups of size gi , 1 i  r, then the list contains each gi counted ni times. In
this case we denote its group type by (gn11 , g
n2
2 , . . . , g
nr
r ). Group divisible t-designs with equal group
sizes are called uniform.
Group divisible designs with block size k and k groups of uniform group size m are called transver-
sal designs and denoted by TDλ(t,k,m). If λ = 1, then we use TD(t,k,m). If t = 2 we use TDλ(k,m).
The necessary arithmetic conditions for the existence of a GDD of group type mu with block size
k and index one are m(u − 1) ≡ 0 mod (k − 1) and m2u(u − 1) ≡ 0 mod k(k − 1). The necessary
conditions are not always suﬃcient for the existence of such GDDs. For example a GDD of group type
57 with block size 6 and index one does not exist by the Bruck–Ryser–Chowla theorem. However, in
his thesis [3], Chang proved an asymptotic existence result for GDDs for a suﬃciently large number of
groups u with a ﬁxed group size m and block size k provided that the necessary arithmetic conditions
are satisﬁed.
Theorem 1.2. (See [3].) Let k and m be positive integers, k  2. Then there exists an integer u0 = u0(k,m)
such that there exists a group divisible design of group type mu with block size k and index one for any integer
u  u0 satisfying the necessary arithmetic conditions
1. m(u − 1) ≡ 0 mod (k − 1),
2. m2u(u − 1) ≡ 0 mod k(k − 1).
Lamken and Wilson gave a shorter proof for the same theorem as one of the many applications of
the Lamken–Wilson theory of edge-colored graph designs [4].
Liu [5] established an asymptotic existence theorem for GDDs of type mu for suﬃciently large u
with ﬁxed group size m and block sizes in any ﬁxed given set K of integers greater than 1. As a
consequence, he proved an asymptotic existence theorem for frames.
Theorem 1.3 is a well-known result of Chowla–Erdo˝s–Straus [1] that describes an asymptotic exis-
tence for TD(k,m)s of large order.
Theorem 1.3. (See [1].) For any positive integer k, 2  k, there is an integer m∗ = m∗(k) such that for any
integer mm∗ there is a TD(k,m).
R.M. Wilson was interested in the following question: for a ﬁxed number of groups u and ﬁxed
block size k does a GDD of group type mu with block size k and index one exist for suﬃciently
large m if the necessary conditions m(u − 1) ≡ 0 mod (k − 1) and m2u(u − 1) ≡ 0 mod k(k − 1) are
satisﬁed? Theorem 1.4 gives the answer for Wilson’s question.
Theorem 1.4. Let k and u be positive integers, 2 k u. Then there exists an integer m0 =m0(k,u) such that
there exists a group divisible design of group type mu with block size k and index one for any integer mm0
satisfying the necessary arithmetic conditions
1. m(u − 1) ≡ 0 mod (k − 1),
2. m2u(u − 1) ≡ 0 mod k(k − 1).
Theorem 1.4 is a generalization of Chowla–Erdo˝s–Straus’s result on transversal design. In a previous
paper Mohácsy and Ray-Chaudhuri [7] already proved a partial asymptotic existence result for GDDs
of group type mu with block size k and index one for suﬃciently large group size m if the necessary
arithmetic conditions are satisﬁed and m and k(k − 1) are relatively prime.
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Deﬁnition 2.1. Let G be a t-GDD (X,Γ,A) with index λ. A group divisible subdesign H (or sub t-GDD)
of G is a t-GDD (X ′,Γ ′,A′) such that
1. X ′ ⊆ X ,
2. Γ ′ consists of non-empty groups G ∩ X ′ , where G is a group of Γ ,
3. A′ consists of the blocks A of A, which are completely contained in X ′ .
The fundamental construction of Wilson [9] for GDDs is generalized by Mohácsy and Ray-
Chaudhuri in [7] for t-GDDs containing sub t-GDDs, where t  2:
Theorem 2.2. (See [7].) Let (X,Γ,A) be a t-GDD of index one and let sx be a positive integral weight assigned
to each point x ∈ X. Let (Sx: x ∈ X) be pairwise disjoint sets with |Sx| = sx. With the notation
SY =
⋃
x∈Y
Sx
for Y ⊆ X, put X∗ = S X and Γ ∗ = {SG : G ∈ Γ }. Suppose that for each block A ∈ A, a t-GDD (S A, {Sx: x ∈
A},BA) of index one exists and denote A∗ =⋃A∈A BA . Then (X∗,Γ ∗,A∗) is a t-GDD of index one which
contains a sub t-GDD (S A, {Sx: x ∈ A},BA) for each A ∈ A.
Using Wilson’s terminology, we refer to a t-GDD with a weighting as a recipe and the additional
t-GDD’s for each block as ingredients.
Mohácsy and Ray-Chaudhuri in [7] give an additive construction for GDDs containing sub GDDs for
the t = 2 and λ = 1 case. This theorem is a generalization of Wilson’s additive recursive construction
for transversal designs, see [1, Ch. X, Theorem 3.1].
Theorem 2.3. (See [7].) If there is a GDD of group type nu with block size k, a GDD of group type (n + w)u
with block size k containing a sub GDD of group type wu, a TD(u+1, s) and a TD(k, p) with p  s, then there
exists a GDD of group type (sn + pw)u with block size k containing a sub GDD of group type (pw)u .
3. A large index theorem for group divisible t-designs
Theorem 3.1. Let t, k, u andm be positive integers, t  k u. Then there is an integer λ0 = λ0(t,k,u,m) such
that there exists a t-GDD of group type mu with block size k and index λ for any integer λ λ0 satisfying the
necessary arithmetic conditions
λmt−i
(
u − i
t − i
)
≡ 0 mod
(
k − i
t − i
)
for i = 0,1, . . . , t.
The m = 1 case of Theorem 3.1 is the same as Wilson’s result on t designs Sλ(t,k, v) [1, Ch. VIII,
Theorem 7.1]. The u = k case is equivalent to Ray-Chaudhuri and Singhi’s result on orthogonal ar-
rays [8]. The proof of Theorem 3.1 follows the “usual procedure” of large index theorems which is
originally due to Wilson [1]. That is, ﬁrst we ﬁnd the necessary and suﬃcient conditions for the ex-
istence of a signed group divisible t-design t-ZGDD (deﬁned below). Then the existence of the trivial
t-GDD together with the existence of t-ZGDDs implies the λ-large theorem for t-GDDs.
For two positive integers n and m, let Imn = {m,m + 1, . . . ,m + n − 1}. If m = 1, then we write
In = {1,2, . . . ,n}. It easily follows from Deﬁnition 1.1 that a uniform t-GDD (X,Γ,A) of group type
mu can be constructed on the point set X = Iu × Im with groups Γ = {{i} × Im: i ∈ Iu}.
A subset S ⊆ Iu × Im is called transverse when |S ∩ ({i} × Im)|  1 for i = 1,2, . . . ,u. Let
us deﬁne Ku×m,k = {K | K ⊆ Iu × Im and K is a transverse k-set} and Tu×m,t = {T | T ⊆ Iu ×
Im and T is a transverse t-set}. Note that |Ku×m,k| = mk
(u
k
)
and |Tu×m,t | = mt
(u
t
)
. For each t-subset
T ∈ Tu×m,t and for each k-subset K ∈ Ku×m,k we deﬁne hT K = 1 if T ⊆ K and hT K = 0 otherwise.
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any K ∈ Ku×m,k . A multiplicity function m deﬁnes a t-GDD of group type mu with block size k and
index λ on the point set Iu × Im with groups {{i} × Im: i = 1,2, . . . ,u} if mK  0 for all K ∈ Ku×m,k
and ∑
K∈Ku×m,k
mKhT K = λ for all T ∈ Tu×m,t . (1)
A multiplicity function m which satisﬁes (1) and is integer-valued (not necessarily non-negative) de-
ﬁnes a signed group divisible t-design t-ZGDD.
Theorem 3.2. Let t, k, u and m be positive integers, t  k u, and let λ be a non-negative integer. Then there
exists a t-ZGDD of group type mu with block size k and index λ if and only if
λmt−i
(
u − i
t − i
)
≡ 0 mod
(
k − i
t − i
)
for i = 0,1, . . . , t.
We prove Theorem 3.2 by proving a more general theorem given below. The proof of this more
general theorem basically follows Wilson’s argument on designs [1].
Theorem 3.3. Let t and k be non-negative integers and u and m be positive integers, t  k u. Let Ku×m,k be
the set of all transverse k-subsets of Iu × Im and let Tu×m,t be the set of all transverse t-subsets of Iu × Im. Let
(aT : T ∈ Tu×m,t) be a family of integers. Then the system of linear equations∑
K∈Ku×m,k
mKhT K = aT for T ∈ Tu×m,t (2)
has an integral solution mK for K ∈ Ku×m,k if and only if the congruences
∑
I⊆T
aT ≡ 0 mod
(
k − i
t − i
)
for i = 0,1, . . . , t (3)
hold for each transverse subset I ⊆ Iu × Im with |I| t.
Proof. First we prove the necessity. Let mK , K ∈ Ku×m,k , be an integral solution of (2). Then for any
transverse subset I ⊆ Iu × Im with |I| t and |I| = i,∑
I⊆T
aT =
∑
I⊆T
∑
K∈Ku×m,k
mKhT K =
∑
K∈Ku×m,k
mK
∑
I⊆T
hT K .
Since
∑
I⊆T
hT K =
{(k−i
t−i
)
if I ⊆ K ,
0 otherwise,
the statement follows.
To prove the suﬃciency of Theorem 3.3 we use double induction on t and u. We have to ﬁnd in-
tegers mK , K ∈ Ku×m,k , such that ∑K∈Ku×m,k mKhT K = aT for T ∈ Tu×m,t where aT are given integers
satisfying the conditions (3).
If u = k then Theorem 3.3 follows from Ray-Chaudhuri’s and Singhi’s result on orthogonal arrays
[8, Theorem 2.1]. Let us assume k < u.
If t = 0, that is T = ∅, then for a given integer a∅ the condition (3) is always satisﬁed and the
equation
∑
K∈Ku×m,k mKh∅K = a∅ always has integer solutions for any given integers k and u with
0 k < u. Hence let us suppose t  1.
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and (u, p) ∈ T }. Then Ku,k \ K(u−1)×m,k =⋃mp=1Kpu×m,k and Tu×m,t \ T(u−1)×m,t =⋃mp=1T pu×m,t .
For any K ∈ Kpu×m,k and T ∈ T pu×m,t we write K ′ = K \ {(u, p)}, T ′ = T \ {(u, p)} and bT ′ := aT . Then
for any transverse subset I ⊆ Iu−1 × Im with |I| t − 1 and |I| = i we have
∑
I⊆T ′
bT ′ =
∑
(I∪{(u,p)})⊆T
aT ≡ 0 mod
(
k − i − 1
t − i − 1
)
for i = 0,1, . . . , t − 1.
This family of integers bT ′ , T ′ ∈ T(u−1)×m,t−1, satisﬁes the conditions (3) with t − 1 and k− 1, thus
by the induction hypothesis on t there is a family of integers xK ′ , K ′ ∈ K(u−1)×m,k−1, such that∑
K ′∈K(u−1)×m,k−1
xK ′hT ′K ′ = bT ′ for T ′ ∈ T(u−1)×m,t−1.
Let us deﬁne yK := xK ′ , where K = K ′ ∪ {(u, p)}. Then for each p, p = 1,2, . . . ,m, we obtain∑
K∈Kpu×m,k
yKhT K = aT for T ∈ T pu×m,t .
Since hT K = 0 for T ∈ T p1u×m,t, and K ∈ Kp2u×m,k when p1 = p2, we get∑
K∈Ku×m,k\K(u−1)×m,k
yKhT K = aT for T ∈ Tu×m,t \ T(u−1)×m,t .
For K ∈ K(u−1)×m,k let us deﬁne yk := 0. Thus we obtain∑
K∈Ku×m,k
yKhT K = aT for T ∈ Tu×m,t \ T(u−1)×m,t .
For T ∈ Tu×m,t we deﬁne cT by
cT :=
{
aT if T ∈ T u×m,t \ T(u−1)×m,t,∑
K∈Ku×m,k yKhT K if T ∈ T(u−1)×m,t .
That is, we have
cT :=
∑
K∈Ku×m,k
yKhT K if T ∈ Tu×m,t . (4)
Since yK , K ∈ Ku×m,k , is a solution of (4) in integers, the family of integers cT , T ∈ Tu×m,t , satisﬁes
the conditions (3). Hence for any transverse subset I ⊆ Iu × Im with |I| t and |I| = i
∑
I⊆T
(aT − cT ) ≡ 0 mod
(
k − i
t − i
)
for i = 0,1, . . . , t.
But cT := aT if T ∈ T u×m,t \ T(u−1)×m,t , thus
∑
I⊆T∈T(u−1)×m,t
(aT − cT ) ≡ 0 mod
(
k − i
t − i
)
for i = 0,1, . . . , t,
where T ∈ T(u−1)×m,t .
By the induction hypothesis on u there is a family of integers zK , K ∈ K(u−1)×m,k , such that∑
K∈K(u−1)×m,k
zK hT K = aT − cT for T ∈ T(u−1)×m,t .
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K∈Ku×m,k
zKhT K = aT − cT for T ∈ T(u−1)×m,t .
But for T ∈ Tu×m,t \ T(u−1)×m,t we have aT = cT and either K ∈ K(u−1)×m,k and then hT K = 0 or
K ∈ Ku×m,k \ K(u−1)×m,k and zK = 0. Hence∑
K∈Ku×m,k
zKhT K = aT − cT for T ∈ Tu×m,t,
∑
K∈Ku×m,k
(zK + yK )︸ ︷︷ ︸
mK
hT K = aT for T ∈ Tu×m,t .
Thus, mK = zK + yK , K ∈ Ku×m,k , is a solution of (2) in integers and the proof is complete. 
Proof of Theorem 3.2. Let aT = λ for all T ∈ Tu×m,t . Then for any transverse subset I ⊆ Iu × Im with
|I| t and |I| = i
∑
I⊆T
aT =
∑
I⊆T
λ = λmt−i
(
u − i
t − i
)
≡ 0 mod
(
k − i
t − i
)
for i = 0,1, . . . , t.
Thus, aT = λ, T ∈ Tu×m,t , satisﬁes the conditions of Theorem 3.3. Therefore a t-ZGDD of group type
mu with block size k with index λ exists. 
Proof of Theorem 3.1. We follow Wilson’s argument on designs in [1, Ch. VIII, Theorem 7.4]. For
ﬁxed positive integers t , k, u and m, t  k  u, let λmin = min{λ | λmt−i
(u−i
t−i
) ≡ 0 mod (k−it−i) for i =
0,1, . . . , t and λ > 0}. Then any λ satisfying the conditions of Theorem 3.1 is a multiple of λmin. Let us
consider the trivial t-GDD of group type mu with block size k and with index λtr =mk−t
(u−t
k−t
)
. Then λtr
is a multiple of λmin. Now using Theorem 3.2, for each λ ∈ {0, λmin,2λmin, . . . , λtr − λmin} the system
of equations
∑
K∈Ku×m,k mKhT K = λ, T ∈ Tu×m,t , has an integral solution mK (λ), K ∈ Ku×m,k . Let n =
max{|mK (λ)|: K ∈ Ku×m,k and λ ∈ {0, λmin,2λmin, . . . , λtr − λmin}}. Let us deﬁne λ0 = λ0(t,k,u,m) =
λtr · n. If λ λ0 and λ satisﬁes the conditions of Theorem 3.1, then we have the form λ = λtrn1 + λ1
where n1  n and λ1 ∈ {0, λmin,2λmin, . . . , λtr − λmin}. Thus, mK (λ) = n1 · mK (λtr) + mK (λ1) = n1 +
mK (λ1), K ∈ Ku×m,k , is a solution in non-negative integers for ∑K∈Ku×m,k mKhT K = λ, T ∈ Tu×m,t . 
4. Partial designs and block spreading constructions
The concept of the partial design was introduced by Blanchard [2]. For any positive integer n, let
In = {1,2, . . . ,n} and for t  n, let Pt(In) denote the set of t-subsets of In .
Deﬁnition 4.1. Let D be a family of k-sets from the set Iu and let T be a subset of Pt(Iu). We say D
is a partial design, written Pλ(t,k,u), covering T if and only if the following holds:
1. each t-set in T is contained in exactly λ blocks of D, counting multiplicities and
2. each t-set not belonging to T is not contained in any block of D.
If λ = 1, then Pλ(t,k,u) is written as P (t,k,u). Let q1,q2, . . . ,qn be different prime pow-
ers and let X = Iu × ∏ni=1 Iqi . Let Φ be the projection map, where Φ : Iu × ∏ni=1 Iqi → Iu and
Φ(i, (x1, x2, . . . , xn)) = i, for all i ∈ Iu and (x1, x2, . . . , xn) ∈∏ni=1 Iqi . The projection map Φ can be
naturally extended to the subsets of X . For T ′ ⊆ X , Φ(T ′) = {a | a ∈ Iu such that there is an x ∈ T ′,
Φ(x) = a}. For a t-subset T of Iu let XT = {T ′ | T ′ is a t-subset of Iu ×∏ni=1 Iqi and Φ(T ′) = T }. LetT ⊆ Pt(Iu), XT :=⋃T∈T XT . In other words, XT denotes the set of t-sets of Iu ×∏ni=1 Iqi , whose
projection onto the ﬁrst coordinate is a t-set in T .
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eral index, which is itself a generalization of a construction of Wilson [10].
Theorem 4.2. (See [6].) Let u and t be positive integers, 2  t  u, and let T ⊆ Pt(Iu). Then there is an
integer q0 = q0(t,u) such that for any partial design Pλ(t,k,u) on the point set Iu covering T with prime
power decomposition λ = q1q2 . . .qn satisfying qi  q0 , i ∈ In, there exists a partial design P (t,k,uλd) on the
point set X = Iu ×∏ni=1 Iqdi that covers XT for all d |T |.
This “block spreading” method is useful in the construction of designs with λ = 1. Theorem 4.3
due to Mohácsy and Ray-Chaudhuri [6] uses the “block spreading” method to construct t-GDDs.
Theorem 4.3. (See [6].) Let t, k and u be positive integers, t  k  u. Then there exists an integer d1 =
d1(t,k,u) such that there exists a t-GDD of group type (bad)u with block size k and index one for all posi-
tive integers b, a 2 and d > d1 if and only if(
u − s
t − s
)
≡ 0 mod
(
k − s
t − s
)
for s = 0,1, . . . , t − 1.
Theorem 4.4 is a generalization of Theorem 4.3. The proof of Theorem 4.4 essentially is the same
as the proof of Theorem 4.3. In the proof of Theorem 4.4 we apply the λ-large theorem for GDDs,
Theorem 3.1, and the “block spreading” method, while in the proof of Theorem 4.3, Wilson’s λ-large
theorem for t-designs Sλ(t,k, v) [1] and the “block spreading method” are applied.
Theorem 4.4. Let t, k, u and m be positive integers, t  k u. Then there exists an integer d2 = d2(t,k,u,m)
such that there exists a t-GDD of group type (badm)u with block size k and index one for all positive integers
b, a 2 and d d2 if and only if
mt−s
(
u − s
t − s
)
≡ 0 mod
(
k − s
t − s
)
for s = 0,1, . . . , t − 1.
Proof. To prove the necessity of the condition, ﬁrst note that if a t-GDD of group type (badm)u with
block size k and index one exists then (badm)
t−s(u−s
t−s
)≡ 0 mod (k−st−s) for s = 0,1, . . . , t − 1. Since for
ﬁxed positive integers m, t , k and u we require that a t-GDD of group type (badm)u with block size k
exists for all positive integers b, a 2 and d  d2(t,k,u), taking a and b relatively prime to
(k−s
t−s
)
for
s = 0,1, . . . , t − 1 we get the conditions of Theorem 4.4.
Now we prove that the conditions are suﬃcient for the existence of such t-GDDs. We can choose
d′ = d′(t,k,u,m) large enough so that 2d′  max(λ0(t,k,u,m),q0(t,um)), where λ0(t,k,u,m) is as
in Theorem 3.1 and q0(t,um) is as in Theorem 4.2. Let a be a positive integer with a  2. Let
a = q1q2 · · ·qn be the prime power decomposition of a. Since a 2, ad′ max(λ0(t,k,u,m),q0(t,um))
and qd
′
i max(λ0(t,k,u,m),q0(t,um)) for i = 1,2, . . . ,n. The necessary arithmetic conditions of The-
orem 3.1 are obviously satisﬁed with λ = ad′ , thus there exists a t-GDD of group type mu with block
size k and index ad
′
.
Let T = {T | T is a t-subset of Iu × Im such that |T ∩ ({i}× Im)| 1 for i = 1,2, . . . ,u} and let d′′ =
d′mt
(u
t
)
, where |T | =mt(ut ).
Now, we apply Theorem 4.2 with the t-GDD of group type mu with block size k and index λ = ad′
as the “input” partial design. Thus, we can construct a partial design P (t,k,umad
′′
) on the point set
X = Iu × (Im ×∏ni=1 Iqd′′i ) covering the t-sets of XT , where XT is as deﬁned in the beginning of this
section. This partial design is a t-GDD of group type (ad
′′
m)
u
with block size k and with index one.
The groups of the t-GDD are {{i} × (Im ×∏ni=1 Iqd′′i ): i ∈ Iu}.
By Theorem 4.3 there is an integer d1(t,k,k) such that if e  d1, then there exists a TD(t,k,bae)
for all positive integers b and a 2. Let d2(t,k,u,m) = d′(t,k,u,m)|T |+d1(t,k,k). When d d2 then
we can write d = d′|T | + d3, where d3  d1(t,k,k).
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m)
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by the uniform
weight bad3 . For each block of the t-GDD there is a TD(t,k,bad3 ), since d3  d1(t,k,k). Thus, from the
fundamental construction theorem for t-GDDs (Theorem 2.2) we can construct a t-GDD of group type
(bad
′′+d3m)u = (badm)u with block size k, index one and the proof is complete. 
5. A construction for group divisible designs
Theorem 5.1 gives a construction for GDDs, which we need in the proof of our main theorem. The
greatest common divisor c of two integers a and b is denoted by gcd(a,b) = c.
Theorem 5.1. Let k, u and c be positive integers, 2  k  u. Let m∗(u + 1) be as in Theorem 1.3. Then there
exist positive integers n = n(k,u, c) and w = w(k,u, c) such that gcd(n,w) = c, n m∗(u + 1), and there
exist a GDD of group type nu with block size k and a GDD of group type (n + w)u with block size k containing
a sub GDD of group type wu if and only if
1. c(u − 1) ≡ 0 mod (k − 1),
2. c2u(u − 1) ≡ 0 mod k(k − 1).
The c = 1 case of Theorem 5.1 was proved by Mohácsy and Ray-Chaudhuri in [7]. The proof for
general c is similar to our previous proof.
Proof of Theorem 5.1. First we prove the necessity of the conditions. If a GDD of group type nu with
block size k and a GDD of group type wu with block size k exist then
1. n(u − 1) ≡ w(u − 1) ≡ 0 mod (k − 1),
2. n2u(u − 1) ≡ w2u(u − 1) ≡ 0 mod k(k − 1).
If gcd(n,w) = c then there are integers a1 and b1 such that a1n + b1w = c. Since gcd(n,w) = c,
gcd(n2,w2) = c2, thus there are integers a2 and b2 such that a2n2 + b2w2 = c2. This way we have
1. c(u − 1) = a1n(u − 1) + b1w(u − 1) ≡ 0 mod (k − 1),
2. c2u(u − 1) = a2n2u(u − 1) + b2w2u(u − 1) ≡ 0 mod k(k − 1).
Now we prove the suﬃciency of the conditions. It is easy to check that the conditions of Theorem 4.4
for t = 2 and m = c are satisﬁed. Thus, from Theorem 4.4 there exists an integer d2 = d2(2,k,u, c)
such that if d  d2 then there exists a GDD of group type (2dc)
u
with block size k. By Chowla–
Erdo˝s–Straus’s theorem (Theorem 1.3), there is an integer m∗(u + 1), such that a transversal design
TD(u + 1,m) exists for all integers m  m∗(u + 1). Then there is a TD(u,2d) for all integers d 
m∗(u + 1). Let d0 = d0(k,u, c) = max(d2(2,k,u, c),m∗(u + 1)).
We can construct a GDD of group type (22dc)u with block size k containing a sub GDD of group
type (2dc)
u
for all d  d0 by applying the fundamental construction theorem, Theorem 2.2, with the
TD(u,2d) as the recipe and the GDDs of group type (2dc)
u
with block size k as ingredients. It follows
from Theorem 4.4 that there exists a GDD of group type (2d(2d − 1)c)u with block size k for all
integers d d0.
Let d3 be a ﬁxed integer such that d3  d0. Choose an integer t satisfying (5, t) = 1 and 5d3  t .
From Chowla–Erdo˝s–Straus’s theorem, there exist TD(u + 1, t) and TD(k,5d3 ). Note that a TD(k,5d3 )
exists, since a TD(u + 1,5d3 ) exists and u  k.
Now, applying Theorem 2.3 with s = t , n = 2d(2d−1)c, p = 5d3 and w = 2dc we construct a GDD of
group type (t2d(2d − 1)c + 5d32dc)u with block size k containing a sub GDD of group type (5d32dc)u
for all d d0. We construct the sub GDD of group type (5d32dc)
u
to contain a sub GDD of group type
(5d3c)
u
. This can be achieved by applying the fundamental construction theorem, Theorem 2.2. We
take the TD(u,2d) as the recipe and GDDs of group type (5d3c)
u
with block size k as ingredients. The
existence of a GDD of group type (5d3c)
u
with block size k follows from Theorem 4.4.
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n
+5d3c︸︷︷︸
w
)
u
with block size k
containing a sub GDD of group type (5d3c)
u
for all integers d  d0. We choose d = φ(3α) = 2 · 3α−1,
where φ is Euler’s φ function and α is a ﬁxed integer such that α  d0.
Let n = t2d(2d − 1)c + 5d3 (2d − 1)c and w = 5d3c. We claim that gcd(n,w) = c, nm∗(u + 1) and
there exists a GDD of group type nu with block size k.
Since (t,5) = 1 and d = 2 ·3α−1, gcd(n,w) = c. Obviously nm∗(u+1), since d d0. n ≡ 2d −1 ≡
0 mod 3α , thus from Theorem 4.4 there exists a GDD of group type nu with block size k. 
6. Proof of the main theorem
In the ﬁnal section we shall give the answer to Wilson’s question. The following representation
theorem of large integers and Lemma 6.2 will be needed in the proof.
Theorem 6.1. Let n and w be positive integers such that gcd(n,w) = c. Then there exists an integer m1 =
m1(n,w) such that any integer m, divisible by c and m m1 , can be represented as m = sn + pw where s
and p are non-negative integers and n < p  s.
Proof. We have already proved this theorem for the c = 1 case in [7]. The general case is an imme-
diate consequence of the c = 1 case. 
Let k and u be positive integers, 2 k u. Let mmin = min{m |m(u−1) ≡ 0 mod (k − 1), m2u(u−
1) ≡ 0 mod k(k − 1) and m > 0}, that is, mmin is the smallest positive integer for which the congru-
ences mmin(u − 1) ≡ 0 mod (k − 1) and m2minu(u − 1) ≡ 0 mod k(k − 1) are satisﬁed.
Lemma 6.2. Let k and u be positive integers, 2 k u. Let us suppose that
1. m(u − 1) ≡ 0 mod (k − 1),
2. m2u(u − 1) ≡ 0 mod k(k − 1),
for some positive integer m. Then m is a multiple of mmin .
Proof. Any mmmin, satisfying the conditions of Lemma 6.2, can be written in m = qmmin + r form,
where q 1 and 0 r <mmin. Then obviously r satisﬁes the ﬁrst condition, r(u − 1) ≡ 0 mod (k − 1).
Let g = gcd(u(u − 1),k(k − 1)). From m2u(u − 1) ≡ 0 mod k(k − 1), it follows that k(k−1)g di-
vides m2. Let us write k(k−1)g = A2B , where A and B are positive integers and B is square free or
B = 1. Thus m2 ≡ 0 mod A2B implies m ≡ 0 mod AB . Similarly, mmin ≡ 0 mod AB and consequently,
r ≡ 0 mod AB . This way r2 ≡ 0 mod A2B and r2u(u − 1) ≡ 0 mod k(k − 1). Since 0  r < mmin,
r = 0. 
Proof of Theorem 1.4. It is well known that the necessary conditions for the existence of a GDD of
group type mu with block size k and index one are m(u − 1) ≡ 0 mod (k − 1) and m2u(u − 1) ≡ 0
mod k(k − 1).
Now we prove that the conditions are suﬃcient for the existence of such GDDs for suﬃciently
large m. From Theorem 5.1, there exist positive integers n = n(k,u,mmin) and w = w(k,u,mmin) such
that gcd(n,w) =mmin, nm∗(u + 1), where m∗(u + 1) is as in Theorem 1.3, and there exists a GDD
of group type nu with block size k and a GDD of group type (n + w)u with block size k containing a
sub GDD of group type wu .
Let us set m0 = m0(k,u) = m1(n(k,u,mmin),w(k,u,mmin)), where m1 is from Theorem 6.1. Note
that mmin depends on the values of k and u. Let m m0 and let m satisfy the necessary arithmetic
conditions. Then m is divisible by mmin and by Theorem 6.1 there exist positive integers s and p such
that m = sn + pw and n < p  s.
1924 H. Mohácsy / Journal of Combinatorial Theory, Series A 118 (2011) 1915–1924Since m∗(u + 1)  n  p  s, by Theorem 1.3 there exist a TD(u + 1, s) and a TD(k, p). Hence,
Theorem 2.3 guarantees the existence of a GDD of group type (sn + pw)u = mu with block size k.
This proves Wilson’s conjecture, Theorem 1.4. 
Acknowledgments
The author would like to thank to Dijen Ray-Chaudhuri for bringing this problem to her attention.
She would also like to thank her husband Craig Liddle for copy editing this article.
References
[1] T. Beth, D. Jungnickel, H. Lenz, Design Theory, Cambridge Univ. Press, 1986.
[2] J.L. Blanchard, A construction for orthogonal arrays with strength t  3, Discrete Math. 137 (1995) 35–44.
[3] K.I. Chang, An existence theory for group divisible designs, PhD thesis, The Ohio State University, 1976.
[4] E.R. Lamken, R.M. Wilson, Decompositions of edge-colored complete graphs, J. Combin. Theory Ser. A 89 (2000) 149–200.
[5] J. Liu, Asymptotic existence theorems for frames and group divisible designs, J. Combin. Theory Ser. A 114 (2007) 410–420.
[6] H. Mohácsy, D.K. Ray-Chaudhuri, A construction for group divisible t-designs with strength t  2 and index unity, J. Statist.
Plann. Inference 109 (2003) 167–177.
[7] H. Mohácsy, D.K. Ray-Chaudhuri, An existence theorem for group divisible designs of large order, J. Combin. Theory Ser.
A 98 (2002) 163–174.
[8] D.K. Ray-Chaudhuri, N.M. Singhi, On existence and number of orthogonal arrays, J. Combin. Theory Ser. A 47 (1988) 28–36.
[9] R.M. Wilson, An existence theory for pairwise balanced designs I: composition theorems and morphisms, J. Combin. Theory
Ser. A 13 (1972) 220–245.
[10] R.M. Wilson, An existence theory for pairwise balanced designs III: proof of the existence conjectures, J. Combin. Theory
Ser. A 18 (1975) 71–79.
