Abstract: Aircraft detection is the main task of the optoelectronic guiding and monitoring system in airports. In practical applications, we demand not only detection accuracy, but also efficiency. Existing detection approaches always train a set of holistic templates to search over a multi-scale image space, which is inefficient and costly. Moreover, the holistic templates are sensitive to the occluded or truncated object, although they are trained by many complicated features. To address these problems, we firstly propose a kind of local informative feature which combines a local image patch with its corresponding location. Additionally, for computational reasons, a feature compression method (based on sparse representation and compressive sensing) is proposed to reduce the dimensionality of the feature vector, and which shows excellent performance. Thirdly, to improve the detection accuracy during detection stage, a position estimation algorithm is proposed to calibrate the aircraft's centroid. From the experimental results, our model achieves favorable detection accuracy, especially for the partially-occluded object. Furthermore, the detection speed is remarkably improved as well.
Introduction
Object detection is a fundamental task in computer vision. Recently, a large number of detectors have been developed for specific requirements, such as face detection [1] , vehicle detection [2] , and pedestrian detection [3] . Most of these applications now demand not only accuracy, but also efficiency (fast detection). Aircraft detection is the main task of optoelectronic guiding and monitoring system in airports, which faces many challenges, such as illumination changes, deformation, cluttered scenes, and occlusion. Although many state-of-the-art detection models [3] [4] [5] achieve favorable performance, they are not suitable to such kinds of systems for two reasons. The first reason is that the models [3] [4] [5] are time consuming. The second reason is that such models are trained by holistic feature templates, which are sensitive to occlusion. To address these problems, we propose a detection model which combines a local informative patch with a position estimation algorithm for accurate detection. Unlike the detection models trained by a global feature template to detect objects in a sliding window fashion, the proposed local informative feature has two advantages: (a) the local informative feature is robust in detecting partially-occluded objects and (b) the corresponding location adopted in our feature is beneficial for locating the object's centroid more accurately. By virtue of the local informative feature's discriminative power, just a simple classifier can yield high performance.
Additionally, higher dimensionality of the feature often leads to higher computational complexity. To improve the efficiency, an approach based on compressive sensing theory is applied in our model.
•
To deal with the practical problems, we designed an efficient model for the specific-category (aircraft) detector, and this model is different from the traditional detection model which detects objects with a holistic feature template in a sliding window fashion.
We proposed a local informative feature and built an informative feature dictionary. In addition, a position estimation algorithm was proposed to search the optimal object's centroid. Experimental results present the discriminative power of this kind of feature, especially for the partially-occluded objects.
• A compressed method based on compressive sensing and sparse representation was proposed to reduce the computational complexity. From the experimental results, the compressed method achieved high detection accuracy and decreased time consumption. The rest of this paper is organized as follows: In Section 2, we introduce the relevant studies about aircraft detection and related technologies. In Section 3, the basic theories and analysis regarding feature extraction and compressive sensing are presented and introduced. The detailed implementation of our model is described in Section 4. In Section 5, experimental results and analysis are presented. We conclude this paper and propose future work in the Section 6.
Related Work
In this section, we briefly review the recent aircraft detection models [9] [10] [11] and the related technologies [3] [4] [5] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] in the literature on object detection.
Compared with other detection task, such as lane detection [22] , license plate detection [23] , and face detection [1] , aircraft detection faces more challenging problems, like various weather conditions, occlusion, cluttered scenes, and illumination changes. In addition, our system requires fast detection speed which significantly supports the aircraft tracking and guidance. Recently, a great many aircraft detection models have been designed. Wu et al. [9] proposed a detection model which applied a similarity measure for aircraft type recognition. However, this model is not suitable for the aircraft in cluttered scenes and varied postures. Rastegar et al. [10] proposed a model which combined wavelets with SVM, and it was applied to detect the aircraft in the original video and images. However, the procedure of training is time-consuming. Liu et al. [11] proposed an efficient approach for feature extraction in high-resolution optical remote sensing images. A rotation invariant feature combined sparse coding and radial gradient transform was presented and showed high performance. However, this model is inefficient for our images obtained from optoelectronic cameras.
In the last decade, object detection technologies have achieved great success. Dalal et al. [3] proposed a discriminative detection model which combined linear SVM with HOG (histogram of oriented gradient) and obtained great success in pedestrian detection. Due to its discriminative power, the HOG feature was adopted widely in object detection. Felzenszwalb et al. [4] proposed a detection model based on a mixture of multiscale deformable part models and made further improvement on original HOG feature. Although it obtained favorable performance on detection accuracy (especially for the object with pose changing), it is costly. These kinds of models always search for an image pyramid space and match the location of the object. Once the objects were occluded partially, or truncated, it was difficult to detect. Malisiewicz et al. [5] discard the partial models in [4] and trained a model called exemplar-SVMs, which included a set of holistic templates (exemplars) for a specific category and which handled the inner-categories detection problem (objects in one specific category have great differences) and accelerated the detection. However, it was still based on a sliding window fashion. With the increase of exemplars, the computational cost grew as well. In order to speed up detection, Song et al. [18] [19] [20] improved the DPM models [4] and proposed the sparselet models which use the shared intermediate representations and reconstruction sparsity to accelerate the multi-class object detection. The sparselet models not only achieve the favorable accuracy, but also reduce the time cost greatly. Cheng et al. [21] improved the previous work and proposed coarse-to-fine sparselets, which combines coarse and fine sparselets and outperforms the sparselets baseline work.
Moreover, some works were proposed to reduce the searching space by extracting the candidate regions. The works [13, 14] proposed the rough segmentation method to reduce the search spaces for category-specific detectors. However, these methods are still computationally expensive, and which cost minutes per image. Uijlings et al. [12] proposed a method named selective search which generates several candidate regions for detecting, and the number of candidate regions is much less than the searching space of the sliding window method. However, the detection results are object-like things rather than category-specific objects. Therefore, several category-specific detectors [15, 16] were developed based on this method; however, the hierarchies of these detectors are complicated.
In all cases, occlusions always cause a significant decrease in performance. Actually, the above studies have not focused on such problems. Shu et al. [24] proposed a part-based model for pedestrian detection. Tian et al. [25] also applied part information to detect vehicles. These models always handle the part information of a specific object before training.
Therefore, the consideration of our work refers to two aspects: (1) developing an efficient and accurate aircraft detection model; and (2) this model is robust for partially occlusion.
Methods

Informative Features
In many computer vision systems, the informative features are specific image patches extracted from images based on local image properties [26] or eigen-patches [27] of similar parts. These selected features represent the maximal information to the corresponding class. Ullman et al. [28] employed such informative feature to train a simple linear classifier, and which outperformed the generic type features, such as wavelets. Leibe et al. [29] combined informative patterns with spatial information and trained a discriminative classifier.
We were enlightened by these works and designed a combined feature which includes an image patch as well as its location information. The local informative feature is formed as <p f , l f >, where, the p f represents the extracted patch, and lf is represented by two sparse vectors (l fx , l fy ) which are corresponding to the object's centroid. Unlike the local pattern and spatial location distribution presented in [29] , our proposed sparse vector is easy to implement. In Figure 2 , the green and red patches are informative patches, and the red one is the centroid of the object; l f is computed by Equations (1) and (2):
where (px, py) is the central coordinate of the patch, (cx, cy) is the position of object's centroid, (dx, dy) represent the length of (l fx , l fy ), and i represents the ith entry of the vector. 
Informative Feature Dictionary
Unlike the works [26] [27] [28] [29] [30] that adopted a random sampling method to extract the informative patch p f , we proposed another way to extracted more informative features <p f , l f >. For each image, the informative feature extraction process is described in Table 1 and Figure 3 : Table 1 . The process of building the informative feature dictionary.
Step 1: Segmenting the object with the background and calculating the centroid (cx, cy) of the object. Step 3: Using the results of step 1 and step 2 to obtain the edge information of the object.
Step 4: Extracting the candidate patch (p f ) at each location (l f ) where holds an edge value calculated in step 3, and each extracted patch has a fixed size of 15 × 15 pixels.
Step 5: Adopting Non-Maximum Suppression (NMS) [31] to reduce the number of candidate patches.
Step 6: Performing k-means for the rest candidate patches.
Step 7: Selecting the clusters as the element of the informative patch dictionary. Actually, the elements in the informative feature dictionary include rich edge information, which are discriminative for detection. Figure 3 illustrates some informative patches with rich edge information.
Random Projection
Random projection [32] refers to mapping a high-dimensionality dataset into a lower dimensionality space, which provides some guarantees on the approximate preservation of distance. Now, suppose that we have a vector u in the high dimensionality feature space,u ∈ R m , a vector v in the low dimensionality space, v ∈ R n , a random matrix A ∈ R n×m , the mapping as Equation (3):
where n << m. Each projection v is essentially equivalent to a compressive measurement in the compressive sensing encoding stage [33] . From the compressive sensing theory, if a signal is a linear combination of only K basis [34] , the signal can be reconstructed from a small number of random measurements. Therefore, it is essentially to identify an effective random matrix for feature extraction. Ideally, we expect to ensure that A is information preserving, by which we mean that A provides a stable embedding which approximately preserves distances between each pairs of all signals [35] . Therefore, for every two feature vectors (e.g., u k , u l , k = l) in our method, their distance is approximately preserved. For the feature vectors u 1 , u 2 :
In Equation (4), ε is a small value, and ε > 0. One important result in the compressive theory [6] named RIP (restricted isometry property) reveals that Equation (4) is satisfied with high probability by certain random matrices. Furthermore, the above result is also directly obtained from the JL (Johnson-Lindenstrauss) lemma [34] , which also provides us strong theoretical support for reducing feature vectors by random matrix.
Baraniuk et al. [36] proved that the random matrix satisfied with JL lemma holds true for RIP as well. Therefore, the feature vector u can be reconstructed from low-dimensional vector v with minimum error and high probability.
Sparse Random Measurement Matrix
Liu et al. [35] employed the random Gaussian matrix A ∈ R n×m where A(i, j) = a ij , and a ij ∼ N(0, 1) (i.e., zero mean and unit variance), the results showed that sparse random measurement matrix for texture classification is favorable. However, the random Gaussian matrix is still dense (which leads to more computational loads). We define a very sparse measurement matrix with sparse elements as below:
with probability 1/(2s) 0, with probability 1 − 1/s −1, with probability 1/(2s) (5) Achlioptas [31] proved that when s = 1 or s = 3, the matrix would meet the JL lemma. If s = 3, two thirds of the computation load will be reduced. Moreover, Li et al. [37] 
Proposed Model
The training stage is divided into the following steps: building feature dictionary, forming training samples, compressing features, and building classifier. In the detection stage, a position estimation method is proposed to calibrate the aircraft's centroid.
Feature Dictionary
Training images were divided into two subsets. One was employed to build a feature dictionary, and another was applied to generate training samples. Forty images were adopted for establishing the informative feature dictionary. At first, we normalized the object in training images into a fixed scale, such as 40 × 120 pixels, and then extracting the informative patches following the process in Figure 3 and Table 1 . For each image, about 800 candidate patches (of size 15 × 15 pixels) were extracted, and then we adopt the NMS algorithm to eliminate the overlapped candidate patches. The rest candidate informative patches were clustered by k-means. We set the parameter K = 40. Finally, 1600 informative patches were extracted and the corresponding locations were calculated by Equation (1) and (2) simultaneously.
Training Samples
When the feature dictionary was built, like [30] , we performed the steps in Table 2 for collecting positive and negative samples.
From the steps in Table 2 , the dimensionality of the feature vector was exactly equivalent to the size of the feature dictionary. Therefore, a 1600 D (D is short for dimensionality) feature vector was computed (from step 3 to step 5), and this was described by Equation (6):
where v f (x, y, σ) is the feature vector at position (x, y), σ is the scale of image, p f and l f are defined in Equations (1) and (2), ⊗ represents normalized cross correlation, and * represents 2-D convolution.
In addition, we performed element-wise exponentiation in step 3, which has the effect of prompting template matching. Figure 4 illustrates an example of computing feature vector at each location. We adopted a local informative patch to compute the feature vector and, from the result (the right column of Figure 4 ), there is a higher response at the center of the object. According to the method in Table 2 , a 1600 D feature vector is generated at each position (x, y). For each training images, 40 background points were randomly extracted as negative samples and the object's centroid was selected as positive samples. Table 2 . The process of collecting training samples.
Step 1: Scaling the another subset of training images in order to make the objects fit into the bounding box (of size 40 × 120 pixels);
Step 2: Cropping images in uniform size (e.g., 120 × 200 pixels);
Step 3: Performing normalized cross correlation between each patches and training images;
Step 4: Performing element-wise exponentiation of the result from step 3 with exponent p = 3;
Step 5: Convolving the result of step 4 with the patch's location;
Step 6: Features at object's centroid and background were represented as positive and negative samples, respectively.
During the detection stage, objects are detected by adopting the classifier to the set of feature vectors at each position of an image. 
Features Compression
To reduce the computational complexity, we employed a very sparse measurement matrix (Section 3.4) for feature compression. Assume that the extracted feature vector was u, where, u ∈ R m . We defined a very sparse matrix A ∈ R n×m as Section 3 introduced. With only a multiplication operation, the compressed feature v (v ∈ R n ) was obtained. Figure 5 illustrates the process of feature extraction and classification. The feature vectors filled with red points and green points represent positive and negative samples, respectively. 
Classification Algorithm
In this paper, we adopted the gentle Ada-Boost for classification, which is one of the most important classification methodologies in the boosting algorithm family [38] . This algorithm is widely used in object detection and classification [39] [40] [41] . The boosting algorithm is a formation of additive models like Equation (7):
where x is the input feature vector, N is the number of boosting rounds, h n (x) are called weak learners, and H (x) is the strong learner. The principle of the boosting algorithm is that the combinations of weak learners will produce a powerful classification ability. More details of this algorithm can be seen in [38] . Additionally, it is easy to analyze that the training time of this classifier depends on the training rounds.
Position Estimation
For a testing image, each position was computed by Equation 6 and quantized into a feature vector. This feature vector was compressed and then scored by the trained Ada-Boost model. Therefore, the output of the classifier is a score map which has the equivalent size of testing image. The position in the score map with greater response has a higher probability to be the object's centroid. In order to calibrate the position of the object's centroid, a position estimation algorithm (Algorithm 1) was proposed. In Algorithm 1, S w*h is a score map (in Figure 6a ) calculated by classifier, and the regional maxima (in Figure 6c) is represented by p i = (x i , y i , s i ) where,(x i , y i ) and s i represent the position and regional maxima score, respectively, and θ was defined as a threshold. We think that two closer regional maxima lead to false positives. Therefore, we employed Equations (8) and (9) to calculate a new position to replace the two closer points. The position with greater value contributes more weights for the generated new position. Figure 6 illustrates an example of the position estimation.
x new = w, x , y new = w, y , s new = w, s (9) 
Experiment and Results
To validate the performance of the proposed model, we evaluated it on two datasets: the moving aircraft database and the Caltech 101 dataset [2] . All methods in this experiment were programmed in Matlab 2012b and all experiments were run on a PC with an Intel Core i5 CPU (2.5 GHz) and 10 GB memory.
Moving Aircraft Database
We created a database, named the moving aircraft database, for validation. This database includes about 2500 aircraft images sampled from 19 moving aircraft video series that were obtained by our optoelectronic camera. The captured aircrafts in the images show various appearances and postures in different backgrounds (in Figure 7) . In the experiments, features with the fixed size of 1600 D were extracted based on the method in Section 4. Afterwards, they were compressed to 100 D for training and testing.
We compared our model with other two state-of-the-art models: Deformable Parts Model (DPM) [4] and exemplar-SVMs [5] . The performance was considered from two aspects: detection accuracy and detection time. The detection accuracy was evaluated by the average precision: when the overlap ratio (between a detected region and ground truth) is greater than 0.5 it will be defined as true, otherwise, it is false. Four detectors (the gentle Ada-Boost model with various numbers of weak learners, N = 50, 100, 150, 200) were trained for testing. Additionally, we trained a DPM model with six components based on [4] and an exemplar-SVMs model with 300 exemplars like [5] . From the experimental results in Figure 8 , our detectors achieved comparable detection accuracy with the DPM and outperformed the exemplar-SVMs.
Furthermore, we tested these three kinds of detectors on the images with partially occluded aircrafts. In this case, our detector (which includes N = 200 weak learners) obtained best performance (in Table 3 ). Actually, the DPM and exemplar-SVMs adopted holistic templates to match objects in the image pyramid with a slide window fashion. Once the object was occluded, it would obtain a lower matching score, which causes undetected error or mismatch. However, the local informative patch is much smaller than the holistic template, which reduces the chance of mismatch for partial occlusion. An existing drawback of the local feature is a lack of spatial information; therefore, our local informative feature incorporates location information. Figure 9a illustrates some detection examples of partially-occluded aircrafts, and Figure 9b shows the detection results of the aircrafts with different parts occluded. 
Caltech 101 Database
The Caltech 101 database is a popular benchmark database in computer vision. This database contains from 31 to 1100 images per category. We selected about 1074 images from the sub-category of aircraft for training and testing. Most images are medium resolution with the size of 500 × 800. The methods in [4, 5] were adopted for comparison. About 200 images were selected for testing. Additionally, we manually occluded the different parts of aircrafts in these images for occlusion testing. From the results showed in Table 4 , the exemplar-SVMs obtained the best detection accuracy on original images. However, for the occluded images, our detector outperformed it. Moreover, we evaluated the per image detection time of each detector. We evaluated 100 images and obtained the average time. From Table 5 , for a testing image with the size of 500 × 800 pixels, the detection time of our detector is much less than the detectors based on [4, 5] . In order to validate the performance of the compressed features, a subset of moving aircraft database was selected for testing. We compressed the 1600 D original feature by three methods: principal components analysis (PCA), singular value decomposition (SVD), and our method.
PCA [42, 43] and SVD [44] are widely used in dimensionality reduction, which map signals from a high-dimensional space to a low-dimensional space. This mapping always preserves principal information of signal; the noise and contribute-less information was discarded. For the same training set, we employed PCA and SVD, respectively. Figure 10 illustrates the information preservation percentage of each method. For the same training set, 100 D features preserved 96.4% information of PCA, and 95.2% of SVD. We constructed a sparse matrix of size 100 × 1600 by the method in Section 3.4. Detectors were trained by three kinds of compressed features and uncompressed features, and the detection results are shown in Figure 11 . From Figure 11 , our compressed features obtained the comparable performance with the uncompressed features, and our method outperformed others. Figure 12 illustrates the relationship between compressed dimensionality and detection accuracy. Our method shows an obvious improvement at the lower dimensionality, which performs better than other two. 
Computational Complexity Analysis
For PCA, the process of eigenvalue decomposition is essential. The data is projected onto a subspace by multiplying important eigenvectors (the first k principal components) in Equation (10):
where X ∈ R m×n is the original data, E k ∈ R n×k contains the k eigenvectors corresponding to the k largest eigenvalues. However, the eigenvalue decomposition of the data covariance matrix (of size n × n for n-dimensional data) is time consuming. The computational complexity of PCA is estimated as O (n 2 m) [42] , where m > n. For SVD, the decomposition process aims to obtain the k largest singular value instead of eigenvalue, and its projection follows Equation (10) as well. Therefore, its computational complexity is equivalent to PCA. The computational process of our method is very simple: the computational complexity of constructing the random matrix A is of order O(mn). We compared the time consumption (which incorporates matrix construction time and feature multiplication time) of these three methods. The feature vectors were compressed from 1600 D to 800 D, 400 D, 200 D, 100 D, and the results are shown in Table 6 . The time consumption is average time of 10-fold tests, and our method costs much less than the other two methods. For fast detection system, the detection model usually updates frequently. The consideration of reducing the classifier construction time and detection time is significant. Detection time is always depended on classifier. For the Ada-Boost algorithm, dimensionality of feature vectors yield less impact on the detection time. Therefore, we focused more on decreasing the classifier construction time. It is easy to analyze that the dimensionality of features and numbers of weak learners are two factors.
In our experiments, we employed compressed and uncompressed features to train the classifier. Figure 13 illustrates the training time of a set detectors (with various weak learners). The training time of 1600 D uncompressed features and 100 D compressed features are displayed. Time consumption of the compressed features (our method and PCA) are little different, which is much less than the uncompressed features consumed. For example, in Figure 13 , we trained a detector (200 weak learners) with compressed and uncompressed features, the training time are 2.74 s and 26.53, respectively. When the number of weak learners increases, the gap becomes larger and larger. Therefore, training detector with compressed features is an efficient method which not only guarantees high accuracy, but also consumes less time. 
Conclusions
In this paper, we proposed an aircraft detection model to deal with the practical problem in our optoelectronic guiding and monitoring system, and which is robust in cluttered and partial-occlusion scenes. Firstly, we proposed a local informative feature and built an informative feature dictionary. With the employment of location information, the proposed feature is efficient for locating the object's centroid. In addition, a position estimation algorithm is proposed for further optimization at the detection stage. For computational reasons, a simple and efficient compression approach was designed for feature compression. Unlike the traditional compression methods requiring complicated matrix decomposition, we just employed a very sparse matrix to reduce the feature dimensionality. From the experimental results, our proposed model achieved favorable accuracy and speed.
Our future work will focus on two aspects: developing more powerful features and improving the positioning accuracy of objects. In this work, only the simple local feature yields excellent results, and we think there is room for improvement. Moreover, the positioning of small objects is still challenging; if the positioning accuracy increases, the detection accuracy will be improved. Finally, applying this model to other specific categories (such as vehicle or pedestrian) is very interesting as well.
