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Free rigid-body attitude control and consensus arise in a wide variety of engineering
applications ranging from aerospace and underwater vehicles to small-scale mechanical
systems and robots. Conventional actuation systems for attitude control usually
involve the use of thrusters, reaction wheels, and control moment gyroscopes. However,
these actuation systems are not ideally suited for small-scale applications. In this
dissertation we focus on alternative actuation systems that use oscillating signals for
attitude control and are well suited for small-scale applications.
1.1 Motivation
The attitude of a rigid-body is it’s orientation in space. Rigid body attitude control
is the problem of maneuvering its attitude to a desired attitude. The desired attitude
could be fixed, which is the problem of setpoint tracking, or moving, which is the
problem of command following. If the existing attitude is the desired attitude, then
maintaining it is called attitude stabilization.
Attitude control of spacecrafts and satellites: Precise attitude control of a
spacecraft is often critical for its safety and the success of its mission. For instance,
a launch vehicle needs to control the attitude in order maintain the direction of the
thrust and to steer in to the desired orbit. Once in the desired orbit, the launch vehicle
needs to stabilize the attitude by overcoming exogenous moments due to atmospheric
drag, solar radiation pressure, and earth’s magnetic field. A satellite in deep space
with a telescope observing an interstellar object must accurately point at the object.
Thus, the satellite needs to accurately track an attitude setpoint and stabilize about
that attitude. If the object is moving, then the satellite needs to accurately track the
desired attitude.
Attitude control of autonomous underwater vehicles: An autonomous
underwater vehicle (AUV) is a robot that travels underwater without inputs from an
operator. Because of their low cost, agility, and capacity of autonomous operation,
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AUVs have found wide spread applications ranging form the oil and gas industry,
where they are used to map the sea floor, to air crash investigations, where they
are used to find wreckage of missing airplanes. An AUV needs to accurately control
the attitude to perform its task effectively. Attitude control of AUVs is particularly
challenging due to the difficulty to model the environment accurately and the presence
of significant disturbance moments due to drag and ocean currents.
Orientation control of microrobots: Microrobots have many potential ap-
plications in biomedicine, bioscience, and microfabrication. Potential biomedical
applications include, use of microrobotic arms for cell manipulation in applications like
isolating tumor cells and viruses, capsule endoscopy for treatment of gastric diseases,
controlled drug delivery for cancer treatment, and minimally invasive surgeries for
retinal microsurgery. Potential applications in bioscience include, sorting embryos
and mechanical stimulation of cells in aquatic microorganisms to study their func-
tions and mechanical characteristics. Potential microfabrication applications include,
assembly of micro-scale objects using microgrippers, three-dimensional pick-and-place
manipulations, and bioprinting. Precise control of the orientation of the microrobots
is critical to many of these applications, which is particularly challenging because of
the scale of the robots.
Rigid-body attitude consensus control is the problem of synchronizing the attitude
of multiple rigid bodies. This is usually achieved in a distributed manner, where each
rigid body uses attitude information of neighboring bodies to control its own attitude.
Attitude consensus of small satellites: Small satellites offer a number of
advantages over conventional satellites. Small satellites need significantly less power,
have faster development times coupled with reduced mission complexity, and cost
significantly less to build and launch. In a wide variety of applications, multiple inex-
pensive small satellites working cooperatively are usually more effective than a single
conventional satellite. For example, in space exploration, a formation of networked
satellites with telescopes could be used to synthesize a space based observatory as
an alternative to traditional standalone satellites. In this application it is essential
that the satellites autonomously synchronize their attitudes and perform attitude
maneuvers in a coordinated fashion.
Conventional actuation systems for attitude control of free rigid bodies involve the
use of thrusters, magnetic torquers, and momentum-control devices. Thrusters apply a
pair of forces on the body to create a moment which changes the attitude of the body.
Thrusters are widely used for attitude control of space vehicles and underwater vehicles.
However, thrusters, particularly for space vehicles, rely on the use of propellant, and
the amount of propellant that a space vehicle can carry is limited. Magnetic torquers
use electromagnetic coils to generate a magnetic field that interacts with the earth’s
magnetic filed to produce a torque. Unlike thrusters, magnetic torquers need electrical
energy and therefore are inexhaustible. However, they are not very effective in high
earth orbits or in deep space, where the external magnetic fields are weaker. The
most common actuators for free rigid-body attitude control are momentum-control
devices like momentum wheels, reaction wheels, and control-moment gyroscopes.
These actuators rely on varying the angular momentum of rotating masses inside the
spacecraft to change its attitude. These conventional actuation system are heavy,
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require significant power, and suffer from friction wear. Thus, they are not well
suited for small-scale systems like small satellites and microrobots, which have strict
limitations on size, weight, and onboard power. In this dissertation, our goal is to
develop an alternate actuation system that is small, efficient, and requires less power.
Rotation of a rigid body is noncommutative. The final orientation that a rigid body
attains after a sequence of angular displacements depends on the order of the sequence
of rotations it undergoes. An effect of this property is that applying oscillations about
two orthogonal axes of the body results in a net zero rotation about these two axes
but a net non-zero rotation about the third orthogonal axis. To exploit this kinematic
phenomenon, we propose a novel actuation system that uses internal vibrating masses.
Unlike reaction wheels, these masses cannot perform full rotations. Instead, the
input to the actuators are sinusoidal signals. For small-satellites, these actuators can
take the form of oscillating rotational masses driven by servo motors, or vibrating
piezoelectric beams driven by piezodrivers. For microrobtic applications, the actuation
system can take the form of vibrating beams with ferromagnetic tip masses, which are
actuated by a sinusoidally alternating magnetic field. This non-conventional approach
to rigid body attitude control requires development of novel attitude-feedback control
algorithms, which is the focus of this dissertation.
1.2 Background
Consider the rigid-body attitude kinematics and dynamics






where t ≥ 0, R(t) ∈ SO(3) is a rotation matrix that represents the attitude of the
rigid-body, ω(t) ∈ R3 represents the angular velocity, [ω(t)]× represents the 3 × 3
skew-symmetric representation of ω, and u(t) ∈ R3 represents the torque or the angles
of the rotational-mass actuators relative to the rigid body. Physically, R is a rotation
matrix that transforms the body-fixed frame to an inertial frame and the elements
of ω are the angular velocities about the 3 orthogonal axes of the body-fixed frame.
The group SO(3) is the set of 3× 3 orthogonal matrices with determinant one. Thus,
SO(3) is the configuration space for rigid-body orientation; however, this configuration
space is not Euclidean. Parameterizations of SO(3) include Euler angles, Rodrigues
parameters, and quaternions. For example, Euler angles parameterize rigid-body
orientation in the Euclidean space R3; however, this parameterization is nonunique
and gives rise to singularities. In fact, no parameterization of SO(3) is both unique and
global [2, 3]. Orientation control methods that are designed using parameterizations
of SO(3) can lead to undesirable (e.g., unstable) behavior such as unwinding [4].
Kinematic-level attitude control considers the attitude kinematics (1.1), where
the control input is the angular velocity. In this case the objective is to use attitude-
feedback to design angular velocity control such that a desired closed loop behavior is
3
achieved. Dynamic-level attitude control considers the attitude kinematics (1.1) and
attitude dynamics (1.2), where the control inputs are the torquea or the relative angles
of the rotational-mass actuators. In this case the objective is to use attitude-feedback
and potentially angular-velocity feedback to design torque or relative-angle control
such that a desired closed loop behavior is achieved. In this dissertation we consider
kinematic-level controls that are piecewise-continuous sinusoids and dynamic-level
controls that are continuous sinusoids, but only piecewise-continuously differentiable.
For the problem of attitude consensus control, the kinematics and dynamics of each
rigid body is given by (1.1) and (1.2) and the objective is to design either kinematic-
level or dynamic-level control for each rigid body using the attitude-feedback and/or
angular-velocity feedback of neighboring rigid bodies to achieve a desired closed loop
response (attitude synchronization).
Attitude control is often addressed at the kinematic level, where angular velocity
ω is the control input. One important result on kinematic-level attitude control is
that there does not exist a continuous time-invariant feedback control law for ω that
makes the identity of SO(3) a globally asymptotically stable equilibrium [4]. Almost
globally asymptotically stabilizing feedback control laws on SO(3) are presented in [5]
and [6]. The approaches in these papers do not consider the case where the kinematic
control ω is restricted to be a piecewise-continuous sinusoid. The kinematic-level
controller can be used to aid in the design of a dynamic-level controller that accounts
for the orientation dynamics, where torques are often the control input. For example,
a kinematic-level controller can be combined with techniques such as backstepping,
sliding mode control, or passivity-based control [7–12] to provide a dynamic-level
controller. However, this approach does not directly apply to the limited-stroke
relative-angle actuation system considered in this dissertation.
Attitude consensus for multi-agent systems has been addressed at both the kine-
matic level [13–16] and the dynamic level [17–28]. Reduced attitude consensus is
addressed in [29], [30], and [31]. In addition, [32] addresses the problem of partial
attitude consensus for underactuated systems. However, none of these approaches
address the case where the control is restricted to be a piecewise-continuous sinusoid.
Sinusoidal controls are used for nonholonomic systems [33], including wheeled vehi-
cles [34], underactuated satellites [35, 36], and underwater vehicles [36, 37]. Sinusoidal
controls are also applicable for vibrational orientation-control systems, which are used
for small-scale mechanical systems [38–40].
Attitude control using piecewise-continuous sinusoids is motivated by attitude
control using shape-change actuators. These actuation systems generate oscillatory
angular velocities, which are used for orientation control [38, 39, 41]. Shape change
actuation systems include moving masses, vibrating beams, and oscillating flywheels
[1, 42–44].
Attitude control on SO(3) using piecewise-continuous sinusoids is addressed in [36]
and [45]. Specifically, [36] considers a class of drift-free left-invariant systems that
evolve on matrix Lie groups, and uses averaging to develop an open-loop steering
control ω that uses small-amplitude piecewise-continuous sinusoids. In contrast, [45]
derives an exact solution of the orientation kinematics with sinusoidal ω, and uses
this exact solution to develop piecewise-continuous sinusoidal feedback controllers for
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setpoint tracking and command following.
1.3 Dissertation Overview
Chapter 2, which is a review of [45], presents several important results on kinematic-
level rigid-body attitude control where the angular velocities are restricted to piecewise-
continuous sinusoids. We present the closed-form solution and controllability of the
attitude kinematics with piecewise-continuous sinusoidal controls. In addition, we
present attitude-feedback control algorithms for setpoint tracking and command
following.
Chapter 3 considers dynamic-level attitude control of small satellites with strict
actuator stroke constraints. In this chapter, we present the attitude kinematics
and dynamics for a small-satellite with limited-stroke relative-angle controls. We
design attitude-feedback controls that are continuous but only piecewise continuously
differentiable sinusoids to address setpoint tracking and command following. In
addition, we present analytic results which show that the designed attitude-feedback
controls achieve setpoint tracking for a constant attitude command and approximate
command following for a time-varying attitude command while satisfying the actuator
stroke constraint. We present several algorithms to design the control parameters of
the admissible control. Finally, we present single-axis closed-loop attitude setpoint
tracking control experiments for a small-satellite system on a three-dimensional air
bearing.
Chapter 4 considers dynamic-level attitude control of small satellites in presence of
disturbance torques. In this chapter, we present the attitude kinematics and dynamics
for a small-satellite system with an external disturbance torque and where the satellite
has limited-stroke relative-angle actuators. These dynamics can model a small satellite
subject to a variety of external torques/moments. We present a setpoint tracking
control algorithm that uses the satellite’s attitude and angular velocity feedback to
determine the actuator’s relative-angle control signals, which are continuous but only
piecewise-continuously differentiable sinusoids. We show that the setpoint tracking
control algorithm designed using angular velocity feedback helps to provide some
robustness to unknown external disturbance torques.
Chapter 5 considers kinematic-level consensus control on SO(3) with piecewise-
continuous sinusoids. In this chapter, we develop and analyze 3 feedback control
algorithms that yield piecewise-continuous sinusoidal controls for orientation consensus.
These three algorithms differ in the type of measurement required for feedback (i.e.,
absolute orientation versus relative orientation versus pointing direction) and the
required interagent communication (i.e., feedback) structure. The first algorithm
achieve almost global orientation consensus, the second algorithm achieves local
orientation consensus, and the third algorithm achieves local pointing-direction (i.e.,
reduced-orientation) consensus.
Chapter 6 considers dynamic-level attitude consensus control of small satellites with
strict actuator stroke constraints. In this chapter, we present the attitude kinematics
and dynamics for a small-satellite with limited-stroke relative-angle controls. We
design attitude-feedback controls that are continuous but only piecewise continuously
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differentiable sinusoids to achieve attitude consensus while satisfying the actuator
stroke constraints. For the first controller, each satellite uses relative-attitude feedback
of its neighbor satellites to achieve local attitude consensus. For the second controller,
each satellite uses absolute-attitude feedback of its neighbor satellites to achieve almost
global attitude consensus. For each of the controller, we present several algorithms to
design the control parameters of the admissible control.




Control on SO(3) with Piecewise-Continuous Sinusoids
This chapter, which is a review of [45], presents several preliminary results on
kinematic-level control of rigid-body attitude using piecewise-continuous sinusoids.
The results in this chapter form a basis for the attitude control and consensus results
that we develop in the subsequent chapters. In this chapter, we first present rigid-
body attitude kinematics on SO(3), where the angular-velocity control is piecewise-
continuous sinusoidal. Next, we present the closed-form solution of the attitude
kinematics with piecewise-continuous sinusoidal control and compare it with pure
rotation. Next, we present attitude-feedback control algorithms to address the problem
of setpoint tracking and command following. The main analytic results show that the
attitude-feedback control algorithms achieve setpoint tracking for a constant attitude
command and approximate command following for a time-varying attitude command.
2.1 Notation
The special orthogonal group SO(3) is the set of orthogonal matrices in R3×3 with
determinant one. The geodesic distance between P ∈ SO(3) and Q ∈ SO(3) is
d(P,Q) , arccos tr P
TQ− 1
2 ∈ [0, π],
where tr is the trace. Note that d(P,Q) = 0 if and only if P = Q. Let logP denote
the matrix logarithm of P ∈ SO(3). See [46] for a definition.
The set of skew-symmetric matrices in R3×3 is denoted by so(3). For i ∈ {1, 2, 3},
let ei ∈ R3 denote the ith column of I ∈ R3×3, which is the 3× 3 identity matrix. If
y ∈ R3, then define
[y]× ,
[ 0 −eT3 y eT2 y
eT3 y 0 −eT1 y
−eT2 y eT1 y 0
]
∈ so(3).
The generators of so(3) are Ex , [e1]×, Ey , [e2]×, and Ez , [e3]×. The Frobenius
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norm of Ω ∈ so(3) is ‖Ω‖F ,
√
tr ΩTΩ. Let exp Ω denote the matrix exponential of
Ω ∈ so(3). See [46] for a definition.
Unless otherwise stated, all references to k in this chapter are for all k ∈ N ,
{0, 1, 2, · · · }. Let ∆t > 0 be a time increment, and define the interval Ik , [k∆t, (k +
1)∆t). The function f : [0,∞)→ R is a piecewise-continuous sinusoid on the sequence
of intervals Ik if f is sinusoidal on Ik. Let G be either SO(3) or so(3). If f : [0,∞)→ G
is a function of time t ≥ 0, then define fk , f(k∆t).
2.2 Problem Statement
Consider the three-dimensional rotation system
Ṙ(t) = R(t)Ω(t), (2.1)
where t ≥ 0, R(t) ∈ SO(3), R(0) = R0 is the initial condition, and Ω: [0,∞)→ so(3)
is the kinematic control. Let ω > 0, and define ∆t , 2π/ω.
Definition 2.1. Ω is an admissible control if for all t ∈ Ik,
Ω(t) = ckSk[(cosωt)Ex + (sinωt)Ey]STk , (2.2)
where ck ∈ R and Sk ∈ SO(3).
The control parameters in (2.2) are ck and Sk. For all t ≥ 0, Ω can be expressed
as
Ω(t) = ωx(t)Ex + ωy(t)Ey + ωz(t)Ez, (2.3)
where ωx, ωy, ωz : [0,∞)→ R are piecewise-continuous sinusoids on the sequence of
intervals Ik. Thus, the set of admissible control is contained in the set of angular
velocities with the components ωx, ωy, ωz that are piecewise-continuous sinusoids on
the sequence of intervals Ik.
Next, consider the reference model
Ṙd(t) = Rd(t)Ωd(t), (2.4)
where t ≥ 0, Rd(t) ∈ SO(3) is the attitude command; Rd(0) ∈ SO(3) is the initial
condition; and Ωd : [0,∞) → so(3) is the reference-model angular velocity input.
Define the command following error
Z(t) , RTd (t)R(t)
and the scalar performance
z(t) , d(R(t), Rd(t)) = d(Z(t), I).
The objective is to design an admissible control (2.2) that uses Zk feedback to
make the performance z small. We consider setpoint tracking (i.e., Ωd = 0) and
command following (i.e., Ωd 6= 0). For setpoint tracking, the objective is to make
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z converge to zero, that is, force the attitude R to the desired attitude Rd. For
command following, the restriction (2.2) that Ω is an admissible control prevents
perfect command following. Thus, the objective is approximate command following.
2.3 Controllability of Rotation Systems with Sinusoidal Controls
This section presents preliminary results regarding a rotation system with a
sinusoidal control. These results are used in the subsequent sections to address
orientation consensus with piecewise-continuous sinusoidal controls. Consider (2.1),
where
Ω(t) = cS[(cosωt)Ex + (sinωt)Ey]ST, (2.5)
ω > 0, c ∈ R, and S ∈ SO(3). Note that Ω can be expressed as
Ω(t) = ωx(t)Ex + ωy(t)Ey + ωz(t)Ez,
where ωx, ωy, ωz : [0,∞)→ R are sinusoids.
The closed-form solution of (2.1) and (2.5) is































(sinωnt) cosωt− (cosωnt) sinωt,



































where Φ(a,b)(t) is the (a, b) entry of Φ(t), and
ωn ,
√
ω2 + c2. (2.7)
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Next, consider the pure rotation R̂ : [0,∞)→ SO(3) defined by
R̂(t) , R0S(exp (ωn − ω)tE)ST, (2.8)
where E , (c/ωn)Ex + (ω/ωn)Ez. Note that (2.8) is the solution of (2.1) with Ω = Ω̂,
where
Ω̂(t) , (ωn − ω)SEST, (2.9)
which is a constant control. The following result compares the solutions (2.6) and
(2.8).
Lemma 2.1. Consider (2.6) and (2.8), and let ∆t = 2π/ω. Then,




d(R(t), R̂(t)) = arccos ω
2 − c2
ω2 + c2 . (2.11)
Lemma 2.1 states that at times k∆t, the orientation R with the sinusoidal control
(2.5) is equal to the attitude R̂ with the constant control (2.9). In addition, (2.11)
provides an expression for the maximum geodesic distance between R and R̂ during
the time interval Ik.
Proof of Lemma 2.1. It follows from (2.6) and (2.8) that
tr RT(t)R̂(t) = tr ΦT(t)(exp (ωn − ω)tE)










Since ∆t = 2π/ω, (2.7) and (2.12) imply that tr RTk R̂k = 3. Thus, d(Rk, R̂k) =








= arccos ηk − 12 , (2.13)
where ηk , inft∈Ik tr RT(t)R̂(t). Furthermore, it follows from (2.12) that tr RT(t)R̂(t)
= 1
ω2n
f(cosωt), where f(s) , (ωn − ω)2s2 + 2c2s + 2ωωn + ω2 is minimized on the
interval [−1, 1] by s = −1. Thus, trRT(t)R̂(t) is minimized by cosωt = −1, which
implies that
ηk =




ω2 + c2 . (2.14)
Substituting (2.14) into (2.13) yields (2.11).
Note that [45, Theorem 2] shows that (2.1) and (2.5) are completely controllable in
time tf > 0. In the subsequent sections, we consider setpoint tracking and command
following with the admissible control.
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2.4 Setpoint Tracking
This section considers setpoint tracking (i.e., ωd = 0), where the desired attitude
Rd is constant. We present an admissible control (2.2) that uses Zk feedback such
that for all initial attitudes R0 ∈ SO(3), limt→∞ z(t) = 0.
The following control design provides a Zk-feedback control for setpoint tracking.







and Sk ∈ SO(3) satisfies









Note that [45, Lemma 1] confirms the existence of Sk ∈ SO(3) that satisfies (2.16),
and [45, Appendix] provides a constructive process for obtaining Sk ∈ SO(3) that
satisfies (2.16).
The following theorem is the main result on setpoint tracking using an admissible
control. The proof uses Lemma 2.1 and is in [45].
Theorem 2.1. Consider (2.1) and (2.2), where ck and Sk are given by Control
Design 2.1. Then, for all R0 ∈ SO(3), limt→∞ z(t) = 0.
2.5 Command Following
This section considers command following (i.e., Ωd 6= 0). Consider the ideal angular
velocity Ω∗ : SO(3)× so(3)→ so(3) defined by
Ω∗(Z,Ωd) , −kc logZ − ZTΩTdZ, (2.18)
where kc > 0. It follows from [6, Theorem 2.A] that Ω = Ω∗ in (2.1) yields
limt→∞ Z(t) = I for almost all initial conditions. In general, the ideal angular
velocity cannot be generated by an admissible control (2.2).
Define
Ω∗k , Ω∗(Zk,Ωd,k), (2.19)
which is the sampling of the ideal angular velocity (2.18). The following control design
provides a Zk-feedback and Ωd-feedforward control for command following.








and Sk ∈ SO(3) satisfies







, if ‖Ω∗k‖F 6= 0,
Ez, if ‖Ω∗k‖F = 0.
(2.22)
and Ek is given by (2.17).
Note that [45, Lemma 1] confirms the existence of Sk ∈ SO(3) that satisfies (2.21),
and [45, Appendix] provides a constructive process for obtaining Sk ∈ SO(3) that
satisfies (2.21).
To analyze Control Design 2.2, for all t ∈ Ik consider the ideal trajectory R∗ :
[0,∞)→ SO(3) that satisfies
Ṙ∗(t) = R∗(t)Ω∗(Z∗k,Ωd,k), (2.23)
where Z∗k , RTd,kR∗k and R∗0 = R0. The following theorem is the main result on
command following using an admissible control. The proof uses Lemma 2.1 and is
in [45].
Theorem 2.2. Let Ω∗ and Ω∗k be given by (2.18) and (2.19). Consider (2.1) and
(2.2), where ck and Sk are given by Control Design 2.2. Then, for all k ∈ N,












Theorem 2.2 states that at the sample times, the attitude R with the admissible
control given by Control Design 2.2 is equal to the attitude R∗ with the ideal non-
admissible control (2.19). In addition, (2.25) provides an expression for the maximum
geodesic distance between R and R∗ during the intersample time interval Ik. It follows
from (2.25) that increasing ω > 0 tends to decrease supt∈Ik d(R(t), R∗(t)). However, it
follows from (2.20) that increasing ω > 0 tends to increase ck which is the magnitude
of the admissible control.
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Chapter 3
Small-Satellite Attitude Control Using Continuous Sinusoids
with Strict Amplitude Constraints
This chapter considers attitude control of a rigid body (e.g., small satellite)
with internal rotating-mass actuators that, unlike reaction wheels, cannot perform
continuous rotations. Instead, the rotational stroke of each actuator is limited to
[−α, α] rad, where α > 0. We present two attitude-feedback control methods. The
first method addresses setpoint tracking of constant attitude commands, whereas the
second approach addresses command following of time-varying attitude commands.
Both methods use control signals that are continuous and piecewise sinusoidal but
whose derivatives can contain discontinuities. The main analytic results show that
these attitude-feedback controls achieve asymptotic setpoint tracking for a constant
attitude command and approximate command following for a time-varying attitude
command. The results also show that the controls satisfy the strict actuator amplitude
constraint. Each control method is demonstrated in numerical simulations of a small
satellite in deep space. Finally, we present single-axis closed-loop attitude control
experiments for a small-satellite system on an air bearing.
3.1 Introduction
Spacecraft attitude control has been studied extensively using flywheel actuation
systems (e.g., reaction wheels, momentum wheels, control-moment gyroscopes) and
propellant thrusters [47–51]. An alternative approach is to use an oscillatory (e.g.,
vibrational) actuation system [40, 45, 52–54]. For example, [40, 53, 54] use internal
oscillating masses to control orientation. Oscillatory actuation for orientation control
has potential application and benefits for small-scale mechanical systems (e.g., small
satellites, microrobots) [38–40,52].
Oscillatory and other time-varying control signals can be used to address problems
in which the necessary conditions for stabilization using smooth state feedback are
not satisfied [55]. For example, topological constraints associated with attitude
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control on the special orthogonal group SO(3) prevent global asymptotic attitude
stabilization using a continuous time-invariant control [4]. Examples of time-varying
feedback control signals include piecewise constants [56, 57], polynomials [56], and
sinusoids [34–36,45,54,58]. In particular, sinusoidal controls are used for nonholonomic
systems [33,59], including wheeled vehicles [34], underactuated satellites [35, 36], and
underwater vehicles [37].
This chapter considers attitude control of a rigid body (e.g., small satellite)
with internal rotational-mass actuators that, unlike reaction wheels, cannot perform
complete rotations. Instead, the stroke of each actuator relative to the rigid body is
limited to [−α, α], where α ∈ (0, π] rad. We consider the nonparameterized orientation
kinematics on SO(3) coupled with rigid-body attitude dynamics, where the control
signals are the actuators’ angles relative to the rigid body. This limited-stroke relative-
angle control can be accomplished with servomotors, similar to those used for the
experiments in this chapter.
With unconstrained rotational actuation (e.g., reaction wheels), a common control
approach is to design a kinematic-level angular-velocity controller, which can be used
with backstepping, sliding mode control, or passivity-based control [7–12] to obtain
a dynamic-level controller. However, this approach does not directly apply to the
limited-stroke relative-angle actuation system considered in this chapter.
Instead, we consider control signals for the limited-stroke actuators that are
continuous but only piecewise-continuously differentiable sinusoids, that is, signals that
are continuous and piecewise sinusoidal but whose derivatives contain discontinuities.
Thus, the relative-angle controls are continuous and piecewise sinusoidal but the
resulting angular velocities contain discontinuities.
This chapter presents several contributions. First, we present the rigid-body (e.g.,
small-satellite) attitude dynamics with limited-stroke relative-angle controls, where
the center of mass (COM) is colocated with the center of rotation (COR). These
dynamics can represent a small satellite on an air bearing or a small satellite in space.
Next, we combine the rigid-body dynamics with orientation kinematics on SO(3), and
present a form of the control, which is continuous but only piecewise-continuously
differentiable sinusoidal, which we call the admissible control. Next, we present a
necessary and sufficient condition such that the admissible control satisfies the actuator
stroke constraint. Next, we present attitude-feedback admissible controls to address
the problem of setpoint tracking and command following. The main analytic results
show that the admissible attitude-feedback controls achieve setpoint tracking for a
constant attitude command and approximate command following for a time-varying
attitude command while satisfying the actuator stroke constraint. For each of the
problem, we present 3 algorithms to design the control parameters of the admissible
control. These algorithms vary in their computational complexity and optimality
in terms of the achieved rate of convergence. Finally, we present single-axis closed-




A physical vector is an object that has magnitude and direction. Physical vectors
are denoted with an arrow, for example, ⇀y . A frame is a collection of three mutually
orthogonal physical unit vectors. All frames in this chapter are right handed. If F
is a frame, then [·]F denotes a physical vector resolved in F. Furthermore, if ⇀y is a
physical vector, then F⇀̇y denotes the time derivative of ⇀y with respect to F.
Define S2 , {y ∈ R3 : yTy = 1}, which is the set of unit vectors in R3. For
i ∈ N , {1, 2, 3}, let êi ∈ S2 denote the ith column of I ∈ R3×3, which is the 3 × 3
identity matrix. Unless otherwise stated, all references to i in this chapter are for all
i ∈ N.
The special orthogonal group SO(3) is the set of orthogonal matrices in R3×3 with
determinant one. The geodesic distance between P ∈ SO(3) and Q ∈ SO(3) is
d(P,Q) , arccos trP
TQ− 1
2 ∈ [0, π],
where tr is the trace. Note that d(P,Q) = 0 if and only if P = Q. Let logP denote
the matrix logarithm of P ∈ SO(3).
The set of skew-symmetric matrices in R3×3 is denoted by so(3). If y ∈ R3, then
define
[y]× ,
[ 0 −êT3 y êT2 y
êT3 y 0 −êT1 y
−êT2 y êT1 y 0
]
∈ so(3).
Let exp Ω denote the matrix exponential of Ω ∈ so(3). See [60] for a definition.
The axis-angle representation of Q ∈ SO(3) \ {I} is q̂ ∈ S2 and q ∈ (0, π], where
q = d(Q, I) and Q = exp q[q̂]×. In this case, q̂ is the axis, and q is the angle. If
q ∈ (0, π), then q̂ ∈ S2 is unique. If q = π, then there are 2 values of q̂ ∈ S2 such that
Q = exp q[q̂]×. Specifically, if q̂ ∈ S2 is such that Q = expπ[q̂]×, then Q = exp π[−q̂]×.
Let ‖ · ‖ denote the 2 norm on R3. The set of natural numbers is denoted by
N , {0, 1, 2, . . . }, and the set of positive integers is denoted by Z+ , N \ {0}. The
ceiling of y ∈ (0,∞) is dye , min {x ∈ Z+ : x ≥ y}.
3.3 Small-Satellite Attitude Dynamics
This section presents the attitude dynamics for the satellite system shown in
Fig. 3.1. This small-satellite system includes a rigid satellite body B as well as three
rotational actuator pairs mounted on three orthogonal axes and used for attitude
control. As opposed to reaction wheels, the rotational actuators considered in this
chapter cannot perform complete rotations. Instead, the stroke of each actuator is
limited to [−α, α], where α ∈ (0, π] rad.
Let o denote the center of mass of the rigid satellite body B, and assume that o is
also the center of mass of the rotational actuators. Let FI be an inertial frame with









Figure 3.1: Small-satellite system.






kB. Let Fi be a frame that is fixed to and rotates with the ith actuator pair.
Let ⇀ω be the angular velocity of FB relative to FI, which is resolved in FB as
ω , [⇀ω]FB = [ ωx ωy ωz ]T. (3.1)
Let ui be the angle of rotation of the ith actuator pair relative to B, and define
u , [ u1 u2 u3 ]T. (3.2)
The relative angles u1, u2, and u3 are the controls. Note that this relative-angle control
can be accomplished with servomotors, similar to the ones used in the experiments in
Sections 3.7 and 3.8. Note that the actuator stroke constraint requires that for all
t ≥ 0, |ui(t)| ≤ α.
Let ⇀ωi be the angular velocity of Fi relative to FI, which is resolved in FB as.
ωi , [
⇀
ωi]FB = ω + u̇iêi. (3.3)
The inertia tensor of B relative to its center of mass o is
→




I B]FB = diag(Ix, Iy, Iz), (3.4)
where Ix, Iy, and Iz are the principal moments of inertia, and diag(·) is a diagonal
matrix whose diagonal elements are the arguments of the operator. The inertia tensor
of the ith actuator pair relative to its center of mass is
→
I i, which is resolved in FB as
Ii , [
→
I i]FB = diag(Ii,x, Ii,y, Ii,z), (3.5)
where Ii,x, Ii,y, and Ii,z are the principal moments of inertia of the ith actuator pair.
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Since there is no external moment acting on the small-satellite system, it follows that
FI
⇀̇
H = 0. We assume that the initial angular momentum is zero, which implies that
⇀
H = 0. Thus, resolving
⇀
H = 0 in FB and substituting (3.1)–(3.5) into (3.6) yields
ω = Ku̇, (3.7)
where













Ixx , Ix + I1,x + I2,x + I3,x,
Iyy , Iy + I1,y + I2,y + I3,y,
Izz , Iz + I1,z + I2,z + I3,z.
In the following sections, we consider attitude kinematics combined with the satellite
dynamics (3.7) and (3.8). We present attitude-feedback controls u that are continuous
and piecewise sinusoidal, and satisfy the actuator stroke constraint.
3.4 Attitude Control Problem Statement
Consider the small-satellite rotation system
Ṙ(t) = R(t)[ω(t)]×, (3.9)
ω(t) = Ku̇(t), (3.10)
where t ≥ 0; R(t) ∈ SO(3) is the attitude (i.e., the rotation matrix from FB to FI);
R(0) = R0 ∈ SO(3) is the initial attitude; ω : [0,∞) → R3 is the angular velocity,
which has the elements given by (3.1); u : [0,∞)→ R3 is the control, which has the
elements given by (3.2), where ui(t) is the angle of the ith actuator pair relative to
the satellite body B and is subject to the constraint that for all t ≥ 0, |ui(t)| ≤ α; and
K ∈ R3×3 is given by (3.8).
Let ω0 > 0, and define Ts , 2π/ω0. We call u an admissible control if for all k ∈ N
and t ∈ Ik , [kTs, (k + 1)Ts),
u(t) = Γk
[
sinω0t 1− cosω0t 0
]T
, (3.11)
where Γk ∈ R3×3 is the control parameter, which is updated at discrete times kTs.
Thus, (3.11) is continuous, piecewise sinusoidal, and continuously differentiable on Ik.
17
However, u̇ generally has discontinuities at kTs. Unless otherwise stated all references
to k in this chapter are for all k ∈ N.
Next, consider the reference model
Ṙd(t) = Rd(t)[β(t)]×, (3.12)
where t ≥ 0, Rd(t) ∈ SO(3) is the attitude command; Rd(0) ∈ SO(3) is the initial
condition; and β : [0,∞)→ R3 is the reference-model angular velocity input. Define
the command-following error
Z(t) , RTd (t)R(t)
and the scalar performance
z(t) , d(R(t), Rd(t)) = d(Z(t), I).
Also, define
Rdk , Rd(kTs), Rk , R(kTs), Zk , Z(kTs), zk , z(kTs).
If zk ∈ (0, π], then let ẑk ∈ S2 be such that Zk = exp zk[ẑk]×. Note that ẑk is the axis
in the axis-angle representation of Zk. Section 3.10 provides a constructive process to
obtain ẑk from Zk. If zk = 0, then let ẑk ∈ S2.
We seek to design an admissible control (3.11) that uses Zk feedback to make
the performance z small. We consider setpoint tracking (i.e., β = 0) and command
following (i.e., β 6= 0). For setpoint tracking, the objective is to make z converge
to zero, that is, force the attitude R to the desired attitude Rd. For command
following, the limitation on the stroke of the actuator prevents command following
for an arbitrary β. Thus, we consider the command following problem, where β is
restricted by the permissible range of the actuator stroke. Furthermore, the restriction
(3.11) that u is an admissible control prevents perfect command following. Thus, our
objective is approximate command following.
To design the admissible control (3.11), we let
Γk = γkK−1Sk, (3.13)
where γk ≥ 0 and Sk ∈ SO(3) are determined from the control laws presented in the
subsequent sections. Differentiating (3.11) and using (3.10) and (3.13) implies that






It follows from [61, Lemma 1] that over each time interval Ik, the angular velocity







For example, if Sk = I, then u1 and u2 are sinusoidal, and u3 is zero. In other words,




 B move sinusoidally, whereas the actuator pair
about
⇀
kB is stationary. In this case, [61, Lemma 1] implies that over each time interval
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kB(kTs)). Furthermore, if γk > 0








kB, which implies that the net
rotation occurs approximately about
⇀




 B about which the first and second actuator pairs are oscillating.





















γ is a lower bound on γ∗, that is, for all S ∈ SO(3), γ∗(S) ≥
¯
γ.
The following proposition provides a necessary and sufficient condition such that
each actuator satisfies the stroke constraint that for all t ≥ 0, |ui(t)| ≤ α.
Proposition 3.1. Consider the admissible control (3.11) and (3.13). Then, for
all t ∈ Ik, |ui(t)| ≤ α if and only if γk ≤ γ∗(Sk). Furthermore, if γk = γ∗(Sk), then








2 + (êTi Skê2)
2
. (3.17)
Proof. To prove necessity, assume that for all t ∈ Ik, |ui(t)| ≤ α. Thus, (3.11)























2 + (êTi Skê2)
2
= γ∗(Sk).
To prove sufficiency, assume that γk ≤ γ∗(Sk). Thus, it follows from (3.11), (3.13),
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Next, assume that γk = γ∗(Sk). Thus, it follows from (3.11) and (3.13) that there
exists t∗k ∈ Ik such that
|ui(t∗k)| = γ∗(Sk)

∣∣∣êTi Skê2∣∣∣+√(êTi Skê1)2 + (êTi Skê2)2
|êTi Kêi|
. (3.18)
Substituting (3.15) in (3.18) with i = i∗k, where i∗k is given by (3.17), yields
|ui∗k(t∗k)| = α.
3.5 Setpoint Tracking
This section considers setpoint tracking (i.e., β = 0), where the desired attitude Rd
is constant. We present an admissible control (3.11) and (3.13) that uses Zk feedback
such that for all initial attitudes R0 ∈ SO(3), limt→∞ z(t) = 0, and for all t ≥ 0,
|ui(t)| ≤ α.
3.5.1 Control Design and Analysis









and n∗ : [0, π]× SO(3)→ Z+ defined by






γ2∗(S) + 1− 1
)⌉}. (3.20)
In addition, consider µ̂ : [0, π]× Z+ → S2 defined by
µ̂(q, n) , −1√
1 + γ2(q, n)
[ γ(q, n) 0 1 ]T. (3.21)
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The following control design provides a Zk-feedback control for setpoint tracking
with strict actuator stroke constraints.
Control Design 3.1. For all t ∈ Ik, consider the admissible control (3.11) and
(3.13), where
γk = γ(zk, nk), (3.22)
and nk ∈ Z+ and Sk ∈ SO(3) satisfy
nk ≥ n∗(zk, Sk), (3.23)
and
Skµ̂(zk, nk) = ẑk, (3.24)
where γ, n∗, and µ̂ are given by (3.19)–(3.21).
Conditions (3.23) and (3.24) both involve nk and Sk. However, there always exist
nk and Sk that satisfy (3.23) and (3.24). Latter in this section, we present 3 different
constructive procedures to obtain nk and Sk that satisfy (3.23) and (3.24).
The following theorem is the main result on setpoint tracking using an admissible
control.
Theorem 3.1. Consider the rotation system (3.9) and (3.10), and the admissible
control (3.11) and (3.13), where γk, nk, and Sk are given by Control Design 3.1. Then,
for all R0 ∈ SO(3), the following statements hold:





ii) Let ` ∈ Z+, and assume that z`+1 6= 0. Then, ẑ`+1 = ẑ`.
iii) limt→∞ z(t) = 0.
iv) For all t ≥ 0, |ui(t)| ≤ α.
Parts i) and ii) of Theorem 3.1 state that the error zk is strictly decreasing to zero
and the axis ẑk is constant. Part iii) of Theorem 3.1 states that the continuous-time
error converges to zero. Part iv) of Theorem 3.1 states that for all time, the control
satisfies the actuator stroke constraint.
Proof of Theorem 3.1. Define
ck , ω0γk, Ek , −[µ̂(zk, nk)]×. (3.26)


































[Skµ̂(zk, nk)]× = Sk[µ̂(zk, nk)]×STk = −SkEkSTk ,
it follows from (3.24) that
−SkEkSTk = [ẑk]×. (3.28)
Next, multiplying each side of (3.28) by zk and taking exponential of each side yields
exp−zkSkEkSTk = Sk(exp−zkEk)STk = exp zk[ẑk]×. (3.29)
To show i), let k = ` ∈ N. We consider two cases: z` = 0 and z` 6= 0. First, assume
that z` = 0, which implies that Z` = I and γ` = 0. Thus, it follows from (3.27) that
Z`+1 = I, which implies that z`+1 = 0. Thus, (3.25) holds trivially for z` = 0.
Next, assume that z` 6= 0. Thus, it follows from (3.29) that
S`(exp−z`E`)ST` = Z`. (3.30)































































































= n` − 1
n`
z`, (3.34)
which confirms (3.25) for z` 6= 0. Thus, i) holds for all k ∈ N.
To show ii), consider (3.29). The eigenvalues of z`[ẑ`]× and −z`S`E`ST` are 0 and
±z`. Since ` 6= 0 and z`+1 6= 0, i) implies that z` ∈ (0, π). Thus, it follows from (3.29)
and [62, Fact 11.14.5] that z`[ẑ`]× = −z`S`E`ST` , which implies that
[ẑ`]× = −S`E`ST` . (3.35)
Next, since z`+1 6= 0, it follows from (3.31) and (3.34) that
exp z`+1[ẑ`+1]× = exp−z`+1S`E`ST` . (3.36)
The eigenvalues of z`+1[ẑ`+1]× and −z`+1S`E`ST` are 0 and ±z`+1. Furthermore, since
z` < π, i) and z`+1 6= 0 implies that z`+1 ∈ (0, π). Thus, it follows from (3.36)
and [62, Fact 11.14.5] that z`+1[ẑ`+1]× = −z`+1S`E`ST` , which implies that
[ẑ`+1]× = −S`E`ST` . (3.37)
Therefore, it follows from (3.35) and (3.37) that ẑ`+1 = ẑ`, which confirms ii).










and note that for all t ∈ Ik,
d(Z̃(t), I) ≤ d(Z̃k, I) = d(Zk, I) = zk. (3.39)
In addition, it follows from [61, Lemma 1] that
sup
t∈Ik









Thus, it follows from (3.39) and (3.40) that for all t ∈ Ik
z(t) = d(Z(t), I)






Next, it follows from i) that limk→∞ zk = 0, which implies that limk→∞ γk = 0. Thus,
it follows from (3.41) that limt→∞ z(t) = 0, which confirms iii).
To show iv), let k = ` ∈ N, and note that it follows from (3.23) that n` ≥
23
n∗(z`, S`) ≥ z`/(2π(
√















Thus, Proposition 3.1 implies that for all t ∈ I`, |ui(t)| ≤ α. Therefore, for all t ≥ 0,
|ui(t)| ≤ α, which confirms iv).
The next subsection focuses on constructive procedures for obtaining nk and Sk
that satisfy (3.23) and (3.24).
3.5.2 Algorithms to Construct nk and Sk
For any n ∈ Z+, the following constructive process can be used to obtain S ∈ SO(3)
that satisfies Sµ̂(zk, n) = ẑk. This process is given in [63, Lemma 1].
Construction 3.1. Let p̂, q̂ ∈ S2. Then, S ∈ SO(3) satisfying Sp̂ = q̂ is obtained
using the following procedure:
Step 1: Compute s = arccos p̂Tq̂.
Step 2: If s ∈ (0, π), then let ŝ = 1sin s [p̂]×q̂; otherwise, let ŝ ∈ S2 be such that ŝTq̂ = 0.
Step 3: Compute S = I + (sin s)[ŝ]× + (1− cos s)[ŝ]2×.
Note that S obtained from Construction 3.1 has the axis-angle representation ŝ
and s.
Construction 3.1 provides a processes for finding Sk given nk; however, (3.23)
shows that nk also depends on Sk. Next, we present an upper bound on n∗(zk, Sk)








γ2 + 1− 1
)⌉}
. (3.43)
Since for all S ∈ SO(3), γ∗(S) ≥
¯
γ, it follows from (3.20) and (3.43) that n̄k ≥ n∗(zk, S).
The following algorithm provides one process to obtain nk and Sk that satisfy (3.23)
and (3.24).
Algorithm 3.1. For each k ∈ N, let nk = n̄k, and use Construction 3.1 to compute
Sk ∈ SO(3) that satisfies Skµ̂(zk, nk) = ẑk.
To explain Algorithm 3.1, we note that since n̄k ≥ n∗(zk, Sk), setting nk = n̄k
satisfies (3.23). Furthermore, nk = n̄k is independent of Sk, so Construction 3.1 can
then be used to find Sk that satisfies (3.24).
Algorithm 3.1 uses nk = n̄k, which is an upper bound on n∗(zk, Sk). However,
it follows from (3.25) that using the smallest possible nk ≥ n∗(zk, Sk) in Control
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Design 3.1 yields the fastest rate of convergence of zk to zero. Thus, Algorithm 3.1
is not optimal in the sense that it does not generally yield the smallest allowable nk.
Next, we present a finite-step bisection algorithm to obtain nk and Sk that satisfy
(3.23) and (3.24), where nk = n∗(zk, Sk).
Algorithm 3.2. For each k ∈ N, determine nk and Sk using the following proce-
dure:
Step 1: Set j = 1.
Step 2: Compute S ∈ SO(3) that satisfies Sµ̂(zk, 1) = ẑk using Construction 3.1. If
n∗(zk, S) = 1, then go to Step 8; otherwise, set x1 = 1 and go to Step 3.
Step 3: Compute S ∈ SO(3) that satisfies Sµ̂(zk, n̄k) = ẑk using Construction 3.1. If
n∗(zk, S) = n̄k, then go to Step 8; otherwise, set y1 = n̄k and go to Step 4.
Step 4: Compute w = d(xj + yj)/2e. Compute S ∈ SO(3) that satisfies Sµ̂(zk, w) = ẑk
using Construction 3.1. If yj = w, then got to Step 7; otherwise, go to Step 5.
Step 5: If n∗(zk, S) = w, then go to Step 8; otherwise, go to Step 6.
Step 6: If n∗(zk, S) < w, then set xj+1 = xj and yj+1 = w; otherwise, set xj+1 = w and
yj+1 = yj. Set j = j + 1 and go to Step 4.
Step 7: Set Sk = S and nk = w.
Step 8: Set Sk = S and nk = n∗(zk, S).
The bisection approach in Algorithm 3.2 converges in max{1, dlog2(n̄k − 1)e} steps
or less (because n̄k could be 1).
Each step of the bisection in Algorithm 3.2 uses Construction 3.1 to obtain
S ∈ SO(3) that satisfies Sµ̂(zk, n) = ẑk for a given n ∈ Z+. However, for a given
n ∈ Z+, S that satisfies Sµ̂(zk, n) = ẑk is not unique. The following result characterizes
all S ∈ SO(3) that satisfy Sµ̂(zk, n) = ẑk for a given n ∈ Z+. The proof follows
immediately from [63, Lemma 1].
Proposition 3.2. Let k ∈ N, n ∈ Z+, and S ′ ∈ SO(3) be such that S ′µ̂(zk, n) = ẑk.
Let S ∈ SO(3). Then, Sµ̂(zk, n) = ẑk if and only if there exists σ ∈ [−π, π) such that
S = (expσ[ẑk]×)S ′.
To explain Proposition 3.2, for all n ∈ Z+, define
Sk(n) ,
{
(expσ[ẑk]×)S ′ : σ ∈ [−π, π), S ′ ∈ SO(3), and S ′µ̂(zk, n) = ẑk
}
. (3.44)
Thus, Proposition 3.2 implies that Sµ̂(zk, n) = ẑk if and only if S ∈ Sk(n).
Next, recall that (3.25) implies that using the smallest possible nk ≥ n∗(zk, Sk) in
Control Design 3.1 yields the fastest rate of convergence of zk to zero. Thus, at each
k ∈ N, we aim to find nk and Sk such that nk = minS∈Sk(nk) n∗(zk, S) and Sk ∈ Sk(nk).
Note that (3.15) and (3.20) imply that S ∈ Sk(nk) minimizes n∗(zk, S) over Sk(nk) if
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and only if S maximizes γ∗(S) over Sk(nk). Thus, at each k ∈ N, we aim to find nk
and Sk such that nk = n∗(zk, Sk), and Sk ∈ Sk(nk) maximizes γ∗ over Sk(nk). Since
(3.44) implies that Sk(n) can be parameterized by the scalar σ ∈ [−π, π), consider
σ∗ : S2 × SO(3)→ [−π, π) defined by







For any n ∈ Z+, the following constructive process can be used to obtain S∗ ∈ Sk(n)
that maximizes γ∗ over Sk(n).
Construction 3.2. Let p̂, q̂ ∈ S2. Then, S∗ ∈ SO(3) satisfying S∗p̂ = q̂ is obtained
using the following procedure:
Step 1: Compute S ′ ∈ SO(3) that satisfies S ′p̂ = q̂ using Construction 3.1.
Step 2: Compute σopt = σ∗(q̂, S ′).





Note that Step 2 in Construction 3.2 involves finding the maximizer σopt over
σ ∈ [−π, π) of the cost γ∗((expσ[q̂]×)S ′). Since the maximization is over a bounded
set [−π, π) for a scalar parameter, a simple grid approach can be used to obtain an
approximate solution. Alternatively, more complex numerical approaches could be
adopted to perform this optimization.
Next, we present a finite-step bisection algorithm to obtain nk and Sk that satisfy
(3.23) and (3.24), where nk = n∗(zk, Sk) and n∗(zk, Sk) is the minimizer of n∗(zk, S)
over S ∈ Sk(nk).
Algorithm 3.3. For each k ∈ N, determine nk and Sk using Algorithm 3.2, where
S and Construction 3.1 are replaced with S∗ and Construction 3.2, respectively.
Similar to Algorithm 3.2, the bisection approach in Algorithm 3.3 converges in
max{1, dlog2(n̄k − 1)e} steps or less.
3.5.3 Numerical Examples
We present examples that demonstrate Control Design 3.1 for setpoint tracking
using Algorithms 3.1–3.3. For each example, Ix = Iy = Iz = 0.017 kg·m2, I1,x = I2,y =
I3,z = 4.81× 10−4 kg·m2, and I1,y = I1,z = I2,x = I2,z = I3,x = I3,y = 7.18× 10−4 kg·m2.
Note that these physical parameters correspond to those of the small satellite in the
experimental setup described in Section 3.7 but in space instead of on an air-bearing.
Let α = π rad, ω0 = π rad/s, and R0 = I. Let φ, θ, and ψ denote the roll, pitch, and
yaw Euler angles defined by a 3–2–1 rotation sequence that rotates FI to FB. The
desired attitude is Rd = exp [−0.281 −0.402 0.281]T×, which corresponds to desired






















































































Figure 3.2: Setpoint tracking using Control Design 3.1, where α = π rad (or 180◦), and nk = n̄k and
Sk are obtained using Algorithm 3.1. The desired roll, pitch and yaw angles are −20◦, 20◦, and 20◦.
Example 3.1. We implement Control Design 3.1, where nk = n̄k and Sk are
obtained using Algorithm 3.1. Figure 3.2 shows the Euler angles, angular velocities,
and the controls. The Euler angles converge to the desired values, and the angular
velocities and the controls converge to zero. For all t ≥ 0, |ui(t)| ≤ 2.51 < α, which
confirms that the actuator stroke constraint is satisfied. 4
Example 3.2. We implement Control Design 3.1, where nk = n∗(zk, Sk) and Sk
are obtained using Algorithm 3.2. Figure 3.3 shows the Euler angles, angular velocities,
and the controls. The Euler angles converge to the desired values, and the angular
velocities and the controls converge to zero. For all t ≥ 0, |ui(t)| ≤ 3.13 < α, which
confirms that the actuator stroke constraint is satisfied. Furthermore, the magnitudes
of the controls are greater than those in Example 3.1. Figure 3.3 shows that the
setpoint is reached at t = 146 s compared to t = 226 s in Example 3.1. Thus, using
nk = n∗(zk, Sk) and Sk obtained using Algorithm 3.2 results in faster setpoint tracking
compared to nk = n̄k and Sk obtained using Algorithm 3.1. 4
Example 3.3. We implement Control Design 3.1, where nk = n∗(zk, Sk) and Sk
are obtained using Algorithm 3.3. Figure 3.4 shows the Euler angles, angular velocities,
and the controls. The Euler angles converge to the desired values, and the angular
velocities and the controls converge to zero. For all t ≥ 0, |ui(t)| ≤ 3.13 < α, which
confirms that the actuator stroke constraint is satisfied. Furthermore, the magnitudes
of the controls are greater than those in Examples 3.1 and 3.2. Figure 3.4 shows






















































































Figure 3.3: Setpoint tracking using Control Design 3.1, where α = π rad (or 180◦), and nk = n∗(zk, Sk)






















































































Figure 3.4: Setpoint tracking using Control Design 3.1, where α = π rad (or 180◦) and nk = n∗(zk, Sk)
and Sk are obtained using Algorithm 3.3. The desired roll, pitch and yaw angles are −20◦, −20◦,
and 20◦.
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t = 146 s in Example 3.2. Thus, using nk = n∗(zk, Sk) obtained using Algorithm 3.3
results in faster setpoint tracking compared to nk = n̄k obtained using Algorithm 3.1
and nk = n∗(zk, Sk) obtained using Algorithm 3.2. 4
3.6 Command Following
This section considers command following (i.e., β 6= 0). Consider the ideal angular
velocity Ω∗ : SO(3)× (0,∞)× R3 → so(3) defined by
Ω∗(Z, τ, β) , −
1
τ
logZ − ZT[β]T×Z. (3.45)
Let ω∗ : SO(3)× (0,∞)× R3 → R3 be such that [ω∗(Z, τ, β)]× = Ω∗(Z, τ, β), that is,
ω∗ is the vector representation of Ω∗.
Define
Rk , {R ∈ SO(3) : d(R,Rdk) 6= π},
which is the set of all attitudes with geodesic distance less than π from Rdk . The
following result shows that for all initial conditions R0 ∈ R0, the ideal control ω∗
achieves asymptotic command following. This result extends [5] to allow for time-
varying gain τ and feedforward of β. The proof is similar to the proof in [5, Section
3].
Proposition 3.3. Consider (3.9), where R0 ∈ R0 and ω(t) = ω∗(Z(t), τ(t), β(t)).
Assume there exists
¯
τ > 0 and τ̄ >
¯
τ such that for all t ≥ 0, τ(t) ∈ [
¯
τ, τ̄ ]. Then, z is
strictly decreasing and limt→∞ Z(t) = I.
The limitation on the actuator stroke implies that it is not possible to achieve
command following for an arbitrary β. Therefore, we consider the command following
problem where for all t ≥ 0, ‖β(t)‖ is less than a function of
¯
γ, which itself depends












γ2 + 1− 1
) . (3.47)
Note that ρ̄ is an upper bound on ρ, that is, for all S ∈ SO(3), ρ̄ ≥ ρ(S). For
the remainder of this section, we restrict our attention to β such that for all t ≥ 0,
‖β(t)‖ < 1/ρ̄.
In general, the ideal angular velocity ω∗ cannot be generated by the admissible
control (3.11). Therefore, the objective is to design an admissible control (3.11) that
uses feedback Zk and feedforward βk, and forces the closed-loop response with the
admissible control to approximate the ideal response obtained with the ideal angular
velocity (3.45). In addition, this control must satisfy the actuator constraint that for
all t ≥ 0, |ui(t)| ≤ α.
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3.6.1 Control Design and Analysis
Consider γ : SO(3)× (0,∞)× R3 → [0,∞) defined by








τ > Ts/2 and consider τ∗ : SO(3)× SO(3)× R3 → [¯τ,∞) defined by
τ∗(Q,S, β) , max {̄τ, τ ′∗(Q,S, β)}, (3.49)
where τ ′∗ : SO(3)× SO(3)× R3 → [0,∞) is defined by
τ ′∗(Q,S, β) ,
tr (logQ)[QTβ]× +














In addition, consider µ̂ : SO(3)× (0,∞)× R3 → S2 defined by
µ̂(Q, τ, β) , 1√
1 + γ2(Q, τ, β)
[ γ(Q, τ, β) 0 1 ]T, (3.51)
and ŷ : SO(3)× (0,∞)× R3 → S2 defined by




, if ω∗(Q, τ, β) 6= 0,
ê3, if ω∗(Q, τ, β) = 0.
(3.52)
The following control design provides a Zk-feedback and βk-feedforward control
for command following with strict actuator stroke constraint.
Control Design 3.2. For all t ∈ Ik, consider the admissible control (3.11) and
(3.13), where
γk = γ(Zk, τk, βk), (3.53)
and τk ∈ (0,∞) and Sk ∈ SO(3) satisfy
τk ≥ τ∗(Zk, Sk, βk), (3.54)
and
Skµ̂(Zk, τk, βk) = ŷ(Zk, τk, βk), (3.55)
where γ, τ∗, µ̂, and ŷ are given by (3.48)–(3.52).
Note that Control Design 3.2 is reminiscent of Control Design 3.1 except γk is
determined from βk as well as feedback Zk. Notably, conditions (3.54) and (3.55)
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for τk and Sk are similar to conditions (3.23) and (3.24) for nk and Sk in setpoint
tracking. In fact, τk can be viewed as an analog to nk except τk is a positive real
number whereas nk is a positive integer. Similar to the effect of nk, using a smaller τk
tends to speed up convergence, since 1/τk is the gain associated with the ideal angular
velocity ω∗(Zk, τk, βk). Condition (3.55) is analogous to (3.24) except that the axis
ẑk in (3.24) is replaced by the axis ŷ(Zk, τk, βk) in (3.55), which accounts for the fact
that the axis about which we want to rotate is determined by ω∗(Zk, τk, βk) rather
than purely form the error Zk. Similar to in Control Design 3.1, conditions (3.54)
and (3.55) both involve τk and Sk; however, there always exist τk and Sk that satisfy
(3.54) and (3.55), and we present constructive procedures for obtaining them later in
this section.
To analyze the admissible control given by Control Design 3.2, for all t ∈ Ik,
consider the ideal trajectory R∗ : [0,∞)→ SO(3) that satisfies
Ṙ∗(t) = R∗(t)[ω∗(Z∗k, τk, βk)]×, (3.56)
where R∗(0) = R0, Z∗k , RTdkR∗k, and R∗k , R∗(kTs). The following theorem is the
main result on command following using an admissible control.
Theorem 3.2. Consider (3.9) and (3.10), and the admissible control (3.11) and
(3.13), where γk, τk, and Sk are given by Control Design 3.2. Assume that for all
t ≥ 0, ‖β(t)‖ < 1/ρ̄. Then, for all R0 ∈ R0, the following statements hold:
i) For all k ∈ N, Rk = R∗k.








iii) For all t ≥ 0, |ui(t)| ≤ α.
Part i) of Theorem 3.2 states that at sample times kTs, the attitude R with the
admissible control given by Control Design 3.2 is equal to the attitude R∗ with the
ideal angular velocity Ω∗, which cannot be generated by an admissible control. Part
ii) of Theorem 3.2 provides an expression for the maximum geodesic distance between
R and R∗ during the intersample interval Ik. Note that increasing ω0 tends to reduce
the maximum geodesic distance between R and R∗. Finally, Part iii) states that for
all time, the control satisfies the actuator stroke constraint.
Proof of Theorem 3.2. Since R∗0 = R0 ∈ R0, it follows from [6, Theorem
2.A] that for all k ∈ N, R∗k ∈ Rk. Next, let ‖ · ‖F denote the Frobenius norm of a












Ek , [µ̂(Zk, τk, βk)]×, Λk , [ŷ(Zk, τk, βk)]×. (3.59)




k = Λk. (3.60)
Next, taking the exponential of each side of (3.60) yields
Sk(expEk)STk = exp Λk. (3.61)
Thus, it follows from (3.58)–(3.61) that Control Design 3.2 is equivalent to [45,
Algorithm 5], and we use [45, Theorem 7], which uses [45, Algorithm 5], to show i)
and ii).
First, we show that for all k ∈ N, Rk ∈ Rk. To show this, we use induction on
k ∈ N. First, note that R0 ∈ R0, which implies that Rk ∈ Rk holds for k = 0. Next,
assume that Rk ∈ Rk holds for k = ` ∈ N. Thus, it follows that R` ∈ R`, which implies
that Ω∗(Z`, τ`, β`) is well defined, which, in addition, implies that c`, E`, and Λ` are
well defined. To show Rk ∈ Rk holds for k = `+ 1, note that since c`, E`, and Λ` are
well defined, it follows from [45, Theorem 7], with Ω(t), ω`, and ∆t` in [45, Theorem 7]
set equal to [ω(t)]×, ω0, and Ts, that R`+1 = R∗`+1. In addition, since R∗`+1 ∈ R`+1,
it follows that R`+1 ∈ R`+1, which confirms that Rk ∈ Rk.
Next, To show i) and ii), note that since for all k ∈ N, Rk ∈ Rk, it follows that for
all k ∈ N, ck, Ek, and Λk are well defined. Thus, i) and ii) follow from [45, Theorem 7]
with Ω(t), ωk, and ∆tk in [45, Theorem 7] set equal to [ω(t)]×, ω0, and Ts.
To show iii), let k = ` ∈ N, and define Q : R→ R as
Q(x) , ax2 + bx+ c, (3.62)
where
a , ‖β`‖2 −
1
ρ2(S`)
, b , tr (logZ`)[ZT` β`]×, c ,
‖ logZ`‖2F
2 . (3.63)
Since ‖β`‖ < 1/ρ̄, and for all S` ∈ SO(3), ρ(S`) ≤ ρ̄, it follows that ‖β`‖ < 1/ρ(S`),
which implies that a < 0. Next, since Q is quadratic in x, a < 0, and c ≥ 0, it follows






Next, since Z` ∈ SO(3) and d(Z`, I) 6= π, logZ` = d(Z`, I)[ẑ`]×, where ẑ` ∈ S2, it
follows that ‖ logZ`‖2F/2 = ‖d(Z`, I)[ẑ`]×‖2F/2 = d2(Z`, I). Thus, it follows from (3.50)
that p = τ ′∗(Z`, S`, β`). Furthermore, (3.49) implies that τ∗(Z`, S`, β`) = max{̄τ, p} ≥ p,
which implies that τ` ≥ p. Since, in addition, c ≥ 0 and a < 0, it follows that
Q(τ`) ≤ 0. (3.65)
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and substituting (3.46) in (3.68) yields γ` ≤ γ∗(S`). Thus, it follows from Proposi-
tion 3.1 that, for all t ∈ I`, |ui(t)| ≤ α. Therefore, for all t ≥ 0, |ui(t)| ≤ α, which
confirms iii).
3.6.2 Algorithms to Construct τk and Sk
Similar to setpoint tracking, we develop constructive procedures to obtain τk and
Sk that satisfy (3.54) and (3.55). First, we present an upper bound on τ∗(Zk, Sk, βk)
that is independent of Sk. Define
τ̄k , max {̄τ, τ̄ ′k}, (3.69)
where
τ̄ ′k ,
tr (logZk)[ZTk βk]× +













Since for all S ∈ SO(3), ρ̄ ≥ ρ(S), it follows that for all S ∈ SO(3), (1/ρ2(S)−‖βk‖2) ≥
(1/ρ̄2 − ‖βk‖2). Thus, (3.49), (3.50), (3.69), and (3.70) imply that τ̄k ≥ τ∗(Zk, S, βk).
The following algorithm provides one process to obtain τk and Sk that satisfy (3.54)
and (3.55).
Algorithm 3.4. For each k ∈ N, let τk = τ̄k, and use Construction 3.1 to compute
Sk ∈ SO(3) that satisfies Skµ̂(Zk, τk, βk) = ŷ(Zk, τk, βk).
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To explain Algorithm 3.4, we note that since τ̄k ≥ τ∗(Zk, Sk, βk), setting τk = τ̄k
satisfies (3.54). Furthermore, τk = τ̄k is independent of Sk, so Construction 3.1 can
then be used to find Sk that satisfies (3.55).
Algorithm 3.4 uses τk = τ̄k, which is an upper bound on τ∗(Zk, Sk, βk). However,
since 1/τk is the gain associated with the ideal angular velocity ω∗(Zk, τk, βk), it follows
that using the smallest possible τk ≥ τ∗(Zk, Sk, βk) in Control Design 3.2 is desirable
to speed up convergence. Thus, Algorithm 3.4 is not optimal in the sense that it does
not generally yield the smallest allowable τk. Next, we present a bisection process to
obtain τk and Sk that satisfy (3.54) and (3.55), where τk = τ∗(Zk, Sk, βk).
Algorithm 3.5. For each k ∈ N, determine τk and Sk using the following proce-
dure:
Step 1: Set j = 1 and ε > 0.
Step 2: Compute S ∈ SO(3) that satisfies Sµ̂(Zk,¯τ, βk) = ŷ(Zk,¯τ, βk) using Construc-tion 3.1. If τ∗(Zk, S, βk) = ¯τ , then go to Step 7; otherwise, set x1 = 1 and goto Step 3.
Step 3: Compute S ∈ SO(3) that satisfies Sµ̂(Zk, τ̄k, βk) = ŷ(Zk, τ̄k, βk) using Construc-
tion 3.1. If τ∗(Zk, S, βk) = τ̄k, then go to Step 7; otherwise, set y1 = n̄k and go
to Step 4.
Step 4: Compute w = (xj + yj)/2. Compute S ∈ SO(3) that satisfies Sµ̂(Zk, w, βk) =
ŷ(Zk, w, βk) using Construction 3.1 and go to Step 5
Step 5: If |τ∗(Zk, S, βk)− w| ≤ ε, then go to Step 8; otherwise, go to Step 6.
Step 6: If τ∗(Zk, S, βk) < w, then set xj+1 = xj and yj+1 = w; otherwise, set xj+1 = w
and yj+1 = yj. Set j = j + 1 and go to Step 4.
Step 7: Set Sk = S and τk = τ∗(Zk, S, βk).
Step 8: Set Sk = S and τk = max{τ∗(Zk, S, βk), w}.
Each step of Algorithm 3.5 uses Construction 3.1 to obtain S ∈ SO(3) that satisfies
Sµ̂(Zk, τ, βk) = ŷ(Zk, τ, βk) for a given τ ∈ [¯τ,∞). However, for a given τ ∈ [¯τ,∞), Sthat satisfies Sµ̂(Zk, τ, βk) = ŷ(Zk, τ, βk) is not unique. For all τ ∈ [¯τ,∞), define
Sk(τ) ,
{




Using a result similar to Proposition 3.2, it can be shown that the set Sk(τ) characterizes
all S ∈ SO(3) that satisfies Sµ̂(Zk, τ, βk) = ŷ(Zk, τ, βk) for a given τ ∈ [¯τ,∞). Thus,Sµ̂(Zk, τ, βk) = ŷ(Zk, τ, βk) if and only if S ∈ Sk(τ).
Next, we present a bisection algorithm to obtain τk and Sk that satisfy (3.54) and
(3.55), where τk = τ∗(Zk, Sk, βk) and τ∗(Zk, Sk, βk) is the minimizer of τ∗(Zk, S, βk)





























Figure 3.5: d(R,Rd), d(R,R∗), and d(R∗, Rd) for command following using Control Design 3.2,
where α = π rad (or 180◦), and τk = τ̄k and Sk are obtained using Algorithm 3.4.
Algorithm 3.6. For each k ∈ N, determine τk and Sk using Algorithm 3.5, where
S and Construction 3.1 are replaced with S∗ and Construction 3.2, respectively.
The bisection in Algorithms 3.5 and 3.6 do not usually converge in a finite number
of steps. To obtain convergence in a finite number of steps, we allow an error ε > 0.
The error ε can be made arbitrarily small; however, the number of steps required for
convergence increase as as ε decreases.
3.6.3 Numerical Examples
We present examples that demonstrate Control Design 3.2 for command following
using Algorithms 3.4–3.6. All the values are the same as in Section 3.5.3 except ω0 =
20π rad/s. Let φd, θd, and ψd denote the 3–2–1 Euler angle parameterization of the
reference attitude Rd, and φ∗, θ∗, and ψ∗ denote the 3–2–1 Euler angle parameterization
of R∗. Let R∗(0) = I, and Rd(0) = exp [0.178 −0.079 0.094]T×, which corresponds
to the initial Euler angles φd(0) = 10◦, θd(0) = −5◦, and ψd(0) = 5◦. Let β(t) =
[0.006 sin 0.4πt 0.03 sin 0.4πt 0.03 cos 0.4πt]T. Note that 1/ρ̄ = 0.05, which implies
that for all t ≥ 0, ‖β(t)‖ < 1/ρ̄.
Example 3.4. We implement Control Design 3.2, where τk = τ̄k and Sk are
obtained using Algorithm 3.4. Since β 66= 0, it is only possible to achieve approximate
consensus and the maximum error is given by (3.57).
Figure 3.5 shows that for all t ≥ 0, d(R(t), R∗(t)) ≤ 0.079, and d(Rk, R∗k) = 0,
which demonstrates i) of Theorem 3.2. Furthermore, Figure 3.5 shows that for all
t > 5.5 s, d(R∗(t), Rd(t)) = 0, d(R(t), R∗(t)) ≤ 0.062, and d(R(t), Rd(t)) ≤ 0.062.
Figure 3.6 shows the Euler angles, angular velocities and the controls. Euler angles
φ, θ, and ψ oscillate around the ideal angles φ∗, θ∗, and ψ∗, which converge to the
reference angles φd, θd, and ψd. The third row of Figure 3.6 demonstrates that for
all t ≥ 0, |ui(t)| ≤ 3.14 = α, which implies that the actuator stroke constraint is
satisfied. 4
Example 3.5. We implement Control Design 3.2, where τk = τ∗(Zk, Sk, βk) and
Sk are obtained using Algorithm 3.5. Since β 6= 0, it is only possible to achieve







































































































Figure 3.6: Command following using Control Design 3.2, where α = π rad (or 180◦), and τk = τ̄k




























Figure 3.7: d(R,Rd), d(R,R∗), and d(R∗, Rd) for a command following using Control Design 3.2,
where α = π rad (or 180◦), and τk = τ∗(Zk, Sk, βk) and Sk are obtained using Algorithm 3.5.
Figure 3.7 shows that for all t ≥ 0, d(R(t), R∗(t)) ≤ 0.103, and d(Rk, R∗k) = 0,
which demonstrates i) of Theorem 3.2. Furthermore, Figure 3.7 shows that for all
t > 3.94 s, d(R∗(t), Rd(t)) = 0, d(R(t), R∗(t)) ≤ 0.062, and d(R(t), Rd(t)) ≤ 0.062.
Figure 3.8 shows the Euler angles, angular velocities and the controls. Euler angles
φ, θ, and ψ oscillate around the ideal angles φ∗, θ∗, and ψ∗, which converge to the
reference angles φd, θd, and ψd. The third row of Figure 3.8 demonstrates that for all
t ≥ 0, |ui(t)| ≤ 3.14 = α, which implies that the actuator stroke constraint is satisfied.
Figure 3.8 shows that for all t < 3.94 s the magnitudes of the controls are bigger than
those in Example 3.4. Furthermore, Figure 3.7 shows that R∗(t) converges to Rd(t) at
t = 3.94 s compared to t = 5.5 s in Example 3.4. Thus, using τk = τ∗(Zk, Sk, βk) and
Sk obtained using Algorithm 3.5 results in faster convergence of R∗ to Rd (or Rk to







































































































Figure 3.8: Command following using Control Design 3.2, where α = π rad (or 180◦), and τk =




























Figure 3.9: d(R,Rd), d(R,R∗), and d(R∗, Rd) for a command following maneuver using Control
Design 3.2, where α = π rad (or 180◦), and τk = τ∗(Zk, Sk, βk) and Sk are obtained using Algo-
rithm 3.6.
Example 3.6. We implement Control Design 3.2, where τk = τ∗(Zk, Sk, βk) and
Sk are obtained using Algorithm 3.6. Since β 6= 0, it is only possible to achieve
approximate consensus and the maximum error is given by (3.57).
Figure 3.9 shows that for all t ≥ 0, d(R(t), R∗(t)) ≤ 0.116, and d(Rk, R∗k) = 0,
which demonstrates i) of Theorem 3.2. Furthermore, Figure 3.9 shows that for all
t > 2.7 s, d(R∗(t), Rd(t)) = 0, d(R(t), R∗(t)) ≤ 0.062, and d(R(t), Rd(t)) ≤ 0.062.
Figure 3.10 shows the Euler angles, angular velocities and the controls. Euler angles
φ, θ, and ψ oscillate around the ideal angles φ∗, θ∗, and ψ∗, which converge to the
reference angles φd, θd, and ψd. The third row of Figure 3.10 demonstrates that for
all t ≥ 0, |ui(t)| ≤ 3.14 = α, which implies that the actuator stroke constraint is
satisfied. Figure 3.10 shows that for all t < 2.7 s the magnitudes of the controls are







































































































Figure 3.10: Command following maneuver using Control Design 3.2, where α = π rad (or 180◦),
and τk = τ∗(Zk, Sk, βk) and Sk are obtained using Algorithm 3.6.
that R∗(t) converges to Rd(t) at t = 2.7 s compared to t = 5.5 s in Example 3.4 and
t = 3.94 s in Example 3.5. Thus, using τk = τ∗(Zk, Sk, βk) and Sk obtained using
Algorithm 3.6 results in faster convergence of R∗ to Rd (or Rk to Rdk) compared to
τk = τ̄k and Sk obtained using Algorithm 3.4 and τk = τ∗(Zk, Sk, βk) and Sk obtained
using Algorithm 3.5. 4
3.7 Description of Experimental Setup
The small satellite used for experiments is constructed on a 3D-printed 10 cm by
10 cm by 10 cm frame made out of polylactic acid (PLA). Two sets of servomotor
actuator assemblies are mounted symmetrically on 4 sides of the cubic frame. Each
actuator assembly consists of two HS645MG servomotors, which are mounted on
opposite faces of the frame such that their axles coincide with the axis passing through
the center of the two faces. Each servomotor has 4 equally spaced 3D-printed PLA
strips with nine nuts, for mass, attached at the end of each strip. The strips are
attached to the axle of the servomotor using a servohorn. This testbed does not
currently have the third pair of servomotors (i.e., motors on the top and bottom).
Thus, this testbed is currently arranged for single-axis experiments about
⇀
kB. The
battery is inside the cubic frame and secured using a bracket attached to the bottom
face. The microcontroller board is mounted on the top face of the cubic frame. The
experimental setup is shown in Fig. 3.11.
We use an Arduino Due development board to store and execute the control
software, and an IMU sensor (BNO055) to measure the Euler angles and angular
38



















Figure 3.12: Control system hardware.
velocities. A microSD data logger is used to log the IMU data. A Bluetooth low
energy (BLE) module is used to communicate with external devices (e.g., smartphone).
A schematic of the control hardware system is shown in Fig. 3.12. A lithium-polymer
battery in conjunction with a battery eliminator circuit is used to power the control
hardware and the actuators.
The orientation control software contains the following routines: i) initializing
hardware systems (e.g., servomotors, IMU sensor, data logger, BLE module); ii)
declaring and initializing parameters and variables; iii) obtaining and logging of IMU
data; iv) computing feedback control; v) actuating servomotors based on the control.
The IMU obtains data at 50 Hz. The sampling frequency for logging data, computing
the control, and actuating the servomotors is also 50 Hz, which is sufficient for these
experiments because we use ω0 ≤ 2π rad/s. The servomotors in this system allow for
a total relative-angle displacement of 197◦.
The satellite is mounted on a spherical air bearing manufactured by Physik
Instrumente. The air bearing consists of a base and a spherical bowl. The compressed
air enters the bearing through the base and is vented through six holes on the base
to create an air cushion, which levitates the bowl. The air bearing allows three-
dimensional rotation of the spherical bowl and constrains translation motions of the
bowl. Disturbance torque due to the air is observed for air pressures above 3 psi,
which is used in these experiments to minimize the disturbance torque. The satellite
is mounted on the air bearing bowl using aluminum fixtures and an aluminium plate,
which is mounted on the bowl of the bearing. The plate has a mechanical system
consisting of threaded rods on which masses can be moved to adjust the COM of the
satellite system in a plane which is parallel to the plate. A second aluminum plate is
also mounted on the top of the first plate which has vertical threaded rods on which
masses can be moved to adjust the COM in a direction perpendicular to the plane of
the plate.
3.8 Experimental Results and Discussion
3.8.1 Open-Loop Control Experiments
We present two open-loop experiments, where we apply sinusoidal controls u1 and



























































































Figure 3.13: Open-loop counterclockwise yaw.
Experiment 3.1. We apply the open-loop controls u1(t) = −4π9 sin πt and u2(t) =
−4π9 (1− cosπt), which correspond to sinusoids with frequency ω0 = π rad/s (or
0.5 Hz) and amplitudes of 80◦.
Figure 3.13 shows the measured Euler angles and angular velocities. The zoom-in
view of ωx and ωy (bottom-right subplot) shows that ωx leads ωy by 90◦. In addition,
the amplitude of ωx and ωy is approximately c = 0.105 rad/s and the frequency
is approximately ω1 = π rad/s, which equals the frequency ω0 of the controls as
anticipated from (3.14).
Since ωx leads ωy by 90◦, it follows from the kinematics that the satellite should
undergo net yaw in the positive (i.e., counterclockwise) direction [45]. The top-right
subplot shows that the yaw angle increases from 30◦ to 40◦, which is a counterclockwise
yaw and agrees with the direction predicted by the kinematics. Since the phase
difference between ωx and ωy is 90◦, it follows from [45] that the average yaw rate
is s ,
√
ω21 + c2 − ω1 = 0.00175 rad/s (or 0.1◦/s), which is less than the average
observed yaw rate of 0.16◦/s computed from the top-right subplot. This difference can
be partially explained by the presence of aerodynamic torques from the air bearing,
which are known to tend to cause counterclockwise yaw.
For a stationary satellite, the noise level of the IMU gyroscope is between
−0.005 rad/s and 0.005 rad/s. Generally, ωz lies in this interval. Note that if
the there are no external torques (e.g., aerodynamic torque from the air bearing) and





























































































Figure 3.14: Open-loop clockwise yaw.
Experiment 3.2. We apply the open-loop controls u1(t) = −4π9 (1− cosπt) and
u2(t) = −4π9 sin πt, which are 180◦ phase shifted from those used in Experiment 3.1.
Figure 3.14 shows the measured Euler angles and angular velocities. The zoom-in
view of ωx and ωy (bottom-right subplot) shows that ωy leads ωx by 90◦, which
is the opposite of Experiment 3.1. The amplitude of ωx and ωy is approximately
c = 0.105 rad/s and the frequency is approximately ω1 = π rad/s.
Since ωy leads ωx by 90◦, it follows from the kinematics that the satellite should
undergo net yaw in the negative (i.e., clockwise) direction [45]. The top-right subplot
shows that the yaw angle decreases from 40.5◦ to 35.4◦, which is a clockwise yaw and
agrees with the direction predicted by the kinematics. The averaged observed yaw rate
computed from the top-right subplot is −0.085◦/s, which is less than the predicted
value s = −0.101◦/s obtained using the same approach as in Experiment 3.1. Again,
this difference can be partially explained by the presence of aerodynamic torques,
which are known to tend to cause counterclockwise yaw. 4
3.8.2 Closed-Loop Control Experiments
We present results from two closed-loop control experiments, where we apply the
setpoint tracking control given by Control Design 3.1. In these single-axis experiments,
the objective is to track a desired yaw setpoint ψd. We use data from the open-loop
experiments to estimate the model parameters needed for K. Specifically, we estimate
Ir/Ixx = Ir/Iyy ≈ 0.025. Note that the (3, 3)-entry in K is irrelevant, because the
experiments focus on single-axis rotation. We also use the open-loop experimental
data to determine suitable parameters to use in the control.
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The servomotors’ rate limit permits a maximum allowable control amplitude of
140◦ at ω0 = π rad/s. Thus, for all experiments, we let ω0 = π rad/s and α = 7/9π rad.
The single-axis experiment testbed has actuators only about the ⇀ı B and
⇀
 B axes, while
Control Design 3.1 is designed for actuators about all three orthogonal axes. Next,
we discuss the implementation of Control Design 3.1 for the single-axis experiment
testbed with actuators only about the ⇀ı B and
⇀
 B axes.
For simplicity, we approximate Zk using ψ feedback and ψd. Specifically, we let






ê3, if zk 6= 0,
ê3, if zk = 0.
(3.72)
It follows from (3.21) that if γ(zk, nk) << 1, then µ̂(zk, nk) ≈ ê3. In this case, it can
be shown that one choice of Sk that satisfies (3.24) is
Sk =
 I, if ẑk = −ê3,[ −1 0 00 1 0
0 0 −1
]
, if ẑk = ê3.
(3.73)
Thus, it follows from (3.15) and (3.73) that γ∗(Sk) = 0.0305, which implies that
γk ∈ [0, 0.0305]. Thus, γk << 1 even when the full stroke of the actuator is used (i.e.,
when γk = γ∗(Sk)), which shows that µ̂(zk, nk) ≈ ê3 is a valid approximation. For
all experiments we implement Control Design 3.1 with feedback (3.72) and where
µ̂k(zk, nk) is replaced with ê3, and nk = max {40, n∗(zk, Sk)}.
Experiment 3.3. For this experiment, θ(0) = φ(0) = 0 rad, ψ(0) = 19π/18 rad
(190◦), and ψd = 4π/3 rad (240◦). Figure 3.15 shows the Euler angles, angular
velocities, and controls. The yaw angle ψ reaches and stays at the desired setpoint ψd
by t = 500 s. The controls and angular velocities converge to zero. 4
Experiment 3.4. For this experiment, θ(0) = φ(0) = 0 rad, ψ(0) = 11π/36 rad
(55◦), and ψd = 2π/9 rad (40◦). Figure 3.16 shows the Euler angles, angular velocities,
and controls. The yaw angle ψ reaches and stays at the desired setpoint ψd by
approximately t = 250 s. The controls and angular velocities converge to zero. 4
3.9 Conclusion
We developed and analyzed setpoint tracking and command following algorithms for
attitude control of a small satellite using a rotating-mass actuator with limited stroke.
The control signals are continuous but only piecewise-continuously differentiable
sinusoids, which specify the angle of the rotating-mass actuator relative to the satellite
body. We presented a necessary and sufficient condition such that the actuator satisfies
the stroke constraint for all time. In the case of setpoint tracking, we showed that the
proposed control law yields asymptotic setpoint tracking while satisfying the actuator
stroke constraint. In the case of command following, we showed that the proposed



























































































Figure 3.15: Yaw setpoint tracking with ψ(0) = 19π/18 rad (or 190◦) and ψd = 4π/3 rad (or 240◦)




























































































Figure 3.16: Yaw setpoint maneuver with ψ(0) = 55◦ and ψd = 40◦ using Control Design 3.1, where
α = 7/9π rad (or 140◦) and nk = max {40, n∗(zk, Sk)}.
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constraint. For both setpoint tracking and command following we proposed several
algorithms to implement the control laws that vary in the achieved rate of convergence
and computational complexity. Finally, we presented singe-axis closed-loop setpoint
tracking experiments for a small-satellite on an air-bearing.
3.10 Construction of the Axis
Let Q ∈ SO(3). Then, [64] provides a constructive process to obtain q̂, which is
outlined as follows:
Construction of the Axis. Let Q ∈ SO(3). Then, q̂ is obtained using the
following procedure.
Step 1: Compute A = 1/2(Q − QT). If A 6= 0, then go to Step 2; otherwise, go to
Step 3.
Step 2: Set y = [ êT3Aê2 êT1Aê3 êT2Aê1 ]T and go to Step 4.
Step 3: Compute B = Q+ I and find j such that the Bêj 6= 0. Set y = Bêj and go to
Step 4.
Step 4: Set q̂ = y/‖y‖2.
Note that if q = π, then A in Step 1 is zero, and q̂ = y/‖y‖2, where y is obtained
using Step 3. However, in this case, note that q̂ = −y/‖y‖2 is valid too.
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Chapter 4
Small-Satellite Attitude Control Using Piecewise-Sinusoidal
Controls in Presence of Disturbance Torques
This chapter addresses small-satellite attitude control in the presence of external
disturbance torques using internal rotating-mass actuators. Unlike reaction wheels,
these rotating-mass actuators cannot perform complete rotations. Instead, their
stroke is limited to α radians of total rotation. We present a setpoint tracking
control algorithm that uses feedback of the satellite’s attitude and angular velocity
to determine the control signals, which are the angles of the rotating-mass actuators
relative to the satellite’s body. This feedback algorithm yields control signals that are
continuous but only piecewise-continuously differentiable sinusoids. We analyze the
stability and performance of the closed-loop system for the case where no external
torque is acting on the satellite. We present three numerical simulations to demonstrate
the setpoint tracking attitude controller: i) a satellite in low-Earth orbit neglecting
aerodynamic moment; ii) a satellite in low-Earth orbit including aerodynamic moment;
and iii) a satellite on an air-bearing on Earth, which results in a moment due to
gravity.
4.1 Introduction
Spacecraft attitude control has been studied using flywheel actuation systems,
propellant thrusters, and magnetic torquers (e.g., [47–49, 65, 66]). An alternative
approach is to use moving-mass actuators that have oscillating or vibrating masses
[1, 40, 52, 54, 67]. For example, [1, 40, 54] use internal oscillating masses to control
orientation. Oscillatory actuation for orientation control has potential application
and benefits for small-scale mechanical systems [1, 40,52,54]. It is shown in [68] that
oscillatory time-varying controls can be used when stabilization cannot be achieved
using smooth state feedback. Examples of time-varying feedback control signals
include piecewise constants [56,57], polynomials [56], and sinusoids [1,36,54,61,67,69].
This chapter considers attitude control for a small satellite that has internal
45
rotational-mass actuators that, unlike reaction wheels, cannot perform complete
rotations. Instead, these actuators are limited to α radians of total rotational stroke
relative to the satellite’s body. We consider the small-satellite attitude kinematics on
SO(3) coupled with rigid-body attitude dynamics with external torques, where the
control signals are the actuators’ angles relative to the rigid body. This limited-stroke
relative-angle control can be accomplished with servomotors [1].
For satellites with unconstrained rotational actuators (e.g., reaction wheels), it
is common to first design a kinematic-level angular-velocity controller that achieves
a desired attitude behavior. Then, this kinematic-level controller can be used to
obtain a dynamic-level torque controller using backstepping, sliding mode control,
or passivity-based approaches (e.g., [8, 16,70,71]). However, this approach does not
directly apply to the limited-stroke relative-angle actuation system considered in this
chapter. Instead, we consider limited-stroke relative-angle actuators with control
signals that are continuous but only piecewise-continuously differentiable sinusoids,
that is, signals that are continuous and piecewise sinusoidal but whose derivatives
contain discontinuities. These control signals give rise to angular velocities that
contain discontinuities.
This chapter presents several contributions. First, we present the attitude kine-
matics and dynamics for a small-satellite system with an external disturbance torque
and where the satellite has limited-stroke relative-angle actuators. These dynamics
can model a small satellite subject to a variety of external torques/moments. For
example, these dynamics can model a small satellite in low-Earth orbit subject to an
aerodynamic moment. These dynamics can also model a satellite on an air bearing
on Earth, where avoidable mass imbalances about the center of rotation gives rise to
moments due to gravity. Next, we present a setpoint tracking control algorithm that
uses the satellite’s attitude and angular velocity feedback to determine the actuator’s
relative-angle control signals, which are continuous but only piecewise-continuously
differentiable sinusoids. We analyze the stability and performance of the closed-loop
system for the case where no external torque is acting on the satellite. The set-
point tracking control algorithm presented in this chapter is related to the control
in [1, Section V.A]; however, the control in [1, Section V.A] includes only attitude
feedback and does not include angular velocity feedback. Furthermore, the angular
velocity feedback used in this chapter helps to provide some robustness to unknown
external disturbance torques, whereas the control in [1, Section V.A] is not designed
to accommodate external torques. Finally, we present three simulation examples to
demonstrate attitude setpoint tracking using the controller.
4.2 Notation
The special orthogonal group SO(3) is the set of orthogonal matrices in R3×3 with
determinant one. The geodesic distance between P ∈ SO(3) and Q ∈ SO(3) is
d(P,Q) , arccos tr P
TQ− 1







Figure 4.1: Small-Satellite system.
where tr is the trace. Note that d(P,Q) = 0 if and only if P = Q. Let logP denote
the matrix logarithm of P ∈ SO(3).
The set of skew-symmetric matrices in R3×3 is denoted by so(3). For i ∈ {1, 2, 3},
let ei ∈ R3 denote the ith column of I ∈ R3×3, which is the 3× 3 identity matrix. If
y ∈ R3, then define
[y]× ,
[ 0 −eT3 y eT2 y
eT3 y 0 −eT1 y
−eT2 y eT1 y 0
]
∈ so(3).
The generators of so(3) are Ex , [e1]×, Ey , [e2]×, and Ez , [e3]×. The Frobenius
norm of Ω ∈ so(3) is ‖Ω‖F ,
√
tr ΩTΩ. Let exp Ω denote the matrix exponential
of Ω ∈ so(3). Unless otherwise stated, all references to k in this chapter are for all
k ∈ N , {0, 1, 2, · · · }.
4.3 Small-Satellite Attitude Dynamics
We present the attitude dynamics of the satellite system shown in Figure 4.1. This
small-satellite system includes a rigid satellite body B as well as rotational actuators
mounted on 3 orthogonal axes and used for attitude control.
Let FI be an inertial frame, that is, a frame in which Newton’s second law is valid,
and has orthogonal unit vectors ı̂I, ̂I, and k̂I. Let o denote the center of mass (COM)
of the satellite system. Let FB be a frame that is fixed to and rotates with the rigid
satellite body B, and has center o. The frame FB has orthogonal unit vectors ı̂B, ̂B,
and k̂B, which are parallel to the rotational axes of the actuator pairs 1, 2, and 3,
respectively. For all i ∈ {1, 2, 3}, let Fi be a frame that is fixed to and rotates with
the ith actuator pair. Let oB denote the COM of the rigid satellite body B, and for
all i ∈ {1, 2, 3}, let oA denote the COM of the ith actuator pair. Unless otherwise
stated, all references to i in this chapter are for all i ∈ {1, 2, 3}.
Let [·]F denote a physical vector or tensor resolved in the frame F. The position of
oB with respect to o is
⇀
r , which is resolved in FB as r , [
⇀
r ]FB . The position of oA
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with respect to o is ⇀q , which is resolved in FB as q , [
⇀
q ]FB . The angular velocity of
FB relative to FI is
⇀







= [ ωx ωy ωz ]T. (4.1)
Let ui be the rotation angle of the ith actuator pair relative to B. Define
u , [ u1 u2 u3 ]T. (4.2)
The angular velocity of Fi relative to FI is
⇀












The inertia tensor of B relative to its center of mass oB is
⇀








 Ix −Ixy −Ixz−Ixy Iy −Iyz
−Ixz −Iyz Iz
,
where Ix, Iy, and Iz are the moments of inertia, and Ixy, Ixz, and Iyz are the products
of inertia. The inertia tensor of the ith actuator pair relative to its center of mass
oA is
⇀
I i, which is resolved in FB as Ii , [
⇀
I i]FB = diag(Ii,x, Ii,y, Ii,z), where Ii,x, Ii,y,
and Ii,z are the moments of inertia, and diag(·) is a diagonal matrix whose diagonal
elements are the arguments of the operator. The mass of B is m and the mass of the
ith actuator pair is mi.
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I B · FI⇀̇ω + ⇀ω ×
⇀





















I i · Fi⇀̇ωi + ⇀ωi ×
⇀
I i · ⇀ωi
)
,
where Fi⇀̇ωi is the time derivative of
⇀
ωi with respect to Fi. Let
⇀
ωi/B be the angular
velocity of Fi relative to FB. Thus, Fi
⇀̇





ei + ω̇ − [(eTi u̇)ei]×ω.
The total external torque acting on the satellite system about o is
⇀
T , which is















T , which is
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+ Iiαi + [ωi]×Iiωi
)
= T. (4.4)
4.3.1 Dynamics with No External Torques
We now consider the case where the total external torque on the satellite is zero
(i.e.,
⇀
T = 0). Thus, it follows that FI
⇀̇
Ho = 0. Furthermore, we assume that the initial
angular momentum is zero, which implies that
⇀
Ho = 0. Resolving
⇀
Ho = 0 in FB yields
ω = Ku̇, (4.5)
where K , −L−1Ir, Ir , diag(I1,x, I2,y, I3,z), and







4.3.2 Dynamics of a Small Satellite on an Air Bearing
We now present the attitude dynamics of the satellite system in Figure 4.1 on a
three-dimensional air bearing. In this case, we assume that instead of the COM, o in
Figure 4.1 denotes the center of rotation (COR) of the satellite system.























where R ∈ SO(3) is the rotation matrix from FB to FI. Thus, the attitude dynamics
is given by (4.4), where T = Tg.
4.4 Attitude Control Problem Statement
Consider the small-satellite rotation system given by (4.4) and
Ṙ(t) = R(t)[ω(t)]×, (4.8)
where t ≥ 0; R(t) ∈ SO(3) is the attitude (i.e, the rotation matrix from FB to FI);
R(0) ∈ SO(3) is the initial attitude; ω : [0,∞)→ R3 is the angular velocity, which has
the elements given by (4.1); u : [0,∞)→ R3 is the control, which has the elements
given by (4.2), where ui(t) is the angle of the ith actuator pair relative to the satellite
body B; T : [0,∞)→ R3 is the external torque, which has the elements given by (4.3);
and L ∈ R3×3 is given by (4.6).
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Ṙ(t) = R(t) [ω(t)]×




























Figure 4.2: Setpoint tracking controller.
Let ω0 > 0, and define Ts , 2π/ω0. We call u an admissible control if for all
t ∈ Ik = [kTs, (k + 1)Ts),
u(t) = Γk
[
sinω0t 1− cosω0t 0
]T
, (4.9)
where Γk ∈ R3×3 is the control parameter. Note that (4.9) is continuous, piecewise si-
nusoidal, and continuously differentiable on Ik; however, u̇ generally has discontinuities
at kTs.
Let Rd ∈ SO(3) be a constant reference attitude. Define the command-following
error Z(t) , RTdR(t), and the scalar performance z(t) , d(R(t), Rd) = d(Z(t), I). We
consider the setpoint tracking problem, where the objective is to make z small.
4.5 Control Design and Analysis
This section presents the admissible control (4.9) for setpoint tracking. For all













which implies that ωm,k = 0. Thus, ωm,k can be viewed as the mean angular velocity
over Ik−1 due to the exogenous torque T .













, if k > 0,
0, if k = 0,
(4.11)
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where τ ∈ [0, Ts]; R̂k(τ) ∈ SO(3) is the attitude estimate; R̂k(0) = Rk is the initial
condition; and ωm,0 = 0. Note that (4.11) is a one-step-ahead predictor, which can be
computed at time kTs. More specifically, R̂k(Ts) is an estimate of what the satellite’s
attitude would be at step k+ 1 due to the exogenous torque, assuming that no control
was applied over the interval Ik. This one-step-ahead predictor is used to generate
a control that helps to compensate for the unknown exogenous torque T . Note that
if T = 0, then ωm,k = 0 and R̂k(Ts) = Rk. In this case, the estimate R̂k(Ts) of the
satellite’s attitude at step k+1 (assuming that no control was applied over the interval
Ik) is equal to the current attitude Rk, which is the correct estimate since T = 0.
Define the one-step-ahead attitude error Ẑk , RTd R̂k(Ts), and the associated scalar
performance ẑk , d(Ẑk, I).
Let n be a positive integer. Then, for all t ∈ Ik, consider the admissible control
(4.9), where
Γk = γkK−1Sk, (4.12)
γk =




and Sk ∈ SO(3) satisfies









Note that [67, Appendix] provides a constructive process for obtaining Sk ∈ SO(3)
that satisfies (4.14). Figure 4.2 shows the schematic of the setpoint tracking controller.
The positive integer n is a tuning gain. Specifically, smaller n results in larger γk,
which results in larger amplitudes of the sinusoidal control (4.9).
Next, we analyze the performance of the setpoint tracking controller for the case
where no external torque is acting on the satellite system. Consider the small-satellite
system (4.4) and (4.8), where for all t ≥ 0, T (t) = 0. Then, it follows that the attitude
dynamics are given by (4.5). In this case, the following theorem is the main result on
setpoint tracking using an admissible control.
Theorem 4.1. Consider the open-loop system (4.5) and (4.8), and the admissible
control (4.9), where Γk and γk are given by (4.12) and (4.13), and Sk satisfies (4.14),
where Ek is given by (4.15). Then, for all R(0) ∈ SO(3), limt→∞ z(t) = 0.






Thus, it follows from (4.10) that ωm,k = 0, and (4.11) that R̂k(Ts) = Rk, which implies
that Ẑk = Zk and ẑk = zk.
51
Figure 4.3: Small-satellite in a circular orbit around the earth.
Define ck , ω0γk, and substituting (4.12) in (4.16) implies that
[ω(t)]× = ckSk[(cosω0t)Ex + (sinω0t)Ey]S
T
k . (4.17)








Thus, it follows from [67, Theorem 4] with Ω(t), ωk, and ck in [67, Theorem 4] set
equal to [ω(t)]×, ω0, and ω0γk that limt→∞ z(t) = 0.
4.6 Numerical Results
Let oE denote the center of the earth, and FI be an inertial frame that is fixed (i.e,
non-rotating) and has center oE. The COM of the satellite o moves along a circular
orbit O with center oE. The frame FO has center o and has orthogonal unit vectors ı̂O,
̂O, and k̂O. The unit vector ı̂O points toward oE, and ̂O is tangent to O as shown in
Figure 4.3. The position of the COM of the satellite o with respect to oE is
⇀
r o, which is
resolved in FO as [
⇀
r o]FO = −roe1, where ro is the radius of O. The angular velocity of FO
relative to FI is
⇀
ωO, which is resolved in FO as ωO , [
⇀
ωO]FO = −ωO,ze3. Note that ωO,z
is given by Kepler’s equation as ωO,z =
√
GM/r3o , where G = 6.67× 10−11 N·kg−2·m2
is the universal gravity constant, and M = 5.972× 1024 kg is the mass of the earth.
Let Q ∈ SO(3) denote the rotation matrix that rotates frame FO to FI. Then, Q(t)
satisfies
Q̇(t) = Q(t)[−ωO,ze3]× (4.18)
where t ≥ 0; Q(t) ∈ SO(3); Q(0) is the initial attitude; and −ωO,ze3 is the angular
velocity.
Next, we present an expression for the aerodynamic torque acting on the satellite
about its COM. We assume that the satellite is parallelopiped (i.e., the surface of the
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satellite can be decomposed in to six flat faces). Consider a face f ∈ {1, 2, 3, 4, 5, 6} of
the satellite, which has area Af , and translational velocity
⇀
v relative to the atmosphere,
which is expressed in FO as [
⇀
v ]FO = ve2. Unless otherwise stated, all references to f
in this chapter are for all f ∈ {1, 2, 3, 4, 5, 6}. Let n̂f be an unit vector normal to the
face f and pointing in the outward direction. Then, the aerodynamic force on face f
is
⇀







2〈n̂f , ̂O〉Af ̂O,
where ρ is the atmospheric density, CD is the drag coefficient, 〈n̂f , ̂O〉 is the dot
product of n̂f and ̂O, and H(x) = 1 if x ≥ 0, else H(x) = 0. Next, note that
[̂O]FB = RTQe2, where Q satisfies (4.18). Then,
⇀
F a,f is expressed in FB as
Fa,f , [
⇀





where σf , [n̂f ]TFBR
TQe2, [n̂1]FB = e1, [n̂2]FB = e2, [n̂3]FB = e3, [n̂4]FB = −e1,
[n̂5]FB = −e2, and [n̂6]FB = −e3.
Let ⇀r f be the position of the center of pressure of the face f (i.e., point on the
face f where
⇀
F a,f acts) with respect to o, which is resolved in FB as rf , [
⇀
r f ]FB .














[rf ]×Fa,f . (4.19)
Example 4.1. This example demonstrates closed-loop attitude setpoint tracking
for a small-satellite in a circular orbit O of radius ro = 6.778×106 m, which implies that
ωO,z = 1.1× 10−3 rad/s. In this example, we neglect the aerodynamic moment acting
on the satellite. The attitude kinematics and dynamics of the small-satellite about
its COM is given by (4.4) and (4.8), where for all t ≥ 0, T (t) = 0. Let m = 0.131 kg,
mi = 0.361 kg, r = [−1.56 1.15 −18.7]T × 10−4 m, q = [1.9 −1.4 22.4]T × 10−5 m,
IB = diag (1.23, 1.24, 1.24) × 10−4 kg·m2, I1 = diag (4.7, 10.95, 10.95) × 10−4 kg·m2,
I2 = diag (10.95, 4.7, 10.95)× 10−4 kg·m2, I3 = diag (10.95, 10.95, 4.7)× 10−4 kg·m2,
and R(0) = I. These moments of inertia are selected based on the design of a
small cube satellite that is being developed for testing on board the International
Space Station. Let φ, θ, and ψ be the roll, pitch, and yaw Euler angles defined
by a 3–2–1 rotation sequence that rotates FI to FB. The desired attitude is Rd =
exp [0.2099 0.7395 0.2099]T×, which corresponds to desired roll, pitch, and yaw angles
of 20◦, 40◦, and 20◦.
Consider the admissible control (4.9) and (4.12)–(4.15), where ω0 = 5π rad/s and
n = 5. Figure 4.4 shows the Euler angles, angular velocities, and the controls. The
Euler angles converge to the desired values, and the angular velocities and the controls

























































































Figure 4.4: Setpoint tracking with no external torque, where ω0 = 5π rad/s and n = 5. The desired
























































































Figure 4.5: Setpoint tracking with external torque, where ω0 = 5π rad/s and n = 5. The desired roll,
pitch and yaw angles are 20◦, 40◦, and 20◦.
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Control in Section V
Control in [9, Section V.A]
Figure 4.6: Trajectories of d(Rk, Rd) for setpoint tracking control designs in Section 4.5 and [1,
Section V.A].
Example 4.2. This example demonstrates closed-loop attitude setpoint tracking
for a small satellite in a circular orbit O, where the aerodynamic moment is acting on the
satellite. All the values are the same as in Example 4.1, except for all t ≥ 0, T (t) = Ta(t)
in (4.4), and Ta is given by (4.19), where r1 = [5061.9 −1.4 22.4]T × 10−5 m,
r2 = [1.9 5058.6 22.4]T × 10−5 m, r3 = [1.9 −1.4 5082.4]T × 10−5 m, r4 = [−5058.1
−1.4 22.4]T × 10−5 m, r5 = [1.9 −5061.4 22.4]T × 10−5 m, r6 = [1.9 −1.4
−5037.6] × 10−5 m, Af = 0.010404 m2, ρ = 5.04 × 10−11 kg·m3, CD = 2.2, and
Q(0) = I.
Consider the admissible control (4.9) and (4.12)–(4.15), where ω0 = 5π rad/s and
n = 5. Figure 4.5 shows the Euler angles, angular velocities, and the controls.
Figure 4.6 shows the trajectory of d(Rk, Rd) over a period of 24 hours for Ex-
ample 4.2 with the control design in Section 4.5, where ω0 = 5π rad/s and n = 1.
For comparison, Figure 4.6 also shows d(Rk, Rd) over a period of 24 hours using the
control design in [1, Section V.A] with the same ω0 and n. Note that the control
in [1, Section V.A] is closely related to the control in Section 4.5 of this chapter;
however, the control in [1, Section V.A] does not include angular velocity feedback and
is not designed to accommodate external torques. As shown in Figure 4.6, the external
torque causes d(Rk, Rd) to move away from zero. However, the control with angular
velocity feedback presented in this chapter mitigates the impact of the external torque
in comparison to the control in [1, Section V.A]. Specifically, after 24 hours, d(Rk, Rd)
is 0.023 rad (= 1.32◦) with the control in Section 4.5, and it is 0.13 rad (= 7.45◦) with



















































































Figure 4.7: Setpoint tracking with moment due to gravity, where ω0 = 5π rad/s and n = 2. The






















































































Figure 4.8: Setpoint tracking with moment due to gravity, where ω0 = 5π rad/s and n = 1. The
desired roll, pitch and yaw angles are 0◦, 5◦, and 0◦.
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Example 4.3. This example demonstrates closed-loop attitude setpoint tracking
for a small-satellite on an air-bearing on Earth. The attitude kinematics and dynamics
of the small-satellite about it’s COR is given by (4.4) and (4.8), where for all t ≥ 0,
T (t) = Tg(t), and Tg is given by (4.7), m = 2.5 kg, m1 = m2 = 1.16 kg, m3 =
2.32 kg, r = −10−5e3 m, q = −10−5e3 m, IB = diag (10.5, 10.5, 51.7) × 10−3 kg·m2,
I1 = diag (3, 7, 7)× 10−3 kg·m2, I2 = diag (7, 3, 7)× 10−3 kg·m2, I3 = diag (14, 14, 6)×
10−3 kg·m2, g = 9.81 m/s2, and R(0) = I. These moments of inertia are selected
based on the design of an experimental test-bed (like the one in [1]) that is being
developed for attitude control of a small cube-satellite system on a three-dimensional
air-bearing. The desired attitude Rd = exp [0 0.0873 0]T×, which corresponds to
desired roll, pitch, and yaw angles of 0◦, 5◦, and 0◦.
Consider the admissible control (4.9) and (4.12)–(4.15), where ω0 = 5π rad/s and
n = 2. Figure 4.7 shows the Euler angles, angular velocities, and the controls.
Figure 4.8 shows the Euler angles, angular velocities, and the controls for Ex-
ample 4.3 with the admissible control (4.9) and (4.12)–(4.15), where ω0 = 5π rad/s
and n = 1. Figure 4.7 and Figure 4.8 show that the control amplitudes continue to
grow with time. The setpoint tracking performance will deteriorate after the control
amplitudes exceed the stroke-limits of the actuators and the actuators saturate. 4
4.7 Conclusion
We developed a setpoint tracking algorithm for attitude control of a small satellite
in the presence of external torques using a rotating-mass actuator with limited stroke.
We analyzed the stability and performance of the closed-loop system for the case where
no external torque is acting on the satellite. In this case, we showed that the control
yields asymptotic setpoint tracking for all initial orientations. Future work includes
stability and performance analysis in presence of external torques, and an extension
to the control design to address strict actuator amplitude constraints. In addition,
future work will include examining the potential benefit of using a multi-step-ahead




Consensus on SO(3) with Piecewise-Continuous Sinusoids
In this chapter we present and analyze feedback control algorithms for multi-agent
orientation consensus on SO(3), where each agent's angular-velocity control is restricted
to be a piecewise-continuous sinusoid. The main results are three algorithms for
orientation consensus using piecewise-continuous sinusoidal controls. Each algorithm
can either include or not include a leader, which can be either stationary or rotating.
The first algorithm achieves almost global orientation consensus for the case where
each agent uses absolute-orientation feedback of its neighbor agents. The second
algorithm achieves local orientation consensus for the case where each agent uses
relative-orientation feedback of its neighbor agents. The third algorithm achieves local
reduced-orientation (i.e., pointing-direction) consensus for the case where each agent
uses pointing-direction feedback of its neighbor agents. We also present numerical
simulations to demonstrate these algorithms.
5.1 Introduction
Rigid-body orientation consensus control arises in applications ranging from
aerospace and underwater vehicles to small-scale mechanical devices and robots.
The orientation of a rigid body can be represented as an element of the special
orthogonal group SO(3), that is, the set of 3× 3 orthogonal matrices with determinant
one. Thus, SO(3) is the configuration space for rigid-body orientation; however, this
configuration space is not Euclidean. Parameterizations of SO(3) include Euler angles,
Rodrigues parameters, and quaternions. For example, Euler angles parameterize
rigid-body orientation in the Euclidean space R3; however, this parameterization is
nonunique and gives rise to singularities. In fact, no parameterization of SO(3) is
both unique and global [2, 3]. Orientation control methods that are designed using
parameterizations of SO(3) can lead to undesirable (e.g., unstable) behavior such as
unwinding [4].
The nonparameterized orientation kinematics on SO(3) are given by Ṙ(t) =
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R(t)Ω(t), where R(t) ∈ SO(3) is the rotation matrix and Ω(t) is the 3 × 3 skew-
symmetric matrix representation of the angular velocity. Orientation control is often
addressed at the kinematic level, where angular velocity Ω is the control input. The
kinematic-level controller can be used to aid in the design of a dynamic-level controller
that accounts for the orientation dynamics, where torques are often the control input.
For example, a kinematic-level controller can be combined with techniques such as
backstepping, sliding mode control, or passivity-based control [7–12] to provide a
dynamic-level controller. One important result on kinematic-level orientation control
is that there does not exist a continuous time-invariant feedback control law for Ω that
makes the identity of SO(3) a globally asymptotically stable equilibrium [4]. Almost
globally asymptotically stabilizing feedback control laws on SO(3) are presented in [5]
and [6]. The approaches in these papers do not consider the case where the kinematic
control Ω is restricted to be a piecewise-continuous sinusoid.
Orientation consensus (or synchronization) for multi-agent systems has been
addressed at both the kinematic level [13–16] and the dynamic level [17–28]. Reduced
orientation consensus is addressed in [29], [30], and [31]. In addition, [32] addresses
the problem of partial orientation consensus for underactuated systems. However,
none of these approaches address the case where the control is restricted to be a
piecewise-continuous sinusoid.
In this chapter, we consider orientation consensus on SO(3) where the kinematic
control is a piecewise-continuous sinusoid. Sinusoidal controls are used for nonholo-
nomic systems [33], including wheeled vehicles [34], underactuated satellites [35,36],
and underwater vehicles [36,37]. Sinusoidal controls are also applicable for vibrational
orientation-control systems, which are used for small-scale mechanical systems [38–40].
Orientation consensus using piecewise-continuous sinusoids is motivated by multi-
agent system where each agent relies on shape-change actuators for orientation control.
These actuation systems generate oscillatory angular velocities, which are used for
orientation control [38,39,41]. Shape change actuation systems include moving masses,
vibrating beams, and oscillating flywheels [1, 42–44]. These oscillatory actuation
systems serve as an alternative to conventional flywheel actuation systems for small-
scale applications.
Orientation control on SO(3) using piecewise-continuous sinusoids is addressed
in [36] and [45]. Specifically, [36] considers a class of drift-free left-invariant systems
that evolve on matrix Lie groups, and uses averaging to develop an open-loop steering
control Ω that uses small-amplitude piecewise-continuous sinusoids. In contrast, [45]
derives an exact solution of the orientation kinematics with sinusoidal Ω, and uses
this exact solution to develop piecewise-continuous sinusoidal feedback controllers for
setpoint tracking and command following. Note that [36] and [45] address single agent
control problems and are not multi-agent consensus algorithms.
In this chapter, we develop and analyze feedback control methods for orienta-
tion consensus on SO(3), where each agent’s control is restricted to be a piecewise-
continuous sinusoid. We present three such algorithms, which can either include or not
include a leader, which can be either stationary or rotating. These algorithms differ in
the type of measurement required for feedback (i.e., absolute orientation versus relative
orientation versus pointing direction) and the required interagent communication (i.e.,
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feedback) structure.
For the first algorithm, each agent uses absolute-orientation feedback of its neighbor
agents to achieve almost global orientation consensus. In this case, the neighbor sets
are such that the interagent communication structure represents a strongly connected
directed graph. The second algorithm achieves local orientation consensus. However,
this algorithm requires that each agent has only relative-orientation feedback of its
neighbor agents, where the neighbor sets are such that the interagent communication
structure represents a quasi-strongly connected directed graph. For the third algorithm,
each agent has a prescribed pointing axis and uses pointing-direction feedback of its
neighbor agents to achieve local pointing-direction (i.e., reduced-orientation) consensus.
In this chapter, pointing-direction consensus means the asymptotic alignment of the
agents’ pointing directions. Pointing consensus is studied in [72], where pointing
consensus means that agents point toward a common target.
For each orientation consensus algorithm, we first present an ideal non-admissible
(i.e., non-piecewise-continuous sinusoidal) control that achieves the desired orientation
consensus objective. These ideal non-admissible controls extend the results in [13]
and [30] to include a leader, which can be potentially rotating. Next, each ideal
non-admissible control is used to derive and analyze an admissible (i.e., piecewise-
continuous sinusoidal) control that achieves the desired orientation consensus objective.
5.2 Notation
The special orthogonal group SO(3) is the set of orthogonal matrices in R3×3 with
determinant one. The geodesic distance between P ∈ SO(3) and Q ∈ SO(3) is
d(P,Q) , arccos tr P
TQ− 1
2 ∈ [0, π],
where tr is the trace. Note that d(P,Q) = 0 if and only if P = Q. The open ball
of radius r > 0 about Q ∈ SO(3) is Br(Q) , {P ∈ SO(3) : d(P,Q) < r}. Let logP
denote the matrix logarithm of P ∈ SO(3). See [46] for a definition.
Define S2 , {p ∈ R3 : pTp = 1}. The geodesic distance between p ∈ S2 and q ∈ S2
is d(p, q) , arccos pTq ∈ [0, π]. Note that d(p, q) = 0 if and only if p = q. The open
ball of radius r > 0 about q ∈ S2 is Br(q) , {p ∈ S2 : d(p, q) < r}.
The set of skew-symmetric matrices in R3×3 is denoted by so(3). For i ∈ {1, 2, 3},
let ei ∈ R3 denote the ith column of I ∈ R3×3, which is the 3× 3 identity matrix. If
y ∈ R3, then define
[y]× ,
[ 0 −eT3 y eT2 y
eT3 y 0 −eT1 y
−eT2 y eT1 y 0
]
∈ so(3).
The generators of so(3) are Ex , [e1]×, Ey , [e2]×, and Ez , [e3]×. The Frobenius
norm of Ω ∈ so(3) is ‖Ω‖F ,
√
tr ΩTΩ. Let exp Ω denote the matrix exponential of
Ω ∈ so(3).
Unless otherwise stated, all references to k in this chapter are for all k ∈ N ,
{0, 1, 2, · · · }. Let ∆t > 0 be a time increment, and define the interval Ik , [k∆t, (k +
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1)∆t). The function f : [0,∞)→ R is a piecewise-continuous sinusoid on the sequence
of intervals Ik if f is sinusoidal on Ik. Let G be either SO(3) or so(3). If f : [0,∞)→ G
is a function of time t ≥ 0, then define fk , f(k∆t).
5.3 Preliminary Results on Rotation Systems With Sinusoidal Controls
This section presents preliminary results regarding a rotation system with a
sinusoidal control. These results are used in the subsequent sections to address
orientation consensus with piecewise-continuous sinusoidal controls. Consider the
three-dimensional rotation system
Ṙ(t) = R(t)Ω(t), (5.1)
where t ≥ 0, R(t) ∈ SO(3), R(0) ∈ SO(3) is the initial condition, and Ω: [0,∞) →
so(3) is the kinematic control given by
Ω(t) = cS[(cosωt)Ex + (sinωt)Ey]ST, (5.2)
where ω > 0, c ∈ R, and S ∈ SO(3). Note that Ω can be expressed as
Ω(t) = ωx(t)Ex + ωy(t)Ey + ωz(t)Ez,
where ωx, ωy, ωz : [0,∞)→ R are sinusoids.
The closed-form solution of (5.1) and (5.2) is derived in [45] and is given by































(sinωnt) cosωt− (cosωnt) sinωt,




































where Φ(a,b)(t) is the (a, b) entry of Φ(t), and
ωn ,
√
ω2 + c2. (5.4)






where E , (c/ωn)Ex + (ω/ωn)Ez. Note that (5.5) is the solution of (5.1) with Ω = Ω̂,
where
Ω̂(t) , (ωn − ω)SEST, (5.6)
which is a constant control. The following result compares the solutions (5.3) and
(5.5).
Lemma 5.1. Consider (5.3) and (5.5), and let ∆t = 2π/ω. Then,








d(R(t), R̂(t)) = arccos ω
2 − c2
ω2 + c2 . (5.8)
Lemma 5.1 states that at times k∆t, the orientation R with the sinusoidal control
(5.2) is equal to the orientation R̂ with the constant control (5.6). In addition, (5.8)
provides an expression for the maximum geodesic distance between R and R̂ during
the time interval Ik.
5.4 Consensus Problem Formulation
Let the positive integer n be the number of agents, and define the agent index set
V , {1, 2, . . . , n}. For each i ∈ V, consider the three-dimensional rotation system
Ṙi(t) = Ri(t)Ωi(t), (5.9)
where t ≥ 0, Ri(t) ∈ SO(3), Ri(0) ∈ SO(3) is the initial condition, and Ωi : [0,∞)→
so(3) is the kinematic control. Let ω > 0, and define ∆t , 2π/ω.






where ci,k ∈ R and Si,k ∈ SO(3).
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The control parameters in (5.10) are ci,k and Si,k. For each i ∈ V and for all t ≥ 0,
Ωi can be expressed as
Ωi(t) = ωx,i(t)Ex + ωy,i(t)Ey + ωz,i(t)Ez, (5.11)
where ωx,i, ωy,i, ωz,i : [0,∞)→ R are piecewise-continuous sinusoids on the sequence
of intervals Ik. Thus, the set of admissible controls is contained in the set of angular
velocities with components ωx,i, ωy,i, ωz,i that are piecewise-continuous sinusoids on
the sequence of intervals Ik.
Consider the leader rotation system
Ṙ0(t) = R0(t)Ω0(t), (5.12)
where t ≥ 0, R0(t) ∈ SO(3), R0(0) is the initial condition, and Ω0 : [0,∞)→ so(3) is
an exogenous command.
Define P , {(i, j) ∈ V × V : i 6= j}, which is the set of ordered pairs. For all
(i, j) ∈ P, define Rij , RTi Rj and for all i ∈ V, define Ri0 , RTi R0. Unless otherwise
stated, all statements in this chapter that involve the subscript i are for all i ∈ V, and
all statements that involve the subscripts i and j are for all (i, j) ∈ P.
The interagent communication (or feedback) structure is represented using a
directed graph. The agent index set V is the vertex set of the directed graph, and
the n elements of V are the vertices. Let E ⊆ V × V be the directed edge set. The
elements of E are the directed edges. Then, the directed graph is G = (V,E).
A walk of length h from vo ∈ V to vh ∈ V is the (h + 1)-tuple (v0, v1, . . . , vh) ∈
V× V× . . .× V such that for all i ∈ {1, 2, . . . , h}, (vi−1, vi) ∈ E. The directed graph
G = (V,E) is strongly connected if for all distinct ρ, σ ∈ V, there exists a walk from ρ
to σ. The directed graph G = (V,E) is quasi-strongly connected if there exists ρ ∈ V
such that for all σ ∈ V \ {ρ}, there exists a walk from ρ to σ. In this case, ρ is a
center vertex of the quasi-strongly connected directed graph G = (V,E).
Define the neighbor set Ni , {j ∈ V : (j, i) ∈ E}. We assume that for all i ∈ V,
(i, i) ∈ E, which implies that i ∈ Ni. This chapter addresses three orientation-consensus
control problems. Each problem can either include or not include the leader R0, which
can be either stationary (i.e., Ω0 = 0) or rotating (i.e., Ω0 6= 0).
The control objective for the first problem is to design an admissible control Ωi
that uses absolute-orientation feedback {Rj}j∈Ni to achieve almost global orientation
consensus, that is, for all Ri(0) ∈ Bπ(I), limt→∞Rij(t) = I. For this problem, the
neighbor sets Ni are assumed to be such that G is strongly connected.
The control objective for the second problem is to design an admissible control Ωi
that uses relative-orientation feedback {Rij}j∈Ni to achieve local orientation consensus,
that is, for all initial orientations in an open ball of radius π/2, limt→∞Rij(t) = I.
For this problem, the neighbor sets Ni are assumed to be such that G is quasi-strongly
connected. In this case, the weaker assumptions of relative-orientation feedback and
a quasi-strongly connected graph are used to obtain local rather than almost global
orientation consensus.
The third control problem addresses reduced-orientation (i.e., pointing-direction)
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consensus. For all i ∈ V⋃{0}, let pi ∈ S2. The control objective is to design an
admissible control Ωi that uses pointing-direction feedback {Rijpj}j∈Ni , which is the
pointing direction of agent j as observed by agent i, to achieve local pointing-direction
consensus, that is, for all initial pointing directions in an open ball of radius π/2,
limt→∞ pTi Rij(t)pj = 1. For this problem, the neighbor sets Ni are assumed to be such
that G is quasi-strongly connected.
For each problem, we present an admissible feedback control that achieves the
desired orientation consensus. If there is a stationary leader (i.e., Ω0 = 0) and there
exists a center vertex l ∈ V of G such that the lth agent has a feedback measurement of
the leader’s orientation, then the admissible control also causes the agents to achieve
orientation consensus with the leader. If the leader is non-stationary (i.e., Ω0 6= 0),
then the restriction that the angular-velocity control is an admissible control (5.10)
prevents perfect consensus, and thus, the objective is approximate consensus. In this
case, we assume that each agent has a measurement of Ω0i , Ri0Ω0RTi0, which is the
leader’s angular velocity as observed by agent i.
5.5 Admissible Control for Almost Global Consensus
This section presents an admissible feedback control (5.10) that achieves almost
global orientation consensus. For all i ∈ V⋃{0} and all t ≥ 0, define
Zi(t) ,
Ri(t), if Ω0 = 0,RT0 (t)Ri(t), if Ω0 6= 0. (5.13)
We assume that G = (V,E) is strongly connected; the ith agent has the feedback
{Zj}j∈Ni ; and there exists l ∈ V such that the lth agent has the feedback Z0.





, αi(logZ0 − logZi) + Ω0i +
∑
j∈Ni
aij(logZj − logZi), (5.14)
where αi ≥ 0, for all j ∈ Ni \ {i}, aij > 0, for all j /∈ Ni \ {i}, aij = 0. If the leader is
stationary (i.e., Ω0 = 0), then Ω0i = 0 and the ith agent requires feedback Zj = Rj
(for all j ∈ Ni), which is the orientation of agent j. In this case, the ith agent requires
orientation feedback R0 of the leader if and only if αi > 0, which is required for only
one agent. If, on the other hand, the leader is rotating (i.e., Ω0 6= 0), then the ith
agent requires feedback Zj = RT0 Rj (for all j ∈ Ni), which is the orientation of agent
j relative to the leader. In this case, all agents require some information regarding
the leader’s orientation, which could be more restrictive than the case where Ω0 = 0
and Zi = Ri. However, for the case where Ω0 = 0, all results in this section also hold
with Zi = RT0 Ri used in place of Zi = Ri.
The following result provides sufficient conditions for almost global consensus using
the non-admissible control (5.14). This result shows that αi can be zero for all agents
except one. This result is an extension of [13] to address consensus with a leader.
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Theorem 5.1. Consider (5.9), where Ωi = Ω∗i and Ω∗i is given by (5.14). Assume
that G = (V,E) is strongly connected, and assume that for all i ∈ V⋃{0}, Zi(0) ∈
Bπ(I). Then, the following statements hold:
i) For all (i, j) ∈ P, limt→∞Rij(t) = I.
ii) Assume that there exists l ∈ V such that αl > 0. Then, for all i ∈ V,
limt→∞Ri0(t) = I.
Part i) of Theorem 5.1 states that all agents achieve almost global orientation
consensus. Part ii) of Theorem 5.1 states that if there exists l ∈ V such that αl > 0,
then the agents also converge to the orientation of the leader.
Proof of Theorem 5.1. Define V+ , V
⋃{0} and E+ , E⋃{0, 0}⋃{(0, i) : i ∈
V and αi > 0}, and consider the directed graph G+ = (V+,E+), which includes the n
agents and the leader. For all i ∈ V+, define Ni+ , {j ∈ V+ : (j, i) ∈ E+}, and define
P+ , {(i, j) ∈ V+ × V+ : i 6= j}.
Next, define ai0 , αi, and it follows from (5.9), (5.12), and (5.14) that





aij(logZj − logZi). (5.16)
In addition, Ż0 = Z0Γ0 = 0, where Γ0 ,
∑
j∈N0+ a0j (logZj − logZ0) = 0, which
implies that Z0 = Z0(0).
For all i ∈ V+, let zi : [0,∞)→ R3 be such that logZi = [zi]×, and note that zi is
the rotation vector associated with Zi. Using the same argument as in [13, Proof of
Theorem 2], it follows that for all t ≥ 0, Zi(t) ∈ Bπ(I), which implies that for all t ≥ 0,
zi(t) is well defined. For all i ∈ V+, it follows from (5.15), (5.16), and [5, Lemma 4]
that
żi = F (zi)γi, (5.17)
where F : R3 → R3×3 is given by













j∈Ni+ aij(zj − zi). Note that γ0 = 0, which implies that ż0 = 0. Thus,
z0 = z0(0).
Let L ∈ Rn×n be such that for all (i, j) ∈ P, L(i,j) = −aij and for all i ∈ V,
L(i,i) =
∑
j∈Ni aij . Note that L is the Laplacian of G. Define z , [ zT1 . . . zTn ]T, and
it follows from (5.17) and (5.18) that
ż = −G(z)
[




where ⊗ is the Kronecker product; A , diag (α1, . . . , αn) ∈ Rn×n; 1n ∈ Rn is the
vector of ones; G : R3n → R3n×3n is given by G(z) , diag (F (z1), . . . , F (zn)); and diag
is the block diagonal matrix whose block-diagonal elements are the arguments.
Since G is strongly connected, it follows from [73, Lemma 2] that there exists a
positive-definite diagonal matrixD ∈ Rn×n such that LTD+DL is positive semidefinite,
0 is a simple eigenvalue of LTD +DL, and (LTD +DL)1n = 0.
Consider the Lyapunov-like function V : R3n → [0,∞) defined by V (z) , zT(D ⊗
I)z. Evaluating V̇ (z) , ∂V (z)
∂z
ż along the trajectories of (5.19) yields
V̇ (z) = − zT(LT ⊗ I)GT(z)(D ⊗ I)z − zT(D ⊗ I)G(z)(L⊗ I)z
+ 2zT(D ⊗ I)G(z)(A⊗ I)(1n ⊗ z0 − z).
Since (D ⊗ I)G(z) = G(z)(D ⊗ I) and GT(z)z = z, it follows that
V̇ (z) = −zT(X ⊗ I)z − zT(AD ⊗ I)z + 2zT(AD ⊗ I)(1n ⊗ z0), (5.20)
where X , LTD +DL+ AD. Define
Y (z) , (1n ⊗ z0 − z)T(AD ⊗ I)(1n ⊗ z0 − z)
= zT(AD ⊗ I)z − 2zT(AD ⊗ I)(1n ⊗ z0) + C,
where C , (1n ⊗ z0)T(AD ⊗ I)(1n ⊗ z0) ≥ 0, which implies that
2zT(AD ⊗ I)(1n ⊗ z0) = zT(AD ⊗ I)z − Y (z) + C. (5.21)
Thus, (5.20) and (5.21) imply that
V̇ (z) = −zT(X ⊗ I)z − Y (z) + C. (5.22)
To show ii), assume that there exists l ∈ V such that αl > 0, which implies that
AD is diagonal, positive semidefinite, and nonzero. Thus, X is positive semidefinite.
Assume for contradiction that X is not positive definite, which implies that there exists
a nonzero η ∈ Rn such that ηTXη = 0. Thus, ηT(LTD +DL)η = 0 and ηTADη = 0.
Since ηT(LTD +DL)η = 0, LTD +DL is positive semidefinite, and zero is a simple
eigenvalue of LTD+DL with an associated eigenvector 1n, it follows that there exists
η0 ∈ R \ {0} such that η = η01n. Since AD is diagonal, positive semidefinite, and
nonzero it follows that ηTADη = η201TnAD1n 6= 0, which is a contradiction. Thus, X
is positive definite.
Since D and X are positive definite, it follows that ε , λmin(X)/λmax(D) > 0,
where λmin(X) is the minimum eigenvalue ofX and λmax(D) is the maximum eigenvalue
of D. Adding and subtracting εV (z) to the right-hand side of (5.22) yields
V̇ (z) = −εV (z) + C − U(z), (5.23)
where
U(z) , zT(X ⊗ I)z + Y (z)− εV (z). (5.24)
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Next, (5.23) implies that for all t ≥ 0

















Note that (5.24) implies that
U(z) ≥ λmin(X)zTz + Y (z)− ελmax(D)zTz = Y (z) ≥ 0,
































−ε(t−τ)U(z(τ)) dτ is nondecreasing and upperbounded, it follows that limt→∞∫ t
0 e
−ε(t−τ)U(z(τ)) dτ exists. Thus, (5.25) implies that limt→∞ V (z(t)) exists.
Since limt→∞ V (z(t)) exists, it follows that V (z(t)) is bounded, which implies
that z(t) is bounded. Since z(t) is bounded and V̈ (z) , [∂V̇ (z)/∂z]ż is a continuous
function of z, it follows that V̈ (z(t)) is bounded, which implies that V̇ (z(t)) is uniformly
continuous. Since, in addition, limt→∞
∫ t
0 V̇ (z(τ)) dτ = limt→∞ V (z(t)) − V (z(0))
exists, it follows from Barbalat’s lemma that limt→∞ V̇ (z(t)) = 0, which implies that
z converges to H , {z ∈ R3n : V̇ (z) = 0}. It follows from (5.20) that H = {z ∈
R3n : − zT[(LTD +DL)⊗ I]z + 2 zT(AD ⊗ I)(1n ⊗ z0 − z) = 0}, which implies that
H = {0, 1n ⊗ z0}.
We consider two cases: z0 = 0 and z0 6= 0. First, assume that z0 = 0, which implies
that H = {0}. Thus, limt→∞ z(t) = 0, which implies that limt→∞ Zi(t) = I. Thus,
limt→∞Ri0(t) = limt→∞ ZTi (t)Z0 = I, which confirms ii) for z0 = 0.
Next, assume z0 6= 0. Assume for contradiction that limt→∞ z(t) = 0. Thus,










γl(t) = al0z0 6= 0. (5.26)
Since limt→∞ zl(t) = 0 and limt→∞ żl(t) exists, it follows from that limt→∞ żl(t) = 0,
which contradicts (5.26). Thus, limt→∞ z(t) 6= 0, which implies that limt→∞ z(t) = 1n⊗
z0. Thus, limt→∞ Zi(t) = Z0, which implies that limt→∞Ri0(t) = limt→∞ ZTi (t)Z0 = I,
which confirms ii) for z0 6= 0.
To show i), we consider two cases: a) there exists l ∈ V such that αl > 0, and
b) for all i ∈ V, αi = 0. First assume that there exists l ∈ V such that αl > 0, and
it follows from ii) that limt→∞Rij(t) = (limt→∞Ri0(t))(limt→∞RTj0(t)) = I, which
confirms i) for case a).
Next, assume for all i ∈ V, αi = 0, which implies that A = 0. Thus, it follows from
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(5.20) that V̇ (z) = −zT[(LTD +DL)⊗ I]z. Since LTD +DL is positive semidefinite,
it follows that V̇ (z) ≤ 0. Since zero is a simple eigenvalue of LTD + DL with
the associated eigenvector 1n, it follows from the LaSalle’s invariance theorem that
limt→∞(zi(t) − zj(t)) = 0. Thus, limt→∞Rij(t) = limt→∞ ZTi (t)Zj(t) = I, which
confirms i) for case b).
In the case without a leader (i.e., αi = 0 and Ω0 = 0), the ideal non-admissible
control (5.14) relies on absolute-orientation feedback, and Theorem 5.1 requires that
G is strongly connected. However, if the interagent communication method allows for
agents to communicate auxiliary variables to one another, then the non-admissible
control in [14, Algorithm 1] achieves almost global orientation consensus using relative-
orientation feedback and interagent communication of auxiliary variables under the
assumption that G is quasi-strongly connected [14, Proposition 2].
We note that the admissible-feedback-control design procedure presented in the
remainder of this section does not change if the ideal non-admissible control (5.14) is
replaced in the subsequent development by the non-admissible control [14, Algorithm 1].
In this case, since [14, Algorithm 1] uses relative-orientation feedback and quasi-
strongly connected communication, it follows from the development below that the
resulting admissible control also uses relative-orientation feedback and quasi-strongly
connected communication. Furthermore, the analytic results presented below on the
admissible control do not change if the non-admissible control (5.14) is replaced by
the non-admissible control [14, Algorithm 1].
Next, we present an admissible feedback control (5.10) such that the closed-loop
response with the admissible control approximates the closed-loop response with the






which is a sampling of the non-admissible control (5.14).
Control Design 5.1. Let Ω∗i and Ω∗i,k be given by (5.14) and (5.27). Consider















, if ‖Ω∗i,k‖F 6= 0,











Note that [45, Lemma 1] confirms the existence of Si,k ∈ SO(3) that satisfies (5.29),
and [45, Appendix] provides a constructive process for obtaining Si,k ∈ SO(3) that
satisfies (5.29).
To analyze Control Design 5.1, for all t ∈ Ik, consider the ideal trajectory
R∗i : [0,∞)→ SO(3) that satisfies
Ṙ∗i(t) = R∗i(t)Ω∗i({Z∗j,k}j∈Ni , Z∗0,k,Ω∗0i,k), (5.32)
where R∗i(0) = Ri(0), Ω∗0i , RT∗iR0Ω0RT0 R∗i, and Z∗i is defined similarly to Zi in
(5.13) but with Ri replaced by R∗i. The following theorem is the main result on almost
global orientation consensus using an admissible control.
Theorem 5.2. Let Ω∗i and Ω∗i,k be given by (5.14) and (5.27). Consider (5.9)
and (5.10), where ci,k and Si,k are given by Control Design 5.1. Furthermore, consider
R∗i : [0,∞)→ SO(3), which satisfies (5.32), where R∗i(0) = Ri(0). Then, for all i ∈ V,












Theorem 5.2 states that at the sample times, the orientation Ri with the admissible
control given by Control Design 5.1 is equal to the orientation R∗i with the ideal non-
admissible control (5.27). In addition, (5.34) provides an expression for the maximum
geodesic distance between Ri and R∗i during the intersample time interval Ik. It
follows from (5.34) that increasing ω > 0 tends to decrease supt∈Ik d(Ri(t), R∗i(t)).
However, it follows from (5.28) that increasing ω > 0 tends to increase ci,k, which is
the magnitude of the admissible control (5.10).
Proof of Theorem 5.2. To show (5.33), we use induction on k ∈ N. First, note
that Ri(0) = R∗i(0), which implies that (5.33) holds for k = 0. Next, assume that (5.33)
holds for k = ` ∈ N, and it follows that Ri,` = R∗i,`, which implies that Zi,` = Z∗i,`,
Z0,` = Z∗0,`, and Ω0i,` = Ω∗0i,`. Thus, (5.27) implies that Ω∗i({Z∗j,`}j∈Ni , Z∗0,`,Ω∗0i,`) =
Ω∗i,`, and since the solution to (5.32) is continuous on [0,∞), it follows that for all






Solving (5.30) and (5.28) for Ω∗i,` and ‖Ω∗i,`‖F/
√
2, respectively, and substituting into
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Since expSi,`Ei,`STi,` = Si,`(expEi,`)STi,`, it follows from (5.29) that expSi,`Ei,`STi,` =




i,` = Λi,`. (5.37)
















To show (5.33) holds for k = `+1, note that the solution Ri to (5.38) is continuous
on [0,∞). Since Ri,` = R∗i,`, it follows from (5.7) of Lemma 5.1 with S, c, Rk, and R̂
replaced by Si,`, ci,`, Ri,`, and R∗i, respectively, that Ri,`+1 = R∗i,`+1, which confirms
(5.33).
To show (5.34), it follows from (5.8) of Lemma 5.1 with S, c, R(0), t, R, and R̂
replaced by Si,k, ci,k, Ri,k, t− k∆t, Ri, and R∗i, respectively, that
sup
t∈Ik




and substituting (5.28) into (5.39) yields (5.34).
Example 5.1. This example demonstrates Control Design 5.1 for a stationary
(i.e., Ω0 = 0) leader. Consider (5.9) and (5.12), where V = {1, 2, 3}, and N1 = {1, 3},
N2 = {1, 2}, and N3 = {2, 3}. This corresponds to the directed graph G = (V,E),
where E = {(1, 1), (1, 2), (2, 2), (2, 3) (3, 3), (3, 1)}. Thus, G is strongly connected. Let
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Figure 5.2: Time histories of d(Ri, R∗i). The agents with the admissible control given by Control
Design 5.1 approach the same consensus orientation as they do with the ideal non-admissible control
(5.27). The agents’ orientations with the admissible control equal the agents’ orientations with the
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Figure 5.4: Trajectories of ri and r∗i.
α1 = 1, α2 = 0, α3 = 0, a13 = 1, a21 = 1, a32 = 1, and Ω0 = 0. The initial conditions
are R0(0) = exp [−1.20 −0.714 −0.494]T×, R1(0) = exp [0.539 −1.09 0.664]T×,
R2(0) = exp [−1.18 0.461 −0.018]T×, R3(0) = exp [0.837 0.645 1.21]T×. For all
i ∈ V⋃{0}, Ri(0) ∈ Bπ(I). Thus, the assumptions of Theorem 5.1 are satisfied.
Consider the admissible control given by Control Design 5.1, where ω = 10π rad/s
and ∆t = 0.2 s. Figure 5.1 shows the geodesic distance d(R0, Ri) between the agents
and the leader, and Figure 5.2 shows the geodesic distance d(Ri, R∗i) between the
actual and the ideal trajectories. Figure 5.1 demonstrates that the agents asymp-
totically approach a consensus orientation, which is the orientation of the leader.
Figure 5.2 shows that limt→∞ d(Ri(t), R∗i(t)) = 0, which implies that the agents with
the admissible control given by Control Design 5.1 approach the same consensus
orientation as they do with the ideal non-admissible control (5.27). Figure 5.2 also
shows that the agents’ orientations with the admissible control equal the agents'
orientations with the ideal non-admissible control at times k∆t, which demonstrates
(5.33) of Theorem 5.2. Figure 5.3 shows the admissible controls.
To visualize the orientations, we use the axis-angle representations of R0, Ri, and
R∗i. For all i ∈ V
⋃{0} and all t ≥ 0, let ri(t) ∈ R3 satisfy [ri]× = logRi, and for all
t ≥ 0, let r∗i(t) ∈ R3 satisfy [r∗i]× = logR∗i. Figure 5.4 shows the trajectories of ri
and r∗i, and demonstrates that the agents with the admissible control asymptotically
approach the consensus orientation in a helix-like trajectory, which occurs because
the controls ωx,i, ωy,i, and ωz,i are piecewise-continuous sinusoids on the sequence of
intervals Ik. 4
Example 5.2. This example demonstrates Control Design 5.1 for a rotating
leader. All values are the same as in Example 5.1, except Ω0 = 1/100[10Ex −
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Figure 5.5: Time histories of d(R0, Ri). The agents achieve approximate consensus with the rotating
leader.
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Figure 5.6: Time histories of d(Ri, R∗i).
(sin 4π/10t)Ey] rad/s.
Figure 5.5 shows that for all t > 15 s, d(R0(t), Ri(t)) < 0.2. Figure 5.6 shows that
for all t > 15 s, d(Ri(t), R∗i(t)) < 0.2. Since the leader is rotating, it is not possible
to achieve consensus with an admissible control; however, approximate consensus is
achieved and the maximum error is given by (5.34). Figure 5.6 also shows that the
agents’ orientations with the admissible control equal the agents’ orientations with the
ideal non-admissible control at times k∆t, which demonstrates (5.33) of Theorem 5.2.
Figure 5.7 shows the admissible controls, and Figure 5.8 shows the trajectories of ri
and r∗i. 4
5.6 Admissible Control for Local Consensus
This section presents an admissible feedback control (5.10) that achieves local
orientation consensus. We assume that G = (V,E) is quasi-strongly connected; the ith
agent has the relative-orientation feedback {Rij}j∈Ni ; and there exists a center vertex
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Figure 5.8: Trajectories of ri and r∗i.
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where αi ≥ 0, for all j ∈ Ni \ {i}, aij > 0, and for all j /∈ Ni \ {i}, aij = 0. The
ith agent requires feedback Ri0 if and only if αi > 0. If the leader is stationary (i.e.,
Ω0 = 0), then the second term in (5.40) is zero.
The following result provides sufficient conditions for local consensus using the
non-admissible control (5.40). This result shows that αi can be zero for all agents
except one agent that is a center vertex of G, which is quasi-strongly connected. This
result is an extension of [13] to address consensus with a leader.
Theorem 5.3. Consider (5.9), where Ωi = Ω∗i and Ω∗i is given by (5.40). Assume
that G = (V,E) is quasi-strongly connected, and assume that there exists Q ∈ SO(3)
such that for all i ∈ V, Ri(0) ∈ Bπ/2(Q). Then, the following statements hold:
i) Assume that for all i ∈ V, αi = 0. Then, for all (i, j) ∈ P, limt→∞Rij(t) = I.
ii) Assume that there exists a center vertex l ∈ V of G = (V,E) such that αl > 0,
and assume that R0(0) ∈ Bπ/2(Q). Then, for all i ∈ V, limt→∞Ri0(t) = I.
Part i) of Theorem 5.3 states that if αi = 0, then all agents achieve orientation
consensus. Part ii) of Theorem 5.3 states that if there exists a center vertex l ∈ V
of G such that αl > 0, then the agents also converge to the orientation of the leader.
Theorem 5.3 is a local result because the initial orientations R1(0), . . . , Rn(0), and
the leader’s initial orientation R0(0) (if applicable) must be contained in an open ball
of radius π/2 rad.
Proof of Theorem 5.3. For all i ∈ V⋃{0}, define Zi , RT0 Ri. Since, for all
i ∈ V, Ri(0) ∈ Bπ/2(Q), it follows that d(Zi(0), RT0 (0)Q) = d(Ri(0), Q) < π/2, which
implies that for all i ∈ V, Zi(0) ∈ Bπ/2(RT0 (0)Q).
Next, it follows from (5.9), (5.12), and (5.40) that
Żi = ṘT0 Ri +RT0 Ṙi
= ΩT0RT0 Ri +RT0 Ri
(






where Γi , αi logZTi Z0 +
∑
j∈Ni aij logZTi Zj.
To show i), let αi = 0, which implies that Γi =
∑
j∈Ni aij logZTi Zj . Since G is quasi-
strongly connected, it follows from [13, Corollary 13] with {ωi}i∈V, {xij}(i,j)∈P, and Q
in [13, Corollary 13] replaced by {Γi}i∈V, {logZTi Zj}(i,j)∈P, and RT0 (0)Q, respectively,
that for all (i, j) ∈ P, limt→∞ ZTi (t)Zj(t) = I. Thus, for all (i, j) ∈ P, limt→∞Rij(t) =
limt→∞ ZTi (t)Zj(t) = I, which confirms i).
To show ii), define V+ , V
⋃{0} and E+ , E⋃{(0, 0)} ⋃{(0, i) : i ∈ V and αi > 0},
and consider the directed graph G+ = (V+,E+), which includes the n agents and
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the leader. For all i ∈ V+, define Ni+ , {j ∈ V+ : (j, i) ∈ E+}, and define
P+ , {(i, j) ∈ V+ × V+ : i 6= j}.
Next, define ai0 , αi, and it follows that Γi =
∑
j∈Ni+ aij logZTi Zj. In addition,
Ż0 = Z0Γ0 = 0, where Γ0 ,
∑
j∈N0+ a0j logZT0 Zj = 0. Since R0(0) ∈ Bπ/2(Q), it
follows that Z0(0) ∈ Bπ/2(RT0 (0)Q). Thus, for all i ∈ V+, Zi(0) ∈ Bπ/2(RT0 (0)Q).
Furthermore, since G is quasi-strongly connected and there exists a center vertex
l ∈ V of G such that (0, l) ∈ E+, it follows that G+ is quasi-strongly connected.
Thus, it follows from [13, Corollary 13] with G, {ωi}i∈V, {xij}(i,j)∈P, and Q in [13,
Corollary 13] replaced by G+, {Γi}i∈V+ , {logZTi Zj}(i,j)∈P+ , and RT0 (0)Q, respectively,
that for all (i, j) ∈ P+, limt→∞ ZTi (t)Zj(t) = I, which implies that for all (i, j) ∈ P+,
limt→∞RTi (t)Rj(t) = I. Thus, for all i ∈ V, limt→∞Ri0(t) = I.
Next, we present an admissible feedback control (5.10) such that the closed-loop
response with the admissible control approximates the closed-loop response with the
ideal non-admissible control (5.40). For notational convenience, define
Ω∗i,k , Ω∗i({Rij,k}j∈Ni , Ri0,k,Ω0i,k), (5.41)
which is a sampling of the non-admissible control (5.40).
Control Design 5.2. Let Ω∗i and Ω∗i,k be given by (5.40) and (5.41). Consider
the admissible control (5.10), where ∆t = 2π/ω, ci,k is given by (5.28), and Si,k
satisfies (5.29), where Λi,k and Ei,k are given by (5.30) and (5.31).
To analyze Control Design 5.2, for all t ∈ Ik, consider the ideal trajectory
R∗i : [0,∞)→ SO(3) that satisfies
Ṙ∗i(t) = R∗i(t)Ω∗i({RT∗i,kR∗j,k}j∈Ni , RT∗i,kR0,k,Ω∗0i,k), (5.42)
where R∗i(0) = Ri(0) and Ω∗0i , RT∗iR0Ω0RT0 R∗i. The following theorem is the main
result on local orientation consensus using an admissible control. The proof is similar
to the proof of Theorem 5.2.
Theorem 5.4. Let Ω∗i and Ω∗i,k be given by (5.40) and (5.41). Consider (5.9)
and (5.10), where ci,k and Si,k are given by Control Design 5.2. Furthermore, consider
R∗i : [0,∞)→ SO(3), which satisfies (5.42), where R∗i(0) = Ri(0). Then, for all i ∈ V,
(5.33) and (5.34) are satisfied.
Example 5.3. This example demonstrates Control Design 5.2 for a stationary
(i.e., Ω0 = 0) leader. Consider (5.9) and (5.12), where V = {1, 2, 3}, and N1 = {1},
N2 = {1, 2}, and N3 = {1, 3}. This corresponds to the directed graph G = (V,E),
where E = {(1, 1), (1, 2), (1, 3), (2, 2), (3, 3)}. Thus, G is quasi-strongly connected but
not strongly connected. Let α1 = 1, α2 = 0, α3 = 0, a21 = 1, a31 = 1, and Ω0 = 0.
The initial conditions are R0(0) = exp [−0.325 0.8 −0.262]T×, R1(0) = exp [−0.778
0.561 −0.221]T×, R2(0) = exp [−0.517 −0.192 −0.807]T×, R3(0) = exp [−0.736
0.884 0.912]T×. For all i ∈ V
⋃{0}, Ri(0) ∈ Bπ/2(I). Thus, the assumptions of










































Figure 5.10: Time histories of d(Ri, R∗i). The agents with the admissible control given by Control
Design 5.2 approach the same consensus orientation as they do with the ideal non-admissible control
(5.41). The agents’ orientations with the admissible control equal the agents’ orientations with the
ideal non-admissible control at times k∆t.
Consider the admissible control given by Control Design 5.2, where ω = 10π rad/s
and ∆t = 0.2 s. Figure 5.9 shows that the agents asymptotically approach a con-
sensus orientation, which is the orientation of the leader. Figure 5.10 shows that
limt→∞ d(Ri(t), R∗i(t)) = 0, which implies that the agents with the admissible control
given by Control Design 5.2 approach the same consensus orientation as they do
with the ideal non-admissible control (5.41). Figure 5.10 also shows that the agents’
orientations with the admissible control equal the agents’ orientations with the ideal
non-admissible control at times k∆t, which demonstrates (5.33) of Theorem 5.4.
Figure 5.11 shows the admissible controls.
Figure 5.12 shows the trajectories of ri and r∗i, and demonstrates that the agents
with the admissible control asymptotically approach the consensus orientation in a
helix-like trajectory, which occurs because the controls ωx,i, ωy,i, and ωz,i are piecewise-






















































Figure 5.12: Trajectories of ri and r∗i.
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Figure 5.13: Time histories of d(R0, Ri). The agents achieve approximate consensus with the rotating
leader.
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Figure 5.14: Time histories of d(Ri, R∗i).
Example 5.4. This example demonstrates Control Design 5.2 for a rotating
leader. All values are the same as in Example 5.3, except Ω0(t) = 1/100[10Ex −
(sin 4π/10t)Ey] rad/s.
Figure 5.13 shows that for all t > 5, d(R0(t), Ri(t)) < 0.2. Figure 5.14 shows that
for all t > 5, d(Ri(t), R∗i(t)) < 0.2. Since the leader is rotating, it is not possible
to achieve consensus with an admissible control; however, approximate consensus is
achieved and the maximum error is given by (5.34). Figure 5.14 also shows that the
agents’ orientations with the admissible control equal the agents’ orientations with the
ideal non-admissible control at times k∆t, which demonstrates (5.33) of Theorem 5.4.
Figure 5.15 shows the admissible controls, and Figure 5.16 shows the trajectories of ri
and r∗i. 4
5.7 Admissible Control for Local Reduced-Orientation Consensus
For all i ∈ V⋃{0}, let pi ∈ S2. This section presents an admissible feedback control
(5.10) that achieves local reduced-orientation (i.e., pointing-direction) consensus, that
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Figure 5.16: Trajectories of ri and r∗i.
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the ith agent has the pointing-direction feedback {Rijpj}j∈Ni , which is the pointing
direction of agent j as observed by agent i; and there exists a center vertex l ∈ V of G
such that the lth agent has the relative-orientation feedback Rl0.
To design an admissible control (5.10), consider the ideal non-admissible control














i − pipTj RTij
)
, (5.43)
where αi ≥ 0, for all j ∈ Ni \ {i}, aij > 0, and for all j /∈ Ni \ {i}, aij = 0. The ith
agent requires feedback Ri0p0 if and only if αi > 0. If the leader is stationary (i.e.,
Ω0 = 0), then the second term in (5.43) is zero.
The following result provides sufficient conditions for local reduced-orientation
consensus using the non-admissible control (5.43). This result shows that αi can
be zero for all agents except one agent that is a center vertex of G, which is quasi-
strongly connected. This result extends the results of [30], [74] and [75] to address
reduced-orientation consensus with a leader.
Theorem 5.5. Consider (5.9), where Ωi = Ω∗i and Ω∗i is given by (5.43). Assume
that G = (V,E) is quasi-strongly connected, and assume that there exists q ∈ S2 such
that for all i ∈ V, Ri(0)pi ∈ Bπ/2(q). Then, the following statements hold:
i) Assume that for all i ∈ V, αi = 0. Then, for all (i, j) ∈ P, limt→∞ pTi Rij(t)pj = 1.
ii) Assume that there exists a center vertex l ∈ V of G = (V,E) such that αl > 0,
and assume that R0(0)p0 ∈ Bπ/2(q). Then, for all i ∈ V, limt→∞ pTi Ri0(t)p0 = 1.
Part i) of Theorem 5.5 states that if αi = 0, then all agents achieve reduced-
orientation consensus. Part ii) of Theorem 5.5 states that if there exists a center
vertex l ∈ V of G such that αl > 0, then the agents also achieve reduced-orientation
consensus with the leader.
Proof of Theorem 5.5. For all i ∈ V⋃{0}, define Zi , RT0 Ri. Since, for all
i ∈ V, Ri(0)pi ∈ Bπ/2(q), it follows that d(Zi(0)pi, RT0 (0)q) = d(Ri(0)pi, q) < π/2,
which implies that for all i ∈ V, Zi(0)pi ∈ Bπ/2(RT0 (0)q).
Next, it follows from (5.9), (5.12), and (5.43) that Żi = ZiΓi, where Γi ,
αi(ZTi Z0p0pTi − pipT0ZT0 Zi) +
∑
j∈Ni aij(ZTi ZjpjpTi − pipTj ZTj Zi).
To show i), let αi = 0, which implies that Γi =
∑
j∈Ni aij(ZTi ZjpjpTi − pipTj ZTj Zi).
Since G is quasi-strongly connected and Zi(0)pi ∈ Bπ/2(RT0 (0)q), it follows from [30,
Remark 3.7] that for all (i, j) ∈ P, limt→∞ pTi ZTi (t)Zj(t)pj = 1. Thus, for all (i, j) ∈ P,
limt→∞ pTi Rij(t)pj = limt→∞ pTi ZTi (t)Zj(t)pj = 1, which confirms i).
To show ii), define V+ , V
⋃{0} and E+ , ⋃{(0, 0)}⋃ {(0, i) : i ∈ V and αi > 0},
and consider the directed graph G+ = (V+,E+), which includes the n agents and
the leader. For all i ∈ V+, define Ni+ , {j ∈ V+ : (j, i) ∈ E+}, and define
P+ , {(i, j) ∈ V+ × V+ : i 6= j}.
Next, define ai0 , αi, and it follows that Γi =
∑
j∈Ni+ aij (ZTi ZjpjpTi − pipTj ZTj Zi).
In addition, Ż0 = Z0Γ0 = 0, where Γ0 ,
∑
j∈N0+ a0j(ZT0 ZjpjpT0 − p0pTj ZTj Z0) = 0.
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Since R0(0)p0 ∈ Bπ/2(q), it follows that Z0(0)p0 ∈ Bπ/2(RT0 (0)q). Furthermore,
since G is quasi-strongly connected and there exists a center vertex l ∈ V of G such
that (0, l) ∈ E+, it follows that G+ is quasi-strongly connected. Thus, it follows
from [30, Remark 3.7] that for all (i, j) ∈ P+, limt→∞ pTi ZTi (t)Zj(t)pj = 1, which
implies that for all (i, j) ∈ P+, limt→∞ pTi RTi (t)Rj(t)pj = 1. Thus, for all i ∈ V,
limt→∞ pTi Ri0(t)p0 = 1, which confirms ii).
Theorem 5.5 is a local result because the initial pointing directions R1(0)p1, . . . ,
Rn(0)pn, and the leader’s initial pointing direction R0(0)p0 (if applicable) must be
contained in an open ball of radius π/2 rad. If G is undirected (i.e., aij = aji) and
connected, then [29] shows that part i) of Theorem 5.5 can be strengthened to almost-
global reduced-orientation consensus, that is, reduced-orientation consensus is achieved
for all initial pointing directions R1(0)p1, . . . , Rn(0)pn in an open ball of radius π rad.
Furthermore, the admissible feedback control design and analysis presented in the rest
of this section does not change if G is undirected and connected. In this case, since
the ideal non-admissible control ensures almost-global reduced-orientation consensus,
it follows from Theorem 5.6 below that the properties of the admissible control are
also almost global.
Next, we present an admissible feedback control (5.10) such that the closed-loop
response with the admissible control approximates the closed-loop response with the






which is a sampling of the non-admissible control (5.43).
Control Design 5.3. Let Ω∗i and Ω∗i,k be given by (5.43) and (5.44). Consider
the admissible control (5.10), where ∆t = 2π/ω, ci,k is given by (5.28), and Si,k
satisfies (5.29), where Λi,k and Ei,k are given by (5.30) and (5.31).
To analyze Control Design 5.3, for all t ∈ Ik, consider the ideal trajectory R∗i :






where R∗i(0) = Ri(0) and Ω∗0i , RT∗iR0Ω0RT0 R∗i. The following theorem is the main
result on local reduced-orientation consensus using an admissible control. The proof
is similar to the proof of Theorem 5.2.
Theorem 5.6. Let Ω∗i and Ω∗i,k be given by (5.43) and (5.44). Consider (5.9)
and (5.10), where ci,k and Si,k are given by Control Design 5.3. Furthermore, consider
R∗i : [0,∞)→ SO(3), which satisfies (5.45), where R∗i(0) = Ri(0). Then, for all i ∈ V,
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Figure 5.17: Time histories of d(R0p0, Ripi). The agents’ pointing directions converge to the
stationary leader’s pointing direction.
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Theorem 5.6 states that at the sample times, the pointing direction Ripi with
the admissible control given by Control Design 5.3 is equal to the pointing direction
R∗ipi with the ideal non-admissible control (5.44). In addition, (5.46) provides an
expression for the maximum geodesic distance between Ripi and R∗ipi during the
intersample time interval Ik. It follows from (5.46) that increasing ω > 0 tends to
decrease supt∈Ik d(Ri(t)pi, R∗i(t)pi).
Example 5.5. This example demonstrates Control Design 5.3 for a stationary
(i.e., Ω0 = 0) leader. Consider (5.9) and (5.12), where V = {1, 2, 3}. The neighbor sets
Ni and gains αi and aij are the same as in Example 5.3. Let p0 = [0.707 0.707 0]T,
p1 = [0.707 0 0.707]T, p2 = [1 0 0]T, p3 = [−1 0 0]T, and Ω0 = 0. The initial
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Figure 5.20: Trajectories of Ripi and R∗ipi.
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Figure 5.21: Time histories of d(R0p0, Ripi). The agents achieve approximate reduced-orientation
consensus with the rotating leader.
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Figure 5.22: Time histories of di , d(Ripi, R∗ipi).
−0.741]T×, R3(0) = exp [0.37 0 −0.37]T×. For all i ∈ V
⋃{0}, Ri(0)pi ∈ Bπ/2(q), where
q = [0.614 0.623 −0.485]T. Thus, the assumptions of Theorem 5.5 are satisfied.
Consider the admissible control (5.10) given by Control Design 5.3, where ω =
10π rad/s and ∆t = 0.2 s. Figure 5.17 demonstrates that the agents’ pointing
directions asymptotically approach a consensus direction, which is the leader’s pointing
direction. Figure 5.18 shows that limt→∞ d(Ripi, R∗ipi) = 0, which implies that the
agents with the admissible control given by Control Design 5.3 approach the same
reduced-orientation consensus as they do with the ideal non-admissible control (5.44).
Figure 5.18 also shows that the agents’ pointing directions with the admissible control
equal the agents’ pointing directions with the ideal non-admissible control at times
k∆t, which demonstrates (5.33) of Theorem 5.6. Figure 5.19 shows the admissible
controls, and Figure 5.20 shows the trajectories of Ripi and R∗ipi. 4
Example 5.6. This example demonstrates Control Design 5.3 for a rotating
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Figure 5.23: Admissible controls.
Figure 5.21 shows that for all t > 5, d(R0(t)p0, Ri(t)pi) < 0.2. Figure 5.22 shows
that for all t > 5, d(Ri(t)pi, R∗i(t)pi) < 0.2. Since the leader is rotating, it is not
possible to achieve reduced-orientation consensus with an admissible control; however,
approximate reduced-orientation consensus is achieved and the maximum error is
given by (5.46). Figure 5.22 also shows that the agents’ pointing directions with the
admissible control equal the agents’ pointing directions with the ideal non-admissible
control at times k∆t, which demonstrates (5.33) of Theorem 5.6. Figure 5.23 shows
the admissible controls, and Figure 5.24 shows the trajectories of Ripi and R∗ipi. 4
5.8 Conclusion
We developed and analyzed feedback control algorithms for orientation consensus
on SO(3), where each agent’s angular-velocity control is restricted to be an admissible
control, which means that each component of the angular velocity is a piecewise-
continuous sinusoid. We presented admissible-control algorithms for almost global
orientation consensus, local orientation consensus, and local reduced-orientation (i.e.,
pointing-direction) consensus. Each algorithm can either include or not include a
leader, which can be either stationary or rotating. For each algorithm, we first
presented an ideal non-admissible (i.e., not piecewise-continuous sinusoidal) control
that achieves the orientation consensus objective. Then, each ideal non-admissible





















Figure 5.24: Trajectories of Ripi and R∗ipi.
objective. In summary, this chapter presents a general approach for generating an
admissible angular-velocity control using an ideal non-admissible angular-velocity
control. Thus, this approach can be used in combination with other angular-velocity
control algorithms such as those in [16], [15], and [14].
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Chapter 6
Small-Satellite Attitude Consensus Using Continuous
Sinusoids with Strict Amplitude Constraints
This chapter addresses attitude consensus of small satellites with internal rotating-
mass actuators that, unlike reaction wheels, cannot perform continuous rotations.
Instead, the rotational stroke of each actuator is limited to [−α, α] rad, where α > 0.
We develops and analyzes two dynamic-level attitude-feedback controllers that achieve
attitude consensus on SO(3) while satisfying the actuator stroke constraints. Both
controllers use control signals that are continuous and piecewise sinusoidal but whose
derivatives can contain discontinuities. For the first controller, each satellite uses
relative-attitude feedback of its neighbor satellites to achieve local attitude consensus.
For the second controller, each satellite uses absolute-attitude feedback of its neighbor
satellites to achieve almost global attitude consensus. For each of the controller,
we present several algorithms to design the control parameters. Finally, we present
simulation examples to demonstrate local and almost-global attitude consensus using
the two controllers.
6.1 Introduction
Small satellites have several advantages over conventional satellites, including lower
cost, shorter development time, and reduced complexity. Multiple small satellites in
a formation can perform certain tasks more efficiently than a single large satellite.
Many formation missions require satellites to synchronize their attitudes, which is
attitude consensus.
Attitude consensus for satellites has been studied at the kinematic level, where the
controls are each satellite’s angular velocities [16,71], and at the dynamic level, where
the controls are each satellite’s torques [16, 20, 71]. While attitude control is often
achieved using rotational actuators, an alternative approach is to use moving-mass
actuators that have internal oscillating or vibrating masses [1, 40, 52, 54]. In this case,
oscillatory and other time-varying control signals can be used even if stabilization
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using smooth state feedback cannot be achieved [55]. Examples of time-varying
feedback control signals include piecewise constants [56, 57], polynomials [56], and
sinusoids [1, 34, 36,54,61,67].
This chapter considers attitude consensus control for small satellites, where each
satellite has internal rotational-mass actuators. Unlike reaction wheels, these actuators
cannot perform complete rotations. Instead, the stroke of each actuator relative to
the satellite’s body is limited to [−α, α], where α ∈ (0, π] rad. For each satellite, we
consider attitude kinematics on SO(3) coupled with rigid-body attitude dynamics,
where the control signals are the actuators’ angles relative to the satellite body. This
limited-stroke relative-angle control can be accomplished using servomotor actuators
[1].
For satellites with unconstrained rotational actuators (e.g., reaction wheels), it is
common to design a kinematic-level angular-velocity controller that achieves desired
attitude control, which can then be used to obtain a dynamic-level torque controller
using backstepping, sliding mode control, or passivity-based approaches (e.g., [8, 16,
70, 71]). However, this approach does not directly apply to the limited-stroke relative-
angle actuation system considered in this chapter. Instead, we consider limited-stroke
relative-angle actuators with control signals that are continuous but only piecewise-
continuously differentiable sinusoids, that is, signals that are continuous and piecewise
sinusoidal but whose derivatives contain discontinuities. These control signals give
rise to angular velocities that contain discontinuities. Attitude control for a single
satellite using limited-stroke relative-angle actuators is considered in [1]; however, [1]
does not address multi-satellite attitude consensus.
This chapter presents several contributions. First, we present the attitude dynam-
ics for a small-satellite with limited-stroke relative-angle controls. We assume that
there is no exogenous moment or torque acting on the satellite (e.g., small-satellite in
deep space). Next, we combine the rigid-body dynamics of the small-satellite with its
attitude kinematics on SO(3). For each satellite we present a form of the dynamic-level
control, which is continuous but only piecewise-continuously differentiable sinusoidal,
which we call the admissible control. Next, we present a necessary and sufficient condi-
tion such that the admissible control satisfies the actuator stroke constraints. Next, we
develops and analyzes two dynamic-level admissible attitude-feedback controllers that
achieve attitude consensus on SO(3) while satisfying the actuator stroke constraints.
These dynamic-level controls leverage some kinematic-level results from [13]. For the
first controller, each satellite uses relative-attitude feedback of its neighbor satellites
to achieve local attitude consensus. For the second controller, each satellite uses
absolute-attitude feedback of its neighbor satellites to achieve almost global attitude
consensus. For each of the controller, we present several algorithms to design the
control parameters of the admissible control. These algorithms vary in their computa-
tional complexity and optimality in terms of the achieved rate of convergence to the
consensus attitude. Finally, we present simulation examples to demonstrate local and
almost-global attitude consensus using the two controllers.
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6.2 Notation
A physical vector is an abstract object that has magnitude and direction, but it
has no physical location. Physical vectors are denoted with an arrow, for example, ⇀y .
A physical unit vector is a physical vector with magnitude one. Physical unit vectors
are denoted with a hat, for example, ŷ. A frame is a collection of three mutually
orthogonal unit physical vectors. All frames in this chapter are right handed. If F is a
frame, then [·]F denotes a physical vector or tensor resolved in F. Furthermore, if ⇀y is
a physical vector, then F⇀̇y denotes the time derivative of ⇀y with respect to F.
The special orthogonal group SO(3) is the set of orthogonal matrices in R3×3 with
determinant one. The geodesic distance between P ∈ SO(3) and Q ∈ SO(3) is
d(P,Q) , arccos trP
TQ− 1
2 ∈ [0, π],
where tr is the trace. Note that d(P,Q) = 0 if and only if P = Q. The open ball
of radius r > 0 about Q ∈ SO(3) is Br(Q) , {P ∈ SO(3) : d(P,Q) < r}. Let logP
denote the matrix logarithm of P ∈ SO(3). See [60] for a definition.
Define S2 , {y ∈ R3 : yTy = 1}, which is the set of unit vectors in R3. For
q ∈ {1, 2, 3}, let eq ∈ S2 denote the qth column of I ∈ R3×3, which is the 3× 3 identity
matrix. The set of skew-symmetric matrices in R3×3 is denoted by so(3). If y ∈ R3,
then define
[y]× ,
[ 0 −eT3 y eT2 y
eT3 y 0 −eT1 y
−eT2 y eT1 y 0
]
∈ so(3).
Let exp Ω denote the matrix exponential of Ω ∈ so(3). See [60] for a definition. If
y ∈ R3, then ‖y‖ denotes the 2-norm of y.
For all P ∈ SO(3) such that d(P, I) < π, the rotation-vector representation of P is
p ∈ R3, where [p]× = logP . Furthermore, p ∈ R3 is unique.
Unless otherwise stated, all references to k in this chapter are for all k ∈ N ,
{0, 1, 2, . . . }. Let Ts > 0 be a time increment, and define Ik , [kTs, (k + 1)Ts).
6.3 Small-Satellite Attitude Dynamics
Let the positive integer n be the number of small-satellite agents, and define
the agent index set V , {1, 2, . . . , n}. Figure 6.1 shows a model of the ith satellite,
which includes a rigid satellite body Bi as well as rotational actuators mounted on 3
orthogonal axes and used for attitude control. Unless otherwise stated, all references
to i in this chapter are for all i ∈ V.
Let FI be an inertial frame, that is, a frame in which Newton’s second law is
valid, with orthogonal unit vectors ı̂I, ̂I, and k̂I. Let oi denote the center of mass
(COM) of the ith rigid satellite body Bi, and assume that oi is also the COM of the
rotational actuators. Let FBi be a frame that is fixed to and rotates with the rigid
satellite body Bi. The frame FBi has orthogonal unit vectors ı̂Bi , ̂Bi , and k̂Bi , which
are parallel to the rotational axes of the actuator pairs 1, 2, and 3, respectively. For





Figure 6.1: Model of the ith small-satellite agent.
pair of satellite agent i. Unless otherwise stated, all references to q in this chapter are
for all q ∈ {1, 2, 3}.
The angular velocity of FBi relative to FI is
⇀
ωi, which is resolved in FBi as
ωi , [
⇀
ωi]FBi = [ ωi,x ωi,y ωi,z ]
T. (6.1)
Let ui,q be the angle of rotation of the qth actuator pair relative to Bi, and define
ui , [ ui,1 ui,2 ui,3 ]T. (6.2)
The angular velocity of Fi,q relative to FI is
⇀












The inertia tensor of Bi relative to its COM is
⇀
I i, which is resolved in FBi as
Ii , [
⇀
I i]FBi = diag(Ii,x, Ii,y, Ii,z), where Ii,x, Ii,y, and Ii,z are the moments of inertia,
and diag(·) is a diagonal matrix whose diagonal elements are the arguments of the
operator. The inertia tensor of the qth actuator pair relative to its COM is
⇀
I i,q, which
is resolved in FBi as Ii,q , [
⇀
I i,q]FBi = diag(Ii,q,x, Ii,q,y, Ii,q,z), where Ii,q,x, Ii,q,y, and
Ii,q,z are the moments of inertia.








I i,q · ⇀ωi,q.
Since there is no external moment acting on the ith satellite system, it follows that
⇀̇




Hoi = 0. Thus,
[
⇀











ωi = Kiu̇i, (6.3)
where
Ki = −L−1i Ii,r, (6.4)
Li , Ii +
3∑
q=1
Ii,q, Ii,r , diag(Ii,1,x, Ii,2,y, Ii,3,z).
6.4 Attitude Consensus Control Problem
The kinematics and dynamics for the ith satellite agent are given by
Ṙi(t) = Ri(t)[ωi(t)]×, (6.5)
ωi(t) = Kiu̇i(t), (6.6)
where t ≥ 0, Ri(t) ∈ SO(3) is the attitude, that is, the rotation matrix from FBi to FI;
Ri(0) = Ri,0 is the initial condition; ωi(t) : [0,∞)→ R3 is the angular velocity, which
has the elements given by (6.1); ui : [0,∞)→ R3 is the control, which has the elements
given by (6.2), where ui,q(t) is the angle of the qth actuator pair of the ith satellite
relative to its body, and ui,q(t) satisfies the stroke constraint, that is |ui,q(t)| ≤ α; and
Ki ∈ R3×3 is given by (6.4). Furthermore, define Ri,k , Ri(kTs).
Let ωc > 0, and define Ts , 2π/ωc. We call ui an admissible control if for all
t ∈ Ik,
ui(t) = Γi,k[ sinωct 1− cosωct 0 ]T, (6.7)
where Γi,k ∈ R3×3 is the control parameter. Note that (6.7) is continuous, piecewise
sinusoidal, and continuously differentiable on Ik; however, u̇i has discontinuities at
kTs. Note that differentiating (6.7) and using (6.6) yields
ωi(t) = ωcKiΓi,k[ cosωct sinωct 0 ]T, (6.8)
which implies that the elements of the angular velocity are piecewise-continuous
sinusoids.
Let R0 ∈ SO(3) denote the attitude of the leader satellite, which is fixed. Define
P , {(i, j) ∈ V × V : i 6= j}, which is the set of ordered pairs. For all (i, j) ∈ P,
define Rij , RTi Rj and for all i ∈ V, define Ri0 , RTi R0. Unless otherwise stated, all
statements that involve the subscripts i and j are for all (i, j) ∈ P. If d(Ri, I) < π,
then ri ∈ R3 is the rotation-vector representation of Ri, and if d(Rij, I) < π, then
rij ∈ R3 is the rotation-vector representation of Rij. Furthermore, if d(R0, I) < π,
then r0 ∈ R3 is the rotation-vector representation of R0, and if d(Ri0, I) < π, then
92
ri0 ∈ R3 is the rotation-vector representation of Ri0. Also, define ri,k , ri(kTs),
rij,k , rij(kTs), r0,k , r0(kTs), and ri0,k , ri0(kTs).
The interagent communication (or feedback) structure is represented using a
directed graph. The agent index set V is the vertex set of the directed graph, and
the n elements of V are the vertices. Let E ⊆ V × V be the directed edge set. The
elements of E are the directed edges. Then, the directed graph is G = (V,E).
A walk of length h from vo ∈ V to vh ∈ V is the (h + 1)-tuple (v0, v1, . . . , vh) ∈
V × V × . . . × V such that for all i = 1, 2, . . . , h, (vi−1, vi) ∈ E. The directed graph
G = (V,E) is strongly connected if for all distinct ρ, σ ∈ V, there exists a walk from ρ
to σ. The directed graph G = (V,E) is quasi-strongly connected if there exists ρ ∈ V
such that for all ρ ∈ V \ {σ}, there exists a walk from ρ to σ. In this case, ρ is a
center vertex of the quasi-strongly connected directed graph G = (V,E).
Define the neighbor set Ni , {j ∈ V : (j, i) ∈ E}. We assume that for all i ∈ V,
(i, i) 6∈ E, which implies that i 6∈ Ni. Furthermore, define V+ , V
⋃{0}, which is the
index set that includes the leader.
This chapter addresses two control problems. The control objective of the first
problem is to design an admissible control ui that uses relative-attitude feedback
{Rij}j∈Ni to achieve local attitude consensus, that is, for all initial attitudes in an
open ball of radius π/2, limt→∞Rij(t) = I. For this problem, the the neighbor sets
Ni are assumed to be such that G is quasi-strongly connected.
The control objective of the second control problem is to design an admissible
control ui that uses absolute-attitude feedback {Rj}j∈Ni to achieve almost-global
attitude consensus, that is, for all Ri(0) ∈ Bπ(I), limt→∞Rij(t) = I. For this problem
the the neighbor sets Ni are assumed to be such that G is strongly connected.
For each problem, we present admissible feedback control that achieves the desired
attitude consensus. If the leader satellite is non-rotating (i.e., ω0 = 0) and there exists
a center vertex l ∈ V such that the lth satellite agent has a feedback measurement of
the leader’s attitude R0, then the admissible control also cause the agents to achieve
attitude consensus with the leader.
To design the admissible control (6.7), we let
Γi,k = γi,kK−1i Si,k, (6.9)
where γi,k ≥ 0 and Si,k ∈ SO(3). Then, differentiating (6.7) and using (6.6) and (6.9)
implies that for all t ∈ Ik,
ωi(t) = ωcγi,kSi,k[ cosωct sinωct 0 ]T, (6.10)
It follows from [61, Lemma 1] that over each time interval Ik, the angular velocity (6.10)
results in a net rotation about the body-fixed axis 11+γ2
i,k
Si,k(γi,ke1 + e3). For example,
if Si,k = I, then the components of ωi(t) about ı̂B, ̂B, and k̂B are ωcγi,k cosωct,
ωcγi,k sinωct, and 0, respectively. In this case, [61, Lemma 1] implies that over each
time interval Ik, there is a net rotation about 11+γ2
i,k
(γi,ke1 + e3).





















Thus, it follows that for all S ∈ SO(3), γ∗i(S) ≥
¯
γi.
The following proposition provides a necessary and sufficient condition such that
each actuator of a small-satellite agent satisfies the stroke constraint.
Proposition 6.1. Consider the admissible control (6.7) and (6.9). Then, for all
t ∈ Ik, |ui,q(t)| ≤ α if and only if γi,k ≤ γ∗i(Si,k). Furthermore, if γi,k = γ∗i(Si,k), then













This section presents an admissible feedback control (6.7) that achieves local
attitude consensus. We assume that G = {V,E} is quasi-strongly connected; for all
j ∈ Ni, the ith satellite agent has the relative-attitude feedback rij ; and there exists a
center vertex l ∈ V such that the lth agent has relative-attitude feedback rl0.
If agent i has access to ri0, which is its relative attitude with respect to the leader,
for feedback, then let µi = 1; otherwise, µi = 0. Define
Ni+ ,
{
Ni, if µi = 0,
Ni
⋃ {0}, if µi = 1.
Let A be a finite set of positive numbers. Define ai,k , [ ai0,k . . . ain,k ]T and
consider the following conditions:
(C1) If j ∈ Ni+, then aij,k ∈ A.
(C2) If j ∈ V+ and j 6∈ Ni+, then aij,k = 0.
Furthermore, define xi , [ rTi0 . . . rTin ]T.
To design an admissible control (6.7), consider the ideal non-implementable angular
velocity ω∗i : Rn+1 × R3n+3 → R3 defined by
ω∗i(ai, xi) , (aTi ⊗ I)xi. (6.14)










which implies that ω∗i(ai,k, xi(t)) is computed from feedback of only those agents in
the neighbor set of i.
The following preliminary result examines the behavior of the satellites’ kinematics
(6.5) under the assumption that each satellite’s angular velocity ωi is equal to the ideal
angular velocity ω∗i. In this case, the result provides sufficient conditions such that
local attitude consensus is achieved. This result is an extension of [13, Theorem 10]
to address the case with a leader. The proof is similar to [13, Theorem 10].
Lemma 6.1. Consider (6.5), where for all t ∈ Ik, ωi(t) = ω∗i(ai,k, xi(t)) and ω∗i is
given by (6.14), and ai,k satisfies (C1) and (C2). Furthermore, assume that G = {V,E}
is quasi-strongly connected, and assume that there exists Q ∈ SO(3) such that for all
i ∈ V, Ri(0) ∈ Bπ/2(Q). Then, the following statements hold:
i) Assume that for all i ∈ V, µi = 0. Then, for all i ∈ V and for all t ≥ 0,
Ri(t) ∈ Bπ/2(Q), and for all (i, j) ∈ P, limt→∞Rij(t) = I.
ii) Assume that there exists a center vertex l of G = {V,E} such that µl = 1, and
assume that R0 ∈ Bπ/2(Q). Then, for all i ∈ V and for all t ≥ 0, Ri(t) ∈ Bπ/2(Q),
and limt→∞Ri0(t) = I.
Part i) of Lemma 6.1 states that if µi = 0, then all agents achieve attitude
consensus. Part ii) of Lemma 6.1 states that if there exists a center vertex l ∈ V
of G such that µl = 1, then the agents also converge to the attitude of the leader.
Lemma 6.1 is a local result because the initial attitudes R1(0), . . . , Rn(0), and the
leader’s attitude R0 (if applicable) must be contained in an open ball of radius π/2
rad.
Although Lemma 6.1 presents an ideal angular velocity ω∗i that yields the desired
attitude consensus, we note that the satellite system (6.5) and (6.6) has input ui
rather than ωi. Furthermore, the ideal angular velocity ω∗i cannot be generated (in
general) by an admissible control (6.7). Instead, we develop an admissible control
such that the closed-loop response of (6.5) and (6.6) with this admissible control
approximates the closed-loop response of (6.5) with the ideal angular velocity (6.14).
Furthermore, this admissible control satisfies the actuator stroke constraint that for
all t ≥ 0, |ui,q(t)| ≤ α.
6.5.1 Control Design and Analysis











[ νi,k(ai) 0 1 ]T, (6.17)
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, if ω∗i(ai, xi,k) 6= 0,















The following control design provides an admissible control for local consensus
with strict actuator stoke constraint.
Control Design 6.1. Let ā >
¯
a, and let A be such that minA =
¯
a and maxA = ā.
For all t ∈ Ik, consider the admissible control (6.7) and (6.9), where
γi,k = νi,k(ai,k), (6.19)
and ai,k and Si,k ∈ SO(3) satisfy
‖ω∗i(ai,k, xi,k)‖ ≤ ωc
(√
γ2∗i(Si,k) + 1− 1
)
, (6.20)
where ai,k satisfies (C1) and (C2), and
Si,kµ̂i,k(ai,k) = ŷi,k(ai,k), (6.21)
where νi,k, µ̂i,k, and ŷi,k are given by (6.16)–(6.18).
Conditions (6.20) and (6.21) involve both ai,k and Si,k. However, there always exist
ai,k and Si,k that satisfy (6.20) and (6.21), and we present constructive procedures to
obtain them later in this section.
To analyze the admissible control given by Control Design 6.1, for all t ∈ Ik,









where R∗i(0) = R∗i,0 is the initial condition, r∗ij(kTs) ∈ R3 is the rotation-vector
representation of RT∗i,kR∗j,k, r∗i0(kTs) ∈ R3 is the rotation-vector representation of
RT∗i,kR0, and R∗i,k , R∗i(kTs). The following theorem is the main result on local
consensus using an admissible control.
Theorem 6.1. Consider (6.5) and (6.6), and the admissible control (6.7) and
(6.9), where γi,k, ai,k, and Si,k are given by Control Design 6.1. Assume that for all
i ∈ V, there exists Q ∈ SO(3) such that Ri,0, R0 ∈ Bπ/2(Q). Then, the following
statements hold:
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1. For all i ∈ V and k ∈ N, Ri,k = R∗i,k.












3. For all i ∈ V, q ∈ {1, 2, 3}, and t ≥ 0, |ui,q(t)| ≤ α.
Part 1) of Theorem 6.1 states that at sample times kTs, the attitude Ri with
the admissible control given by Control Design 6.1 is equal to the attitude R∗i with
the ideal angular velocity ω∗i(ai, r∗i0(kTs), . . . , r∗in(kTs)), which cannot be generated
by an admissible control. Part 2) of Theorem 6.1 provides an expression for the
maximum geodesic distance between Ri and R∗i during the intersample interval Ik.
Note that increasing ω0 tends to reduce the maximum geodesic distance between Ri
and R∗i. Finally, Part 3) states that for all time, the control satisfies the actuator
stroke constraint.
Proof of Theorem 6.1. Since R∗i,0, R0 ∈ Bπ/2(Q), it follows from [13, Theo-
rem 10] that for all k ∈ N, R∗i,k, R0 ∈ Bπ/2(Q).
Let ‖ · ‖F denote the Frobenius norm of a skew-symmetric matrix. Thus, it follows
that ‖ω∗(ai,k, xi,k)‖ = ‖[ω∗(ai,k, xi,k)]×‖F/
√
2. Define





− 1, Ei,k , [µ̂i,k(ai,k)]×, (6.23)
and
Λi,k , [ŷi,k(ai,k)]×. (6.24)




i,k = Λi,k. (6.25)
Taking exponential of each side of (6.25) yields
Si,k(expEi,k)STi,k = exp Λi,k. (6.26)
Thus, it follows from (6.23)–(6.26) that Control Design 6.1 is equivalent to [61, Control
Design 2], and we use [61, Theorem 4], which uses [61, Control Design 2] to show 1)
and 2).
First, we show that for all k ∈ N, Ri,k, R0 ∈ Bπ/2(Q). To show this, we use
induction on k ∈ N. First, note that Ri,0, R0 ∈ Bπ/2(Q), which implies that Ri,k, R0 ∈
Bπ/2(Q) holds for k = 0. Next, assume that Ri,k, R0 ∈ Bπ/2(Q) holds for k = ` ∈ N.
Thus, it follows that Ri,`, R0 ∈ Bπ/2(Q), which implies that [ω∗(ai,`, xi,`)]× is well
defined, which, in addition, implies that ci,`, Ei,`, and Λi,` are well defined. To show
Ri,k, R0 ∈ Bπ/2(Q) holds for k = `+1, note that since ci,`, Ei,`, and Λi,` are well defined,
it follows from [61, Theorem 4], with Ωi(t), ω, and ∆t in [61, Theorem 4] set equal to
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[ω(t)]×, ωc, and Ts, that Ri,`+1 = R∗i,`+1. In addition, since R∗i,`+1, R0 ∈ Bπ/2(Q), it
follows that Ri,`+1, R0 ∈ Bπ/2(Q), which confirms that Ri,k, R0 ∈ Bπ/2(Q).
Next, to show Part 1 and Part 2, we note that since for all k ∈ N, Ri,k, R0 ∈ Bπ/2(Q),
it follows that for all k ∈ N, ci,k, Ei,k, Λi,k are well defined. Thus, 1) and 2) follow
from [61, Theorem 4], with Ωi(t), ω, and ∆t in [61, Theorem 4] set equal to [ω(t)]×,
ωc, and Ts.
To show Part 3, note that it follows from (6.19) and (6.20) that γi,k ≤ γ∗i(Si,k).
Thus, it follows from Proposition 6.1 that for t ∈ Ik, |ui,q(t)| ≤ α. Therefore, for all
t ≥ 0, |ui,q(t)| ≤ α, which confirms 3).
6.5.2 Algorithms to Construct ai,k and Si,k
For any ai ∈ Rn+1, the following constructive process, which is given in [63,
Lemma 1], yields S ∈ SO(3) that satisfies Sµ̂i,k(ai) = ŷi,k(ai).
Construction 6.1. Let p̂, q̂ ∈ R3. Then, S ∈ SO(3) satisfying Sp̂ = q̂ is obtained
using the following procedure:
Step 1: Compute s = arccos p̂Tq̂.
Step 2: If s ∈ (0, π), then let ŝ = 1sin s [p]×q̂; otherwise, let ŝ ∈ S2 be such that ŝTq̂ = 0.
Step 3: Compute S = I + (sin s)[ŝ]× + (1− cos s)[ŝ]2×.
Given ai,k, Construction 6.1 provides a process for finding Si,k that satisfies (6.21);
however, (6.20) shows that ai,k also depends on Si,k. Next, we present a lower bound
on ai,k that is independent of Si,k. For all j ∈ V+, define δj , [ δ0j . . . δnj ]T,
where for all i, j ∈ V+, δij = 1 if i = j; otherwise, δij = 0. In addition, define
Mi , [ mi0 . . . min ]T, where for all j ∈ V+, mij = 1 if j ∈ Ni+; otherwise, mij = 0.
Next, consider a′∗i : R3(n+1) × SO(3)→ R defined by











g′∗i : R3(n+1) × SO(3)→ A defined by
g′∗i(xi, Si) , argmin
{g∈A : g≤a′∗i(xi,Si)}
a′∗i(xi, Si)− g, (6.28)
and
¯
a∗i : R3(n+1) × SO(3)→ Rn+1














, g′i,k , argmin{g∈A : g≤a′
i,k
}




Since for all Si ∈ SO(3), γ∗i(Si) ≥
¯
γi, it follows from (6.27)–(6.30) that ¯
ai,k ≤
a∗i(xi,k, Si,k). The following algorithm provides a constructive process to obtain ai,k
and Si,k that satisfy (6.20) and (6.21).
Algorithm 6.1. For each i ∈ V and k ∈ N, let ai,k = ¯ai,k, and use Construction 6.1to compute Si,k ∈ SO(3) that satisfies Si,kµ̂i,k(ai,k) = ŷi,k(ai,k).
To explain Algorithm 6.1, we note that since
¯
ai,k ≤ a∗i(xi,k, Si,k), ai,k = ¯ai,k satisfies(6.20). Furthermore, ai,k = ¯ai,k is independent of Si,k, so Construction 6.1 can thenbe used to compute Si,k that satisfies (6.21).
Algorithm 6.1 uses ai,k = ¯
ai,k, which is a lower bound on a∗i(xi,k, Si,k); however,
using a higher value of ai,k usually leads to a faster rate of convergence to the consensus
attitude. Thus, Algorithm 6.1 does not usually yield the fastest rate of convergence
to the consensus attitude. Next, we present a finite-step bisection algorithm to obtain
ai,k and Si,k that satisfy (6.20) and (6.21), where ai,k = a∗i(xi,k, Si,k).
Algorithm 6.2. For each i ∈ V and k ∈ N, determine ai,k and Si,k using the
following procedure:
Step 1: Set ` = 1.
Step 2: Compute āi = āMi. Compute Si ∈ SO(3) that satisfies Siµ̂i,k(āi) = ŷi,k(āi)
using Construction 6.1. If a∗i(xi,k, Si) = āi, then go to Step 8; otherwise, set
w̄` = ā and go to Step 3.
Step 3: Compute Si ∈ SO(3) that satisfies Siµ̂i,k(¯ai,k) = ŷi,k(¯ai,k) using Construction 6.1.If a∗i(xi,k, Si) = ¯ai, then go to Step 8; otherwise, set ¯w` = g
′
i,k and go to Step 3.
Step 4: Compute w = (
¯
w`+w̄`)/2 and g′ = argmin{g∈A : g≤w}w−g. Compute aw = g′Mi.
Compute Si ∈ SO(3) that satisfies Siµ̂i,k(aw) = ŷi,k(aw) using Construction 6.1.
If
¯
w` = g′, then go to Step 7; otherwise go to Step 5.
Step 5: If a∗i(xi,k, Si) = aw, then go to Step 8; otherwise, go to Step 6.
Step 6: If g′ < g′∗i(xi,k, Si), then set ¯
w`+1 = g′∗i(xi,k, Si) and w̄`+1 = w̄`; otherwise, set
¯
w`+1 = ¯
w` and w̄`+1 = g′∗i(xi,k, Si). Set ` = `+ 1 and go to Step 4.
Step 7: Set Si,k = Si and ai,k = aw.
Step 8: Set Si,k = Si and ai,k = a∗i(xi,k, Si).
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Let a, b ∈ {1, . . . , |A|} and define δA = minga,gb∈A,a6=b |ga − gb|. The bisection
approach in Algorithm 6.2 converges in max{1, log2(ā− g′i,k)− log2 δA} steps or less.
Algorithm 6.1 and Algorithm 6.2 provide ai,k such that for all j ∈ Ni+, aij,k ∈ A
are equal. Next, we present two algorithms that provide ai,k and Si,k that satisfy
(6.20) and (6.21) by computing an upper bound on ∑j∈Ni+ aij,k. These algorithms
allow ai,k to be chosen such that for all j ∈ Ni+, aij,k ∈ A are not equal. The following
algorithm provides ai,k which is computed based on an upper bound on
∑
j∈Ni+ aij,k,
which is conservative. The computation of Si,k is independent of ai,k.
Algorithm 6.3. For each i ∈ V and k ∈ N, determine ai,k and Si,k using the
following procedure:
Step 1: Choose {aij,k}j∈Ni+ ⊂ A that satisfies
∑
j∈Ni+ aij,k ≤ |Ni+|a′i,k and minimizes
|Ni+|a′i,k −
∑
j∈Ni+ aij. For each j ∈ V+ and j 6∈ Ni+, set aij,k = 0. Set
ai,k = [ ai0,k . . . ain,k ].
Step 2: Compute Si,k ∈ SO(3) that satisfies Si,kµ̂i,k(ai,k) = ŷi,k(ai,k) using Construc-
tion 6.1.
Next, we present a bisection algorithm that provides ai,k based on an upper
bound on ∑j∈Ni+ aij,k, which is usually less conservative than the one obtained using
Algorithm 6.3.
Algorithm 6.4. For each i ∈ V and k ∈ N, determine ai,k and Si,k using the
following procedure:
Step 1: Set ` = 1.
Step 2: Choose {aij}j∈Ni+ ⊂ A that satisfies
∑




j∈Ni+ aij. For each j ∈ V+ and j 6∈ Ni+, set aij = 0. Set
ai = [ ai0 . . . ain ]. Compute Si ∈ SO(3) that satisfies Siµ̂i,k(ai) = ŷi,k(ai)
using Construction 6.1. If ‖ω∗i(ai, xi,k)‖ = ωc
(√
γ2∗i(Si) + 1− 1
)
, then go to




j∈Ni+ aij and go to Step 2.
Step 3: Choose {aij}j∈Ni+ ⊂ A that satisfies
∑
j∈Ni+ aij ≤ |Ni+|āi and minimizes
|Ni+|āi −
∑
j∈Ni+ aij. For each j ∈ V+ and j 6∈ Ni+, set aij = 0. Set
ai = [ ai0 . . . ain ]. Compute Si ∈ SO(3) that satisfies Siµ̂i,k(ai) = ŷi,k(ai)
using Construction 6.1. If ‖ω∗i(ai, xi,k)‖ = ωc
(√
γ2∗i(Si) + 1− 1
)
, then go to
Step 7; otherwise, set w̄` =
∑
j∈Ni+ aij.
Step 4: Compute w` = (¯
w` + w̄`)/2. Choose {aij}j∈Ni+ ⊂ A that satisfies
∑
j∈Ni+ aij ≤
w` and minimizes w`−
∑
j∈Ni+ aij . For each j ∈ V+ and j 6∈ Ni+, set aij = 0. Set
ai = [ ai0 . . . ain ]. Compute Si ∈ SO(3) that satisfies Siµ̂i,k(ai) = ŷi,k(ai)
using Construction 6.1. If ∑j∈Ni+ aij = ¯w`, then go to Step 7; otherwise, go toStep 5.
Step 5: If ‖ω∗i(ai, xi,k)‖ = ωc
(√
γ2∗i(Si) + 1− 1
)
, then go to Step 7; otherwise, go to
Step 6.
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Step 6: If ‖ω∗i(ai, xi,k)‖ < ωc
(√










w` and w̄`+1 =
∑
j∈Ni+ aij . Set ` = `+ 1 and go to Step 4.
Step 7: Set Si,k = Si and ai,k = ai.
6.5.3 Numerical Examples
We present examples that demonstrates Control Design 6.1 for local attitude
consensus of three small satellites and a leader satellite in deep space. Consider (6.5)
and (6.6), where V = {1, 2, 3}, and E = {(1, 2), (1, 3)}, which implies that the neighbor
sets are N1 = {}, N2 = {1}, N3 = {1}. Thus, G = {V,E} is quasi-strongly connected
but not strongly connected. Let µ1 = 1, µ2 = 0, and µ3 = 0. Thus, N1+ = {0},
N2+ = {1}, and N3+ = {1}, which implies that agent 1 has access to the relative-
attitude feedback of the leader. For each i ∈ V, Ii = diag (1.24, 1.24, 1.24)×10−4 kg·m2,
Ii,1 = diag (5, 11, 11) × 10−4 kg·m2, Ii,2 = diag (11, 5, 11) × 10−4 kg·m2, and Ii,3 =
diag (11, 11, 5) × 10−4 kg·m2. These moments of inertia are selected based on the
design of small cube satellites that are being developed for testing on board the
International Space Station. The initial attitudes areR0(0) = exp [−0.33 1.44 0.542]T×,
R1(0) = exp [1.36 0.148 −0.764]T×, R2(0) = exp [−1.37 0.144 0.757]T×, and R3(0) =
exp [−0.668 −1.23 −0.705]T×. For all i ∈ V+, Ri(0) ∈ Bπ/2(I). Thus, the assumptions
of Lemma 6.1 are satisfied. Let α = π/2 rad (or 90◦), ωc = 2π rad/s, and ā = 3Ts/2 =
1.5. The set A is constructed to have 1001 elements such that maxA = ā = 1.5,
minA =
¯




Example 6.1. We implement Control Design 6.1, where ai,k and Si,k are obtained
using Algorithm 6.1. The top row of Figure 6.2 shows that limt→∞ d(R0(t), Ri(t)) = 0,
which implies that the satellite agents’ attitudes asymptotically approach the consensus
attitude, which is the attitude of the leader satellite. The middle row of Figure 6.2
shows the angular velocities of the satellites, and the bottom row shows the admissible
controls. For all t ≥ 0, |ui,q(t)| < π/2, which confirms that the actuator stroke is
satisfied for all agents. The angular velocities and the controls of the satellites converge
to zero as they converge to the consensus attitude
Figure 6.3 shows that limt→∞ d(Ri(t), R∗i(t)) = 0, which implies that the satellites
with the admissible control approach the same consensus attitude as they do with the
ideal non-implementable angular velocity ω∗i(ai, r∗i0(kTs), . . . , r∗in(kTs)). Furthermore,
the attitude of the satellites with the admissible control equals the attitude of the
satellites with the ideal angular velocity at sample times kTs, which confirms Part 1
of Theorem 6.1.
To visualize the attitudes of the satellites, we use the axis-angle representations
of R0, Ri, and R∗i. For all i ∈ V+ and all t ≥ 0, let ri(t) ∈ R3 satisfy [ri]× = logRi,
and for all t ≥ 0, let r∗i(t) ∈ R3 satisfy [r∗i]× = logR∗i. Figure 6.4 shows the
trajectories of ri and r∗i, and demonstrates that the satellites with the admissible
control asymptotically approach the consensus attitude in a helix-like trajectory, which
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Figure 6.2: Local consensus using Control Design 6.1, where α = π/2 rad (or 90◦), and ai,k = ¯
ai,k
and Si,k are obtained using Algorithm 6.1. The top row demonstrates that the attitudes of the
satellites converge to the leader satellite’s attitude. The middle and bottom rows demonstrate that
the angular velocities and the admissible controls converge to zero.
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Figure 6.3: Time histories of d(R∗i, Ri). The satellites with the admissible control approach
the same consensus attitude as they do with the ideal non-implementable angular velocity
ω∗i(ai, r∗i0(kTs), . . . , r∗in(kTs)). The attitude of the satellites with admissible control equals the



















Figure 6.4: Trajectories of ri and r∗i.
Example 6.2. We implement Control Design 6.1, where ai,k and Si,k are obtained
using Algorithm 6.2. The top row of Figure 6.5 shows that limt→∞ d(R0(t), Ri(t)) = 0,
which implies that the satellite agents’ attitudes asymptotically approach the consensus
attitude, which is the attitude of the leader satellite. The middle row of Figure 6.5
shows the angular velocities of the satellites, and the bottom row shows the admissible
controls. For all t ≥ 0, |ui,q(t)| ≤ π/2, which confirms that the actuator stroke is
satisfied for all agents. Furthermore, the magnitudes of the controls are greater than in
Example 6.1. Figure 6.5 shows that the consensus attitude is reached faster compared
to Example 6.1. Thus, using ai,k and Si,k obtained using Algorithm 6.2 results in
bigger control amplitudes and faster convergence to the consensus attitude. The
angular velocities and the controls of the satellites converge to zero as they converge
to the consensus attitude
Figure 6.6 shows that limt→∞ d(Ri(t), R∗i(t)) = 0, which implies that the satellites
with the admissible control approach the same consensus attitude as they do with the
ideal non-implementable angular velocity ω∗i(ai, r∗i0(kTs), . . . , r∗in(kTs)). Furthermore,
the attitude of the satellites with the admissible control equals the attitude of the
satellites with the ideal angular velocity at sample times kTs, which confirms Part 1
of Theorem 6.1.
For all i ∈ V+, Figure 6.7 shows the trajectories of ri and r∗i, and demonstrates
that the satellites with the admissible control asymptotically approach the consensus
attitude in a helix-like trajectory, which occurs because the controls ui,q are sinusoids





















) q = 3 q = 2
q = 1











0 20 40 60 80
t (s)
0 20 40 60 80
t (s)
Figure 6.5: Local consensus using Control Design 6.1, where α = π/2 rad (or 90◦), and ai,k =
a∗i(xi,k, Si,k) and Si,k are obtained using Algorithm 6.2. The top row demonstrates that the attitudes
of the satellites converge to the leader satellite’s attitude. The middle and bottom rows demonstrate
that the angular velocities and the admissible controls converge to zero.
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Figure 6.6: Time histories of d(R∗i, Ri). The satellites with the admissible control approach
the same consensus attitude as they do with the ideal non-implementable angular velocity
ω∗i(ai, r∗i0(kTs), . . . , r∗in(kTs)). The attitude of the satellites with admissible control equals the



















Figure 6.7: Trajectories of ri and r∗i.
6.6 Almost Global Consensus
This section presents an admissible feedback control (6.7) that achieves almost
global attitude consensus. We assume that G = {V,E} is strongly connected; for all
j ∈ Ni, the ith satellite has the absolute-attitude feedback xj.
Define ai,k , [ ai0,k . . . ain,k ]T and consider the conditions (C1) and (C2).
ConsiderGi : Rn+1 → Rn+1 defined byG(i,j+1)i (ai) , −aij andG(i,i+1)i (ai) ,
∑
j∈Ni+ aij ,
where i ∈ V, j ∈ V+, and G(a,b)i (ai) is the (a, b) entry of Gi(ai). Furthermore, define
xi , [ rT0 · · · rTn ]T.
To design an admissible control, consider the ideal non-implementable angular
velocity ω∗i : Rn+1 × R3n+3 → R3 defined by














which implies that ω∗i(ai,k, xi(t)) is computed from the feedback of only those agents
in the neighbor set of i.
The following preliminary result examines the behavior of the satellites’ kinematics
(6.5) under the assumption that each satellite’s angular velocity ωi is equal to the ideal
angular velocity ω∗i. In this case, the result provides sufficient conditions such that
almost global attitude consensus is achieved. This result is the same as [13, Theorem 2].
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Lemma 6.2. Consider (6.5), where for all t ∈ Ik, ωi(t) = ω∗i(ai,k, xi(t)) and
ω∗i is given by (6.31), and ai,k satisfies (C1) and (C2). Assume that G = {V,E} is
strongly connected, and assume that there exists Q ∈ SO(3) such that for all i ∈ V,
Ri(0) ∈ Bπ(I). Furthermore, assume that for all i ∈ V, µi = 0. Then, for all i ∈ V
and for all t ≥ 0, Ri(t) ∈ Bπ(I), and for all (i, j) ∈ P, limt→∞Rij(t) = I.
Lemma 6.2 states that if µi = 0, then all agents achieve attitude consensus. Note
that in this section, we do not consider the case µi = 1, which is attitude consensus of
the agents with the leader. Although Lemma 6.2 presents an ideal angular velocity
ω∗i that yields the desired attitude consensus, we note that the satellite system (6.5)
and (6.6) has input ui rather than ωi. Furthermore, the ideal angular velocity ω∗i
cannot be generated (in general) by an admissible control (6.7). Instead, we develop
an admissible control such that the closed-loop response of (6.5) and (6.6) with
this admissible control approximates the closed-loop response of (6.5) with the ideal
angular velocity (6.31). Furthermore, this admissible control satisfies the actuator
stroke constraint that for all t ≥ 0, |ui,q(t)| ≤ α.
6.6.1 Control Design and Analysis
Define xi,k , xi(kTs). The following control design provides an admissible control
for almost global consensus with strict actuator stoke constraint.
Control Design 6.2. Let ā >
¯
a/2, and let A be such that minA =
¯
a/2 and
maxA = ā. Let ω∗i(ai,k, xi,k) be given by (6.31). For all t ∈ Ik, consider the admissible
control (6.7) and (6.9), where γi,k is given by (6.19), ai,k and Si,k ∈ SO(3) satisfy
(6.20) and (6.21).
Similar to Control Design 6.1, it follows from Control Design 6.2 that the conditions
that ai,k and Si,k satisfy depend on both ai,k and Si,k. However, there always exist
ai,k and Si,k that satisfy these conditions, and we present constructive procedures to
obtain them later in this section.
To analyze the admissible control given by Control Design 6.2, for all t ∈ Ik,









where R∗i(0) = R∗i,0 is the initial condition, r∗i(kTs) ∈ R3 is the rotation-vector
representation of R∗i,k, and R∗i,k , R∗i(kTs). The following theorem is the main result
on almost global consensus using an admissible control. The proof is similar to the
proof of Theorem 6.1.
Theorem 6.2. Consider (6.5) and (6.6), and the admissible control (6.7) and
(6.9), where γi,k, ai,k, and Si,k are given by Control Design 6.2. Assume that for all
i ∈ V, Ri,0, R0 ∈ Bπ(I). Then, the following statements hold:
1. For all i ∈ V and k ∈ N, Ri,k = R∗i,k.
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3. For all i ∈ V, q ∈ {1, 2, 3}, and t ≥ 0, |ui,q(t)| ≤ α.
6.6.2 Algorithms to Construct ai,k and Si,k
The following algorithms provide constructive procedures to obtain ai,k and Si,k
that satisfy (6.20) and (6.21) of Control Design 6.2.
Algorithm 6.5. For each i ∈ V and k ∈ N, obtain ai,k and Si,k using Algorithm 6.1,
where maxj∈Ni+ ‖(δTj ⊗I)xi,k‖ in (6.30) is replaced with maxj∈Ni+ ‖(δTj ⊗I)xi,k− (δTi ⊗
I)xi,k‖ and xi,k , [ rT0,k . . . ri,k ]T.
Algorithm 6.6. For each i ∈ V and k ∈ N, obtain ai,k and Si,k using Algo-
rithm 6.4, where where maxj∈Ni+ ‖(δTj ⊗ I)xi,k‖ in (6.27) and (6.30) is replaced with
maxj∈Ni+ ‖(δTj ⊗ I)xi,k − (δTi ⊗ I)xi,k‖ and xi,k , [ rT0,k . . . ri,k ]T.
The algorithms to obtain ai,k and Si,k such that for all j ∈ Ni+, aij,k ∈ A are not
equal are similar to Algorithms 6.3 and 6.4.
6.6.3 Numerical Examples
We present examples that demonstrates Control Design 6.2 for almost global
attitude consensus of three small satellites and a leader satellite in deep space. Consider
(6.5) and (6.6), where V = {1, 2, 3}, and E = {(1, 2), (2, 3), (3, 1)}, which implies that
the neighbor sets are N1 = {3}, N2 = {1}, N3 = {2}. Thus, G = {V,E} is quasi-
strongly connected but not strongly connected. Let µ1 = 0, µ2 = 0, and µ3 = 0. Thus,
N1+ = {3}, N2+ = {1}, and N3+ = {2}, which implies that no agent has access to the
absolute attitude feedback of the leader. The inertia parameters of the satellites are
the same as in Example 6.1. The initial attitudes are R0(0) = I, R1(0) = exp [−1.95
−1.98 0.678]T×, R2(0) = exp [−0.351 −0.388 2.81]T×, and R3(0) = exp [0.512 0.347
2.79]T×. For all i ∈ V+, Ri(0) ∈ Bπ(I). Thus, the assumptions of Lemma 6.2 are
satisfied. Let α = π/2 rad (or 90◦), ωc = 2π rad/s, and ā = Ts/3 = 0.333. The set A is
constructed to have 1001 elements such that maxA = ā = 0.333, minA =
¯
a/2 = 0.003,
and the remaining elements are equally spaced numbers between ā and
¯
a/2.
Example 6.3. We implement Control Design 6.2, where ai,k and Si,k are obtained
using Algorithm 6.5. The top row of Figure 6.8 shows that limt→∞ d(I, Ri(t)) = 0,
which implies that the satellite agents’ attitudes asymptotically approach a consensus
attitude. The middle row of Figure 6.8 shows the angular velocities of the satellites,
and the bottom row shows the admissible controls. For all t ≥ 0, |ui,q(t)| < π/2, which
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Figure 6.8: Local consensus using Control Design 6.2, where α = π/2 rad (or 90◦), and ai,k and Si,k
are obtained using Algorithm 6.5. The top row demonstrates that the satellites achieve attitude
consensus. The middle and bottom rows demonstrate that the angular velocities and the admissible
controls converge to zero.
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Figure 6.9: Time histories of d(R∗i, Ri). The satellites with the admissible control approach
the same consensus attitude as they do with the ideal non-implementable angular velocity
ω∗i(ai, r0(kTs), r∗1(kTs), . . . , r∗n(kTs)). The attitude of the satellites with admissible control equals














Figure 6.10: Trajectories of ri and r∗i.
and the controls of the satellites converge to zero as they converge to the consensus
attitude
Figure 6.9 shows that limt→∞ d(Ri(t), R∗i(t)) = 0, which implies that the satellites
with the admissible control approach the same consensus attitude as they do with
the ideal non-implementable angular velocity ω∗i(ai, r0(kTs), r∗1(kTs), . . . , r∗n(kTs)).
Furthermore, the attitude of the satellites with the admissible control equals the
attitude of the satellites with the ideal angular velocity at sample times kTs, which
confirms Part 1 of Theorem 6.2.
For all i ∈ V+, Figure 6.10 shows the trajectories of ri and r∗i, and demonstrates
that the satellites with the admissible control asymptotically approach the consensus
attitude in a helix-like trajectory, which occurs because the controls ui,q are sinusoids
on the sequence of intervals Ik. 4
Example 6.4. We implement Control Design 6.2, where ai,k and Si,k are obtained
using Algorithm 6.6. The top row of Figure 6.11 shows that limt→∞ d(I, Ri(t)) = 0,
which implies that the satellite agents’ attitudes asymptotically approach a consensus
attitude. The middle row of Figure 6.11 shows the angular velocities of the satellites,
and the bottom row shows the admissible controls. For all t ≥ 0, |ui,q(t)| ≤ π/2,
which confirms that the actuator stroke is satisfied for all agents. Furthermore, the
magnitudes of the controls are greater than in Example 6.3. Figure 6.11 shows that
the consensus attitude is reached faster compared to Example 6.3. Thus, using ai,k
and Si,k obtained using Algorithm 6.6 results in bigger control amplitudes and faster
convergence to the consensus attitude. The angular velocities and the controls of the
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Figure 6.11: Local consensus using Control Design 6.2, where α = π/2 rad (or 90◦), and ai,k and
Si,k are obtained using Algorithm 6.6. The top row demonstrates that the satellites achieve attitude
consensus. The middle and bottom rows demonstrate that the angular velocities and the admissible
controls converge to zero.
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Figure 6.12: Time histories of d(R∗i, Ri). The satellites with the admissible control approach
the same consensus attitude as they do with the ideal non-implementable angular velocity
ω∗i(ai, r0(kTs), r∗1(kTs), . . . , r∗n(kTs)). The attitude of the satellites with admissible control equals














Figure 6.13: Trajectories of ri and r∗i.
Figure 6.12 shows that limt→∞ d(Ri(t), R∗i(t)) = 0, which implies that the satellites
with the admissible control approach the same consensus attitude as they do with
the ideal non-implementable angular velocity ω∗i(ai, r0(kTs), r∗1(kTs), . . . , r∗n(kTs)).
Furthermore, the attitude of the satellites with the admissible control equals the
attitude of the satellites with the ideal angular velocity at sample times kTs, which
confirms Part 1 of Theorem 6.2.
For all i ∈ V+, Figure 6.13 shows the trajectories of ri and r∗i, and demonstrates
that the satellites with the admissible control asymptotically approach the consensus
attitude in a helix-like trajectory, which occurs because the controls ui,q are sinusoids
on the sequence of intervals Ik. 4
6.7 Conclusion
We developed and analyzed feedback control algorithms for attitude consensus
of small satellites on SO(3) using rotating-mass actuators with limited stroke. For
each satellite, the control signals are continuous but only piecewise-continuously
differentiable sinusoids, which specify the angle of the rotating-mass actuator relative
to the satellite body. We presented a necessary and sufficient condition such that
the actuator satisfies the stroke constraint for all time. We presented dynamic-level
controllers for local attitude consensus and almost global attitude consensus. For
each controller, we first presented an ideal non-implementable angular-velocity control
that achieves the attitude consensus objective. Then, each ideal non-implementable
angular-velocity control was used to derive an admissible dynamic-level control that
achieves the attitude consensus objective while satisfying the actuator stroke constraint.
For both controllers, we presented several algorithms to design the control parameters.
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These algorithms vary in their complexity and achieved rate of convergence. Finally,




Summary and Future Work
7.1 Concluding Remarks
We developed and analyzed setpoint tracking and command following algorithms for
attitude control of a small satellite using a rotating-mass actuator with limited stroke.
The control signals are continuous but only piecewise-continuously differentiable
sinusoids, which specify the angle of the rotating-mass actuator relative to the satellite
body. We presented a necessary and sufficient condition such that the actuator satisfies
the stroke constraint for all time. In the case of setpoint tracking, we showed that the
proposed control law yields asymptotic setpoint tracking while satisfying the actuator
stroke constraint. In the case of command following, we showed that the proposed
control law yields approximate command following while satisfying the actuator stroke
constraint. For both setpoint tracking and command following we proposed several
algorithms to implement the control laws that vary in the achieved rate of convergence
and computational complexity. Finally, we presented singe-axis closed-loop setpoint
tracking experiments for a small-satellite on an air-bearing.
We developed a setpoint tracking algorithm for attitude control of a small satellite
in the presence of external torques using a rotating-mass actuator with limited stroke.
We analyzed the stability and performance of the closed-loop system for the case
where no external torque is acting on the satellite. In this case, we showed that the
control yields asymptotic setpoint tracking for all initial orientations.
We developed and analyzed feedback control algorithms for orientation consensus
on SO(3), where each agent’s angular-velocity control is restricted to be an admissible
control, which means that each component of the angular velocity is a piecewise-
continuous sinusoid. We presented admissible-control algorithms for almost global
orientation consensus, local orientation consensus, and local reduced-orientation (i.e.,
pointing-direction) consensus. Each algorithm can either include or not include a
leader, which can be either stationary or rotating. For each algorithm, we first
presented an ideal non-admissible (i.e., not piecewise-continuous sinusoidal) control
that achieves the orientation consensus objective. Then, each ideal non-admissible
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control was used to derive an admissible control that achieves the orientation consensus
objective.
We developed and analyzed feedback control algorithms for attitude consensus
of small satellites on SO(3) using rotating-mass actuators with limited stroke. For
each satellite, the control signals are continuous but only piecewise-continuously
differentiable sinusoids, which specify the angle of the rotating-mass actuator relative
to the satellite body. We presented a necessary and sufficient condition such that
the actuator satisfies the stroke constraint for all time. We presented dynamic-level
controllers for local attitude consensus and almost global attitude consensus. For
each controller, we first presented an ideal non-implementable angular-velocity control
that achieves the attitude consensus objective. Then, each ideal non-implementable
angular-velocity control was used to derive an admissible dynamic-level control that
achieves the attitude consensus objective while satisfying the actuator stroke constraint.
For both controllers, we presented several algorithms to design the control parameters.
These algorithms vary in their complexity and achieved rate of convergence. Finally,
we presented simulation examples to demonstrate the controllers for local and almost-
global attitude consensus.
7.2 Future Work
Future work includes stability and performance analysis in presence of external
torques, and an extension to the control design to address strict actuator amplitude
constraints. In addition, future work will include examining the potential benefit
of using a multi-step-ahead predictor of what the satellite’s attitude would be in
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