Abstract. This article is concerned with the analysis of semi-discrete-in-space and fully-discrete approximations of the null controllability (and controllability to the trajectories) for parabolic equations. We propose an abstract setting for space discretizations that potentially encompasses various numerical methods and we study how the controllability problems depend on the discretization parameters. For time discretization we use θ-schemes with θ ∈ [ 1 2
1. Introduction. The null-controllability of parabolic equations was proven in the 90's in two seminal works, [LR95] and [FI96] . Let Ω, ω be connected non-empty bounded open subsets of R n with ω ⋐ Ω and consider the following parabolic distributed control problem in (0, T ) × Ω, with T > 0, ∂ t y − ∇ x · (γ∇ x y) = 1 ω v in (0, T ) × Ω, y| ∂Ω = 0, and y| t=0 = y 0 .
(1.1)
The null controllability states that for all y 0 ∈ L 2 (Ω), there exists v ∈ L 2 ((0, T ) × Ω), such that y(T ) = 0 and v L 2 ((0,T )×Ω) ≤ C|y 0 | L 2 (Ω) , where C > 0 only depends on Ω, ω, γ and T .
If we consider discretized version of this parabolic problem we hope to retain some of the controllability result features. It is known however that controllability and discretization do not "commute" well. This question has been quite extensively studied in the context of hyperbolic equations and yet very little for parabolic equations.
Regarding space discretization, let us mention the work of [LZ98b] , where the null controllability of the heat equation with a constant diffusion coefficient γ is proven for a finite-difference scheme in one dimension on a uniform mesh. In higher dimension, a counter-example for finite differences due to O. Kavian (see e.g. [Zua06] ) shows that localized eigenfunctions for the discrete Laplace operator are an obstruction to null controllability with an arbitrary control region ω. These problematic discrete eigenfunctions correspond to the high end of the discrete spectrum. The authors of the present article lately proved a result of null-controllability for a constant portion of the lower part of the spectrum with an arbitrary control region ω (see [BHL09a] for the one-dimensional case and [BHL09b] for higher dimensions). The L 2 norm of the control function v h is estimated by C y 0 L 2 , with C uniform with respect to the spatial discretization step h. Moreover, the resulting final state, y h (T ) decays superalgebraically to zero as h goes to zero. This also yields a relaxed observation inequality which form resembles the case studied in [LT06] for general controlled semi-discrete scheme.
The results of [BHL09a, BHL09b] are based on a discrete extension of a spectral inequality due to G. Lebeau and L. Robbiano [LR95] (see also [LZ98a, JL99] ). This extension to discrete elliptic operator is only partial and holds for a constant portion of the lower part of the spectrum, hence the form of the null-controllability result. The proof of this partial spectral inequality is based on semi-discrete Carleman estimates for elliptic operators. The null-controllability is obtained via the Lebeau-Robbiano strategy that takes advantage of parabolic dissipation.
There is also some work on the time discretization of controlled parabolic systems. In [Zhe08] , the author studies the time-discretized Lebeau-Robbiano strategy. A filtering of the high frequencies is required (in the spectral representation of the continuous Laplace operator) and the convergence results obtained are far from optimal. More interesting is the result of [EV09] , where the authors prove that any controllable parabolic equation, be it discrete or continuous in space, is null controllable after time discretization upon the application of an appropriate filtering of the high-frequencies (in the spectral representation of the continuous or discrete Laplace operator). In [EV09] there is however no study of the convergence of the control function as the time step goes to zero.
Here, we consider fully-discrete schemes and we avoid high-frequency filtering. For the time discretization we shall use a θ-scheme with The matrix M h should be understood as a mass matrix, A h as the discrete version of the elliptic operator and B h as the control operator. In space, the discretization we use is assumed to yield a partial spectral inequality like that proven in [BHL09a, BHL09b] . This inequality, with the control strategy of Lebeau and Robbiano, yields the controllability of the fully discrete system (1.2) up to a small remainder that decays exponentially as the spatial step size goes to zero. This result thus compares to that obtain in the semi-discrete case in [BHL09a, BHL09b] .
We then deduce an observability inequality of the form for some γ > 0, where q = (q n ) 1≤n≤M+1 is solution of the
δt + A h (θq n + (1 − θ)q n+1 ) = 0, ∀n ∈ 1, M − 1 .
(1.3)
This system is the proper adjoint system for (1.2) (compare with [Zhe08, Section 7.2]). Following the so-called Hilbert Uniqueness Method (HUM) (see for instance [GL94] ), minimizing a certain quadratic functional then allows us to build a control function by solving the coupled system of primal and adjoint parabolic equations.
The following results are obtained:
• The bound of the L 2 norm of the fully-discrete control is independent of the discretization parameters δt and h.
• The distance to the target of the final state of the controlled solution is small with respect to h, uniformly in δt.
Computing error estimates for the forward problem (1.2) and backward problem (1.3) we then prove the following convergence results for the fully-discrete control v δt = (v n ) n , n ∈ 1, M .
The control of the fully-discrete parabolic equation converges to that of the semi-discrete equation with:
• a first-order rate for the θ-scheme, 1 2 < θ ≤ 1; • a second-order rate for the Crank-Nicolson scheme, θ = 1 2 . Note however that these convergence results are not uniform with respect to the spatial discretization.
Finally, let us mention [FCM] where the control problem is addressed through the minimization of a weighted functional. Numerical experiments then indicate a better behaved control function in time. The weight in the functional is introduced in connection to the global parabolic Carleman estimates of [FI96] .
1.1. Outline. In Section 2 we introduce the setting of the article, in particular the discrete setting. We also present some examples of applications. In Section 3 we show how the partial spectral inequality can be used to prove the null controllability of the lower part of the spectrum and the resulting observability in the semi-discrete case. The fully-discrete problem is first considered in Section 4. This section is devoted to (i) the derivation of a proper adjoint problem and the duality between controllability and observability and (ii) the extension of the Lebeau-Robbiano control strategy to the fully-discrete case. A large part of the proof lays in an effort to recover an exponential decay for the remainder at final time. The control result yields a relaxed observability inequality. This inequality is exploited in Section 5 for the actual computation of a fully-discrete control to the trajectories. In Section 6 we derive error estimates for the forward problem and the backward problem. The Crank-Nicolson scheme is studied with special care. These estimates then yield error estimates between the semi-discrete and fully-discrete control functions. In Section 7, numerical results are presented illustrating the theoretical results we have obtained.
Notation and examples.
2.1. Notation. For any h > 0 (which is supposed to represent the space discretization parameter), let us consider:
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• A Euclidean space E h , whose inner product and its associated norm are denoted by (·, ·) h and |·| h respectively. The dimension of E h is denoted by N h . In practice, N h → ∞ when h → 0 but this is not a necessary assumption.
• Two linear operators M h , A h on E h which are supposed to be symmetric and definite positive for the scalar product (·, ·) h .
• The scalar product and the norm induced by M h , defined as follows
• The previous scalar product and the norm can be generalized by introducing arbitrary powers of M
h A h is denoted by ρ h . We assume that there exists ρ 0 > 0 such that
• For a linear map F : E h → E h we denote by F h its application norm with respect to the norm · h on E h . • For a linear map G : U h → E h we denote by G h its application norm with respect to the norm · h on E h and the norm · h on U h . • We shall assume that the following condition is ensured sup h>0 satisfies y(T ) = 0 and such that v L 2 (0,T,U h ) ≤ C y 0 h , for a constant C > 0 which is independent of h.
In fact, in many practical situations, this problem may not have a solution. However, with suitable assumptions on the operators, that we shall state below, there exists a control function v, uniformly bounded in h, such that y(T ) h is exponentially small with respect to h.
We conclude this introductory section with some elementary inequalities that will be useful in the sequel.
Lemma 2.1. 1. The following inequality holds
2. The following interpolation inequalities hold
6)
The proof of the interpolation inequality can be readily obtained by using a basis of orthonormal eigenvectors for M
−1
h A h and the Hölder inequality. 2.2. Examples. The main examples we have in mind when introducing the above framework are those of some space discretization techniques. More precisely, we consider the following parabolic control problem in a bounded polygonal domain
where ω ⊂ Ω is a distributed control domain, x → γ(x) is the diffusion coefficient and v is the control function that we wish to characterize. The map γ may be matrixvalued but, for simplicity, we assume here that γ is a scalar coefficient. We consider now semi-discretization in space for such a problem.
2.2.1. Finite differences schemes. In the case when Ω has a Cartesian geometry, for instance Ω = (0, 1) 2 in dimension 2, then one may be interested in using the elementary finite-difference method. This method will lead to a semi-discrete problem of the form (2.4), with
• E h = R N , N = n 1 × n 2 being the total number of discretization cells in the domain equipped with the inner product (x, y) h = i,j h i h j x i,j y i,j , where (h i , h j ) is the size of the cell labelled (i, j).
• U h = R k , k being the number of discretization cells which intersect the control domain ω equipped with the same inner product as E h .
• A h ∈ M N (R) is the classical 5-diagonal matrix given by
is the distance between the centers of the cells (i, j) and (i + 1, j) and h j+ 1 2 is the distance between the cells (i, j) and (i, j + 1). The boundary conditions are taken into account in those formulas by imposing that y 0,j = y n1+1,j = 0, 1 ≤ j ≤ n 2 and y i,0 = y i,n2+1 = 0, 1 ≤ i ≤ n 1 .
• M h ∈ M N (R) is the identity matrix.
• B h ∈ M N,k (R) is the rectangle matrix corresponding the natural embedding of ω in Ω.
Notice that condition (2.2) is automatically satisfied in this case. Furthermore the spectral radius ρ h behaves like h −2 in this case.
Galerkin methods.
We consider a finite dimensional subspace X h of the Sobolev space H 1 0 (Ω) and a finite dimensional subspace Y h of the space L 2 (Ω) and we denote by (φ h i ) i ⊂ X h and (ψ h j ) j ⊂ Y h two basis for these spaces, respectively. Such spaces and associated basis might be obtained through finite elements methods in connection to some mesh of Ω or through spectral methods if the geometry of Ω is simple enough. This situation enters the general framework proposed above by choosing:
• E h = R N where N = dim X h , the elements in E h being the coordinates vectors of the elements of X h in the basis (φ h i ) i and the inner product (·, ·) h is the usual Euclidean one.
• U h = R k where k = dim Y h , the elements in U h representing the coordinates of elements in Y h in the basis (ψ h j ) j and the inner product [·, ·] h is the usual Euclidean one.
• The matrix M h ∈ M N (R) is the mass matrix associated to (φ h i ) i that is the matrix whose entries are Ω φ h i φ h j dx.
• The matrix B h ∈ M N,k (R) is the matrix whose entries are ω φ h i ψ h j dx.
• The matrix A h ∈ M N (R) is the so-called rigidity matrix associated to the diffusion operator, whose entries are given by Ω γ(x)∇φ h i · ∇φ h j dx. Notice that condition (2.2) is also automatically satisfied in this case since it corresponds to the fact that the multiplication by 1 ω is a bounded operator in L 2 (Ω). In the standard situation where X h is built upon a P 1 finite-element approximation space associated to a triangulation of Ω, the spectral radius ρ h also behaves like h −2 . Notice that the spaces X h and Y h can be chosen in an independent way. This framework can also be slightly modified if one uses the so-called mass lumping technique, which consists in replacing the mass matrix M h by a diagonal matrix whose entries are the sum of the entries of M h in each line. In that case, assumption (2.2) is not necessarily trivial and depend on the choice made for the space X h .
Additional notation.
We shall denote by ⌊.⌋ the floor function and use the following notation a, b = [a, b] ∩ N.
In the sequel, C will denote a generic constant independent of h, whose value may change from line to line.
3. The semi-discrete situation. We shall assume that the following discrete spectral inequality holds. In the continuous case, for the Laplace-Beltrami operator, this inequality is originally due to G. Lebeau and L. Robbiano [LR95] (see also [LZ98a, JL99] and [LL09] for an introductory presentation).
Assumption 3.1. There exists h 0 > 0, α ∈ [0, 1), β > 0, and κ, ℓ > 0 such that the following holds. For any h < h 0 and for any (a j ) j ∈ R N , we have
Without loss of generality, we shall always assume that κ ≥ 1. A spectral inequality of this type is proven in [BHL09a] , in the case of a finitedifference discretization of the operator ∂ x (γ(x)∂ x ) in one-space dimension. The higher dimensional cases, i.e., for elliptic operators of the form ∇ x · (γ(x)∇ x ), again for finite-differences, are treated in [BHL09b] . To our knowledge, the proof of such a property in the finite elements framework is still an open problem up to now.
For j ∈ N, we introduce the following subspace of E h
and denote by Π h,j the orthogonal projector onto E h,j in (E h , ·, · h ). Note that we have the following properties.
) and the operators Π h,j and M
−1
h A h commute. Under Assumption 3.1, we define
Let us now consider the adjoint problem
for which we can prove the following partial observability inequality Theorem 3.3. Under Assumption 3.1, for any T > 0, h < h 0 and j ≤ j h , the solution of (3.3) satisfies the following inequality
With this observability inequality we obtain the following partial controllability result:
Theorem 3.4. Under Assumption 3.1, there exists C > 0, such that for any T > 0, h < h 0 , j ≤ j h , and any initial data y 0 ∈ E h,j , there exists a control v ∈ L 2 (0, T, U h ) such that the solution y of
satisfies y(T ) = 0 and furthermore we have the estimate
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In the sequel, such a control function v will be denoted by
Proof. Notice first that, for an arbitrary v, upon applying M h Π h,j M −1 h to (3.5), we find
(3.6)
In particular, y − Π h,j y satisfies a linear differential equation without source term. It follows that y(t) ∈ E h,j for t ≥ 0 as y 0 ∈ E h,j . For any q F ∈ E h,j , we define
where t → q(t) is the solution of the adjoint problem (3.3) with final condition q F ∈ E h,j . Note that q(t) ∈ E h,j for t ∈ [0, T ] with the same arguments as above. The observability inequality (3.4) implies that J is quadratic and strictly coercive on E h,j . The functional J thus admits a unique minimizer q F . The Euler-Lagrange equation then reads
forq solution of the adjoint problem associated to an arbitrary final conditionq F ∈ E h,j . We choose v(t) = B ⋆ h q(t) as a control function in (3.5). For anyq F ∈ E h,j , we form the inner product (·, ·) h of (3.6) withq(t) and we integrate in time. An integration by parts with respect to time yields
(3.8)
Since y 0 ∈ E h,j , the first term in the right-hand side equals y 0 ,q(0) h , and sincẽ q(t) ∈ E h,j , the second term equals
which finally leads to
The following estimate is of interest. Take any y 0 ∈ E h , then take v = V j (T, Π h,j y 0 ) as a control function in the problem (2.4).
If one applies M h Π h,j M −1 h to Problem (2.4), we find that Π h,j y solves (3.5) with initial data Π h,j y 0 and v = V j (T, Π h,j y 0 ). Hence, by definition of this control function, we deduce that Π h,j y(T ) = 0. Let us now estimate the norm of y(T ). To this end, we use the following energy inequality
h B h h is uniformly bounded with respect to h so that we finally obtain, since κ ≥ 1,
Using the above results, we can now prove the following result. The proof can be adapted from the proof of Theorem 1.4 in [BHL09a] .
Theorem 3.5. Under assumption (3.1), for any T > 0, there exist h 0 > 0, C T > 0 and C 1 , C 2 > 0, such that for any h ≤ h 0 , and all initial data y 0 ∈ E h , there exists a control function v ∈ L 2 (0, T, U h ) such that the solution to
satisfies Π h,j h y(T ) = 0, and
Thanks to this result, we deduce the following h-uniform approximate observability inequality for the semi-discrete problem under study.
Theorem 3.6. Under assumption (3.1), for any T > 0, there exist h 0 > 0, C obs > 0 and C 1 , C 2 > 0, such that: for any h < h 0 , the semi-discrete solution q in
4. Controllability and observability of fully-discrete systems.
4.1. General framework. We consider in this section the problem of controlling fully-discrete approximations of system (2.4) uniformly with respect to the discretization parameters. More precisely, for M > 0 and δt = T /M , We shall consider two time-discretization schemes:
• The implicit Euler scheme:
• The θ-scheme, with θ ∈ [1/2, 1):
where, in both cases,
Naturally, the θ-scheme (4.2) coincides with the implicit Euler scheme (4.1) in the case θ = 1. We present the two schemes separately, even though most of the following results are similar for both schemes. In fact, the only particular case we shall encounter is the Crank-Nicolson scheme, that is θ = 1/2, which is a limiting case for the scheme stability.
Let us first state a relationship between a partial controllability result and a suitable observability inequality, for both the implicit Euler scheme and the θ-scheme.
Theorem 4.1. Let E be any subspace of E h such that M −1 h A h E ⊂ E (that is to say that E is spanned by a suitable subset of the eigenvectors (ψ i ) 1≤i≤N h ). Let θ ∈ [0, 1], and F = ker(M h − δt(1 − θ)A h ). For a given C obs > 0, the following statements are equivalent.
1. For any
and such that the solution to
) and Π E∩F ⊥ is the orthogonal projector onto E ∩ F ⊥ in the same Euclidean space.
2. Any solution q = (q n ) 1≤n≤M+1 of the following adjoint problem, with
Notice, when θ < 1, the particular form of the first iterate of the adjoint problem and of the left-hand side of the observability inequality (4.5). In many cases, the space F is trivial (in particular for the implicit Euler scheme).
Proof. The proof is based on the observation that, for any solution (q n ) n of the adjoint problem with any q M+1 ∈ E h , any solution (y n ) n of the forward problem with a control term (v n ) n we have:
Let us first prove that 2 ⇒ 1. Assume that the observability inequality (4.5) holds and pick any y 0 ∈ E h . Let us introduce a quadratic convex functional J defined for any q M+1 ∈ E ∩ F ⊥ as follows:
We first prove that J is coercive on E ∩ F ⊥ . As E h is finite dimensional, it suffices to prove that
By the observability inequality (4.5) we have q
, that is q 1 ∈ F , then we observe that q n = 0 for any n ∈ 1, M − 1 and that q M ∈ F . Indeed, if we assume that for a given n ≤ M − 1 we have q n ∈ F , then we can use the definition of the adjoint scheme
and take its ·, · h inner product with q n . Since we assumed q n ∈ F , we obtain
so that q n = 0. From (4.7), we deduce that q n+1 ∈ F . The result follows by induction. In particular, we have that q M ∈ F and then q M+1 = (I + δtθM
M also belongs to F . Since we initially assumed that q M+1 ∈ F ⊥ , it follows that q M+1 = 0 and the coercivity of J is proven.
From the above properties of J, we know that it admits a unique minimizer that we denote by q M+1 and we denote by (q n ) n the associated solution to the adjoint problem. We now prove that the control defined by v n = B ⋆ h q n , satisfies the required properties.
The optimality conditions for J reads
In particular, using (4.6), we deduce that
which says exactly that Π E∩F ⊥ y M = 0. Taking nowq M+1 = q M+1 in (4.8) and using the observability inequality, we obtain
which gives the claimed estimate of the norm of the control.
Let us now prove that 1 ⇒ 2. We choose q M+1 ∈ E ∩ F ⊥ and denote by (q n ) n the associated solution of the adjoint problem (4.4).
We set
h A h q 1 as an initial data for the forward control problem. By assumption, there exists a control (v n ) n satisfying (4.3), such that the solution (y n ) n to the controlled problem satisfies Π E∩F ⊥ y M = 0. Using these facts in (4.6), we obtain
which gives, by our choice of y
We conclude by (4.3)
4.2. Partial observability inequalities and uniform controllability results. We show here that Assumption 3.1 on the existence of a uniform discrete Lebeau-Robbiano spectral inequality is enough to prove that, under suitable assumptions, the above observability inequality is satisfied in the spaces E j defined in (3.1), for any j ≤ j h (with j h defined in (3.2)).
Theorem 4.2. Assume that Assumption 3.1 holds. Let T > 0, and θ be given in [1/2, 1]. There exists C > 0 (independent of T ) such that the following observability inequality holds for any h ≤ h 0
for any solution of the adjoint problem (4.4) with E = E j , and for any j ≤ j h .
Remark 4.3. Notice that this result holds without any restriction on the time step δt. Note also that the observability inequality holds for any final data in E j and in particular for any final data in E j ∩ F ⊥ . This will allow us to apply Theorem 4.1 in the sequel.
Proof. Let (q n ) n be a solution to (4.4), and let us introduce
From the definition of q n , we find that
The operator M −1
h A h is symmetric definite positive for the scalar product ·, · h . As θ ∈ [1/2, 1], we classically deduce the bound
In particular, we find
Moreover, since ψ n ∈ E j for any n, we have
Then, since each q n lies in E j , we may apply to each of them the partial LebeauRobbiano spectral inequality of Assumption 3.1 which reads
It follows that we have
Since e C2 j increases much more rapidly than (1 + 2 j α ) 2 , we deduce that, for a constant C α,κ > 0, we have
which is the claimed observability inequality.
With this result at hand we now prove the following uniform controllability results for the schemes under study.
Theorem 4.4 (Implicit Euler scheme and θ-scheme with θ > 1/2). Let T > 0 and θ ∈ (1/2, 1]. Let C T > 0 and 0 < γ ≤ β. There exist C, C obs > 0 such that for any h ≤ h 0 , and any M ∈ N * such that δt = T /M ≤ C T h γ we have:
Proof. First of all, we note that if the partial spectral inequality of Assumption 3.1 is satisfied, then it is also satisfied for smaller values of the parameter β (changing the constants κ and ℓ if necessary). Once γ is chosen, we may therefore assume without any loss of generality that we have αβ < γ ≤ β. Let us also choose γ ′ such that
This implies in particular that
where ν depends on C T , γ, β and ℓ. Observing that ν can be chosen as large as needed, we shall assume that ν ≥ 1 (this will be used in step 4 of the proof).
Step 1: a time-slicing procedure. Let K > 0 be such that
For any 0 ≤ j ≤ j h we introduce the integers M j and M ′ j defined by
Notice that (M j ) j is a non increasing sequence and that
For h sufficiently small we thus have
Hence, with this analysis, we may split the set of discrete times {0,
in the jth sub-interval by induction on j as follows.
Step 2: active and passive control sequences. With Theorem 4.2, where M is replaced by M j and T by M j δt and then applying Theorem 4.1, we obtain a 13) and such that the corresponding controlled solution to the θ-scheme (4.2) satisfies
(4.14)
Note that we have (Duhamel principle)
with
and then by (4.13) and (2.2), for some C 1 > 0,
, we choose v n = 0 so that the discrete solution y n evolves free of any control for n ∈ M
. We obtain
Let us now study more precisely y M ′ j+1 .
• For θ = 1, the space F = ker(M h ) is trivial so that (4.14) gives immediately Π h,j y M ′ j +Mj = 0 and then, since C h and Π h,j commute
is not trivial. In that case, using the definition of F and the fact that C h and Π F commute, we observe that
We thus have Π F y M ′ j +Mj +1 = 0. Furthermore, with (4.14), we deduce that Π h,j y M ′ j +Mj +1 = 0 and finally that (4.18) also holds in this case. The map x → |Γ θ (x)| and its limit at infinity
Step 3: evolution of the L 2 norm of the solution. Let us now introduce the map
which is such that the iteration matrix of the scheme is
and then
Since (Id−Π h,j )C h is symmetric for the scalar product ·, · h , the norm (Id − Π h,j )C h h is actually equal to the spectral radius of (Id
By definition of the space E h,j and (4.19), we conclude that
The graph of the function |Γ θ | is represented in Figure 4 .1 and we observe that two cases are to be considered. We emphasize that we assume θ > 1 2 here. Case (a). If j is such that δt2 
Estimates (4.16), (4.20) and (4.21) then lead to the following inequality
For such a value of j, we define
We set ξ = − log 1−θ θ
. Note that this value of ξ only depends on θ and we have ξ > 0 as we assumed θ ∈ (1/2, 1].
In this case, estimates (4.16), (4.20) and (4.21) lead to
Step 4: L 2 bounds for the control and the solution. Gathering the previous facts, we obtain
Lemma 4.5. There exists C 2 > 0 which does not depend on δt and h, such that for any 0 ≤ J ≤ j h we have
Proof. We first estimate ψ j . As seen above, two cases have to be considered.
for any x ≥ 0, to obtain
Then, the definition of M j in (4.10) implies that
Since we assumed j ≤ j h and γ ≤ β we have
where ν is defined in (4.9). Recalling that we choose ν ≥ 1, we in fact write
It then follows that
θ(1−θ) , ψ j is given by (4.25). From the definition of M j , we have
Note that we have
We thus find
Kξ ), estimates (4.27) and (4.28) give
Using the Young inequality (with exponent p = γ ′ +αβ 2αβ > 1), we obtaiñ
It follows that
Summing this inequality for 0 ≤ j ≤ J, we obtain
The claim follows by choosing C 2 > 0 sufficiently small.
Continuation of step 4 of the proof of Theorem 4.4. Using this lemma with (4.26), we obtain that the controlled solution (y n ) n we constructed satisfies
since, by the definition (3.2) of j h , we have 2
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Furthermore, introducing
using (4.13), the total norm of the discrete control is bounded as follows
as in fact
by the definition of M j in (4.10), and the fact that M j ≥ 1. We thus have
as the series
Step 5: L 2 estimate of the remainder. We now choose v n = 0 for M ′ j h +1 < n ≤ M . The above estimate on the cost of the control remains unchanged. We have
and as Π h,j h y M ′ j h +1 = 0 and by definition of j h , we obtain
2 so that, with (4.29), we obtain
We observe that there existsC > 0, such that, for h sufficiently small we have
In fact, two cases have to be considered.
• If θ < 1 and δtµ ≥ θ− 1 2 θ(1−θ) , we see on Figure 4 .1 that
The result follows since δt ≤ C T h γ .
•
Since the function x → log(1 + x)/x is non-increasing and δtµ ≤ C T µh γ , we have
).
Using (4.30) and (4.31), and since δtM = T , we deduce that
This concludes the proof of Theorem 4.4.
Theorem 4.6 (Crank-Nicolson scheme). Under assumption 3.1, for any T > 0, 0 < γ ≤ β, C T > 0 and δ > 0, there exist C, C obs > 0 such that for any h ≤ h 0 , and any M ∈ N * such that δt = T /M ≤ C T h γ and δtρ h ≤ δ, we have: We recall that ρ h is the spectral radius of M −1 h A h . Proof. The proof follows the same lines as the previous one. The main difference comes from the fact that high frequencies are not sufficiently damped by the CrankNicolson scheme. This phenomenon is well known and is related to the fact that the value θ = 1 2 is the limit of unconditional stability for the θ-scheme. For this reason we need to add the condition δtρ h ≤ δ linking the time step and the space discretization for our result to hold. Without loss of generalities, we further assume that δ ≥ 2.
Let us only mention the points of the proof that require changes in this case (see also Figure 4 .2):
• Formula (4.21) becomes
• The two cases to be considered in the estimates are now 
for any q F ∈ E h , and (q n ) n ∈ E M h the associated solution of the backward problem (4.4).
5. Practical computation of semi-discrete and fully-discrete controls. We assume until the end of the article, that Assumption 3.1 is satisfied for some h 0 , α, β, κ, ℓ, and that the final time T > 0 is fixed. We shall also assume that h 0 is sufficiently small such that Theorem 3.6 and Theorem 4.7 hold. We shall denote by C obs a common value of the constant given by these two theorems.
Let us now consider a continuous function h → φ(h) ∈ R +, * satisfying
This last assumption is certainly satisfied by any polynomial function of h, which is the typical case that we shall consider.
Choosing φ(h) constant, say φ(h) = ε > 0, is also of interest. This situation corresponds to the case of an approximate control problem, tackled with a penalization technique, as proposed and studied in [GL94] . Our analysis thus includes such approximate control problems for parabolic equations.
Such a function φ is now fixed all along this section.
Here we address the control to the trajectories, which is known to be equivalent to null-controllability in the case of linear equations. However, here, a difficulty arises to obtain uniform estimates, as the semi-discrete and the fully-discrete free trajectories do not coincide. Let us present the framework we consider.
For any h > 0, we suppose given a targetŷ F ∈ E h which is the final state of a free solution of the semi-discrete system from an initial datumŷ 0 ∈ E h , that is we assume thatŷ
Notice that any elementŷ F in E h can be written in this form. However, we are interested in the situation where some uniform bounds onŷ 0 are available. This corresponds to attempting to control the system towards a semi-discrete approximation of an actual free trajectory of the original parabolic PDE for an initial data in L 2 (Ω).
5.1. The semi-discrete case. We first deal with the semi-discrete situation. Theorem 5.1. Letŷ 0 ,ŷ F be given in (5.2). For any h ≤ h 0 , and any y 0 ∈ E h , we consider the functional
where t → q(t) is the solution to the adjoint problem −M h ∂ t q(t) + A h q(t) = 0 with final data q(T ) = q F . This functional J h has a unique minimiser denoted by q F opt ∈ E h . This minimiser produces a solution q opt of the adjoint problem such that, if we define the control function v(t) = B ⋆ h q opt (t):
• The cost of the control is bounded as follows
• The controlled solution y to (3.9) is such that
Finally, the optimal adjoint state q Proof. The functional J h is smooth, strictly convex, and coercive on a finite dimensional space, thus it admits a unique minimizer. Furthermore, sinceŷ F = e
Then, J h can be expressed as follows
The Euler-Lagrange equation associated to this minimization problem reads
for any q F ∈ E h , with the associated solution t → q(t) of the adjoint problem. We consider now the solution y to the controlled problem
, with y(0) = y 0 . By integration by parts, we deduce
Comparing with (5.7), and using (5.6) we obtain that Let us now prove (5.3) and (5.5). We move back to (5.7) in which we choose
By Assumption (5.1), we can choose h 0 sufficiently small such that φ(h) ≥ C 1 e −C2/h β for any 0 < h ≤ h 0 , where C 1 and C 2 are the constants introduced in Theorem 3.6. In particular, we deduce from this theorem that the following observability inequality holds
, which leads to (5.8) by using the Young inequality.
5.2. The fully-discrete case. We now state a result similar to that given above but in the fully-discrete case.
Theorem 5.2. Letŷ 0 ,ŷ F be given in (5.2). Let θ ∈ [ 1 2 , 1], C T > 0 and 0 < γ ≤ β. In the case θ = 1 2 , we also let δ > 0.
For any h ≤ h 0 , and any y 0 ∈ E h , we consider the functional
where (q n ) n is the solution of the adjoint problem (4.4) with final data q M+1 = q F . This functional J h,δt has a unique minimiser q where ζ 1 = ζ 3 = 1 and ζ 2 = 4 for θ > 1 2 and ζ 1 = 2, ζ 2 = 6 and ζ 3 = 2/3 for θ = 1 2 .
• The controlled solution (y n ) n associated to v δt and to the initial data y 0 = y 0 is such that
Finally, the optimal adjoint state q Remark 5.3. 1. When δt goes to 0, the above estimates converge to their counterpart for the semi-discrete problem given in Theorem 5.1. Moreover, if we assume some regularity on the initial datum, that is if ŷ 0 r,h is bounded w.r.t. h for some r > 0, then convergence is uniform with respect to h. 2. If we are interested in the null-controllability problem, thenŷ 0 =ŷ F = 0 and the above estimates take simpler forms. 3. We have assumed δt ≤ C T h γ . Together with Assumption (5.1) made on φ, and the fact that φ is bounded on [0, h 0 ], we deduce (with s = 0) the simpler useful estimates
Proof. Like in the semi-discrete situation, the functional J h,δt is smooth, strictly convex, and coercive which implies the existence and uniqueness of a minimizer. Using the same computations as in the proof of Theorem 4.1 we easily obtain, by a discrete integration by parts (see formula 4.6), that the controlled solution (y n ) n computed with the control function v δt satisfies y M =ŷ F − φ(h)q F opt,δt . Hence, estimate (5.10) is a consequence of (5.11).
Let us prove (5.9) and (5.11). To this end, we need to take a special care of high frequencies. More precisely, let us introduce the following notation:
• For 1 2 < θ ≤ 1, we define 
Notice that this system is uniquely solvable since, by construction, the range of the projector Π θ,δt intersect the kernel of Id − δt(1 − θ)M −1 h A h trivially even if this kernel is not reduced to {0}.
With the above notation, the functional J h,δt can be expressed as follows
, and the associated Euler-Lagrange equation reads
for any q F ∈ E h , and (q n ) n its associated solution to the fully-discrete adjoint system. Choosing q F = q 
We can now choose h 0 sufficiently small so that φ(h) ≥ C 1 e −C2/h γ , for any h ≤ h 0 , where C 1 and C 2 are defined in Theorem 4.7. The following observability inequality then holds
Moving back to (5.19), we deduce by using Young inequalities that Since we assumed δt ≤ C T h γ , and with Assumption (5.1) made on φ, we deduce that, if h 0 is sufficiently small, we have, for some C > 0 We first write
By definition of the projector, the second term is bounded by Cδt 2s ŷ 0 4s,h for θ > 1 2
and by Cδt 2s ŷ 0 6s,h for θ = 1 2 . Then, by definition of the targetŷ T , we can writẽ
(5.21)
In order to estimate this quantity, we develop Π θ,δtŷ0 in the basis of eigenvectors of M
−1
h A h and we use the inequality (5.22) given by Lemma 5.4 above. With this inequality and (5.21) we readily obtain the announced estimate (5.20).
Lemma 5.4. For any M , δt such that M δt = T , for any 0 ≤ s ≤ 1, there exists C > 0 only depending on θ and s such that
We recall that A θ and A 1 2 are defined in (5.15) and (5.16). A proof of this technical lemma is given in Appendix A. For instance if one chooses φ(h) = h 2p for any given p, with the above results, one can construct a uniformly bounded sequence of controls leading to a final state whose distance to the targetŷ F is no larger than h p C ′ obs ( y 0 −ŷ 0 h + ŷ 0 h ), for h sufficiently small, where C ′ obs is any given number larger than C obs . Notice in particular that the value of C ′ obs does not depend on the particular choice of φ we use.
The practical computation of q F opt,δt can be performed by a conjugate gradient solver as proposed in [GL94] . Each iteration of this solver consists in first solving for the solution to a fully-discrete adjoint problem, and second solving for the solution to a fully-discrete direct problem.
6. Error estimates. This section is devoted to the analysis of the convergence of v δt towards v when δt → 0, where v δt and v are respectively the fully-discrete and the semi-discrete control functions obtained in Theorems 5.1 and 5.2.
We begin with simple lemmata on error estimates for the implicit Euler scheme for the simple ODE problem M h ∂ t y + A h y = 0.
Lemma 6.1. For any δ ≥ 0, there exists C δ > 0 such that
Proof. The solution y is explicitly given by y(t) = e h A h . Similarly, for the second property we write
We now write the decomposition of y 0 in the orthonormal basis (ψ i ) i . The contribution of each component of y 0 in this decomposition in the above integral is then estimated through the following integral identity
The result then follows.
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6.1. The forward problem. Let us begin with the study of the case θ > 1 2 . In that case, we know that the scheme is first order in time and we shall prove the following sharp estimates. These results are quite classical except that we want to obtain estimates which are uniform with respect to the approximation parameter h.
As E h is finite dimensional the different norms · s,h , s ∈ R, are equivalent. However, h is meant to go to zero (space discretization refinement), that is the dimension of E h goes to infinity. For this reason, various norms · s,h , s ∈ R, play different roles here.
Proposition 6.2 (The θ-scheme for θ > 1 2 ). Let s ∈ R, T > 0 and 1 2 < θ ≤ 1. There exists C > 0 such that for any y 0 , y 0 ∈ E h , and any M ∈ N, the solution
and the solution t → y(t) to M h ∂ t y + A h y(t) = 0 for the initial data y 0 , satisfy the following error estimates with e n = y n − y(t n ), t n = nδt and
Proof. 1. Proof of (6.1). Observe that e n solves e n+1 − e n + δtM
where, the consistency residual is defined by
As y is solution to M h ∂ t y + A h y = 0, we write
Forming the ·, · s,h inner product of (6.4) with e n+θ , we obtain 
We conclude the proof of estimate (6.1) with Lemma 6.1. Note that (6.7) also leads to the following useful estimate 2. Proof of (6.2). We write
Using (6.4), we can then obtain
. (6.10)
It is now possible to conclude by using (6.1) and (6.8). 3. Proof of (6.3). From (6.4) we deduce the following equation satisfied by t n e n :
We introduce t n+θ = θt n+1 + (1 − θ)t n and we observe that
Forming the ·, · s,h inner product of (6.11) with t n+θ e n+θ , using the above formula and noting that t n+θ ≤ t n+1 , we obtain We now sum these inequalities to obtain
. (6.14)
The contribution of the second term in the right-hand side was already estimated in (6.2) (with s − 2 instead of s) and (6.9) gives a bound for the third term. It remains now to estimate the contribution of the first term in the right-hand side of (6.14) by writing
Using finally Lemma 6.1, we obtain 
This concludes the proof. We now study the case of the Crank-Nicolson scheme. As expected, we find that the scheme is second order.
Proposition 6.3 (The Crank-Nicolson scheme). We consider the same notation as in Proposition 6.2, except that we assume now that θ =
Proof. The proof follows the same lines as that of Proposition 6.2, and we only mention here the points that need to be changed.
• When θ = 1 2 , inequality (6.7) does not contain any numerical diffusion term like e n+1 − e n 2 s,h
. Yet, this term is useful in the sequel. Using (2.5) and (6.4), we can recover such a term by observing that
Combining this last inequality with (6.7), we obtain
, which is the desired estimate. Note that, as expected, this estimate is only useful under the assumption that δtρ h is bounded.
Integrating by parts, we find that R n+1 , as given in (6.5), can be expressed as follows, in the case θ = 1 2 ,
leading to the following estimate •
, so that, using the previous bounds, we obtain (6.17).
• .
We now need to prove some bound for t n+1 e n+1 − t n e n s,h as this term is not present in the l.h.s. of the previous estimate, unlike the case θ > 1 2 where such numerical diffusion is helpful. To this end, we proceed as follows by using (6.11)
Adding the previous two inequalities, we obtain Furthermore, as θ = 1 2 , we can integrate by parts in (6.15) to obtain
by using once more Lemma 6.1. Finally, summing (6.21) for n ∈ 1, M − 1 and (6.13), and using (6.17) (changing s + 1 in s − 1), (6.20) and (6.22), we obtain
Using (2.5), this proves the claimed estimate (6.18).
• It remains to prove (6.19). We define M ′ = ⌊M/2⌋. From (6.18), we obtain
We now apply once more (6.18) for the same problem starting from t = t M ′ instead of t = 0 and with initial data y(t M ′ ) and y M ′ for the semi-discrete and fully-discrete problems respectively. We obtain
s−2,h , so that using Lemma 6.1 and the bound on e M ′ previously obtained we finally reach the claim.
6.2. The backward problem. For X = E h or X = U h and any family x = (x n ) 1≤n≤M ∈ X M , we denote by
Proposition 6.4 (The θ-scheme for θ > 1 2 ). Let q F ∈ E h , t → q(t) ∈ E h be the solution to the adjoint problem −M h ∂ t q(t) + A h q(t) = 0 for the final data q(T ) = q F and let (q n ) n ∈ E M h be the solution of the fully-discrete backward problem
for the same final data q M+1 = q F . We have the following estimates
where q n+1−θ = θq n + (1 − θ)q n+1 . Moreover, if we introduce the error term
there exists C > 0 such that
Finally, we also have the estimate
Proof.
1. Arguing as in the proof of Proposition 6.2 we form the ·, · s,h inner product of (6.24) with q n+1−θ and we sum over n to obtain
. By Young's inequality, we obtain
Furthermore, by writing
with n ∈ 1, M − 1 , and
h A h q F , and using (6.25) and (2.7), we obtain
We observe that (z n ) 1≤n≤M+1 solves the usual backward θ-scheme (compare with (6.24))
Let us now define y(t) = q(T − t) and y n = z M+1−n . We observe that M h ∂ t y + A h y = 0, y(0) = q F and that (y n ) n solves the forward θ-scheme with initial data y 0 = q F . We also observe that
in the notation of Proposition 6.2. Hence, (6.1), (6.2), (6.3) lead to (6.27), (6.28), (6.29) respectively. It remains to prove (6.30). To this end we write
The contributions of the sums over n of the last two terms can be estimated by using (6.26) and (6.28). It remains to consider the contribution of the first term. We proceed as follows
. We obtain the claim by summing over n and using Lemma 6.1 (and the change of variable y(t) = q(T − t)).
We now proceed with the study of the backward problem for the Crank-Nicolson scheme.
To begin with, for any x = (x n ) 1≤n≤M ∈ E M h , we denote by F 1 [x] the element of L 2 (0, T, E h ) defined as follows:
Proposition 6.5 (The Crank-Nicolson scheme). If we take θ = 1 2 in (6.24), then:
• Estimates (6.25) and (6.26) hold.
Proof. The proof of (6.32) and (6.33) in Proposition 6.4 is not affected by the choice θ = h A h )q n . We then set y(t) = q(T − t) and y n = z M+1−n , n ∈ 0, M . Then (6.16), (6.17) and (6.19) imply (6.32), (6.33) and (6.34) respectively.
Let us now prove (6.35). We introduceq = F 1 [(q n ) n ] and q(t) defined by
Notice now that q andq are continuous functions. In fact, for any n ∈ 2, M , we haveq
and these two quantities are equal, as (q n ) n is solution of (6.24), We shall now proceed in two steps. First, we estimateq − q. We observe that this function is piecewise affine and continuous. We havẽ
With a convexity argument we have
s,h , n ∈ 1, M .
As a consequence, we find that
This last term is bounded in (6.33). Second, we give a bound for q(t) − q(t). Let n ∈ 1, M + 1 . By Taylor formulae, we find
and we then obtain, with a Cauchy-Schwartz inequality,
By Lemma 6.1, we then obtain
Gathering the two estimates we obtain (6.35).
6.3. Error estimate in time for the control problem. In this section, we give estimates of the error between the fully discrete control v δt and the semi-discrete one v corresponding to the same targetŷ F , both defined in Theorems 5.1 and 5.2. Errors are estimated with respect to the time step, δt. As expected, the result will be different depending if θ > . We prove here a first-order in time error estimate.
Theorem 6.6. We consider the same assumptions as in Theorem 5.2, further assuming that θ > 1 2 . Provided that the condition δt ≤ Ch γ is fulfilled, the following first order error estimate holds
where C ′ is independent of δt and h.
We recall that we have chosen γ such that 0 < γ ≤ β. Notice that the constant in front of δt in the r.h.s. is not bounded with respect to h. The first-order convergence is thus not uniform with respect to h. The definition of F 0 [.] can be found in (6.23).
Proof. We write the optimality conditions corresponding to the minimization of J
for anyq δt = (q n ) n solution of the fully-discrete adjoint system (6.24) withq M+1 = q F ∈ E h . We also write the optimality conditions corresponding to the minimization of
for any t →q(t) solution of the adjoint problem (3.3) withq(T ) =q F ∈ E h . Let us now consider the first term in (6.36). For any n ∈ 1, M , we have
Thus, (6.36) becomes
where we recall that
h A hq 1 −q(0) and we introducẽ
We now subtract (6.37) from (6.39) to obtain
Let us now chooseq
The solutionq(t) of the semi-discrete backward problem associated to this data can be writteñ
where q δt denotes the solution of the Cauchy problem
We splitq into two terms as follows
Thus (6.40) leads to
It remains to estimate the three terms T 1 , T 2 and T 3 in the r.h.s. of this inequality.
• With (2.3), (2.5), the bound (5.12) and to the error estimate (6.30), we find
• Using (6.29) and (2.5), the second term T 2 is bounded as follows
• Using (2.3), we write for the last term T 3 :
and e is estimated by (6.30) and (2.5) as follows
). We now collect the previous estimates in (6.41) and obtain
Moreover, we have seen in (5.14) that φ(h) q F opt,δt h ≤ C( y 0 h + ŷ 0 h ), so that, using Young's inequality and assumption (2.1), we finally obtain from (6.42) the expected error estimate
6.3.2. The Crank-Nicolson scheme. We prove now a second order in time error estimate.
Theorem 6.7. We consider the case θ = 1 2 and the same assumptions as in Theorem 5.2. Provided that the conditions δt ≤ Ch γ and δtρ h ≤ δ are fulfilled, the following second-order error estimate holds
where C ′ is independent of δt and h. The definition of F 1 [.] can be found in (6.31). We recall that we have chosen γ such that 0 < γ ≤ β.
Proof. 
using that
Proceeding as in the proof of Theorem 6.6, using (2.3) in order to treat the new term (compare (6.44) with (6.38)), we obtain
By definition of the operator
Using (5.12) to bound the first term, it follows
Then, we use (2.3), (6.26) (notice that this inequality also holds for θ = 1 2 , see Proposition 6.5) and (5.14) in order to bound the second term as follows
where we used the uniform bound δtρ h ≤ δ. We have thus proved that
Similarly to (6.46) we have
then, from (6.45) we deduce
Using the Young inequality, estimates (5.14), (6.34) and (6.35) we finally obtain
The claim follows by using assumption (2.1) and the fact that δt ≤ T . To conclude, we present here a second interpolation operator that also yields a second-order convergence result. For X = E h or X = U h and any x = (x n ) n ∈ X n we define
The interest of this new operator as compared to F 1 [·] is that it does not depend on the operators M h and A h and commutes with the operator B ⋆ h . Notice however that
Our result is then the following Theorem 6.8. In the same conditions as in the previous theorem, we have
where v δt = B ⋆ h q opt,δt . As we can see, the actual computation of F 1 [v δt ] only requires the knowledge of (v n ) n and not of the sequence q opt,δt . In most practical cases, this can lead to saving a significant amount of memory for the storage of the control function.
Proof. With Theorem 6.7 it suffices to estimate the difference
• For n ∈ 1, M − 1 , and t n−1 < t < t n , we have (using the equations (6.24))
which by (6.25) (which is valid even for θ = 1 2 , see Proposition 6.5), (2.5) and the bound δtρ h ≤ δ, yields
• Finally, the case n = M can be bounded in a similar way as 10 . We consider a finite-difference scheme in space on a mesh of Ω with N discretization points for solving the control problem (1.1) with a diffusion coefficient γ.
Tests #1 and #2. We choose here a constant diffusion coefficient γ = 0.1 and a uniform mesh of Ω so that h = 1/N . We are interested in the null-controllability problem, that is we choose a targetŷ F = 0.
In Test #1, we consider the Implicit Euler time discretisation (θ = 1) and in Test #2, we consider the Crank-Nicolson time discretisation (θ = 1 2 ). The qualitative behavior of the control function obtained in each case is illustrated in Figure 7 .1 where we represent the map
We now illustrate the various convergence properties established in this article. In Figures 7.2 and 7.3 we plot the error v − v δt L 2 (]0,T [×ω) between the semi-discrete and the fully-discrete controls for various values of the time step and three different mesh size for the domain Ω for both Tests #1 and #2. For each test, two situations are presented depending on the choice of the penalization function h → φ(h).
As expected, we observe the first order convergence in δt for Test #1 and an asymptotic second order convergence for Test #2. Moreover, these convergences are not uniform with respect to h. In fact, for a given value of the time step, the error increases when N increases. Nevertheless, it appears that the dependences on h in the error estimates we proved in Theorems 6.6, 6.7, and 6.8 are not optimal in this context. We observe that, for large values of δt, the Crank-Nicholson scheme only behaves like a first order scheme, but yet produce smaller errors than the implicit Euler method. Table 7 .2) shows the size of the final state in the L 2 norm as well as the cost of the control for various values of δt and N and for φ(h) = h 2 (resp. φ(h) = h 4 ). We observe that, these values barely depend on δt; the cost of the control is uniformly bounded w.r.t. N . The size of the final state actually behaves like φ(h), as proved in our results.
Test #3. In that test we consider random meshes of Ω with N points built in such a way that each cell in the mesh has a size 1/N ± 40%. Furthermore, we choose a non constant diffusion coefficient whose formula is given by γ(x) = 0.1 − 0.05 * tanh((x − 0.5)/0.1) and we now consider the control to the trajectories problem by chosing a targetŷ F = 0.1 sin(πx).
We choose here a penalization function φ(h) = h 2 and we consider the Implicit Euler method in time.
We observe results qualitatively very similar to that of the previous tests (see Figure 7 .1). In Figure 7 .4, we only illustrate the convergence properties with respect to δt and the behavior of the distance of the final state to the target and of the cost of the control with respect to the mesh size (these results are those obtained with the smallest time step considered here, that is δt =7.81E-04). 8. Concluding remarks. Most of the results of this article still hold if we assume that B ⋆ h is a (formally) lower-order operator, that is, if we replace Assumption (2.3) by B ⋆ h x h ≤ C x α,h , ∀h > 0, ∀x ∈ E h , for some α ∈]0, 1]. Notice however that, for 1 2 < θ < 1, we need to further assume that δtρ h ≤ δ for our uniform controllability and observability results to hold.
In practice, this more general assumption should be useful to handle more complex control operators and possibly more complex discretization schemes. Note that boundary control problems do not enter this framework since Lebeau-Robbiano type spectral inequalities of the form (in the continuous case)
are known to not hold for boundary observations (compare with the boundary observed inequality proven in [LR95] ).
With Theorems 5.1 and 5.2 we note that the estimates of the optimal adjoint states q numerically with the formation of the boundary layer at time t = T for the adjoint system. It then leads to a poor conditioning of the numerical method. See for instance [MZ09] for numerical evidences. The idea of [FCM] , introducing a weighted functional, may lead to a better treatment of this problem. The numerical analysis of this approach, in the spirit of the present work, yet needs to be carried out.
To apply the results we have obtained here, an important question that remains to be answered is the following: for what kind of linear parabolic problems (scalar with smooth or non-smooth coefficients, systems, etc ...) and for what kind of numerical methods and meshes (finite differences, finite elements, etc ...) do discrete LebeauRobbiano spectral inequalities (H α,β ) hold? The authors of the present article tackled this question for finite-difference discretizations of parabolic equations on smooth meshes and for smooth coefficients in [BHL09a] and [BHL09b] . Many other settings need to be studied.
