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Abstract
In this paper, we study diﬀerential equation with fully fuzzy initial value. We propose a
numerical method to approximate the fuzzy solution by using partition of fuzzy interval
and generalization of Hukuhara diﬀerence and division. We prove some theorems for dif-
ferential equation by fuzzy initial value. Finally, we solve a numerical example to illustrate
our proposed method.
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1 Introduction
Fuzzy set theory are used to study a variety of problems fuzzy metric spaces [15], fuzzy
linear systems [4, 5, 19], fuzzy diﬀerential equations [6, 7, 10, 16, 17] and other topics. The
concept of fuzzy numbers and arithmetic operations with this numbers were ﬁrst introduce
and investigated by Chang and Zadeh [9] and others. Chang and Zadeh [9] ﬁrst introduced
the concept of the fuzzy derivative and followed by Dubois and Prade [10]. The concept of
diﬀerential equations in a fuzzy environment was ﬁrst formulated by Kaleva[12]. Several
authors have produced a wide range of results in both the theoretical and applied ﬁelds
of fuzzy diﬀerential equations [1, 2, 8, 11, 14, 17, 18]. Some of researchers worked for
approximate solving the fuzzy initial value problem y
′
= f(x,y) where x0 is real num-
ber and y(x0) = y0 fuzzy number [1, 2, 8]. We consider the diﬀerent fuzzy initial value
problem y
′
= f(x,y) where x0 and y(x0) = y0 are fuzzy numbers. We used of deﬁnition
fuzzy directed line induced by L. Hongliang et al.[13] and extent to fuzzy interval. This
paper used of partition of fuzzy interval [13] and generalization of Hukuhara diﬀerence
and division [20].
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In Section 2, we provide some background on fuzzy numbers and fuzzy diﬀerential equa-
tions. In Section 3, we present numerical method of fuzzy diﬀerential equation with full
fuzzy initial values and give a numerical example for illustrate this method. Finally, con-
clusion is present in section 4.
2 Preliminaries
First, we review fuzzy numbers and some results about it. There are various deﬁnitions
for the concept of fuzzy number. Let E1 be the set of all functions u : R  → [0,1] such that
u is normal, fuzzy convex, upper semicontinuous and the closure of {x ∈ R : u(x) > 0}, is
compact. For any u ∈ E, u is called a fuzzy number in parametric form a pair (u(r),u(r))
of function u(r), u(r), 0 ≤ r ≤ 1 which satisﬁes the following requirements:
1. u(r) is a bounded monotonic increasing left continuous function.
2. u(r) is a bounded monotonic decreasing left continuous function,
3. u(r) ≤ u(r), 0 ≤ r ≤ 1.
In this paper, we used of parametric form of fuzzy numbers. For u,v ∈ E1, the metric
distance is deﬁne as
D(u,v) = supr∈[0,1]max{|u(r) − v(r)|,|u(r) − v(r)|} (2.1)
Theorem 2.1. [21],
(1) (E,D) is a complete metric space;
(2) D(u + w,v + w) = D(u,v) here u,v,w ∈ E;
(3) D(u + v,w + e) ≤ D(u,w) + D(v,e), here u,v,w,e ∈ E.
For ranking of u,v ∈ E, u ≼ v if and only if u(r) ≤ v(r) and u(r) ≤ v(r) and u ≺ v if
and only if u(r) < v(r) and u(r) < v(r) for any r ∈ [0,1].
Denition 2.1. [13], Let u0,v0 ∈ E, u0(0) < v0(0). The fuzzy number set {wt ∈ E|wt =
(1 − t)u0 + tv0,t ∈ (−∞,+∞)} is called fuzzy directed line induced by u0,v0 and denoted
by − − → u0v0.
Theorem 2.2. [13], Let ws,wt ∈ − − → u0v0, then
(1) s ≤ t ⇐⇒ ws ≼ wt
(2) s = t ⇐⇒ ws = wt ,i.e. s ̸= t ⇐⇒ ws ̸= wt.Journal of Fuzzy Set Valued Analysis 3
Denition 2.2. [20], For two fuzzy number u,v ∈ E, then
u + v = w ∈ E ←→
{
u + v = w,
u + v = w
λu =
{
(λu,λu), λ ≥ 0
(λu,λu), λ < 0
u ⊖g v = w ∈ E ←→



(i)u = v + w
or
(ii)v = u + (−1)w
uv = w ←→
{
w = min{u v,u v,u v,u v}
w = max{u v,u v,u v,u v}
u ÷g v = w ∈ E ←→



(i)u = vw
or w−1 = ( 1
w(r), 1
w(r))
(ii)v = uw−1
(2.2)
Theorem 2.3. ([20]: Proposition 6), A⊖gB exists if and only if B⊖gA and (−B)⊖g(−A)
exist and A ⊖g B = (−B) ⊖g (−A) = −(B ⊖g A).
Denition 2.3. [13], Let F : − − → u0v0 −→ E be a fuzzy mapping and x ∈ R ﬁxed. Suppose
for |y| > |x|, xy > 0, F(wy) ⊖ F(wx) exists, and when x > 0
F(wy) ⊖ F(wx)
wy ⊖ wx
exists, when x < 0
F(wx) ⊖ F(wy)
wx ⊖ wy
exists.
And suppose for |y| < |x|, xy ≥ 0,F(wx) ⊖ F(wy) exists, and when x > 0,
F(wx) ⊖ F(wy)
wx ⊖ wy
exists, when x < 0
F(wy) ⊖ F(wx)
wy ⊖ wx
exists.
If there is a ´ F(wx) ∈ E such that when x > 0
limy−→x+D
(
F(wy) ⊖ F(wx)
wy ⊖ wx
, ´ F(wx)
)
= 0
and
limy−→x−D
(
F(wx) ⊖ F(wy)
wx ⊖ wy
, ´ F(wx)
)
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hold. When x < 0
limy−→x+D
(
F(wx) ⊖ F(wy)
wx ⊖ wy
, ´ F(wx)
)
= 0
and
limy−→x−D
(
F(wy) ⊖ F(wx)
wy ⊖ wx
, ´ F(wx)
)
= 0
hold. Then we say F is fuzzy diﬀerentiable at wx and its fuzzy derivative at wx is ´ F(wx).
3 Numerical method of fuzzy diﬀerential equation with
fuzzy initial values
In this section, we are going to study the diﬀerential equation with fully fuzzy initial valeu
as {
y′ = F(x,y)
y(u0) = U0, u0,v0 ∈ E
(3.3)
where F : [u0,v0] × E −→ E is such that u0,v0 ∈ E, u0(0) < v0(0) and
(1) ∀ε > 0,∃δ > 0
D2((x,y),(x,y)) < δ
(x,y),(x,y) ∈ [u0,v0] × E
⇒ D(F(x,y),F(x,y)) < ε
(2) ∃L > 0 ,D(F(x,y1),F(x,y2)) ≤ LD(y1,y2) x,y1,y2 ∈ E
For numerically solving equation (3.3), we approximate y(v0).
We deﬁne the metric distance in E2 as follows:
D2((u,v),(u
′
,v
′
)) = max{D(u,u
′
),D(v,v
′
)} ; (u,v),(u
′
,v
′
) ∈ E2 (3.4)
Denition 3.1. Let u0,v0 ∈ E, u0(0) < v0(0). The fuzzy number set
{wt ∈ E|wt = (1 − t)u0 + tv0,t ∈ [0,1]}
is called fuzzy interval [u0,v0].
Denition 3.2. Suppose [u0,v0] is the fuzzy interval. If
p[0,1] = {x0 = 0,x1,...,xn = 1|x0 < x1 < ... < xn}
denote the partition of [0,1]. If
wi = (1 − xi)u0 + xiv0;i = 0,1,...,n
then, by Theorem 2.2
w0 = u0 ≺ w1 ≺ ··· ≺ wn−1 ≺ wn = v0.
Therefore
˜ p[u0,v0] = {w0 = u0,w1,...,wn−1,wn = v0}
is the partition of [u0,v0].Journal of Fuzzy Set Valued Analysis 5
Theorem 3.1. Let u ∈ E,m,n ∈ R > 0 then mu ⊖g nu = (m − n)u.
Proof.
mu ⊖g nu = (m − n)u ←→

  
  
(i)mu = nu + (m − n)u
or
(ii)nu = mu + (−1)(m − n)u
(3.5)
(i) (mu,mu) = (nu,nu) + (m − n)(u,u) if m ≥ n this case is correct.
(ii) (nu,nu) = (mu,mu) + (n − m)(u,u) if m < n this case is correct.
Regarding to generalization of Hukuhara diﬀerence and division and deﬁnition 2.3,
diﬀerentiability of F at wx is proved in the following theorem.
Theorem 3.2. Let F : − − → u0v0 −→ E be a fuzzy mapping and x ∈ R+ if ´ F(wx) ∈ E exist
and
limh−→0D
(
{F(wx+h) ⊖g F(wx)} ÷g {wx+h ⊖g wx}, ´ F(wx)
)
= 0
Then we say F is fuzzy diﬀerentiable at wx and its fuzzy derivative at wx is ´ F(wx).
Proof. With Theorem 2.3
F(wx) ⊖g F(wx+h) = −(F(wx+h)⊖F(wx))
wx ⊖g wx+h = −(wx+h ⊖g wx)
(3.6)
Regarding to, Deﬁnition 2.3 and x ∈ R+
If h −→ 0+ then
|x+h| > |x|, (x+h).x > 0, F(wx+h)⊖gF(wx), {F(wx+h)⊖gF(wx)}÷g{wx+h⊖gwx}
exists.
If h −→ 0− then
|x+h| < |x|, (x+h).x > 0, F(wx)⊖gF(wx+h), {F(wx)⊖gF(wx+h)}÷g{wx⊖gwx+h}
exists. And with
limh−→0D
(
{F(wx+h) ⊖g F(wx)} ÷g {wx+h ⊖g wx}, ´ F(wx)
)
= 0
Then
limh−→0+D
(
{F(wx+h) ⊖g F(wx)} ÷g {wx+h ⊖g wx}, ´ F(wx)
)
= 0
and relations (3.6)
limh−→0−D
(
{F(wx) ⊖g F(wx+h)} ÷g {wx ⊖g wx+h}, ´ F(wx)
)
= 0
Hence, proof compleat.6 Journal of Fuzzy Set Valued Analysis
For approximating y(v0) in problem (3.3), we consider
P[0,1] = {
i
n
|i = 0,1,...,n}
as a partition of [0,1]. Using Deﬁnition 3.2
˜ p[u0,v0] = {wi = (1 −
i
n
)u0 +
i
n
v0|i = 0,1,...,n}
is the partition of [u0,v0]. Suppose that y′(wi) exists, hence using Theorem 3.2 if h = 1
n
limh−→0D
(
{y(wi+1) ⊖g y(wi)} ÷g {wi+1 ⊖g wi},y′(wi)
)
= 0 (3.7)
then by (3.3) where y′(wi) = F(wi,y(wi)). For approximation, we used of
{{y(wi+1) ⊖g y(wi)} ÷g {wi+1 ⊖g wi}} ≃ F(wi,y(wi)) i = 0,1,...,n − 1 (3.8)
With Theorem 3.1 and wi = (1 − i
n)u0 + i
nv0 then wi+1 ⊖g wi = − 1
nu0 + 1
nv0 hence with
division of (2.2), Eq. (3.8) rewritten as
{
y(wi+1) ⊖g y(wi) ≃ ( 1
nv0 + (− 1
n)u0)F(wi,y(wi)) ∈ E
y(w0) = U0 i = 0,1,...,n − 1
(3.9)
Therefore by diﬀerence of (2.2)
{
y(wi+1) ≃ y(wi) + ( 1
nv0 + (− 1
n)u0)F(wi,y(wi))
y(w0) = U0 i = 0,1,...,n − 1
(3.10)
We will replace the exact solution y(wi);i = 0,1,...,n by approximated solution Y (wi);i =
0,1,...,n and then Eq. (3.10) rewrite as:
{
Y (wi+1) = Y (wi) + ( 1
nv0 + (− 1
n)u0)F(wi,Y (wi))
Y (w0) = y(w0) = y(u0) = U0 i = 0,1,...,n − 1
(3.11)
For illustrating of our proposed method, we solve an example as follows:
Example 3.1. Consider the following diﬀerential equation with fully fuzzy initial value.



y′ = xy
y(u0) = U0 = (e0.005r2+1,e0.005r2−0.02r+1.02)
(3.12)
where u0 = (0.1r,0.2 − 0.1r) and F(x,y) = xy. We want to approximate y(v0) by v0 =
(0.3 + 0.1r,0.5 − 0.1r).
We show that F : [u0,v0] × E −→ E satisﬁes in conditions (1) and (2).
Therefore (1) is satisﬁed if for ﬁx ϵ > 0, 0 < δ < ϵ
|v0(0)|+M exists such that
M ≥ max
x∈[u0(0),v0(0)]
{|y(x)|}
Assume
D2((x,y),(´ x, ´ y)) = max{D(x,x
′
),D(y,y
′
)} < δ
then
D(F(x,y),F(x′,y′)) = sup
r∈[0,1]
max{|xy(r) − x
′
y
′
(r)|,|xy(r) − x
′y
′(r)|} = ΛJournal of Fuzzy Set Valued Analysis 7
i. If
Λ = |x(r∗)y(r∗) − x
′
(r∗)y
′
(r∗)|
≤ |x(r∗)|D(y,y
′
) + |y(r∗)|D(x,x
′
)
< |v0(0)|δ + Mδ
= (|v0(0)| + M)δ
< ε
ii. If
Λ = |x(r∗)y(r∗) − x
′(r∗)y
′(r∗)|
≤ |x(r∗)|D(y,y
′
) + |y(r∗)|D(x,x
′
)
< |v0(0)|δ + Mδ
= (|v0(0)| + M)δ
< ε
(2) is satisﬁed, since
D(F(x,y),F(x,y′)) = D(xy,xy′) = supr∈[0,1] max{|xy(r) − xy
′
(r)|,|xy(r) − xy
′(r)|} = Ψ
I. If,
Ψ = |x(r∗)y(r∗) − x(r∗)y
′(r∗)| = |x(r∗)||y(r∗) − y
′(r∗)| ≤ LD(y,y′)
II. If,
Ψ = |x(r∗)y(r∗) − x(r∗)y
′
(r∗)| = |x(r∗)||y(r∗) − y
′
(r∗)| ≤ LD(y,y′)
We used of n = 4 with p[0,1] = {0, 1
4, 2
4, 3
4, 4
4} hence
w0 = u0 = (0.1r,0.2 − 0.1r)
w1 = 3
4u0 + 1
4v0 = (0.1r + 0.075,0.275 − 0.1r)
w2 = 1
2u0 + 1
2v0 = (0.15 + 0.1r,0.35 − 0.1r)
w3 = 1
4u0 + 3
4v0 = (0.225 + 0.1r,0.425 − 0.1r)
w4 = v0 = (0.3 + 0.1r,0.5 − 0.1r)
y(wi+1) ≃ y(wi) + (1
4v0 + (−1
4)u0)wiy(wi), i = 0,1,2,3
By 1
4v0 + (−1
4)u0 = (0.025 + 0.05r,0.125 − 0.05r)
y(wi+1) ≃ y(wi) + (0.025 + 0.05r,0.125 − 0.05r)wiy(wi), i = 0,1,2,3
y(w4) = y(v0) ≃ y(w3) + (0.025 + 0.05r,0.125 − 0.05r)w3y(w3)8 Journal of Fuzzy Set Valued Analysis
If we used of n = 8 with p[0,1] = {0, 1
8, 2
8, 3
8, 4
8, 5
8, 6
8, 7
8, 8
8} then
w0 = u0 = (0.1r,0.2 − 0.1r), w1 = (0.0375 + 0.1r,0.2375 − 0.1r)
w2 = (0.075 + 0.1r,0.275 − 0.1r), w3 = (0.1125 + 0.1r,0.3125 − 0.1r)
w4 = (0.15 + 0.1r,0.35 − 0.1r), w5 = (0.1875 + 0.1r,0.3875 − 0.1r)
w6 = (0.225 + 0.1r,0.425 − 0.1r), w7 = (0.2625 + 0.1r,0.4625 − 0.1r)
w8 = v0 = (0.3 + 0.1r,0.5 − 0.1r)
y(wi+1) ≃ y(wi) + (1
8v0 + (−1
8)u0)wiy(wi), i = 0,1,...,7
By 1
8v0 + (−1
8)u0 = (0.0125 + 0.025r,0.0625 − 0.025r)
y(wi+1) ≃ y(wi) + (0.0125 + 0.025r,0.0625 − 0.025r)wiy(wi), i = 0,1,...,7
y(w8) = y(v0) ≃ y(w7) + (0.0125 + 0.025r,0.0625 − 0.025r)w7y(w7)
The exact solution of (3.12) is y = e
x2
2 +1, therefore
y(v0) = e
v2
0
2 +1 = (e0.005r2+0.03r+1.045,e0.005r2−0.05r+1.125)
Figure 1 shows the comparison of the exact and approximated solutions for n = 4,8.
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Figure 1: Comparison of the exact and approximated solutions for n = 4,8.
4 Conclusion
In this paper, we studied diﬀerential equation with fully fuzzy initial value. We re-
viewed the partition of fuzzy interval and generalization of Hukuhara diﬀerence and divi-
sion. Then, we solved the mentioned equation using our proposed numerical method and
provided an example to illustrate this method.
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