Introduction
Streamflows-ranging from low to high-have increased notably across the U.S. Midwest (i.e., 12 states of the central USA including Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio, South Dakota, and Wisconsin) over the past 50-100 years [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . The consensus is that recent increases in the frequency and magnitude of precipitation events [1, [10] [11] [12] [13] [14] [15] have contributed to these upwards trends in streamflow, particularly since the 1970s. However, streamflow can be altered by a variety of factors, including atmospheric changes (e.g., precipitation type, timing, phase, and volume; temperature; and evapotranspiration), land use and land cover (e.g., urbanization, agricultural practices, ditching and artificial tile drainage), or anthropogenic water management (e.g., dams, impoundment, water abstraction, flow augmentation, and diversions). Understanding the relative influence of each of these drivers on streamflow timing, magnitude, frequency and seasonality is complex, and the aim of attribution studies is to disentangle and quantify the effects of these predictors individually [16] .
Over the agricultural Midwest, changes in land use and land cover (LULC) have altered streamflows notably. Deforestation and forest fragmentation have been widespread, with the conversion of grasslands and forests to agricultural row crops of corn and soybean (e.g., [13] ) and the expansion of rural and suburban sprawl [17] . The conversion of perennial vegetation to seasonal cropland appears to have amplified the effects of precipitation increases on water yield and baseflow by augmenting groundwater recharge, soil water storage and wetness below the root zone [18] [19] [20] [21] . In Wisconsin, for instance, cropland extension has increased the average annual surface runoff and baseflow [22] . The effects of seasonal crops such as corn and soybean tend to vary for different parts of the streamflow distribution, by increasing the magnitude of high flows during heavy precipitation events and increasing the low flows during dry periods [23] . Many Midwest watersheds, such as the Raccoon River basin, have witnessed increases in corn and soybean land cover from about from one-third to about three-quarters of their entire surface area in the past century [24] . The expansion of artificial drainage across the Midwest reduces water residence time in depressional areas, so water that would previously evapotranspire now reaches the rivers [25] . Alongside these changing drainage and evapotranspiration patterns, increases in CO 2 from global warming further reduce plant transpiration, thus potentially increasing streamflows during the growing season [26] .
In the urban Midwest, changes in precipitation and temperature have a very different effect on the streamflow distribution. The development of buildings, roads and other infrastructure increases the fraction of impervious land, thereby reducing infiltration and heightening runoff, so floods are larger and peak more rapidly [27] [28] [29] [30] . Recent observed increases in surface runoff and flow in urban Midwest watersheds have partly been attributed to urbanization [22, 31, 32] . In the Greater Chicago metropolitan area, for example, urban development appears to have heightened streamflow across all flow quantiles (from low to high flows) during all seasons except spring [33] . Sustainable Drainage Systems (SUDS) like detention basins are therefore increasingly required to balance these effects, as part of planning applications. Additional drivers of changing flow distributions in the urban Midwest include the influence of water transfers in and out of catchments (including possible decreased or increased use of groundwater for water supply), water pipe leakage, waste water inflows, and increased summer precipitation arising from High Plains irrigation [4] .
Separating these anthropogenic, climatic, and other LULC effects on streamflow is not straightforward, and a variety of modeling methods have been implemented. Attribution is often conducted through case studies [30, 34, 35] or paired-catchment studies [36] [37] [38] [39] . The latter consists in selecting two catchments with similar physical characteristics, applying a LULC change in one of the catchments, and comparing the resulting reconstituted flows with the observed flows. However, the method has some limitations, as it is time-consuming, difficult to replicate across multiple watersheds, and does not enable the separation of multiple drivers. In contrast, hydrological modeling approaches facilitate the reconstruction of streamflow both with and without simulated disturbances, and can help to estimate the influence of different drivers such as urbanization, regulation, wildfire [40] , field drainage [41] , or clear-cutting [42] .
In contrast, attribution methods using statistical approaches are increasingly being used as time series of observed climate, LULC and streamflow become readily available in many catchments worldwide. Statistical models are easily criticized for lacking the process-based framework of experimental and physical models; yet they tend to be faster to use, allow better definition of model uncertainties, and often produce similar results [43] . Streamflow (Q) can be separated into precipitation (P) and other drivers using various approaches. By aggregating Q and P data over seasonal to annual timescales, any significant shifts in the slope and intercept of the Q-P relationship can be assumed to arise from the influence of other drivers, such as LULC or water management. Conversely, if one assumes a constant Q-P relationship at a given location, then the residuals can be used to investigate the factors characterizing the residual streamflow variability [44] . Simple process-based models based on the Budyko hypothesis [45] may also be used to evaluate the effects of aridity (P and evapotranspiration) and other drivers (e.g., effects of crop conversions, irrigation, reservoir storage and urbanization) [46, 47] ; or to apportion changes in water yield into climate and LULC drivers [25] .
Despite the existence of multiple approaches for disentangling land cover and climatic influences on streamflow, there is still no simple, straightforward method for rapidly assessing which of these drivers play a dominant role in any given region. Building on previous work, which shows that streamflow can effectively be modeled using precipitation and land cover as covariates [24, 31, 32] , we hypothesize that simple statistical models can be used to identify the most important predictors (drivers) for modeling streamflow in a given region. We then use generalized additive models (i.e., where the predictor depends linearly on smooth functions of the predictor variables), to model the streamflow time series under non-stationary conditions, using agriculture, population, precipitation and temperature as potential predictors. Our research questions are as follows: how well can statistical models describe year-to-year variations in seasonal streamflow quantiles? Is there a regional distribution to the types of predictors that best fit the data (for example, can simple predictors such as basin-averaged temperature or population density be used to improve model fits in snowmelt-dominated or urban basins)? How might future changes in these predictors affect streamflow distributions? We conduct the analyses at the seasonal scale to facilitate the detection of potential flow-generating mechanisms. Overall, our approach can be considered as a novel methodology for "soft" attribution [16] , enabling the identification of relevant regional and seasonal streamflow drivers within a systematic statistical modeling framework.
Materials and Methods

Data
For the analysis, we selected all U.S. Geological Survey (USGS) stream gauges in the 12 Midwest states (North Dakota, South Dakota, Minnesota, Nebraska, Kansas, Iowa, Missouri, Wisconsin, Illinois, Michigan, Indiana, and Ohio; Figure 1 ) that were still active (i.e., recording streamflow) in 2015. We downloaded all the mean daily streamflow data for these sites from the USGS NWIS website [48] .
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Data
For the analysis, we selected all U.S. Geological Survey (USGS) stream gauges in the 12 Midwest states (North Dakota, South Dakota, Minnesota, Nebraska, Kansas, Iowa, Missouri, Wisconsin, Illinois, Michigan, Indiana, and Ohio; Figure 1 ) that were still active (i.e., recording streamflow) in 2015. We downloaded all the mean daily streamflow data for these sites from the USGS NWIS website [48] . Within the observed streamflow time series, we retained only complete water years (at least 330 days, i.e., 90% of mean daily streamflow measurements) and required a continuous record of at least 50 years. We used a conservative approach, allowing no gaps in the data (even though small gaps are Within the observed streamflow time series, we retained only complete water years (at least 330 days, i.e., 90% of mean daily streamflow measurements) and required a continuous record of at least 50 years. We used a conservative approach, allowing no gaps in the data (even though small gaps are not prohibitive for time series analysis [49] ). To ensure that statistical models were fit only in sites without major anthropogenic influences, we removed any sites where flags 5 or 6 (discharge affected to known or unknown degree by regulation or diversion) were present in the USGS' peak flows database [48] . Our aims are not to quantify climatic or anthropogenic impacts on streamflow variability specifically, but to assess the main drivers of changing streamflows across the entire study region. For information on model fits at any specific site (e.g., in a regulated basin), we recommend consulting the Supplementary Materials, where all time-series data and model fits are provided.
The streamflow time series at each site were split into seasons, retaining only complete (i.e., with three months) seasons: winter (December-January-February (DJF)), spring (March-April-May (MAM)), summer (June-July-August (JJA)), and fall (September-October-November (SON)). Streamflow quantiles were computed from Q 0 (minimum daily flow) to Q 1 (maximum daily flow) with a step of 0.05 (a total of 21 quantiles), for every season. The drainage basins of our 290 sites range from 20 km 2 to 153,327 km 2 in size; time series length ranges from 50 to 76 continuous years.
To model the seasonal streamflow quantiles from low to high flows, we use precipitation, temperature, population data and agricultural land coverage as predictors ( Table 1 ). All the predictors are basin-averaged values. Time series of streamflow and basin-averaged predictors are shown for every one of the 290 sites in Figure S1 (Supplementary Materials). The first two predictors, precipitation (x p ) and temperature (x t ), were computed using data from the PRISM climate group [50] , which are freely available online from 1890 to the present. PRISM's temporal and spatial resolutions are monthly and approximately 4 km. PRISM climate data prior to 1950 may be less suitable for trend analyses than later data, due to the sparseness of meteorological stations in the 1902-1950 period [51, 52] . However, our analysis only extends as far back as 1940 (when those data are available), so we consider that this is not a major issue. At every site, we first compute monthly time series of the mean monthly basin-averaged precipitation (or temperature), using the basin boundaries from the USGS Streamgage NHDPlus Version 1 [53] . We aggregate the total seasonal precipitation as the sum of three mean monthly values (in mm), and the seasonal temperature as the mean of the monthly values (in Kelvin degrees, so the scale is similar to that of precipitation). We include two additional seasonal temperature predictors in our Mixed model: the mean temperature at the start of spring, to reflect the influence of temperature on snowmelt (March-April temperature, x t mar−apr ) and the mean temperature at the start of summer to reflect evapotranspiration (June-August temperature, x t summer ) (see Section 2.2. for model formulation).
To represent the effects of agricultural practices (predictor x a ) on the flow frequency distribution, we use the harvested acreage of combined corn and soybean, i.e., the two most widespread crops the Midwest in terms of percent of harvested cropland acreage [54] , following [18, 23, 24] . In many agricultural basins across the Midwest, there has been a progressive increase in agricultural land cover during the 1940s-1990s (e.g., [18, 19, 23] ). County-level data are obtained from the U.S. Department of Agriculture's National Agricultural Statistics Services (NASS) quickstats database at USDA.gov [55] . Total harvested acreage is computed as the total of annual values of corn and soybean acreage (the latter are also often in rotation with corn). For every site, we calculate the basin-averaged harvested acreage by first computing the fraction of each county that lies within the limits of the watershed, and, assuming that the crops are distributed evenly across each county, multiplying each fraction by the total agricultural acreage of that county. The total acreage within each watershed is then calculated as the sum of all values across all counties. This process is repeated every year to obtain a time series of total annual cultivated corn and soybean acreage as a percentage of each watershed, for every site. For the last year of the dataset (2015), agricultural data were not yet available at the time these analyses were performed, so we used the data from 2014, assuming that there would be little change in cropland from year to year (e.g., [23] ). We use annual values in the models (Table 1) as there is no seasonal variation in the existing available data. We considered watersheds as agricultural if the harvested acreage covered at least 33% of the watershed at any given point in the historical time series ( To represent the effects of agricultural practices (predictor ) on the flow frequency distribution, we use the harvested acreage of combined corn and soybean, i.e., the two most widespread crops the Midwest in terms of percent of harvested cropland acreage [54] , following [18, 23, 24] . In many agricultural basins across the Midwest, there has been a progressive increase in agricultural land cover during the 1940s-1990s (e.g., [18, 19, 23] ). County-level data are obtained from the U.S. Department of Agriculture's National Agricultural Statistics Services (NASS) quickstats database at USDA.gov [55] . Total harvested acreage is computed as the total of annual values of corn and soybean acreage (the latter are also often in rotation with corn). For every site, we calculate the basin-averaged harvested acreage by first computing the fraction of each county that lies within the limits of the watershed, and, assuming that the crops are distributed evenly across each county, multiplying each fraction by the total agricultural acreage of that county. The total acreage within each watershed is then calculated as the sum of all values across all counties. This process is repeated every year to obtain a time series of total annual cultivated corn and soybean acreage as a percentage of each watershed, for every site. For the last year of the dataset (2015), agricultural data were not yet available at the time these analyses were performed, so we used the data from 2014, assuming that there would be little change in cropland from year to year (e.g., [23] ). We use annual values in the models (Table 1) as there is no seasonal variation in the existing available data. We considered watersheds as agricultural if the harvested acreage covered at least 33% of the watershed at any given point in the historical time series ( To represent the influence of population density on streamflow, we used demographic statistics as a predictor ( ). We assume that changes in catchment population will affect streamflow extractions and wastewater returns. In rapidly urbanizing catchments, increased development and impervious land may also modify runoff patterns [27] [28] [29] [30] . Because there is no existing dataset of county population estimates at the annual timescale, we compiled county population data from 1900 to 2015 from three sources: (i) decadal data from 1900 to 1970 from the Decennial census data [56] ; (ii) annual intercensal data from 1970 to 2014 from the National Bureau of Economic Research (computed from the Census Bureau's Population Estimates Program) [57] ; and (iii) 2015 values from the U.S. Census Bureau's Population Estimates Program [58] . We assembled the time series and computed any missing years (particularly during 1900-1970, where we only have decadal data) by fitting a Locally weighted scatterplot smoothing (Loess) curve [59] to the time series with a relatively flexible span of 0.09 (the span was selected empirically by observing the data and choosing the most plausible fit) and interpolating the missing values. Once complete annual county-level time series were assembled, we computed the time series of annual basin-averaged population per square kilometer in the same manner as for the agricultural data. We considered any basin with more than 50 persons/km 2 at any given point in the time series as urban (Figure 2, right) . This threshold is lower than that of 150 persons/km 2 selected by Hirsch and Ryberg [60] because our catchment-averaged value of 50 persons/km 2 can include some more localized, densely urbanized areas. An example of a progressively urbanizing site is shown in Figure 3 To represent the influence of population density on streamflow, we used demographic statistics as a predictor (x pop ). We assume that changes in catchment population will affect streamflow extractions and wastewater returns. In rapidly urbanizing catchments, increased development and impervious land may also modify runoff patterns [27] [28] [29] [30] . Because there is no existing dataset of county population estimates at the annual timescale, we compiled county population data from 1900 to 2015 from three sources: (i) decadal data from 1900 to 1970 from the Decennial census data [56] ; (ii) annual intercensal data from 1970 to 2014 from the National Bureau of Economic Research (computed from the Census Bureau's Population Estimates Program) [57] ; and (iii) 2015 values from the U.S. Census Bureau's Population Estimates Program [58] . We assembled the time series and computed any missing years (particularly during 1900-1970, where we only have decadal data) by fitting a Locally weighted scatterplot smoothing (Loess) curve [59] to the time series with a relatively flexible span of 0.09 (the span was selected empirically by observing the data and choosing the most plausible fit) and interpolating the missing values. Once complete annual county-level time series were assembled, we computed the time series of annual basin-averaged population per square kilometer in the same manner as for the agricultural data. We considered any basin with more than 50 persons/km 2 at any given point in the time series as urban (Figure 2, right) . This threshold is lower than that of 150 persons/km 2 selected by Hirsch and Ryberg [60] because our catchment-averaged value of 50 persons/km 2 can include some more localized, densely urbanized areas. An example of a progressively urbanizing site is shown in Figure 3 (right): the population density in the Du Page River basin has increased from 120 persons/km 2 in 1940 to 803 persons/km 2 in 2014.
Finally, "basin wetness" (predictor x m ) was computed using the precipitation data (described above) from the three months preceding each season as a proxy for antecedent wetness. For example, for the summer season (JJA), we use the total precipitation (in mm) from March-April-May. We recognize that wetness could be characterized by shorter or longer timescales (from months to years) depending on the catchment morphometry [10] but have chosen three months as a reasonable estimate for modeling seasonal streamflow distributions.
Other drivers could have been considered (e.g., potential evaporation), as well as interactions (e.g., potential evaporation and precipitation). However, as a first approach, we decided to keep a relatively small number of main drivers, in locations where they were deemed physically reasonable (hence our decision to use predictors x pop and x a only in urban and agricultural basins, respectively). The original list of sites was tailored to retain only the 290 sites that had streamflow, precipitation, temperature, agriculture, and population data. At each site, the predictor time series were cropped to begin in the earliest year in which all of the variables (streamflow, precipitation, temperature, population/agriculture if relevant) were available.
Model Formulation and Selection
We fit seven statistical models to the observed seasonal streamflow quantiles, using basin averaged precipitation (x p ), basin-averaged temperature (x t ), basin percentage of agricultural row crop acreage (x a ), basin-averaged population density (x pop ), and antecedent precipitation (a proxy for antecedent wetness; x m ) as predictors, following a similar methodology to [23, 24, 61] (Table 1) . These predictors are evaluated in different combinations to assess which model formulations can best characterize the flow distribution. It is likely that at any given site there will be multiple drivers of change, and the relative influence of each driver may vary depending on the chosen timescales [41] and seasons. We restrict the analysis to consider just those seven models rather than all possible combinations, which would have been too numerous.
To develop the models, we use Generalized Additive Models for Location, Scale and Shape (GAMLSS [62] ) for statistical modeling of time series, using the gamlss package in the open-source software R [62] . We chose the gamma distribution because it was found to be a good candidate distribution for modeling streamflow (with well-distributed model residuals) in previous studies [23, 24] . In all of the models, µ and σ are the two parameters of the gamma distribution (Table 1) . Based on the parameterization in GAMLSS, the expected value of Y is equal to µ and the variance to σ 2 µ 2 . The σ parameter is held constant because previous work indicated that it was not significantly dependent on precipitation and agriculture [23] . The predictand Y represents a quantile of the seasonal streamflow time series ranging from minimum (Q 0 ) to maximum (Q 1 ) flow. For instance, if Y represents the spring Q 0.5 , we would compute the median of the daily flow distribution for the three-month period ranging from March to May (MAM), annually, from every spring Q 0.5 with complete data. For convenience, we refer to the seven models as P, P.T, P.M, P.PA, P.Ppop, P.PA.M, and Mixed henceforth; the predictors are listed in Table 1 and each model is described fully below.
Model P describes streamflow variability solely as a function of changing precipitation (predictor x p ). Model P.T describes streamflow as a function of precipitation and temperature (predictor x t ). Model P.M incorporates the effects of antecedent wetness (predictor x m ) on streamflow.
Models P.PA, P.Ppop and P.PA.M consider how precipitation varies with different interaction terms that may affect the flow distribution. Thus, instead of using the predictors for population density, agricultural land cover, and antecedent wetness as separate terms in the equations, the predictors are multiplied by precipitation and considered to act as a runoff coefficient that strengthens or weakens the streamflow-precipitation relationship. In other terms, both agriculture (corn and soybean land cover) and population densities (via increasing extent of impervious land cover) are expected to alter the P-Q relationship via their effect on spatial runoff patterns and intensities. Model P.PA considers the interaction between x p and changing agricultural land (predictor x a ), measured as a percentage cover of the basin; model P.Ppop considers the interaction between x p and changing population density (predictor x pop ). The sixth model, P.PA.M, considers the interaction between x p and agricultural land cover, as in the P.PA model, but also includes the influence of antecedent wetness (predictor x m ).
Finally, the Mixed model includes both antecedent wetness (as in model P.PA.M) and temperature. The model formulation varies seasonally to reflect different temperature drivers in different seasons. In the spring, it includes the mean temperature from the beginning of the season (predictor x t mar−apr ) to reflect the influence of temperature on snowmelt. In the summer and fall months, the Mixed model includes the mean summer temperature (predictor x t summer ), to reflect evapotranspiration in the summer and antecedent basin wetness in the fall.
To evaluate which of these models performs best at each gauging station, we use the Akaike Information Criterion (AIC; [63] ), which reflects the trade-off between parsimony and goodness-of-fit. The approach is similar to the one used in [64] , where the best fit GAMLSS model is chosen in terms of the predictors and their functional relation to the parameters of the probability distribution. For each model, we also perform leave-one-out cross-validation: for every year, we remove the given observed value, and predict it with the rest of the observations, repeating this process every year until we have a complete time series. We then assess the cross-validation results by computing the correlation coefficient R between that time series and the observed data. The goodness-of-fit of models P.PA and P.PA.M is described in some detail in [24] in terms of the mean, variance, coefficient of skewness, coefficient of kurtosis, and Filliben correlation coefficient of each of the streamflow quantile residuals.
Results and Discussion
Model Fits
At all 290 sites, for every season and every quantile (ranging from Q 0 to Q 1 , with a step of 0.05), we fit the models described in Table 1 (see Figure S2) . We illustrate the fits here using model P.PA for the South Raccoon River at Redfield (an agricultural basin) and model P.Ppop for the Du Page River (an urban basin), for low, median and high flows (Q 0.05 , Q 0.5 and Q 0.95 ) (Figure 4 ). Our seasonal model fits are probabilistic and thus are displayed as a probability distribution for every year. In other words, instead of fitting a single value, we are fitting a full probability distribution: percentiles 5, 25, 50, 75 and 95 are shown for every year using color ribbons in Figure 4 .
Using the AIC as our metric, we assess which of the seven models produces the best fit to the observed flow time series at every one of the 290 sites (note that not necessarily all seven models are fitted at every site, since the agricultural predictor is only used in agricultural catchments, and the population density predictor in urban catchments (see Section 2 for details); sites can have neither predictors or both). The results of the best model selection are summarized across all flow quantiles in the color map ( Figure 5 ). Time-series graphs are provided for the best-fitting models for Q 0.05 , Q 0.5 , Q 0.95 and Q 1 for every site and season in Figure S2 (similar to the time series graphs shown in Figure 4) . Additionally, we provide a spatial summary (maps) of the best-fitting seasonal models for every one of the 21 quantiles in Figure S3 .
We expect to find regional differences in model fits depending on precipitation seasonality, climatic differences, and the prevalence of urban or agricultural land ( Figure 6 ). Across the study domain, precipitation increases from northwestern Minnesota (~500 mm or 20 in) to southern Missouri (1175 mm or 47 in) [12] . The largest (annual maximum) daily precipitation events occur mostly during the summer months [15] . While the frequency of precipitation events is greatest in the summer, it is also relatively high in the spring (especially over the western half of the region-South Dakota and Nebraska), and is concentrated in the Northeast (Michigan) and South (Missouri) of the study domain in the fall [15] . Corn and soybean crops are typically planted from April to June (with the southernmost regions planting first, and the northernmost planting when soils thaw); and the harvest is in late September/October to November. Additional differences in model selection are likely to be related to factors such as catchment size and land cover types. Catchment size varies considerably across the 290 basins and is likely to affect the main runoff processes at each site (here we focus mainly on the existence of broad regional predictors characterizing the flow distributions). Overall, the streamflow distributions are best fit during the wetter months (average R = 0.64 for spring, R = 0.77 for summer) and less well-fit during the cold and drier months (average R = 0.40 for fall, R = 0.51 for winter) across all 20,996 model fits (all sites, models, and flow quantiles; see Figure 7 for the correlation coefficients at a subset of quantiles and Figure S4 for all quantiles). When comparing the fits for different flow quantiles, we find that there is not much difference: the high flows (Q0.7-Q0.95: R ≈ 0.6) are only slightly better modeled than the low flows (Q0-Q0.1: R ≤ 0.57). Overall, the streamflow distributions are best fit during the wetter months (average R = 0.64 for spring, R = 0.77 for summer) and less well-fit during the cold and drier months (average R = 0.40 for fall, R = 0.51 for winter) across all 20,996 model fits (all sites, models, and flow quantiles; see Figure 7 for the correlation coefficients at a subset of quantiles and Figure S4 for all quantiles). When comparing the fits for different flow quantiles, we find that there is not much difference: the high flows (Q 0.7 -Q 0.95 : R ≈ 0.6) are only slightly better modeled than the low flows (Q 0 -Q 0.1 : R ≤ 0.57).
Water 2017, 9, 695 10 of 22 Figure 5 . Best-fitting model selection, by flow quantile and season. For every measured quantile, within every season, we compute the number of times (%) that each of the seven models was selected (based on the smallest AIC of the models that were fit for the given site, season and flow quantile). Thus, for example, for the summer low flows (Q0), P.PA.M was the best-fitting model at 31% of the sites. The four panels indicate the seasons, rows indicate the seven models, and colors indicate the number of times that each model was selected for the given quantile, ranging from less than <5% (yellow) to >45% (dark orange). Grey indicates that the model was not available for selection (Mixed model in winter) or that no sites were selected. The absolute number of sites where the given model was selected is indicated within each color box.
Spatially, the best model fits are found in the southern Midwest (R often > 0.7, except in fall), where flooding tends to occur in early spring and displays a strong seasonality [65] . Model fits are slightly less accurate in the northwest of the study area (i.e., Minnesota, the Dakotas, Nebraska and Kansas; R < 0.3), where flooding tends to occur later in the year and seasonality is less well-defined [65] .
To evaluate how well our models perform, leave-one-out cross-validation was carried out for the best-fitting model at every site (Figure 8) . Overall, the correlation coefficients for cross-validation are high, indicating that model skill is particularly good in the areas where the models fit well (southeastern part of the study domain). In the other regions (northwestern and southwestern areas especially), some negative correlation coefficients can be seen. Figure 5 . Best-fitting model selection, by flow quantile and season. For every measured quantile, within every season, we compute the number of times (%) that each of the seven models was selected (based on the smallest AIC of the models that were fit for the given site, season and flow quantile). Thus, for example, for the summer low flows (Q 0 ), P.PA.M was the best-fitting model at 31% of the sites. The four panels indicate the seasons, rows indicate the seven models, and colors indicate the number of times that each model was selected for the given quantile, ranging from less than <5% (yellow) to >45% (dark orange). Grey indicates that the model was not available for selection (Mixed model in winter) or that no sites were selected. The absolute number of sites where the given model was selected is indicated within each color box.
To evaluate how well our models perform, leave-one-out cross-validation was carried out for the best-fitting model at every site (Figure 8) . Overall, the correlation coefficients for cross-validation are high, indicating that model skill is particularly good in the areas where the models fit well (southeastern part of the study domain). In the other regions (northwestern and southwestern areas especially), some negative correlation coefficients can be seen. Figure 7 , to facilitate the comparison between the model fit and the cross-validation. Cross-validation is shown for all quantiles in Figure S5 . For comparison, Figure S7 shows the same information as Figure 8 but computed with Spearman's rho instead of Pearson's R (nonparametric equivalent).
Precipitation
Across all seasons and all flow quantiles, we compare the relative importance of each predictor to precipitation (predictor ). Across the 18,815 model fits (for all seasons, sites, and flow quantiles) where model P is not the best fit, the average correlation coefficient is R = 0.48 for just model P, and increases to R = 0.60 when using the best model (smallest AIC) instead, i.e., when additional predictors are included ( Figure 9) . In other words, the predictor clearly explains most of the variability in the data, and the other predictors act as vital interaction terms that strengthen or weaken the Q-P relationship. Figure 7 , to facilitate the comparison between the model fit and the cross-validation. Cross-validation is shown for all quantiles in Figure S5 . For comparison, Figure S7 shows the same information as Figure 8 but computed with Spearman's rho instead of Pearson's R (nonparametric equivalent).
Across all seasons and all flow quantiles, we compare the relative importance of each predictor to precipitation (predictor x p ). Across the 18,815 model fits (for all seasons, sites, and flow quantiles) where model P is not the best fit, the average correlation coefficient is R = 0.48 for just model P, and increases to R = 0.60 when using the best model (smallest AIC) instead, i.e., when additional predictors are included (Figure 9) . In other words, the x p predictor clearly explains most of the variability in the data, and the other predictors act as vital interaction terms that strengthen or weaken the Q-P relationship.
The enhancement of model skill that comes from including additional predictors is the most marked in the lower quantiles of the streamflow distribution (average increases in R of~+0.15 for quantiles Q 0 to Q 0.5 ) and the least in the upper quantiles (average increases of +0.11 for Q 0.55 -Q 1 ; Figure 9 ). Likewise, the increases in model skill are the strongest in the fall months (+0.24), which have the poorest model P fits, and the weakest in the summer (+0.09) which have the strongest model P fits. These findings suggest that the inclusion of additional climatic and LULC predictors is most beneficial in the lower flow quantiles where antecedent wetness and groundwater levels play an important role in modulating the precipitation-streamflow relationship. Model P (i.e., where x p is the only predictor) is rarely the best-fitting model, except for spring maximum flows in the southeastern Midwest ( Figure 5 , Figure 6 and Figure S3 ).
Water 2017, 9, 695 14 of 22 Figure 9 . Influence of additional predictors on model fits. The fits are assessed here using the correlation coefficient (R) at all models where model P is not the best fit (18,815 model fits, across every site, flow quantile and season). The four panels indicate the four seasons: within each panel, the boxplots on the left indicate the correlation coefficient for Model P; those on the right indicate the correlation coefficient for the best-fitting model at each site (i.e., with additional predictors). The top right panel shows the absolute difference between the correlation coefficients ( R) for the best-fitting model and Model P at each site. For comparison, Figure S8 shows the same information as Figure 9 but computed with Spearman's rho instead of Pearson's correlation coefficient R (nonparametric equivalent). [Note that this figure indicates R for the models, not the CV.]
The enhancement of model skill that comes from including additional predictors is the most marked in the lower quantiles of the streamflow distribution (average increases in R of ~+0.15 for quantiles Q0 to Q0.5) and the least in the upper quantiles (average increases of +0.11 for Q0.55-Q1; Figure  9 ). Likewise, the increases in model skill are the strongest in the fall months (+0.24), which have the poorest model P fits, and the weakest in the summer (+0.09) which have the strongest model P fits. These findings suggest that the inclusion of additional climatic and LULC predictors is most beneficial in the lower flow quantiles where antecedent wetness and groundwater levels play an important role in modulating the precipitation-streamflow relationship. Model P (i.e., where is the only predictor) is rarely the best-fitting model, except for spring maximum flows in the southeastern Midwest ( Figures 5, 6 and S3).
Antecedent Wetness
Antecedent wetness is our second most important predictor: 61% of all of the best-fitting models (i.e., 20,996, across all 21 flow quantiles, seasons and sites) include , mostly in the spring, summer and fall. In the spring, the low flows (Q0-Q0.25) are best characterized by P.PA.M, and the rest of the flow distribution by the Mixed model (Q0.30-Q1; Figures 5, 6 and S3) . In summer, the most common best-fitting models are Mixed for low and median flows (Q0-Q0.55) and P.M for high flows (Q0.8-Q1; Figure 9 . Influence of additional predictors on model fits. The fits are assessed here using the correlation coefficient (R) at all models where model P is not the best fit (18,815 model fits, across every site, flow quantile and season). The four panels indicate the four seasons: within each panel, the boxplots on the left indicate the correlation coefficient for Model P; those on the right indicate the correlation coefficient for the best-fitting model at each site (i.e., with additional predictors). The top right panel shows the absolute difference between the correlation coefficients (δR) for the best-fitting model and Model P at each site. For comparison, Figure S8 shows the same information as Figure 9 but computed with Spearman's rho instead of Pearson's correlation coefficient R (nonparametric equivalent). [Note that this figure indicates R for the models, not the CV.]
Antecedent wetness is our second most important predictor: 61% of all of the best-fitting models (i.e., 20,996, across all 21 flow quantiles, seasons and sites) include x m , mostly in the spring, summer and fall. In the spring, the low flows (Q 0 -Q 0.25 ) are best characterized by P.PA.M, and the rest of the flow distribution by the Mixed model (Q 0.30 -Q 1 ; Figure 5 , Figure 6 and Figure S3 ). In summer, the most common best-fitting models are Mixed for low and median flows (Q 0 -Q 0.55 ) and P.M for high flows (Q 0.8 -Q 1 ; Figure 5 , Figure 6 and Figure S3 ).
In the fall, the influence of antecedent wetness is particularly marked. P.PA.M is consistently the most common best-fitting model for low-median flows (Q 0 -Q 0.7 ) and P.M for high flows (Q 0.75 -Q 1 ). In fact, the considerable jump in the model skill shown in Figure 9 for the low flows (Q 0 -Q 0.3 ) is largely due to the improved characterization of soil moisture in the models: 77% of the fall model fits where R increased by more than 0.3 included the x m predictor. These findings suggest that the antecedent wetness of the basin is the most important driver for low and median flows ( Figure 5 , Figure 6 and Figure S3 ). It is well-established that antecedent wetness plays a major role in controlling the flow distribution [66] [67] [68] . In fall, it appears that the wetness from previous months (x m ) interacts with any agricultural land cover (x a ) and conditions the flow distribution. The control of P.M. on high flows is also in agreement with previous findings suggesting that the long-term antecedent rainfall controls flood peaks across the Midwest [10] .
Agriculture
The overall influence of agricultural land cover and of changing agricultural practices on streamflows across the Midwest has led to heated debates in recent years [20, [69] [70] [71] [72] [73] [74] [75] [76] . In the Upper Mississippi River Basin, LULC has a clear signature on streamflow [77] . Previous work attempting to disentangle the effects of climate change, cropland expansion and artificial field drainage (using a hydrologic model) showed that increased precipitation and reduced evaporative demand were a stronger driver of increasing flow than the LULC changes [13] . In contrast, two studies in Iowa considered the relative effects of changing rainfall and harvested corn and soybean acreage on streamflow, and found that projected streamflow increases could be mitigated by decreasing agricultural production [78, 79] . We do not seek to settle the debate or to determine the exact influence of agricultural land cover (or of artificial drainage) on changing streamflows, as this would require a finer resolution than the seasonal time scales considered here. However, our approach does suggest that changes in harvested acreage are reflected in seasonal streamflow distributions across the 290 sites. In the 154 agricultural sites (i.e., in catchments with more than 33% of agricultural land cover, where x a was included as a predictor), models P.PA and P.PA.M were selected as the best-fitting model 50% of the time (among all seven models and across all seasons and quantiles). These two models are most important for the low and median flows: in spring and fall, P.PA.M. is the most common model for characterizing low and median flows, while in winter, P.PA best characterizes the low flows (see Figure 5 , Figure 6 and Figure S3 .) This prevalence of x a in the best-fitting models for low flows suggests that shifts in the fraction of cultivated agricultural land do have a notable influence on low flows. Overall, it is likely that the influence of agriculture on streamflow distributions will also depend on the type of crop and complex interactions among different LULCs [77] and climate.
Temperature
In spring and summer, the inclusion of seasonal temperature (predictor x t ) within the Mixed model often produces a better fit than using just x p and x m as predictors (compare the number of times the Mixed model was selected in comparison with P.M. and P.PA.M in Figure 5 ). Thirty-two percent of all the best fits (across all flow quantiles, seasons and sites) include x t as a predictor. This improvement of model fit through the inclusion of temperature is to be expected, as runoff and antecedent soil moisture storage are controlled by the combined influences of rainfall and evaporation [68] ; around 60% of global terrestrial precipitation is evaporated [80] , with most evaporation occurring in the warmer months of the year.
In the U.S. Midwest, there have been notable changes in temperature over the last century. In South Dakota, for example, warming temperatures have led to earlier spring snowmelt, with higher flows in winter and spring [81] . Here, the spring median and high flows (Q 0.5 to Q 1 ) are best characterized by the Mixed model (see Figure 5) , suggesting that the temperature at the start of the season (predictor x t mar−apr ) is an important control on spring flows, likely through the influence of snowmelt. In the winter, Model P.T is the best-fitting model for the median and high flows (34% of sites for Q 0.5 and 44% for Q 1 ; Figure 5 ); see, for example, in Michigan and northern Indiana (red circles in Figure 6 and Figure S3 ). In many of the smaller catchments, streamflow is likely to freeze during the winter months. Thus, potential applications of this modeling framework include understanding the influence of predictors like temperature on the direction of change (increases/decreases) in streamflow.
In Idaho, for instance, rising temperatures appear to have led to increasing flows in the winter, but decreases in the spring and summer [82].
Population Density
The P.Ppop model (black circles in Figure 6 and Figure S3 ) is rarely one of the dominant models, but this is partly because we restricted the use of x pop as a predictor to the sites with a population density of more than 50 persons/km 2 . While P.Ppop is only the best-fitting model 11% of the time (when considering all sites, seasons, and flow quantiles), it is nonetheless the best-fitting model 32% of the time in the 91 urban basins where the model was fit. Further, if we focus on the most densely-populated basins ( Figure 2 , right panel; especially around the urban areas of Chicago, Detroit, Cleveland, Columbus and Indianapolis), the P.Ppop model is frequently one of the best-fitting models, especially in the winter and fall ( Figure 6 and Figure S3 ).
Existing work on the effects of urbanization in the Midwest has mostly focused on individual watersheds, but there is increasing evidence to suggest that population density can have a dramatic effect on flood hazards. In the Milwaukee metropolitan region, marked hydrologic variations were found in response to localized increases in flood peak magnitudes and flood frequency, with higher rainfall rates and larger flood peak discharges in the studied urban catchment, in comparison with an adjacent agricultural catchment [83] . In the Chicago area, the spatial distribution of rainfall and the degree of urbanization control the magnitude of the runoff response, so the flood peak distribution has evolved in response to the progressive urbanization [32] . Here, our results also suggest that population density is a much-overlooked predictor of flood response ( Figure 10 ).
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Existing work on the effects of urbanization in the Midwest has mostly focused on individual watersheds, but there is increasing evidence to suggest that population density can have a dramatic effect on flood hazards. In the Milwaukee metropolitan region, marked hydrologic variations were found in response to localized increases in flood peak magnitudes and flood frequency, with higher rainfall rates and larger flood peak discharges in the studied urban catchment, in comparison with an adjacent agricultural catchment [83] . In the Chicago area, the spatial distribution of rainfall and the degree of urbanization control the magnitude of the runoff response, so the flood peak distribution has evolved in response to the progressive urbanization [32] . Here, our results also suggest that population density is a much-overlooked predictor of flood response ( Figure 10 ). . Sensitivity analyses for three models based on a change in each predictor (precipitation, population density or agriculture) within three models: P, P.Ppop and P.PA. The four panels indicate a change in each predictor of +10%, +5%, −5% and −10%, from top to bottom. Within each panel, spring and summer seasons are shown (top and bottom, respectively). All streamflow quantiles are shown (x-axis). The percent change in streamflow resulting from a given change in each of the predictors is indicated in colors ranging from dark blue (strong decrease in streamflow) to dark red (strong increase in streamflow). . Sensitivity analyses for three models based on a change in each predictor (precipitation, population density or agriculture) within three models: P, P.Ppop and P.PA. The four panels indicate a change in each predictor of +10%, +5%, −5% and −10%, from top to bottom. Within each panel, spring and summer seasons are shown (top and bottom, respectively). All streamflow quantiles are shown (x-axis). The percent change in streamflow resulting from a given change in each of the predictors is indicated in colors ranging from dark blue (strong decrease in streamflow) to dark red (strong increase in streamflow). Figure 10 illustrates the effects of changes in the key drivers briefly by conducting a meta-analysis across all of the 290 sites (using the best-fitting model for each flow quantile and season at every site) and considering the effects of a change of +10%, +5%, −5% and −10% in three of the predictors (x p , x pop , and x a ). For each of the corresponding models, P, P.Ppop and P.PA, we vary (i.e., increase or decrease) only the predictor of interest. For example, in the P.Ppop model, the x p time series remain the same, and only the x pop predictor changes. We focus specifically on the spring and summer months for the sake of flood design, because high flows in the Midwest are more likely to occur during these two seasons [7, 65] , and because those were the seasons where we achieved the best model fits.
Results indicate that the influence of precipitation, population density and agriculture on the flow distribution is surprisingly similar in terms of magnitude (even though we did not expect that changes in these driving factors would have similar rates). In fact, the magnitude of changes in streamflow appears to be more sensitive to the season and flow quantile that is being considered than to the choice of predictor. Increases in these three predictors of +10% may increase streamflows by up to or more than 30%, depending on the flow quantile. High flows are more sensitive to increases in precipitation than low flows, particularly in the summer, as has been found previously [84] .
In contrast, if we consider x pop and x a in spring, the low flows appear to be more sensitive to increases in the predictors than the high flows. Perhaps the most surprising effect here is that during the summer, an increase in population density of 10% may increase the median streamflow by >20%. Others have also shown that the effects of population density can be greater than that of other LULC changes like deforestation [22] . Similarly, decreases in the three predictors of 10% also have comparable effects in terms of their influence on streamflow magnitude. Decreases in precipitation are the most influential for the upper quantiles of the flow distribution. This is also true for population density (x pop ) in the summer months. In the spring, however, decreases in the predictors x pop and x a have a stronger effect on the lower quantiles of the flow distribution. Overall, the framework proposed herein points to one main conclusion: when considering dominant regional drivers over seasonal timescales, LULC and population density are just as important as climate.
Conclusions and Future Directions
This paper describes a "soft" attribution experiment to systematically evaluate the key drivers of seasonal streamflow in the U.S. Midwest. Time series of basin-averaged precipitation, temperature, population, and harvested acreage (including proxies for antecedent wetness, snowmelt and evaporation) were computed in 290 river catchments with active USGS stream gauges. For every site, season, and streamflow quantile, we fit seven GAMLSS statistical models using different combinations of the predictors, to assess which model formulations best characterized the flow distribution. The performance of these models was assessed using the AIC as our evaluation metric, alongside leave-one-out cross-validation. Our results illustrate that a systematic statistical modeling framework can indeed be used to identify the most important predictors for modeling streamflow in a given region and season.
Overall, the models describe interannual fluctuations in seasonal streamflow quantiles remarkably well, with clear spatial differences in the types of predictors that best characterize the data for different seasons. The model fits are slightly better during the warm and wet seasons (average R = 0.7 in the spring and summer) than during the cold and dry seasons (R = 0.46 in the fall and winter). High flows tend to be slightly better modeled than the low flows, and the best model fits are found in the southern part of the domain, with a decrease in skill towards the drier Northwest.
When comparing drivers, we find that model P (i.e., where precipitation, x p , is the only predictor) is rarely the best-fitting model, except in the winter over the southern part of the study domain. Antecedent wetness (predictor x m ) is our second most important predictor (included in 61% of all of the best model fits across all flow quantiles and seasons), and is a strong predictor for low and median flows (models P.M and P.PA.M). In the spring and summer, the inclusion of temperature (predictor x t ) in the Mixed model often produces a better fit than using just x p and x m as predictors. In spring, the inclusion of temperature at the start of the season (predictor x t mar−apr ) improves model fits for medium and high flows, likely through its effect on snowmelt. In winter, P.T is the best-fitting model for median and high flows, and suggests that cooling temperatures also alter the flow distribution. Harvested acreage (predictor x a ) is an important predictor for modeling low and median flows when it is combined with antecedent wetness (model P.PA.M) in the fall, spring and summer, and on its own in the winter (model P.PA). Finally, population density has a strong effect on the streamflow distribution in urban basins around Chicago, Detroit, Cleveland, Columbus and Indianapolis, where P.Ppop is typically the best-fitting model, especially in the winter and fall.
Future research directions based on the statistical modeling framework that we have described herein include: assessing the influence of additional/improved predictors (such as potential evaporation, or different LULC classes), understanding the direction of change (e.g., the influence of changing temperatures on streamflow increases and decreases), and considering the influence of interactions among streamflow drivers. Additionally, more complex (nonlinear models) could be expected to better capture the relationship between streamflow and precipitation.
In sum, we have developed a systematic framework to explore the relative influence of precipitation, antecedent wetness, temperature, agriculture and urbanization on seasonal streamflow distributions across the Midwestern United States. While further work is required to begin quantifying the influence of these drivers, our work provides a clear framework for understanding their potential influence in the context of changing climate, agricultural practices, and urbanization.
Supplementary Materials: The following are available online at www.mdpi.com/2073-4441/9/9/695/s1, Figures S1-S8.
