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Розглянуто підбір метрик для властивості «розуміння» програм. Проведено аналіз  
властивості «розуміння» та підібрано метрики методом «ціль–питання–метрика». Збір 
даних виконано вимірюванням підібраних метрик спеціальними засобами. Аналіз даних  
проведено предметно-орієнтованим методом побудови залежностей між метриками  
програмного забезпечення. Підтверджено метричне забезпечення властивості «розуміння». 
Розраховано вагомість кожної метрики для властивості. 
The article is dedicated to selection of software mtrics for attribute understandability. The  
attribute understandability has been analyzed and selection of metrics has been made by «goal-
question-metrics» method. Data collection has been made with using subject-oriented method of 
making dependences between software metrics. As a re ult of analysis software metrics has been 
confirmed for attribute understandability. Validity of each metric was calculated for this attribute. 
Рассмотрен подбор метрик для свойства «понимаемость» программ. Проведен анализ  
свойства «понимаемость» и подобраны метрики методом «цель–вопрос–метрика». Сбор данных 
проведен измерением подобранных метрик специальными средствами. Анализ данных осуществлен 
предметно-ориентированным методом построения зависимостей между метриками  
программного обеспечения. Подтверждено метрическое обеспечение свойства «понимаемость». 
Рассчитана весомость каждой метрики для этого свойства. 
  
Вступ 
У багатьох процесах, пов’язаних зі ство-
ренням та супроводженням програмного за-
безпечення, проводиться вимірювання [1].  
Вимірювання програмного забезпечення 
застосовують, наприклад, при документу-
ванні, модифікації, контролю якості, контро-
лю та керування процесами розроблення для 
підвищення їх ефективності [2]. Вимірюван-
ня проводиться за допомогою метрик [3].  
Метрика – кількісне значення міри воло-
діння системою, компонентом чи процесом 
заданої властивості [4].  
За допомогою метрик оцінюють властиво-
сті складових розроблення програмного за-
безпечення (продуктів, процесів).  
Властивість – це деяка характеристика 
сутності програмного забезпечення [4].  
Властивості програмного забезпечення 
дають його розуміння для аналізу та по-
дальшого використання.  
Вищий рівень абстракції для властивості 
відповідає повному розумінню програмного 
забезпечення, нижчий – показує окремий ас-
пект програмного забезпечення.  
Властивості нижчого рівня простіше оха-
рактеризувати на основі простих числових 
показників. Але, оскільки це нижчий рівень 
абстракції, то на основі цих властивостей 
важко або неможливо оцінити загальні ха-
рактеристики програмного забезпечення.  
Найчастіше властивості програмного забез-
печення, які потребують визначення, є склад-
ними величинами, які не можна виміряти без-
посередньо, тому для характеристики власти-
вості необхідно виконувати її декомпозицію 
на сукупність вузьких, підбираючи для неї ряд 
характеристичних метрик [5].  
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У разі підбору метричного забезпечення 
для властивості програмного забезпечення 
проводиться вибір та вимірювання деяких 
простих метрик, за допомогою яких характе-
ризується обрана властивість. 
Аналіз останніх досліджень 
Одним із найпоширеніших методів підбо-
ру метрик для властивостей програмного за-
безпечення вважається «ціль–питання–
метрика» (GQM) [6].  
Цей метод базується на постановці цілей 
та запитань при підборі метричного забезпе-
чення для властивості.  
Метод складається з трьох ключових ета-
пів [7]: 
– формулювання цілей, які повинні бути 
досягнуті оцінкою властивості програмного 
забезпечення; 
– формулювання питань для кожної цілі, 
на які потрібно отримати відповіді, для  
визначення чи досягнення цілі; 
– визначення метрик, які можуть бути ви-
користані для відповідей на питання, які бу-
ли поставлені на другому етапі. 
Застосування методу «ціль–питання–
метрика» включає в себе процеси плануван-
ня, визначення цілей, питань та метрик, збір 
даних та аналіз даних (рис. 1). 
Важливим аспектом у разі використання 
цього методу є досвід та компетентність екс-
перта [6].  
 
У той самий час цей метод не є формалі-
зованим, що дає певну долю ймовірності не-
адекватного підбору метрик. Крім цього, ме-
тод не дозволяє вибрати метричні забезпе-
чення, які найкраще підходять для характе-
ристики властивості. 
Для вирішення поставленої задачі пропо-
нується її формалізувати за допомогою ви-
користання предметно-орієнтованого методу 
побудови залежностей між метриками про-
грамного забезпечення [8]. 
Цілі статті: 
– застосування методу «ціль–питання–
метрика» для підбору метричного забезпе-
чення властивості «розуміння»; 
– застосування предметно-орієнтованого 
методу побудови залежностей між метрика-
ми програмного забезпечення для альтерна-
тивного підбору метричного забезпечення 
властивості «розуміння» та ранжування піді-
браних метрик за ступенем вагомості метрик 
для властивості; 
– доведення можливості окремого засто-
сування предметно-орієнтованого методу 
для підбору метрик та більшої ефективності 
їх спільного застосування. 
Підбір метрик для властивості «розуміння»  
методом «ціль–питання–метрика» 
Підбір метрик для властивості «розуміння» 
зумовлений широким її використанням. Мет-
рику можна застосовувати при тестуванні, 
створенні документації, повторному викорис-
танні компонентів програмного забезпечення, 
рефакторингу, в зворотній інженерії [9].  
 
 
Рис. 1. Метод «ціль–питання–метрика» 
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Розуміння процесів та продуктів – це  
перший крок до більш ефективного їх конт-
ролю та керування. 
Властивість «розуміння» показує, нас-
кільки просто чи складно зрозуміти написа-
ну програму. Це поняття включає декілька 
аспектів:  
– зрозумілість програмного коду, що виз-
начається зрозумілістю назв програмних 
конструкцій; 
– простоту візуального сприйняття блоків 
(структурованості тексту програми); 
– коментованість програми;  
– зрозумілість зв’язків у програмі (струк-
турованості програми); 
– зрозумілість компонентів програми; 
– призначення програми.  
Необхідність включення до пояснення 
властивості «розуміння» призначення про-
грами пояснюється складністю розуміння 
коду, написаного для вирішення вузькоспе-
ціалізованих специфічних задач, зокрема для 
точних наук (моделювання процесів під час 
ядерних реакцій, деяких хімічних процесів), 
що потребує знань предметної області. 
Вимірювання програмного забезпечення 
проводиться для забезпечення розуміння, 
контролю чи покращення програмного за-
безпечення [7]. Властивість «розуміння» є 
базовою для всіх трьох цілей розроблення 
програмного забезпечення.  
Під час застосування методу «ціль–
питання–метрика» для властивості «розу-
міння» виділяємо такі цілі:  
– оцінювання зрозумілості програмного коду; 
– оцінювання зрозумілості програми, що 
включає структурованість програми, та ком-
понентів; 
– оцінювання спеціалізованості програми. 
Підбір метрик для всіх трьох цілей скла-
дає те метричне забезпечення, яке слід засто-
совувати для властивості «розуміння».  
Перша ціль дає можливість зрозуміти 
внутрішній устрій окремих компонентів про-
грами, друга – призначення компонентів 
програми та їх взаємозв’язок, третя – склад-
ність програми, пов’язаної зі специфікою ви-
рішення задач. 
Постановка питань до цілі деталізує пос-
тавлену ціль для властивості, пов’язаної з за-
дачами, які вирішуються використанням 
властивості [9].  
Постановка питань пов’язана з об’єктом 
дослідження: продуктами, процесами, ресур-
сами.  
Оскільки підбір метрик здійснюється для 
програмного забезпечення, питання для влас-
тивості ставляться тільки для програм.  
При цьому поставлені питання повинні 
тільки частково деталізувати цілі, тобто зна-
ходитися на рівень нижче від цілей та на рі-
вень вище метрик. Тому питаннями до пер-
шої цілі є такі:  
– наскільки зрозумілі назви програмних 
конструкцій; 
– наскільки добре структурований текст 
програми; 
– наскільки коментована програма. 
Питаннями до другої цілі є такі:  
– наскільки структурована програма; 
– наскільки зрозумілі зв’язки компо-
нентів. 
Питання до третьої цілі таке: наскільки 
спеціалізовані задачі виконує програма. Із 
питання до третьої цілі видно, що підібрати 
метрики для неї буде складно. Більш конкре-
тне запитання поставити важко. Тому необ-
хідно провести додатковий аналіз поставле-
ної цілі на нижчому рівні. 
Рівень метрик у методі «ціль–питання–
метрики» відповідає рівню отримання  
кількісної інформації про досліджувані ве-
личини [9].  
Метрики на нижчому прикладному рівні 
деталізують поставлені раніше питання. Під 
час підбору слід враховувати прямі вимірю-
вані метрики та вже виведені непрямі.  
Непрямі метрики дають більшу достовір-
ність отриманих результатів. 
Ураховуючи особливості використовува-
них вимірювачів, метриками для першої  
цілі є: 
1) наскільки зрозумілі назви програмних 
конструкцій:  
– осмислені імена змінних у модулях; 
– осмислені імена модулів; 
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2) наскільки добре структурований текст 
програми:  
– модулі, що мають горизонтальні відступи; 
– модулі, що мають вертикальні відступи; 
3) наскільки коментована програма:  
– модулі, які мають коментовані заголовки; 
– модулі, які мають коментарі між заго-
ловком та кінцем; 
– число некоментованих конструкцій у 
модулі; 
– коментовані рядки модуля. 
Метриками для другої цілі є питання: 
1) наскільки структурована програма:  
– цикломатична складність; 
– структурна вкладеність; 
– метрики Хольстеда; 
2) наскільки зрозумілі зв’язки компонентів:  
– зчеплення; 
– зв’язаність. 
Для третьої цілі визначити більшу специ-
фічність можна за непрямими ознаками:  
більшим числом коментарів у програмі та 
наявністю спеціалізованої документації.  
У разі відсутності чи малому значенні цих 
ознак розуміння програми ускладнюється. То-
му третя ціль на властивість розуміння буде 
впливати як деякий коефіцієнт ускладнення  
перших двох цілей. Чим більша спеціалізація 
програми, тим більше значення має коефіцієнт 
ускладнення. Коефіцієнт пропонується визна-
чати експертам із предметної області, для якої 
написане програмне забезпечення. 
Перевірка адекватності вибраних метрик 
поставленим цілям показує, що підібрані  
метрики для поставлених питань відпові-
дають кожній із поставлених цілей. Виклю-
ченням є тільки остання ціль, для врахування 
якої пропонується використовувати коефі-
цієнт ускладнення. Загальну ієрархію цілей, 
питань та метрик показано на рис. 2. 
Етап збору даних пов’язаний із підготов-
кою матеріалів до вимірювань. Цей етап мо-
же включати як фізичні вимірювання, так і 
проведення різного роду опитувань [9], де 
вибирається вид зібраних даних та засоби, 
які будуть для цього використовуватися.  
Для проведення вимірювань вибрано  
більше 30 різних об’єктно-орієнтованих про-
ектів з різною кількістю класів (від 100 до  
більше 1000).  
Вибір саме цих проектів пов’язаний із їх 
доступністю (вони відкриті) та широким 
розповсюдженням об’єктно-орієнтованого 
підходу при розробці програмного забезпе-
чення.  
Основний засіб, який застосовувався для 
вимірювання об’єктно-орієнтованих проек-
тів, – iPlasma [10].  
Деякі прямі метрики були отримані за до-
помогою засобу, описаного в роботі [11].  
Об’єм досліджуваних даних обраний та-
ким чином, щоб їх було достатньо для по-
дальшого аналізу з використанням статис-
тичних методів, деталі вирахування якого 
описані в роботі [12]. 
Усі виміряні метрики збережено в базі да-
них пакету статистичного аналізу для емпі-
ричної інженерії програмного забезпечення, 
описаного в роботі [12]. 
Аналіз відповідей на питання є останнім 
етапом підбору метрик для властивості.  
Аналіз передбачає безпосередньо процес 
вимірювання метрик та формулювання  
висновків про досягнення цілей.  
Аналіз даних проводиться на всіх трьох 
рівнях вимірювання, відповідь та досягнення 
цілі – одночасно [9].  
Висновки – кінцевий результат етапу, 
який включає в себе: 
– підготовку до отримання результатів; 
– організацію процесів; 
– безпосередньо отримання результатів; 
– формулювання висновків на основі об-
роблених даних; 
– експертне формулювання висновків на 
основі вимірювань [7].  
Але для формулювання висновків за ре-
зультатами вимірювань необхідні високо-
кваліфіковані експерти, що не завжди є рен-
табельно для проекту, тому на цьому етапі 
пропонується застосувати предметно-
орієнтований метод побудови залежностей 
між метриками програмного забезпечення 
для спрощення [8]. 
Вимірювання обраних метрик відбувалося 



















































Рис. 2. Структура підібраних цілей, питань та метрик для властивості «розуміння» 
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Важливими даними у разі застосування 
запропонованого методу є експертні оцінки 
властивості «розуміння».  
Експертам пропонувалося оцінити запро-
поноване програмне забезпечення за десяти-
бальною шкалою:  
– один у випадку цілком незрозумілої 
програми; 
– десять у випадку повної зрозумілості.  
Було отримано більше 100 експертних 
оцінок експертів різного рівня кваліфікації 
та досвіду роботи, що достатньо для вирі-
шення даного завдання [13]. Експертні оцін-
ки, як і метрики, заносилися в базу даних та 
оброблялися засобом, описаним у роботі [12]. 
У результаті вимірювань був отриманий 
набір метрик для досліджуваних проектів.  
Наступним кроком є його аналіз та інтер-
претація результатів. Для цього були отри-
мані такі числові характеристики, як матема-
тичне сподівання, середньоквадратичне від-
хилення, коефіцієнти асиметрії та ексцесу  
(табл. 1), на основі яких визначено та під-
тверджено вагомість метрик для властивості 
через розрахунок коефіцієнтів кореляції та їх 
вагомості [14]. 
Як видно з табл. 1, жодна з метрик та екс-
пертні оцінки не мають нормального розпо-
ділу. Це ще раз підтверджує виведену в ро-
боті [8] закономірність відсутності нормаль-
ного розподілу серед метрик. Тому на нас-
тупному кроці аналізу проведено парну ран-
гову кореляцію метрик та експертних оцінок 














di = r xi – ryi, 
де ˆ сτ  – коефіцієнт Спірмена; 
rxi та ryi – порядкові номери варіанта у ва-
ріаційних рядах за x та y. 
Ці розрахунки необхідні для визначення 
вагомості кожної метрики за оцінювання 
властивості «розуміння». Цією вагомістю і є 
коефіцієнт кореляції, який у цьому випадку 
показує ступінь значущості метрики для  
властивості. Розраховані коефіцієнти наве-
дено в табл. 2. 
Проте самі по собі коефіцієнти кореляції 
не повною мірою демонструють вагомість. 
Тому, крім коефіцієнтів кореляції, визначено 
значущість отриманих коефіцієнтів, яка по-
казує, чи є достатнім об’єм отриманих 
результатів для визначення вагомості метри-
ки для властивості.  
Перевірка значущості проводилася з вико-











Якщо |t|>tα/2, де tα/2 було отримано з табли-
ці розподілів t-Стьюдента), то метрика зна-
чуща, якщо умова не виконувалася, то мет-
рика незначуща. 
Як видно з табл. 2, метрики MC, MHS, 
CINT не є значущими, тобто потрібно збіль-
шення об’єму дослідження даних для більш 
точних результатів.  
Після збільшення об’єму даних для цих 
метрик коефіцієнти стали значущими.  
Отримані значення коефіцієнтів кореляції 
показують, що найбільш вагомою метрикою 
для властивості «розуміння» є метрика 
«зв’язаність», наступними за нею йдуть метри-
ки «модулі з коментарями між заголовком та 
кінцем», «модулі з горизонтальними відступа-
ми», «модулі з вертикальними відстанями».  
Для кращого розуміння програма повинна 
бути більш коментована та більш структуро-
вана. Не дуже висока вагомість метрик свід-
чить про те, що скоріше всього існують інші 
метрики, які є також вагомими для цієї влас-
тивості з ще меншими значеннями вагомості. 
Важко виділити метрику, яка б не мала ні-
якого відношення до розуміння програми. 
Щодо коефіцієнта ускладнення, введеного 
раніше, його значення варто брати за 1. При-
чиною цього є те, що досліджуване програм-
не забезпечення розроблялося для викорис-
тання і алгоритми відомі для дослідників. 
Формалізований підбір метрик 
Використання методу «ціль–питання–
метрика» обмежує наявність висококва-
ліфікованих експертів та рентабельність  
проекту.  
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Таблиця 1  








































































































Осмислені імена змінних 
Осмислені імена модулів 
Модулі з коментованими заголовками 
Модулі з коментарями між заголовком 
та кінцем 
Некоментовані конструкції в модулі 
Коментовані рядки модуля 
Модулі з горизонтальними відступами 










Коефіцієнти кореляції для властивості «розуміння» та прямих метрик 
Назва метрики Коефіцієнт 
кореляції Спірмена 
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Тому альтернативою йому може слугува-
ти застосування формалізованого підбору 
метрик для програмного забезпечення на базі  
предметно-орієнтованого методу побудови 
залежностей із самого початку дослід- 
ження [17].  
Особливістю його застосування є підбір 
великої кількості метрик на етапах плану-
вання дослідження та визначення метрик для 
властивості. Для цього можна використати 
підбір метрик експертом не досить високої 
кваліфікації, запропонувавши йому відкину-
ти з великого набору метрик для вимірюван-
ня ті, які точно не характеризують досліджу-
вану властивість, а для інших використати 
кореляційний аналіз.  
Метрики, які не характеризують власти-
вість, будуть відкинуті за результатами дуже 
малої ваги [17] для властивості. Ті метрики, 
що не відкинулися, залишається ранжувати 
та виділити серед них найбільш вагомі.  
У результаті використання методу «ціль–
питання–метрика» та предметно-орієнто-
ваного методу побудови залежностей між 
метриками програмного забезпечення був 
виконаний підбір метрик для властивості 
«розуміння». 
Висновки 
1. Не завжди легко підібрати метрики для 
властивості «розуміння» методом «ціль–
питання–метрика» через наявність великої 
кількості метрик. 
2. Під час аналізу даних експертами без 
допоміжних засобів оцінка властивості від-
бувається на основі невеликої кількості 
більш поширених чи відомих метрик, не 
враховуючи або слабо враховуючи інші  
метрики. 
3. Під час аналізу даних експертами без 
допоміжних засобів властивості оцінюють з 
інтуїтивною градацією за вагомістю. 
4. Для підвищення точності підбору мет-
рик властивості «розуміння» необхідно про-
вести формалізацію аналізу. 
5. Формалізація аналізу дала градацію ме-
трик за їх вагомістю та необхідність уточ-
нення деяких даних. 
6. На розуміння програми найбільше 
впливає структурованість та коментованість. 
7. Слабка вагомість багатьох метрик 
свідчить про існування інших слабо ваго-
мих метрик для властивості «розуміння», 
які не були включені експертом під час 
підбору метрик методом «ціль-питання-
метрика». 
8. Для проведення більш точних розра-
хунків з використанням менш кваліфікова-
них експертів необхідно доповнити нефор-
малізований метод «ціль–питання–метрика» 
деякою формалізацією. Для цього пропону-
ється використати предметно-орієнтований 
метод побудови залежностей між метриками, 
який був апробований у цій роботі та в ро- 
боті [17]. 
Підбір метрик був застосований під час 
створення інформаційної технології супро-
водження експлуатації авіаційної техніки 
[18–20]. 
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