Abstract. Many algorithms exist that exploit the special structure of Toeplitz matrices for solving linear systems. Nevertheless, these algorithms are difficult to parallelize due to its lower computational cost and the great dependency of the operations involved that produces a great communication cost. The foundation of the parallel algorithm presented in this paper consists of transforming the Toeplitz matrix into a another structured matrix called Cauchy-like. The particular properties of Cauchy-like matrices are exploited in order to obtain two levels of parallelism that makes possible to highly reduce the execution time. The experimental results were obtained in a cluster of PC's.
Introduction
In this paper, we present a parallel algorithm for the solution of the linear system
where T ∈ IR n×n is a symmetric Toeplitz matrix T = (t ij )
n−1 i,j=0 = (t |i−j| )
n−1 i,j=0
and b, x ∈ IR n are the independent and the solution vector, respectively. It is difficult to obtain efficient parallel versions of fast algorithms, because they have a reduced computational cost and they also have many dependencies among fine-grain operations. These dependencies produce many communications, which are a critical factor to obtain efficient parallel algorithms, especially on distributed memory computers. This problem could explain partially the small number of parallel algorithms implemented so far dealing with Toeplitz matrices. For instance, it can be found parallel algorithms to solve Toeplitz systems using systolic arrays [1] or dealing only with positive definite matrices or with symmetric matrices [2] . There also exist parallel algorithms for shared memory computers [3, 4, 5] and, more recently, several parallel algorithms for distributed architectures have been proposed [6] .
One of our main goals is to offer efficient parallel algorithms for general purpose architectures, especially, clusters of personal computers. Furthermore, the codes are portable because they are based on standard libraries, both sequential, LAPACK [7] , and parallel, ScaLAPACK [8] . We are mainly interested in the reduction of parallel runtime because one of the main set of applications requires real time computation of the linear system (1) like digital signal analysis [9] .
In the next section, the mathematical background used is summarized. In Sections 3, 4 and 5 the parallel algorithm is described. Finally, the experimental results are shown in the last section.
Rank Displacement and Cauchy-Like Matrices
It is said that a matrix of order n is structured if its displacement representation has a lower rank regarding n. The displacement representation of a symmetric Toeplitz matrix T (1) can be defined in several ways depending on the form of the displacement matrices. A useful form for our purposes is
where F = T (e 1 ), called displacement matrix, is a n × n symmetric Toeplitz matrix with the second column of the identity matrix as the first column; G ∈ IR n×4 is the generator matrix and H ∈ IR 4×4 is a skew-symmetric signature matrix. The rank of ∇ F T is 4, that is, lower than n and independent of n.
It is easy to see that the displacement of T with respect to F is a matrix of a considerably sparsity from which it is not difficult to obtain an analytical form of G and H.
A symmetric Cauchy-like matrix C is a structured matrix that can be defined as the unique solution of the displacement equation
being Λ = diag(λ 1 , . . . , λ n ), where rank(∇ Λ C) n and independent of n. Now, we use the normalized Discrete Sine Transformation (DST) S as defined in [10] . Since S is symmetric, orthogonal and SF S = Λ [11, 12] , we obtain
where C = ST S andĜ = SG. This shows how it can be transformed (2) into (3). In this paper, we solve the Cauchy-like linear system Cx =b, wherex = Sx andb = Sb, by performing the triangular decomposition C = LDL T , being L unit lower triangular and D diagonal. The solution of (1) is obtained by computing Ly =b, y ← D −1 y, L Tx = y and x = Sx. Solving a symmetric Toeplitz linear system by transforming it into a symmetric Cauchy-like system has an interesting advantage due to the symmetric Cauchy-like matrix has an important sparsity. Matrix C has the form (x only denotes non-zero entries),
We define the odd-even permutation matrix P oe as the matrix that, after applied to a vector, groups the odd entries in the first positions and the even entries in the last ones,
Applying transformation P oe (.)P T oe to a symmetric Cauchy-like matrix C gives
where C 0 and C 1 are symmetric Cauchy-like matrices of order n/2 and n/2 , respectively. In addition, it can be shown that matrices C 0 and C 1 have a displacement rank of 2, as opposed to C that has a displacement rank of 4 [5] .
The two submatrices arising in (4) have the displacement representation
where
As it is shown in [13] ,
T and the first column of the identity matrix e 0 , the generators of (5) can be computed as
The odd-even permutation matrix is used to decouple the symmetric Cauchylike matrix arising from a real symmetric Toeplitz matrix into the following two Cauchy-like systems of linear equations
wherex = x T 0x
Each one of both linear systems are of half the size and half the displacement rank so this yields substantial saving over the non-symmetric forms of the displacement equation. Furthermore, it can be exploited in parallel by solving each of the two independent sub-systems into two different processors.
The Parallel Algorithm
For the parallel solution we used a two dimensional mesh of p/2 × 2 processors as shown in Fig. 1 , where each one of the p processors is denoted by the corresponding row and column index.
We used the ScaLAPACK tools in order to manage data distribution over this logical configuration of the processors. Once the symmetric Toeplitz system has been converted into a symmetric Cauchy-like one, the two subsystems arisen (7) will be solved independently on each "logical column" of the two-dimensional processors mesh. This is what the external loop (j = 0, 1) of Algorithm 1 represents, that is, iteration 0 and 1 are concurrently executed by processors column 0 and 1, respectively. 
Steps 1.1 and 1.2 are explained in the next two sections, respectively. Step 1.3 is performed by ScaLAPACK and PBLAS parallel subroutines. This last step can be repeated several times for iterative refinement. Finally, processor P 0,0 gathers the partial solutions of the two independent Cauchy-like linear systems and computes the solution of (1).
Parallel Triangularization of Symmetric Cauchy-Like Matrices
The workload of the step 1.2 of Algorithm 1 falls in the operation with the n × 2 entries of the generators G 0 and G 1 (6). The logical column of processors P i,j , i = 0, . . . , p/2 − 1, performs the triangular decomposition of the corresponding matrix
where L j is unit lower triangular and D j is diagonal. The parallel algorithm exploits the fact that operations performed by each column of processors can be carried out independently on each row of G j .
Let
be the displacement representation of a given symmetric Cauchy-like matrix C = C 00 C 01 C 10 C 11 , then the Schur complement C sc of C 11 regarding C 00 is also structured for any partition of C [14] so
The parallel algorithm uses a sequential algorithm that, given the generator, the displacement matrix and the diagonal of C in equation (8) as entries, returns G T 1 , the diagonal of C sc of equation (9) and the factorization C 00 = L 00 D 00 L T 00 . Let m j denotes the size of C j (4), j = 0, 1, respectively. Each generator G j (5) is partitioned in m j /ν blocks of size ν × 2 for a given integer ν, 1 ≤ ν ≤ (m j /p), and cyclically distributed onto the respective column of processors P k,j , for k = 0, . . . , p/2 − 1, in such a way that block G i,j , i = 0, . . . , m j /ν − 1, belongs to processor P mod(i,p),j . For simplicity in the exposition we will assume in the next that (m j mod ν) = 0. The unit lower triangular factor L j obtained by the algorithm is partitioned in a two dimensional array of (m j /ν) × (m j /ν) square blocks of order ν, where each square block L j i,l , for l = 0, . . . , i, belongs to processor P mod(i,p),j as the generators blocks. The diagonal matrix D j is stored in the diagonal entries of L j since all diagonal entries of L j are implicitly one. In Fig. 2 it can be seen an example of distribution of both G j and L j in the logical column j = 0, 1 formed of three processors. 
Previous Computations
Step 1.1 of Algorithm 1, called "previous computations", involves four different tasks, denoted as Task00, Task10, Task01 and Task11, respectively, in which is divided the computation of G 0 and G 1 (6), the computation of the displacement matrices Λ 0 and Λ 1 (5), the computation of the diagonal of C [5] and the computations ofb 0 andb 1 (7).
If there are only two processors (p = 2), P 0,0 computes Taski0 while P 0,1 computes Taski1, for i = 0, 1. For p ≥ 4, processor P i,j computes Taskij. After the computation of the tasks, all processors perform two communication steps: 1. A multicast of the results obtained by the tasks within each column; 2. A data interchange between pairs of processors in each row of the processors mesh.
Several a DST's are carried out in step 1.1 of Algorithm 1. There exist algorithms related with the DFT that involves O(n log n) operations to perform the DST. But the performance of these algorithms highly depends on the size of the greatest prime number of the primes decomposition of (n+1). In our algorithms, we used a method to avoid this dependency by applying several power of 2 of order DFT's using the Chirp-z factorization described in [10] .
Experimental Results
All experimental analysed were carried out in a cluster with 20 nodes connected by a SCI network with a topology of a 4 × 5 torus. Each node is a two-processor board with two Intel Xeon at 2 GHz. and 1 Gb. of RAM memory per node.
The first analysis concerns the block size ν. At the light of the experiments, it can be concluded that there exist a wide range of values for that minimize the execution time. But, none of these values must be selected close to 1 (this implies too many communications) or close to n/p (this implies not enough concurrency between communications and computations). The best value obtained by experimental tuning is a fixed size of ν = 20 that is only hardware dependent.
The second experimental analysis deals with the weight of each step of Algorithm 1 on its total cost. Table 1 shows the time spent on each step. It can be observed that the time spent in Step 1.1 grows with the problem size. The Chirpz factorization used to perform the DST makes the cost of this step independent of the size of the prime numbers in which (n + 1) is decomposed. The weight of this first step is ≈ 25% of the total computational cost of the algorithm. The most costly step is the second one in which is performed the factorization of one of the two Cauchy-like matrices (C 0 or C 1 ). The weight of this step is ≈ 60% of the total cost of the algorithm. The third step involves ≈ 15% of the total time.
As it was explained in Section 5, the first step is divided in four tasks, each of one is carried out concurrently so it can be obtained a reduction in time in this step using up to 4 processors ( Table 2) . In Table 3 it can be seen the execution time and the efficiency of Step 1.2. The important effort performed in the parallelization of the triangularization process gives a good efficiency even with 10 processors. The low time obtained with the most costly step using several processors lets to obtain a low total time. This result, although it cannot be as efficient as it was desirable, it can be very useful in applications with real time constraints like digital signal processing.
We note that the efficiency obtained with 2 processors is quite good mainly due to the triangular decomposition of the two independent Cauchy-like matrices over two independent processors. Finally, we analyze the execution time of the parallel algorithm. In Fig. 3 , it can be seen that the time decreases with the increment of the number of processors. This reduction in time is more significant if the problem size increases. The algorithm also reduces its execution time with more than four processors although Step 1.1 does not exploit more processors in parallel than this quantity. We emphasize the reduction in time regarding the scalability of the parallel algorithm by its utility in applications with real time constraints.
