We study the Job-Shop Scheduling problem with Earliness and Tardiness penalties. We describe two Lagrangian relaxations of the problem. The first one is based on the relaxation of precedence constraints while the second one is based on the relaxation of machine constraints. We introduce dedicated algorithms to solve the corresponding dual problems. The second one is solved by a simple dynamic programming algorithm while the first one requires the resolution of an NP-Hard problem by Branch and Bound. In both cases, the relaxations allow us to derive lower bounds as well as heuristic solutions. We finally introduce a simple local search algorithm to improve the best solution found. Computational results are reported.
Introduction
The importance of "Just-in-Time" inventory management in industry has motivated the study of theoretical scheduling models that capture the main features of this philosophy.
Among these models, a lot of research effort has been devoted to earliness-tardiness problems -where both early completion (which results in the need for storage) and tardy completion are penalized. So far, due to the intractability of these problems, most of the effort has been dedicated to the one-machine problem. In this paper, we consider the earliness-tardiness problem in a complex job-shop environment.
We consider a job-shop scheduling problem that consists of a set of n jobs, J = 
Constraints of our problem are the following:
• The first operation starts after time 0, that is for any i in {1, . . . , n}, cannot be processed before operation o k i is completed, that is, for i = 1, . . . , n and k = 1, . . . , n i − 1:
• Resource constraints (also known as disjunctive constraints): for each machine M u ∈ M two operations of two distinct jobs, o k i and o h j , in the set O(M u ), cannot be processed simultaneously, that is, for i, j = 1, . . . , n,i = j, and for k = 1, . . . , n i and h = 1, . . . , n j :
Beck and Refalo [1] investigate a special case of this problem in which all operations but the last ones of each job have null earliness and tardiness penalty costs. Their approach is based on a hybrid use of constraint programming and linear programming. The linear programming model is used to compute the best start times of the partially sequenced operations while constraint programming helps in fixing disjunctive constraints. Danna and Perron [5] and Danna et al. [6] propose another hybrid method using integer linear programming and local search which is proved to find better schedules. However, one drawback of this model is that it leads to schedules in which the first n i − 1 operations of each job J i are processed as early as possible thus inducing waiting times (and storage costs) between the last two operations of the job, which contradicts the Just-in-Time philosophy.
In our model, this issue is solved by considering that d i = d Several researchers have used Lagrangian relaxations for the job shop problem or for more complex problems such as the Resource Constrained Project Scheduling Problem [7] .
In brief, two kinds of relaxations have been studied.
• Starting from a time indexed formulation, one can relax machine constraints. The subproblem to solve is then reduced to scheduling a operations subjected to precedence constraints with arbitrary cost functions. Depending on the initial scheduling constraints, authors use various techniques to solve this problem. Either dynamic programming when the structure of precedence constraints is a chain or a tree [2] or a cut computation in the general case [11] or a simplex-like algorithm [14] .
• Chen and Luh [3] relax the precedence constraints as well as constraints linking completion times of operations to the total cost. Once all these constraints are relaxed, the subproblem to solve is decomposed into a set of polynomially solvable problems. A similar approach is used by Kaskavelis and Caramanis [10] to solve job-shop problems with storage costs and quadratic tardiness penalties.
In this paper, we evaluate the efficiency of the two relaxation techniques based respectively on the relaxation of precedence constraints and on the relaxation of resource constraints. The study of the former relaxation is motivated by the recent improvements in branch-and-bound algorithms for the one-machine earliness-tardiness scheduling problem [13] . To the best of our knowledge, this approach is new in the design of lower bounds for this type of problem. Another interest of this lower bound lies in the fact that it is stronger than the relaxation of Chen and Luh [3] because, in our approach, resource constraints are not relaxed at all, that is we have a pure relaxation of the precedence constraints.
This lower bound is introduced in Section 2 while the relaxation of the resource constraints, which follows the approach described in [2] , is presented in Section 3. Section 4.1 studies the effectiveness of these lower bounds: first heuristics to compute upper bounds are presented, then experimental results compare the two lower bounds to lower bounds provided by ILOG CPLEX and to the upper bounds.
Relaxing Precedence Constraints
In this section we rely on the basic formulation of the problem which is immediately derived from the definition equations (1-4) of the problem. To strengthen the up-coming relaxation, we define release dates r
We associate to the precedence constraint between operations o 
Under the assumption λ 0 i = λ n i i = 0 we can write (5) in a more compact form:
where
For a given value of vector λ we search for the minimum L(λ) of C → L(λ, C) under the remaining constraints.
This problem can be decomposed into m independent single-machine scheduling subproblems with earliness and tardiness penalty costs, i.e.,
It is easy to see that P u (λ) is a single machine scheduling problem with Earliness/Tardiness penalties. This problem is NP-Hard in the strong sense but can be solved efficiently by an advanced Branch and Bound procedure of Sourd and Kedad-Sidhoum [13] . Then we look for the vector λ * that maximizes the function L(λ) by applying a standard sub-gradient procedure. At each iteration, we modify the vector of Lagrangian multipliers by adding ρ∇ where ρ ∈ R + and where ∇ is a sub-gradient. At first, ρ = 1 and all multipliers equal 0 and then, ρ is multiplied by 0.7 when the value of the objective function is not improved for ten consecutive iterations. The algorithm is stopped when the parameter ρ is less than
As the Branch and Bound is very time-consuming, we speed up the convergence by the following heuristic. In the preliminary steps of the convergence, we use a basic heuristic [9] to compute upper bounds of the single machine problems (therefore, we do not have at these steps valid lower bounds). This is used only, to converge towards a "good" λ.
Once this preliminary convergence phase is achieved, we move to the Branch and Bound.
Instead of using a subgradient procedure, we have tried to use Solvopt implementation of Shor's algorithm [12] . However, due to the time required to solve the Lagrangian subproblems, we could not complete the convergenece process and the obtained solution was not better than the one obtained by the basic subgradient algorithm.
In a theoretical point of view, we note that L(λ * ) strictly dominates the relaxation of Chen and Luh [3] as we only relax the precedence constraints while they also relax the
Relaxing Resource Constraints
In this section, we consider the Lagrangian relaxation of resource constraints. We rely on a time-indexed formulation of the problem [8] . We introduce a time horizon T that can be computed as follows:
We also introduce the set of binary {0, 1} variables, in which the generic variable x t ik refers operation o k i in the instant t. Each variable x t ik is defined as follows:
Considering this new set of variables, we can compute the earliness and tardiness costs as follows.
Now consider the resource constraints. For each machine M u ∈ M and for each instant
Hence, given a time instant t ∈ [0, T ] and a machine u ∈ M , the above constraint means that if an operation o k i ∈ O(M u ) starts before t and has not yet been completed in t, at least for t − p k i + 1 time instants before t, no other operations in O(M u ) can start. Altogether, the initial problem can be formulated as follows.
We associate a Lagrangian multiplier λ ut ≥ 0 to each resource constraint. As earliness and tardiness can be expressed as
where w t ik and K are simple functions of λ
It is easy to see that L(λ) can be decomposed as
Solving a single subproblem consists in scheduling the operations o
i of job J i , considering only the precedence constrains among them, in order to minimize an arbitrary objective function. As noticed by several authors [2, 11] , each problem can be solved by dynamic programing in O(n i T ).
We search for the optimal value of Lagrangian multiplier vector, λ * , that maximizes the function L(X * , λ) iterating the above computation by applying the sub-gradient method described in Section 2.
Note that we could use the r k i values as defined in Section 2 to tighten the formulation of the problem : ∀t < r i , x t ik = 0. However, this does not help as in the solution of the Lagrangian problem we always have ∀t < r i , x t ik = 0. Like in the first relaxation, we have tried to use Solvopt [12] . Once again, this was not competitive with the subgradient procedure. This is likely due to the large number of multipliers and to the non-negativity constraints.
Experimental Results

Upper Bounds
In order to evaluate the quality of the lower bounds, we have implemented simple heuristics to derive upper bounds. First, we have used the Lagrangian relaxations to build feasible (suboptimal) schedules. Such techniques, known as primalization procedures, often provide reasonably good upper bounds. At the end of both sub-gradient procedures, we have a relaxed schedule, i.e., a schedule that does not meet all the constraints (in the first case, some precedence constraints might be violated, while in the second one, operation requiring the same machine might overlap in time).
• We first convert the relaxed schedule into a feasible schedule. Our basic idea is to rely on the relaxed schedule to iteratively build a left shifted job-shop schedule that is feasible. This is done as follows: At each iteration, select an unscheduled operation, whose job predecessor is scheduled, and whose completion time (in the relaxed schedule) is minimum. Schedule this operation as soon as possible after the completion time of its predecessor and after the first time point at which the machine it requires is available.
• This left shifted schedule is then improved as follows: We build a precedence graph of all operations in which we add an edge between consecutive operations of the same job and consecutive operations of the same machine. We then look for an optimal schedule of operations meeting the precedence graph. This problem reduces to a project scheduling problem with Early/Tardy cost functions (and no resource constraints). This can be solved in polynomial time by [4] or by linear programming.
Unfortunately, our tests have shown that these feasible solutions are not near-optimal.
To improve the upper bound, we apply a simple local search method starting from the best known solution. A solution is defined as a the sequence of operations on all machines.
As mentioned earlier, given a arbitrary set of sequences, we can compute in polynomial time the optimal schedule meeting this sequence. Of course, we can also detect that there is cycle in the sequence.
Two moves are considered in our local search. Given a sequence, we either swap two randomly chosen operations or we insert an operation at some other place in its sequence.
We change the current sequence as soon as the cost of the resulting sequence is improved (provided of course that no cycle is induced by the move). 
Instances
Results
Our results are reported in Tables 1, 2 For the computation of LBP for the instances with 20 jobs, we have had to limit the number of steps of the sub-gradient procedure in order to keep reasonable computation times. The number of steps has been limited to 20 (after the preliminary step which calls the heuristic), which means that at most 400 branch-and-bound have to be solved.
Moreover we also stopped the procedure when a branch-and-bound procedure reaches the time limit of 1000s. Therefore, some lower bounds are not available: it means that the time limit has been reached at the first iteration of the sub-gradient procedure.
When comparing the two Lagrangian lower bounds, we observe that LBR is better than LBP for nearly all instances with 10 machines. Conversely, for instances with only 2 machines, LBP often outperforms LBR. Unsurprisingly, the relaxation of precedence constraints requires more computation time since we have to solve m instances of an NPhard problem at each step of the sub-gradient algorithm. Unfortunately, these instances are sometimes very difficult since the optimum cannot be proved within 1000s.
We also observe that both LBR and LBP are better than the lower bound returned by ILOG CPLEX. For all our instances, ILOG CPLEX finds the best lower bound only once (in fact it is the only instance, namely I-10-2-loose-tard-1, that can be solved within 600s). We also observe that the quality of the lower bound significantly deteriorates when the number of jobs increases.
While the gap is moderate for instances with 2 machines, it is rather large for several 10 machine instances. These results show that these problems are greatly intractable.
Conclusion
Two Lagrangian relaxations for the job-shop have been compared: the relaxation of the resource constraints and the relaxation of the precedence constraints. When the number of machines is large enough, the relaxation of the resource constraints most often leads to better lower bounds. Still, there is a large gap for most of the studied instances and we believe that a lot of work remains to be carried on Just-In-Time Job-Shop Scheduling.
