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Введение
Для широкого класса статистических задач при
синтезе оптимальных процедур и отыскании их ха
рактеристик требуется оценивать различные выра
жения от многомерных распределений, которые
можно представить в форме:
(1)
Здесь x∈Rm, H(t):R(m+1)(s+1)→R1 – заданная функ
ция, а базовые функционалы определяются следу
ющим образом:
(2)
(3)
где g1,...,gs – известные измеримые по Борелю ска
лярные функции, причем gs+1≡1, f(x,y) – неизвест
ная плотность распределения наблюдаемого слу
чайного вектора Z=(X,Y)∈Rm+1. Интегрирование в
(2) проводится на всей числовой оси, т. е. считает
ся, что далее в подобных случаях будет ис
пользоваться аналогичная замена. При фиксиро
ванном значении x будем называть J(x) характери
зационным функционалом.
Впервые выражения типа (1) без производных
рассматривались в работах [1, 2] при изучении
условных центральных моментов. Нетрудно ви
деть, что класс характеризационных функционалов
содержит важный класс функционалов от услов
ных распределений
где p(x) – плотность распределения вектора X,
f(y|x)=f(x,y)/p(x) – условная плотность распределе
ния. Будем называть для краткости функционалы
от условных распределений условными функцио
налами.
Условные функционалы обычно представляют
собой отношения некоторых функций, что позво
ляет отнести их к классу функционалов с особен
ностями. При исследовании статистических
свойств оценок отношений, например, сходимости
в среднеквадратическом, приходится преодолевать
дополнительные трудности, связанные с возмож
ной неограниченностью оценок таких функциона
лов. Эти проблемы можно решать разными спосо
бами (см., например, [3–6]).
Ядерные оценки имеют непараметрический ха
рактер [7]. М. Розенблатт впервые в 1956 г. ввел
класс ядерных оценок плотностей и исследовал их
асимптотическую несмещенность и состоятель
ность [8]; позднее Е. Парзен (1962) доказал их асим
птотическую нормальность [9]. Главная особенность
непараметрического оценивания состоит в том, что
класс распределений не определяется с точностью
до конечного числа параметров. Несмотря на «бед
ность» исходной информации, непараметрические
процедуры во многих случаях почти не проигрыва
ют в эффективности параметрическим, когда оба
типа процедур строятся по данным, соответствую
щим известной модели, и существенно выигрывают,
если выбранная параметрическая модель неадекват
но описывает реальность. Отметим, что в ряде слу
чаев параметрические модели нельзя построить в
принципе, либо это требует значительных затрат
времени и средств [10]. Следует обратить внимание
также и на то, что при решении целого класса задач
нелинейной обработки сигналов непараметриче
ские процедуры дают более обозримые результаты,
чем параметрические рекуррентные процедуры,
связанные с решением нелинейных дифферен
циальных уравнений в частных производных [11]
или разложением плотности распределения в ряды.
Приведем ряд примеров характеризационных
функционалов, возникающих при математическом
описании различных прикладных задач. Обозна
чим Q({bi(x)})=H({ai(x)}).
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Рассматриваются оценки подстановки для широкого класса функционалов от многомерных плотностей распределений, содер
жащего функционалы от условных распределений. В качестве элементов подстановки предлагаются рекуррентные ядерные
оценки с векторным параметром размытости (оценки базовых функционалов). Находится главная часть асимптотической сред
неквадратической ошибки оценок базовых функционалов. Показывается, что в асимптотике при оптимальном выборе параме
тров размытости выбором ядра можно добиться неограниченного сближения скорости сходимости в среднеквадратическом
предложенных непараметрических и обычных параметрических оценок.
Важнейшую роль, безусловно, играет функция
регрессии
(4)
минимизирующая среднеквадратическое отклоне
ние (СКО) истинных выходов объекта и модели. В
этом случае H(a1,a2)=a1/a2, g1(y)=y, g2(y)=1.
В регрессионной модели (4) функция чувстви
тельности по jму входу имеет вид
(5)
и характеризует степень связи между изменениями
входных и выходных характеристик объекта.
Погрешность регрессионной модели можно из
мерять остаточной или условной дисперсией (ске
дастическая кривая [12. C. 462])
или условным стандартным отклонением
Кроме того, остаточная дисперсия вместе с услов
ными центральными моментами третьего и четверто
го порядков определяют, соответственно, условный
коэффициент асимметрии или клитическую кривую
и куртическую кривую
связанную с условным эксцессом [12. C. 462].
1. Постановка задачи
В качестве рекуррентных ядерных оценок базо
вых функционалов a(x)=a(0j)(x) и их производных
a(1j)(x) в точке x возьмем объединенную статистику
(6)
где Zl=(Xl,Yl), l=1,n
⎯
– (m+1)мерная выборка, ха
рактеризуемая плотностью f(x,y),
– mмерное мультипликативное ядро, масштаби
рованное по каждой компоненте, 
последовательности чисел (hnk)↓0 ∀k=⎯1,m⎯,
an(rj)(x)=(a1n(rj)(x),...,a(rj)(s+1)n(x)), g(y)=(g1(y),...,gs+1(y)).
Впервые рекуррентные ядерные оценки плот
ности были предложены и изучены в [13, 14]. По
следовательные процедуры обладают рядом преи
муществ: они, как правило, легко реализуются на
компьютерах, экономя машинную память, на каж
дом такте работы алгоритма дают готовый резуль
тат, и поступление новых измерений не приводит к
громоздким перерасчетам, что позволяет обраба
тывать информацию в режиме реального времени.
Оценивание характеризационных функционалов
проводится методом подстановки, т. е. путем замены
в (1) неизвестных базовых функционалов и их произ
водных оценками (6). Метод подстановки прост, кон
структивен и лежит в основе большинства приемов
оценивания [15. C. 41]. Свойства таких оценок опре
деляются отдельно свойствами статистик an(rj)(x) и пре
образования Н. Можно ожидать, что если оценки яв
ляются «хорошими», то получим также и «хорошую»
оценку Jn(x). Если мы знаем свойства оценок an(rj)(x), то
теоремы непрерывности А.А. Боровкова [16. C. 34]
позволяют получить и свойства оценки Jn(x).
Например, в качестве полурекуррентных (чи
слитель и знаменатель оцениваются рекуррентно)
оценок подстановки условных функционалов
b(x)=(b1(x),...,bs(x)) в точке x будем рассматривать
(7)
Заметим, что оценки (7) можно записать также
в форме
где pn–1(x) – рекуррентная ядерная оценка много
мерной плотности. Такое представление удобно в
задачах прогнозирования, поскольку g(Yn)–bn–1(x) –
ошибка прогноза на nом шаге.
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2. Асимптотические свойства ядерных рекуррентных
оценок базовых функционалов 
Будем считать для простоты обозначений, что
g(Y): R1→R1. Пусть ||t||=max
1≤i≤s |ti| – норма вектора
t=(t1,...,ts), as+(x)=∫ |gs(y)|f(x,y)dy, b(tn)=Etn(x)–t(x) –
смещение оценки tn(x), supx =supx∈Rm
,Tj=∫ujK(u)du, j=1,2,....
Для доказательства асимптотической несме
щенности оценок воспользуемся утверждением
[17]: если последовательность функций {fn(x)} схо
дится к функции f(x) в точке x при n→∞, то
(8)
Лемма 1 (асимптотическая несмещенность
an(x)). Если функция a(x) непрерывна в точке x и
su
x
pa1+(x)<∞; ядро обладает свойствами: ∫K(u)du=1
и ∫ |K(u) |du<∞ ; последовательность чисел (hnk)↓0∀k=⎯1,m⎯, то
(9)
Доказательство. По определению математиче
ского ожидания и теореме Фубини
Сделав в повторных интегралах замену пере
менных (xi–ti)/hli=uli и обозначив u(l)=(ul1,...,ulm),
u(l)h(l)=(ul1hl1,...,ulmhlm) получаем
(10)
Разобьем пространство Rm для каждого l=1,n
⎯
на
два множества: Rl(δ)={u(l):||u(l)h(l)||<δ} и
R
–
l(δ)={u(l):||u(l)h(l)||≥δ}, δ>0 – произвольное. Тогда
Первое слагаемое выбором δ можно сделать
сколь угодно малым вследствие непрерывности
функции a(x) в точке x. Второе слагаемое выбором
достаточно большого n также можно сделать сколь
угодно малым вследствие сходимости интеграла
∫
Rm
|K(u)|du. Справедливость (9), учитывая вышепри
веденное утверждение, показана.
Лемма 2 (асимптотическая несмещенность
an(1,j)(x)). Если функции a(1,j)(x) и a(x) непрерывны в
точке x, sup
х
a1+(x)<∞, sup
х
|a(1,j)(x)|<∞; ядро K(u) удо
влетворяет условиям леммы 1 и дополнительно
∫|K(1)(u)|du<∞, lim
|u|→∞ K(u)=0; последовательность век
торов (h(n))↓0, то
(11)
Доказательство, в сущности, аналогично пред
ыдущему и здесь не приводится.
Обозначим
Пусть последовательности (h(i)) при n→∞ удо
влетворяют следующему условию
(12)
где множество J⊂{1,2,...,m}, kj=0,1,2,... постоянная
S зависит от J и суммы показателей степеней {kj}.
Замечание. Равенство (12) выполняется, напри
мер, для hij=O(i–α), 0<α<1 (именно такой вид имеют
оптимальные параметры размытости (14)), при
этом постоянную S можно определить согласно
формуле ЭйлераМаклорена [18. C. 544].
Лемма 3 (скорость сходимости смещения).
Пусть выполняются условия леммы 1 (или 2), и для
r=0 (или 1) функции a(rj)(x) непрерывны на Rm вме
сте со своими частными производными до νго по
рядка включительно, причем
Ядро K(u) дополнительно удовлетворяет усло
виям ∫ | u vK ( u ) | d u <∞ , Tj=0, j=1,...,v–1, Tv≠0,
K(u)=K(–u), а последовательность (h(n))↓0 – соот
ношению (12). Тогда при n→∞
соответственно для r=0 (или 1).
Доказательство (r=0). Для простоты обозначе
ний без ограничения общности будем считать v=m.
В формуле (10) разложим функцию a (x–uhn) по
формуле Тейлора в точке x c остаточным членом в
форме Лагранжа:
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где
Применив теорему Лебега о мажорируемой схо
димости, видим, что последовательность
γi=o(||h(i)||v). Учитывая (12), а именно
и то, что Tj=0 для j=1,...,v–1, получаем требуемый
результат. Для r=1 доказательство проводится ана
логично.
Вернемся к векторной функции g(y). Обозна
чим
Лемма 4 (ковариация). Пусть функции ai,p(x),
ai(x), ap(x) непрерывны на R m,
и выполняется (12). Тогда при n→∞
Доказательство. По определению ковариации,
основываясь на независимости выборки
(X1,Y1),...,(Xn,Yn), находим
По теореме Лебега о мажорируемой сходимости
при l→∞ γl=o(1).
Согласно условию (12)
Лемма доказана.
Следствие (дисперсия). Пусть i=p, j=k, r=q;
функции ai,i(x) непрерывны на R m,
Тогда при n→∞
(13)
Из полученных результатов видно, что выбором по
следовательности векторов (h(n)) можно повысить ско
рость сходимости СКО оценок ain(rj)(x) к нулю. В этом
случае (h(n)), вообще говоря, будут зависеть от t=
⎯
1,s+1
⎯
,
j=1,m
⎯
, r=0,1. Обозначим СКО оценок базовых функ
ционалов и их производных u2(atn(rj)(x))=D(atn(rj)(x))+b2(atn(rj)(x)).
Теорема (СКО). Если выполнены условия лем
мы 3 и следствия, то для оптимальных по скорости
сходимости последовательности (ht(n)(rj)o) и СКО
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справедливы соотношения
(14)
Доказательство. Рассмотрим
(15)
Дифференцируя главную часть СКО по hnl и
приравнивая полученные выражения к нулю, полу
чаем первую формулу (14); учитывая полученный
результат в (15), получаем вторую формулу (14).
Из теоремы следует, что при v→∞ среднеквадра
тическое отклонение для оптимальных по скорости
сходимости оценок ведет себя так же, как для параме
трических оценок. Таким образом, выбором ядра
можно улучшать скорость сходимости в среднеква
дратическом оценок (6) за счет повышения скорости
сходимости к нулю смещения. Впервые эту проблему
для ядерных оценок плотностей поставил и решил
М. Бартлетт [19]. Заметим, что при v>2 ядра будут
знакопеременными, т. е. не обладающими характери
стическими свойствами плотности (неотрицатель
ность и нормировка на 1).
Асимптотические свойства полурекуррентных
ядерных оценок подстановки функционалов (1)
будут рассмотрены далее.
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