The influence of subglacial hydrology on the flow of West Antarctic ice streams by Baker, Narelle Paula Marie
The influence of subglacial hydrology
on the flow of
West Antarctic ice streams
Narelle Baker
Trinity College
Scott Polar Research Institute
University of Cambridge
This dissertation is submitted for the degree of
Doctor of Philosophy
2012

iDeclaration
This dissertation is the result of my own work and includes nothing which is the outcome of work
done in collaboration except where specifically indicated in the text. It has not been submitted
in whole or in part for a degree at any other university. This thesis is 222 pages long, including
text, appendices, illustrations, references and 15 pages of data tables.
Narelle Baker
2012
ii Acknowledgments
Undertaking a PhD is like climbing a mountain. Sometimes the going is easy; there is a clear
path and the view is magnificent. Sometimes it gets tough; the weather clouds in, the path
is obscured and you end up going around in circles and arriving at a different place than you
thought that you would. When you finally reach the summit and look around, you realise that
although the view is nice and you feel a certain sense of accomplishment, it was really the journey
that mattered and the people that you shared it with.
There are so many people to thank; for their guidance, support and friendship. Firstly I thank my
supervisors Poul Christoffersen and Neil Arnold. Poul, thank you for providing the direction for
this research and adopting me when you first arrived at Scott Polar Research Institute (SPRI).
Your support has been extraordinary in every way and I really appreciate it. Neil, thanks for
discussions about subglacial hydrology and giving me the space to develop my own research. To
Marion Bougamont, thank you for providing me with the matlab code from your work to build
into the HIT model. Without this foundation and your assistance and advice, this project would
not have been possible.
During my time at SPRI I was fortunate to work with a large number of talented people. To
Julian Dowdeswell, thank you for being an excellent Director and role-model. To Ian Willis,
thank you for inspiring me to come and do my PhD at SPRI and for all your help with subglacial
hydrology. To Gareth Rees, it was always fun tutoring and demonstrating for you and thank
you for your help with all things technical. To Liz Morris, you are the ultimate role model for
a woman in glaciology and you were a fantastic LaTeX student! To Toby Benham, thanks for
helping with so many things and being the only one able to print a poster right first time. To
Bob Hawley, thanks for introducing me to LaTeX and for being an awesome MATLAB guru. To
Mike Bithell, Shane Harvey, Dan Scott and Martin Lucas-Smith, thanks for the computer and
web support and sorry for all those help desk calls. To the administrative and library staff at
SPRI, thanks for giving us such wonderful support; without you the research would never get
done.
For a geography student, launching into a numerical modelling PhD was a bit of a steep learning
curve. I really want to thank Ian Hewitt and Andrew Fowler for their help in putting me on
the right road in terms of developing the numerics in this thesis. To Ian in particular, thanks
for all the helpful discussions and for putting me up on my visits to Oxford. Also, to Martin
Siegert and Tony Payne. Thank you for hosting me at Bristol Glaciology Centre prior to this
PhD. It provided me with a sound foundation of numerical modelling and allowed me to proceed
to this PhD. A number of people provided data and advice for this project. Special thanks to
Marion Bougamont, Michiel van den Broeke, Helen Fricker, Sasha Carter, Huw Horgan and Bob
Bindschadler. In addition, thank you to the funders: to Cambridge Trust and Trinity College for
providing my scholarship to the University of Cambridge and to SPRI, Department of Geography
(UC), Scientific Committee on Antarctic Research (SCAR) (SCAR Fellowship), Global Land Ice
Measurements from Space (GLIMS), The Trans-Antarctic Association and the Association of
Polar Early Career Scientists (APECS) for travel/conference funding.
iii
During this PhD I worked alongside a large number of Masters and PhD students at SPRI. To
all of you, wherever you are now, it was great to share discussions, laughs (despite the ‘quiet’
sign in the PhD area), dinners and drinks with you. In particular to Ruth Mugford and Kelly
Hogan, who taught me the ropes, and to Adrian McCallum (neat desk), Cameron Rye (big Cam),
Martin O’Leary (from a ‘small island’ somewhere), Tiffany Lee Lunday (windscreen breaker) and
Christina Adcock (bride buddy). You guys were fantastic. Stay in touch! Also to my college
housemates: Bárbara Ferreira (bread fanatic), Ian Goh (head chef), Falco-Magnus Meyer (mars
bar icecreams) and (adopted housemate) Mina Razzak (pepper). You made Cambridge and #24
a home.
On a more personal note I want to thank three people: First to my Dad, Paul Campion, thank
you for making the UK feel like home and for the car, the mobile phone and more glasses of wine
and delicious meals than I can count. To my husband, Gerko van der Wel, completion of this
PhD would not have been possible without your support, the useful discussions we shared or the
countless bowls of your delicious soup for lunch. Meeting you at the Karthaus summer school
was the highlight of my PhD and I look forward to many more years of shared adventures. To
my Aunty, Val Pentecost. Thank you for everything; you raised me from a small child in difficult
circumstances and made me who I am today. You taught me that hard work, a good attitude
and fierce determination make almost anything possible. You were right...
iv Summary
Subglacial hydrology is known to influence the flow of ice. However, difficulty in accessing the
base of large ice sheets has made determining the interaction between ice streams, basal sediment
and water difficult to discern. The aim of this thesis is to determine the influence of subglacial
hydrology on the flow of the West Antarctic ice streams. This is achieved through development
of a numerical flowline model, the Hydrology, Ice and Till (HIT) model. Ice thermodynamics are
coupled to a till layer of Coulomb plastic rheology. The porosity of the till changes with basal
melt and freeze and can be augmented by water transported through a subglacial conduit system.
Water availability strongly affects ice flow, as till porosity influences the till failure strength and
thereby the basal resistance of the ice. The model was developed in four stages and a number
of sensitivity tests were performed. It was then applied to Kamb Ice Stream (Ice Stream C)
and Whillians Ice Stream (Ice Stream B), West Antarctica. Results confirm that ice streams
are capable of oscillating between fast and slow velocity states. Cycles are generated at the
grounding line of an ice stream and the speed of the transition from slow to fast flow is governed
by water availability. The period of oscillation of the cycles for the West Antarctic ice streams
was found to be several hundred years, which is in line with observations of stagnation and
reactivation of these ice streams. This shows that subglacial hydrology has a role in modulating
the flow variability of ice streams and that rather large changes in the flow of the West Antarctic
ice streams are likely to occur this century.
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1Chapter 1
Introduction
1.1 Rationale
The Antarctic continent is vast, covering an area (including ice shelves) of around 14 × 106 km2
(Drewry and others, 1982; King and Turner, 1997) (Figure 1.1). The present volume of ice
in Antarctica is around 30 million km3, equivalent to about 60 - 70 m sea level rise (Siegert,
2001). The Antarctic Ice Sheet (AIS) can be divided along the Transantarctic Mountains into
the two major ice sheets: the East Antarctic Ice Sheet (EAIS) and the West Antarctic Ice Sheet
(WAIS) (Figure 1.1). The continental EAIS is larger, around 10.4 × 106 km2, and is mostly
stably grounded (Drewry and others, 1982). This is not the case in West Antarctica, where the
bedrock lies well below sea level. Should this ice be removed from West Antarctica only a small
archipelago of islands would remain, surrounded by seas with depths of 1000 meters or more
(Huybrechts, 1991).
It is proposed that the removal of ice shelves fringing the edge of a marine ice sheet, such as the
WAIS, would result in a rapid and irreversible inland migration of the grounding line (GL) where
bedrock is below sea level and slopes downward from the margins toward the interior (Thomas,
2002; Weertman, 1974). A retreating GL means progressively thicker ice at the ice sheet margin,
which leads to higher mass loss and further GL retreat (Schoof, 2007). In addition, a rising sea
level would allow more ice at the margin of the ice sheet to float, reducing the forces that hold
the ice sheet together and causing ice to flow more rapidly to the oceans. It is thought that the
collapse of the WAIS would contribute somewhere between 3.2 m and 6 m to global sea level rise
(Bamber and others, 2009; Bindschadler, 2006; Lythe and others, 2001).
The likelihood of a WAIS collapse and the contribution such an event would make to sea level rise
are still being debated (Bamber and others, 2009; Vaughan and Spouge, 2002). The Intergovern-
mental Panel on Climate Change (IPCC) report of 2007 (Solomon and others, 2007) states that
the main contributors to global sea level rise are thermal expansion of the oceans and mass loss
from glaciers and ice caps (Table 1.1) (Bindoff and others, 2007). This is because entire ice sheet
loss is thought to be a high risk, low probability event (Bamber and others, 2009). Nonetheless,
there is evidence that significant changes to ice sheets have occurred in the past. The Northern
Hemisphere has seen the growth and decay of large mid-latitude ice sheets in Scandinavia, north-
ern Asia and North America. Estimates of the size of the North American Laurentide Ice Sheet
suggest that it had a volume of between 18 and 35 million km3 (Fisher and others, 1985; Hughes
and others, 1981). The final stages of the disintegration of this large ice sheet are thought to
have caused sea levels to rise by around one metre per century (Siddall and Kaplan, 2008). Fox
(2008) and Scherer and others (1998) suggest that the WAIS has undergone partial collapse as
recently as 400 k.a. ago, due to moderate warming. Therefore, it is possible that large changes
in the WAIS could occur again.
There are two further things to note in Table 1.1. The first is that while the larger ice sheets
of Greenland and Antarctica are thought to provide a lower contribution to global sea level rise,
uncertainty in their contribution estimates is high. Second, the table shows that observed global
sea level rise can not yet be fully explained, indicating that the quantification of contributing
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Figure 1.1: Map of Antarctica showing the location of places mentioned in the text. The purple square
indicates the spatial extent of Figure 1.2. The red square indicates the spatial extent of Figure 2.1.
Coastline is from the Antarctic Digital Database (ADD) v3. (SCAR, 2006). Surface contours are from
BEDMAP (Lythe and others, 2001).
sources requires improvement. In terms of the WAIS, the inference is that our current under-
standing of the processes and mechanisms involved in mass loss from ice sheets is unsatisfactory.
Therefore, it is important that we gain a better understanding of the mechanisms driving ice
sheet dynamics.
Since ice streams and outlet glaciers channel over 90% of the ice from the interior of the WAIS to
its margin (Morgan and others, 1982), these features are a logical place to start when assessing
changes in ice sheet flow. The WAIS consists of three drainage basins, that drain into the Ross,
Weddell and Amundsen Seas. Fast moving (>500m a−1) ice streams and outlet glaciers occur
between slower moving (∼10 - 20 m a−1) sheet flow (Whillans and van der Veen, 1993). These
features terminate on land, at sea, or flow into one of Antarctica’s many ice shelves.
Table 1.1: Estimates of the various contributions to the budget of global mean sea level change for 1961
to 2003 compared with the observed rate of rise
Source Sea level rise (mm a−1)
1961 - 2003 1993 - 2003
Thermal Expansion 0.42 ± 0.12 1.6 ± 0.50
Glaciers and Ice Caps 0.50 ± 0.18 0.77 ± 0.22
Greenland Ice Sheet 0.05 ± 0.12 0.21 ± 0.07
Antarctic Ice Sheet 0.14 ± 0.41 0.21 ± 0.35
Sum 1.10 ± 0.50 2.8 ± 0.70
Observed 1.80 ± 0.50 3.1 ± 0.70
Difference (Observed - Sum) 0.70 ± 0.70 0.3 ± 1.00
Source: Bindoff and others (2007)
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Ice streams are dynamic features, with flow speeds that vary both spatially and temporally.
Changes in the velocity and position of an ice stream can be driven by internal or external factors.
Internal factors include mechanical and thermal responses to variations in the supply of ice,
subglacial water and/or subglacial sediments. External factors include mechanical and thermal
responses to changes in external (boundary) conditions, such as variations in air temperature,
precipitation rate, ocean temperature, geothermal activity, tidal forcing and/or orbital forcing.
With the importance of climate change and sea level rise predictions, interest in changes due to
the variation in external factors is high. However, to ensure these predictions are reasonable the
first step is to satisfactorily determine the sensitivity of ice streams to internal mechanisms.
1.2 Research aim and approach
The aim of this research is to assess the influence of subglacial hydrology on ice stream flow.
The presence of water at the base of an ice stream is known to enhance its flow (Hooke, 2005;
Paterson, 1994). However, very little is known about how this water interacts with subglacial
sediments and what effect changes in its availability might have on ice stream surface velocities.
As observational data are sparse, both due to the remoteness of Antarctica and the difficulty
of accessing the subglacial environment, a viable approach to achieving this research aim is to
combine existing observational data with physical theory to numerically simulate the interaction
between an ice stream and its subglacial environment. Numerical models are able to disentangle
the complex interaction of environmental factors controlling the behaviour of an ice stream,
and reveal the magnitude and timescale of associated responses. In this way the sensitivity of
individual physical processes to key variables can be assessed. The research aim resulted in the
following objectives:
1. To develop a numerical model that couples the flow of ice, evolution of subglacial sediments
(till) properties and subglacial drainage of water in a basal water system, based on the
geometry of a contemporary ice stream. This includes determining the conditions required
for an ice stream to flow in long-term steady state and/or to oscillate on time scales
comparable to observations.
2. To test the sensitivity of subglacial till and hydrological parameters to determine their
relative importance, ignoring external factors.
3. To apply the model to real ice stream geometries.
4. To bench-mark the model by comparing results to observations and previous research.
The model developed to meet objective 1 is called the Hydrology, Ice and Till (HIT) Model. The
HIT model was written in Fortran 90 and compiled on INTEL compilers for Linux and OS X
operating systems. The model was developed in a series of stages using a simplified ice stream
geometry (Table 1.2). Stage 1 of the model development established a thermodynamic ice sheet
flowline model. Stages 2 to 4 developed the subglacial till and hydrology of the model. This
introduced a layer of subglacial sediments beneath the ice and allowed vertical and horizontal
movement of water within it. Where the till reached the maximum porosity permitted in the
model, any additional water moved to the ice-till interface. In stage 2 of the model development
the water reaching the ice-till interface was lost (zeroed). The assumption in this case was
that water at the ice-till interface no longer interacted with the till layer. As such a large loss
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of water is unrealistic, stage 3 of the model development transported water in excess of the
maximum porosity to the next till cell downstream. This conserved the volume of water within
the hydrological system, but it did not adhere to limits on the horizontal movement of water
in the till dictated by the hydraulic potential and, at high velocity, by till mixing. Stage 4
addressed this issue by introducing subglacial conduits at the ice-till interface that stored and/or
transported water downstream. The development of the model involved running multiple tests
until long term stable states were achieved.
To achieve objective 2 a number of sensitivity tests were performed on key parameters and to
create set conditions. This involved assessing variations in ice flow due to changes in ice stream
width, till thickness, till compressibility, the minimum void ratio set in the model, conduit eccen-
tricity, conduit spacing and conduit water fluxes at the onset. The HIT model was then applied
to real ice stream geometries to meet objective 3. Two ice streams on the Siple Coast were
selected as the best candidates for study, both because they exhibit transient contemporary be-
haviour and because there are a relatively large number of observations (by Antarctic standards)
for model verification. The two ice streams are the near-stagnant Kamb Ice Stream (Ice Stream
C) (KIS-C) and the faster flowing Whillans Ice Stream (Ice Stream B) (WIS-B) (Figure 1.2). In
particular, I assess whether redirection of water from the upper reaches of KIS-C to WIS-B has
any effect on the flow of the ice streams. Finally, objective 4 was undertaken to critically assess
model results.
1.3 Ice stream nomenclature
History has awarded the Siple Ice Streams (SIS) with dual nomenclature. Originally, the ice
streams were named Ice Stream A - F (Robin and others, 1970). However, in 2001 Ice Stream
B was renamed Whillans Ice Stream by the American Advisory Committee on Antarctic Names
after the death of respected glaciologist Dr. Ian Whillans. In January 2003 the remaining ice
streams and ice ridges were renamed after other glaciologists who had undertaken long term
research in the area. However, for various reasons, this renaming was not always followed and
publications continue to occur with both naming schemes. To further complicate matters, the
SIS are also known in the literature as the West Antarctic ice streams, the Siple Coast ice streams
and the Ross ice streams. In this thesis I use a composite naming scheme for the ice streams, as
outlined in Table 1.3 and I refer to the ice ridges by the new names (Figure 1.2). I will also refer
to the entire ice stream system as the SIS.
1.4 Model validation and verification
Model validation and verification are necessary in order to show that a numerical model is
robust and that its results are representative. However, there is much confusion in the literature
Table 1.2: Stages of model development
Stage Description
1 Ice stream model development: thermodynamic flowline model
2 Subglacial till development I: water at ice-till interface zeroed
3 Subglacial till development II: water at ice-till interface moved to next till cell downstream
4 Subglacial conduit development: water at the ice-till interface transported in conduits
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Figure 1.2: Map of the Siple Coast showing major ice streams and the Ross Ice Shelf. Ice stream
names are listed in Table 1.3. The red line is the approximate position of the grounding line (GL), from
RADARSAT-1 Antarctic Mapping Project (RAMP) imagery and Horgan and Anandakrishnan (2006).
Ice stream outlines and drainage basins are based on RAMP imagery and the work of Joughin and
Tulaczyk (2002). The coastline is adapted from the ADD v3. (SCAR, 2006). The red box on the inset
map shows the location of this map in Antarctica.
Table 1.3: Ice stream nomenclature
Old name New Name Abbreviation
Ice Stream A Mercer Ice Stream MIS-A
Ice Stream B Whillans Ice Stream WIS-B
Ice Stream B1 van der Veen Ice Stream VIS-B1
Ice Stream C Kamb Ice Stream KIS-C
Ice Stream D Bindschadler Ice Stream BIS-D
Ice Stream E MacAyeal Ice Stream MAIS-E
Ice Stream F Echelmeyer Ice Stream EIS-F
NOTE: Ice Stream B1 is a major tributary of Ice Stream B
as to what these terms encompass in relation to model testing (Rykiel Jr, 1996). Here, I refer
to validation as the testing of the legitimacy of a model’s methodology (Oreskes and others,
1994). The purpose of validation is to ensure that the code does not contain flaws in its logic
or any internal inconsistencies. It is about the accuracy of the numerical solutions in relation to
scientific theory and the structure of the code. It does not mean that the model is an accurate
representation of physical reality, as a model is by nature a caricature and does not seek to
represent all the processes that occur in the natural world.
Verification of model results is separate from, although connected to, the validation of a model.
Verification relies on accurate input data, as well as a robust model, and is often tested against
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observational data. The aim of verification is to establish that the numerics of the model produce
a ‘truthful’ result. The certainty of this is difficult to achieve, as the mathematical components
of numerical models are not part of a closed system, either because they require input data which
are incompletely known, because the required resolution of the model requires a level of scaling
or because the observation and measurement of both independent and dependent variables are
laden with inferences and assumptions (Oreskes and others, 1994).
A common way to initiate verification is to set parameters in the model in such a way that
the model duplicates a situation for which there is an analytical solution (Hooke, 2005). The
comparison of numerical and analytical solutions is a critical step in code development. However,
the comparison of these two results does not prove that the model corresponds in any way to
material reality unless the model can be compared with physical observations. Furthermore, any
spatial or temporal interpolation or extrapolation of the numerical model does not prove that the
analytical solution will remain applicable. Oreskes and others (1994) go as far as to say that by
the very nature of numerical modelling, to go beyond the range of analytical solutions, models
can not be verified at all. They suggest that the term ‘bench-marking’ is more appropriate,
denoting an accepted standard whose absolute value can never be known.
In Antarctica, where data are scarce and unknowns are many, the best approach to ensuring
the robustness of numerical model results is to structure the numerical code well, to know the
source of potential error and to test the model in as many different ways as possible. This
should include testing against analytical solutions, testing against observational and proxy data,
sensitivity testing and testing against independent numerical model results. These methods do
not ensure that the model is valid or verified, but they do provide a series of bench-marks that
ensure that the model and its results are as reliable as possible given current data and knowledge.
This also serves to target theoretical and empirical research towards a better understanding of
specific processes and more reliable data collection. This is the approach that will be adopted in
this study.
1.5 Thesis structure
This thesis consists of 8 chapters, including this introduction. Chapter 2 gives a basic introduc-
tion to ice streams and the subglacial environment, particularly in relation to WIS-B and KIS-C,
and gives a overview of the numerical modelling of ice streams. The four stages of model devel-
opment are given in Chapters 3 to 5. Chapter 3 provides the numerics of the thermodynamics of
the HIT model and gives results of stage 1 of the model development using a simplified ice stream
geometry and a constant basal shear stress. Chapter 4 gives the numerics of the subglacial till
development, including the transportation of water through subglacial sediments and the results
of the model applied to a simplified ice stream geometry. Chapter 5 develops a subglacial con-
duit at the ice-till interface beneath the ice stream flowline. The chapter provides the numerics
that allow the formation, evolution and closure of conduits and the results for the model applied
to a simplified geometry. In Chapter 6 sensitivity tests are conducted on simplified ice stream
geometries and in Chapter 7 the model is applied to WIS-B and KIS-C in order to ascertain
how changes in subglacial hydrology influence the flow of these two ice streams and results are
bench-marked against observations and past research. Lastly, in Chapter 8 the findings of this
research are summarised and discussed.
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Background
This chapter provides the theoretical framework for ice stream flow and subglacial hydrology. The
two ice streams that will be modelled in Chapter 7, Whillans Ice Stream (Ice Stream B) (WIS-B)
and Kamb Ice Stream (Ice Stream C) (KIS-C), are introduced and our current understanding of
the subglacial till properties and the subglacial hydrology of these ice streams is outlined. I then
discuss the temporal flow variability of WIS-B and KIS-C, on a timescale of decades to millennia.
Lastly, the chapter provides an overview of the modelling of ice stream flow, concentrating of
studies that were key to the advancement of subglacial hydrology modelling.
2.1 Ice stream flow theory
Ice streams are fast moving corridors of ice that drain an ice sheet from its interior to its margin.
They have low surface slopes and driving stresses and are typically bounded by a slower moving
ice sheet (Bentley, 1987). The ice stream onset is defined as the location where ice flow changes
from sheet flow to streaming flow (Bindschadler and others, 2001). The grounding line (GL)
is the boundary between grounded and floating ice (Paterson, 1994), where an ice stream is
attached to an ice shelf or terminates at a calving front. The shear margins of ice streams are
boundaries roughly parallel to ice flow, where streaming flow ceases and marginal shear stress is
at a maximum.
Ice streams flow by three possible mechanisms: internal ice deformation; basal sliding; and till
deformation. Internal ice deformation is the change in shape of an ice mass in response to stress.
Deformation may occur as either creep or fracture, the former resulting from movement within
or between individual ice crystals and the latter occurring when ice cannot creep fast enough to
allow the ice mass to adjust its shape under stress, such as with the formation of crevasses (Benn
and Evans, 1998). The rate of deformation observed in an ice mass depends on ice temperature,
hydrostatic pressure, ice crystal size, ice crystal orientation and on the presence of impurities in
the ice.
The other two mechanisms that can drive ice stream flow both involve the presence of water.
Basal sliding is where ice slides over its bed because water lubricates the ice-bed interface and
till deformation is where water-saturated subglacial sediments at the base of the ice undergo
permanent strain in response to stresses in the ice (Benn and Evans, 1998). A brief overview of
the key theories associated with basal sliding and subglacial till deformation is given below.
2.1.1 Basal sliding
Classical sliding theory is most often discussed in terms of the movement of ice over an irregular,
rigid, sediment-free bed (Hooke, 2005), often termed a ‘hard’ bed. Ice moves past the irregular-
ities in the bed by two processes: regelation and enhanced plastic flow (Deeley and Parr, 1914;
Weertman, 1957, 1964). Regelation involves the melting of ice as the result of the higher pressure
present on the up-glacier side of obstacles and the refreezing of that water on the down-glacier
side, where pressure is lower (Hooke, 2005). Enhanced plastic flow occurs on the up-glacier side
of bedrock obstacles, where higher stresses cause above average ice deformation. It allows ice to
overcome the basal resistance exerted by the obstacle and flow over it (Paterson, 1994). Both
these processes involve the generation of a thin (∼1µm thick) water film at the ice-bed interface.
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Linear stability analysis undertaken by Walder (1982) showed that water films are inherently
unstable to perturbations in their thickness, due to a heat dissipation feedback. Therefore, the
irregular bed topography beneath ice streams is thought to only permit water films of up to a
few millimetres thick (Walder, 1982). These films would only remain stable at low water fluxes.
Where water fluxes are higher, due to increased melting or upstream availability of water, water
films will become unstable and form some kind of hydrological system at the ice-bed interface.
2.1.2 Subglacial till deformation
Till is defined by glacial geologists as sediment deposited directly from glacier ice, which has
not undergone subsequent disaggregation and resedimentation (Dreimanis, 1989; Lawson, 1979).
In glaciology the term ‘till’ is defined more loosely as the unconsolidated sediment underlying a
glacier that has come about by the processes of glacial erosion and transport (Cuffey and Alley,
1996). Where the base of an ice stream or glacier rests partially or fully on layers of deformable
till, not all basal motion may be attributed to the classical theory of basal sliding. In such ‘soft
bed’ cases basal motion may occur due to deformation of the sediment layer, caused by the shear
stress exerted on it by ice motion (Greve and Blatter, 2009). The degree to which till deforms
depends on its strength and it may fail along a single shear plane or throughout the till layer.
Weak, easily deformable till occurs when porewater pressure and porosity of the till are high.
Porosity is the ratio of the volume of voids to the total volume of sediment in the area being
considered (Craig, 2004) (Section 4.1.4). Theoretically, it is a decimal fraction ranging from zero
to unity, with lower values corresponding to less water contained in the pores within the sediment
matrix than higher values. This is in contrast to the concept of void ratio, which is the ratio
of the volume of voids to the volume of solids (sediment). Porosity, void ratio and porewater
pressure increase with the volume of water in the till. This requires the availability of water and
a till of low permeability (a till high in fine materials such as clay or silt), so that water entering
the till does not drain through it to form a sub-till aquifer. Deformation can be approximated
by treating the till as a perfectly plastic material; a material that does not deform if the applied
stress is less than the till yield strength.
2.1.2.1 Till compressibility
The compressibility of till is determined by its water content and the history of its loading. The
compression of saturated sediments under a steady static pressure is known as consolidation.
Till consolidation is the gradual reduction in the volume of a fully saturated sediment layer of
low permeability due to drainage of some pore water (Craig, 2004). Till swelling is the opposite;
an increase in till volume when the water content of the till is higher. The water content of till
is able to change under different effective stresses (Wood, 1992). Effective stress is the difference
between the total normal stress acting on a plane within a sediment mass and the porewater
pressure, which is the pressure of water filling the void space between solid particles (Craig,
2004). The compressibility of subglacial sediments depends on the effective stress history of the
sediment layer.
From observations made of different sediments there are two main consolidation states: normally
consolidated and overconsolidated. Normal consolidation occurs when the current effective stress
is also the maximum effective stress to which the sediments being sampled have ever been sub-
jected and overconsolidation occurs when the current effective stress is less than the maximum
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effective stress (Tulaczyk and others, 2001). During normal consolidation, changes to the struc-
ture of the sediments are largely irrecoverable, with the sediment preserving a ‘memory’ of the
highest past effective stress (preconsolidation stress) to which it was subjected. If shear defor-
mation occurs, the water content and microstructure of the sediments change and the precon-
solidation stress is reset to the value of the effective stress acting on the sediments during their
deformation (Tulaczyk and others, 2001). Normally consolidated and overconsolidated states
represent ‘static’ conditions with negligible shear strain. Prolonged deformation of the till leads
to what is called a ‘critical state’, where a condition of volumetric steady state is reached after
transient volume changes at small strain rates (Schofield and Wroth, 1968).
2.2 Subglacial hydrology theory
The development of ideas associated with the movement of water at the bed of a glacier has
traditionally been divided into ‘hard bed’ and ‘soft bed’ scenarios. In addition to water films,
which were mentioned above, other types of subglacial water systems that are theorised to form
between the ice and a rigid sediment-free bed include linked cavity systems or some form of
channel system. Linked cavity systems drain subglacial water through a system of cavities
that develops between the base of the ice and the underlying bedrock (Lliboutry, 1968, 1976,
1979). Water travelling in a linked cavity system flows at low velocity because of the tortuous
nature of the cavity network and potential temporary storage in poorly connected cavities (Benn
and Evans, 1998). Dye-tracing experiments beneath several glaciers have provided indirect but
persuasive evidence of well-distributed cavity systems, where dye poured down moulins has
emerged at the snout of glaciers in diffuse, multi-peaked patterns indicative of a cavity-like
system (Kamb and others, 1985; Seaberg and others, 1988; Willis and others, 1990).
Channel systems that form on rigid beds are thought to consist of branching networks of conduits
that form efficient subglacial drainage paths (Benn and Evans, 1998). The two main types are
known as Röthlisberger channels (R-channels), where conduits are cut up into the ice, (Röthlis-
berger and Lang, 1972) and Nye channels (N-channels), where the conduit is incised down into
bedrock (Nye, 1973). These channels are typically 0.1 - 0.2 m deep and 0.2 - 0.5 m wide, although
some may reach widths and depths of several metres (Hooke, 2005). In steady state conditions,
water pressure in an R-channel is lower than the pressure in the surrounding ice. This is due to
the pressure drop associated with melt occurring at the conduit walls, a tendency that increases
with channel size (Benn and Evans, 1998). As water tends to travel towards areas of lower pres-
sure, this means that water in smaller channels is captured by larger channels and the R-channel
network forms a branching arborescent-like network under the ice. Subglacial water systems that
resemble R-channels have been identified by dye-tracing experiments, where single concentrated
pulses of dye emerge at the glacier snout (Kamb and others, 1985; Seaberg and others, 1988;
Stenborg, 1969; Willis and others, 1990). N-channels are similar to R-channels, but are incised
down into the bed. The presence of N-channels incised into the substratum implies erosion,
suggesting a consistent direction of water flow (Benn and Evans, 1998). This is most likely to
occur where the basal topography exerts a strong control on the hydraulic gradient. Evidence
for N-channels is demonstrated by incised river channels exposed by the retreat of glaciers and
channels cut into bedrock exposed by retreating ice sheets (Drewry, 1986; Sharp and others,
1989).
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Water drainage systems that exist where ice rests on deforming subglacial sediments are thought
to include porewater movement, subglacial aquifers or braided canal systems. Within the till
layer, porewater flow occurs relative to the mineral grains in the till, driven by the hydraulic
gradient (Boulton, 1974; Boulton and Jones, 1979; Murray and Dowdeswell, 1992). This is called
Darcian flow, after the nineteenth-century engineer who conducted early experiments on water
flow in soils (Benn and Evans, 1998). If the the till is shearing, then bulk movement of water can
also occur as it is carried along with mineral grains (Clarke, 1987). In most cases the discharges
of water moved by Darcian flow will be low, as till generally includes finely grained clay and
silt with low permeability. Studies have shown that Darcian flow through the pore spaces of a
subglacial sediment layer is insufficient to evacuate all the melt water flowing at an ice stream or
glacier bed (Alley and others, 1986; Boulton and Jones, 1979; Brown and others, 1987), indicating
that additional flow mechanisms are also required.
This additional mechanism takes two theoretical forms: a subglacial aquifer or a braided canal
system. A subglacial aquifer forms when water drains through the till layer to an aquifer beneath
and is then evacuated beyond the ice stream margin (Boulton and Hindmarsh, 1987; Clarke,
1987; Shoemaker and Leung, 1987). Another possibility is that till is underlain by impermeable
bedrock, in which case water would be confined to percolation within the till (Ng, 1998). Even if
an aquifer does exist, unless the capacity of the aquifer is large it remains likely that some kind
of subglacial water system is required at the ice-till interface to transport water efficiently (Ng,
1998). A likely candidate are braided canal systems, which consist of a network of interconnected
canals at the ice-till interface (Walder and Fowler, 1994). These canals are likely to be wide and
shallow and may be incised both down into the till and up into the ice (Ng, 2000a,b; Walder
and Fowler, 1994). Walder and Fowler (1994) theorised that canal systems can only exist where
there are low surface slopes and deformable till. Unlike R-channels, the water pressure in canals
is thought to increase with water discharge, allowing them to remain distributed over much of
the glacier bed (Benn and Evans, 1998). In this case, increases in water pressure are more likely
to lead to increases in the carrying capacity of the canal.
2.2.1 Subglacial lakes
The presence of large areas of ponded water under the ice further complicates our understanding
of subglacial hydrology. In Antarctica, subglacial lakes were first identified in the 1960s, observed
as flat regions in radio-echo sounding data (Robin and others, 1970). The inventory of known
lakes has since grown almost exponentially, as technological advancements have made lake de-
tection easier (see Oswald and Robin, 1973; Siegert and Dowdeswell, 1996; Siegert and others,
2005). In recent years, satellite imagery has been used to detect surface displacements in the
ice, interpreted as lake draining/refilling events (Bell and others, 2007; Fricker and Scambos,
2009; Fricker and others, 2007, 2010; Gray and others, 2005; Smith and others, 2009; Wingham
and others, 2006). This suggests that lakes are connected by some kind of subglacial water sys-
tem, the nature of which is still being debated. To what extent the periodic draining of subglacial
lakes produces episodic increases in ice velocities is also in question, as is what determines the
extent and capacity of lakes and how they evolve in time.
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2.3 Whillans and Kamb Ice Streams
WIS-B and KIS-C are neighbouring ice streams on the Siple Coast, Antarctica (Figure 2.1).
They are both several hundred kilometres in length, extending from the interior of the West
Antarctic Ice Sheet (WAIS) to the Ross Ice Shelf (RIS). Both KIS-C and WIS-B have extensive
upper tributaries (Figures 2.1). KIS-C draws ice from the north eastern WAIS divide, common
with the Amundsen Pine Island Glacier catchment area, and from the south eastern WAIS divide
common with the Weddell Sea catchment area (Vogel and others, 2003). It has two main upper
tributaries, which I refer to as C1 (southern tributary) and C2 (northern tributary) (Figure
2.1). C1 and C2 flow westward and then diverge to flow either side of an area of raised bedrock
in the centre of the ice stream (Anandakrishnan and others, 1999). Above the area of raised
bedrock, flow appears to remain divided, though C1 and C2 flow alongside one another. Further
upstream there is a more definite split in flow between the two tributaries. WIS-B also has
two main tributaries (Figure 2.1). The southernmost tributary is van der Veen Ice Stream
(VIS-B1), formally referred to as tributary B1. The northernmost tributary, B2, extends up
towards tributary C1 of KIS-C. The upper reaches of VIS-B1 and B2 divide into two main
upper tributaries, referred to here as UB1 (upper southern tributary) and UB2 (upper northern
tributary). VIS-B1 and B2 join to form the main trunk of WIS-B, which first narrows and then
widens and flattens out to an ice plain of lightly grounded ice (Bindschadler and others, 1993)
as it extends down to its GL with the RIS.
2.3.1 Subglacial till properties
The characteristics of till at the base of the KIS-C and WIS-B was first inferred by seismic data
(Blankenship and others, 1986, 1987) and was later confirmed by piston coring at the bottom
of boreholes (e.g. Kamb, 2001). Twelve till cores and a number of smaller till samples were
recovered from the base of WIS-B between 1988 and 1995 (Tulaczyk and others, 2000a). Kamb
(2001) and Tulaczyk and others (1998) described the sediment from below WIS-B and KIS-C as
a dark grey, wet, sticky, clay-rich diamicton that showed no grading, bedding or other structures.
The diamicton was unsorted, with a particle size distribution from clay size (≤ 1µm) to clasts
that measured cms in scale (the largest clast found was 5.5 × 3.5 × 2.0 cm), and was inferred to
be glacial till (Kamb, 2001). The till was made up of 35% mineralogical clay, 25% silt, 35% sand
and 7% granules and pebbles (from 35 samples) (Tulaczyk and others, 1998).
The presence, amount and characteristics of till under the Siple Coast ice streams (SIS) is likely
to vary spatially depending on thermal, hydraulic and geologic factors as well as on past ice
flow regimes. Seismic imaging of WIS-B reveals a heterogenous bed, with differences in till
thickness and yield strength (Anandakrishnan and others, 2001). Extensive seismic reflection
profiling indicates that subglacial sediment is present near Camp UpB (Figure 2.1). The average
thickness of this layer is approximately 6 - 7 m (Rooney and others, 1987), with a thickness range
from 0.5 - 13 m (Blankenship and others, 1987; Rooney and others, 1987; Whillans and others,
2001). According to Whillans and others (2001), the upper surface of the till layer is smooth
and soft, with no features penetrating more than a few metres up into the ice. The base of the
sediment layer is fluted parallel to ice stream movement. The sediment-filled flutes can be up
to 13 m deep and 1000 m in width. Borehole cameras lowered into three boreholes in KIS-C
revealed an 8 - 14 m thick debris-bearing basal layer (Christoffersen and others, 2006). The
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Figure 2.1: WIS-B and KIS-C. VIS-B1 is the southernmost tributary of WIS-B, formally called B1.
The red line is the approximate position of the GL, from the RAMP Mosaic of Antarctica (MOA) (Jezek
and RAMP Product Team (2002) and Horgan and Anandakrishnan (2006)). Green triangles mark the
position of field camps mentioned in the text. Ice stream outlines and drainage basins are based on
RAMP imagery and the velocity map of Joughin and Tulaczyk (2002). The coastline is adapted from
the ADD v3. (SCAR, 2006). The red box on the inset map shows the location of the map in Antarctica.
I.R. refers to ice rise.
layering comprised alternating layers of clear ice facies, laminated ice facies and large dirty ice
facies with sediment in suspension, beginning with clear ice at the top and dirty ice (frozen
sediment) at the base (Figure 2.2) (Christoffersen and others, 2006). Localised areas where there
may be an absence of subglacial till have also been detected beneath KIS-C and WIS-B. For
example, seismic imaging by Rooney and others (1987) found a 300 m swath below WIS-B that
had a till thickness of less than 2 m (the resolution of the seismic experiment) which might
be till-free. However, the full extent of till-free areas below these ice streams is not accurately
known.
The presence of soft, deformable subglacial sediment at the base of WIS-B and KIS-C opens
up the possibility of subglacial sediment transport. Shabtaie and Bentley (1987) discovered a
feature similar to a delta beneath the mouth of WIS-B and Rooney and others (1987) found
foreset beds within the feature using seismic imaging. This indicates that subglacial sediments
are being transported with basal ice or within subglacial water to the mouth of the ice stream.
Alley and others (1987) suggest erosion rates of 0.04 mm a−1 at the mouth of WIS-B. However,
there is little information regarding the rate of deposition.
Mechanical tests conducted on the till from ice stream basal sediment cores conform reasonably
well to the attributes of Coulomb-plasticity. The till was found to have a failure strength that
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Figure 2.2: Borehole camera images from beneath KIS-C. (a) Looking down into the borehole near
the bed of KIS-C. Borehole is ca. 17 cm in diameter. (b) Side-view showing multiple layers of debris
separated by clean segregation ice lenses. These strata are a few millimetres in thickness and separation.
Both images are from Carsey and others (2002). Note that image (b) has been rotated from that of
Carsey and others (2002), so that down in the image is now down in the borehole.
was a linearly increasing function of the effective normal stress and that was independent of the
strain rate (Kamb, 2001). The log of the failure strength was also found to be proportional to
the till porosity (Tulaczyk and others, 2000a). Triaxial tests found that the internal friction of
the till is 0.44, the angle of internal friction is 24○ and its apparent cohesion is 1 kPa (Kamb,
2001). These values are typical of sediments with about 35% clay content (Terzaghi and others,
1996).
Till porosities are determined by loss of weight of the till on drying. There are two types: bulk
porosity and matrix porosity. Bulk porosity is the porosity of each sample as taken from a
sediment core and matrix porosity is the porosity indicted by weight loss measurements when
all clasts greater than 4 mm in size are removed (Whillans and others, 2001). Bulk porosity of
KIS-C ranges from 26% to 58% (19 samples, depth range 0-0.35 m, mean porosity 40%) (Kamb,
2001). Matrix porosities of KIS-C are between 28% and 60% (19 samples, depth range 0-0.35
m, mean porosity 42%) and of WIS-B are between 33% and 44% (48 samples, depth range
0-3.0 m, mean porosity 40%) (Whillans and others, 2001). Matrix and bulk porosities differ
by 1 - 3% and, although mean porosities are similar for WIS-B and KIS-C (about 40%), the
scatter of measured values is higher for KIS-C (Kamb, 2001). These laboratory findings are
supported by field evidence. At UpB, seismic wide-angle reflection experiments indicate that the
porosity of subglacial sediments is greater than 32%, probably around 40% (Alley and others,
1987; Blankenship and others, 1986, 1987; Rooney and others, 1987; Whillans and others, 2001).
2.3.2 Sticky spots
Localised areas of higher than average basal friction are called sticky spots. Sticky spots can be
caused by bedrock bumps, till free areas, areas of strong till (high yield strength) or freeze-on
of subglacial melt water (Alley, 1993; Stokes and others, 2007). The presence of sticky spots
at the beds of both KIS-C and WIS-B has been inferred from seismic investigations and from
the examination of ice surface features (such as crevassing) and has been derived by inverse
modelling using surface velocities (Anandakrishnan and Alley, 1994; Joughin and others, 2004a;
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Stephenson and Bindschadler, 1990). Bedrock bumps are thought to be the most likely cause
of sticky spots (Alley, 1993). As bed roughness appears to decrease with distance downstream
from an ice stream onset (Siegert and others, 2004), it is likely that sticky spots due to bedrock
bumps are more important in the upper tributaries of ice streams (Price and others, 2002). On
KIS-C a large sticky spot has been detected (located at Upstream Camp C (UpC)), associated
with a 300 m rise in bed topography. This sticky spot and has led to upstream ice thickening
and reduced surface velocities (Jacobel and others, 1993, 2009; Price and others, 2001; Retzlaff
and Bentley, 1993; Smith and others, 2005).
As discussed above, areas where the till is less than 2 m thick have been identified, but the
presence of till-free areas has not been confirmed. In contrast, areas of high yield strength are
known to occur. Comparison of subglacial micro-earthquakes by Anandakrishnan and Bentley
(1993) found that they are 20 times more abundant beneath the stagnant KIS-C than under
the active WIS-B. The authors suggest that this shows that till below KIS-C has a higher
yield strength, perhaps contributing to its stagnation. The presence of basal freeze-on has also
been confirmed. Boreholes drilled into KIS-C found over 10 m of debris-rich ice frozen on
to the bed of KIS-C (Carsey and others, 2002; Christoffersen and Tulaczyk, 2003a,b; Kamb,
2001). From consideration of the basal temperature gradient and the geothermal heat flux
Kamb (2001) calculated freeze-on rates of around 4.5−7.7 mm a−1 for KIS-C. This would equate
to the accumulation of ∼1 m of ice at the base of the ice stream in the last 150 years.
2.3.3 Subglacial hydrology
As far back as the 1970s it was recognised that subglacial water is present under the SIS. Robin
and others (1970), Rose (1979), Shabtaie and Bentley (1987) and Shabtaie and others (1987)
realised that the especially high reflectors in radar data from KIS-C indicated that there was fresh
water at the bed. Seismic measurements undertaken by Atre and Bentley (1993) also suggested
water at the bed of the ice streams. They found acoustic impedances of the bed were much lower
than those expected from a debris-rich frozen material. This was supported by evidence from the
drilling of boreholes into WIS-B and KIS-C. Borehole campaigns in 1988-2001 (119 boreholes)
revealed not only that sediments at the bed are unfrozen, but that some type of distributed
hydrological system exists at the base of the ice (Engelhardt, 2004b; Engelhardt and others,
1990; Engelhardt and Kamb, 1997).
As subglacial sediments are known to be present at the base of significant parts of WIS-B and
KIS-C, it is likely that water travels through the till by Darcian flow and that there is some kind
of conduit system at the ice-till interface, perhaps similar to the canal system discussed in Section
2.2. It is also possible that a subglacial aquifer exists, although there is no evidence to suggest
that this is the case. From examination of borehole water data, Engelhardt and Kamb (1997)
found no conclusive evidence of the exact nature of the basal water system, but thought it likely
that it consisted of localised canals that are ∼1 m wide and ∼0.1 m deep. Catania and Paola
(2001) constructed a physical model of channel braiding within sediment placed in a wooden
box, covered by a glass lid. The model resulted in a distributed network of braided channels,
measuring up to 20 cm wide and between 0.5 and 2 cm deep. While not comparable to conditions
under a deforming ice mass, the result at least gives some indication of the possible morphology
of subglacial conduits. Overall, however, further details regarding the type of hydrological system
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that exists beneath an ice stream remain elusive.
Subglacial lakes have been identified under both WIS-B and KIS-C, as shown in Figure 2.3. It
is probable that large areas of ponded water under an ice stream have the ability to alter long-
and short-term ice flow patterns. Sterns and others (2008) found that drainage of a lake above
the Byrd Glacier (Figure 2.1) led to a temporary speed-up of the glacier trunk. However, it is
not yet known if discharge events completely or partially drain subglacial lakes or what dictates
the volume and timing of a discharge event. Nevertheless, the presence and dynamics of these
lakes has major implications for any hydrological system at the bed and the flow dynamics of
the ice above it.
2.3.4 Temporal ice flow variability
A growing body of evidence suggests that WIS-B and KIS-C have fluctuated in velocity and
changed their geometry over a range of timescales. Evidence of such changes includes direct
measurement of velocity variations over the last few decades and mapping of shear margin move-
ment (Alley and Whillans, 1991; Bindschadler and Vornberger, 1998; Catania and others, 2005;
Conway and others, 2002; Echelmeyer and Harrison, 1999; Hulbe and Fahnestock, 2005). I focus
on a timescale of 10s to 1000s of years, ignoring any sub-annual variability due to seasonal vari-
ations (Bromwich, 1988) or tidal fluctuations (Anandakrishnan and Alley, 1997a; Bindschadler
and others, 2003b; Padman and others, 2003).
In recent years it appears that WIS-B is slowing down. The velocity of WIS-B decreased by 23%
between 1974 and 1997 (Joughin and others, 2002b). The highest reduction in velocity was on the
ice plain near the GL of the ice stream. Here the average velocity (from 6 stations) dropped by
71 m a−1 over about twelve years, corresponding to a deceleration of about 5.7 m a−2 (Joughin
and others, 2002b). This is supported by data collected as part of the RIS Geophysical and
Glaciological Survey (RIGGS), which gave deceleration rates of 5.0 m a−2 (Station F7) and 5.6
m a−2 (Station G8) for the ice plain over a longer time period (1974-1997) (Joughin and others,
2002b; Thomas and others, 1984). The main driver of this velocity change is still being debated,
but is likely to be some combination of internal dynamics of the ice stream and changes in
ice surface geometry. The current rate of deceleration for WIS-B is 1 - 2% per year, which, if
sustained, could result in stagnation of the ice stream in the next 50 to 100 years (Bindschadler
and others, 2003a; Bougamont and others, 2003a).
In the upper region of WIS-B there is evidence of ice stream thinning and changes to the ice
stream margins. Thinning rates of 1 m a−1 have been estimated for the region upstream of UpB
Camp (Joughin and others, 1999) and measured at 1.3 m a−1 at UpB Camp (G. Hamilton, pers.
comm. 2001, cited in Joughin and others, 2002b). Whillans and others (1987) suggested that the
thinning is due to the extension of the onset of the ice stream inland. This was measured directly
by Price and others (2001), who found that the onset of one part of VIS-B1 was migrating inland
at a rate of 230 m a−1. At the same time the GL is also retreating. Between 1974 and 1984 the
GL of KIS-C retreated about 30 m a−1 (Thomas and others, 1988) and the GL of WIS-B has
retreated about 450 m a−1 over the last 30 years (Bindschadler and Vornberger, 1998).
The migration of ice streammargins has been identified onWIS-B and KIS-C from ice-penetrating
radar and satellite remote sensing data. Assessment of shear-related surface features associated
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Figure 2.3: Subglacial lakes under KIS-C and WIS-B. Background image of all sub-figures is the Moder-
ate Resolution Imaging Spectroradiometer (MODIS) Mosaic of Antarctica (MOA) (Scambos and others,
2007). Black lines in background show the ICESat reference ground tracks (a) Locations and volume
ranges for KIS-C from Smith and others (2009). Lake outlines are colour-coded by the lake volume range
(colour bar to left of image). The dotted white line shows the approximate downstream extent of fast
flow for KIS-C. Green lines above the white dotted line show the approximate extent of fast-flow and
tributary regions. Green lines below the white dotted lines show the pre-stagnation margins of KIS-C as
interpreted from the MODIS MOA. Magenta lines show previously published lake locations. Numbers re-
fer to lake inventory numbers. (b) Locations of elevation-change events identified by ICESat repeat-track
analysis on lower WIS-B and MIS-A (2003 to 2006), Fricker and others (2007). Coloured track segments
represent range in elevation amplitude for each elevation-change event. White asterisks indicate loca-
tions of small surface-collapse features observed on WIS-B in 1987-1988. Bold black line indicates the
break-in-slope associated with the grounding zone of the RIS. The red box is the location of (c) and the
blue box is the location of (d). These are MODIS difference images (December 2005 minus December
2003) over (c) Subglacial Lake Engelhardt and (d) Subglacial Lace Mercer (colour bar to right of images)
(Fricker and others, 2007). ICESat tracks across both regions are colour-coded by the elevation change
from October/ November 2003 to October/November 2005. Direction of Illumination used to make the
difference images was from the upper right.
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with ice flow suggests that both the mass flux and the fundamental configuration of the ice
streams have changed several times during the last few centuries (Jacobel and others, 2000).
Radar imaging has shown that the margins of WIS-B have changed over the last half century
(Bindschadler and Vornberger, 1998; Fahnestock and others, 2000; Jacobel and others, 2000;
Joughin and Tulaczyk, 2002; Stephenson and Bindschadler, 1988; Whillans and others, 2001).
The southern margin of upper tributary B2 (the Dragon) (Figure 2.1) is estimated to be widening
by around 7 - 10 m a−1 (Echelmeyer and Harrison, 1999; Hamilton and others, 1998; Harrison
and others, 1998). It is moving towards a former margin identified by a lineation on the surface
(the Fishhook), from which it earlier migrated inward at higher speed of about 100 m a−1 over a
period of about 200 years (Clarke and others, 2000; Clarke and Bentley, 1995). In the lower region
of WIS-B the mouth of the ice stream has been slowing and widening over the last few decades.
Since 1963 the mouth has widened by 137 m a−1 and its velocity has slowed from 967 m a−1
(inferred from flow stripes at the mouth of the ice stream) in 1963 to 471 m a−1 in the mid
1980s (Bindschadler and Vornberger, 1998; Stephenson and Bindschadler, 1988). Consequently
the ice stream has been thickening in this region, by an estimated 0.13 m a−1 (Bindschadler and
Vornberger, 1998; Stephenson and Bindschadler, 1988).
The most discussed example of changes in ice stream flow is the stoppage of lower KIS-C. This
stagnation was first investigated in 1969, when radar surveys revealed that beneath the unbroken
surface at the margin of KIS-C there was extensive crevassing (Rose, 1979). Surface-based radar
profiles showed folding and deformation of internal layers, which is characteristic of fast ice flow
(Jacobel and others, 1993) and airborne radar profiles revealed a prolongation of surface echo
due to buried crevasses and surface inhomogeneities (Shabtaie and Bentley, 1987). These studies
suggest that KIS-C once flowed at speeds in excess of 120 − 130 m a−1, the speed necessary to
maintain an active shear margin (Bindschadler and others, 1996; Scambos and Bindschadler,
1993; Smith and others, 2002). Ground-based, high frequency radar has been used to measure
the depth to the top of buried crevasses on KIS-C (Retzlaff and Bentley, 1993). This has been
combined with age-depth profiles determined from snow pits and cores analysed for accumulation
rate (Whillans and Bindschadler, 1988; Whillans and others, 1987) to yield an estimate of when
the trunk of the ice stream slowed down. There is general agreement that KIS-C stagnated
approximately 135 - 150 years ago (Retzlaff and Bentley, 1993; Rose, 1979). Deformed ice-
internal stratigraphy upstream of the KIS-C GL suggests that its position was further upstream
within the last few hundred years (Catania and others, 2006).
There are several different hypotheses proposed regarding the cause of the shutdown of KIS-C
(see Anandakrishnan and others, 2001, for a detailed analysis). The two main theories are: (1)
that the shut down was caused due to water piracy (the divergence of water from one ice stream
into another); and (2) that it is due to thermal processes at the bed. The water piracy hypothesis
states that KIS-C stagnated due to the diversion of subglacial water from the upstream part of
the ice stream to the neighbouring WIS-B (Alley and others, 1994; Anandakrishnan and Alley,
1997a). This diversion is thought to have occurred due to changes in surface and bed slopes,
which generated water pressure gradients that promoted water flow in a different direction.
Alternatively, it is also argued that the current ice-surface configuration of the upper part of
KIS-C results from the rapid growth of the ice bulge that formed after the stagnation of the ice
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stream and that is located upstream of the UpC sticky spot (Joughin and others, 1999; Price
and others, 2001). If this theory is correct, it follows that the unusual water pressure gradients
that may be pushing water from the upper reaches of KIS-C into WIS-B may be a consequence
rather than a cause of KIS-C’s stoppage (Alley and others, 1994; Price and others, 2001).
The alternative thermal processes hypothesis for the stoppage of KIS is based on the effect of
basal melt and freeze at the ice-till interface (Christoffersen and Tulaczyk, 2003a; MacAyeal,
1993a,b; Payne, 1995; Payne and Dongelmans, 1997; Tulaczyk and others, 2000b, 1998). Fast
flowing ice streams result in the advection of cold ice from upstream and/or ice stream thinning.
This steepens the basal temperature gradient of an ice stream until a critical point when the
basal thermal regime switches from melting to freezing. Once begun, freezing removes water
from the subglacial water system and decreases basal lubrication, possibly causing a complete
shutdown of flow.
The implications of these two models differ greatly. In the water piracy hypothesis, the stoppage
of KIS-C occurs due to a specific relationship between surface and bed geometries in the upper
part of the ice stream that would only occur in certain circumstances (Bougamont and others,
2003b). Whereas, in the thermal processes hypothesis the stoppage of KIS is treated more as
an oscillatory event, where periods of activity and quiescence are thought to be inherent to ice
stream dynamics (MacAyeal, 1993a,b; Payne, 1995; Payne and Dongelmans, 1997). It follows
that while it would be difficult to predict future occurrences of water piracy, there would be some
possibility of modelling future behaviour of the SIS by constraining thermodynamic ice stream
models with present day observations (Bougamont and others, 2003b).
Evidence from boreholes drilled at UpC Camp on KIS-C suggests that the stagnation of the ice
stream was associated with a change in subglacial conditions. Vogel and others (2005) found a
transition from clear to sediment-rich ice 170 cm above the ice base, which was interpreted as
a change from high to low subglacial water conditions about 300 years ago. As the timing of
this correlates well with the oldest crevasses from inward margin migration in this region, the
authors hypothesise that basal freeze on may have resulted in the formation of the UpC sticky
spot. If the sticky spot restricted ice flow, this could have promoted thinning of the trunk and
stagnation of the ice stream in just a few hundred years. The idea of ice stream flow changing on
time scales of hundreds of years is also supported by Hulbe and Fahnestock (2007), who used a
numerical model and visible band imagery to examine flow features on the Ross ice shelf. They
found that WIS-B stagnated about 850 years ago, reactivating 400 years later and that MacAyeal
Ice Stream either stopped or slowed significantly 700-800 years ago, reactivating about 150 years
later.
2.4 Modelling of subglacial hydrology
Modelling the subglacial hydrology of Antarctic ice streams is a complex task, as little is known
about the structure of these hydrological systems or their dynamics. It is generally agreed that a
subglacial till layer exists over a substantial area of the beds of the SIS and that, where present,
liquid water at the bed weakens the till and leads to enhanced ice flow (Section 2.2). However,
many numerical ice sheet models have either neglected basal ice movement, or have treated it
in an overly simplified manner (e.g. Pattyn, 2003; Payne and Dongelmans, 1997). The reason
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for this is that the modelling of subglacial processes requires a higher resolution than is found
in many ice sheet models and because the rate of movement of an ice mass due to basal sliding
or till deformation is difficult to simulate numerically. The difficulty in replicating subglacial
processes is partly because basal conditions, such as water pressure and bed morphology, are
poorly constrained. In addition, the presence of granular rock debris in the ice, or between the
ice and the bed, leads to considerable uncertainty in determining rates of deformation (Hooke,
2005). Significant effort has been made to understand and model the processes involved in
enhanced basal flow. Here I will look at a few studies that were key to the advancement of
subglacial system modelling.
The first studies that focused on ice movement at the base of glaciers hypothesised ways in
which ice moved over hard sediment-free beds. This originated with work on basal sliding by
Weertman (1957, 1964), who considered the mechanisms of regelation and enhanced plastic ice
flow (Section 2.2). Weertman’s theory on basal sliding was improved by subsequent studies
that examined different approximations of roughness (small-scale features) and bed topography
(large-scale features) (Kamb, 1970; Nye, 1969a, 1970) and added a linear flow relation to represent
gravity (Morland, 1976). Some studies also determined sliding by bed topography alone, ignoring
regelation and assuming that ice moves past bumps in the bed by deformation (Fowler, 1979,
1981). Regardless of the method, the same basic assumptions applied: that clean ice occurs
everywhere; that bed roughness is small; that bedrock is undeformable; and that the ice and
bedrock are only separated by a thin film of water, with no air or water cavities on the downstream
side of bumps in the bed. In many cases these assumptions have been found to be incorrect,
resulting in unrealistic predictions of flow velocities (Paterson, 1994).
In the last 10 years there has been significant progress in modelling subglacial hydrology (e.g.
Arnold and Sharp, 2002; Flowers and others, 2003; Flowers and Clarke, 2002; Johnson and
Fastook, 2002). This has included applying existing theory to appropriate spatial and temporal
scales for water (as opposed to ice) flow and the coupling of hydrology to models of glacier
dynamics. These models have primarily been based on the pressure-gradient driven redistribution
of water at the ice-bed interface. For example, Flowers and Clarke (2002) and Flowers and others
(2003) consider the coupled evolution of surface, englacial, subglacial and groundwater hydrology
systems, including exchanges between sheet- and conduit-flow at the glacier bed. When coupled
with an ice sheet model, the areal distribution and pressure of subglacial water was used to
provide an objective parameterisation of the location and magnitude of basal flow in an ice mass
(Marshall, 2005).
Another example of a model that successfully included basal hydrology is that of Arnold and
Sharp (2002), who developed a two-dimensional time-dependent ice sheet model that included
hard-bed basal hydrology applied to the Late Weichselian Scandinavian ice sheet. The model de-
termined subglacial water pressures and used a water pressure dependent sliding law to calculate
ice sheet velocities. This followed work by Fowler and others (1987a; 1987b; 1995; 1996; 1998),
allowing fast flow in regions with a melting bed and low effective pressure. In the Arnold and
Sharp model the basal hydrology system existed in two possible states: (i) a distributed cavity
based system in which water pressure increased with increasing water discharge (Fowler, 1987a;
Kamb, 1987); or (ii) a tunnel-based system, where water pressure decreased with increasing wa-
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ter discharge. The switch between these two states was controlled by using a stability criterion
for tunnel-based flow (Fowler, 1987a,b). Arnold and Sharp (2002) found that the behaviour of
fast-flowing ice lobes depended on the influence that the evolving ice sheet topography exerted
on the routing of subglacial water. The routing of water depended on variations in the hydraulic
potential. Bedrock topography did appear to have some influence, but it was found that fast flow
areas were not confined to obvious topographic troughs. In fact, a relatively thin ice sheet with
low surface slopes was produced in areas experiencing fast ice flow. Within fast-flowing areas,
subglacial drainage was found to be typically a cavity-based system. However, the model did
predict that tunnel-based drainage would extend up to 150 km from the ice sheet margin, partic-
ularly during deglaciation (Arnold and Sharp, 2002). The authors concluded that the temporal
variability of flow of ice lobes is driven by changes in ice sheet topography associated with fast
flow and the resulting changes in the pattern of subglacial water flow, exhibiting quasi-periodic
switching between fast and slow flow.
Studies on subglacial hydrology that include some representation of a sediment layer (soft bed)
are few. Walder and Fowler (1994) developed a subglacial drainage mechanism that operates
over saturated deformable till (using a flow law proposed by Boulton and Hindmarsh (1987)
that is often disputed because it was based on a fit of only seven data points (Blake and others,
1992; Kamb, 1991)). They determined two end states, Röthlisberger channels (R-channels) cut
up into the ice and wide, shallow canals cut down into the till (Section 2.2). They showed that
R-channels are more likely at high effective pressures and canals at low effective pressures, such
as those that are found below the SIS. This work was furthered by Ng (2000a), who moved away
from circular channels to wide, shallow channel cross-sections of varying aspect ratio, incised
both up into the ice and down into the bed. He found that this conduit geometry exhibited
canal-like type drainage, similar to that found by Walder and Fowler (1994).
Tulaczyk and others (2000b) introduced a basal sediment layer in a different way, in their
Undrained Plastic Bed (UPB) model. The UPB model coupled a simple till model to an ice
flow model with the aim of understanding the role of water storage in determining ice steam
stability. Model theory was built on the results of borehole and laboratory investigations of
the subglacial conditions of WIS-B. The numerics included a non-linear system of four coupled
equations: basal sliding velocity, till strength, water storage and basal melt. Basal melt rates
resulted in changes in till porosity, which in turn affected effective pressure and till strength.
Weak till conditions led to low basal stress and fast basal sliding. Strong till had the opposite
effect and could even lead to ice stream stagnation.
The UPB Model was integrated with a 2D flowline solution for ice flow by Bougamont and others
(2003a,b). The aim of this work was to understand the stoppage of KIS-C, testing the assumption
that the ice stream’s shutdown may have been caused by freeze-on-driven consolidation of the
subglacial till layer. Ice continuity and thermodynamics were added to the model, following the
flowline model approach of van der Veen and Whillans (1996). Ice thickness and surface elevation
of the ice stream evolved with flow and some experiments were also made of ice stream width
variation. Ice temperatures were calculated using the transient 2D ice-column approach of Budd
and others (1971) and Hooke (1998). Ice thickness variations modified the gravitational driving
stress of the ice stream and changed the temperature gradient within the ice. Ice temperature
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variations affected the basal temperature gradient, which was used to calculate the basal melt
rate and influence ice flow parameter A. Bougamont and others (2003a,b) also introduced a
distinct till layer and two till mixing states: (1) well mixed, at surface velocities ≥ 30 m a−1;
and (2) not well mixed, at surface velocities < 30 m a−1. The well mixed till scenario assumed
a void ratio that was constant with till depth. The not well mixed scenario allowed the void
ratio to change with depth, driven by basal melt/freeze induced changes in water availability,
where the associated flow of water was represented by diffusion and advection equations. The
resulting distribution of porewater pressure was then used to calculate vertical water fluxes using
the Darcy flux equation.
2.5 Modelling of ice stream stagnation-reactivation cycles
A number of models have identified cycles in ice stream stagnation and reactivation, on a range of
timescales. Oscillatory flow behaviour has been found to be due to a change of thermal conditions
at the base of the ice that leads to either basal melt or freeze. Payne (1995) presented a two-
dimensional thermo-mechanical flowline model where basal sliding was only possible where the
ice sheet bed was melting. He found that the flow exhibited periodic oscillations, which he called
‘limit cycles’, that were caused by the switching on and off of sliding as basal ice reached the
pressure melting point (PMP). A horizontal discontinuity arose between sliding and non-sliding
ice and was propagated upstream, manifested as a local steepening in surface slope. This led to
faster surface velocities and ice thinning until a point where the insulating effect of the ice was
no longer sufficient to prevent freeze at its base, a condition where there is no sliding. Typical
periods of oscillation of the limit cycles were between 4000 and 5000 years.
Payne and Dongelmans (1997) extended this work to a three-dimensional study, where the same
discontinuity was found to occur with slightly higher periods (∼6000 years). Faster ice flow
resulted in a positive feedback between frictional heat generation, warming of the ice base and
reduced ice viscosity, leading to melt and thinning of the ice mass. It was found that ice streaming
was solely a consequence of these internal feedbacks, independent of topographical or geologic
inhomogeneities. The only requirement for basal sliding in these studies was that the ice sheet
bed was at the PMP, with no treatment of the basal hydrological system.
Similar studies were conducted by Fowler and Johnson (1995), Fowler and Johnson (1996) and
Fowler and Schiavi (1998). The authors produced a model aimed at evaluating ice sheet surging,
where a melting bed allowed basal motion and fast ice flow was only permitted where the bed was
melting and subglacial water pressures were high. It was found that a ‘hydraulic runaway’ existed,
where basal sliding occurred when the bed was at the PMP, increasing frictional heating. The
rise in frictional heating increased the amount of water discharged and as a result also increased
the water pressure and the sliding velocity - which again increased the frictional heating and so
on. This cycle was broken when the ice thinned enough to allow the bed to freeze.
On a longer time scale, MacAyeal (1992) conducted million-year-long simulations of the WAIS
using a finite-element model that included conservation and thermodynamics of subglacial sedi-
ments and a linear function to describe subglacial hydrology. The model produced irregular ice
sheet fluctuations with sporadic collapses and it was concluded that the WAIS requires ∼50000
years to adjust to climate changes. Parizek and others (2003) modelled the transition from the
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Last Glacial Maximum (∼22000 years ago) to modern ice extent on the Siple Coast. Eleven
simulations were conducted using a finite-element model, where the local heat budget included
the geothermal heat flux, frictional and conductive heat. Latent heat associated with up-glacial
melting was instantly available to locations with a negative heat budget (subglacial water sys-
tem was inferred, but not explicitly modelled). It was found that there was a transition from
basal melt to freeze between 13 and 10 ka ago and that generation of melt water enhanced flow
velocities. In both these cases changes in the the thermal balance that induced a switch between
melt and freeze conditions occurred over thousands of years.
Consideration of this thermally driven flow switching led to modelling of how water generated by
basal melt or taken up by basal freeze affects subglacial sediments. The undrained plastic bed
model of Tulaczyk and others (2000b), described above, also identified three thermo-mechanically
controlled states: (1) an ‘ice sheet mode’ with low ice velocities that would occur when basal melt
rate is less than zero and the till strength is greater than the driving stress; (2) an ‘ice stream
mode’ with high ice velocities that would result when basal melt is equal to zero the till strength
was less than the driving stress; and (3) an ‘ice shelf like’ mode with high ice velocities that would
occur when the basal shear stress and effective till pressure is zero. The authors associated the
last case with ice-bed separation and the formation of a distributed basal drainage system.
As the numerical model of Bougamont and others (2003a,b) was based on application of theorised
state numbers (1) and (2) of Tulaczyk and others (2000b), it exhibited the same modes of ice
flow. The model runs produced millennial scale periods of steady flow for KIS-C, but only when
the ice stream had a width narrower than its current extent (Bougamont and others, 2003b).
Widening of the ice stream led to stagnation as soon as it neared modern day widths. Steady
flow of the ice stream depended on the rate of widening, suggesting that the effect of the ice
stream width on surface velocity was the key reason for stagnation of the ice stream. Once the
ice stream began slowing it took only 100 - 200 years to stagnate and it remained at low velocity
for almost 2000 years, whereafter basal melting beneath the ice stream triggered reactivation.
Thickening of the upper ice stream that occurred during stagnation led to an ice bulge, that was
then drawn down rapidly over ∼500 years. Similar experiments were conducted for WIS-B, where
a rapid slow down was predicted to occur over just 50 years (Bougamont and others, 2003a).
These studies indicate that on/off cycles of ice stream flow can occur over centuries. This is in
line with estimations of the rate of stagnation for KIS-C and a bit faster than the on/off cycles
for WIS-B that were described in Section 2.3.4, both of which are an order of magnitude less
than the millennia-scale oscillations found by the models discussed at the start of this section.
It could be that realistic oscillation periods of ice stream flow are only possible when spatial
and temporal resolutions are appropriate to resolve water flows and when subglacial hydrology
is explicitly included in the model.
2.6 Summary
Ice streams are fast moving corridors of ice that move by one or more of three possible mecha-
nisms: ice deformation, till deformation and/or basal sliding. Water at the base of an ice stream
enhances ice flow. Where ice moves over a rigid sediment-free bed, subglacial water may move as
a water film, through a network of subglacial cavities and/or by channels incised up into the ice
or down into the substratum. Where ice moves over deformable subglacial sediment, subglacial
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water may move through the sediment, through a subglacial aquifer and/or through a network of
canals at the ice-till interface. Where subglacial lakes exist, the periodic draining of these large
water bodies increases subglacial water availability and could lead to episodic increases in water
flux rates and ice surface velocity.
WIS-B and KIS-C have heterogenous beds, with localised differences in till thickness and yield
strength. Till layers beneath the ice streams appear to be between 0.5 and 13 m thick, with
possible erosion rates of the order of 0.04 mm a−1 (Alley and others, 1987). The till conforms
well with the attributes of Coulomb-plasticity, with an angle of internal friction is 24○ and an
apparent cohesion of ∼1 kPa (Kamb, 2001). Porosity of the till ranged between 33% and 44%
for WIS-B and 28% and 60% for KIS-C, with a mean porosity of 40-42% (Whillans and others,
2001). Localised areas of sticky spots were found to occur on both ice streams, but were much
more prevalent on the stagnated trunk of KIS-C suggesting a connection to the ice stream’s
stoppage.
WIS-B and KIS-C have fluctuated in geometry and surface velocity on a range of time scales.
KIS-C stagnated ∼150 years ago, either due to a reduction in subglacial lubrication when water
was redirected along hydraulic gradients to WIS-B or because of changes in the thermal processes
at the bed. WIS-B is currently slowing down, due to changes in ice geometry, internal dynamics
and/or margin migration. It may have also stagnated in the past, approximately 800 years ago
(Hulbe and Fahnestock, 2007). Changes in the dynamics of these ice streams appear to have
occurred within centuries, suggesting that a similar timeframe is likely for future variations in
their form and flow.
Modelling of subglacial hydrology has often been treated in a simplified manner, due to the
complexity of the processes involved and because of imperfect knowledge. However, progress
has been made, particularly in relation to the movement of water through deformable subglacial
sediments and through canal-like systems at the ice-till interface. The model studies above
suggest a strong relationship between subglacial hydrology, till porosity, basal melt, ice thickness
and surface velocity. There are indications that ice streams can stagnate and reactivate on a
range of timescales. It is likely that models that predict cycles on a millennia-scale are operating
at a lower resolution than those that identify centennial-scale cycles. It could also be that the
subglacial hydrology must be included in a model to provide the processes and system-feedbacks
necessary for faster switches between stagnation and reactivation.
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HIT: Ice stream model development
The first stage in development of the HIT model was to construct a flowline model capable of
representing ice thermodynamics (Table 1.2). To facilitate this aspect of model development I use
a simplified ice stream geometry and associated input data, as presented in Section 3.2. The full
model numerics are outlined in Section 3.3 and the initialisation procedure is given in Section
3.4. The details of the ice development model run are given in Section 3.5. The model was
required to reach a stable state before the data generated were considered to be representative.
The criteria for stable state conditions are given in Section 3.6. Section 3.7 gives the results of
and discusses the ice development model run (stage 1). I finish with a summary of the ice stream
model development in Section 3.8. I begin this chapter with an overview that describes the work
on which this model was based and the key characteristics of the model.
3.1 HIT model ancestry and key characteristics
While the HIT model draws on physical theory and numerics from a number of sources, it has
a distinct ancestry that should be recognised in order to understand the broad structure of
the model. The analytical origin of the HIT model is the UPB Model of Tulaczyk and others
(2000b) and its numerical representation, as in Bougamont and others (2003a,b). There are two
key elements that the HIT model inherited from the UPB model. The first is the relationship
between melt/freeze, void ratio, effective pressure and till yield strength. It is assumed that till
deformation allows water at the ice-till interface to be incorporated into till pore spaces, changing
till porosity and void ratio. The effective pressure of the till can be determined from the void
ratio (Section 4.1.3). Then, assuming a Coulomb plastic till rheology, the effective pressure gives
the till yield strength (Tulaczyk and others, 2000a,b)(Section 4.1.8). These relationships are
preserved in the HIT model.
The second element inherited from the UPB Model is the assumption that till yield strength
determines basal resistance to ice stream motion (Tulaczyk and others, 2000b). The HIT model
follows the UPB model in incorporating the basal sliding component of centreline velocity derived
by Raymond (1996). This basal sliding component does not represent sliding in the classical
sense (Section 2.1.1), but rather refers to plastic basal motion. Where sediment is present, such
motion is often due to shallow sediment deformation. The basal sliding relation in the UPB
Model relies on the assumption that when the gravitational driving stress of an ice stream is
less than the yield strength of the subglacial till, the basal shear stress equals the till yield
strength everywhere and that the gravitational driving stress is fully balanced by a combination
of basal and marginal shear stresses (Tulaczyk and others, 2000b). The HIT model builds on
this further by including a longitudinal stress gradient in the force balance, an element that is
often neglected. Observations suggest that stretching and compression in the x-direction are
fundamental components of ice stream flow (Hulbe and others, 2000; Price and others, 2002;
Stokes and others, 2007). Compression is thought to be particularly important where there are
ice shelves, as the shelf exerts back pressure on the ice stream (Mercer, 1978; Thomas, 2002). In
addition, as longitudinal stresses redistribute localised basal resistance over spatially larger areas
(Stokes and others, 2007), they can be especially significant in areas of the ice stream bed with
high basal drag, such as in ice stream tributaries and onset zones (Hulbe and others, 2000).
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The Raymond (1996) basal sliding relation allows the investigation of out-of-plane effects, such
as stress transfer from bed to shear margins as the till weakens in response to water availability.
I include this in the model, but do not extend it to examine how changes in the surface velocity
across the ice stream width would affect other variables. This is because I want to maintain
the simplicity of a flowline model, without introducing the additional complexity of transverse
changes in the ice stream geometry. Note also that the ice deformation component of the velocity
equation in the HIT model is different from the one used in the UPB Model. Instead I follow
the approach advanced by van der Veen (1987) (Section 3.3.2.1).
Following the work of Bougamont and others (2003b), the HIT Model employs a distinct till
layer. While Bougamont and others considered only vertical water fluxes in till, I extend this to
also include horizontal till fluxes and conduit water flow at the ice-till interface. Water fluxes
in the till are based on Darcy’s Law, which is a function of the hydraulic potential of the till.
For each till layer the till porosity (void ratio) evolves with water availability. While Bougamont
and others (2003b) used two distinct till mixing states with an abrupt transition (dependant
of the surface velocity), I introduce a mixing relation that is non-linearly related to the basal
sliding velocity. If sediments reach the maximum porosity possible in a till layer, excess water
ponds at the ice-till interface (effective pressure is near zero). Ponded water forms elliptical
or circular conduits and transports water downstream. Flow turbidity is determined by the
Reynold’s number, and is either laminar or turbulent. Conduit water flows are governed by the
Darcy-Weisbach flow equation. Following work by Walder and Fowler (1994) and Ng (2000a),
conduits open as a result of melt at their walls and close as a result of ice creep.
The conservation of mass and ice temperature relations used in the model are similar to those of
Bougamont and others (2003b). The conservation of mass equation in the HIT model determines
changes in the ice thickness due to the lateral input of ice from both sides of the flowline, surface
accumulation, basal melt/freeze and ice divergence (changes in the ice width, ice thickness and
average ice flux). The ice temperature in the model is calculated using the transient 2D ice-
column approach of Budd and others (1971) and Hooke (1998). The ice surface temperature
is input from file or calculated at the beginning of the model run and changes with surface
elevation by use of an atmospheric lapse rate. The ice temperature at the bed is set to the
pressure melting point (PMP), changing in time with the ice thickness. In the HIT model I have
also added glacial isostatic adjustment (GIA) to allow long term change in the elevation of the
base of the ice stream in response to ice loading and unloading.
The HIT Model contains four main elements: ice dynamics, ice temperature, till dynamics and
subglacial hydrology, that are coupled together by a number of variables (Figure 3.1). Within
ice dynamics I include the treatment of ice flow velocity, force balance and mass continuity.
The ice dynamics and ice temperature elements together make up the main ice flow model, the
numerics of which are discussed in Section 3.3. The till components of the model, including
horizontal and vertical water fluxes are coupled to the ice stream model by the ice temperature
and a relationship between till yield strength and basal shear stress. The numerics of the till
component of the model are given in Section 4.1. Lastly, where a subglacial conduit system
develops at the ice-till interface, water is stored or transported downstream, distributing it to
the lower reaches of the ice stream and allowing it to exit at the GL. The numerics of the
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Figure 3.1: Structure and coupling of the HIT Model. Blue lines link the four components of the HIT
model. Red arrows show key variables that link the four elements of the model. The notation is: variable
1 → variable 2, where variable 1 is used in the calculation of variable 2.
subglacial conduit system are given in Section 5.1 of Chapter 5.
3.2 Simplified geometry and input data
The HIT model requires the following data for initial ice stream conditions: (1) surface topog-
raphy; (2) bed elevation; (3) ice stream width; (4) ice surface temperature; and (5) surface
accumulation rate. During model development and for initial sensitivity testing I used a simpli-
fied ice stream geometry. A simplified geometry is better for model development, as it removes
non-uniform aspects such as bed roughness and width variations. This results in clearer rela-
tionships between the different components of a model, making it easier to identify cause and
effect. The simplified geometry used here is given in Figure 3.2. It has an ice surface elevation
that decreases linearly from 850 m above sea level at the onset to 206 m above sea level at the
grounding line (GL). This results in a surface slope of −1.6 × 10−3 (constant along the flowline),
similar to that of the Siple Ice Streams (SIS) (Catania and others, 2005; Stearns and others,
2005; Truffer and Echelmeyer, 2003). The bed elevation increases from -1000 m below sea level
at the onset to -517 m below sea level at the GL (constant bed slope of 1.2×10−3). This is similar
to bed elevations found under Whillans Ice Stream (WIS-B) and Kamb Ice Stream (KIS-C) (see
Section 7.1.2). The bed and surface elevations result in an initial ice thickness of 1850 m at the
onset and 723 m at the GL. Ice stream width increases from 30 km wide at the onset to 39.5 km
wide at the GL (Figure 3.2b). The width was constructed so that curvature increases towards
the GL. The simplified ice stream geometry is made up of a single main trunk, with no secondary
upper tributaries.
The Cartesian coordinate system used in the HIT model is depicted in Figure 3.3. The horizontal
axis (x) is directed along the flowline in the direction of ice flow, with x = 0 at the onset.
Horizontal grid spacing is 2.5 km. The transverse horizontal axis (y) extends across the width
(W ) of the ice stream and assumes symmetry about the centreline, with y = 0 at the centreline
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Figure 3.2: Initial ice stream geometry (simplified). (a) Surface elevation, bed elevation and ice thick-
ness. (b) Ice stream width. The shaded area indicates the area of ice extent.
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Figure 3.3: Ice coordinate system. x, y and z are the basis for all the ice numerics except for ice
temperature, where z is replaced by zt (positive upwards from the base of the ice). Till layer is in grey
with scale exaggerated in the z-direction.
and y = ±W /2 at the margins. For all calculations except ice temperature, the vertical axis z
is elevation in relation to sea level. For ice temperature, the vertical axis zt is positive upwards
from the base of the ice stream, as shown in Figure 3.3.
3.3 Ice stream numerics
This section outlines the numerics for the ice stream dynamics of the HIT model. Section
3.3.1 describes the balance of forces within the ice mass. Section 3.3.2 provides the numerics
for determining ice stream flow velocity and Section 3.3.3 relates this to the conservation of
mass equation to determine changes in ice stream thickness. Section 3.3.4 gives the change in
the bed of the ice stream due to glacial isostatic adjustment (GIA) and Section 3.3.5 explains
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Table 3.1: Parameters used in HIT model
Symbol Description Value Equation1
(Page No.)
am Non-linear till mixing coefficient (s
−1) 1 × 10−9 4.23 (53)
A0 Reference parameter for A ( kPa−3a−1) 9.302 × 107 3.27 (36)
bm Non-linear till mixing coefficient (s m
−1) 1 × 105 4.23 (53)
CA Empirical constant for A ( Kka) 0.16612 3.27 (36)
cm Non-linear till mixing coefficient (m s
−1) 1 × 10−5 4.23 (53)
ct Cohesion (Pa) 1000 4.24(54)
Cw Heat capacity of water (J kg
−1
K
−1) 4180 5.15 (72)
g Acceleration due to gravity (m s−2) 9.81 *
G Geothermal heat flux (Wm−2) 0.07 3.28 (37)
gs Sediment grain size (m) 5.0 × 10−5 5.12 (71)
I Numerical integral for Kn 1.275 5.12 (71)
K Thermal conductivity of ice (J m−1 a−1 K−1) 6.6 × 107 3.28 (37)
ka Empirical constant for A (DL) 1.17 3.27 (36)
Kt Hydraulic conductivity of till (m s
−1) 1 × 10−10 4.18 (52)
LH Latent heat of ice (J kg
−1) 3.35 × 105 3.28 (37)
n Glen’s flow law exponent (DL) 3 *
N0 Reference normal effective stress (Pa) 1000 3.20 (35)
Q Activation energy for creep ( kJ mol−1) 78.8 3.27 (36)
RG Universal gas constant (J mol
−1
K) 8.321 3.27 (36)
Tr Reference temperature for A (K) 273.39 3.27 (36)
vs Grain settling velocity (m s
−1) 0.05 5.12 (71)
γ Melting point depression (○C Pa−1) −9.8 × 10−8 3.22 (35)
∆mp Change in the melting point
per unit change in pressure (○C Pa−1) 7.4 × 10−8 5.15 (72)
"r Surface roughness term (m) 3 × 10−3 5.22 (74)
Θb Relaxation time of the asthenosphere (a) 3000 3.16 (34)
λ Atmospheric lapse rate (○C m−1) -0.004 3.21 (35)
µ dynamic viscosity of a fluid (Pa s) 1.787 × 10−3 5.18 (73)
ρi Density of ice (kg m
−3) 917 *
ρm Density of the mantle (kg m
−3) 3300 3.16 (34)
ρw Density of water (kg m
−3) 1000 *
ρs Density of solid till particles (kg m
−3) 2600 *
φ Internal angle of friction in till (○) 22 4.24 (54)
1 * refers to a constant that is included in multiple equations.
DL = dimensionless
how the surface elevation evolves in time and how the surface and bed slopes are calculated.
Section 3.3.6 outlines the relationship between the ice overburden pressure, water pressure and
effective pressure, Section 3.3.7 provides the scheme used to determine the column-averaged ice
temperature and Section 3.3.8 outlines the numerics to determine flow factor A in Glen’s flow
law. Lastly, Section 3.3.10 outlines the boundary conditions of the model. A flow diagram of the
model is given in Figure 3.4, giving the order in which numerical procedures are invoked and the
organisational structure of the model. The values of constants in the ice stream model are given
in Table 3.1 and an overview of the main equations used is provided in Appendix A.
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Figure 3.4: Flowchart outlining order of procedures in HIT Model. A links this flowchart with Figure
4.1, the hydrology and till component of the model.
3.3.1 Force balance
A force balance represents the magnitude and direction of stresses in an ice mass, which can
then be related to its surface velocity (Budd, 1970a,b; Echelmeyer and Kamb, 1986; Hutter,
1983; Kamb, 1986; Kamb and Echelmeyer, 1986a,b; Nye, 1957; Paterson, 1994; van der Veen,
1999). As accelerations in the flow of ice are low, they are neglected in Newton’s second law of
motion, reducing it to a balance of forces (van der Veen, 1999). As such, the gravitational driving
stress responsible for downslope flow is balanced by resistive stresses, including drag at the bed
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and sides of an ice stream and dynamic resistance to flow from longitudinal stress gradients
(which can contribute to either resistive or driving forces depending on sign) (van der Veen and
Whillans, 1989a; Whillans and others, 1989). Resistive stresses oppose the driving stress and are
the difference between the full stress and the lithostatic component of stress. The force balance
is given by:
τd − τb +
∂(2H τ¯xx)
∂x
+
∂(Hτxy)
∂y
= 0 (3.1)
where τd is the driving stress (Pa), τb is the basal shear stress (Pa), H is the ice thickness (m),
τ¯xx is the depth averaged longitudinal stress (Pa) and τxy is the lateral shear stress (Pa). The
force balance equation is used to calculate ice surface velocity and it is strictly only valid at the
ice stream centreline.
3.3.1.1 Driving stress
At the base of an ice mass, the normal stress acting on the bed is mainly the result of the weight
of the overlying ice (Benn and Evans, 1998). The weight of a column of ice perpendicular to the
ice surface and of unit cross-section has an approximate driving stress (τd) of:
τd = −ρi g H ∂h
∂x
(3.2)
where ρi is the density of ice (kg m
−3), g is the acceleration due to gravity (m s−2) and h is the
surface elevation (m) (∂h/∂x is the surface slope, Section 3.3.5). Note that the driving stress
does not act on a specific surface, so it is not a true stress. Rather, it should be thought of as
the net horizontal effect of gravity per unit area (van der Veen and Whillans, 1989a).
3.3.1.2 Basal shear stress
Basal shear stress (τb) (basal friction) is the shear stress resistance against ice flow at the bed
of the ice stream. It acts in the opposite direction to the driving stress, reducing the velocity of
an ice mass. For an ice stream experiencing motion due to the deformation of a till of plastic
rheology, basal shear stress can be estimated by the yield strength of subglacial till (τf ) (Section
Section 4.1.8), such that τb = τf (Tulaczyk and others, 2000b). If the yield strength of the till
exceeds the sum of the driving stress and the gradient in longitudinal stress (∂(2H τ¯xx)/∂x, see
Section 3.3.1.3), then τb = τd + ∂(2H τ¯xx)/∂x. When this occurs ice stream motion is no longer
due to the deformation of till, but is driven purely by ice deformation (see Section 3.3.2.2).
3.3.1.3 The gradient in longitudinal stress
Longitudinal stress is the stretching or compression of glacier ice in response to changes in ice
stream velocity and/or geometry. Bumps and hollows in the bedrock cause ice to be pushed and
pulled by variations in basal shear stresses and driving stresses. Where driving stress exceeds
basal friction, downstream ice is pushed and upstream ice is pulled (Paterson, 1994). The
opposite is true for areas where basal friction exceeds the driving stress. To calculate the gradient
in longitudinal stress, I start by determining the longitudinal stress. Alley and Whillans (1984)
suggest that because the longitudinal deviatoric stress of ice streams varies less with depth than
shear stresses, any variation in longitudinal stresses with depth can be neglected. Other studies
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replace longitudinal stress with its vertical mean (Shoemaker and Morland, 1984; van der Veen,
1987). Here I follow the vertical mean approach, as it is suitable within the framework of a 2D
flowline model. I determine longitudinal stress using the method of van der Veen (1987), where:
τ¯ 3xx
⎛⎝2∂h∂x (∂H∂x − ∂h∂x) +H ∂2h∂x2 − 12⎞⎠ + τ¯ 2xx ⎛⎝τ1 (23 ∂H∂x − 32 ∂h∂x) + 16D1 + 32D∂h∂x⎞⎠
+τ¯xx
⎛⎜⎝τ21 ⎛⎝3∂h∂x ∂H∂x + 32H ∂
2h
∂x2
− 2(∂h
∂x
)2 − 1
6
⎞⎠⎞⎟⎠ + τ¯xx ⎛⎝τ1 (13D + 32D1 ∂h∂x)⎞⎠
+τ31 (25 ∂H∂x − 14 ∂h∂x) + τ21 (34D∂h∂x + 310D1) + 12A ∂ub∂x = 0
(3.3)
where
τ1 = τd +D, (3.4)
D = 2H ∂
∂x
(τ¯xx), (3.5)
D1 = 2H ∂τ1
∂x
(3.6)
and where A is a flow parameter ( Pa−3s−1) (Section 3.3.8) and ub is the basal sliding velocity
(m s−1) (Section 3.3.2). Equation 3.3 is solved by numerical iteration, the method for which is
outlined in Appendix F. Iteration is for τ¯xx, with ub recalculated at the start of each iteration
step. The value of ub is determined by Equation 3.10, which will be introduced in Section
3.3.2.2. All partial derivatives in Equation 3.3 are solved using forward finite difference schemes,
except for the derivative of τ¯xx with respect to x used in the calculation of D (Equation 3.5)
and the gradient in longitudinal stress in the ub equation, where backward difference schemes are
required. Once τ¯xx has been determined, the gradient in longitudinal stress is then computed for
inclusion in the force balance. In this case the scheme used to determine the partial derivatives
of τ¯xx and H is forward difference.
3.3.1.4 The gradient in marginal shear stress
The last stress term in the force balance is the gradient in marginal shear stress (lateral shear
stress or lateral drag). This is the resistance to ice flow due to drag of the ice on the margins
of the ice stream. I do not calculate this stress gradient directly, but use the force balance to
determine it, such that:
∂(Hτxy)
∂y
= τd − τb + ∂(2H τ¯xx)
∂x
(3.7)
This will be used in the calculation for basal sliding velocity, as outlined in Section 3.3.2.2.
3.3.2 Surface velocity
The velocity of an active ice stream increases downstream and is accompanied by enhanced
shearing (Bindschadler and others, 1996; Scambos and others, 1994). Ice flow of a glacier or ice
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stream is often represented by planar flow in the xz-direction. The same simplification is made
here. Thus, strain-rate components involving cross-flow, in the y-direction, are set to zero. Ice
stream velocity (u) is partitioned between internal ice deformation (ud) and basal sliding (ub)
(Engelhardt and Kamb, 1998), such that:
u = ud + ub (3.8)
As stated earlier, basal sliding refers to all subglacial motion. If till is absent, then this is sliding
over bedrock as outlined by classical sliding theory (Section 2.1.1). If a till layer exists, then
sliding refers to a combination of sliding and shallow till deformation (Section 2.1.2) along a
single shear plane. I will first outline the numerics of internal ice deformation and then of basal
sliding.
3.3.2.1 Internal ice deformation
The internal ice deformation relation in the HIT model is from van der Veen (1987), who takes
Nye’s generalisation of Glen’s Law (Appendix B, Equation B.2) and obtains the derivative to x
and z for velocity in the x-direction. Assuming a vertically averaged longitudinal stress, van der
Veen (1987) integrates the flow relation to obtain the internal ice deformation component of
velocity:
ud = A τ1 τ¯ 2xx H + 4 A τ¯ 3xxH ∂h∂x + 12 A τ31H + 4 A τ¯xx τ21H ∂h∂x (3.9)
The full derivation of Equation 3.9 is given in Appendix B.
3.3.2.2 Basal sliding
The basal sliding component of velocity becomes important when basal temperatures reach the
PMP and subglacial water is present. To calculate the surface velocity due to basal sliding (ub)
I use a force balance approach, resulting in:
ub(y) = A (−1)(n+1) (τd − τb + ∂∂x2H τ¯xx)
n ((W
2
)(n+1) − y (n+1))
4 (n + 1)Hn (3.10)
where n is a flow parameter. The full derivation of Equation 3.10 is given in Appendix C. If I
take n = 3, then Equation 3.10 is reduced to:
ub(y) = A (τd − τb + ∂∂x2H τ¯xx)
3 ((W
2
)4 − y 4)
16H3
(3.11)
Equation 3.10 is strictly applicable only to ice streams flowing in a rectilinear channel with rigid
walls (Bougamont and others, 2003b). The original relation determined by Raymond (1996)
and modified in subsequent work by Tulaczyk and others (2000b) and Bougamont and others
(2003a,b) assumed that the gravitational driving stress is balanced by the basal shear stress and
the lateral shear stress. Previous studies of West Antarctic ice streams indicate that this is a
reasonable assumption (Bougamont and others, 2003b; Echelmeyer and others, 1994; Harrison
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and others, 1998; Jackson and Kamb, 1997; van der Veen and Whillans, 1989b; Whillans and oth-
ers, 1989). In this study, I further modify this equation to include the gradient in longitudinal
stress. This additional component in the force balance allows extensional stress to enhance ice
flow and compressional stress to dampen it.
While I assume planar flow in the strictest sense, Equation 3.10 allows the evaluation of out-of-
plane effects such as the stress transfer from bed to shear margins as till weakens in response
to water availability. Transverse velocity resembles the symmetrical plug-flow like character
that suggests that conditions at the ice stream base are more or less uniform and the primary
control on transverse flow is from the margins (Raymond and others, 2001). This is, of course,
a simplification, as many profiles show irregular transverse velocity variations (Bindschadler
and others, 1987; Raymond and others, 2001; Scambos and others, 1994). Bougamont and others
(2003b) showed good agreement between theoretical ice stream velocity profiles and measured
velocity data using an equation also modified from that of Raymond (1996), but which did not
include the gradient in longitudinal stress.
3.3.3 Conservation of mass
An important requirement for ice stream models is that no ice is created or lost, other than
by fluxes of ice or water into or out of ice stream boundaries. As ice density is assumed to be
constant, this corresponds to a conservation of ice volume (Nye, 1959; Paterson, 1994; van der
Veen, 1999). The change in ice thickness of an ice stream over time (t) can be expressed as:
∂H
∂t
= 1
W
(2Hv + a˙W − m˙tW − ∂
∂x
(u¯WH)) (3.12)
where v is velocity in the y-direction (lateral input of ice) (m s−1) (user defined), a˙ is the accu-
mulation rate at the surface (m s−1), m˙t is the basal melt rate (m s−1) (Section 3.3.9) and u¯ is
the average ice flux (m s−1). The first term in brackets on the RHS of Equation 3.12 is lateral
input of ice, from both sides of the flowline. The second and third terms in brackets on the RHS
of the equation refer to ice gain from surface accumulation and ice loss from basal melt (or gain
from basal freeze), respectively. The last term in brackets on the RHS of the equation accounts
for changes in width, ice thickness and the average ice flux. I refer to this as divergence, although
if it is negative then the ice is converging rather than diverging. The partial derivatives in the
divergence were solved using central finite difference schemes.
At the ice stream onset the u¯WH from upstream is a user-defined upper boundary condition.
At other nodes the average ice flux is given by:
u¯ = u¯d + u¯b (3.13)
where u¯d is a depth averaged ice deformation velocity (m s−1) and u¯b is a width averaged basal
sliding velocity (m s−1). The depth averaged ice deformation velocity at the centreline is given
by (van der Veen, 1987):
u¯d = 2
3
A τ1 τ¯
2
xx H + 2A τ¯
3
xxH
∂h
∂x
+
2
5
A τ31H + 3A τ¯xx τ
2
1H
∂h
∂x
(3.14)
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This is the equation for internal ice deformation (Equation 3.9) integrated from the bed to the
surface, as outlined in Appendix D. Similarly, the width averaged basal sliding velocity is the
equation for basal sliding velocity (Equation 3.10) integrated over ice stream width, as given by:
u¯b = 4
5
⎛⎜⎜⎜⎝
A (−1)(n+1) (τd − τb + ∂∂x2H τ¯xx)n (W2 )(n+1)
4 (n + 1)Hn
⎞⎟⎟⎟⎠ =
4
5
ub (3.15)
The integration to determine u¯b is given in Appendix E. It should be noted that the onset and
GL locations are constant in the model, with no migration of either boundary.
3.3.4 Glacial isostatic adjustment
Glacial isostatic adjustment (GIA) describes the response of the lithosphere and asthenosphere
to changing ice loads. It includes downward flexure of the lithosphere and displacement of the
asthenospheric mantle in response to an increasing ice load and uplift in response to a reducing
ice load. The most common relation to account for GIA is (Huybrechts, 1993; Pattyn, 2006):
∂bz
∂t
= 1
Θb
(b0 − bz − ρi
ρm
H) (3.16)
where bz is the bedrock elevation (m), Θb is the relaxation time of the asthenosphere (s), ρm is
the density of the mantle (kg m−3) and b0 is the isostatically adjusted bedrock elevation (m) if
ice is removed, given by:
b0 = bi + ρi
ρm
Hi (3.17)
where bi is the bed elevation and Hi is the ice thickness that is considered to be in isostatic
equilibrium with bi. If it is known how many metres the bed elevation and ice thickness are out
of equilibrium at the beginning of the model run, then b0 is calculated accordingly. If this is not
known, I initialise b0 over a user-defined number of years by calculating Hi using a temporally
averaged ice thickness.
3.3.5 Surface elevation, surface slope and bed slope
The initial surface elevation of the ice stream is part of the input data required for the model.
It is the sum of the bed elevation, ice thickness and till thickness:
h = bz +H +Zv (3.18)
where Zv is the till thickness (m). The surface slope and bed slope are derivatives of the surface
and bed elevations, respectively, with respect to the x-direction. The surface slope is calculated
using a forward finite difference scheme, where the surface slope at the GL is set to the surface
slope one node upstream from the GL. Conversely, the bed slope uses a backward difference
scheme with the boundary condition that the bed slope at the onset is equal to the bed slope
one node downstream of the onset.
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3.3.6 Overburden, effective and water pressure
Subglacial pressure relationships determine the magnitude and direction of water flow and the
contribution of basal sliding to ice stream flow. The ice overburden pressure (Pi) (Pa) is a
downward force due to the weight of overlying ice. It is given by:
Pi = ρi g H (3.19)
The difference between the overburden pressure and the water pressure (Pw) (Pa) at the base of
the ice is referred to as the effective pressure (N) (Pa), such that:
N = Pi −Pw (3.20)
In this stage of model development N is taken as a constant and is then used to determine Pw.
In Chapter 4 it will be shown that where an ice base rests on sediment N can be determined
from properties of the till.
3.3.7 Ice temperature
The temperature distribution in an ice stream is important because rates of deformation rapidly
increase as ice becomes warmer and because the temperature gradient at the bed determines
amounts of basal melt or freeze and, thus, availability of water. The temperature of ice controls
its viscosity; ice near its PMP is a thousand times softer than cold ice (around 230 K) (Paterson
and Budd, 1982). The initial surface temperature of the ice stream is part of the input data
requirements of the model. I then use an atmospheric lapse rate (λ) (○C m−1) to determine the
change in surface temperature (Th) (○C) in time:
∂ Th
∂t
= λ ∂h
∂t
(3.21)
Surface temperature changes are in response to variations in the surface elevation of the ice
stream, as a climate forcing component is not included in the model at this stage. For basal
sliding processes to be active, the bed must be at the PMP (Engelhardt and Kamb, 1998).
Therefore, the basal temperature (Tb) (
○C) is set to the PMP, given by:
Tb = ρi g H γ (3.22)
where γ = −9.8 × 10−8 (○C Pa−1) is the approximate melting point depression due to pressure
(Hooke, 2005). Bougamont and others (2003a) showed that a column-averaged approach to
determining vertical ice temperature put forward by Budd (1969) and Budd and others (1971)
provided reasonable results for KIS-C. I follow the same approach here, an excellent account of
which is provided by Hooke (2005). This approach results in change in temperature (T ) (K)
with time (t) given by:
∂T
∂t
= κ∂2T
∂z2t
− ((ws −wb) zt
H
+wb) ∂T
∂zt
− u
∂T
∂x
(3.23)
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where κ is the thermal diffusivity of ice (m2 s−1), ws is the vertical velocity at the surface of the
ice column (ws = −a˙ − m˙t) (m s−1) and wb is the vertical velocity at the base of the ice column
(wb = −m˙t) (m s−1). The first term on the RHS of Equation 3.23 is diffusion, the second is vertical
advection and the third is horizontal advection of heat. The vertical temperature profile requires
initialisation, which I obtain from the analytical solution to a vertical diffusion-advection heat
equation (Hughes, 1998; Zotikov, 1986):
T (zt) = Tb + (Th − Tb)erf [(Pe2 )
1
2 zt
H ]
erf [(Pe
2
) 12 ] (3.24)
where Pe is the Peclet number, a dimensionless number relating the rate of heat advection of a
given flow to the rate of its diffusion, given by Pe =H a˙/κ. The full derivation of Equation 3.24
is given in Appendix G. Lastly, I calculate the basal temperature gradient in the ice (○C m−1),
given by:
dT
dzt
= dT
dzt
(zt = 0) (3.25)
The initial condition for the basal temperature gradient is (Hughes, 1998):
dT
dzt
= (Th − Tb)
H erf [(Pe
2
) 12 ] (
2Pe
pi
)12 (3.26)
This is done by differentiating Equation 3.24 with respect to zt and using the boundary conditions
for the base of the ice sheet (zt = 0), as shown in Appendix G. The temperature gradient at the
base of the ice is important in calculating basal melt rates (Section 3.3.9).
3.3.8 Flow parameter A
Flow parameter A is a measure of the viscosity of the ice and it depends on a number of factors
including ice fabric, temperature, grain size, impurity content and ice density. It varies with
temperature according to the Arrhenius relation. I use a version of the Arrhenius relation that
allows for an exponential increase in A with temperature, determined by Hooke (1981) as:
A = A0 exp( −Q
RG T
+
3 CA(Tr − T )ka ) (3.27)
where A0 is a reference parameter that is a function of the structural state of the ice (but not
of pressure or temperature) ( Pa−3s−1), Q is the activation energy for creep ( J mol−1), RG is
the universal gas constant ( J mol−1K−1), CA is an empirical constant ( Kka), Tr is a reference
temperature (K) and ka is an empirical constant (dimensionless) (Table 3.1). Hooke (1981) added
the last term on the right hand side to the classic Arrhenius relation to account for changes in A
with temperature. While Equation 3.27 is thought to give a reasonable fit, van der Veen (1999)
reports that uncertainty in A, for a given stress and temperature, can cause strain rates to vary
3.3. Ice stream numerics 37
by as much as a factor of 5. A column-averaged A is used in calculations of ice flow velocity.
3.3.9 Basal melt at the ice-till interface
Subglacial melting occurs if conductive heat transferred from the bed to the ice is smaller than
the sum of the heat generated by friction and the geothermal heat flux. If the opposite is true,
then freeze occurs at the ice base. The basal melt rate (m˙t) (m s
−1) is given by (Lingle and
Brown, 1987):
m˙t = τb u +G +K dTdzt
LH ρi
(3.28)
whereG is the geothermal heat flux (Wm−2),K is the thermal conductivity of ice (J m−1 s−1○C−1)
and LH is the latent heat of ice (J kg
−1) (Table 3.1). Frictional heat is generated as ice moves
over the till layer (or bedrock) and is given by the product of the basal sliding velocity and the
basal shear stress. The conductive heat transfer is the product of the thermal conductivity of
ice and the basal temperature gradient (negative). The volume of basal melt water generated
between a cell and the cell one node downstream of it is then the average basal melt rate of the
two nodes multiplied by the ice-till contact area and the time step.
3.3.10 Boundary conditions
Boundary conditions are required for all derivatives in the model and for some stress and pressure
relations at the GL. The surface slope uses a forward finite difference scheme, where the slope
at the GL is set equal to the slope one node upstream. The bed slope uses a backward finite
difference scheme, where the bed slope at the onset is set equal to that one node downstream.
The conservation of mass equation (Equation 3.12) has a prescribed ice flux at the onset. It
uses a central difference scheme, with backward difference at the GL. Ice temperatures at the
surface and bed are used as boundary conditions for the derivatives in the temperature profile
equation (Equation 3.23). Horizontal advection at the onset was set equal to that one node
downstream. At the GL the basal shear stress and effective stress are set equal to the values one
node upstream. This is because each node takes values at the upper left hand corner of a till
cell.
Longitudinal stress (Equation 3.3) requires boundary conditions at the onset and GL of the ice
stream. At the onset I set the gradient of τ¯xx to zero (between the onset and one node upstream
of the onset). Although evidence suggests that longitudinal stress at the ice stream onset is small
and positive (extensional) (∼ 1 kPa km−1) (Whillans and others, 2001), the exact magnitude of
the stress gradient is not known. As such, I assume that any gradient in longitudinal stress at
the onset is negligible. At the GL ice shelf dynamics result in a τ¯xx GL of (Thomas, 1977):
τ¯xxGL = 14 ρi g H − 14 ρi g ρiρw H − σb (3.29)
where ρw is water density (kg m
−3) and σb is back pressure (Pa) arising from grounded parts of
the ice shelf and shear along the ice shelf sides. The first component of the right hand side (RHS)
of Equation 3.29 is the weight induced spreading stress, which ‘sucks’ ice out of the grounded ice
sheet (van der Veen, 1987). This is partly compensated by the second component of the RHS of
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Equation 3.29, the pressure exerted by sea water, and by the third component of the equation,
the back pressure. Back pressure is user-defined in the model.
3.4 Ice initialisation procedure
In all numerical models a period of initialisation, or spin up, of the model is required to establish
successful coupling of the model components and valid reproduction of physical relationships.
For the ice thermodynamics there are two stages in this initialisation. The first stage sets up the
initial conditions for ice flow, including the initial geometry and ice temperature. The second
part of initialisation spins up the model to stable state flow, interpreted as when temporal change
in surface velocity at all nodes reaches a user-defined minimum (default of 1 × 10−10 m s−2).
3.5 Ice development model run
The simplified geometry described in Section 3.2 was used as the initial geometry of the model in
stage 1 (Table 1.2). Surface temperature of the ice was calculated using a lapse rate from a single
value. This value was similar to that observed near Camp UpC on KIS-C (-27○C) (Bougamont
and others, 2003b), located 180 km downstream of the onset. It resulted in surface temperatures
ranging from -28.15 to -25.58○C, which is in line with mean annual surface temperatures for the
SIS and their margins (-27 to -25○C) (Alley and Bentley, 1988; Engelhardt, 2004a; Engelhardt and
Kamb, 1993; Kamb, 2001). The regional atmospheric lapse rate is estimated to be 0.004 ○C m−1
(Bougamont and others, 2003b). This is lower than the typical range of lapse rates (0.006 - 0.010
○C m−1) due to a vertical temperature anomaly in the region (Giovinetto and others, 1990). The
accumulation rate was taken to be 0.1 m ice equivalent (ie) a−1 everywhere. This is similar to
the mean annual accumulation rates for WIS-B and KIS-C, which are on average 0.09 m ie a−1
(Smith and others, 2002). The b0 term (Equation 3.17) that is used to determine the change in
bed elevation due to GIA was calculated at year 300 (determined at one time step only) of the
model run. The time step of the model runs was 12 hours.
The average ice flux at the onset was set to 50 m3 s−1. At the beginning of the model run this
corresponded to an average ice velocity of 28.4 m a−1 and a surface velocity of approximately
35.5 m a−1 (from Equation 3.15, neglecting the lessor contribution to surface velocity of ice
deformation). This is in agreement with estimates of velocity of the upper tributaries of KIS-
C and WIS-B, the upstream regions of which flows between 30 and 70 m a−1 (Anandakrishnan
and others, 2001; Joughin and others, 1999; Whillans and others, 2001). Lateral input of ice (v
in Equation 3.12) was set to zero.
Ice shelf buttressing at the GL was taken as 1 kPa, similar to that expected for the GL of WIS-B
and KIS-C with the Ross Ice Shelf (Alley and others, 2004). The geothermal heat flux (GHF)
was set at 0.07 Wm−2, in line with direct measurements made at Siple Dome (0.069 Wm−2)
(Engelhardt, 2004b) and previous modelling studies (60 - 70 mWm−2) (Bougamont and others,
2003b; Christoffersen and Tulaczyk, 2003a; Raymond, 2000; van der Veen and others, 2007).
Theoretical analysis and modelling have resulted in estimates of the GHF that range from 55
mWm−2 (Verbitsky, 2005) to around 100 mWm−2 (Fox Maule, 2005).
For this experiment basal till yield strength was held constant, with no local variations along
the flowline. This is because I initially want to exclude any effects that bed irregularity would
have on ice stream flow variability. The basal shear stress was set to 1186.8 Pa and the effective
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pressure to 462.4 Pa. This assumes that the basal shear stress is equal to the till yield strength
when the porosity of the till column is 40%.
3.6 Stable state criteria
In order to objectively ascertain when the ice stream model has reached what I refer to as a stable
state, I require that the trend line of the surface velocity data should have an absolute relative
slope no greater than 1 × 10−6a−1 measured over a period of 10000 years. The relative slope is
given by the slope of the trend line divided by the average value of the surface velocity over the
period considered. This allows faster moving parts of the ice stream to have a larger variability
that those that move slower. The slope of the trend line is modified to include uncertainty in the
fit parameter. For example, for a trend line slope of (5 ± 2) × 10−5 m a−2, the true value of the
slope lies between 3× 10−5 and 7× 10−5 m a−2. To ensure stability I take the highest value of the
slope for testing. Therefore, when uncertainty is high, caused by, for example, rapid variations,
the ice stream is not yet considered to be in a stable state.
3.7 Stage 1: Results and discussion
Stage 1 developed the ice thermodynamics of the model (Table 1.2). For the geometry and initial
conditions described in this chapter, the model reached a stable state (as defined in Section 3.6)
for the entire flowline after 12240 years (Figure 3.5). The relative slope and uncertainty of the
fit parameter are given in Table J.1 (Appendix J). The trend in the fit plus its uncertainty was
small (as set by the stability criteria), indicating that any trend in the data is negligible. The
maximum relative slope of the trend line of 1.0×10 −6 a−1 means that over 10000 years (the trend
line period), the average velocity will have changed by no more than 1%. I take year 25000 in
the analysis period as being representative of stable state conditions. Results for key variables
are given in Table 3.2 and Figure 3.6. In order to verify the results of the ice development, I
compare model results to observations made at WIS-B and KIS-C. While comparison of results
based on a simplified geometry to real-world observations may seem inappropriate, it is useful
in the case where the simplified geometry has dimensions that are of a similar magnitude to the
ice stream at which the observations were made. Results need not be exact, but they should
compare well in both magnitude and direction. If model results and real-world observations are
an order of magnitude or more different, then further investigation of the numerical relations
and parameters involved is warranted.
The modelled driving stress of the ice stream ranged between 6 and 15 kPa (Table 3.2 and Figure
3.6A). This is similar to driving stresses of WIS-B and KIS-C, which are of the order of 10 - 20
kPa (Truffer and Echelmeyer, 2003; van der Veen and others, 2007; Whillans and others, 2001).
This corresponds well to the values found by the model for the upper half of the ice stream.
Modelled driving stresses for the lower half of the ice stream were lower, but not unreasonable.
Joughin and others (2002b) derived estimates of force balance terms (excluding longitudinal
stresses) for both WIS-B and KIS-C as part of their analysis of velocity calculations determined
from a combination of interferometric and speckle tracing methods used on RADASAT satellite
data. They determined a driving stress for the narrow part of WIS-B of approximately 7.60 kPa
and for the ice plain of WIS-B of around 3 kPa. These values are similar in magnitude to the
driving stress model results for the lower ice stream.
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Figure 3.5: Ice stream surface velocity. Steady state for the simplified geometry is reached after 10795
years at the onset, 11565 years at the centre of the ice stream and 12240 years at the GL. See Section 3.6
for stability criteria. The trend line is a linear fit to the velocity data (10000 year stable period marked
with the red dashed line), the equation of which is given in red. The slope of this line gives the change
in ice stream velocity in one year. Centre of ice stream is 200 km from the onset and 200 km inland from
the GL (Figure 3.2).
Table 3.2 and Figure 3.6(A-D) show that in year 25000 the driving stress of the ice stream was
principally balanced by the gradient in marginal shear stress, which was 92.5% of the driving
stress at the onset and 77.6% at the GL. Basal shear stress was 7.5% of the driving stress at the
onset and 19.6% at the GL (Table 3.2 and Figure 3.6B). The constancy of the basal shear stress
assigned in this run is unrealistic, as it is unlikely that the shear stress exerted on the ice from
the bed would be spatially and temporally uniform. Basal shear stress was low, corresponding
to a weak till. Joughin and others (2002b) determined that WIS-B is subject to low basal
shear stresses (except in the upper tributaries), ranging from approximately zero to 1.1 kPa.
Assigning a constant basal shear stress has implications for basal melt rates and surface velocity.
Development of the hydrology and till components of the model should address this deficiency
in the model.
The longitudinal stress gradient was slightly positive at the onset and negative for the rest of
the ice stream (Table 3.2 and Figure 3.6C). It had little influence on the force balance compared
to the other components, which is in agreement with past research (Joughin and others, 2002b;
Whillans and van der Veen, 1993, 2001). The peak in the modelled longitudinal stress gradient
visible at a point 345 m downstream of the onset in Figure 3.6C is due to the pull from the
boundary condition in Equation 3.29.
Modelled ice stream velocity was predominantly due to basal sliding (Table 3.2 and Figure
3.6(E-G)). Figure 3.7 shows total surface velocity in the y-direction, as well as along the flowline.
It indicates that velocity slowed towards the margins (velocity is assumed to equal zero at
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Figure 3.6: Stage 1 test results at year 25000
Table 3.2: Stage 1 test results
at year 25000
Variable Onset GL
A Driving stress (Pa) 15601.2 5948.5
B Basal shear stress
(Pa)
1165.0 1165.0
C Gradient in
longitudinal stress
(Pa)
0.024 -165.9
D Gradient in
marginal shear
stress (Pa)
14436.2 4617.6
E Surface velocity
(m a−1)
43.6 173.5
F Basal sliding
velocity (m a−1)
43.5 173.5
G Deformational
velocity (m a−1)
0.188 0.072
H Ice overburden
pressure (MPa)
13.6 4.8
I Effective pressure
(Pa)
408.5 408.5
J Surface elevation
(m)
518.5 19.7
K Bed elevation (m) -998.9 -517.1
L Ice thickness (m) 1513.4 532.7
- Till thickness (m) 4.03 4.03
M Surface slope
(10−3)
-1.15 -1.24
N Surface ice
temperature (○C)
-26.8 -24.8
O Basal ice
temperature (○C)
-1.33 -0.47
P Basal temperature
gradient (○C m−1)
-0.033 -0.049
Q Flow factor A
(10−25 Pa)
5.0 8.8
R Basal melt rate
(10−3 m a−1)
0.31 2.73
the margin), an effect that was most pronounced at the GL where centreline velocity was the
highest. The theoretical transverse velocity profile generated by Equation 3.10 is the same for all
ice stream widths when width and velocity are non-dimensionalised. This theoretical profile is
in reasonable agreement with observed velocity profiles for WIS-B and KIS-C (Anandakrishnan
and others, 2001; Joughin and others, 1999; Whillans and others, 2001, 1987), as shown in Figure
3.7b.
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Figure 3.7: Ice stream velocity at year 25000. (a) 3D representation of surface velocity. (b) Transverse
velocity profile. The theoretical velocity profile (Equation 3.10) is given in red and is compared to
observed velocity profiles of WIS-B (Profile 17) and KIS-C (Profile 25). The theoretical velocity profile
includes only basal sliding, as velocity due to ice deformation is assumed to be constant in the y-direction.
Velocities and widths are non-dimensionalised using the maximum velocity of each profile. This figure is
a modified version of Figure 3 of Bougamont and others (2003b).
The ice overburden pressure reflects the thickness of the ice along the ice stream (Table 3.2
and Figure 3.6H). Effective pressure was held constant in this run, which is unrealistic. The
effective pressure set in this experiment is low compared to those measured in boreholes drilled
into WIS-B and KIS-C (e.g. mean effective pressure of 63 ± 24 kPa for WIS-B, (Engelhardt and
Kamb, 1997)). However, other research suggests that effective pressure at the base of the ice
streams may be much lower. Laboratory analysis of till samples from beneath WIS-B indicates
that effective pressure is in fact likely to be less that 20 kPa (Tulaczyk and others, 2001). While
this is closer to the value assigned to effective stress here, it is still much higher. This discrepancy
will need to be examined in more detail once the hydrology and till components of the model
are developed and basal stress and effective pressure are able to vary with depth in the till and
in time. As I determine the basal water pressure from the difference between the ice overburden
pressure and the effective pressure, the basal water pressure is also unrealistically constant in
this experiment.
The surface elevation, bed elevation, ice thickness and surface slope are given in Table 3.2 and
depicted in Figure 3.6(J-M). Changes in ice geometry occurred mainly at the beginning of the
model run, when ice stream velocity was higher than at stable state. Ice thickness was reduced
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Figure 3.8: Ice stream geometry and temperature at year 25000.
by 336.6 m at the onset and 190.3 m at the GL as ice was moved downstream and out past the
GL. In the upper half of the ice stream (upstream of 202.5 km from the onset) basal melt also
contributed to ice thinning, while further downstream mass was added to the base of the ice with
freeze. The thinning ice stream reduced the loading of ice on the lithosphere and allowed the
bed of the ice stream to partially rebound due to GIA. The bed elevation at the onset increased
by 1.08 m and at the GL by 0.07 m. The result was a reduction in the ice surface elevation of
331.5 m at the onset and 186.4 m at the GL. The surface slope became less steep than in initial
conditions and was non linear between the onset and the GL (Figure 3.6M). At the onset the
slope was reduced by 4.5 × 10−4 and at the GL by 3.6 × 10−4 over the first 25000 years of the
model run. The lowest surface slope was at the onset and the steepest surface slope was located
225 km downstream of the onset.
Surface and basal ice temperatures were highest at the GL and lowest at the ice stream onset
(Table 3.2 and Figure 3.6(N-O)). Figure 3.8 shows the temperature profile with ice depth at year
25000. The insulating effect of the ice on the temperature at the base of the ice is clearly apparent.
Vertical temperature profiles for the same year are compared to borehole temperatures measured
at UpB, the Unicorn, UpC and Siple Dome in Figure 3.9 (Location of sites given in Figure 2.1).
The temperature profile at the centre of the ice stream is very similar to that of UpB, except
near the surface where the modelled temperature did not decrease as rapidly as the observed
one. The UpC temperature depth profile is most like the modelled GL profile. Observations at
the Unicorn and Siple Dome are expected to exhibit different temperature profiles as they are
located at the margins of the ice stream (Figure 3.9). However, even these are in reasonable
agreement with the modelled results. The basal temperature gradient was higher at the onset
than at the GL, with the maximum gradient located 47.5 km downstream of the onset (-0.0324
○C m−1) (Figure 3.6P). Flow parameter A increased from the onset to the GL, reflecting the
vertically averaged ice temperature (Table 3.2 and Figure 3.6Q). Lastly, basal melt occurred in
the upper part of the ice stream (upstream of a point 202.5 km from the onset) and basal freeze
in the lower ice stream region (Table 3.2 and Figure 3.6R).
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Figure 3.9: Vertical ice temperature profiles at the onset, the centre of the ice stream (200 km from the
onset and GL) and at the GL (year 25000) and (a) UpB and the Unicorn (borehole 93-14); and (b) UpC
and Siple Dome. Data are from Kamb (2001) (UpB and the Unicorn), from Engelhardt (2004a) (Siple
Dome) and from Engelhardt, pers. comm. (2000) (UpC), cited in Bougamont and others (2003b).
3.8 Summary
The results of the ice development experiment show that the ice dynamics component of the HIT
model is stable. When compared to WIS-B and KIS-C, the magnitudes of variables calculated in
the model are reasonable. Surface velocities of the ice stream were quite low compared to WIS-B,
which is most likely due to the simplified geometry and the values assigned to basal shear stress
and effective stress in the till. This result will be examined further with the development of the
till and hydrology components of the model, in which basal shear stress and effective pressure
will vary spatially and temporally.
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HIT: Subglacial till development
Stages 2 and 3 of the HIT model development (Table 1.2) add a subglacial till layer and associated
hydrology to the ice stream model outlined in Chapter 3. The inclusion of subglacial till in an ice
stream model is crucial to investigating the dynamics of ice stream flow. This chapter gives the
numerics of the till component of the model and the results of two stages of model development.
Section 4.1 provides the subglacial till numerics, including water fluxes through the till matrix.
Section 4.2 outlines the initialisation procedures of the till component of the model and Section 4.3
gives an overview of the subglacial till experiments. Section 4.4 outlines the steady state criteria
for the model runs. Section 4.5 gives the results of the development experiments and discusses
these results. Lastly, Section 4.6 summarises the findings of the subglacial till development.
4.1 Subglacial till numerics
This section outlines the numerics of the subglacial till model component, including water move-
ment through the porous till matrix. I begin by outlining the till coordinate system and initial
geometry of the model (Section 4.1.1). I then determine the overburden and water pressure in the
till (Section 4.1.2) and the effective pressure (Section 4.1.3). This is followed by the numerics of
till volume, porosity and void ratio (Section 4.1.4) and the hydraulic potential in the till (Section
4.1.5). I then show how the till evolves in response to changing water availability (Section 4.1.6)
and how water fluxes through the till are determined (Section 4.1.7). Lastly I outline the relation
for till strength (Section 4.1.8), discuss changes made to the glacial isostatic adjustment (GIA)
relation (Section 4.1.9) and note boundary conditions necessary in the subglacial till component
(Section 4.1.10). A flowchart of the procedures and structure of the till model component is
given in Figure 4.1 and the values of constants in the hydrology and till component of the model
are given in Table 3.1.
4.1.1 Till coordinate system and initial geometry
The geometry of the till beneath an ice stream is depicted in Figure 4.2. The x-direction of the
till corresponds to that of the ice geometry above it (Figure 3.3). I define s as the coordinate
along the xz-plane, following the bed slope. The coordinate system in the transverse direction
(y) also corresponds to that of ice stream geometry. In the vertical direction I define zs as being
vertical upwards from the bed. The number of vertical nodes in the till column is user-defined.
The initial till column thickness is determined from the solid till thickness (Zs) (m), which is
user-defined and remains constant throughout the model run. The total volume of solids in a till
column is equally distributed between all of the vertical till cells. The thickness of the till (Zv)
(m) is then given by:
Zv =∑ Z ′s
1 − ϕ0(Z ′s) (4.1)
where Z ′s is the solid thickness of a till cell (m) and ϕ0 is the initial till porosity. Note that I use
prime to refer to a till cell, rather than the entire till column.
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Figure 4.1: Flowchart outlining order of procedures in the hydrology and till component of the HIT
Model. A links this flow chart with Figure 3.4, the ice stream model. B links this flow chart with Figure
5.1, the conduit water flux routine of the model.
4.1.2 Overburden pressure in till
Water pressure at the base of an ice mass varies between atmospheric pressure, in a conduit open
to the air, and cryostatic pressure, the pressure exerted by the weight of the overlying ice (Benn
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Figure 4.2: Till geometry and coordinate system. (a) Schematic of till layer showing the x, s and Zs
coordinates mentioned in the text and till thickness (Zv). (b) Till cells are taken to be representative of
conditions at the top left hand side corner (red dot) of the cell. (c) The volume of a till cell depends on
its length (∆s), width (Ws, a percentage of the ice stream width) and thickness (Z
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v).
and Evans, 1998). If the water pressure becomes equal to the cryostatic pressure, subglacial
water is able to support the weight of the overlying ice, lifting it off its bed. Water pressure is
difficult to determine solely from ice geometry, especially where the flowline extends kilometres
inland from the GL. However, it is possible to calculate water pressure indirectly by rearranging
Equation 3.20 and substituting the total overburden pressure Po (Pa) (the weight of the ice and
any till above a given point) for the ice overburden pressure. The total overburden pressure is
given by:
Po(zs) = Pi +Pt(zs) (4.2)
where Pi is the ice overburden pressure (Pa) (Equation 3.19) and Pt is the till overburden pressure
(Pa). Pt is determined by:
Pt(zs) =∑([(1 − ϕ(zs))ρs + ϕ(zs) ρw] g Z ′v(zs)) (4.3)
where ϕ is the till porosity, ρw is water density (kg m
−3), ρs is sediment (till) density (kg m−3),
g is the acceleration due to gravity (m s−2) and Z ′v is the thickness of a till cell (m). Summation
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in Equation 4.3 is over the layers above a given node in the till column. Note that the loading
of water in conduits is not included in the total loading, as in most cases it occurs over only a
small fraction of the bed.
4.1.3 Effective pressure in till
The effective pressure of sediments depends on their water content and structure. Therefore,
changes in the structure and void ratio of till can be used as a proxy for variations in effective
pressure. For normally consolidated till, overconsolidated till and till at the critical state line
(Section 2.1.2.1) it is possible to approximate effective pressure (N) (Pa) from sediment void
ratio (et) by (Scott, 1963):
N = N0 10 (e0−et)Cζ (4.4)
which is the same as:
et = e0 −Cζ log ( N
N0
) (4.5)
where e0 is the void ratio at the reference normal effective stress, No (Pa), and Cζ is the dimen-
sionless coefficient of compressibility. The subscript ζ can be replaced by subscripts representing
normally consolidated till (c) and overconsolidated till (s). The values of N0, e0 and Cζ are
user-defined. The value of N0 is usually taken as 1000 Pa. Values for e0 and Cζ are derived
from triaxial experiments and consolidation tests of till samples. In a normally consolidated till
e0 typically ranges from 0.70 to 0.78 and Cc from 0.12 to 0.15 (Christoffersen and others, 2006;
Tulaczyk and others, 2000a). In overconsolidated till e0 and Cζ are often lower. Christoffersen
and others (2006) and Tulaczyk and others (2000a) reported overconsolidation values for e0 of
between 0.45 and 0.53 and for Cζ of between 0.014 to 0.025.
4.1.4 Till volume, porosity and void ratio
In order to consider how changes in water availability affect till yield strength, it is necessary to
define the dimensions of the porous material that is being considered. While this is a flowline
model, till is still represented volumetrically, where a node is taken as the top left hand corner
of the till cell (Figure 4.2b). The length of the till cell is the node spacing in the s-direction, cell
width is equal to the width spacing and cell thickness is initially user-defined. The width spacing
(Ws) is set to the width of the ice stream if conduit formation is not included in the experiment
or to the conduit spacing (Section 5.1.2) if conduits are included.
A normal till matrix consists of solid (mineral particles), liquid (usually water) and gas (air)
particles (Lambe and Whitman, 1969). As gas solubility is high at the high subglacial pressures
found under hundreds of kilometres of ice (Tulaczyk and others, 2001), the gas phase in till
beneath the SIS is negligible. Saturation pressures are so much smaller than ambient hydrostatic
pressure at depth (ca. 90 × 105 Pa) that complete water saturation of the till in situ is assured
(Whillans and others, 2001). Therefore, in this model I solely consider solid and fluid till elements.
The volume of the till column (Vv) (m
3) is given by:
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Vv = Vf + Vs = Zv Ws ∆s (4.6)
where Vf is the fluid till volume (m
3), Vs is the solid till volume (m
3), Ws is the width spacing
(m), ∆s is the distance between nodes along the xz-plane (m) and Zv is given by Equation 4.1.
In this model I do not investigate rates of subglacial erosion, transport and deposition explic-
itly. Previous numerical studies by Bougamont and others (2003a,b) suggest that erosion and
deposition rates are both of the order of 1 mm a−1, or less. Therefore, as these rates are small I
assume that till continuity is always maintained. As such, Vs is given by:
Vs = Zs Ws ∆s (4.7)
and Vf by:
Vf = Vv − Vs (4.8)
The relationship between solid and fluid till volume is a function of the till’s porosity and void
ratio. The concept of porosity was introduced in Section 2.1.2. Void ratio of the till (et) is the
ratio of the volume of void space to the volume of solids in the till. It is related to till porosity
by:
ϕ = et
1 + et
= Vf
Vv
and et = ϕ
1 −ϕ
= Vf
Vs
(4.9)
Since Zs is held constant, any change in the till volume is directly related to a change in porosity
and void ratio. Note that this relation applies to each till cell as well as to the entire till column.
I set a user-defined maximum and minimum porosity to account for the fact that there are limits
to the achievable porosity of till. The very presence of a solid till matrix dictates that porosity
can not be equal to unity (100% of fluid till volume). Theoretically, minimum porosity depends
on particle size distribution, with random packing of a unimodal spherical sediment having a
minimum porosity of 0.363 and an infinite size spread of spherical sediment particles having a
minimum porosity of 0.04 (Barnes and others, 1989; Wakeman, 1975). In addition, factors such
as adhesion of water onto minerals in the till, absorption of water into the soil lattice, and the
existence of occluded pores of water (pores not connected to main porous flow), lead to a residual
level of liquid maintained in the till (Koponen and others, 1997).
Initial void ratio and porosity at the ice-till interface are determined by the user and are related
to the ice thickness, as thicker ice generally leads to a higher basal melt rate and till porosity.
The user prescribes an initial void ratio for the top cell of the node with the thickest ice and
for the thinnest ice and the void ratio at the ice-till interface of each node of the flowline is
found by linear interpolation. The initial vertical profile of the till is such that the hydraulic
potential and excess porewater pressure are constant with depth. This allows the till porosity to
instantaneously respond to basal melt or freeze conditions at the ice base. I determine the void
ratio at each vertical node from the excess porewater pressure. The excess pore water pressure
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(up) (Pa) is the pressure of water in the till that is in excess of the hydrostatic pressure, such
that:
up = Ph − Pw (4.10)
where Pw is the water pressure (Pa) and Ph is the hydrostatic pressure (Pa) given by:
Ph = Pi + ρw g Zvc (4.11)
where Zvc is the cumulative till thickness measured downwards from the ice-till interface (m).
When the excess pore water pressure is zero, there is no water flow and the water pressure is
hydrostatic. From Equation 3.20 and Equation 4.10, up can also be given by:
up = Po − Ph −N (4.12)
and, using Equations 4.2, 4.3 and 4.11, can be expanded to:
up = Pt − ρw g Zv −N
= [(1 −ϕ)ρs +ϕ ρw] g Zvc − ρw g Zvc −N
= (1 − ϕ)(ρs − ρw)g Zvc −N
(4.13)
Assuming that excess porewater pressure is constant with depth, Equation 4.13 can be rearranged
to give:
g Zvc(1 + et) (ρs − ρw) − up −N = 0 (4.14)
The effective pressure N is a function of the log of void ratio, together with a number of constants
(Equation 4.4). Therefore, up at the ice-till interface can be solved as long as the void ratio there
is known. This leaves et as the only unknown in Equation 4.14. I use a bisectional root finding
algorithm to solve Equation 4.14, solving from the top to the bottom of the till. The value of Zvc
is updated as each value of void ratio is calculated, as the volume (and in this case the thickness)
of the till depends on the water content.
4.1.5 Hydraulic potential in till
Where water does not drain freely at atmospheric pressure, solely under the influence of gravity,
flow is governed by a pressure gradient within the ice and within the drainage system (Knight,
1999). Pressure gradients are controlled by ice thickness, which is a function of bed and surface
topography. In glaciological studies, the concept of hydraulic potential draws mainly on work by
Shreve (1972), comparing glacial drainage systems with those developed in permeable limestone.
Hydraulic potential (Φ) is given by:
4.1. Subglacial till numerics 51
Till
Cell
Flux into
cell
Flux out
of cell
Flux out
of cell
Flux into
cell
Flux into
cell
Flux out
of cell
Flux out
of cell
Flux into
cell
1
2
3 4
qa
qb
qu qd
Figure 4.3: Water fluxes into and out of a till cell. Flux directions are: above (a), below (b), upstream
(u) and downstream (d). Flux location numbers are given in the circles.
Φ = ρw g Zvc + Pw (4.15)
where Zvc is the till thickness (m) above the point of consideration (where Zvc = 0 at the ice
till interface and Zvc = Zv at the base of the till). The gradient in hydraulic potential (or the
hydraulic gradient) between two points indicates whether the hydraulic potential at one of the
points is higher or lower than at the other. Water flows from areas of high to low potential.
4.1.6 Till geometry evolution
The volume of a till cell (V ′v ) (m
3) changes with water content. This volume change is given by:
∂ V ′v
∂t
= (qa − qb)∆s Ws + (qu − qd)∆zs Ws (4.16)
where qa, qb, qu and qd (m s
−1) are the water fluxes into and out of a given cell from above,
below, upstream and downstream, respectively (Figure 4.3). The new cell volume is determined
by adding this change in volume to the current cell volume. The change in volume translates
into a change in vertical till thickness, neglecting any strain in the radial direction. The elevation
of each till layer is equivalent to the bed elevation plus the thickness of the till layers below.
At the ice-till interface any water from basal melt enters the till and any water required for
basal freeze is drawn upward from the till by cryostatic suction (Christoffersen and Tulaczyk,
2003a; Fowler and Krantz, 1994). This is where water moves up in the till due to the pressure
induced by the interfacial curvature of fine-grained till (Christoffersen and Tulaczyk, 2003a). An
upward movement of water in the till could also be due to the supercooling of basal water, where
water is present at temperatures below the pressure melting point (PMP) due to the presence of
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solutes in the water, to ice-water interfacial effects (Christoffersen and Tulaczyk, 2003a; Rempel,
2009) or to the movement of water up steep adverse bed slopes (Alley and others, 2003, 1998;
Cook and others, 2006; Hooke, 1991; Röthlisberger and Lang, 1972). Although the basal ice
temperature in the model is held at the PMP, the lowering of the pore water pressure through
an increase in till porosity indirectly models the supercooling process.
4.1.7 Water fluxes in till
Water fluxes through till can be described using Darcy’s Law, which states that the flux of
water through a porous medium varies directly with the pressure gradient and inversely with the
viscosity of the fluid. Darcy’s flux (qξ) is given by:
qξ = −kp
µ
∂Φ
∂ξ
(4.17)
where ξ is replaced by either zs for a vertical flux or s for a horizontal flux, kp is the intrinsic
permeability of the porous medium (m2), µ is viscosity of the pore water (Pa s) and ∂Φ/∂ξ is
the gradient in hydraulic potential (Section 4.1.5). The permeability term (kp) is given by:
kp = Kt µ
ρw g
(4.18)
where Kt is the hydraulic conductivity coefficient of the till (m s
−1) (Table 3.1). Horizontal and
vertical hydraulic conductivities are generally anisotropic, due to the stratified, heterogeneous
nature of unconsolidated till. However, I assume a homogeneous till and an isotropic value of Kt
here, as the way in which the till might be stratified with depth is not well known. Combining
Equations 4.17 and 4.18 I obtain:
qξ = − Kt
ρwg
∂Φ
∂ξ
(4.19)
It is this form of the flux relation that I use in the HIT model to determine water fluxes in and
out of each till cell (Figure 4.3). A flux is defined as positive when it is directed downwards for
vertical fluxes and when it is directed downstream for horizontal fluxes.
Boundary conditions of porous flow are required at the ice stream onset and at the top and
bottom of each till column. At the ice stream onset horizontal water fluxes into the till column
are user defined and are constant with till depth. At the base of the till column there is a no
flow condition. At the top of each till column the water flux into the till column (qa) is given by:
qa = (Vm˙t + Vw)
At ∆t
(4.20)
where Vm˙t is the volume of water from basal ice melt (m
3), Vw is the volume of water stored in
a subglacial conduit (m3) (if there is no conduit, Vw = 0), At is the area over which basal melt
occurs (m2) and ∆t is the number of seconds in one time step. Vm˙t is given by the basal melt
rate (Equation 3.28) multiplied by the area over which the basal melt occurs and the time step.
If this value is less than zero, it indicates that basal freeze is occurring.
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4.1.7.1 Till mixing
When ice flows at high velocity over subglacial sediments it is likely that some mixing of the till
layer will occur. The near constant till porosity at depth found below WIS-B is hypothesised to
result from the higher ice stream velocities of active ice streams (compared to the lower velocities
of stagnant ones) (Bougamont and others, 2003b). However, the exact relation between till
mixing and flow velocity is not known. Here I introduce a non-linear mixing component (fm)
(m s−1), which is added to the flux equation given in Equation 4.19 to give:
qξ = − Kt
ρw g
∂Φ
∂ξ
+ fm (4.21)
where fm is given by:
fm = fmix Z ′s ∂et∂ξ (4.22)
where fmix is the till mixing rate (s
−1), given by:
fmix = am atan (bm(ub − cm)) − am atan(−bm cm) (4.23)
where am (m s
−1), bm (s m−1) and cm (m s−1) are mixing coefficients and ub is the basal sliding
velocity (m s−1) (Equation 3.10). The till mixing rate can be divided into two sections; the part
of the equation to the left of the minus sign determines the curve of fmix and the part to the
right ensures that when ub = 0, fmix = 0. Examination of the first part of Equation 4.23 reveals
that am controls the magnitude of fmix curve (higher am results in stronger mixing), that bm
controls the steepness of the curve (higher bm results in a faster transition between strong mixing
and weak mixing) and that cm controls the basal sliding velocity at which the transition is made
(higher cm results in the point of transition being at higher basal sliding velocity).
To determine the values of am, bm and cm I performed multiple tests and model runs. I aimed
for a mixing scenario where mixing is insignificant at flow velocities less than 30 m a−1, slightly
significant at flow velocities between 30 and 100 m a−1 and very significant at velocities over 100
m a−1 (Figure 4.4). I used transitions of 30 and 100 m a−1 to correspond to mixing transition
velocities used in past research. Bougamont and others (2003b) used an abrupt 30 m a−1 transi-
tion between non-mixed and mixed till in their model. Christoffersen and Tulaczyk (2003b) used
a mixing term that ensured that mixing was significant at basal sliding velocities greater than
100 m a−1. Experimentation resulted in the values of am = 3 × 10−10 m s−1, bm = 3 × 106 s m−1
and cm = 4 × 10−6 m s−1.
4.1.7.2 Adjustment of water fluxes in till
If the volume of the till at a given cell exceeds the maximum till volume (the till volume given
the maximum till porosity) or drops below the minimum till volume (the till volume given the
minimum till porosity) (as defined in Section 4.1.4), then fluxes entering or exiting a till cell
require adjustment to the maximum or minimum permissible porosity, respectively. I calculate
the potential new volume of each till cell using Equation 4.16. If the fluxes of a till cell require
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Figure 4.4: Magnitude of till mixing term fmix in terms of basal sliding velocity.
adjustment, then this is done by changing the magnitude of water fluxes into the cell (if the cell
exceeds maximum porosity) or out of a cell (if the cell is below minimum porosity). The amount
by which each flux is adjusted is scaled to the original magnitude of the flux. The order in which
the fluxes are adjusted is shown by the flux location numbers in Figure 4.3: from flux location
(4) (downstream), to flux location (3) (upstream), to flux location (2) (below) and finally to flux
location (1) (above).
As the order of operation for calculating till fluxes is from the onset of the ice stream to the
GL, the till volume of cells upstream (except at the onset) and below (except at the base of the
till) a cell being adjusted must be rechecked to ensure that the changes made do not cause the
cell to go below minimum porosity or exceed maximum porosity. If, after all adjustments have
been made, the till cell being operated on is still above maximum porosity or below minimum
porosity, then the flux at location (1) is adjusted so that porosity is within the bounds required.
At the top of the till this affects the flux in/out of the till column.
4.1.8 Till yield strength
Friction at the bed of ice streams is poorly described by classical lubrication theory, as it is often
significantly less than the shear stress (or driving stress) that a lubrication approximation would
predict (Joughin and others, 2004a; Schoof, 2006; Whillans and van der Veen, 1997). This is
consistent with geophysical observations that indicate that the basal sliding of ice streams is
essentially Coulomb slip associated with the mechanical failure of plastic subglacial sediments
(Tulaczyk, 1999). As such, friction at the bed is equivalent to the yield stress of the underlying till
layer. This is independent of sliding velocity, determined by the difference between the normal
stress at the bed and the porewater pressure in the till (Schoof, 2006; Tulaczyk and others,
2000a). The till failure strength (τf ) (Pa) is given by the Mohr-Coulomb criterion:
τf = ct +Nmin tan(φ) (4.24)
where ct is the apparent cohesion of the till (Pa) (Table 3.1), Nmin is the minimum effective
pressure in a given till column (Pa) and φ is the internal angle of friction (○). The cohesion term
is often neglected in numerical models, but I retain it here. Note that I use the minimum effective
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stress within a till column, as this gives me the minimum strength of the till, where failure will
occur. The till yield strength is used to approximate the basal shear stress, as outlined in Section
3.3.1.2.
4.1.9 Glacial isostatic adjustment including till
The relation for GIA outlined in Section 3.3.4 is modified here to take account of the till layer,
by:
∂bz
∂t
= 1
Θb
(b0 − bz − ρi
ρm
H −
ρs
ρm
Zs −
ρw
ρm
Zf) (4.25)
where bz is the bedrock elevation (m), Zf is the fluid thickness of the till (m), Θb is the relaxation
time of the asthenosphere (s), ρm is the density of the mantle (kg m
−3) and b0 is the isostatically
adjusted bedrock elevation (m) if ice is removed, given by:
b0 = bi + ρi
ρm
Hi +
ρs
ρm
Zs +
ρw
ρm
Zf (4.26)
where bi is the bed elevation and Hi is the ice thickness that is considered to be in isostatic
equilibrium with bi. Equation 4.26 is calculated in the same way as Equation 3.17 in Section
3.3.4. If it is not known how many metres the bed elevation and ice thickness are out of equi-
librium at the beginning of the model run, then b0 is initialised over a user-defined number of
years by calculating Hi and Zf using temporally averaged ice thickness and fluid till thickness,
respectively.
4.1.10 Boundary conditions
As in the development of stage 1, boundary conditions are required for some stress and pressure
relations at the GL. The till thickness and the height of till cells at the GL are taken to be equal
to those one node upstream of the GL. Boundary conditions are also required for water fluxes in
the till, where there is a prescribed flux of water into the till at the onset and a no flow condition
at the base of the till column.
4.2 Subglacial till and hydrology initialisation procedure
The subglacial till and hydrology initialisation follows the ice initialisation outlined in Section
3.4. During the ice initialisation, the initial till geometry (till thickness and volume) is calculated
and the initial till porosity is set. The basal melt rate is calculated in order to allow ice stream
thickness to evolve, but the till does not respond to changing water availability (till thickness
and porosity are held constant). Water pressure and hydraulic potential are the only variables
updated, reflecting changes in the ice overburden pressure.
The purpose of the subglacial till and hydrology initialisation is to run the model until it reaches
a stage where the ice and till are fully coupled. This is assumed to be when the temporal change
in surface velocity at all nodes reaches a user-defined minimum (default of 1 × 10−9 m s−2). The
till layer is coupled to the thermodynamic ice flow component by the till yield strength (basal
shear stress, Section 3.3.1.2) and by the hydrology of the till (basal melt rate, Section 3.3.9).
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Figure 4.5: Initial till profile used for the hydrology/till development. Void ratio/porosity of the till is
determined by a user-defined void ratio set at the top of the till column and the criteria that hydraulic
potential and excess porewater pressure are constant with depth, within the constraints of the prescribed
minimum and maximum till porosity (Section 4.1.4).
4.3 Till development model setup
The till of the HIT model was developed in two stages; stages 2 and 3 (Table 1.2). Both stages
involved water flow (horizontal and vertical) through a porous till layer. The solid till layer
was initially set to 2.4 m thick everywhere (6 vertical till nodes), as described in Section 4.1.1
(Zs constant with depth). I set the starting void ratio at the location of the thickest ice to
0.9 (porosity of ∼47%) and at the location of the thinnest ice to 0.7 (porosity of ∼41%) (from
Equation 4.14). This resulted in a till layer that was initially 3.44 m thick at the onset and
3.37 m thick at the GL (Figure 4.5). I set the maximum void ratio of the till to 1.0 (porosity
of 50%) and the minimum to 0.25 (porosity of 20%). The initial vertical profile of void ratio
and porosity was determined by requiring that the hydraulic potential and the excess porewater
pressure be constant with depth (Equation 4.14). The reference void ratio of the till (e0), at a
reference effective pressure (N0) of 1000 Pa, was set to 0.6 and the coefficient of compressibility
(Cc, assuming a normally consolidated till) to 0.2. The e0 is within the range of those published
by Tulaczyk and others (2000a) (0.45 - 0.78), but Cc is a bit higher (0.2 compared to 0.014 -
0.15). Lower values of Cc could not be used as they led to very rapid changes in the till yield
strength when till porosity was low, inducing instabilities in the model. The b0 term that is used
to determine the change in bed elevation due to GIA was calculated at year 300 (determined at
one time step only) of the model run. The time step of the model runs was 12 hours.
The two development stages differ by how they deal with water when the till reaches full satu-
ration (when till porosity is equal to maximum till porosity). In stage 2 water in excess of the
maximum till porosity is lost (zeroed) at the ice-till interface. In stage 3, excess water moves
into the top till cell one node downstream. Both experiments use the ice geometry outlined in
Chapter 3 and the stable state criteria given below in Section 4.4.
4.4 Stable state criteria
The stable state criteria for the hydrology development consist of those set for the ice development
(Section 3.6) plus additional consideration of the change in amplitude and period of any temporal
oscillations in the ice stream surface velocity. As for the ice development, I consider the ice stream
model to have reached a stable state when the trend line of the surface velocity has a relative
slope no greater than ±1 × 10−6 a−1 measured over a period of 10000 years. When oscillations
occur in the data, the trend line slope is still calculated, but can be distorted by partial oscillation
periods at either end of the trend line period. After much experimentation, it was found that the
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most robust method for assessing the slope of the trend line in the case of an oscillating surface
velocity was to fit it to maxima and minima in the data, rather than to the entire dataset. After
fitting one line through all the maxima in the trend line period and another through all the
minima, I take the (absolute) maximum slope of the two fit lines. I then find the relative slope
of this value. As in Section 3.6, the relative slope is the slope of the trend line divided by the
average value of surface velocity over the trend period. I require that the absolute relative slope
to not exceed 1 × 10−5 a−1. This tolerance is higher than for data without oscillations, as the
variability in a temporally oscillating surface velocity is more pronounced.
If oscillations occur in the data, I also consider the change in oscillation amplitude and period.
To facilitate this, the ice stream surface velocity data were smoothed using a running mean filter
over 350 years. This smoothing eliminated high frequency variations that would otherwise have
erroneously been identified as maxima and minima in the data. The amplitude and period of
oscillations in the surface velocity were not permitted to change by more than 7% in each case,
from one oscillation to the next (taken as from one maximum in the surface velocity to the next).
These tolerance values were assigned after substantial analysis of multiple data sets. When the
above criteria are met, I refer to the model as being in a linear stable state when no oscillations
are present in the data and as being in an oscillating stable state when oscillations are present.
While oscillations can not be considered as being stable in the strictest sense, the terminology is
used here to refer to a state where oscillations do not change significantly in amplitude, period
or magnitude over long time periods.
4.5 Stages 2 and 3: Results and discussion
In stage 2, any water in excess of the maximum till porosity in the top layer of the till was lost
(zeroed) at the ice-till interface (Table 1.2). The underlying assumption in this case was that
water at the ice-till interface is carried away by a basal water system that does not interact
with the till layer. In stage 3 water in excess of the maximum porosity in the top till layer was
transferred to the next till cell downstream. The aim in this case was to determine the role of
water moving laterally in the till, without explicit modelling of a hydrologic system. In both
stages the model reached a stable state (as defined in Section 4.4) for the entire flowline after
12485 and 44005 years, respectively (Figure 4.6). The relative slope and uncertainty of the fit
parameters are given in Table J.2 (Appendix J). The trend in the fit plus its uncertainty was
small (as set by the stability criteria) for both stages, indicating that any trend in the data is
negligible. Achievement of the stable state criteria set out in Section 4.4 provides a quantifiable
way in which to assess the stability of model results, even in the case where the surface velocity
oscillates in time. This allows changes made to model parameters after a stable state is acquired
to be interpreted against a base state. A 10000 year period (years 20001-30000 for stage 2 and
years 50001-60000 for stage 3) at stable state was selected for analysis, the results of which are
presented below. Data tables referred to in the text are available in Appendix J. As in Chapter
3, where possible I compare the results of the model development to real-world observations
of the WIS-B and KIS-C. As stated previously, I am essentially comparing the magnitude and
direction of the model output to observations, rather than the actual values.
The surface velocity in stages 1-3 was similar at the onset, but stages 2-3 exhibited far greater
surface velocities at the GL (Table J.3, Figure 4.7). The maximum surface velocity found in
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stage 1 increased by a factor of 2.6 in stage 2 and was almost double in stage 3. At the GL
minimum surface velocities were much lower than in stage 1, down to approximately 1m a−1. The
maximum velocities in stage 2 and 3 were more in line with typical velocities of WIS-B (400 m a−1)
(Whillans and others, 2001, 1987), which suggests an improvement on the stage 1 result. As in
stage 1, the force balance was dominated by the driving stress and the gradient in marginal shear
stress for most of the ice stream (Table J.3, Figure 4.7). However, low surface velocities were
associated with basal shear stresses that exceeded all other force balance components near the
GL. The gradient in longitudinal stress (ranging from -8.2 kPa to 13.3 kPa) was higher than in
stage 1, exceeding the driving stress and gradient in marginal shear stress near the GL when
surface velocity was high.
In stages 2 and 3 oscillations developed in the surface velocity. These occurred due to the
following processes. I begin with a situation where surface velocity is low. When the conductive
heat transfer from the bed to the ice is smaller than the sum of the geothermal heat flux and
basal friction (product of the velocity due to basal sliding and the basal shear stress) (Equation
3.28), melt will occur at the base of the ice. The water generated by basal melt enters the till
layer and increases the porosity and void ratio of the till. This lowers the effective pressure in the
till and the till yield strength. As the basal shear stress is equal to the till yield strength (when
the basal stress is lower than the sum of the driving stress and the gradient in the longitudinal
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Figure 4.6: Ice stream surface velocity, smoothed using a mean filter over 350 years. Stable state for
(a) stage 2 and (b) stage 3. Trend data are given in Table J.2. The longest spin up time for stage 2
was for a node 2.5 km downstream of the onset (year 12485) and for stage 3 was for nodes 45-45.7 km
upstream of the GL (year 44005). See Section 4.4 for stability criteria. The trend line is a linear fit to
either the maxima or minima (whichever has the highest absolute slope) surface velocity values in the
trend period. The 10000 year stable period is marked with the red dashed line, the equation of which
is given in red. The slope of this line gives the change in ice stream velocity in one year. Grey dots are
maxima and black dots are minima. Centre of ice stream is 200 km from the onset and 200 km inland
from the GL (Figure 3.2).
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Figure 4.7: Surface velocity and force balance of development stages 2 (left) and 3 (right). Surface
velocity for a 5000 year time period once stable state was reached for (a) stage 2 and (b) stage 3. Light
grey lines are spaced 22.5 km apart and red dashed lines indicate timing of the other sub-figures. Figures
b-d show surface velocity (in grey) and components of the force balance at years of high (c and d) and low
(e and f) surface velocity. Force balance components are: driving stress (red), basal shear stress (blue),
the gradient in longitudinal stress (green) and the gradient in marginal shear stress (black).
stress), there is less resistance to the driving stress and the ice moves faster. If ice moves out of a
given area faster than it moves into it (divergence), the ice thins and the surface slope increases
(becomes less steep). Melt at the base of the ice also contributes to the ice thinning, but the
effect is negligible compared to the thickness change caused by divergence. The less steep surface
slope reduces the driving stress, but the surface velocity continues to increase because the basal
shear stress decreases faster than the driving stress, where τb = τf = f(10−et) (from Equations
4.4 and 4.24). The thinning of the ice raises the ice temperature at the surface (due to the
elevation change) and at the bed (the pressure melting point is increased). In most cases these
temperature changes cause the gradient in the basal ice temperature to decrease.
When the friction at the base of an ice stream is reduced (as the basal shear stress is reduced)
enough that the sum of it and the geothermal heat flux are lower than the conductive heat
transfer from the bed of the ice, basal freeze occurs. Water is extracted from the till, lowering
the till porosity. This increases the effective pressure in the till and the till yield strength.
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The basal shear stress resists more of the driving stress, lowering the surface velocity. Where
the surface velocity downstream of a point on the ice stream is less than the surface velocity
upstream of the same point (convergence), the ice thickens and the surface slope decreases
(becomes steeper). The driving stress increases, but not as fast as the basal shear stress does,
so the surface velocity decreases. Freeze at the base of the ice also adds to the ice thickness, but
again this effect is negligible compared to thickness changes due to convergence. The thickening
ice lowers the surface and basal ice temperatures, decreasing the basal temperature gradient.
The low surface velocity at this point marks the end of the cycle, which then begins again. This
verifies the findings of Tulaczyk and others (2000b) which showed that ice streams are subject
to thermally triggered instabilities, during which small changes in the basal energy balance can
change flow dynamics of the ice stream. Tulaczyk and others (2000b) suggested that ice streams
were capable of switching between two thermo-mechanically controlled equilibrium states, one
with lower surface velocities and a strong bed and the other with faster surface velocities and
a weak bed, which is exactly the situation found to occur in stages 2 and 3 of the HIT model
development. Similar ideas are also found in other work (e.g. Bougamont and others, 2003b;
Payne, 1995) (see Section 2.5).
In stage 2 the ice stream oscillated with an average period of 1100.4 years and in stage 3 with
a period of 930.3 years. The amplitude of the surface velocity oscillation in stage 2 was 2.7
m a−1 at the onset, to 121.8 m a−1 at the centre of the ice stream and 447.8 m a−1 at the GL. In
stage 3 the amplitude in the surface velocity was reduced to 1.6 m a−1 at the onset, 86.5 m a−1
at the centre of the ice stream and 323.2 m a−1 at the GL. Most of the changes in the cycle
described above did not occur simultaneously in stages 2 and 3, but lagged one another by a
number of years. Figure 4.8 shows the relationship between the surface velocity, ice thickness
and basal melt rate over one period of oscillation at the onset, at the centre of the ice stream
and at the GL. At the onset, where basal melt was high and the upper region of the till was
always at maximum porosity, changes in the ice thickness and the basal melt rate were almost
synchronous, with peaks/troughs in the ice thickness occurring just 5-10 years after those of the
basal melt rate. The surface velocity had an inverse relationship with the basal melt rate and ice
thickness, so that when ice thickness and the basal melt rate were high, the surface velocity was
low, and vice versa. At the centre of the ice stream, oscillations were similar in form to those
of the onset, with the major difference being that the maximum surface velocity occurred much
sooner in the cycle and that basal freeze occurred for 325-400 years of the oscillation cycle.
At the GL the form of ice stream oscillations was quite different to that of the onset and the
centre of the ice stream. The surface velocity, ice thickness and basal melt rate all increased
suddenly in year 21525 and year 50815 of stages 2 and 3, respectively. This was because the
surface velocity at the GL was low (< 5 m a−1) for ∼500 in stage 2 and ∼250 years in stage 3,
during which time the ice thickened and the surface slope immediately upstream steepened. The
thickening ice caused the driving stress and the basal temperature gradient to increase. The
increase in the basal temperature gradient allowed basal melt to occur, raising the till porosity
slightly at the GL. Due to the log term in the compressibility equation (Equation 4.5), a small
increase in porosity corresponds to a large decrease in the effective till pressure and till yield
strength (Equation 4.24). The steepening surface slope and sudden reduction in basal shear
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Figure 4.8: Surface velocity (black), ice thickness (red) and melt rate (blue) at (a,b) the onset, (c,d)
the centre of the ice stream and (e,f) the GL for stages 2 (left) and 3 (right). The grey shaded part of
each graph outlines one period of oscillation (stage 2, ∼1100 years; stage 3 ∼930 years), from and to a
point of minimum surface velocity (see Figure 4.7). Dashed lines give the positions of the maximum and
minimum values of each variable. Surface velocity and ice thickness are non-dimensionalised using the
maximum and minimum data values and the melt rate is non-dimensionalised using the highest of the
absolute maximum and minimum data values.
stress together led to the rapid increase in the surface velocity. The rapid increase in the surface
velocity led to a sudden transition in the basal melt rate and ice thickness. The ice thickness was
most variable 42.5 km upstream of the GL, where a horizontal gradient in basal shear stress was
most pronounced (high to low till porosity transition). The fast change in the surface velocity
also meant that less time was required for the till to reach maximum porosity at the GL. The
staggered time between the oscillation periods at the onset, centre of the ice stream and the GL
occurred because it took time for changes that initiated at the GL to be transferred upstream,
primarily in response to changes in the surface velocity.
In stage 1 of the model development such oscillatory behaviour of the ice and till could not
occur because the basal shear stress and effective pressure were held constant. In stages 2 and 3
this was not the case and the cycle described above developed. The basal shear stress in stages
2 and 3 of the model development ranged from 1 to 23.7 kPa (Table J.3), revealing that the
constant basal shear stress adopted in stage 1 was at the lower end of this scale. The high end
of this scale is also much higher than basal shear stresses determined by Joughin and others
(2002b), although the magnitude is not unreasonable. The range in the basal shear stress is
controlled by the maximum and minimum porosity of the till, the reference value of void ratio,
the reference value of effective pressure, the coefficient of compressibility, apparent cohesion and
the internal angle of friction in the till (Equations 4.4 and 4.24). Till yield strengths found in
stages 2 and 3 correspond to a range of effective pressures between 10 Pa and 56.2 kPa (Table
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Figure 4.9: Till profile and void ratio/porosity of stages 2 (left) and 3 (right) at high (c,d) and low (e,f)
surface velocity (a,b). Dark grey dots and vertical dashed lines in (a) and (b) are the years at which till
profiles are taken. Light grey lines are spaced 22.5 km apart.
J.3). The maximum effective pressure is within the lower bounds of effective pressures measured
in boreholes by Engelhardt and Kamb (1997) (63± 24 kPa) and is in line with those determined
by laboratory analyses (< 20 kPa) (Tulaczyk and others, 2001).
The differences between stages 2 and 3 of the model development occurred due to changes in
the amount of water distributed within the till layer. The amount of water lost to the subglacial
system in stage 2 was on average 34000 m3 a−1 (range of 11000 to 66000 m3 a−1). This was
predominantly in the upper part of the ice stream, with no water lost between a point 250 km
downstream of the onset and the GL. The effect that this had on the subglacial environment
was most apparent in the differences in till porosity and thickness in the two stages. In stage
3 the porosity of the upper till layer was higher for more of the ice steam (Figure 4.9). At
maximum surface velocity, the top till layer was at maximum porosity from the onset to 225 km
downstream of the onset in stage 2 and to 347.5 km downstream of the onset in stage 3. The
lower till porosity in stage 2 led to a higher till yield strength and basal shear stress in the lower
half of the ice stream, which is why the surface velocity remained low for longer in stage 2 than
in stage 3. In both stages the till near the GL remained comparatively strong throughout the
model run (maximum porosity of 37%), which is what allowed the surface velocity to remain
low, as described above, for hundreds of years.
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Till porosity generally decreased with depth in the till. This was especially the case in the first
150 km of the ice stream, where the top of the till was continuously at maximum porosity and
the base of the till was always near minimum porosity (Figure 4.9). Comparing the till porosities
generated in stages 2 and 3 with those measured in till samples fromWIS-B and Kamb Ice Stream
(KIS-C), we find that the magnitude of the results is reasonable. Till porosities generated by the
model are in reasonable agreement with those observed beneath WIS-B and KIS-C (∼26-60% for
KIS-C and ∼33-44% for WIS-B) (Alley and others, 1987; Blankenship and others, 1986, 1987;
Kamb, 2001; Rooney and others, 1987; Tulaczyk and others, 2001; Whillans and others, 2001)
(see Section 2.3.1). The maximum porosity of 0.5 and minimum porosity of 0.2 set in the stage 2
and 3 experiments were both a bit lower than the upper and lower bounds of the bulk porosities
measured at KIS-C. However, the general range of porosity magnitudes are in good agreement
with observed values.
Stages 2 and 3 introduced vertical and horizontal water fluxes in the till. Figure 4.10(a-d) shows
that in both stages vertical water fluxes in the till beneath the upper half of the ice stream
were small (∣qa∣ ,∣qb∣ < 5 × 10−13m s−1). In the lower half of the ice stream water predominantly
moved downwards in the till when surface velocity was high and upwards in the till when surface
velocity was low. This was primarily in response to basal melt and freeze at the ice-till interface
and associated changes in water availability, porosity, effective pressure of the till and hydraulic
potential of the till. Downward movement of water was mostly due to the till mixing component
and upward movement to the Darcy water flux component of the water flux. The highest values
of till mixing occurred when surface velocity was high, as determined by the fmix term in the
till mixing equation (Equation 4.23). Maximum values of vertical till mixing occurred 0.5 - 0.8
m below the till surface, between the top till cell and the cell below it. This is because the till
mixing equation is also a function of the differences in fluid content between till layers (Equation
4.22). As the top vertical till layer receives water from basal melt or loses water to basal freeze,
its porosity changes quicker than the cell below it. Therefore, the largest gradient in the fluid
volume of the till and the till porosity occurs between the top and second layer in the till.
Similarly, Darcy fluxes are strongest (in this case more negative) in the same location because
the vertical gradient in hydraulic potential is also highest between these two cells. The red line
evident 347.5 km downstream of the onset in Figure 4.10b was due to basal freeze. Upstream of
this point the upper till layer was at maximum porosity and water in the process of being moved
to the next till cell downstream (excess water moved up out of the till and then down into the
next till cell downstream, so the movement of water is depicted as a downward water flux at the
ice-till interface in Figure 4.10b). Downstream of this point the till was experiencing melt rather
than freeze, as the basal shear stress was higher.
Horizontal water fluxes were predominantly low (∣qu∣ ,∣qd∣ < 5 × 10−13m s−1) and mainly directed
downstream (Figure 4.10)(e-h). When surface velocity was high, there was some upstream wa-
ter movement due to till mixing where there were abrupt horizontal changes in porosity. The
strongest mixing in the till occurred where an area at maximum porosity bordered an area with
a lower porosity. This is shown by the area of green colour in Figure 4.10f, where downstream
fluxes reached 5.3×10−11m s−1 near the top of the till layer 50 km from the GL. This was due to
till mixing which occurred at the location of the minimum conduit extent (low surface velocity).
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(a) Vertical flux - High velocity - Year 21615 (b) Vertical flux - High velocity - Year 50965
(c) Vertical flux - Low velocity - Year 22130 (d) Vertical flux - Low velocity - Year 51475
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STAGE 2 STAGE 3
Figure 4.10: Vertical (a-d) and horizontal (e-h) water fluxes in the till of stages 2 (left) and 3 (right)
at high (a,b,e,f) and low (c,d,g,h) surface velocity. Positive fluxes are down for vertical water fluxes and
downstream for horizontal water fluxes.
Till mixing was stronger at this point because there was a gradient in till porosity between the
till cells at maximum porosity (where there is a conduit) and till cells below maximum porosity
(where there is no conduit).
4.6 Summary
The results of the subglacial till model development reveal a cycle exists in the ice and till
dynamics of the simplified ice stream geometry introduced in Chapter 3. This cycle is driven
by changes in till porosity that occur in response to melt and freeze of the ice base. As the till
porosity increases in response to basal melt, the till weakens. This lowers the basal shear stress
and increases the surface velocity. The increased surface velocity leads to a thinning of the ice
stream and to basal freeze. When till porosity decreases due to freeze at the ice base, the till
strengthens. In this case the basal shear stress is increased and the surface velocity lowered. The
ice thickens and basal melt starts again at the ice base. This supports the idea that ice streams
are subject to thermally triggered instabilities (Tulaczyk and others, 2000b).
The period of one oscillation in surface velocity was ∼1000 years, with processes beginning at the
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GL and transferring upstream to the onset in between 320 and 515 years. Differences between
the stage 2 and stage 3 model experiments were mainly due to an increased amount of water
transferred through the upper layers of the till in stage 3. This led to a higher till porosity and
lower basal shear stress in stage 3, but in both stages the till remained comparatively strong
near the GL. This resulted in basal shear stresses that resisted enough of the driving stress for
the surface velocity to remain low for hundreds of years during which time the ice thickened and
surface slope steepened. This resulted in a sudden increase in surface velocity when the driving
stress was high enough and the basal stress was low enough for faster flow to resume. In stage 2
the loss of water at the ice-till interface meant that the basal shear stress was lower, allowing the
ice stream to maintain a low surface velocity for longer and resulting in steeper surface slopes
and a higher maximum surface velocity than in stage 3.
Till porosities generated by the model are in reasonable agreement with those observed beneath
WIS-B and KIS-C. Porosity predominantly decreased with depth, especially in the first 150 km
of the ice stream where the top of the till was always at the maximum porosity and the base of
the till was always close to the minimum porosity set in the experiment. In stage 3 an increased
amount of water in the till meant that when surface velocity was high the top of the till reached
maximum porosity further from the onset than in stage 2.
Vertical water fluxes moved water upwards in the till when surface velocity was low and down-
wards in the till when surface velocity was high. This was in response to basal melt and freeze
of the ice base. The vertical till mixing component was responsible for moving water downwards
in the till and the Darcy flux component predominantly moved water upwards. Horizontal water
fluxes predominantly moved water downstream, except when surface velocity was high and till
porosity differences between horizontally adjacent cells allowed upstream till mixing.
While the results of stages 2 and 3 are encouraging, neither the loss of large amounts of water at
the ice-till interface nor the movement of large amounts of water into the top of the till of the next
node downstream are physically feasible. While stage 3 at least conserves water appropriately,
the transportation of excess water downstream ignores the limits on water movement set by
the horizontal gradient in hydraulic potential. This suggests that some mechanism for water
movement at the ice-till interface is required, the development of which is addressed in Chapter
5.
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HIT: Subglacial conduit development
Stage 4 of HIT model development (Table 1.2) forms a conduit system at the ice-till interface
when subglacial till reaches full saturation (maximum till porosity). Section 5.1 provides the
numerics that govern the formation, evolution and collapse of conduits and that determine the
water fluxes through them. The order of model procedures is given in Figure 5.1. Section 5.2
outlines modifications to the initialisation procedures of the hydrology and till component of the
model. Section 5.3 gives the results of the stage 4 development experiment and discusses these
results. Lastly, Section 5.4 summarises the findings of this last stage of model development.
5.1 Conduit system numerics
This section outlines the numerics of conduit systems that form at the ice-till interface when
subglacial till exceeds maximum porosity. I start by detailing the structure of subglacial conduits
in the HIT model (Section 5.1.1) and by defining the conduit spacing (Section 5.1.2) and ice
contact area (Section 5.1.3). Relations for effective and water pressure in a conduit are then
detailed (Section 5.1.5), followed by the numerics of ice creep (Section 5.1.6) and melt (Section
5.1.7) of the upper conduit walls. To determine water fluxes through a conduit, I first calculate
the hydraulic potential in the conduit (Section 5.1.4) and the Reynolds Number (Section 5.1.8).
This leads to the selection of either a laminar or turbulent flux through a conduit (Section 5.1.9).
The way in which the size of subglacial conduits evolves in the model is then outlined (Section
5.1.10) and the water balance method used to determine water storage and availability is given
(Section 5.1.11). As the presence of a conduit system reduces friction at the base of the ice,
I modify the equation for basal shear stress to account for this change in resistance (Section
5.1.12). The values of constants in the hydrology and till component of the model are given in
Table 3.1.
5.1.1 Subglacial conduits
Subglacial conduits in the HIT model are circular or elliptical shaped pipes that are incised both
up into the ice and down into the till (Figure 5.2). The size and shape of each section of a conduit
(between one node and the next) is determined by its cross-sectional area, its length and its ec-
centricity. Although in reality subglacial conduits are unlikely to be perfectly symmetrical, as ice
scours over a sediment of mixed clast sizes, symmetrical geometry is a reasonable approximation
as long as roughness is accounted for in associated water flux equations. The cross-sectional area
(Ac) (m
2) of a subglacial conduit is determined by:
Ac = pi a b (5.1)
where a is the semi-major conduit axis (m) and b is the semi-minor conduit axis (m) (Figure
5.3). In an elliptical conduit, a > b and in a circular conduit, a = b. The hydraulic radius (rh) of
a conduit is defined as:
rh = Ac
pc
(5.2)
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Figure 5.1: Flowchart of water fluxes in a conduit. B links this sub-flowchart to the till component
given in Figure 4.1.
where pc is the wetted perimeter of the conduit (m). In a circular conduit, the relationship
between the hydraulic radius and the radius (r) of the conduit is: rh = r/2, not rh = r as is
sometimes used. For a conduit with an elliptical cross-sectional area, the exact solution of the
wetted perimeter can not be expressed in a simple algebraic way. Instead, I employ Ramanujan’s
(1914) first approximation of an elliptical perimeter, given by:
pc = pi (3(a + b) −√(3a + b)(a + 3b)) (5.3)
This equation is also valid for the perimeter of a circular conduit. The relationship between the
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semi-major and semi-minor axes of a conduit can be expressed through its eccentricity (ecc),
given by:
ecc = √a2 − b2
a
(5.4)
Eccentricity ranges from zero to just below one, where zero equates to the eccentricity of a
circle and 1 to a line. Therefore, the higher the eccentricity, the longer and flatter the shape of
the conduit. Theoretical work by Walder and Fowler (1994), Engelhardt and Kamb (1997), Ng
(2000a) and others suggests that subglacial conduits on soft beds are likely to be flattened in
shape in comparison to those on hard beds. This would suggest that elliptical conduits of high
eccentricity would be the most appropriate models to employ. However, many models continue to
use circular conduits due to the increased complexity associated with elliptical equations. Here I
allow both circular and elliptical conduits, but eccentricity does not vary spatially or temporally
in any given model run.
ICE
TILL
BEDROCK MELT
CONDUIT
FREEZE
As - ice-till contact area Ap - ice-conduit contact area
Figure 5.2: Schematic of a conduit at the ice-till interface. Arrows refer to water movement into and
out of the till as a result of melt (red arrows) and freeze (blue arrows).
5.1.2 Conduit spacing
The geometric spacing of conduits across the width of an ice stream is important in determining
the area of ice and the volume of till that contributes water to or removes water from a given
conduit. Hydraulic pressure gradients increase away from a conduit until a critical point where
the pressure is at a maximum between a given conduit and a neighbouring one. The critical
points on either side of a conduit mark the boundaries of water contribution to a conduit. The
distance between them is defined as the conduit spacing (Csp) (m) (Figure 5.4). This is also the
distance from the centre of one conduit to the centre of neighbouring ones. The model ensures
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Figure 5.3: Conduit geometry. a is the semi-major axis and b is the semi-minor axis. If a conduit is
circular, then a = b. If a conduit is elliptical, then a > b. The central axis of the conduit is parallel to
the ice-till interface (s-direction). This is at an angle with the x-axis as shown in Figure 4.2.
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Figure 5.4: Plan view of conduit spacing across the width (W) of the ice stream. Csp is the spacing
between conduits (m). The y-axis assumes symmetry about the centreline.
that the middle conduit is located at the centreline and that there are an odd number of conduits
with equal spacing. While the equal spacing does not take account of transverse variations in
ice stream flow speed and melt, it is a reasonable simplification for a flowline model that is
principally interested in the dynamics of the conduit located at the centreline.
In the HIT model conduit spacing is a user defined percentage of ice stream width. The number
of conduits across the ice stream is given by the total width divided by the conduit spacing. If
there is a non-integer result, the decimal part of the result is rounded. If the number of conduits
is an even number, then one is added to the number of conduits to obtain an odd number of
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conduits across the ice stream. The conduit spacing is then recalculated by dividing the ice
stream width by the amended number of conduits.
5.1.3 Ice contact area
The area of till and conduit in contact with the ice is required for determining the volume of melt
water generated (Section 5.1.7) and to modify the basal shear stress when a conduit is present
(Section 5.1.12). This is complicated by the change in conduit size and conduit spacing in the
s-direction. If no conduit exists then the total ice contact area (At) is equal to the area where
the ice is in contact with basal sediments (As) (m
2), which is given by:
As = C¯sp ∆s (5.5)
where C¯sp is the average conduit spacing of a node and the downstream neighbouring node. If a
conduit does exist then the conduit is an elliptical cylinder or frustum (Figure 5.2) and the area
where the ice is in contact with conduit walls (Ap) (m
2) is given by:
Ap = 1
2
p¯c ∆s (5.6)
where p¯c is the average conduit perimeter of a node and the downstream neighbouring node. As
is then:
As = C¯sp ∆s − 2 a¯ (5.7)
where a¯ is the average semi-major axis of a node and the downstream neighbouring node. In
this case the total ice contact area is simply At = As +Ap.
5.1.4 Hydraulic potential in a conduit
The hydraulic potential in a conduit (Φc) is given by:
Φc = ρw g zc +Pwc (5.8)
where ρw is the density of water (kg m
−3), g is the acceleration due to gravity (m s−2), zc is the
elevation of the conduit in relation to sea level (m) and Pwc is the water pressure in a conduit
(Pa). At the onset the hydraulic potential is determined from the conduit water flux, given by:
∂Φc
∂s
= −q2c fc ρw
8 rh
(5.9)
where qc is the flux in a conduit (m s
−1) and fc is a friction factor (dimensionless). At all
other nodes the gradient in hydraulic potential in a conduit is calculated using a backward finite
difference scheme.
5.1.5 Effective and water pressure in a conduit
In a canal-type conduit system the effective pressure in a conduit (Nc) can be based on a
relationship of the form (Walder and Fowler, 1994):
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Nc ∝ Q
−mc
c (5.10)
where Qc is the volumetric conduit flux rate (m
3 s−1) (Qc = qc Ac) and mc is an exponent, where
mc > 0. The negative sign in front of mc reflects the fact that water fluxes in a canal-type conduit
increase with water pressure (Section 2.2). There are a number of equations that have been used
to describe Nc that follow this basic form, but differ in the value of mc and in what other factors
are included in the function (for example: Fowler and Johnson, 1995; Hewitt, 2011; Hewitt and
Fowler, 2008; Ng, 2000a; Walder and Fowler, 1994). Here, I use the approach of Ng (2000a),
which I modify to include the melt rate used in this model. This results in:
Nc = Kn
Q
5
6
c
(−∂Φc
∂s
)− 13 (5.11)
where Kn (kg
4
3 m
7
6 s−
7
2 ) is given by:
Kn = 4 pi 56 ((ρs − ρw) g gs) 34
f
7
12
c ρ
1
12
w
( vs
0.092 I
) 12 ( (1 − k)
A LH ρi
)13 Q 12s (5.12)
where ρs is the density of sediment (kg m
−3), gs is the representative sediment grain size (m), vs
is a constant grain settling velocity (m s−1), I ≈ 1.275 (by numerical integration, see Appendix
H), k = ρw Cw ∆mp (dimensionless), Cw is the heat capacity of water (J kg−1 K−1), ∆mp is the
change in the melting point per unit of pressure (K Pa−1), ρi is the density of ice (kg m−3), A is
a flow parameter ( Pa−3s−1) (Section 3.3.8), LH is the latent heat of ice (J kg−1) and Qs is the
volumetric sediment flux (m3 s−1). The derivation of Nc and Kn is given in Appendix H.
Due to issues of numerical stability the hydraulic potential term in Equation 5.11 is approx-
imated by −∂Φc/∂s = ρi g sinα, where sinα is the ice surface slope. This equates to a basic
hydraulic gradient, imposed by topography (Ng, 2000a). The value of Qs is also unknown, but
experimentation revealed that a narrow range of values are possible, as a Qs that is too high
results in positive gradients in the hydraulic potential and a Qs that is too low results in ice
creep rates that are insufficient to close conduits that are not full of water. The best method for
determining Qs that I found was to scale Qs to Qc such that Qs = Qc/500. This provided the best
compromise between conduit closure and a reasonable gradient in hydraulic potential. Water
pressure (Pwc) (Pa) in a conduit was then found by rearranging Equation 3.20 and exchanging
Pwc for Pw and Nc for N .
5.1.6 Creep at the ice-conduit interface
The rate of creep (w˙) (m s−1) acting on the upper wall of the highest part of the conduit is given
by (Ng, 2000a):
w˙ = A N 3c
2
a (5.13)
Where a conduit is less than 80% full I modify the ice creep rate so that:
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w˙ = A N 3c
2
a (2 − Rcv
0.8
) (5.14)
where Rcv is the ratio of conduit volume. I only impose Equation 5.14 when the conduit is less
than 80% full to allow small amounts of air in a conduit without it closing, as would be the case
when a conduit first opens. At most this relation doubles the rate of ice creep (when Rcv = 0).
The ratio of conduit volume will be introduced in Section 5.1.11 (Equation 5.38).
5.1.7 Melt at the ice-conduit interface
Melt occurs in conduits due to friction caused by water movement over ice walls. The rate of
melt of conduit walls is based on the energy balance within the conduit. Some of the energy
within a conduit warms the water within it, maintaining it at the pressure melting point as ice
thins in the down glacier direction. The rest of the energy is available to melt the ice walls,
where the melt rate (m˙c) is given by (Hooke, 2005; Shreve, 1972):
m˙c = qc rh [(1 − k)(−∂Φc∂s ) + k ρw g ∂zw∂s ]
ρi LH
(5.15)
where zw is the conduit elevation (m). When a conduit is less than 80% full I modify the conduit
melt rate (m˙c) so that:
m˙c = qc rh [(1 − k)(−∂Φc∂s ) + k ρw g ∂zw∂s ]
ρi LH
(Rcv
0.8
) (5.16)
Again, I only impose Equation 5.16 when the conduit is less than 80% full to allow small amounts
of air in a conduit without the melt being reduced, as would be the case when a conduit first
opens. The ratio of conduit volume will be introduced in Section 5.1.11 (Equation 5.38). As
ice velocity is small compared to water velocity, the effect of the ice movement over the conduit
is ignored. The volume of conduit melt water Vm˙c generated between a cell and the cell one
node downstream is then the average conduit melt of the two nodes multiplied by the conduit
area (Ap) and the time step. To account for the melt from conduits the basal melt term in the
conservation of mass equation in Section 3.3.3 was upgraded to include an average melt over the
conduit spacing (⟨m˙⟩), given by:
⟨m˙⟩ = m˙t (Csp − 2 a) + 2 a m˙c
Csp
(5.17)
Note that this relation ignores any transverse variation in basal melt rates.
5.1.8 The Reynolds number
The Reynolds number (Re) is a dimensionless quantity that is proportional to the ratio of inertial
forces to frictional forces acting on a fluid (United States Division of the Federal Register, 1995).
It can be used to determine whether water fluxes in a subglacial conduit are laminar or turbulent.
For an elliptical (or circular) conduit Re is given by (Stephenson, 1976):
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Re = 4 rh ρw qc
µ
(5.18)
where µ is the dynamic viscosity of a fluid (Pa s). I use the qc from the previous time step to
estimate whether the water flux at the current time step will be laminar or turbulent. When a
conduit first forms, I assume that the initial water flow in the conduit is laminar (taking Re = 500).
There are a number of different values taken as the critical number at which laminar flow becomes
turbulent (about Re = 2300) (Leiter, 1959; Reynolds, 1883). In addition, some studies introduce
one or more intermediate transition states, such as between about Re = 2300 and Re = 3300 or
Re = 2000 and Re = 4000 (Fowler and Howell, 2003; Wygnanski and Champagne, 1973). In a
transition state, other factors, such as pipe roughness and flow uniformity, determine whether a
flux is laminar or turbulent. Here, I use a transitional scheme between laminar and turbulent
fluxes which depends on the laminar and turbulent flux equations. This will be introduced in
Section 5.1.9.3, after I have outlined the laminar and turbulent flux equations.
5.1.9 Laminar and turbulent fluxes
The numerical procedure for determining conduit water flux rates depends on whether water
flows are laminar or turbulent and on the shape of the conduit. While there has been some
work done on modelling the flow of water in elliptical subglacial conduits under glaciers and
ice sheets (Ng, 2000a; Walder and Fowler, 1994), it is also useful to turn to research conducted
in other disciplines. Since the 1970s biological literature has been exploring the flow of water
through xylem conduits (the tissue that transports water and nutrients in vascular plants) (Calkin
and others, 1986; Lewis, 1992; Lewis and Boose, 1995; Leyton, 1975; Nonweiler, 1975; Petty, 1978;
Pickhard, 1981; Zimmermann, 1983), with much work done on reaching exact solutions for flow
in non-circular channels. I employ some of the theory generated from that research here. In all
cases the volumetric water flux (Qc) is given by Qc = qc Ac.
5.1.9.1 Laminar water fluxes
For laminar flow, the most commonly used conduit/pipe flow relations are the Darcy-Weisbach
(DW) and Hagen-Poiseuille (HP) equations. In a conduit of circular cross-sectional area these
are given by (Clarke, 2005):
qc =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−
r2
8µ
dΦc
ds
Hagen −Poiseuille
( 4 r
fc ρw
) 12 (−dΦc
ds
)12 Darcy −Weisbach
(5.19)
where the minus sign ensures that water flows from regions of high to low hydraulic potential.
For laminar flow, the DW equation commonly uses fc = 64/Re, which when substituted in and
rearranged using Equations 5.18 and 5.2 give the HP equation. Therefore, the laminar solution
for both these equations is identical, as fc in the DW is set to achieve the HP result.
To apply the DW equation to water fluxes in conduits with elliptical cross-sectional areas, some
modifications need to be made so that the relation is in terms of a, b or rh, rather than r.
However, simply replacing r with 2 rh is not sufficient because, as rh was developed for turbulent
74 Chapter 5. HIT: Subglacial conduit development
flow conditions, this substitution results in significant error. Lewis and Boose (1995) report that
results using this substitution were 60% of the exact solution for a/b = 3 and 20% of the exact
solution for a/b = 10. Fortunately, there is an exact solution for laminar flow in an elliptical
conduit, as outlined in Berker (1963), White (1991) and Lewis and Boose (1995). It is given by:
qc = − 1
4µ
a2b2(a2 + b2) dΦcds (5.20)
5.1.9.2 Turbulent water fluxes
For turbulent flow the HIT model also employs the DW equation, with the only difference being
that the frictional factor is different for turbulent flow and that I exchange r for 2 rh to give:
qc = ( 8 rh
fc ρw
) 12 (−dΦc
ds
) 12 (5.21)
For the turbulent case of the DW equation it is more difficult to determine the friction factor
fc, as it depends on pipe roughness, pipe size and on the water flux velocity. Methods used to
determine fc include using a diagram such as the Moody chart or solving empirical or theoretical
relations, such as the Colebrook-White equation or the Swamee-Jain equation. Computationally,
the Colebrook-White equation is an iterative method, while the Swamee-Jain equation allows fc
to be approximated directly. For this reason I use the Swamee-Jain relation to determine fc by:
fc = 1
4
⎡⎢⎢⎢⎣log10 ( !r14.8 rh + 5.74R0.9e )
⎤⎥⎥⎥⎦
−2
(5.22)
where !r is a surface roughness term (m), on the order of 0.3 mm for a smooth pipe to 3.0 mm
for a rough pipe (Carlson and others, 2007).
5.1.9.3 Calculation of water fluxes based on the Reynolds number
In order to find the water flux in a conduit at a given Reynolds number I use an approach that
facilitates a smooth transition between laminar and turbulent water flux states. This is necessary
because the laminar and turbulent flux equations follow different curves, where the change from
laminar to turbulent flux regimes often results in an abrupt change in fc and qc. After trying
several different methods, including a linear transition between the two states over a range of
Reynolds numbers, weighting fc based on the Reynolds number and using the place where the
two curves cross as the transition (I discovered that they do not always cross), the method with
the smoothest transition is where I always take the highest friction factor. To achieve this I take
the laminar form of the DW equation (Equation 5.19) and rearrange it so that it is expressed in
terms of fc in the turbulent form of the DW equation (Equation 5.21), such that:
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Figure 5.5: Friction (fc) in a conduit (defined in terms of the turbulent Darcy-Weisbach (DW) relation)
(Equation 5.23) as a function of the Reynolds Number (Re). fc for the laminar DW water flux is compared
to that of the turbulent DW flux state (!r = 3 × 10−3 m). The turbulent DW relation varies with the
hydraulic radius of a conduit, depicted here in terms of the semi-major axis a. The laminar DW relation
does not vary with a. The grey vertical dashed line shows the minimum Re permitted in the model, as
at Re < 500 the DW equation quickly produces excessively high values of fc.
fc =
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Using the above forms of fc in Equation 5.21 then gives the both the laminar and turbulent flux
solutions. I take the highest value of fc calculated for use in the model and the flux is defined as
being laminar or turbulent depending on which of the two equations is used. Figure 5.5 shows
the relationship between fc and Re. When a = 0.2 m, this method results in laminar fluxes when
Re < ∼760 and when a = 5 m, laminar fluxes occur when Re < ∼1200. The transitions between
laminar and turbulent fluxes in Figure 5.5 are lower than those often used for the transition
between laminar and turbulent flux states (Section 5.1.8), but it was the only robust way to
provide a stable transition between the two states.
5.1.9.4 Water transportation downstream
Depending on the distance between flowline nodes, the size of a conduit and the time step,
it is possible that water flowing through a conduit could move more or less than one node
downstream in a single time step. To calculate the correct transportation distance, I determine
the flow distance (fd) (m) of the water and move the water to the appropriate downstream node,
using the relation:
fd = qc ∆t (5.24)
where ∆t is the number of seconds in one time step and qc can change with distance along the
flowline as water velocity responds to changes in conduit size, surface roughness and the gradient
in hydraulic potential.
Next, I determine the volume of water available to be distributed downstream (Vp). This is
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either the volume of the water held in the upstream section of the conduit (Vw) or if Vw > Qc ∆t,
then Vp = Qc ∆t. There are two scenarios: the water in the conduit travels less than one node
downstream or the water in the conduit travels more than one node downstream. If the water
travels less than one node downstream then Qc is given by:
Qc = qc ∆t
∆s
Vp (5.25)
In this scenario part of the water moves downstream and the other part is retained in the
upstream conduit section. If the water travels more than one cell, Vp is added to the volume
of water transported through each downstream cell until it reaches the penultimate node that
the water is able to travel to (as determined by the flow distance). If the addition of Vp to the
volume of water already travelling through a given cell exceeds the possible flux through that
section of the conduit (as determined by the flux equation), then Vp is reduced to Vp = Qc ∆t
and Qc at that node is limited to the volume of water determined by the flux equation. If water
is transported as far as the last flow distance node then the Qc at that node is given by:
Qc =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
Qc + Vp if
qc ∆t
∆s
> Vp
qc ∆t
∆s
Qc if
qc ∆t
∆s
≤ Vp (5.26)
The two parts of Equation 5.26 account for the fact that Vp may have been reduced as the water
travelled downstream.
At the onset the above routine could result in all of the water entering the onset travelling
downstream past node 2 and no water being retained in the conduit section between nodes 1
and 2. Therefore, a different routine is used here to ensure that water is evenly distributed over
the entire flow distance. I set the flow distance of node 1 equal to that of node 2. If this flow
distance allows water to travel more than one node downstream, then I construct a loop from
the current node to the last node that the water travels to. At each node the amount of water
that is transported downstream is reduced by the volume of water entering the conduit at the
onset divided by the number of nodes over which it travels. In all cases qc = Qc / (∆t Ac). Note
that I ignore the possibility of water transfer between neighbouring conduits.
5.1.10 Evolution of conduit geometry
Very little is known about the nature of subglacial water drainage beneath an ice stream. If we
assume that a canal-like conduit system exists, then we must also make assumptions about when
a conduit forms, when it decays and how water moves through it.
5.1.10.1 Conduit formation and decay
Theoretically, conduits form when the frictional energy dissipated by flowing water enlarges
passageways in ice (Liestøl, 1956; Mathews, 1973; Röthlisberger, 1968; Stenborg, 1969; Walder,
2011). For canal-like conduits, formation is also most likely to occur when the effective pressure is
close to zero (Paterson, 1994). When conduits form at the interface of ice and till, the situation is
complicated by creep of till into a forming conduit, which might tend to constrict it. In addition,
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ice movement over the relatively weak till may mix water into the upper till layer rather than
allow conduit formation. It is not known whether subglacial water would form a conduit system
at the ice base over a low porosity till or whether water from upstream would tend to raise the
till porosity first and then form a conduit when effective pressures are low. In all likelihood the
situation would be determined by local topographical constraints and the nature of the subglacial
till.
Due to the paucity of data and observational constraints, this study is based on the simplest
possible assumptions. First it is assumed that water will preferentially enter subglacial till and
will raise the top till layer to its maximum porosity before it forms a conduit system. This
means that conduits will only form when the effective pressure of the till is close to zero. When
a conduit forms, water can move into the till of the next node downstream. Increasing the till
porosity of the top layer of the till of the node downstream reduces its effective pressure unless
the additional water is removed by basal freeze. When the downstream till cell reaches maximum
porosity a conduit forms at that node and the process continues further downstream. It is also
assumed that once a conduit exists, water from it will first be added to the top till layer should it
drop below maximum porosity before downstream flow is calculated. This means that the freeze
process empties a conduit before it removes water from the till. A conduit will then reform only
if the porosity of the top till layer once again exceeds its maximum.
If a conduit forms in a location where freeze is occurring one node downstream, it will only move
water to the downstream node if flow is permitted by the gradient in hydraulic potential. A
conduit in a region of basal freeze will reduce in size as the water from the conduit is used to
feed the freeze process. The reduction in volumetric water flux then leads to a higher effective
pressure in the conduit which further reduces the water flow. In practice conduit existence is
unlikely where freeze conditions occur, as conduits would be susceptible to blockage by accreting
ice (Alley and others, 1989; Walder and Fowler, 1994). However, the model has no mechanism
to deal with the high effective pressures in a conduit that would result from water being trapped
behind a freeze front or with the possibility of resulting outburst floods.
5.1.10.2 Conduit evolution
The evolution in the size of a subglacial conduit is determined by relative amounts of ice melt
and ice creep at its walls. If melt exceeds creep, then the conduit expands. If the opposite is
true, then the conduit contracts. Using the melt rate (Equation 5.15) and creep rate (Equation
5.13) I determine the change in the semi-minor axis b as:
∂b
∂t
= Shp (m˙c − w˙) (5.27)
where Shp is a shape factor that allows for the fact that the conduit is elliptical:
Shp = 1
2
pc
pia
(5.28)
I employ the shape factor to ensure that the volume of water lost or gained in the conduit as
a result of melt is equal to the change in conduit volume. If the shape factor is omitted, this
implies a circular conduit (Shp = 1). The derivation of the shape-factor is given in Appendix I. I
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assume that the change at the bottom and top of the conduit is identical, a simplification that is
necessary to maintain the elliptical shape of the conduit. Once the new value for b is determined,
the value of a can be found using conduit eccentricity (Equation 5.4), where a = b / er and er is
the dimensionless eccentricity ratio, given by:
er = (1 − e 2cc ) 12 (5.29)
The model employs a minimum value of a (0.01 m) to ensure that the model remains stable (low
a leads to high effective pressure in a conduit).
5.1.11 Conduit volume and water storage
Water generation, transportation and loss within a subglacial water system can be thought of as
a water balance, where:
Vu − Vd + Vm˙c − Vt −∆Vw = 0 (5.30)
where Vu is the volume of water entering into the conduit from upstream (m3), Vd is the volume
of water flowing downstream out of the conduit (m3), Vm˙c is the volume of melt generated in
the conduit (m3), Vt is the volume of water flowing into or out of the till (m3) (including any
basal melt at the ice-till interface that does not infiltrate into the till) and ∆Vw is the change in
the volume of water stored in the conduit at the ice-till interface (m3). To determine the volume
of water stored in the conduit (Vw) at each time step we rearrange this equation to be:
Vw = Vwold + Vu − Vd + Vm˙c − Vt (5.31)
where Vwold is the water volume stored in the conduit at the end of the last time step. If Vw is
positive, it indicates water storage. If Vw is negative, it means that freeze at the ice-till interface
has drained the till column until it reaches the minimum possible porosity and water is still
required for freeze. In this case I assume that water moves up from below the till layer to meet
the requirements of the freeze process.
To determine whether the conduit is full, I compare Vw to the geometric volume of the conduit
(Vc). The cross-sectional area of the pipe can be either circular or elliptical, so in all cases I use
elliptical relations that reduce to the solution of a circular pipe. If we consider the section of a
conduit between two flowline nodes, then there are three geometries that can occur: elliptical
cone, elliptical cylinder and elliptical frustum. An elliptical cone occurs when an open section of
a conduit has a closed section at one of its neighbouring nodes. The volume of an elliptical cone
is given by:
Vc = 1
3
pi a b ∆s (5.33)
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In this case the downstream semi-major and semi-minor axes, c and d, are equal to zero and the
conduit is closed downstream. If the conduit was open downstream then a and b would be equal
to zero and c and d would be greater than zero. When a = c and b = d then the conduit section
is an elliptical cylinder. The volume of the conduit is then given by:
Vc = pi a b ∆s (5.35)
If a ≠ c and b ≠ d and all axes are greater than zero, then the conduit section is an elliptical
frustum. The volume of an elliptical frustum is given by:
Vc = pi
3
(a2 b∆s
a − c
−
a c d ∆s
a − c
+ c d∆s) (5.37)
Note that this only applies when a > c. When a < c, then a should be interchanged with c and b
should be interchanged with d in the above equation.
If Vc ≠ Vw then I need to take account of how the difference in volumes impacts on the dynamics
of the conduit system. If Vc > Vw then it implies that there is air in the conduit. This may occur
due to the time needed for ice creep to reduce the size of the conduit, but substantial amounts of
air in a subglacial conduit are unlikely due to the loading of the ice above. Model experimentation
found that creep rates alone were insufficient to close a conduit where Vc exceeds Vw. This led
to a slight overestimation in conduit size at times of closure, which slightly lowered the basal
shear stress at times when it is already low. Various methods were used to try and achieve
appropriate conduit closure. Increasing the effective pressure in the conduit (which would lead
to an increased creep rate) was unsatisfactory because it led to a lowering of hydraulic potential
in the conduit. As the hydraulic potential in the conduit is often low (around -10 Pa), this often
led to a change of sign, allowing no downstream flow and resulting in a growing conduit size at
the blocked node. While this would have been acceptable had the situation rectified itself, it
often did not and the conduit grew to unrealistic proportions. The best method found to address
this situation involves the introduction of a conduit volume ratio (Rcv), given by:
Rcv =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
V1 if Vc (x) > 0 and V1 ≥ V2
V2 if x > 1 and Vc (x−1) > 0 and V1 < V2
1 if Vc (x) = 0 and V1 ≥ V2
1 if x > 1 and Vc (x−1) = 0 and V1 < V2
(5.38)
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where:
V1 = Vw (x)
Vc (x)
and V2 = Vw (x−1)
Vc (x−1)
(5.39)
and where x refers to the flowline node being operated on and x−1 to one node upstream of that.
The conduit volume ratio is used to modify the conduit melt (Section 5.1.7) and creep equations
(Section 5.1.6) in order to facilitate more creep and less melt if a conduit is not completely
full. Rcv ranges from 0 to 1, where the closer the ratio is to 1, the fuller the conduit is with
water. Modification of the melt and creep rates affects the conduit size at the given node and
at one node upstream. Hence, I take the maximum ratio of Vw/Vc at the two locations as the
conduit volume ratio. At the GL the conduit volume ratio is taken to be the same as at one
node upstream.
If Vc < Vw then a problem arises because the amount of water to be stored at the ice-till interface
exceeds the size of the conduit. In this case the conduit is opened to facilitate the flow of water.
I first find the volume of the conduit section as if it was a cylinder (Equation 5.35), using the a
and b if a > c and c and d if c > a. If Vw is larger than the volume of this cylinder, then both a
and c are increased to form a cylinder with a volume of Vw:
a = c =√ Vw
pi er ∆s
(5.40)
If Vw is smaller than the volume of the cylinder, then only the side of the conduit section with
the smaller cross-sectional area is adjusted. I rearrange Equation 5.37 to solve for c, where c < a.
This results in a cubic equation of the form:
Ac3 +Bc2 +Cc +D = 0 (5.41)
where
A = 1, B = 0, C = − 3 Vw
pi er ∆s
, D = 3 Vw a
pi er ∆s
− a3 (5.42)
The cubic equation results in three roots, from which we must determine the value of semi-
major axis c. I first eliminate complex and negative solutions. In all cases this leaves one or two
solutions, one of which is the length of a and the other of which is the length of c. By eliminating
a, I obtain the value of c.
5.1.12 Basal shear stress with a conduit system
If a conduit exists then the basal shear stress (τb) (Section 3.3.1.2) is reduced over the ice-conduit
contact area. To account for the loss of friction at the ice base I modify τb to be:
τ¯b = τb As
At
(5.43)
where τ¯b is the average basal shear stress (Pa). The average basal shear stress ranges from τb
when there is no conduit to zero if the conduit takes up the full conduit spacing. The latter
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Figure 5.6: Conduit spacing across the width of the ice stream. 101 conduits (one blue line represents
5 conduits) are spaced 297 m apart at the onset and 391.5 m apart at the GL. Black dashed line is the
ice stream centreline. GL is the grounding line.
boundary condition is unlikely to occur, as this would mean that the ice stream was resting
completely on water, which would result in excessive ice flow velocities.
5.1.13 Boundary conditions
The only additional boundary condition for stage 4 is a volumetric water flux (m3 s−1) into
conduits at the onset. This is user defined (rate may be constant or varied in time).
5.2 Subglacial till and hydrology initialisation procedure
The subglacial till and hydrology initialisation was described in Section 4.2. With the addition of
a conduit system at the ice till interface this initialisation was modified to include the procedures
that set up the location and geometry of the conduits. This included determining the conduit
spacing (Section 5.1.2) and the ice contact area (Section 5.1.3).
5.3 Development stage 4:
Conduit system at the ice-till interface
The final stage of model development builds on stage 3, introducing the formation of conduits
at the ice-till interface (Table 1.2). Water that is in excess of the maximum porosity of a till
column forms a conduit system between the base of the ice and the till. I start with an overview
of the conduit setup and a note on changes made to model parameters.
5.3.1 Conduit setup
The location and spacing of conduits across the ice stream width is user defined (Section 5.1.2). I
define the conduit spacing as being 1% of the ice stream width. With the simplified ice geometry
outlined in Section 3.2, this corresponds to 101 conduits, spaced 297 m apart at the onset and
391.5 m apart at the GL (Figure 5.6). Conduit eccentricity is held constant at 0.995. This
approximately corresponds to a 10:1 ratio of semi-major axis a to semi-minor axis b (Equation
5.4). This ratio and conduit spacing were chosen to approximate the height, width and spacing
of conduits estimated by Engelhardt and Kamb (1997) (conduit width 1 m, conduit height 0.1 m,
spacing 50-300 m) from the analysis of boreholes drilled at WIS-B. At the onset, the volumetric
water flux into the conduit was set to a constant 8.75×10−4 m3 s−1. As in previous chapters, the
time step of the model runs was 12 hours.
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5.3.2 Parameter changes
In stage 4 I change how the b0 term, which determines the response of the bed elevation to
glacial isostatic adjustment, is initialised. In stages 1-3 b0 was calculated at year 300 and was
determined at one time step only. In stage 4, the initialisation of the conduit system meant that
it was preferable to wait until the conduit was established and stable before assuming that the
bed elevation and ice thickness were in equilibrium. As such, in stage 4 I begun to calculate b0
at year 3000 of the model run and recalculated it at each time step for the following 2000 years.
At each time step I calculated an average ice thickness and average fluid till thickness (averaged
over the number of time steps since year 3000). The b0 that was calculated at year 5000 was
then used for the remainder of the model run.
5.3.3 Results and discussion
In stage 4 the model took 17510 years to reach a stable state, according to the criteria set in
Section 4.4 (Figure 5.7). The relative slope and uncertainty of the fit parameter are given in
Table J.4 (Appendix J). The trend in the fit plus its uncertainty was small (according to the
stability criteria), meaning that any trend in the data is negligible. Results for a 10000 year
period (years 20001-30000) after a stable state was reached were selected for analysis. Data
tables referred to in the text are available in Appendix J.
As in stages 2 and 3, stage 4 resulted in a surface velocity that oscillated in time (Figure 5.8a).
The oscillations were driven by the same processes described in Section 4.5. The introduction of
a subglacial conduit system at the base of the ice stream provides a more realistic representation
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Figure 5.7: Ice stream surface velocity, smoothed using a mean filter over 350 years. Steady state for
the simplified geometry is reached after 15875 years at the onset, 16590 years at the centre of the ice
stream and 17425 years at the GL. The longest spin up time was for 25-27.5 km upstream of the GL
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minima. Centre of ice stream is 200 km from the onset and 200 km inland from the GL (Figure 3.2).
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of subglacial hydrology than in stages 2-3. The conduit system introduced more water into the
subglacial environment from upstream of the onset region and from conduit melt and allowed
this water, together with water from basal melt and from the till, to be transported downstream
at the ice-till interface and to exit the ice stream at the GL. As a result the surface velocity
of the ice stream had a lower amplitude, lower maximum and higher minimum surface velocity,
although the mean surface velocity was higher than in stages 2 and 3 all along the ice stream
(Table J.5, Figure 5.8a). The differences in surface velocity occurred due the effect that the
additional water in the subglacial system had on the till. Unlike in stages 2 and 3 the top layer
of the till in stage 4 reached maximum porosity all the way to the GL when surface velocity was
high (Figure 5.9b). When surface velocity was low, the upper part of the till reached maximum
porosity from the onset to 27.5 km upstream of the GL. The additional water in the GL region
caused the mean basal shear stress to be lower, which resulted in a higher minimum surface
velocity. Whereas in stages 2 and 3 a low minimum surface velocity allowed the surface slope to
steepen over time and the driving stress to increase, the surface slope and driving stress in stage
4 were less steep and lower, respectively (Figure 5.8). As such the maximum surface velocity
was also not as high in stage 4. The average amplitude of the surface velocity at the onset was
1.36 m a−1, at the centre of the ice stream was 67.3 m a−1 and at the GL was 287.4 m a−1.
During the 10000 year analysis period the surface velocity oscillated with an average period of
986.4 years. The period of oscillation and the phase differences between the surface velocity,
the ice thickness and the basal melt rate (see Figure 5.8(d-f)) were similar to those in stages 2
and 3, with a more gradual transition from low to high surface velocity, basal melt rate and ice
thickness, for reasons outlined above. Like the surface velocity, the amplitude of the basal melt
rate near the GL was also reduced (lower maximum and higher minimum rate) (Table J.5). The
mean ice thickness was lower in stage 4 because the higher mean surface velocity led to more
ice exiting the ice stream terminus. At the GL there was more variation in the ice thickness in
stage 4 than in stages 2 and 3. This was because the low surface velocity at the GL in stages 2
and 3 caused the ice to thicken more upstream of the GL than at the GL itself. As the surface
velocity was not as low in stage 4 this upstream thickening did not occur.
Water fluxes in the till had a similar pattern to those of stages 2 and 3. Vertical water fluxes in
the till below the upper half of the ice stream were again low (∣qv∣ < 5× 10−13m s−1) (Figure 5.9).
In the lower half of the ice stream water predominantly moved downward in the till when surface
velocity was high and upwards in the till when surface velocity was low. Again the downward
movement of water was facilitated by till mixing and the upward movement by the Darcy flux.
In stage 4 the lower surface velocity resulted in weaker vertical till mixing than in stages 2 and
3. This meant that vertical fluxes into the till were lower, with the result that water did not
move as far down into the till in stage 4 (Figure 5.9d). When surface velocity was low there was
strong upward movement of water in the till near the GL.
Horizontal till fluxes were low (∣qh∣ < 5 × 10−13m s−1). When surface velocity was high there was
only one small area of upstream water movement and one line of downstream water movement
that were higher than this level (Figure 5.9f). The upstream water movement was due to till
mixing, driven by a change in the vertical distribution of till porosity ((Figure 5.9b). The line
of high downstream water fluxes was also due to till mixing, this time corresponding to the
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Figure 5.8: Surface velocity, force balance and cycles in surface velocity, ice thickness and melt rate
in development stage 4. LEFT: (a) Surface velocity for a 5000 year time period once stable state was
reached. Light grey lines are spaced 22.5 km apart and red dashed lines indicate timing of the other
sub-figures. Figures (b) and (c) show surface velocity (in grey) and components of the force balance at
years of high and low surface velocity, respectively. Force balance components are: driving stress (red),
basal shear stress (blue), the gradient in longitudinal stress (green) and the gradient in marginal shear
stress (black). RIGHT: Surface velocity (black), ice thickness (red) and melt rate (blue) at (d) the onset,
(e) the centre of the ice stream and (f) the GL for stage 4. The grey shaded part of the graph outlines one
period of oscillation (∼986.4 years), from and to a point of minimum surface velocity. Small oscillations
as velocity increases at the GL are model instabilities, probably due to the finite distance between nodes.
They have no significant effect on model results. Dashed lines give the positions of the maximum and
minimum values of each variable. Surface velocity and ice thickness are non-dimensionalised using the
maximum and minimum data values and the melt rate is non-dimensionalised using the highest of the
absolute maximum and minimum data values.
minimum extent of the conduit at low velocity. This occurred because till porosity downstream
of this point was generally lower than it was upstream of this point, leading to a horizontal
gradient in till porosity.
The conduit that formed at the base of the ice stream was a maximum of 1.52 m wide and 15.2
cm high (22.5 km upstream of the onset, year 28910), but was on average 40 cm wide and 4
cm high (Figure 5.10(b,c)). This is in line with the 1.0 m wide, 0.1 m high conduits estimated
by Engelhardt and Kamb (1997). The conduit size was largely determined by the amount of
water that needed to be transported though the system in a given time period. The volumetric
flux rate depends on the area of the conduit, the hydraulic radius, friction that occurred at the
conduit walls, the hydraulic potential in the conduit and the availability of water. The inverse
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Figure 5.9: Till profile with void ratio/porosity and vertical and horizontal water fluxes in the till in
stage 4. LEFT: (a) gives the surface velocity of one period of oscillation (small oscillations as velocity
increases at the GL are model instabilities, probably due to the finite distance between nodes. They have
no significant effect on model results). Dark grey dots and vertical dashed lines are the years at which till
and water flux profiles are taken. Light grey lines are spaced 22.5 km apart. Till profiles are at (b) high
and (c) low surface velocity. RIGHT: Vertical (d,e) and horizontal (f,g) water fluxes in the till at high
and low surface velocity. Positive fluxes are down for vertical water fluxes and downstream for horizontal
water fluxes.
relationship between the effective pressure in the conduit and the volumetric flux rate resulted
in high effective pressures when water fluxes were low and vice versa (Figure 5.10(d,e)). The
maximum value of the conduit effective pressure and maximum creep rate were much higher
than the average values found because as the conduit closed, the volumetric water flux reduced
to zero (Table J.5). Theoretically, this caused the effective pressure in the conduit to go to
infinity, though a minimum conduit size set in the model assured that this did not occur. When
surface velocity was low the conduit did not reach the GL of the ice stream. This was primarily
because freeze rates reduced water availability near the GL.
The evolution of conduit size is mainly governed by conduit melt and creep rates (Figure 5.10e).
As the creep response of the upper ice walls was not always instantaneous, conduits were not
always filled to maximum capacity. Conduits ranged between 74 to 83% full in year 21285 and 81
to 100% full in year 21890. While air is unlikely to be present in conduits beneath such a large ice
mass, continuously full conduits were difficult to achieve in the model. Inclusion of the conduit
volume ratio (Equation 5.38) improved the situation by reducing the melt rate and increasing the
ice creep rate at the conduit walls (as the equations assume a full conduit), but a time lag still
remained for conduit closure in response to drainage. The central conduit output an average of
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pressure, melt rate and ice creep rate in the conduit in years 21285 (red, high surface velocity) and year
21890 (black, low surface velocity).
4.7×103 m3 a−1 of water at the GL over the 10000 year period. If the volumetric output was the
same for all 101 conduits across the ice stream (neglecting differences in melt rate and conduit
size that would most likely occur), this would equate to water drainage of 4.8×105 m3 a−1 at the
GL. This is, in any case, a probable upper bound of water output from the ice stream given the
specified volumetric conduit flux at the onset.
5.4 Summary
Stage 4 of the HIT model development resulted in the successful incorporation of a subglacial
conduit in the flowline model developed in stages 1-3. The surface velocity at the GL was not
as high as in stages 2 and 3, mainly due to modifications to the basal shear stress induced by
the increase in water availability in the lower half of the ice stream. Till porosity was on average
higher than in stages 2 and 3, which led to a lower mean yield strength in the till. When this
yield strength was lower than the driving stress of the ice, this led to a lower mean basal shear
stress and a higher mean surface velocity in stage 4. However, the amplitude of the surface
velocity was lower, with a higher minimum and lower maximum surface velocity than in stages
2 and 3. The higher minimum surface velocity was due to lower basal shear stresses at the ice
base, resulting from a weaker till (more water, higher mean porosity). The absence of very low
surface velocities did not allow the ice to thicken, the surface slope to steepen and the driving
stress to increase in the same way as it did in stages 2 and 3. As a result there was a smoother
5.4. Summary 87
transition from low to high surface velocity and a lower maximum surface velocity in stage 4.
Water fluxes in the till were similar to those found in stages 2 and 3. Vertical till fluxes were
higher in the lower half of the ice stream and water movement was predominantly downwards
in the till when surface velocity was high and upwards in the till when surface velocity was low.
As in stages 2 and 3, vertical till mixing was mainly responsible for downward fluxes and Darcy
fluxes were mainly upwards in the till. Horizontal water fluxes were generally lower than vertical
water fluxes. When surface velocity was high some areas of the till experienced strong horizontal
water fluxes driven by gradients in the till porosity. When surface velocity was low, horizontal
till fluxes were predominantly small and directed downstream.
The subglacial conduit that formed at the ice-till interface was of comparable size to those
theorised for WIS-B (Engelhardt and Kamb, 1997). An inverse relationship between the effective
pressure in the conduit and the volumetric flux rate resulted in high effective pressures when
water fluxes were low and low effective pressures when water fluxes were high. The conduit was
largest at the centre of the ice stream when surface velocity was high. When drainage of the
conduits led them to be at lower than full capacity there was a lag before the conduit closed by
ice creep. It is unlikely that this would occur in reality due to the pressure of the ice loading
above, but instantaneous closure by ice creep was numerically difficult to achieve. The central
conduit output 4.7× 103 m3 of water per year and, assuming uniform conduit size and flow rate,
all 101 conduits across the ice stream width could output as much as 4.8 × 105 m3 of water per
year. This is equivalent to the water contained in 200 olympic sized swimming pools.
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Sensitivity tests
A number of sensitivity tests were carried out on simplified ice stream geometries in order to
ascertain how certain variables and model parameters affect subglacial hydrology and ice stream
velocity. Tests were mainly focused on determining the sensitivity of the subglacial conduit
and till geometries and on key parameters which govern interaction between the the subglacial
environment and the ice above it. I was particularly interested in how porosity is related to
the till yield strength, which in the model is governed by parameters in the till compressibility
equation and by the minimum void ratio set in the model. In addition, as water entering
the ice stream at the onset is both an important source of water availability to the subglacial
environment and is difficult to quantify, I include sensitivity tests on the magnitude and duration
of changes to the volumetric flux rate at the onset. In addition, I investigate how changes in the
position of the ice stream margin (width changes) affect its subglacial environment and surface
velocity. Past modelling suggests that ice stream dynamics are strongly influenced by width
changes (Bougamont and others, 2003a,b). As such, sensitivity tests were aimed at ascertaining
how width changes affect the subglacial environment and whether there are feedbacks from these
changes that further affect ice stream flow velocity. Six categories of sensitivity tests are presented
in this chapter. Table 6.1 lists each of the tests and the relative section in this chapter where
results are presented and discussed. At the end of the chapter I provide a summary of the key
conclusions in Section 6.7. The results presented here are supported by data tables provided in
Appendix J.
6.1 Reference run (R1)
Results discussed here are compared to a reference run. The reference run has a similar setup to
the model presented in Chapter 5, but with a volumetric ice flux at the onset of 1.75×10−3 m3 s−1
and till compressibility terms of e0 = 0.5 and Cc = 0.25. The model reached an oscillating stable
state in year 33130 and the results presented are representative of a 10000 year period (year
40000 - 50000) of the 50000 year model run. It oscillated with a period of ∼955 years. Table J.6
in Appendix J gives the results of test R1 for the six main indicators used in this chapter, as
given in Table 6.2. It also lists the till thickness, conduit cross-sectional area and the basal shear
stress found in test R1, as these variables are included in the analysis of some of the tests. The
results of test R1 will be used for comparison with the sensitivity test results presented below.
In all cases the time step for model runs was 12 hours.
6.2 Ice stream width sensitivity tests
To investigate the relationship between ice stream width, subglacial hydrology and ice flow I
performed a number of tests that varied the width of the ice stream. For tests W1-W8 I began
with the model run described in Section 6.1 (Table 6.3). Then, I continued the model run and
between years 51000 and 56000 I gradually changed the width of the ice stream at the onset, at
the GL or along the entire ice stream (Figure 6.1). When the width was changed at the onset or
GL, the first or last 100 km of the ice stream was also partially changed, providing a transition
between the onset or GL and the part of the ice stream that remained at the initial ice stream
width. Henceforth, I refer to these transition areas as the onset and GL regions. During the
5000-year width change period the width was found by linearly interpolating between the initial
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Table 6.1: Sensitivity tests
Sensitivity test Section Page
Ice stream width 6.2 88
Subglacial till thickness 6.3 96
Till compressibility and minimum void ratio 6.4 104
Conduit eccentricity 6.5 112
Conduit spacing and number 6.5 112
Water input at the onset 6.6 119
Table 6.2: Sensitivity indicators
Indicator variables
Surface velocity
Ice thickness
Surface slope
Basal melt rate
Porosity of upper till layer
Volumetric conduit flux
Table 6.3: Ice stream width sensitivity tests
Colour Test Description
! R1 Width of 30 km at the onset and 39.5 km at the GL (non-linear)
! W1 Onset 10% narrower
! W2 Onset 10% wider
! W3 GL 10% narrower
! W4 GL 10% wider
! W5 GL 20% wider
! W6 Entire ice stream 10% narrower
! W7 Entire ice stream 10% wider
! W8 Entire ice stream 20% wider
NOTE: GL is the grounding line
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Figure 6.1: Ice stream width changes in tests W1 - W8. Coloured lines refer to different model tests,
which are given in Table 6.3. The grey area is the reference width of the ice stream (test R1). (a) shows
the final width of the ice stream in tests W3-W7 and (b) shows the final width of the ice stream in tests
W8-W10. GL is the grounding line.
and final width. At the onset I scaled the volumetric flux of ice entering the ice stream by the
width so that a wider ice stream had a higher volumetric ice flux and a narrower ice stream had
a lower volumetric ice flux than in test R1. I also assumed that the number of conduits spaced
across the width does not change, so the conduit spacing widens or narrows to reflect ice stream
width changes.
6.2.1 Results and discussion
I present the results of the width change tests in terms of six key indicators (Table 6.2). The
tests can be divided into three sections: changes to the width at the onset (W1-W2); changes to
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Figure 6.2: Summary of width sensitivity tests. Description of tests is given in Table 6.3. Data displayed
are for the onset (red), centre of the ice stream (green) and the grounding line (blue) when the run was in
a stable state. This was in years: 40000-50000 (R1), 97500 (W1), 74000 (W2), 87000 (W3), 70000-80000
(W4), 75500 (W5), 70000-80000 (W6), 70000-80000 (W7), 70000-80000 (W8). Vertical bars indicate a
oscillating stable state where more than one year is considered.
the width at the GL (W3-W5); and changes to the width along the entire ice stream (W6-W8).
A summary of results for all ice stream width tests is given in Figure 6.2. Tables listing results
of the key variables referred to in the text are provide in Appendix J.
6.2.1.1 Width changes at the onset (W1-W2)
Tests W1 and W2 investigated the effect of changing the width of the first 100 km of the ice
stream. Test W1 narrowed and test W2 widened the width of the onset by 10% between years
51000 and 56000 (Figure 6.1b). Both tests led to a loss of oscillations in the surface velocity,
with test W1 reaching a linear stable state in year 97500 and test W2 in year 74000. Results for
the six key indicators (Table 6.2) are given in Table J.7. In Figures 6.3 and 6.4 test W1 is shown
until year 80000, a period where the oscillations vanish gradually.
The narrowing of the ice stream in test W1 led to a reduction in surface velocity in the upper half
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of the ice stream (Figure 6.3(a-b)), as the reduction in width led to stronger resistance to flow
from the ice stream margins. This decrease in surface velocity caused the ice stream to thicken
by 70 m at the onset, by 67.2 m at the centre of the ice stream and by 81.4 m at GL, compared
to mean ice thicknesses in test R1 (Tables J.6 and J.7). The period of oscillation of the surface
velocity decreased all along the ice stream, taking nearly 50000 years from the time of the width
change until all oscillations ceased. The surface slope at the onset became steeper, whereas the
surface slope at the centre of the ice stream and at the GL remained close to the mean surface
slope found in test R1 (Tables J.6 and J.7). The thickening ice stream and steepening surface
slope at the onset caused an increase in the driving stress, but this was not as strong as the
reduction in the surface velocity caused by the thicker ice and by the increase in marginal shear
stress caused by the reduction in ice stream width.
The basal melt rate in test W1 decreased at the onset and centre of the ice stream and increased
at the GL from that of test R1 (Figure 6.4(1a-1c)). This was because of the lower surface velocity
and because the increased ice thickness led to a decrease (more negative) in the basal temperature
gradient in the upper part of the ice stream and an increase in the basal temperature gradient in
the lower part of the ice stream. In year 97500 freeze occurred everywhere along the ice stream
(Table J.7). The last 7.5 km of the ice stream had a much lower basal freeze rate than parts
of the ice stream immediately upstream of it (a difference of 1.1 × 10−3m a−1 between points 7.5
and 10 km upstream of the GL). This coincided with the location where the till changed from
maximum to minimum till porosity. Low porosity at the GL corresponded to stronger till and a
high basal shear stress at the end of the ice stream. A high basal shear stress reduces the surface
velocity of an ice stream and increases the basal melt rate (Equation 3.3.9). This explains the
reduction in basal freeze discussed above. The porosity of the till in the upper and central parts
of the ice stream remained at the maximum possible, but the basal freeze that occurred in the
region resulted in less water being transported downstream. As a result the porosity of the till in
the lower part of the ice stream steadily reduced after the ice stream narrowed (Figure 6.4 (3b)).
For the same reason the volumetric flux in the conduit was reduced all along the ice stream and
the conduit previously present over the last 10 km of the ice stream permanently closed (Figure
6.4 (2a-2c)).
The processes that occurred when the ice stream widened at the onset were opposite to those
that occurred when it narrowed. The widening of the ice stream in test W2 led to an increase
in surface velocity at the onset (Figure 6.3a). By year 74000 the surface velocity was higher all
along the ice stream than the respective mean surface velocity in test R1 (Tables J.6 and J.7,
Figure 6.3 (a-c)). This resulted in a reduction in ice thickness of 18.9 m at the onset, 16.8 m at
the centre of the ice stream and 30.3 m at the GL (compared to mean ice thicknesses in test R1)
(Tables J.6 and J.7). The higher volumetric conduit flux that resulted from the increased basal
melt (due to friction) led to a conduit that was permanently open at the GL (Figure 6.42c) and
an increase in the porosity of the till. After year 63000 the till remained at maximum porosity
everywhere (Figure 6.4(3c)).
6.2.1.2 Width changes at the GL (W3-W5)
Tests W3-W5 change the width of the last 100 km of the ice stream. Test W3 narrowed and
test W4 widened the width of the GL by 10% between years 51000 and 56000 (Figure 6.1b).
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Figure 6.3: Width sensitivity tests: results for surface velocity (u). Figures (a), (b) and (c) give u for
tests W1-W2; Figures (d), (e) and (f) give u for tests W3-W5; and Figures (g), (h) and (i) give u for
tests W6-W8 (Table 6.3). Right hand side axes show the final 2000 years of the time period given on the
left hand side axes in greater detail. Results are for the onset, centre of the ice stream and the grounding
line (GL). Centre of the ice stream is 200 km downstream of the onset. Grey line is reference test R1.
Grey band shows time period during which ice stream width changes.
Test W5 widened the GL by 20% in the same time frame. The width changes in tests W3 and
W5 resulted in a loss of oscillations in the surface velocity, while in test W4 the surface velocity
continued to oscillate. Tests W3 and W5 reached linear stable states in years 87000 and 75500,
respectively. Test W4 reached an oscillating stable state (according to the criteria outlined in
Section 4.4) in year 68000. Results for the six key indicators (Table 6.2) discussed below are
given in Table J.8.
After narrowing the GL by 10% (W3) the surface velocity of the lower 100 km of the ice stream
was initially reduced, most strongly at the GL, in response to the width change. A reduction
in the surface slope caused the ice stream to progressively thicken from the GL to the onset,
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Figure 6.4: Width sensitivity tests: results for (1) the basal melt rate, (2) the volumetric conduit flux
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(f) give results for tests W3-W5; and (g), (h) and (i) give results for tests W6-W8 (Table 6.3). Grey line
is reference test R1. Results in (1) and (2) are for the onset, centre of the ice stream and the grounding
line (GL). For (3) (a) - (i) show the effect of width changes at the GL. Grey band in (3) shows time
period during which ice stream width changes. Centre of the ice stream is 200 km downstream of the
onset.
until a new equilibrium was reached where there was thicker ice all along the ice stream (Tables
J.6 and J.8). At the onset and at the centre of the ice stream this reduced the surface velocity
in comparison to that of test R1 (Tables J.6 and J.8, Figure 6.3(d-e)). At the GL, the surface
velocity was slightly higher than the mean surface velocity in test R1 at the same location (Figure
6.3f). The surface velocity of the lower part of the ice stream did not decrease more because a
reduction in the basal shear stress overcompensated for the decrease in velocity caused by the
thickening ice, the reduced surface slope and the narrowing ice stream width.
The basal melt rate increased all along the ice stream (Figure 6.4 (1d-1f)). This was because the
thicker ice raised the basal temperature gradient (less negative). The higher melt rate generated
more subglacial water than in test R1. This led to a higher volumetric flux through the conduit
(Figure 6.4(2d-2f)). The lower surface velocity in the upper half of the ice stream also caused less
mixing of water down into the till, resulting in more water being transported by the subglacial
conduit. At the GL the volumetric flux increased by over 300% from the maximum volumetric
flux found at the GL in test R1 (Tables J.6 and J.8). As more water was transported downstream,
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the till porosity of the lower part of the ice stream increased, until it was at maximum porosity
everywhere (Figure 6.4 (3d)). The raising of the till porosity in the lower part of the ice stream
was also assisted by the narrowing of the ice stream in test W3, as the conduit spacing was
reduced. This lower till porosity increased the till yield strength and basal shear stress.
Widening the ice stream at the GL by 10% (W4) initially led to an increase in the surface velocity
at and near the GL. This caused the ice to thin slightly at the GL, increasing the surface slope
(steeper). At the same time the widening ice stream increased the conduit spacing, which meant
that a larger volume of till was influenced by the subglacial conduit. This increased the period of
the porosity oscillation, as it took longer for the water transported through the conduit to raise
the till porosity. The mean basal shear stress was higher, resulting in a surface velocity that
had both a higher minimum and maximum, but a lower mean value (Figure 6.3(d-f)). The lower
mean velocity caused the ice thickness to increase. As the ice stream thickened, the same process
described above for test W3 occurred; the surface slope reduced slightly as the downstream ice
thickened, causing the ice upstream of it to also thicken. In year 68000 the ice all along the ice
stream was thicker than in test R1 (Tables J.6 and J.8). In the upper ice stream the surface
slope returned to a value similar to that of test R1, while the surface slope at the GL remained
slightly steeper.
The mean basal melt rate in test W4 was lower at the onset and higher at the centre and at
the GL of the ice stream than in test R1 (Figure 6.4(1d-1f)). At the onset the melt rate was
lower because the reduction in the surface velocity had a stronger influence on melt than the
increasing basal temperature gradient (increased ice thickness). At the centre of the ice stream
the opposite was true, with the increase in the basal temperature gradient having a stronger effect
on the basal melt rate than the reduced surface velocity. At the GL the melt rate also resulted
in less freeze because the basal shear stress was higher. Overall, less melt led to a reduction in
subglacial water at the GL, where the till no longer reached maximum porosity (Figure 6.4 (3f)).
The conduit no longer opened at the GL, closing for the last time in year 52720. The maximum
extent of the conduit was 2.5 km upstream of the GL and it collapsed back to 10 km upstream
of the GL when subglacial water was at a minimum. The volumetric flux in the conduit was
similar to that of test R1 at the onset and slightly higher than that of test R1 at the centre of
the ice stream (Figure 6.4 (2d-2f)).
Test W5 increased the width of the ice stream by 20% at the GL. The response of the ice stream
to the widening was very similar to test W4, except that the surface velocity ceased to oscillate.
The same processes described for test W4 occurred here, resulting in a lower surface velocity
(Figure 6.3(d-f)), thicker ice and a surface slope similar to that of test W4, although slightly
steeper at the GL (Tables J.6 and J.8). The basal melt rate increased for most of the ice stream
compared to test R1, generating more water in the upper part of the ice stream and taking up
less water due to freeze processes near the GL (Figure 6.4 (1d-1f)). The volumetric flux in the
conduit at the onset was lower and at the centre of the ice stream was slightly higher than in
test R1 (Figure 6.4 (2d-2f)). At the GL the till was at the minimum till porosity and, as such,
no conduit formed there (Figure 6.4 (3g)). This was because the widening of the ice stream
increased the conduit spacing. Therefore, more water was required for the freeze process at the
ice base. As the till porosity at the GL remained at its minimum, there was no change in till
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yield strength and basal shear stress of the ice stream, which led to the loss of oscillations in the
surface velocity.
6.2.1.3 Width changes along the entire ice stream (W6-W8)
Tests W6-W8 changed the width of the entire ice stream. Test W6 narrowed and test W7 widened
the width of ice stream by 10% between years 51000 and 56000 (Figure 6.1c). Test W8 widened
the ice stream by 20% over the same time period. All three tests retained oscillations in surface
velocity, reaching an oscillating stable state in years 75000 (W6), 68000 (W7) and 72500 (W8),
respectively. Results for the six key indicators (Table 6.2) are given in Table J.9. The results of
tests W6, R1, W7 and W8 are strongly related, as is evident from examination of Figure 6.2. As
such, I will discuss the results of these tests together, principally discussing how widening of the
ice stream (tests W7 and W8) differed from the situation in test R1. Unless otherwise specified,
a narrowing of the ice stream had the opposite effect.
A wider ice stream led to higher surface velocities all along the ice stream, due to the increased
distance from the lateral shear margins (Figure 6.3 (g-i)). As the ice stream widened, the
amplitude of the surface velocity oscillations increased. The increased surface velocity caused
the ice to thin everywhere (Tables J.6 and J.9). Comparing mean ice thicknesses of tests R1
and W7, a widening of the ice stream by 10% led to a thinning of the onset by 70.5 m, of the
centreline by 35.8 m and of the GL by 1.8 m. This resulted in a surface slope that was less steep.
The basal melt rate was higher for a wider ice stream, in response to the increased surface
velocity (Figure 6.4 (1g-1i)). The basal melt rate at the onset in test W7 was slightly lower than
in test R1, but this was the only case where a widening ice stream did not result in increased
melt and the difference was small enough to not have any major effect on ice stream dynamics.
A wider ice stream had a higher mean volumetric flux in the central subglacial conduit (Figure
6.4 (2g-2i)). In test W6 (narrowing ice stream) the subglacial conduit oscillated between being
open and closed for the last 12.5 km of the ice stream. In tests R1, W7 and W8 this increased
to open-closed cycle that extended over the last 20.0 km, 30.0 km and 37.5 km of the ice stream,
respectively. This shows that the part of the ice stream that experienced a temporal change in
till porosity extended further inland for a wider ice stream. In all tests (W6-W8) the porosity of
the till oscillated between minimum and maximum till porosity at the GL (Figure 6.4 (3g-3i)),
but a wider ice stream was at the maximum till porosity for longer (mean porosity is higher,
Table J.9).
6.2.2 Conclusions
The results discussed above highlight several important ways in which width changes influence
the subglacial hydrology of an ice stream and, through it, affect ice flow dynamics. Firstly, it
is apparent that very small changes in the width of an ice stream can cause oscillations in the
ice stream to decay, leading to a linear stable state. This is because the till at the GL reaches
either minimum or maximum porosity and there is too little or too much water in the system
for the till yield strength to change. In these cases the ice stream reaches an equilibrium based
on a basal shear stress which changes very little (only with the loss of basal resistance over the
area of the subglacial conduit, should one be present). It follows that oscillations in the surface
velocity only occur when there are oscillations in the basal till porosity at the GL. As the till
porosity depends on the availability of water, it is subglacial hydrology that drives this process.
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In all of the tests conducted there was sufficient subglacial water to cause the top till layer of the
upper half of the ice stream to be at maximum till porosity. At the GL the amount of water in
the till was dependent on how much water entered the subglacial conduit at the onset and the
amount of melt generated upstream and transported to the GL via a subglacial conduit. Where
till porosity at the GL was permanently at a minimum (tests W1 and W5), there was insufficient
water for a conduit to extend to the GL, so the freeze process at the ice base removed water from
the till, lowering its porosity and increasing its yield strength. Where till porosity at the GL
was permanently at a maximum (tests W2 and W3) the subglacial conduit fed sufficient water
to the GL to feed the freeze at the ice base and keep the till at maximum porosity.
When changes were made to the width at the onset of an ice stream, the change affected the
entire ice stream. In test W1 and W2 the amount of water generated by basal melt in the upper
part of the ice stream dictated whether the till at the GL would be permanently at the minimum
or maximum porosity, respectively. The amount of basal melt generated was directly dependent
on the width change, where a widening ice stream experienced an increase in surface velocity
because the distance between the centreline and the ice stream margins increased, and vice versa
for a narrowing ice stream. In tests W3-W5 a widening or narrowing of the ice stream at the
GL had very little effect of the upper part of the ice stream, where a slight thickening of the ice
caused the surface velocity to reduce slightly in all three tests, regardless of whether the width
at the GL was widening or narrowing. At the GL the width change did make a difference, but
a widening ice stream led to a decrease and a narrowing ice stream to an increase in surface
velocity. This was because of the change in conduit spacing and its associated till volume. A
wider ice stream has a larger till volume to take up basal melt generated upstream. This is why
test W3 with its narrower GL region was permanently at the maximum till porosity. It is also
why tests W4 and W5, which had wider GL regions, both had lower till porosities at the GL
than in test R1, with test W5 remaining permanently at the minimum till porosity.
In tests W6, W7 and W8 there was a definite pattern associated with width variations when the
whole ice stream changed uniformly (Figure 6.2). A wider ice stream reached a higher maximum
surface velocity and oscillated over a larger range of values (Table J.9). A wider ice stream had a
lower ice thickness, particularly at the onset, and a lower surface slope. The melt rate was higher
in a wider ice stream, but while the range of values at the onset and centre of the ice stream
were also larger, that was not evident at the GL. As a result of increased basal melt rates, wider
ice streams had higher maximum volumetric flux rates in conduits, with the rate also oscillating
over a wider range of magnitudes. The downstream region of wider ice streams generally had
higher till porosities and conduits that extended to the GL for longer. In all cases oscillations in
the ice stream surface velocity and other variables were maintained.
6.3 Subglacial till thickness sensitivity tests
The till thickness sensitivity tests were conducted in order to determine how changes in the till
thickness at the base of an ice stream influence ice stream velocity and subglacial hydraulics. I
began by investigating whether thicker or thinner till layers have any effect on surface velocity
(Table 6.4). To do so I reduced the till thickness of the ice stream to 0.6 m and raised it to 9.6 m
(Figure 6.5(b,c)). Next, I investigated whether till lying on top of a non-linear bed topography
would behave any differently. I constructed a sinusoidal bed topography and added a till layer
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Table 6.4: Subglacial till thickness sensitivity tests
Colour Test Description of initial till thickness
! R1 Solid till thickness of 2.4 m , 6 till layers
! T1 Solid till thickness of 0.6 m
! T2 Solid till thickness of 9.6 m
! T3 Sinusoidal bed topography (200 km period, 20m amplitude), total till thickness of 20 m
! T4 Sinusoidal bed topography (100 km period, 10 m amplitude), total till thickness of 10 m
! T5 Solid till thickness of 2.4 m, 3 vertical till layers
! T6 Solid till thickness of 2.4 m, 12 vertical till layers
NOTES: GL is the grounding line. Tests R1, T1-T4 all have 6 vertical till layers.
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Figure 6.5: Initial till thicknesses of tests: (a) R1 (T5 and T6), T1 and T2; (b) T3; and (c) T4. The
brown dashed lines in (a) give the initial till thicknesses of R1 and T1, relative to that of T2. The
reference elevation is the actual bed elevation minus a line interpolated between the onset and GL bed
elevations.
over the top (tests T3-T4) (Figure 6.5(d-f)). Lastly I undertook two tests to assess whether the
number of till layers used in the model affects its results. In test T5 and T6 I assigned the model
to use 3 and 12 till layers, respectively. This is in comparison to the 6 till layers used in test R1.
6.3.1 Results and discussion
The results of the till thickness tests are again presented in terms of six key indicators (Table
6.2). In addition, the till thickness of each test is provided in all tables and in the summary plot
of results (Figure 6.6).
6.3.1.1 Till thickness (T1-T2)
In sensitivity tests T1 and T2 the solid till thickness was 4 times thinner (0.6 m) and thicker (9.6
m) than in test R1. This resulted in an initial till thickness that ranged between 0.83 and 0.85 m
in test T1 and 12.72 and 13.04 m in test T2 (Figure 6.5). The differences in till thickness in tests
R1, T1 and T2 resulted in small changes in till porosity, particularly at the GL (Figure 6.7).
This was because the thickness of the till affects till porosity in two ways. First, as the number
of vertical nodes in the till were the same, a thicker till layer had a greater volume of sediment
in a given cell. As such, given the same influx of water from outside the cell, the porosity of a
thicker till cell changed at a slower rate. Second, the till mixing rate was higher for thicker till,
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Figure 6.6: Summary of till thickness sensitivity tests. Description of tests is given in Table 6.4. Data
displayed are for the onset (red), centre of the ice stream (green) and the grounding line (blue) when the
run was in a stable state. This was in year(s): 40000-50000 for test R1 and T1; 60000 for test T2 and
T3; 90000 for test T4; 50000-60000 for test T5 and 90000-100000 for test T6. Vertical bars indicate a
oscillating stable state, where more than one year is considered.
as the distance between till layers was greater (higher solid till thickness in Equation 4.22). The
higher till mixing rate occurred because fmix (Equation 4.23) determines the percentage of solids
in a given layer that exchange with the neighbouring layer based on the surface velocity. This
means that for the same value of fmix more solids are exchanged when a till layer is thicker. This
was necessary to meet the criteria of a constant solid till volume in each cell. As exchanging
a greater amount of solids also meant exchanging an increased amount of water, for a given
porosity. The result was that a thicker till cell transferred more water than a thinner one. This
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Figure 6.7: Till thickness sensitivity tests: porosity and till thickness of tests R1, T1 and T2. Till
profile for test R1 at year 41000 (year of minimum surface velocity at the grounding line (GL)) and year
41360 (year of maximum surface velocity at the GL). Test T1 is displayed at: (a) year 40725 (year of
minimum surface velocity at the GL); and (b) year 41015 (year of maximum surface velocity at the GL).
Test T2 is displayed at: (c) year 60000 (constant surface velocity).
was particularly important in the lower ice stream, where surface velocities were higher. In test
T2 water availability at the GL was reduced, as more water was mixed lower in the till further
upstream. As a result the conduit no longer extended to the GL (although it is not visible in
Figure 6.7, the last till cell remained at a porosity of ∼0.32) and oscillations in the surface velocity
ceased.
The above result is due to the division of the till into discrete nodes, which is not a physical
reality. In theory the answer to this would be to reduce the vertical till spacing (more vertical
nodes). However, the model assumes that water available at the ice-till interface enters the till
directly, as outlined in Section 5.1.10.1. Therefore, if vertical till spacing was reduced the result
would be that most of the water would be transported downstream by the conduit system and the
water content of a till column would be unrealistically low. This suggests that to obtain results
where vertical node spacing does not affect till mixing, a more sophisticated way of dealing with
water fluxes into and through the till is required. However, as changes in the surface velocity,
basal melt rate (Figure 6.8) and other variables were small (mean surface velocity ranged from
167 - 172 m a−1 at the GL), it was decided that the increase in complexity and computation
time that this would incur was not warranted for this study. Instead, results from a model run
should only be compared with model runs that have the same till thickness and it must be kept
in mind that uncertainty in the period of oscillation might be several hundred years greater or
less than determined (Test R1 had a period of∼955 years and test T1 ∼550 years).
6.3.1.2 Till thickness and bed topography (T3-T4)
In tests T3 and T4 a sinusoidal bed topography was assigned, with the till layer constructed so
that it filled up bedrock hollows (Figures 6.5(d-f)). This was done by interpolating a line (the
till surface) between the elevation of the till surfaces at the onset and GL, which were set by
user defined total till thicknesses at both positions. The total till thickness at the onset and GL
were 20 m in test T3 and 10 m in test T4. While 10 - 20 m of till is excessive compared to till
thicknesses measured below the Siple Coast ice streams, the aim of the test is to determine how
till changes the response of an ice stream to bed irregularities. The porosity of the till at the
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Figure 6.8: Till sensitivity tests: results for surface velocity (u) and basal melt rate (m˙t) for test R1,
T1 and T2 (coloured lines indicate test number, as given in Table 6.4). Figures (a), (b) and (c) give u
for the onset, centre of the ice stream and grounding line (GL), respectively. Figures (d), (e) and (f) give
m˙t for the onset, centre of the ice stream and GL, respectively. Colour of x-axis labels give time period
considered for each test (test R1 is years 45000-50000). Centre of the ice stream is 200 km downstream
of the onset.
beginning of all tests was 0.4 everywhere. Therefore, thicker till columns contained a greater
volume of solids. Tests T3 and T4 both lost oscillations in the surface velocity when they reached
a stable state, which occurred in year 55500 for test T3 and year 80500 for test T4. Results for
the indicator variables of both tests are provided in Table J.11.
In tests T3 and T4 the surface velocity was similar to the mean velocity found in test R1 (Figure
6.9 (e-g)). The major difference between both these tests and the reference test was that the
ice stream lost its oscillatory behaviour. Oscillations were lost because the porosity at the GL
ceased to change in time, remaining at a constant value of ∼0.3 for both runs. This was because
water availability was sufficient to form a conduit up to the last till cell, but was not enough
to feed both the freeze of the lower ice stream and increase the porosity of the last till column.
The reduction in water availability was because the thicker till of bedrock hollows was able to
take up more water for a given porosity. In addition, the till mixing rate was higher in bedrock
hollows for the same reasons as outlined above for T1 and T2. As a result, more water moved
deeper into the till and less was available for conduit transport in both T3 and T4.
The reduction in porosity at the GL led to a slightly higher till yield strength and basal shear
stress than in test R1, which initially reduced the surface velocity. This led to a thickening at the
GL, which lowered the surface velocity and thickened the ice just upstream. This subsequently
resulted in a steeper surface slope, which increased the surface velocity again until it was higher
and the ice was thinner near the GL in tests T3 and T4 than in test R1 (Tables J.6 and J.11).
Although the till layers in T3 and T4 had different till thicknesses and porosities, this did not
have a large effect on the surface velocity or basal melt rate of the ice stream (Figure 6.9). In
both tests the till was at the maximum till porosity to just before the GL, resulting in a similar
yield strength, basal shear stress, surface velocity and basal melt rate for both tests.
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Figure 6.9: Till thickness sensitivity tests: (a-d) porosity and till thickness, (e-g) surface velocity and
(h-j) basal melt rate of tests T3 and T4. Test T3 is displayed at: (a) the beginning of the test; and (b)
year 60000. Test T4 is displayed at: (c) the beginning of the test; and (d) year 90000. The reference
elevation is the actual bed elevation minus a line interpolated between the onset and the grounding line
(GL) bed elevations. For (e-j) coloured lines refer to the tests (Table 6.4) and plots are for the onset,
centre of the ice stream and the GL. x-axis labels of right side figure give the time period considered for
each test (test R1 is years 55000-60000). Centre of the ice stream is 200 km downstream of the onset.
6.3.1.3 Varying the number of till layers (T5-T6)
In tests T5 and T6 I changed the number of vertical till layers employed in the model from 6
in test R1 to 3 and 12, respectively. In test T5 the till was initially 3.52 m thick at the onset
and 3.36 m at the GL. In test T6 the initial till thickness was 3.15 m at the onset and 3.11 m at
the GL. In both cases (and in test R1) the initial porosity of the till was set so that the vertical
hydraulic potential in the till was zero. This meant that till layers near the ice base had a higher
porosity and were thicker than till layers lower down. Test T5 did not reach a stable oscillating
state according to the criteria set in Section 4.4, as the amplitude and period of oscillations were
irregular. This was most pronounced at the GL, where the maximum surface velocity ranged
between 187.7 and 196.9 m a−1 (Figure 6.10b). Although the exact catalyst of this irregularity
is unknown, it is likely to be connected to how the till deals with changes in subglacial water.
This will be discussed further below. Test T6 reached a stable oscillating state in year 41000.
Results for both tests are given in Table J.12.
The thicker till cells in test T5 and thinner till cells in T6 (Figure 6.11) had a similar effect on
till porosity as was found in tests T1 and T2; in a thicker till cell the porosity took longer to
change and more water was moved deeper in the till by mixing. The layer below the top till layer
reached maximum porosity between points 102.5 km and 7.5 km upstream of the GL for ∼65
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Figure 6.10: Till sensitivity tests: results for surface velocity (u) and volumetric flux in a conduit (Qc)
for tests R1 and T5. (a) and (b) give u for test R1 and T5, respectively. (c) and (d) give Qc for test
R1 and T5, respectively. Data displayed are for the onset (red), centre of the ice stream (green) and
the grounding line (blue) between years 90000-100000. Figure (d) clearly shows the occurrence of water
pulses in the lower ice stream. Grey lines are at an interval of 22.5 km between the onset and GL.
years. This occurred when surface velocity decreased and water moved up in the till due to lower
till mixing (Darcy flux). Where the top till layer was also at maximum porosity, this caused a
small pulse of water to move out of the top till layer and enter the subglacial conduit (Figure
6.10d). This water pulse was transported downstream and increased the till porosity of upper
till cells near the GL. As shown in Figure 6.10d, the water pulses were of irregular magnitudes.
It was this together with the sensitivity of the till to water availability that contributed to the
occurrence of irregularities in oscillations of the surface velocity and other variables. However,
in both T5 ad T6 the mean surface velocities were comparable (ranging from 165.6 - 168.6 m a−1
at the GL) (Figures 6.10 and 6.12).
The differences outlined above led to small changes in the magnitude and amplitude of the key
indicators (mean surface velocity at the GL of between 165.6 and 168.6 m a−1, Table J.12). The
main differences were in the period of oscillations of the runs. Periods of oscillation ranged from
410 to 660 years, in both cases less than in test R1 (∼955 years). The period was reduced in
both tests due to two different mechanisms. In test T5 the lower ice stream was able to change
between high and low surface velocity states quicker because of the till’s increased sensitivity to
water availability. In test T6, the reduction in the period of oscillation was because it took less
time for the top till layer to change in porosity, influenced both by the volume of till available
and the till mixing rate. Despite this there were only small differences in magnitude of the key
indicator variables. Mean surface velocities in test T5 were at most a few metres per year faster
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Figure 6.12: Till sensitivity tests: results for surface velocity (u) and basal melt rate (m˙t) for test R1
and T6 (coloured lines indicate test number, as given in Table 6.4). Figures (a), (b) and (c) give u for the
onset, centre of the ice stream and grounding line (GL), respectively. Figures (d), (e) and (f) give m˙t for
the onset, centre of the ice stream and GL, respectively. Centre of the ice stream is 200 km downstream
of the onset.
than in test R1 and T6 (Figure 6.12 (a-c)), resulting in an ice stream that was on average 7 m
thinner at the GL. In test T5 the mean basal melt rate was slightly lower, resulting in a decrease
in the volumetric conduit flux and average porosity of the till compared to test R1. In test T6
the opposite was the case, with a slightly higher basal melt rate and volumetric conduit flux
than in test R1 (Figure 6.12 (d-f)).
6.3.2 Conclusions
The effect of changes in till thickness and vertical node spacing in the till were much less pro-
nounced than those of changes in ice stream width found earlier in this chapter. The thickness
of a till cell affects the modelled distribution of water within the till. If a till cell is thicker, its
reaction time to water infiltration/extraction is lower, as it takes longer for the water to change
the porosity of the increased till volume. For reasons outlined in Section 6.3.1.1, the thickness
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of a till cell also affects how much water (and till) is transported vertically for a given surface
velocity and gradient in porosity, with a thicker till column having stronger mixing. In reality,
mixing of a till column would not be governed by till thickness in this way, but as the effect
on surface velocity and other variables was small, it was found that a more complicated mixing
scheme was not warranted for this study. The most notable effect of changes in till thickness was
to the period of ice stream oscillations. In the most extreme case in test T2, increasing the till
thickness to 9.6 m resulted in a total loss of oscillations. From the other tests we can say that
changing the vertical node spacing and till thickness changed the period of oscillation by several
hundred years. However, in all cases the period remained less than 1000 years, so this is all we
can say about the period of oscillation in these model runs.
The results found in this section could be improved if the volume of solids in each till cell
were permitted to change in time in response to till mixing and to differing rates of sediment
transportation at the base of the ice stream. At present there is little information in relation
to the rates of sediment erosion and deposition at the base of an ice stream (Section 2.3.1), but
some work has been done on modelling sediment flux rates at the base of ice streams or glaciers
(e.g. Alley and others, 1997; Bougamont and Tulaczyk, 2003; Boulton and Hindmarsh, 1987; Ng,
2000a). The addition of sediment transportation to the HIT model would be a valuable extension
to consider for future development. In addition, developing a method that reduces the effect of
till layering on model results would also be valuable.
6.4 Till compressibility and minimum void ratio sensitivity tests
In the HIT model the amount of till consolidation or swelling that occurs in the till is governed by
a compressibility equation (Equation 4.5). When we change the values of the reference void ratio
(e0) and the coefficient of compressibility (Cξ) in this equation, we change how subglacial till
responds to water infiltration and drainage. Here I conducted tests with values of Cξ and e0 that
are both higher and lower than in test R1 (Table 6.5), in order to ascertain how till consolidation
and swelling affect ice stream flow. In addition, I looked at the value of the minimum void ratio
used in the model and investigated how changing this value affects model results (Table 6.5).
6.4.1 Results and discussion
The results of the till compressibility and minimum void ratio tests are again presented in terms
of six key indicators (Table 6.2). In this section I use both porosity and void ratio to describe
the amount of water in the till, as void ratio is commonly used in compressibility equations.
The relationship between void ratio and porosity is given in Equation 4.9. Tests K1, K2 and
K4-K8 (Table 6.5) all reached oscillating stable states in less than 55000 years (stable at year:
32500 (K1), 48500 (K2), 52000 (K4), 52000 (K5), 51000 (K6), 46500 (K7) and 38500 (K8)).
Test K3 failed after 1028 years because the surface velocity became unreasonably high (> 50000
m a−1). The reason for this will be outlined below. Tests M1 and M2 investigated how reducing
and increasing, respectively, the minimum void ratio assigned in the model affects model results.
The tests reached stable oscillating states in year 40000 (M1) and year 75000 (M2). Results for
all tests (except K3) are given in Tables J.13, J.14 and J.15 and are summarised in Figure 6.13.
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Table 6.5: Till consolidation and minimum void ratio sensitivity tests
Colour Test Coefficient of compressibility (Cξ) and reference void ratio (e0)
! R1 Cξ = 0.25, e0 = 0.5
! K1 Cξ = 0.15, e0 = 0.4, lower Cξ and lower e0
! K2 Cξ = 0.15, e0 = 0.5, lower Cξ
! K3 Cξ = 0.15, e0 = 0.6, lower Cξ and higher e0
! K4 Cξ = 0.25, e0 = 0.4, lower e0
! K5 Cξ = 0.25, e0 = 0.6, higher e0
! K6 Cξ = 0.35, e0 = 0.4, higher Cξ and lower e0
! K7 Cξ = 0.35, e0 = 0.5, higher Cξ
! K8 Cξ = 0.35, e0 = 0.6, higher Cξ and higher e0
Colour Test Minimum till void ratio (porosity)
! M1 0.1 (∼0.09)
! M2 0.4 (∼0.29)
6.4.1.1 Till compressibility
Changes to Cξ and e0 affect the magnitude and rate of change of the effective pressure in the
till. Figure 6.14(a-c) shows that at a reference effective pressure of 1000 Pa, a higher value of
e0 in Equation 4.5 raises the effective pressure in the till at a given void ratio and vice versa.
Increasing the value of Cξ reduces the effective pressure in the till when e is less than e0 and
increases the effective pressure when e is greater than e0. A higher Cξ decreases the rate at
which the effective pressure changes with void ratio of the till, and the opposite for a lower Cξ. If
the rate of change and magnitude of the effective pressure in the till is higher or lower, then the
rate of change and magnitude of the till yield strength will also be higher or lower, respectively.
Where the strength of the till is lower than the sum of the driving stress and the gradient in the
longitudinal stress, the basal shear stress is equal to the till yield strength and so will follow the
same pattern of change.
Figure 6.15a shows that for the values of Cξ and e0 employed in tests K1-K8 and test R1, changes
in the effective pressure in the till were small once the void ratio of the till exceeded 0.6 (porosity
of 0.375). This resulted in low effective pressures (< 1 kPa), corresponding to low till yield
strength (< 1.5 kPa). Consequently, changes in the void ratio of the till once it exceeds 0.6 do
not have much influence on the basal shear stress. Hence, surface velocity and basal melt rates of
an ice stream will also not change significantly in this situation (if there are no other feedbacks
in the system). At the other end of the scale, low void ratios result in high effective pressures.
Note that at the minimum void ratio the maximum effective pressure for test K3 was 215.4 kPa,
higher than in any of the other tests. It was this high effective pressure that caused the model
to fail, as it resulted in a high basal shear stress that led to unreasonably high surface velocities.
Figure 6.15b shows that the different compressibility tests resulted in a wide range of effective
pressures at low till void ratio. As the porosity of the upper ice stream was permanently at the
maximum void ratio, it makes most sense to examine changes at the ice stream GL. Figure 6.16
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Figure 6.13: Summary of till consolidation and minimum void ratio/porosity sensitivity tests. Descrip-
tion of tests is given in Table 6.5. Data displayed are for the onset (red), centre of the ice stream (green)
and the grounding line (blue) when the run was in a stable state. Tests K1-K8 and test R1 means are over
years 50000-60000. The means for tests M1 and M2 are over years 40000-50000 and years 65000-75000,
respectively. Vertical bars indicate a oscillating stable state where more than one year is considered.
shows that the magnitude, amplitude and period of oscillations in the surface velocity and surface
slope of the GL depends on the rate at which the void ratio changes in response to increased
water infiltration or drainage. The lines in Figure 6.16 correspond to increases and decreases in
surface velocity and slope, as can be seen in Figure 6.17. If we compare the lines for test K2
(Cξ of 0.15, e0 0f 0.5; darker green lines in Figure 6.16(a,d)) and test R1 (Cξ of 0.25, e0 of 0.5;
grey line in Figure 6.16(b,e)) we can see how reducing the value of Cξ (from 0.25 in test R1 to
0.15 in test K2) affects ice stream flow. When the till drained at the GL, the lower Cξ of test
K2 resulted in a stronger increase in the effective pressure than in test R1. This led to a higher
basal shear stress, which caused the surface velocity to be lower when the till reached minimum
porosity. As the surface velocity downstream reduced, the upstream ice thickened resulting in a
steeper surface slope. Figure 6.13 shows that test K2 had the steepest and most varying surface
slope of all of the tests conducted in this section. The steeper surface slope raised the driving
stress, but the surface velocity did not increase because the basal shear stress remained high.
The high basal shear stress and thicker upstream ice led to an increase in the supply of melt
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Figure 6.14: Effective pressure (N) and void ratio (et) in the till at values of the reference void ratio
(e0) and coefficient of compressibility (Cξ) used in tests K1-K8 and R1 (Table 6.5). The figures display
all tests with a Cξ of: (a) 0.15, (b) 0.25, and (c) 0.35 and all tests with an e0 of: (d) 0.4, (e) 0.5 and
(f) 0.6. The figure clearly shows that Cξ determines the slope of the line (controls the rate at which N
changes with et) while e0 determines the magnitude of N .
water, which was transported to the GL via the subglacial conduit. This caused the till at the
GL to begin to fill again, reducing the effective pressure. In test K2 the reduction in effective
pressure was again stronger than for test R1. The till yield strength and basal shear stress were
also reduced, resulting in a higher surface velocity and a lower surface slope than in test R1.
The stronger changes in the effective pressure due to the lower Cξ in test K2 caused all of the
oscillations of the model run to have a higher amplitude (lower minimum and a higher maximum
values) than in test R1. Similar patterns can be seen in Figure 6.16 for the other tests.
A combination of changes to e0 and Cξ can either raise or lower the magnitude and rate of change
of the effective pressure of the till. If we compare test R1 to test K8 (dark blue line in Figure
6.16(c,f)) we see that the effect of raising both Cξ and e0 by 0.1 did not result in a large change
in surface velocity (Tables J.6 and J.14). In contrast, comparing test R1 to test K6 (pale blue
line in Figure 6.16(c,f)), where there was an increase of 0.1 in Cξ and a decrease of 0.1 in e0
compared to test R1, we see that the amplitude of the surface velocity and slope was dramatically
reduced. Figure 6.16 shows that the increase in the amplitude of the surface velocity at the GL
was mainly due to a decrease in the minimum velocity. However, mean surface velocities of all
the tests were comparable because the duration for which the surface velocity was high or low
also changed. Overall, the compressibility of the till had a significant effect on the flow dynamics
of the ice stream.
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Figure 6.17: Surface velocity and slope of ice stream of tests R1, K1, K2 and K4-K8 (Table 6.5). Data
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stable oscillating state was reached (years 55000-60000). Grey lines are at an interval of 22.5 km between
the onset and GL.
6.4.1.2 Minimum till void ratio (porosity)
The minimum and maximum void ratios (porosities) assigned in the model are very important,
as they determine the effective pressure of the till and they govern how much water is able to
be stored in a given till volume. The effective pressure is higher and more sensitive to changes
in void ratio for void ratios less than 0.5. Therefore, a maximum void ratio of 1 will not result
in significant changes in the effective pressure should it be shifted by small amounts in either
direction (such as by ± 0.2) (Figure 6.18). Conversely, a small change in the minimum void ratio
results in large differences in the magnitude and rate of change of the effective pressure. It is for
this reason that I concentrate on assessing the effect of changes in this lower boundary condition.
In test M1 the minimum void ratio is set to 0.1 (porosity of ∼0.09) and in test M2 it is set to
0.4 (porosity of ∼0.29). This is compared to test R1, where the minimum void ratio was 0.25
(porosity of 0.2).
The minimum void ratio set in the model only affects the ice stream where high freeze rates
lead to low porosities of the top till layer, which is predominantly in the lower part of the ice
stream. In test M1 the lower minimum void ratio resulted in a longer period and a larger
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Figure 6.18: Relationship between minimum and maximum void ratio and effective pressure. Grey
dashed lines are the minimum and maximum void ratio of test R1. The coloured dashed lines give the
minimum void ratio assigned in tests M1 and M2 (Table 6.5). The maximum void ratio (max) was not
changed in these tests because at void ratios above 1.0 (porosity of 0.5) effective pressures are low and
do not change greatly if additional water is added to the till cell.
amplitude in oscillations in the surface velocity, basal melt rate and other variables. This was
because a change in till porosity occurred for longer (between minimum and maximum void
ratio), leading to the longer period. When void ratio was at a minimum, the higher maximum
effective pressure led to a higher till yield strength and a higher basal shear stress in the till.
This and the reduced oscillation period caused the surface velocity to be lower for longer than
in test R1 (Figure 6.19(a-c)). The lower porosities at the GL meant that surface velocity was
particularly low in this region, leading to a thickening of ice upstream. The steeper surface
slopes that resulted allowed the surface velocity to increase to a higher maximum value when the
driving stress became high enough to exceed the greater resistance of the bed at the GL. In test
M2 the opposite was the case, where a higher minimum void ratio led to less change in the till
porosity and lower maximum basal shear stresses at the GL. While inspection of Figure 6.19(a-
c) shows that varying the minimum void ratio in the till by 0.15 had an effect on oscillations
in the surface velocity, the mean surface velocities for tests R1, M1 and M2 were comparable
(Table J.15). This indicates that the minimum void ratio influences the variability in the surface
velocity rather than its trend over a longer time period (e.g. several thousand years).
Mean basal melt rates were lower in test M2 and slightly higher in test M1 than for test R1
(Figure 6.19(d-f), Table J.15). This was because of the differences the minimum void ratio had
on the basal shear stress, as a lower basal shear stress, such as was found in test M2, leads to
less friction at the ice base. These differences in basal melt resulted in less water reaching the
GL in test M2 than in test R1 or M1. As a result, the conduit did not extend all the way to the
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Figure 6.19: Till sensitivity tests: results for surface velocity (u) and basal melt rate (m˙t) for test R1,
M1 and M2 (coloured lines indicate test number, as given in Table 6.5). Figures (a), (b) and (c) give u
for the onset, centre of the ice stream and grounding line (GL), respectively. Figures (d), (e) and (f) give
m˙t for the onset, centre of the ice stream and GL, respectively. Colour of x-axis labels give time period
considered for each test (test R1 is years 45000-50000). Centre of the ice stream is 200 km downstream
of the onset.
GL in test M2 and oscillations in the surface velocity and other variables were driven by small
changes in porosity at the GL (0.29 to 0.37) (Table J.15).
6.4.2 Conclusions
Varying the values of Cξ, e0 and the minimum void ratio all resulted in changes in the effective
pressure of the till. This impacted on the magnitude and amplitude of oscillations in the surface
velocity, surface slope and other variables. While a higher value of e0 raised the magnitude of
the effective pressure in the till, a higher value of Cξ decreased the rate at which the effective
pressure in the till changed with porosity as well as influencing its magnitude. Where et > e0, an
increase in Cξ led to an increase in the effective pressure of the till. However, effective pressure
did not change greatly with respect to void ratio in this case (Figure 6.15). This occurred in the
upper and central parts of the ice stream, where porosity was constantly at a maximum in all of
the tests conducted. Where et < e0, an increase in Cξ led to an decrease in the effective pressure
of the till. This led to large changes in the effective pressure with void ratio. This occurred in
the lower part of the ice stream, near the GL. Adjusting both Cξ and e0 from the values used
in test R1 led to either a partial cancellation or an augmentation of the strength of the change
in effective pressure. A lower minimum void ratio led to a higher maximum effective pressure of
the till compared to test R1. This mainly influenced the lower ice stream, where porosities of
the upper till layer were below the maximum and where basal freeze occurred.
Changes in the magnitude and amplitude of oscillations in the effective pressure were transferred
into the ice dynamics and subglacial hydrology of the model. When changes in e0, Cξ or the
minimum void ratio led to an increase in the amplitude and magnitude of the effective pressure,
the amplitudes and magnitudes of the basal shear stress, basal melt rate, surface slope and
surface velocity were also increased. The opposite was true when changes in these parameters
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Table 6.6: Eccentricity sensitivity tests
Colour Test Eccentricity (ecc)
1
! R1 ecc = 0.9949874371, b/a = 0.1
! E1 ecc = 0.9987492178, b/a = 0.05
! E2 ecc = 0.9797958971, b/a = 0.2
! E3 ecc = 0.8660254038, b/a = 0.5
! E4 ecc = 0, b/a = 1
NOTES: 1. a is the semi-major axis and b is the semi-minor axis of a conduit.
Table 6.7: Conduit spacing and number sensitivity tests
Colour Test Number of Conduit spacing (m)
conduits Onset Centre1 GL2
! R1 101 297.03 311.81 391.54
! C1 1001 29.97 31.46 39.51
! C2 201 149.25 156.68 196.74
! C3 21 1429.57 1499.68 1883.12
NOTES: 1. Centre is located 200 km downstream of the onset. 2. GL is the grounding line.
led to a decrease in the amplitude and magnitude of the effective pressure. In all of the tests
conducted the strongest effect of changes in compressibility occurred at the GL. This supports
findings made in earlier sections of this chapter that variations in surface velocity are driven
by changes in till porosity at the GL of an ice stream. The mean surface velocities in all cases
were comparable, indicating that variations in the magnitude of the effective pressure control
the variability in ice dynamics, rather than its overall trend. Overall, changes in the magnitude
of variables with till compressibility and minimum void ratio were relatively small, with mean
surface velocity at the GL ranging from 164.9 to 169.6 m a−1.
6.5 Conduit eccentricity, spacing and number sensitivity tests
In order to model a subglacial conduit system at the ice-till interface of an ice stream it is nec-
essary to make some assumptions about conduit shape and location. In the model it is assumed
that a conduit has an elliptical or circular shape. This is done by assigning an eccentricity (see
Section 5.1.1) to the conduit and by prescribing the number of conduits across the ice stream and
the spacing between them (see Section 5.1.2). In the tests conducted here I investigate whether
conduit eccentricity is a sensitive model parameter by varying its magnitude, keeping all other
conditions the same as in test R1. The eccentricity tests conducted are listed in Table 6.6. In
addition, I investigate whether the spacing of conduits influences ice flow. Conduit spacing is set
to 0.1% of the ice stream width in test C1, 0.5% of width in test C2 and 5% of width in test C3
(Figure 6.20). The number of conduits and the spacing between them in each case is given in
Table 6.7. The volume of water input into the ice stream at the onset was scaled by the conduit
spacing in these tests, so that the total volume of water entering the ice stream was the same in
each experiment.
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Figure 6.20: Conduit spacing and number in tests: (a) C3; (b) R1; (c) C2; and (d) C1. Each coloured
line shown in the figures above represents 10 conduits. Line colours refer to the test number, descriptions
of which are given in Table 6.7.
6.5.1 Results and discussion
The results of the eccentricity and conduit spacing tests are again presented in terms of the six
key indicators (Table 6.2). In addition, I include an analysis of conduit cross-sectional area and
basal shear stress. A summary of the results of both the eccentricity and conduit spacing tests
is given in Figure 6.21.
6.5.1.1 Conduit eccentricity
The four tests investigating the effect of conduit eccentricity all had oscillations in the surface
velocity and other variables. They reached stable oscillating states in year 34000 for tests E1-E3
and year 34500 for test E4. Results of the four tests are given for years 40000-50000 in Table
J.16. These clearly show that different conduit eccentricities do not result in large differences in
any of the key indicators. Figure 6.22 shows the maximum conduit size and shape for each test,
revealing that subglacial conduits in the ice stream were largest at the centre of the ice stream
and smallest at the GL (Figure 6.22). At the GL conduits opened and closed in response to
water availability, leading to a high variability in the conduit cross-sectional area (Figure 6.23c).
In contrast, at the onset the conduit size varied only slightly (Figure 6.23a).
Only very small differences (< 4 years) in the period of oscillations present in the data were
apparent in the different tests (Figure 6.24). This was because the total volume of melt water
produced or lost to freeze changed with conduit eccentricity. To explain why this occurs I
consider test E1, where the higher conduit eccentricity resulted in a larger semi-major conduit
axis than in all of the other tests. At a given location along the ice stream the length of the
semi-major conduit axis determines how much melt is generated (or lost) at the ice-till contact
area and how much is generated at the conduit wall. If the basal melt rate is greater than the
melt rate at the conduit wall, then the total amount of basal melt water produced will be lower
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Figure 6.21: Summary of eccentricity and conduit spacing sensitivity tests. Description of the tests is
given in Tables 6.6 and 6.7. Data displayed are for the onset (red), centre of the ice stream (green) and
the grounding line (blue) when the runs were in a stable state. In all cases data displayed are for years
40000-50000. Vertical bars indicate a oscillating stable state where more than one year is considered.
for a higher eccentricity conduit. This was the case in test E1 for the upper ice stream. In the
lower ice stream basal melt rates were lower than the melt rate at the conduit wall, resulting
in more melt water than in test R1 and tests E2-E4. The total water availability near the GL
then depends on whether or not the reduction in melt from upstream is greater than the increase
in melt downstream. In test E1 the higher eccentricity resulted in less water being available at
the GL. This caused the porosity of the till to increase at a slower rate, which led the till yield
strength and basal stress to decrease and the surface velocity to increase slower. As the time
taken for the till to oscillate between minimum and maximum porosity was longer, the period of
oscillation of the surface velocity and other variables was also longer, as shown in Figure 6.24.
A secondary effect of changing the conduit eccentricity was a difference in the basal shear stress.
An ice stream with higher eccentricity conduits experiences less friction at the bed, as the ice-till
contact area is reduced. In the HIT model this was accounted for by reducing the basal shear
stress as the semi-major conduit axis increased (Section 5.1.12). In the tests conducted here
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Figure 6.22: Maximum semi-major and minor conduit axes of each test (Table 6.6). GL is the grounding
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Figure 6.23: Eccentricity sensitivity tests: results for conduit cross-sectional area (Ac) and basal shear
stress (τb) for tests R1 and E1-E4. Figures (a), (b) and (c) give Ac for the onset, centre of the ice stream
and grounding line (GL), respectively. Figures (d), (e) and (f) give τb for the onset, centre of the ice
stream and GL, respectively (Table 6.6). Centre of the ice stream is 200 km downstream of the onset.
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Figure 6.24: Eccentricity sensitivity tests: results for surface velocity (u) and basal melt rate (m˙t) for
tests R1 and E1-E4. Figures (a), (b) and (c) give u for the onset, centre of the ice stream and grounding
line (GL), respectively. Figures (d), (e) and (f) give m˙t for the onset, centre of the ice stream and GL,
respectively (Table 6.6). The grey line of test R1 can not be seen because it is under the blue line of test
E2. Centre of the ice stream is 200 km downstream of the onset.
conduits of higher eccentricity did have lower basal shear stresses (Figure 6.23(d-f)), but overall
the effect on the surface velocity was small (mean surface velocity at the GL ranged from 165.2
to 168.3 m a−1). This is because a conduit is only possible when the porosity of the top till
layer is at a maximum, which is when the basal shear stress is small. Figure 6.23(d-e) shows
that the basal shear stress at the onset and at the centre of the ice stream did not vary greatly
from the minimum till yield strength (1004 Pa) (maximum porosity). This suggests that changes
in the amount of melt and freeze play a greater role in changing subglacial hydrology and ice
dynamics when eccentricity increases or decreases, but that overall the effect of varying conduit
eccentricity is small. In Table J.16 we see that there are small differences in the magnitudes
of the key indicator variables. However, the differences were so small that they were often less
than the change in the mean value from one period to the next. For this reason I refrain from
speculating on the reason for the differences, but rather state that the most significant effect of
different conduit eccentricities was the differences in the period of oscillation discussed above.
6.5.1.2 Conduit spacing and number
The three conduit spacing sensitivity tests all reached stable oscillating states, in year 31000
for test C1, in year 32500 for test C2 and in year 39000 for test C3. Results of the tests are
given for years 40000-50000 in Table J.17. Figure 6.21 shows that the main difference between
tests was in the volumetric conduit flux rate, which was higher for tests with a lower number
of conduits across the ice stream width. This is because each conduit in an ice stream with a
higher conduit spacing (less conduits) has to transport more water, leading to a larger conduit
size (Figure 6.25(a-c)). For the ice stream as a whole, the total amount of water moving through
the system was nearly the same, which is why there were only small differences in the magnitude
of the other key indicators.
The small differences in the magnitude of the other key indicators were generated because the
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Figure 6.25: Conduit spacing sensitivity tests: results for conduit cross-sectional area (Ac) and basal
shear stress (τb) for tests R1 and C1-C3. Figures (a), (b) and (c) give Ac for the onset, centre of the ice
stream and grounding line (GL), respectively. Figures (d), (e) and (f) give τb for the onset, centre of the
ice stream and GL, respectively (Table 6.7). Centre of the ice stream is 200 km downstream of the onset.
change in conduit area also meant a change in the semi-major axis length. This had the same
effect as changing the eccentricity of a conduit, where, as discussed above, the conduit width
changed the volume of melt water available and the strength of basal shear stress. For the same
reasons outlined in Section 6.5.1.1, reduction in the basal shear stress as the conduit widened
had very little effect, as the conduit was largest at the centre of the ice stream where till was
already at its maximum porosity and basal shear stresses were already low. Differences in the
volume of melt water produced again led to a change in the period of oscillation of the surface
velocity, melt rate and other variables (Figure 6.26). Test C3 had an oscillation period of ∼980
years with an amplitude in the surface velocity at the GL of 129.6 - 131.5 m a−1 between years
40000-50000. The oscillation period was ∼25 years longer than that of test R1 and ∼20 years
longer than in tests C1 and C2 and its amplitude was several metres a year higher than in the
other tests (tests R1, C1 and C2 had amplitudes in the surface velocity at the GL of 133.1-137.2
m a−1). Over the number of years of the model run, these changes are not significant. As in
the eccentricity tests, I refrain from commenting on the very small differences found in the other
indicator variables, as the changes observed were often less than the mean trend in the data.
6.5.2 Conclusions
Changes to the conduit eccentricity and in the number of conduits across the width of an ice
stream involved similar changes to the subglacial hydrology and ice dynamics of an ice stream.
Both led to conduits with semi-major axes that increased or decreased in length, changing the
basal shear stress at the bed and the amount of melt water available in the subglacial system.
Except for an increase in the volumetric flux rate in the conduit spacing experiments, the results
show that the changes made to the model in tests E1-E4 and C1-C3 did not have a major effect
on any of the key indicators (Figure 6.21). The volumetric flux rate increased in the conduit
spacing experiments because, while the overall volume of water in the subglacial system was
nearly the same, a higher conduit spacing resulted in a smaller number of conduits transporting
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Figure 6.26: Conduit spacing sensitivity tests: results for surface velocity (u) and basal melt rate (m˙t)
for tests R1 and C1-C3. Figures (a), (b) and (c) give u for the onset, centre of the ice stream and
grounding line (GL), respectively. Figures (d), (e) and (f) give m˙t for the onset, centre of the ice stream
and GL, respectively (Table 6.7). The grey line of test R1 can not be seen because it is under the blue
line of test C2. Centre of the ice stream is 200 km downstream of the onset.
an increased amount of water downstream.
Although the magnitude changes in these experiments were small, there were notable differences
in the period of oscillation. This was because the total volume of melt water generated or lost
at the ice-till interface changed with conduit eccentricity. Where the basal melt rate exceeded
the conduit melt rate, a conduit with a larger semi-major axis experienced a reduction in the
volume of melt water available to be transported downstream. When the opposite was true, more
melt water was available in the subglacial system. The first scenario was the case in the upper
ice stream and the second in the lower ice stream and the balance between these two processes
resulted in either more or less water at the GL. Where the amount of water reaching the GL
increased, the rate at which the porosity of the till was higher and led to a slight decrease in the
period of oscillation that was transferred through the model to all variables. Where the amount
of water reaching the GL decreased, the opposite occurred and the result was an increase in the
period of oscillations. In the tests conducted above changes in the period of oscillation were very
small, taking 40000 years to achieve the period shift of 10 - 27.5 years.
The results in this section suggest that ice stream and bed interaction is not highly sensitive to
changes in the conduit shape or to the number of conduits across the ice stream. However, it
should be kept in mind that the conduit configuration in these experiments is highly simplified.
In nature conduits would not extend in a straight line from the onset to the GL of an ice stream,
but are much more likely to meander around topographical irregularities and to merge with one
another. This would change the flow rate in the conduits, their size and shape. For modelling
purposes these results suggest that the use of circular conduits is acceptable.
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Table 6.8: Volumetric conduit flux at the onset sensitivity tests
Colour Test Volumetric conduit flux (m3 s−1)
! R1 1.75 × 10−3
! Q1 2.10 × 10−3, increase of 20%
! Q2 2.625 × 10−3, increase of 50%
! Q3 1.40 × 10−3, decrease of 20%
! Q4 8.75 × 10−3, decrease of 50%
! Q5 1.75 × 10−2, 5 year water pulse from year 51000 (till at maximum porosity at GL)
! Q6 1.75 × 10−2, 5 year water pulse from year 51250 (till porosity decreasing at GL)
! Q7 1.75 × 10−2, 5 year water pulse from year 51400 (till at minimum porosity at GL)
! Q8 1.75 × 10−1, 5 year water pulse from year 51400 (till at minimum porosity at GL)
! Q9 1.75 × 10−2, 5 year water pulse from year 51660 (till porosity increasing at GL)
6.6 Water input sensitivity tests
In all of the above tests the volume of water entering the subglacial conduit at the onset of the
ice stream in a given time period was constant. In this section I look at what effect changing
the magnitude of this water flux has on ice stream dynamics. In tests Q1 to Q4 I began with
the test R1, which was run for 50000 years. Then, I continued to run the model and between
years 51000 and 56000 I changed the volume of water entering the subglacial conduit at the
onset of the ice stream. The rate of change was a linear interpolation between the initial and
final volumetric flux, calculated over the period of change. The amounts by which I changed
the volumetric water flux are listed in Table 6.8. In tests Q5 - Q9 I again began with the 50000
year reference run, but this time I introduced 5 year long pulses in the volumetric conduit water
flux at the onset, which occurred at different stages of the porosity oscillation in test R1. The
magnitude and timing of these pulses are listed in Table 6.8.
6.6.1 Results and discussion
The results in this section can be divided into two subsections: permanent changes in the volu-
metric conduit flux at the onset and pulses in the volumetric conduit flux at the onset. Results
are again presented in terms of the six key indicators (Table 6.2). A summary of the results is
given in Figure 6.27.
6.6.1.1 Permanent changes in the volumetric conduit flux at the onset
Tests Q1-Q4 changed the volumetric flux rate at the onset from the value in test R1 (1.75 ×
10−3 m3 s−1) to values 20% or 50% higher or lower (Table 6.8). Tests Q1, Q3 and Q4 all main-
tained oscillations in the surface velocity and other variables, reaching stable oscillating states in
years 62500, 64000 and 74500, respectively. Test Q2 lost its oscillations by the time the increase
in the volumetric flux was fully adjusted (year 56000) and obtained a linear stable state in year
66000. The results for the key indicator variables (Table 6.2) are given in Table J.18.
In tests Q1 and Q2 I increased the volumetric water flux in the conduit at the onset of the ice
stream. In test Q1 the volumetric flux was increased by 20% from that of test R1. The high water
flux increased the period of oscillation and reduced the amplitude of the surface velocity of the ice
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Figure 6.27: Summary of volumetric conduit flux at the onset sensitivity tests. Description of tests
is given in Table 6.8. Data displayed are for the onset (red), centre of the ice stream (green) and the
grounding line (blue). For tests R1 and Q1-Q4 results are for when the test reached a stable state. This
was in years 40000-50000 for test R1 and 70000-80000 for tests Q1-Q4. Tests Q5-Q9 all reverted back to
a configuration identical to that of R1 after the pulse in the volumetric water flux. Therefore, here I show
ice stream conditions at the year of the water pulse, which was year 51000 for test Q5, year 51250 for
test Q6, year 51400 for tests Q7 and Q8 and year 51660 for test Q9. Vertical bars indicate a oscillating
stable state where more than one year is considered.
stream (Figure 6.28). This was because the increased volume of water in the subglacial system
led to a higher mean porosity in the lower ice stream and a higher volumetric flux throughout
the conduit (Figures 6.29(g-i) and 6.30b, Tables J.6 and J.18). As a result, there was additional
water to feed the freeze process near the GL and the conduit at the GL remained open for longer.
The conduit open/close cycle did not extend as far inland as in test R1; it only closed to 7.5
km inland of the GL in test Q1, while in test R1 it closed up to 20 km inland of the GL. This
changed the period of oscillation in till porosity near the GL, as the duration that the till was
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Figure 6.28: Surface velocity (u) of tests R1 and Q1-Q4 when the volumetric conduit flux at the onset
changes. Figures (a), (b) and (c) give u for the onset, centre of the ice stream and grounding line (GL),
respectively, for each test (Table 6.8). The volumetric conduit flux begins changing at year 51000 and
reaches the flux rate listed in Table 6.8 at year 56000. Centre of the ice stream is 200 km downstream of
the onset.
below maximum porosity was reduced. As a result, the till yield strength and basal shear stress
of the lower ice stream became less variable, which resulted in a lower amplitude in the surface
velocity. As the average till yield strength and basal shear stress were reduced, the mean surface
velocity was higher (Figure 6.29(a-c)). Overall, the period of oscillation in the surface velocity
and other variables increased, from ∼955 years in test R1 to ∼1060 years in test Q1, which is not
substantially different. The average increase in surface velocity caused the ice stream to thin,
reducing the basal melt rate. In the lower ice stream the basal melt rate was further reduced by
a lower mean basal shear stress, due to the higher mean till porosity that occurred there. The
increased freeze rate at the GL allowed the porosity of the till to reduce below the maximum
porosity, allowing oscillations in the ice stream to continue even though there was more water in
the subglacial system.
In test Q2 the volumetric conduit flux at the onset was 50% higher than in test R1. The period
of oscillation of the surface velocity immediately increased and its amplitude decreased (Figure
6.28). This response was for the same reasons as outlined above for test Q1, with the only
difference being that in test Q2 oscillations in the surface velocity and other variables were lost
by year 56000. This was because the amount of water introduced into the subglacial water
system was sufficient to feed the freeze process at the GL without reducing the porosity of the
till there below its maximum. The volumetric water flux was higher throughout the conduit and
the conduit remained permanently open at the GL (Figures 6.29(g-i) and 6.30c). The surface
velocity in test Q2 was higher than the mean surface velocities in tests R1 and Q1 (Figure
6.29(a-c)).
Tests Q3 and Q4 both experienced decreases in the volumetric conduit water flux at the onset
of the ice stream. In test Q3 the volume of water entering the subglacial conduit at the onset
was reduced by 20%. The ice stream experienced a reduction in the mean surface velocity at the
onset, but an increase in the mean velocity further downstream (Figure 6.28). At the same time
there was an increase in the amplitude and a reduction in the period of the surface velocity all
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Figure 6.29: Surface velocity (u) and volumetric conduit flux (Qc) of tests R1 and Q1-Q4. Figures (a-f)
give u for the onset, centre of the ice stream and grounding line (GL), respectively. Figures (g-l) give
Qc for the onset, centre of the ice stream and GL, respectively. Coloured lines refer to tests, as given in
Table 6.8. Centre of the ice stream is 200 km downstream of the onset.
along the ice stream. The processes that caused these changes were opposite to those that acted
on the ice stream in tests Q1 and Q2. The lower volume of water input into the ice stream caused
less water to be transported to the lower part of the ice stream (Figures 6.29(j-l) and 6.30d).
As a result the porosity of the upper till layer near the GL remained below maximum porosity
for longer and the conduit’s open/close cycle extended further inland, to 30 km upstream of the
GL. This caused the till yield strength and basal shear stress of the lower ice stream to become
more variable, resulting in a higher amplitude in the surface velocity (Figure 6.29(d-f)). The
mean surface velocity was lower downstream of the onset because the mean till yield strength
and basal shear stress were higher, due to the reduction in the mean porosity of the lower ice
stream. The period of oscillation of the surface velocity in test Q3 was ∼944 years, just 10 years
less than in test R1.
In test Q4 the volumetric water flux into the conduit at the onset was reduced further, by 50%
from test R1. The resulting decrease in water in the subglacial water system caused similar
processes to occur as in test Q3. However, although the period of the surface velocity was lower
than in test Q3, the amplitude of the surface velocity was lower than in either test R1 or Q3
(Figure 6.28). This was because the volumetric conduit flux was reduced and less water was
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Figure 6.30: Volumetric conduit flux at the onset for tests R1 and Q1-Q4 in year 70000 (high surface
velocity). Figures are (a) test R1, (b) test Q1, (c) test Q2, (c) test Q3 and (d) test Q4 (Table 6.8).
transported downstream than in test R1 or tests Q1-Q3 (Figures 6.29(j-l) and 6.30e). As a result
the conduit at the GL closed permanently and the open/close cycle of the conduit occurred
between points 2.5 km and 15 km upstream of the GL. Closure of the conduit did not extend as
far inland because the increase in the maximum surface velocity caused less freeze to occur near
the GL. This partly compensated for the reduced water in the conduit, and allowed an oscillation
in the porosity of the upper till layer to occur between the minimum till porosity and a value
of 0.36 (Table J.18). Changes in the till porosity caused the till yield strength and basal shear
stress to change slightly in time, although they remained high. As a result, the amplitude and
mean value of the surface velocity of the ice stream were lower (Figure 6.29(d-f)). The lower
surface velocity caused the ice stream to thicken and the mean surface slope to steepen. This
increased the driving stress and caused both the minimum and maximum surface velocities to
be higher. The period of oscillation of the surface velocity and other variables was reduced to∼771 years.
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6.6.1.2 Pulses in the volumetric conduit flux at the onset
In tests Q5-Q9 the volumetric flux at the onset was subject to 5 year long water pulses at different
times in its porosity cycle (Table 6.8). In all tests except for test Q8 the volumetric conduit flux
of the water pulse was 1.75 × 10−2 m3 s−1, an order of magnitude higher than the steady state
water flux in test R1. Test Q8 was conducted to see whether further increasing the volume of
water entering the ice stream would have any additional effects on ice stream flow. As such, it
had a volumetric flux that was an order of magnitude higher again (0.175 m3 s−1). The surface
velocity of tests Q5 and Q9 remained stable for the entire test (the water pulse did not result in
any instability). A few thousand years after the pulse tests, Q6, Q7 and Q8 returned to a similar
conditions (comparing the magnitudes and amplitudes of variables) to that which existed prior
to the water pulse, reaching stable oscillating states in year 63000 for test Q6 and year 63500 for
tests Q7 and Q8. I do not include a table of results for tests Q5-Q9 in Appendix J, as the values
of the indicator variables at stable state were very similar to those of test R1 in all cases.
Test Q5 introduced a pulse in the volumetric flux of the conduit at the onset in year 51000. At
this time the upper layer of the till at the GL was at maximum porosity (Figure 6.31b). As
such, the additional water introduced into the conduit was transported directly to the GL and
exited the ice stream again within a few years. The conduit grew in size immediately, with the
semi-major axis reaching a maximum length of 3.6 m, 85 km upstream of the GL. It took about
500 years for ice creep to reduce the size of the conduit to its pre-pulse size. There were no
significant changes in the period or amplitude of the surface velocity (barely visible below the
dark purple line in Figure 6.32), as in most cases some water remained in the conduit. The phase
of the oscillation in the surface velocity changed by 5-10 years.
In test Q6 a 5 year long water pulse occurred in year 51250, when the porosity at the top of the
till at the GL was 0.38 and was reducing in time (Figure 6.31c). The additional water from the
water pulse caused the upper till layer to increase to maximum porosity again. Any additional
water exited the ice stream at the GL. The conduit size increased (the semi-major axis reached
a maximum of 3.9 m, 110 km upstream of the GL) and returned to similar values as before
the pulse after about 400 years. After the water pulse infiltrated the till near the GL and was
released out of the end of the conduit, the till at the GL began to reduce in porosity again. It did
not reach maximum porosity until year 51820, 95 years after the till reached the same porosity
in test R1. This caused a phase change in the oscillations in the surface velocity of 105-115 years
compared to test R1 (Figure 6.32). Possible reasons why this phase change is greater than the
initial temporal change identified in the till porosity will be postulated at the end of this section.
Tests Q7 and Q8 caused pulses in the volumetric flux to occur in year 51400, when the upper till
cell at the GL was at minimum porosity. Test Q7 had the same volumetric flux rate for the pulse
as tests Q5, Q6 and Q9 (1.75 × 10−2 m3 s−1). The volumetric flux of the pulse in test Q8 was an
order of magnitude higher (0.175 m3 s−1). In test Q7 the water from the pulse entered the till
near the GL and caused it to immediately increase to the maximum till porosity (Figure 6.31d).
This led to a sudden decrease in the till yield strength and basal shear stress of the ice stream,
resulting in an increase in the surface velocity (maximum of 167.8 m a−1)(Figure 6.32). The
water pulse also caused an increase in the size of the subglacial conduit. The semi-major axis
increased to a maximum length of 3.72 m, 77.5 km upstream of the GL. The conduit size returned
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Figure 6.31: Till porosity of the upper till layer at the grounding line showing the effect of water pulses
in the volumetric conduit water flux at the onset made in tests Q5-Q9 (Table 6.8). Figure (a) is test
R1 (no water pulse) and figures (b-f) are tests Q5 to Q9, respectively. Red dashed line shows the year
in which the water pulse in water was initiated. It continued for 5 years in every case and then the
volumetric water flux returned to the pre-pulse rate.
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Figure 6.32: Surface velocity (u) of tests R1 and Q5-Q9 when there is a pulse in the volumetric conduit
water flux at the onset. Figures (a), (b) and (c) give u for the onset, centre of the ice stream and
grounding line (GL), respectively, for each test (Table 6.8). The pulse in the volumetric conduit flux
occurred at year 51000 in test Q5, year 51250 in test Q6, year 51400 in tests Q7 and Q8 and year 51660
in test Q9. Centre of the ice stream is 200 km downstream of the onset. Axis on the right shows values
of u for one year, so that the differences between the tests after the water pulse can be better identified.
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to pre-pulse values within 400 years. After the water from the pulse entered the till and exited
the ice stream, the porosity of the till began to decrease again. It reached maximum porosity
again in year 51825, 100 years after test R1 achieved the same porosity. This introduced a phase
lag in the surface velocity oscillations of 115-125 years compared to test R1 (Figure 6.32). Again,
reasons for the difference between the later phase change and the initial temporal difference in
the till porosity will be suggested below.
Test Q8 was the same as test Q7 except that the volume of water that entered the subglacial
conduit during the 5 year pulse was much higher. The size of the conduit increased substantially,
with the semi-major axis of the conduit increasing to a maximum of 9.2 m at the centre of the
ice stream. It took ∼700 years for the conduit size to return to pre-pulse values. Although there
was more water in test Q8, the changes to the till were very similar to those of test Q7 (Figure
6.31e). The increase in till porosity led to an increase in surface velocity that was slightly higher
than in test Q7 (maximum of 171.4 m a−1) (Figure 6.32). Although, in both cases the water from
the pulse was sufficient to raise the porosity of the top till layer at the GL to its maximum, the
larger semi-major conduit axis in test Q8 reduced the basal shear stress acting on the ice stream
and increased the velocity above that of test Q7. All additional water exited the ice stream and
had no further effect on till dynamics. As such, the phase change in surface velocity oscillations
was initially only 15 years longer than in test Q7. Once conditions had returned to those that
were in place prior to the water pulse, there was a phase difference in the surface velocity of 125
- 135 years compared to test R1 (Figure 6.32).
In test Q9 the change in the volumetric flux in the conduit occurred in year 51660, when the
porosity of the top till layer at the GL was at 0.35 and was increasing (Figure 6.31f). The water
pulse caused the till to increase to maximum till porosity at a faster rate. In test R1 it took 75
years for the till to move from minimum to maximum till porosity (minimum porosity in year
51650 to maximum porosity in year 51725). In test Q9 this process was completed in just 15
years, in year 51665. By the next cycle the phase of the surface velocity had reduced by 5 years
compared to test R1 (Figure 6.32). The subglacial conduit increased in size during the water
pulse, with a maximum semi-major axis length of 4.9 m, 10 km upstream of the GL. It took∼500 years for the conduit size to return to pre-pulse magnitudes.
The amount by which the phase of the surface velocity differed from that of test R1 did not
always match the temporal change in till porosity. There are several reasons for this. The first
is that the size of the subglacial conduit increased due to the water pulse and took a number of
years to return to the pre-pulse value. This led to an increase in the semi-major conduit axis,
which had similar effects to those discussed in Section 6.5. If the basal melt rate is lower than
the conduit melt rate, then the overall volume of melt water generated is reduced in a conduit
with a higher semi-major axis. The opposite is true if the basal melt rate is higher than the
conduit melt rate. Changes in the total volume of melt water cause the porosity of the till to
change at a different rate, which alters the basal shear stress and the surface velocity. Secondly,
a conduit with a larger semi-major conduit axis reduces the basal shear stress of the till, as the
area of ice-till contact is reduced. As in Section 6.5, this effect was small compared to basal shear
stress changes driven by porosity variations, as a conduit only forms where basal shear stress is
already low. How much an increase in conduit size reduces the basal shear stress depends on
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the magnitude and duration of the pulse. Thirdly, a larger subglacial conduit is more efficient
at moving water. Therefore in the years following the water pulse, a larger water volume was
transported by the conduit. This had implications for the conduit melt and ice creep rates.
Lastly, sudden changes in the porosity and volume of a till layer led to changes in till mixing.
How much of an effect a change in mixing has depends on how the water pulse changes the till
porosity and surface velocity. If a till layer suddenly increases from low to high porosity, more
water is likely to be mixed down into lower till layers.
6.6.1.3 Conclusions
Tests Q1-Q4 showed that permanent changes in the volumetric conduit water flux at the onset led
to changes in the magnitude, amplitude and period of the surface velocity. When the volumetric
flux was increased (Q1 and Q2), the period of oscillation of the ice stream increased and the
amplitude/magnitude of the surface velocity was reduced. This was because more water was
available in the subglacial system. As a result the till of the lower ice stream remained at
maximum porosity for longer and the conduit remained open for longer for a greater length of
the ice stream. These changes in the till porosity resulted in a lower and less variable basal shear
stress and a higher surface velocity with a lower amplitude. The higher surface velocity caused
the ice to thin, which subsequently led to a reduction in the basal melt rate. The basal melt
rate in the lower ice stream was reduced further, due to the increased till porosity there. If the
amount of freeze at the GL was sufficient to empty the conduit and reduce the porosity of the
till at the GL, oscillations in the surface velocity occurred. Otherwise there were no oscillations
in the surface velocity or other variables.
When the volumetric conduit water flux at the onset of the ice stream decreased in magnitude,
the opposite to the above occurred. Less water was transported to the lower ice stream causing
the mean porosity of the till to be reduced. This led to a higher average till yield strength and
basal shear stress and a lower mean surface velocity. The processes that occurred in test Q3 were
opposite to those outlined for tests Q1 and Q2 above. However, test Q4 differed slightly from
this pattern because the subglacial conduit did not extend to the GL. This was because a higher
maximum surface velocity led to a reduction in freeze at the GL. This partly compensated for
the lower volumetric conduit flux at the onset and enabled oscillations in the surface velocity
and other variables to continue to occur.
Tests Q5-Q9 show that the timing of a water pulse entering an ice stream at the onset is very
important. If a water pulse occurred when the till was below maximum porosity, water was
added to the till and the till yield strength and basal shear stress changed quickly. This was
most pronounced in tests Q7 and Q8, where there was an associated peak in the surface velocity.
If a water pulse occurred when the till was already at maximum porosity or increasing towards
it the water pulse had less effect, as most of the water moved through the conduit and was
released at the GL. Test Q8 showed that the volume of a pulse of water is important until it
is high enough to raise the till porosity to its maximum, after which any additional water just
enlarges the subglacial conduit. In the years following the water pulse the larger subglacial
conduit that resulted from the pulse caused small changes in the total volume of melt water in
the system, led to a decrease in the basal shear stress and allowed a greater volume of water to
travel downstream. In addition, sudden changes in the till porosity altered the amount of till
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mixing. However, feedbacks from till mixing were small and did not influence ice stream flow
dynamics greatly.
6.7 Conclusions of all sensitivity tests
The six categories of sensitivity tests conducted in this chapter show that the relationship between
subglacial hydrology and ice dynamics of an ice stream is complex. There are direct effects,
indirect effects and feedbacks that result from changes to the ice stream width, till thickness,
till compressibility, volumetric conduit flux at the onset and from changes in the size, shape
and location of conduits. While it is not appropriate to compare the magnitude of changes
between the various sensitivity tests, it may be said that in the tests conducted here those that
applied changes in ice stream width were most sensitive to change, although they take longer
to occur. This is because these tests directly altered the surface velocity through the force
balance (changes in the marginal shear stress). The other tests dealt with changes to the till and
subglacial hydrology, which had a less direct influence on ice flow dynamics. A summary of key
findings of the sensitivity tests is given in Table 6.9.
In all of the tests conducted it was evident that oscillations in the surface velocity and other
variables were generated by oscillations in the porosity of the till at the GL. When there was
insufficient water available to change the porosity of the upper till layer at the GL, no oscillations
occurred. In addition, the rate at which the porosity of the till near the GL increased and
decreased dictated the amplitude and period of the surface velocity and other variables. This
shows that the availability of water to the till and its rate of movement within the till are
important in determining the flow regime of an ice stream.
The effect of width changes on an ice stream depends on the magnitude of the change and on
where along the ice stream the change occurs. This is partly because the volume of the till
available to take up subglacial water increases as the ice stream width increases, assuming a
homogenous till layer. When width changes were made at the onset of an ice stream the entire
ice stream was affected. When width changes were made at the GL, there were only slight
feedbacks felt by the inland ice. In tests where the width of the ice stream was changed all along
the ice stream, the surface velocity of the entire ice stream increased. This was because the
area over which the basal melt rate acted and the volume of the till increased by the same ratio
everywhere. Hence, the basal shear stress at the GL was not higher than in the reference test.
The degree to which till thickness and compressibility affect ice stream dynamics depends on
how much they change the till porosity. The thickness of the upper layer of the till is important
because in this model its volume dictates how much water is required for the till cell to reach
maximum porosity. A thicker till cell also led to increased till mixing at high velocity, due to the
assumptions made in the mixing equation and regarding solid till content. This had a notable
effect on the oscillation period, which changed by several hundred years and in one case caused
oscillations in the data to cease. However, in all cases the period of oscillation can be said to be
less than 1000 years and mean surface velocities did not vary by more than 10 m a−1. Varying
the coefficient of compressibility (Cξ), the reference void ratio (e0) (compressibility equation)
and the minimum void ratio of the model affected the magnitude of the effective pressure in
the till and the rate at which it changed with porosity. This was transferred throughout the
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Table 6.9: Key findings of ice stream sensitivity tests
Sensitivity test Details
width change of onset region entire ice stream affected
widening lower marginal shear stress
higher surface velocity
width change of GL region
widening lower marginal shear stress near the GL
increased volume of till in lower ice stream led to lower mean porosity
lower mean surface velocity, with higher amplitude, at GL
slightly higher surface velocity for upper ice stream
narrowing higher marginal shear stresses near GL
lower surface velocity and thicker ice
width change of entire ice stream entire ice stream affected
widening higher mean and larger amplitude of surface velocity
lower ice thickness, less steep surface slope
higher till porosity, higher basal melt rates
higher volumetric water fluxes in conduits
subglacial till thickness
thicker till layer took longer to achieve a given change in porosity
stronger vertical till mixing (constant volume of solids)
longer period of oscillation in surface velocity
basal topography increased till mixing in bedrock hollows
more water mixed deep into till, less water at ice-till interface
comparable mean surface velocity, no oscillations
number of till layers small changes in surface velocity and other variables
changes in period of oscillation
till compressibility
higher e0 increased the magnitude of effective pressure in the till
higher Cξ decreased the rate of change of effective pressure in the till
et < e0 increased Cξ led to an increase in the effective pressure
higher (e0 − et)/Cξ stronger change in effective pressure with porosity
period and amplitude of the surface velocity increased
mean surface velocity not affected
minimum void ratio
lower minimum higher maximum effective pressure at low porosity
period and amplitude of the surface velocity increased
mean surface velocity not affected
conduit eccentricity not highly sensitive
higher eccentricity longer semi-major axis
lower basal melt at ice till interface, higher conduit melt
changes in water availability and porosity
affects period of oscillations of surface velocity
lower basal shear stress, but effect is small
conduit spacing and number not highly sensitive
larger conduit spacing less conduits and longer semi-major axis
similar effect as for conduit eccentricity
water input at the onset
increased water flux higher mean porosity in lower ice stream
period of surface velocity oscillation increased
amplitude of surface velocity was reduced
water pulses the timing of pulses is important
a stronger effect occurs during periods of low water availability
long term changes to the ice stream were negligible
NOTE: Unless otherwise stated the opposite change to the one listed above had the opposite effect.
model and dictated the amplitude and period of oscillation of the surface velocity, basal melt
and other variables. This effect was strongest at the GL, where the porosity change was greatest
in an oscillating ice stream. The effect of changes in e0, Cξ and the minimum void ratio on the
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upper ice stream was less apparent, as the upper till layer was permanently at the maximum till
porosity and changes in the effective pressure in the till were low. Although the amplitude and
period of oscillations in the surface velocity were influenced by e0, Cξ and the minimum void
ratio, the mean surface velocity was similar in all tests. This shows that these parameters do
not have much influence on long term trends in ice stream dynamics.
Changing the eccentricity of subglacial conduits had only a small influence on the key indicator
variables. The total volume of melt water varied slightly because the area over which the conduit
melt rate acted increased and the area over which the basal melt acted decreased for a conduit
with a longer semi-major axis (higher eccentricity). In addition, the basal shear stress was
reduced when the ice-till contact area was lower. However, this had only a small effect as the
basal shear stress is already very low where a conduit forms. The main changes found to occur
due to variations in conduit eccentricity were in the period of oscillation of the surface velocity
and other variables. This was due to the changes in the amount of melt water generated for the
reasons outlined above. This resulted in a change of porosity that governed the oscillation period
of the ice stream. Changes in the period of the ice stream occurred very slowly, taking thousands
of years to result in a phase difference of just a few decades. Overall, the small differences that
occurred as a result of changing the conduit eccentricity suggest that using a circular cross-
sectional area is acceptable for subglacial modelling. Changing the number of conduits across
the ice stream width also had only a slight effect on key variables. The size of subglacial conduits
increased as the number of conduits reduced, as each conduit transported a greater amount of
water to the GL. This resulted in similar changes as varying the conduit eccentricity; variations
in the total melt volume and basal shear stress.
Changes in the volumetric conduit water flux at the onset of the ice stream led to changes in
the magnitude, amplitude and period of the surface velocity. An increased water flux caused the
mean porosity of the till to be higher, lowering the basal shear stress and raising the mean surface
velocity. It also meant that the till was at the maximum porosity for longer and that it varied
less. This increased the period of oscillation of the ice stream and reduced the amplitude of the
surface velocity. The opposite occurred when the volumetric flux in the conduit was reduced
at the onset. Less water was available and the till was below its maximum porosity for longer,
reducing the period of oscillation of the ice stream. This led to a higher average basal shear
stress and a lower mean velocity. The driving stress increased because the ice was thicker and
the surface slope was steeper. Therefore, the maximum and minimum surface velocities were
both higher, but surface velocity was high for a much shorter time. At the GL the higher surface
velocity raised the basal melt rate, which partly compensated for the lower water volume in the
subglacial system.
The most important factor that influences how much a water pulse affects ice stream dynamics
is the timing of the pulse in relation to the oscillation in till porosity. If a water pulse enters
the subglacial system when the till is below maximum porosity, it increases the till porosity
rapidly. When the till is at minimum porosity and the water pulse carries a high volume of
water, this can cause the porosity of the till to move from its minimum to maximum value in less
than 5 years. This reduces the basal shear stress and leads to a sudden increase in the surface
velocity. Any water in excess of that needed to fill the till has no direct effect on the till, as it
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is transported downstream by the conduit and exits the ice stream at the GL. If a water pulse
enters the subglacial system when the till is at or increasing towards the maximum porosity, the
pulse has less effect on the till and is transported downstream to be released at the GL. The
amount of water in the conduit system affects the semi-major axis length which introduces small
changes in the amount of melt water generated, the basal shear stress and how rapidly water
moves through the subglacial conduit.
Several future improvements to the HIT model were identified in this chapter. In tests T5 and T6
it was found that changing the number of layers in the till led to small changes in the magnitude,
amplitude and larger changes in the period of the key indicator variables. This could be improved
by developing a method that determines when conduit formation occurs that is independent of
the till layers, as the time it takes for the top till cell to reach maximum porosity varies greatly
with layer thickness due to the associated till volume change. A second improvement could be
made if the volume of solids in each till cell were permitted to change in time in response to
till mixing and to differing rates of sediment transportation at the base of the ice stream. This
would require the introduction of sediment fluxes in the model and some treatment of erosion.
These would be valuable extensions to consider for future model development.
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Modelling the flow of
Whillans and Kamb Ice Streams
The final stage of this research is to take the HIT model and apply it to a realistic ice stream
geometry. This means introducing irregularities in the surface elevation, bed elevation and ice
stream width. The two ice streams I apply the model to are Kamb Ice Stream (Ice Stream C)
(KIS-C) and Whillans Ice Stream (Ice Stream B) (WIS-B), neighbouring ice streams on the Siple
Coast, Antarctica (Figure 2.1). This chapter outlines the methods used to obtain the necessary
input data for the HIT model and conducts a number of tests on both ice streams. It then
bench-marks results against observations and past research and ends with a summary of key
findings.
7.1 Prescribed initial conditions
Prescribed initial conditions for the HIT model include surface elevation, bed elevation, ice
stream width, ice surface temperature and accumulation rate. Values for each of these variables
are required for each node along the length of an ice stream flowline, which extends down the
centre of the ice stream from the onset to the grounding line (GL). I began by constructing the
flowline and calculating the ice stream width. I then extracted the input data for each node.
The methods used in each case are outlined below.
7.1.1 Flowline construction
I constructed the model flowline in ArcMap 9.0 geo-imaging software. I first identified the onset,
margins and GL of each ice stream from the RADARSAT-1 Antarctic Mapping Project (RAMP)
Antarctic Mapping Mission 1 (AMM-1) Synthetic Aperture Radar (SAR) Mosaic of Antarctica
(MOA) (Figure 7.1). This was aided by consideration of Interferometric Synthetic Aperture
Radar (InSAR) ice flow velocities from Joughin and others (1999) (Figure 7.2), which helped to
determine flow margins of the upper ice stream tributaries. I define the ice stream onset as being
located at the top of the upper tributaries, where surface velocities increase in magnitude from
those of the surrounding ice sheet (∼> 20 m a−1), as shown in Figure 7.2.
The transition from grounded to floating ice is often characterised by thin tide or strand cracks,
where brittle deformation is taking place (Horgan and Anandakrishnan, 2006). This was strongly
evident at the GL of KIS-C, where large tensional crevasses made delineation of the GL possible.
Conversely, the surface near the GL of WIS-B has few crevasses (Catania and others, 2006), which
made its detection more difficult. The GL position of the Siple Coast Ice Streams produced by
Horgan and Anandakrishnan (2006) from ICESat data, and kindly provided by the author,
was used to determine the GL where it was not obvious from the RAMP data. Horgan and
Anandakrishnan (2006) report an error of ∼±2 m in the GL position due to poor ocean tide
corrections (Horgan and Anandakrishnan, 2006; Shuman and Fahnestock, 2005). As resolution
of the RAMP data is ∼250 m, I estimate that the overall uncertainty in the position of the
margins, onset and GL is less than ±5 pixels, which corresponds to ±1.25 km.
The flowline of the ice stream was constructed by using the ArcMap measurement tool to deter-
mine a centreline that was approximately equidistant from each margin. I then calculated the
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(a) (b) (c)
(d) (e) (f)
Figure 7.1: Digitisation of ice stream margins. The background image is from the RAMP MOA (Jezek
and RAMP Product Team, 2002). (a) and (b) show how the margin of WIS-B was identified and digitised.
(c) shows the location of (a) and (b) on WIS-B. (d) and (e) show how the margin of KIS-C was identified
and digitised. The margin was much more difficult to identify where flow is stagnated. (f) shows the
location of (d) and (e) on KIS-C.
position of points 2.5 km apart (node spacing in the model) along each ice stream centreline.
Where the main trunk of each ice stream divides into its two main upper tributaries (hereafter
termed the ice stream junction) the centreline shifts from the centre of the main trunk to the
centre of each upper tributary. It is estimated that the uncertainty in the centreline position is
less than ±10 pixels, or ±2.5 km.
7.1.2 Ice stream geometry
The bed and surface elevations of WIS-B and KIS-C are from BEDMAP Project data (Lythe
and others, 2001). BEDMAP consists of a series of integrated digital topographical models for
the Antarctic continent and its surrounding ocean. The bed and surface topography used here
have a nominal spatial resolution of 5 km, although such a high resolution is not justified at every
grid point (see Lythe and others (2001)). Where possible higher resolution data from the sources
of BEDMAP replaced their lower resolution counterparts (BEDMAP missions 1, 19, 42, 53 and
95 (thanks to H. Fricker, T. Scambos and S. Carter for data)). Bed and surface elevations were
imported into ArcMap 9.0 geoimaging software (Figure 7.3(a,b)), from which data values for
each flowline node were extracted. Widths at each flowline node were determined during flowline
construction (Figure 7.3(d,f)), where measurement was taken perpendicular to ice stream flow.
A linear initial ice stream width (depicted by the light grey dashed line in Figure 7.3(d,f)) was
constructed for model initialisation, for both WIS-B and KIS-C. This was necessary because the
full width led to extreme surface velocities in the first time step of the initialisation procedure.
Between years 20 and 250 of the model run ice stream width was linearly interpolated between
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Figure 7.2: Ice flow velocity of the SIS from Joughin and Tulaczyk (2002). InSAR data are mapped
over the RAMP MOA (Jezek and RAMP Product Team, 2002). Flow velocity at 100 m a−1 intervals is
contoured with thin black lines. White vectors show subsampled velocity vectors in fast-moving areas.
Thick black lines are catchment boundaries for individual ice streams. Light blue line shows the outline
of the catchment as given by Shabtaie and Bentley (1987). Red and green lines are not used in this study.
The white box on the inset map shows the location of the study area in Antarctica.
the initial and full width.
Both WIS-B and KIS-C have two main tributaries that join to form the lower trunk of the ice
stream. While the modelled flowline follows only one tributary, ice and water fluxes from the
second tributary were added at the ice stream junction in both cases. I assume that the ice flux
from the second tributary is the same as that of the modelled tributary. Fluxes of water were
also assumed to flow through the till and through conduits from the second ice stream tributary.
In both cases the flux of water at the junction was taken as being a percentage of the upstream
flux multiplied by a width ratio (width at the junction divided by width one node upstream
of the junction). For WIS-B it was assumed that the percentage was 100%, where the rate of
water flow from the second tributary is the same as from the modelled tributary. For KIS-C the
percentage was taken as 35%, as the modelled northernmost tributary is longer, originates in a
much deeper trough and is known to exhibit much higher basal melt rates than the southernmost
tributary (Joughin and others, 2003).
WIS-B receives additional ice from Mercer Ice stream (MIS-A) and from minor tributaries at the
top of the modelled upper tributary. In both cases ice is added over a number of nodes according
to a gaussian distribution. At the top of the modelled upper tributary I added 4 km3 a−1 of ice
over a 25 km section of the ice stream (estimated from surface velocities of Joughin and others
(1999) and BEDMAP thickness data). This was centred on a point 87.5 km from the onset.
MIS-A enters the southern margin of the main trunk of WIS-B. Here, 8 km3 a−1 (Bougamont
and others, 2003a; Joughin and others, 2002b) of ice was added over a 50 km section of the
7.1. Prescribed initial conditions 135
































































  



































































  










































El
ev
at
io
n 
(m
)
−1000
−500
0
500
W
id
th
 (k
m
)
0 100 200 300 400
−50
0
50
El
ev
at
io
n 
(m
)
−2000
−1000
0
1000
Distance from ice stream 
onset (km)
W
id
th
 (k
m
)
0 200 400 600
−50
0
50
(a)
(b)
(c) WIS-B
(d) WIS-B
(e) KIS-C
(f) KIS-C
ice from second
tributary
ice from second
tributary
MIS-A
Figure 7.3: Ice stream geometry of WIS-B and KIS-C. (a) Surface elevation. Red lines are the modelled
ice stream flowlines and pink lines are the centrelines of the tributaries that are not modelled. Black line
is the grounding line (GL). Surface elevation contours are at 200 m. (b) Bed elevation. Bright green
lines are the modelled flowlines and light green lines are the centrelines of the tributaries that are not
modelled. Dark blue line is the GL. Bed elevation contours are at 500 m. For both (a) and (b) elevations
are taken from the BEDMAP Project (Lythe and others, 2001), white lines are ice stream margins and
inset shows location in Antarctica. (c) and (e) give the bed and surface elevations of the WIS-B and
KIS-C flowlines, respectively. (d) and (f) give the ice stream widths of WIS-B and KIS-C, respectively,
with no allowance for ice stream curvature. The dashed light grey line is the initial width, as explained
in Section 7.3, and the red dashed line is the model flowline. Arrows show where ice enters the flowline
from the second major upper tributary of the ice streams and, in the case of WIS-B, from Mercer Ice
Stream (MIS-A) (Section 7.1.2).
flowline, centred on a point 112.5 km upstream of the GL. The volume of ice entering the ice
stream is added to the conservation of mass equation (Equation 3.12). No additional subglacial
water was added from tributaries or ice streams that joined WIS-B or KIS-C.
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7.1.3 Atmospheric forcing
As direct surface temperature measurements across Antarctica are sparse, I use 25-year (1980-
2004) averaged mean annual temperatures from a regional atmospheric climate model (version 2)
(RACMO2/ANT), specially adapted for use over Antarctica (van den Broeke, 2008, data kindly
provided by M. van den Broeke) (Figure 7.4). RACMO2/ANT has a horizontal resolution of
55 km and is forced by European Centre for Medium-Range Weather Forecasts reanalysis for
January 1980 to September 2002 (ERA40) and by operational analyses from October 2002 to
December 2004 (van den Broeke, 2008). A 2○C cold bias in the modelled data was corrected
to give a good representation of Antarctic near-surface temperatures (Reijmer and others, 2005;
van den Broeke, 2008). Maps of accumulation rates for Antarctica have been derived from
compilations of data collected in situ (from snow pits, snow stakes and ice cores) (e.g. Alley and
Bentley, 1988; Bull, 1971; Smith and others, 2002; Venteris and Whillans, 1998; Whillans, 1978),
augmented by satellite observations (e.g. Arthern and others, 2006; Giovinetto and Zwally, 2000;
Vaughan and others, 1999) (Figure 7.4). Here I use data from Arthern and others (2006), which
is estimated to have an effective resolution of 100 km. As with the surface and bed elevations,
surface temperatures and accumulation rates were extracted for each node of the ice stream
flowline. As we are ignoring changes in external factors, surface temperatures and accumulation
rates are held constant in time.
A Wiener filter (Wiener, 1949) was applied to all of the input data to reduce high frequency noise,
as this led to model instabilities during spin up. The Wiener filter uses a statistical approach
that reduces the amount of noise present in a signal. It is constructed from the frequency
spectrum of the data in such a way that a high signal to noise ratio is ensured. A linear fit in
the high frequency part of the spectrum gives an estimate for the noise level (Pn) as a function
of frequency. Similarly, a linear fit in the same region after subtracting the noise level is used
to find the signal (Ps) as a function of frequency. For every frequency, a filter coefficient φw
(ranging from 0 to 1) is calculated as:
φw = Ps
Ps + Pn
(7.1)
As noise dominates (Ps ≪ Pn) in the high frequency part of the spectrum, φw is close to zero.
Conversely, in the low frequency part of the spectrum where the signal exceeds noise (Pn ≪ Ps),
filter coefficients are close to unity. Therefore, the Wiener filter acts as a low pass filter. The
filter is applied by multiplying the frequency spectrum of the data with the filter coefficients.
The result is then transformed into a smoothed version of the input data.
7.2 Model setup
The model runs conducted using the geometry of WIS-B and KIS-C had a similar setup to
that outlined in Chapters 3, 4 and 5, with some changes to model parameters. The average
ice flux at the onset was set to 200 m3 s−1, as this produced surface velocities similar to those
observed at the onset (Joughin and others, 1999, 2002b). Transverse velocity (lateral input of
ice to the flowline) was estimated at 5 m a−1 (maximum value used by (Bougamont and others,
2003a). As in Chapter 3, surface temperature changed with surface elevation according to a
lapse rate of -0.004 ○C m−1, as this value has been used in previous studies for the same region
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Figure 7.4: Surface temperatures and accumulation rates of WIS-B and KIS-C. (a) Near-surface temper-
atures. Red lines are the modelled ice stream flowlines and pink lines are the centrelines of the tributaries
that are not modelled. Black lines are estimated ice stream boundaries. Dark blue line is GL position.
Data are 25-year (1980-2004) averaged mean annual temperatures from the RACMO2/ANT regional at-
mospheric climate model (van den Broeke, 2008). Contours have a 1○C spacing. (b) Accumulation rates
(m a−1 ice equivalent). Red lines are the modelled ice stream flowlines and pink lines are the centrelines
of the tributaries that are not modelled. White lines are estimated ice stream boundaries. Grey line is GL
position. Accumulation data are statistically calculated from satellite and ground-based measurements
(Arthern and others, 2006). Contours have a 0.05 m a−1 spacing. Insets in (a) and (b) show location
in Antarctica. (c) and (e) give temperature profiles of WIS-B and KIS-C, respectively, along the model
flowline. (d) and (f) give the accumulation rate of WIS-B and KIS-C flowlines, respectively.
(Bougamont and others, 2003b). Ice shelf buttressing at the GL was raised to 2 kPa for both ice
streams, which is in the range expected for the GL of WIS-B and KIS-C with the Ross Ice Shelf
(Alley and others, 2004). The geothermal heat flux was maintained at 0.07 Wm−2, for reasons
outlined in Section 3.5 of Chapter 3. It is estimated that the ice streams of the Siple Coast are
approximately 40 m out of isostatic equilibrium (Parizek and Alley, 2004). This was used to
determine the b0 term for glacial isostatic adjustment (GIA) (Equation 3.17). The time step for
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model runs was changed to 3 hours, as a 12 hour time step resulted in large feedbacks in the ice
thickness through ice divergence, which caused the model to become numerically unstable.
The total till thickness was initially set to 4 m thick everywhere (6 vertical till nodes). This is
within the range of till thicknesses found below WIS-B and KIS-C (Section 2.3.1). Till porosities
below the ice streams range from 0.26 - 0.60% (Section 2.3.1), so the minimum and maximum
porosities of the till were set to 0.2 (void ratio of 0.25) and 0.6 (void ratio of 1.5), respectively.
The initial porosity in the area of thickest and thinnest ice (Section 4.1.4) were set to 0.59
and and 0.40, respectively, as these were found to provide reasonable initialisation of the conduit
system. Hydraulic potential and the excess porewater pressure were initially constant with depth
(Equation 4.14). The reference effective pressure (N0) was set to 1000 Pa, the reference void
ratio of the till (e0) to 0.6 and the coefficient of compressibility (Cc) to 0.25, as was the case in
Chapter 5.
Conduit spacing was set to 1% of the ice stream width, resulting in 101 conduits for both WIS-B
and KIS-C. Conduits of KIS-C were spaced 295.5 m apart at the onset and 1267 m apart at
the GL and conduits of WIS-B were spaced 297.4 m apart at the onset and 1373 m apart at
the GL. As in Chapter 5, conduit eccentricity was held constant at ∼0.995, corresponding to an
approximate 10:1 ratio of semi-major axis a to semi-minor axis b (Equation 5.4). As stated in
Chapter 5, this was chosen to approximate the height, width and spacing of conduits estimated
by Engelhardt and Kamb (1997) (conduit width 1 m, conduit height 0.1 m). Model stability
was established in a similar way to that outlined in Section 4.4. For the real geometry a stable
state was considered to occur when the trend line of the surface velocity had a relative slope of
±1×10−4 a−1 measured over a 5000-year period. When oscillations occurred in the model data, I
required that the amplitude and period of oscillations in the surface velocity not change by more
than 10% from one oscillation to the next. These requirements were relaxed slightly from the
criteria in the development runs and sensitivity tests, as experimentation suggested that running
the model for thousands of additional years resulted in very little change in model results.
When simplified geometries were used (Chapters 3 to 6), horizontal advection at the onset (last
term on the RHS) in Equation 3.23 was set equal to that one node downstream. When real
geometry was introduced into the model in this chapter, it was found that when the temperature
profile at the onset was calculated using Equation 3.23, it resulted in the ice near the bed
becoming too warm. This is most likely caused by the lack of an onset boundary condition for
the horizontal advection term, as the ice temperature upstream of the onset is unknown. To
avoid the use of a boundary condition in the real geometry model runs, I use Equation 3.24 to
calculate the ice temperature profile at the onset. This produced a more realistic result.
7.3 Model experiments
Eight model runs were conducted to investigate the influence of subglacial hydrology on the ice
flow dynamics of KIS-C and WIS-B (Table 7.1). The first 6 model runs investigate the dynamics
of KIS-C. KISC1 and KISC2 show how the volume of water entering ice stream conduits at the
onset affects the surface velocity. Assuming the same conditions as in KISC2, KISC3 redirects
all water at a point 240 km upstream of the GL towards WIS-B, investigating what effect water
piracy (discussed in Section 2.3.4) would have on KIS-C. Taking the initial conditions of KISC3,
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Table 7.1: KIS-C and WIS-B model runs
Colour Run Description Q at onset e0 Cζ Zv
(m3 s−1) (m)
! KISC1 Low volumetric conduit flux 8.75 × 10−4 0.60 0.25 4.0
! KISC2 High volumetric conduit flux 6.0 × 10−2 0.60 0.25 4.0
! KISC3 Water lost to water piracy 6.0 × 10−2 0.60 0.25 4.0
! KISC4 Increased till thickness 6.0 × 10−2 0.60 0.25 6.0
! KISC5 Reduced e0 6.0 × 10−2 0.55 0.25 4.0
! KISC6 Increased e0 6.0 × 10−2 0.65 0.25 4.0
! WISB1 Low volumetric conduit flux 8.75 × 10−4 0.60 0.25 4.0
! WISB2 Water gained from water piracy 0.1 0.60 0.25 4.0
NOTES: Q is the volumetric conduit flux for one conduit, e0 is the reference void
ratio, Cζ is the coefficient of compressibility and Zv is till thickness.
KISC4-6 investigate the influence of changes in till thickness and compressibility on ice stream
flow in the water piracy case. KISC4 increases the initial till thickness below the ice stream to
6 m and KISC5 and KISC6 alter the response of the till to water infiltration and expulsion by
reducing and increasing, respectively, the reference void ratio in the till compressibility equation.
The final two model runs were conducted on WIS-B. WISB1 assesses the dynamics of the ice
stream when the volume of water entering subglacial conduits at the onset is low. WISB2 then
takes the water that was redirected from KIS-C in KISC3 and adds it to the onset of WIS-B to
determine how such a water discharge would affect the dynamics of the ice stream.
7.4 Results and discussion
Model runs KISC1 and WISB1 reached stable oscillating states in years 15000 and 18000, respec-
tively. Subsequent model runs for both ice streams were then made by resuming the stable runs
with changed conditions. The exception to this was KISC4, which was run with a full initialisa-
tion for a 15000 year period. Model runs that were resumed reached a stable state far quicker
than would have been the case if they had been run with full initial conditions. A stable state
was achieved for all runs except KISC5 and KISC6, which retained variations in the velocity at
the GL that occurred without a discernible temporal trend. In all cases 2000-year time periods
were taken for analysis. Data tables referred to in the text are given in Appendix J.
7.4.1 Kamb Ice Stream C (KIS-C)
Model runs KISC1 and KISC2 investigate the effect of subglacial water discharge into conduits
at the onset of the ice stream (Table 7.1). KISC1 has a low volumetric flux at the onset compared
to KISC2 (Table 7.1). The main result was that KISC2 had a much longer period of oscillation
compared to KISC1 (Figure 7.5(a,b), Table 7.2). This was because the additional water available
in KISC2 allowed the conduit to transport more water to the lower part of the ice stream (Figure
7.6(c,e,i,k)). As a result the top till layer reached maximum porosity all the way to the GL when
surface velocity was high and from the onset to 25 km upstream of the GL when surface velocity
was low (Figure 7.6(h,j,l)). In KISC1 the top till layer only reached maximum porosity from the
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Table 7.2: Periods and amplitudes of surface velocity (m a−1)
Run Period Amplitude
onset GL mean onset GL mean
KISC1 267.1 267.7 267.9 1.0 1090.7 416.4
KISC2 543.0 536.0 538.4 1.1 676.4 286.5
KISC3 192.1 191.1 191.6 0.3 900.6 314.4
KISC4 238.0 239.0 240.2 0.5 801.7 297.0
KISC5 178.8 179.1 178.8 0.1 431.3 147.4
KISC6 195.6 197.5 197.5 0.6 1458.2 539.0
WISB1 245.0 247.7 245.9 6.3 1055.4 556.8
NOTE: Values are calculated for the 2000 year period considered.
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Figure 7.5: Modelled surface velocity and basal melt rate of KISC1-6. Description of runs is given in
Table 7.1. (a-f) give the surface velocity along the flowline (left) and in time at the onset and GL (right)
for a 2000-year period after a stable state was reached. (g-l) give the basal melt rate along the flowline
(left) and in time at the onset and GL (right) for the same 2000-year period as in (a-f).
onset to 262.5 km downstream of the onset when surface velocity was high and from the onset to
250 km downstream of the onset when surface velocity was low (Figure 7.6(b,d,f)). The increase
in till porosity in KISC2 resulted in weaker till (low till yield strength), which led to lower basal
shear stresses than in KISC1. This meant that the basal melt rate of the ice stream in KISC2
was much lower, with melt only occurring for the upper 160 km of the ice stream (Figure 7.5h,
Table 7.2). This is in contrast to KISC1, where basal melt occurred for most of the ice stream
(Figure 7.5g).
While both KISC1 and KISC2 experienced oscillations in their surface velocity, the mechanisms
by which this occurred were different. In KISC1 the mechanism for generation of oscillations
in the surface velocity was driven by basal melt at the GL. This required a basal freeze rate
low enough to reduce the porosity of the till below its maximum when water availability was
high or a melt rate high enough to increase the till porosity above its minimum when water
availability was low. The processes involved were similar to those found in stages 2 and 3 of
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Figure 7.6: Till porosity, till thickness (Zv) (m) and volumetric conduit flux (Qc) (m
3a−1) of KISC1
(left) and KISC2 (right). (a,g) Surface velocity for one period of oscillation. The location of coloured
lines is given in the legend and light grey lines are spaced 22.5 km apart. Grey dashed lines indicate years
of maximum and minimum surface velocity at the GL. (b,h) and (d,j) give the till profile at maximum
and minimum surface velocity, respectively. The LHS figure gives the full ice stream profile and the RHS
figure shows the last 25 km of the ice stream in greater detail. (c,i) and (e,k) give the volumetric conduit
flux at maximum and minimum surface velocity, respectively. J refers to the position of the ice stream
junction, where the conduit extended that far. Below the junction water from the second upper tributary
leads to an increase in Qc. (f,l) give the porosity and void ratio of the top layer of the till for a 2000-year
period. The line colours in (f,l) correspond to those of the legend of (a,g).
the model development, where no conduit was present. In contrast, the mechanisms that drove
the oscillation in the surface velocity in KISC2 were driven by water availability through the
conduit system. In this case the processes involved were more like those found in stage 4 of the
model development. The main differences between KISC1 and KISC2 were that the transition
from low to high surface velocity and basal melt rate was much more sudden in KISC1 and that
oscillation periods were much longer in KISC2. The sudden increase in surface velocity found in
KISC1 (Figure 7.6a) was due to changes in the force balance of the ice stream. Thickening of ice
during periods of relatively low surface velocity increased the basal temperature gradient, raising
the basal melt rate enough to generate melt water. This was possible because the low porosity
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and high yield strength of the till resulted in high basal friction. Basal melt water entered the
till layer and increased the till porosity slightly. This led to a strong decrease in the effective
pressure and yield strength of the till, which lowered the basal shear stress rapidly. Together
with an increasing driving stress due to the thickening ice stream, the reduction in the basal
shear stress led to the abrupt increase in surface velocity.
The transition from low to high surface velocity in KISC2 was much slower because it occurred
due to thinning of the ice stream. The basal shear stress did not directly contribute to the
increase in surface velocity until just before the maximum surface velocity was reached, as the
increased water availability kept the top till layer at maximum porosity for much of the cycle.
As such, the till yield strength and basal shear stress were low, but constant. The slower increase
in the surface velocity also meant that the maximum value reached at the GL was lower than
in KISC1 (lower amplitude), but overall the mean surface velocity was higher (Table J.19). The
period of oscillation in KISC2 was more than double that of KISC1 (Table 7.2) due to the same
process. The increased water availability in KISC2 supplied enough water to feed the freeze
process, which allowed the till to remain at or near maximum porosity at the GL for about 310
years of the 536 year cycle. It was this that allowed the gradual increase in the surface velocity.
In KISC3 the possible effects of a loss of water due to water piracy (Section 2.3.4) were inves-
tigated (Table 7.1). The volumetric water flux at the onset of the ice stream was the same as
in test KISC2, but at the ice stream junction (505 km downstream of the onset) 100% of the
water in the subglacial conduit was redirected away from the ice stream, making it unavailable
for downstream flow. I opted to remove all of the water rather than a lower percentage in order
to obtain the strongest possible effect. Lower percentages of water lost can then be assumed to
lie somewhere between the results of KISC2 and KISC3. As a result of the water removal from
the conduit, there was no conduit system in existence below the ice stream junction and a similar
situation at the GL occurred to that found in KISC1 (Figure 7.7(c,e)). The main difference be-
tween the surface velocities of KISC1 and KISC3 was that the period of oscillation was ∼76 years
shorter in the latter model run (Figure 7.5c, Table 7.2). This was because in KISC3 the top till
layer was at maximum porosity from the onset to the junction of the ice stream, corresponding
to a lower till yield strength and a lower and near-constant basal shear stress in that part of the
ice stream (Figure 7.7(b,d,f)). The lower basal shear stress initially resulted in a higher surface
velocity, which reduced the ice thickness. The lower ice thickness reduced the driving stress and
the surface velocity, with the final result that the amplitude and the mean surface velocity were
lower in KISC3 for the central and lower regions of the ice stream (Tables 7.2, J.19). The lower
ice thickness led to a higher basal temperature gradient and a higher basal melt rate (Figure
7.5i). This reduced the basal shear stress near the GL quicker and caused the surface velocity to
increase earlier than it did in KISC1, resulting in the shorter oscillation period.
The initial till thickness below the ice stream increased from 4 m in KISC3 to 6 m in KISC4
(Table 7.1). In Figure 7.5d it is evident that the main effect that this had on the surface velocity
was on the period of oscillation, which agrees with results of the ice thickness sensitivity tests
(Section 6.3). As the till layers were thicker in KISC4, it took more water to reach a given
porosity (Figure 7.7(l)). As such, the effective pressure, yield strength and basal shear stress of
the till changed at a slower rate. This means that it took longer for the GL to oscillate between
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Figure 7.7: Till porosity, till thickness (Zv) (m) and volumetric conduit flux (Qc) (m
3a−1) of KISC3
(left) and KISC4 (right). (a,g) Surface velocity for one period of oscillation. The location of coloured
lines is given in the legend and light grey lines are spaced 22.5 km apart. Grey dashed lines indicate years
of maximum and minimum surface velocity at the GL. (b,h) and (d,j) give the till profile at maximum
and minimum surface velocity, respectively. (c,i) and (e,k) give the volumetric conduit flux at maximum
and minimum surface velocity, respectively. J refers to the position of the ice stream junction. The
decrease in Qc at the junction is due to all water being redirected towards WIS-B at this point. (f,l) give
the porosity and void ratio of the top layer of the till for a 2000-year period. The line colours in (f,l)
correspond to those of the legend of (a,g).
high and low velocity states, resulting in the longer oscillation period (Table 7.2). In addition,
the thicker till layers caused water to be mixed deeper into the till (upper ice stream) (Figure
7.7(h,j)). This was a small effect due to the higher solid till fraction (see Section 6.3). As a
result, the water content of the upper part of the ice stream was higher. The volumetric water
flux in the conduit was much the same in both KISC3 and KISC4 (Figure 7.7(i,k)).
In tests KISC5 and KISC6 the compressibility of the till layer was changed by varying the
reference void ratio (e0) in the compressibility equation (Equation 4.5) (Table 7.1). As was
found in the compressibility sensitivity tests (Section 6.4), small changes to either the reference
void ratio or the coefficient of compressibility had a significant effect on ice stream flow. The
e0 of 0.6 in KISC3 was reduced to 0.55 in KISC5 and increased to 0.65 in KISC6. A maximum
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effective pressure in the till of ∼25 kPa was found in KISC3, which was reduced to ∼16 kPa in
KISC5 and increased to ∼40 kPa in KISC6. This corresponded to a maximum yield strength of∼7.5 kPa in KISC5 and of ∼17 kPa in KISC6, compared to ∼11 kPa in KISC3.
The influence that these changes in yield strength had on the surface velocity is apparent in
Figure 7.5(e,f). While there were only small changes to the period of oscillation of the surface
velocity, its amplitude was strongly affected (Table 7.2). The amplitude of the surface velocity
of KISC5 was reduced to below half of that of KISC3 and the amplitude of the surface velocity
of KISC6 was much higher than that of KISC3. This is because of the assumption that the
basal shear stress is equal to the till yield strength, where the till yield strength is lower than
the driving stress. This also affects the rate at which the surface velocity changes between low
and high velocity states. In Figure 7.8a it is apparent that the lower maximum yield strength
in KISC5 also led to a more gradual transition from low (∼210 m a−1) to high (∼680 m a−1)
surface velocity and that the maximum velocity reached was much lower than in any other KISC
model run (Table J.19). In contrast, the transition from low to high velocity in KISC6 was
abrupt (Figure 7.8g) and the maximum surface velocity reached was higher than in any other
test conducted (∼2500 m a−1). As a result of the higher surface velocity, the maximum melt
rate in KISC6 was higher (∼36 m a−1) in the lower ice stream than in the other tests (with the
exception of KISC2, where only freeze occurred in the lower ice stream) (Figure 7.5(k,l)). In
KISC5 the maximum melt rate was low (∼2 m a−1), which led to less water entering the till than
in KISC6, affecting the amplitude of porosity oscillations (Figure 7.8(f,l)). The overall profile
of the till was fairly similar to that of KISC3 in both KISC5 and KISC6, although the higher
velocity in KISC6 did result in more vertical mixing in the till column (Figure 7.8(b,d,h,j)). The
volumetric conduit fluxes in KISC5 and KISC6 were much the same as in KISC3 and KISC4
(Figure 7.8(c,e,i,k)).
7.4.2 Whillans Ice Stream B (WIS-B)
The two model runs conducted on WIS-B investigate the importance of subglacial water avail-
ability on flow dynamics. WISB1 had the same initial conditions as KISC1, except for differences
in amounts of ice added at tributaries and the different subglacial water ratio at the junction
of the two ice streams (Section 7.1.2). Surface velocities found in KISC1 and WISB1 had a
similar order of magnitude and period of oscillation (Tables 7.2 and J.20). The surface velocity
of WISB1 was highest at a point 252.5 km downstream of the onset (1173.5m a−1), except for a
few years when this rate was exceeded in the last 45 km of the ice stream (Figure 7.9a). Higher
velocities are located near the centre of WIS-B because this is where the ice stream narrows
before increasing in width again to form the ice plain near the GL. In WISB1 the ice stream
experienced both melt and freeze, oscillating between the two states most strongly in the lower
148 km of the ice stream (Figure 7.9c). This corresponded to the part of the ice stream without
a subglacial conduit, where the porosity of the top till layer never reached its maximum (Figure
7.10(b-f)). The extent of the subglacial conduit did not change significantly in time, oscillating
between a minimum point 285 km from the onset to a maximum point of 340 km from the onset
during the 2000-year analysis period. In Figure 7.10f we see that the porosity of the upper till
layer of the part of the ice stream without a conduit oscillated between the minimum porosity
of 0.2 and ∼0.46. Thus, the basal melt rate in the lower ice stream and conduit water from
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Figure 7.8: Till porosity, till thickness (Zv) (m) and volumetric conduit flux (Qc) (m
3a−1) of KISC5
(left) and KISC6 (right). (a,g) Surface velocity for one period of oscillation. The location of coloured
lines is given in the legend and light grey lines are spaced 22.5 km apart. Grey dashed lines indicate years
of maximum and minimum surface velocity at the GL. (b,h) and (d,j) give the till profile at maximum
and minimum surface velocity, respectively. (c,i) and (e,k) give the volumetric conduit flux at maximum
and minimum surface velocity, respectively. J refers to the position of the ice stream junction. The
decrease in Qc at the junction is due to all water being redirected towards WIS-B at this point. (f,l) give
the porosity and void ratio of the top layer of the till for a 2000-year period. The line colours in (f,l)
correspond to those of the legend of (a,g).
upstream were not sufficient to fill the upper till cell to maximum porosity.
WISB2 was conducted to investigate what would happen if water availability at the onset of
WIS-B was to increase. I draw on the theory of water piracy, which in this case relates to the
idea that water from KIS-C is rerouted down hydrologically favourable paths and enters the
subglacial system beneath WIS-B (Figure 7.10j) (Alley and others, 1994; Anandakrishnan and
Alley, 1997a). In KISC3 I removed 100% of the water in a conduit at the junction of the ice
stream. This corresponded to an average volumetric flux of ∼0.1 m s−1. Assuming that all of the
water removed from KIS-C reached WIS-B and that there was no variation in the flux rate, I
added this water into the onset of the northernmost tributary of WIS-B. In reality water from
KIS-C is more likely to join that already flowing under WIS-B in a number of places along the
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Figure 7.9: Modelled surface velocity and basal melt rate of WISB1 and WISB2. Description of runs
is given in Table 7.1. (a,b) give the surface velocity along the flowline (left) and in time at the onset and
GL (right) for a 2000-year period after a stable state was reached. (c,d) give the basal melt rate along
the flowline (left) and in time at the onset and GL (right) for the same 2000-year period as in (a,b).
upper tributary. As the main aim here was to determine the effect of the extra water on the
lower ice stream, the exact entry point of the water to the tributary was of limited importance.
It was essential that I discharged an appropriate magnitude of water into WIS-B. Therefore, a
number of tests were performed that reduced the flux rate into WIS-B by as much as 50% (from
0.1 m s−1), in order to account for the possibility that some water was retained by KIS-C or that
some was lost to both systems. In all cases there was still sufficient water for the conduit to
extend all the way to the GL and very little change in results (excess water exited the conduit
at the GL). Therefore, only the results for the full water volume lost from KIS-C are presented
here.
The result of the increased water availability to WIS-B was that the surface velocity and melt
rate ceased to oscillate in time (Figure 7.9(b,d)). The constant surface velocities that resulted
(202 − 985 m a−1) were higher than the mean velocities found in WISB1 (183 − 766 m a−1), but
in the lower ice stream the surface velocity was much lower than the maximum peaks of WISB1
(∼1180 m a−1) (Table J.20). The melt rate was lower for the entire ice stream, with only the first
57.5 km of the ice stream and a small region 135 - 145 km downstream of the onset experiencing
basal melt. This was also because the high water availability led to till that was at maximum
porosity all the way to the GL and a conduit that was permanently open and that transported
large volumes of subglacial water (Figure 7.10(h,i), Table J.20). The high till porosity at the top
of the till meant that the till yield strength was permanently at a minimum. This resulted in a
low basal shear stress, which is what caused the low basal melt rate discussed above.
The results of WISB1 and WISB2 are also interesting in terms of how the ice stream would
respond to the emptying of subglacial lakes. Subglacial lakes are known to be located beneath
the ice stream and observations of surface changes suggest that the periodicity of episodical
emptying/refilling of these lakes is of the order of years (Section 2.2.1) (Fricker and Scambos,
2009; Fricker and others, 2007; Smith and others, 2009). From sensitivity tests presented in
Section 6.6.1.2, we know that water pulses through an ice stream conduit system have more
influence on surface velocities when the subglacial water system has a lower water availability.
This means that if a subglacial lake were to empty when basal conditions resembled those of
WISB1, it could modify the surface velocity of the ice stream for a number of years. However, if
it emptied when the ice stream was experiencing subglacial conditions similar to those of WISB2,
it would have much less effect. These suppositions assume connectivity between subglacial lakes
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Figure 7.10: Till porosity, till thickness (Zv) (m) and volumetric conduit flux (Qc) (m
3a−1) of WISB1
(left) and WISB2 (right). (a,g) Surface velocity for one period of oscillation for WISB1 and constant
velocity for WISB2. The location of coloured lines is given in the legend and light grey lines are spaced
22.5 km apart. Grey dashed lines in (a) indicate years of maximum and minimum surface velocity at
the GL. (b) and (d) give the till profile at maximum and minimum surface velocity, respectively. (c) and
(e) give the volumetric conduit flux at maximum and minimum surface velocity, respectively. (h) and
(i) give the till profile and volumetric conduit flux, respectively, for WISB2. J refers to the position of
the ice stream junction. Below the junction water from the second upper tributary leads to an increase
in Qc. (f) gives the porosity and void ratio of the top layer of the till for a 2000-year period. The line
colours in (f) correspond to those of the legend of (a,g). (j) shows the approximate location (red arrows)
where subglacial water from KIS-C may flow into the southern-most upper tributary of WIS-B. Black
lines give an approximate outline of the ice streams, as in Figure 7.3, and dotted lines are the ice stream
centrelines. Colour variations and contours (red) give a rough estimate of hydraulic potential (Φw), based
on the assumption that basal water pressure is equal to the ice overburden pressure (Anandakrishnan
and Alley, 1997a; Paterson, 1994): Φw = ρi g (h + 0.09 b), where ρi is the ice overburden pressure, g is
acceleration due to gravity, h is the surface elevation and b is the bed elevation. Water flows from high
to low hydraulic potential.
and the subglacial conduit system, distributed over the bed of the ice stream. If the routing of
water from the emptying of a subglacial lake was more localised, it is likely that modification
of the basal shear stress would also be over a limited area and surface velocities would be less
affected.
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7.4.3 Bench-marking
The sensitivity tests conducted in Chapter 6 indicated that the model behaves within reasonable
boundaries from observations. In addition, I will compare the above results with observations
and other studies in order to understand how the model results relate to processes in the actual
ice streams. First I compare observations of ice geometry, ice temperature, surface velocity and
subglacial till porosity of KIS-C and WIS-B to model results. For these comparisons I take
two sets of results for each ice stream from those discussed above: KISC1, KISC3, WISB1 and
WISB2 (Table 7.1). I then compare key model results with previous studies to show how the
model relates to earlier work and to identify how the results found here further our understanding
of the subglacial hydrology of these ice streams.
7.4.3.1 Ice geometry
As the model excludes external forcing, the bed and surface elevations generated during the
model runs can be compared to the observed values input into the model. As shown in Figure
7.11(a,b), KISC1 and KISC3 resulted in a ice thickness that was thinner at the onset and thicker
at the GL than the input data (Table J.21). The difference in thickness was particularly strong
at the GL, where the modelled ice stream was over 300 m thicker than observed. This thickness
change occurred during model spin up and indicates that the basal shear stress of the upper
ice stream (∼1000 Pa) was probably not high enough. According to Joughin and others (2002b)
basal shear stresses of the upper tributary of KIS-C should be > 10 kPa. In the model the upper
layer of the till is at its maximum porosity in this region, which means that the effective stress,
till yield strength and basal shear stress are low. It is possible that the model underestimates
the basal shear stress because it does not account for sticky spots (Section 2.3.2). It is known
that a sticky spot exists under KIS-C (e.g. Jacobel and others, 1993, 2009; Retzlaff and Bentley,
1993) and evidence suggests that they are more important in the upper tributaries of ice streams
(Price and others, 2002). Another possibility is that ice from the upper tributaries of KIS-C
has been lost at the margins. There is evidence that ice that previously discharged into KIS-C
changed direction in the upper region of the ice stream about 250 years ago, draining instead
into the catchment of WIS-B (Conway and others, 2002). A loss of ice through ice piracy is not
included in the model, the negation of which could result in a higher than observed ice thickness.
The results of WISB1 and WISB2 were quite different in terms of their change in ice geometry.
WISB1 was thicker than the original input data all along the ice stream and WISB2 was slightly
thinner than the input data at both the onset and throughout the lower half of the ice stream
(Figure 7.11(c,d)). Again, thickness changes occurred during model spin up. In WISB1 the
thicker ice is probably due to the distribution of basal shear stress, which is low for the first ∼340
km and high for the remainder of the ice stream. This was because availability of subglacial water
was insufficient to cause the top layer of the till to reach maximum porosity beyond this point.
The high basal shear stress in the lower ice stream, caused the surface velocity to be reduced
and the upper ice stream to thicken. The discrepancy between this and observed data suggests
that the water availability applied in this case does not reflect that of the actual ice stream. In
WISB2 the modelled surface and bed elevations are much more similar to observations. There
is a slight thickening 40 - 245 km downstream of the onset and a slight thinning near the GL.
This is most likely due to sticky spots or other small deviations in the force balance. Overall,
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Figure 7.11: Ice geometry of KISC1, KISC3, WISB1 and WISB2. Grey area shows initial bed and
surface elevations of (a,b) KIS-C and (c,d) WIS-B. Coloured lines give the surface and bed elevations of
each of the runs during a 2000-year stable state period. Description of runs is given in Table 7.1.
the subglacial conditions of WISB2 appear to be closer to those that occur in reality. Note that
as this is a flowline model the neglection of changes in lateral ice geometry could also be a factor
in differences between modelled and observed ice geometries for both ice streams.
The change in bed elevation was stronger for KIS-C than for WIS-B. KIS-C had a maximum
increase in bed elevation of 180.0 m just downstream of the onset and a maximum decrease of -87.6
m just upstream of the GL (taking the maximums of both KISC1 and KISC3). In contrast, WIS-
B experienced more downward than upward movement of the bed, with a maximum lowering of
the bed of 67.2 m near the GL and a maximum uplift of 37.0 m just downstream of the onset. The
large bed adjustment was in response to the differences between initial and modelled ice thickness
over the >15000 year long model runs. As current estimates of rates of bedrock adjustment are
of the order of 0.2-0.5 cm a−1 (30 - 75 m increase in bed elevation over 15000 years, assuming
constant uplift) (Ivins and James, 2005; Parizek and Alley, 2004; Riva and others, 2009), the
modelled rates of adjustment correspond to ice loading changes that occurred much faster than
currently observed.
7.4.3.2 Ice temperature
Mean annual surface temperatures are similar for the ice streams and their margins, ranging from
-25 to -30○C, with the lowest temperatures experienced at the top of the northernmost tributary
of KIS-C (Figure 7.4)(Alley and Bentley, 1988; Engelhardt, 2004a; Engelhardt and Kamb, 1993;
Kamb, 2001). As no temperature forcing was included in the model runs, changes in the surface
temperature solely reflected changes in the surface elevation. Basal temperature profiles from
boreholes suggest that the bed of KIS-C and WIS-B are at the pressure melting point (PMP)
(Kamb and Engelhardt, 1991), which is the assumption that is made in the model. Observations
of basal temperatures for WIS-B range from -0.70○C to -0.81○C, with an average temperature of
-0.73○C (Engelhardt, 2004b). Basal temperatures found in the model were comparable.
150 Chapter 7. Modelling the flow of WIS-B and KIS-C
Measurements of ice temperature with depth have only been published in a few cases for KIS-
C and WIS-B, mainly at Upstream Camp C (UpC) and Upstream Camp B (UpB) and at
borehole/core locations (Engelhardt, 2004a). Figure 7.12 compares modelled ice temperature
profiles with those measured at (a) UpC, and Siple Dome and (b) UpB and the Unicorn (for
locations see Figure 2.1). The temperature profiles of KISC1 and KISC3 at the onset and 472.5
km downstream of the onset (in the approximate vicinity of UpC) agree well to observations
(Figure 7.12a). Differences between the model results (in blue) and observations at UpC in upper
part of the temperature profile are due to the thicker ice produced by the model. The slight
temperature inversion near the surface in both the modelled and measured data is probably
the result of colder ice being transported from upstream. At the onset the modelled rate of
temperature change with depth is much slower, due to the thicker ice. At elevations greater than
2500 m the ice temperature change is virtually zero. Comparison of the the observed temperature
profile of WIS-B with model results also shows reasonable agreement (Figure 7.12). However, the
temperature profile for UpB compares better with the modelled temperature profile of the GL
(green) than it does with the profile at the approximate location of UpB (blue). Comparison with
the input temperature data reveals that this is due to differences between surface temperatures
measured by Kamb (2001) and modelled by van den Broeke (2008).
Observations of basal temperature gradients have been made for both KIS-C and WIS-B. As-
suming a negative gradient, observed basal temperature gradients of WIS-B range from -0.050 to
−0.037○C m−1, with an average gradient of −0.042○C m−1 (Engelhardt, 2004b). Modelled basal
temperature gradients are in good agreement, ranging from -0.077 to −0.027○C m−1 (Table J.22).
Observations of basal temperature gradients of KIS-C range from -0.071 to −0.055○C m−1, with
an average of −0.062○C m−1 (Engelhardt, 2004b). This is also in agreement with modelled basal
temperature gradients, ranging from -0.08 to -0.024 ○C m−1 (Table J.22).
7.4.3.3 Surface velocity
Observations of flow velocities of WIS-B and KIS-C have been conducted on several spatial
scales. Surface velocities have been measured directly with tools such as strain grids (a grid of
poles in the ice from which ice movement can be measured) and global positioning system (GPS)
receivers (e.g. Whillans and van der Veen, 1993). On a larger scale, repeat aerial photography
and satellite imagery have been used to determine surface velocities (e.g. Joughin and others,
1999, 2002b; Whillans and others, 1987; Whillans and van der Veen, 1993). Observations show
that WIS-B experiences flow velocities from 300 m a−1 at the onset to as high as 865 m a−1 at the
narrowest section of the ice stream, although more typical values are around 400 m a−1 (Figure
7.2) (Whillans and others, 2001, 1987). In contrast, KIS-C has reasonably fast flowing upper
tributaries (30 − 70 m a−1) (Anandakrishnan and others, 2001; Joughin and others, 1999), but
has a stagnant lower section (< 10 m a−1)(Anandakrishnan and Alley, 1997a; McDonald and
Whillans, 1988; Thomas and others, 1988; Whillans and van der Veen, 1993).
Modelled surface velocities for WIS-B are in general agreement with observations. At the onset
modelled velocities depend on the user-defined ice flux into the ice stream. Although Whillans
and others (1987) and Whillans and others (2001) suggest surface velocities of 300 m a−1 at the
onset, this largely depends on where you define the onset to be. In Figure 7.2 the upper part of the
northernmost tributary of WIS-B appears to flow between 50 and 200 m a−1. A user-defined ice
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Figure 7.12: Vertical profiles of ice temperature of (a) KIS-C and (b) WIS-B (note the difference in
the y-scale). Modelled data are for KISC1, KISC3, WISB1 and WISB2 (blue lines give the approximate
location of UpC and UpB camps). Coloured line gives the mean temperature over a 2000-year period
for each run. The spread of the data is shown as a lighter colour beneath these lines. In many cases
the spread so small it is barely visible. Measurements taken from boreholes for KIS-C are at UpC and
Siple Dome and for WIS-B are at UpB and the Unicorn (borehole 93-14) (for locations see Figure 2.1).
Data are from Kamb (2001) (UpB and the Unicorn), from Engelhardt (2004a) (Siple Dome) and from
Engelhardt, pers. comm. (2000) (UpC), cited in Bougamont and others (2003b).
flux at the onset of WIS-B of 200 m3 s−1 translated to surface velocities between 179.6 and 187.2
m a−1 for WISB1 and to 205.3 m a−1 for WISB2 (Table J.19), which is in reasonable agreement
with this estimate. Downstream of the onset, surface velocities for both model runs are also in
good agreement with reported velocities (for example Engelhardt, 2004b; Joughin and others,
2002a; Stearns and others, 2005). In WISB1 oscillations in the surface velocity resulted in flow
rates at the GL that were over 650 m a−1 higher and ∼500 m a−1 lower than the mean, a range
that includes the magnitudes of modern day velocities. In WISB2 the surface velocity was slightly
higher than the mean velocity of WISB1, but there were no oscillations in flow.
Modelled surface velocities of the upper tributaries of KIS-C were in reasonable agreement with
observations, but the model was unable to achieve the level of stagnation currently observed in
the lower ice stream. While the model did experience low surface velocities of an appropriate
magnitude (< 10 m a−1) (in KISC1, KISC3 and KISC6), it did not maintain them for more than
a few years (Figure 7.5(a-f)). This was because during a period of oscillation the ice stream
experienced sufficient melt and freeze at the GL to change the till porosity (Figure 7.5(g-l)). The
amount of basal melt generated in the model may be too high, due to the overestimation of ice
thickness discussed above. Without this melt water there would be no mechanism for temporal
oscillations in the lower ice stream and surface velocities would not be as high. It could also be
that the model underestimates the basal shear stress of the lower part of the ice stream because
it does not include basal resistance due to sticky spots. Research indicates that sticky spots are
present in this region and are much stronger than on the trunk of WIS-B (Anandakrishnan and
Alley, 1994, 1997b). In addition, there is much uncertainty as to the structure and composition
of the till. The model assumes spatially and temporally constant till compressibility and there
is no treatment of differences in particle size, matrix structure or of processes such as erosion
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and deposition. It could be that these factors all contribute to the differences found between
modelled and observed surface velocities.
7.4.3.4 Subglacial till porosity
As stated in Section 2.3.1, porosity of till below KIS-C and WIS-B has been estimated as ranging
from 26% to 60% and from 33% and 44%, respectively (Kamb, 2001; Whillans and others,
2001). This corresponds well to modelled porosities, which is largely because the minimum
and maximum till porosities possible in the model are user-defined. Measured porosities at UpB
tended to change very little with depth, remaining at around 0.4. In contrast, measured porosities
at UpC were shallow (∼50 cm), but porosity appears to increase with depth. The argument for
this behaviour is that ice streams with higher surface velocities experience greater till mixing
and a more homogeneous porosity with depth (Bougamont and others, 2003b). This did not
occur in the model, where porosity generally decreased with depth. A reduction in porosity
with depth is in agreement with theoretical models, due to the increase in effective pressure with
depth (Boulton and Dobbie, 1993). The inconsistency between modelled and observed porosities
may be due to an underestimation of till mixing in the model, as stronger mixing would move
more water down into the till when surface velocities are high. In addition, extensive shearing
and erosion/deposition occurring in the upper layers of the till may further modify the porosity
profile. It should also be kept in mind that there are only a limited number of observations
of porosity within the subglacial till below these ice streams with which model data can be
compared. As such, conclusions about the modelled till profile should be made with caution
until more field data are available.
7.4.3.5 Comparison to previous studies
The results found in this and earlier chapters support the idea of cycles in ice stream flow that
are generated by feedbacks between the basal thermal regime and basal shear stress. These
cycles have had many names, such as ‘hydraulic runaway’ (e.g. Fowler and Johnson, 1995) or
‘limit cycles’ (e.g. Payne, 1995) for what describes a similar process. These studies were based
on the idea that changes in the ice thickness induces melt or freeze conditions at the ice base
that alter the basal frictional shear stresses and, as a result, the surface velocity, which leads to
a positive feedback that changes the ice thickness further. In general, these studies assumed a
basal shear stress equal to the driving stress and a melt rate determined by the geothermal heat
flux, the basal temperature gradient and basal friction. The major difference between the force
balance in these models and in the model developed here is that in the HIT model the basal
shear stress is determined by the yield strength of the till, unless it is higher than the driving
stress. As a result, changes in the surface velocity may occur quicker, as they are not dependant
on the time necessary for ice geometry to change but rather on the time necessary to change the
till porosity. In addition, the driving stress is also resisted by the gradient in the marginal shear
stress and the gradient in longitudinal stress, although the latter can also enhance the driving
stress. This means that basal shear stresses can be much lower than they would be if there were
only two components considered by the force balance. In relation to hydrology, the HIT model
also includes a basal water system at the ice-till interface, which can change the porosity of the
till at rates faster than would be possible by local basal melt alone.
The model reproduces key elements related to the undrained plastic bed (UPB) model of Tu-
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laczyk and others (2000a) and builds on the previous modelling efforts of Bougamont and others
(2003a,b). As outlined in Section 2.5, the UPB model identified three thermo-mechanically con-
trolled flow states: an ‘ice sheet mode’, an ‘ice stream mode’ and an ‘ice shelf like’ mode. The
ice sheet mode was theorised to occur when the basal melt rate was less than zero, the ice stream
mode when it was zero and the ice shelf like mode when it was above zero, with the latter state
coinciding with a distributed water system (Tulaczyk and others, 2000a). Results of this study
found that the identification of flow state by basal melt rate is problematic when feedbacks are
included in the system. In both Chapters 4 and 5 I found that there was a lag time of ∼100 -
500 years between high basal melt rates and high surface velocities (Figures 4.8 and 5.8), which
suggests that in practice feedbacks occur in the system that result in stress and heat changes
that are not instantaneous. Tulaczyk and others (2000a) also differentiated between the different
ice stream flow modes by the strength of the till; where the ice sheet mode had a till yield stress
greater than the driving stress, the ice stream mode had a till yield stress less than the driving
stress and the ice shelf like mode had a till yield stress of zero (Tulaczyk and others, 2000a).
This was more of an appropriate description for the results found in this study, although I make
less of a distinction between a low till strength and one near zero (I assume till cohesion of 1
kPa, so till strength is never zero). In the HIT model I identify three flow states determined by
the porosity of the top till layer. These can be defined as (1) slow stable, (2) fast stable and (3)
oscillating between slow and fast. State (1) occurs when the porosity of the top till layer at the
GL is low and constant in time, state (2) occurs when the porosity of the top till layer at the
GL is high and constant in time and state (3) occurs when the porosity of the top till layer at
the GL is changing in time. These states could also be expressed in terms of the yield strength,
but I base them on porosity because subglacial hydrology is the focus of this study.
Modelling undertaken by Bougamont and others (2003a,b) identified the stagnation and reacti-
vation of KIS-C and the stagnation of WIS-B, changes that occurred over several hundred years
or less (see Section 2.5). Bougamont and others (2003a) were only able to achieve stagnation
for KIS-C when they narrowed the ice stream margins, which led the authors to the supposition
that for the lower trunk of KIS-C to stagnate, the ice stream must have been narrower in the
past. In the runs for KIS-C conducted in this chapter KIS-C did stagnate, but the stoppage was
not maintained for more than a few years. If we consider the sensitivity tests conducted on ice
stream width in Chapter 6, we see that a narrower ice stream was found to have lower surface
velocities, due to the higher shear stresses exerted by the lateral margins. It could be that this
was partly the reason that the model did not remain at low surface velocities for longer. Satellite
and radio echo-sounding suggests that the lower trunk of KIS-C narrowed by roughly 40% 300
- 500 years ago (Jacobel and others, 2000; Joughin and others, 2002a). It could be that this
narrowing was instrumental in the subsequent shutdown of the ice stream.
Modelling by Bougamont and others (2003b) predicted that WIS-B will shutdown in the near
future, as in all runs conducted it stagnated in 100 years or less. In test WISB1 I found that
WIS-B oscillated over an approximate period of 246 years, but examination of Figure 7.10a shows
that at the GL it did move from velocities > 500 m a−1 to velocities < 10 m a−1 in less than 50
years. However, the modelled number of years for slowdown should only be seen as an estimate
considering the influence of grid spacing and till thickness on the oscillation period, as outlined
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in Section 6.3. In addition, Bougamont and others (2003b) conducted simplified hydrology
modelling to determine how much water it would take to keep WIS-B from shutting down. It
was found that a water input rate of 1305 m3a−1 per metre width of the onset would be required.
This is equivalent to 1.23 × 10−2 m3s−1 per conduit in this study (assuming a width of 30 km at
the onset), which is more than the amount of water entering the onset in WISB1 and less than in
WISB2. As stated in Section 7.4.2, I conducted other tests where I input between 0.05 and 0.1
m3s−1 of water into the conduit, but did not include these studies because they attained similar
results; surface velocities that did not oscillate because the till was permanently at maximum
porosity. This suggests that the results found here and those of Bougamont and others (2003b)
are in general agreement.
Whereas the baseline influence of ice-till interaction without subglacial hydrology in the HIT
model is similar to that of the studies mentioned above, results presented here go beyond previous
studies because the HIT model integrates subglacial hydrology at the ice-till interface. Results
from this and previous chapters identified that ice streams oscillate due to changes in the thermal
regime and water availability at the GL. For the ice stream to switch from a high to low flow
state, or vice versa, changes in the porosity of the top layer of the till at the GL were required, as
it was this that changed the till yield strength and basal shear stress at this location. In addition,
results from KIS-C showed that on/off cycles in ice stream flow have a different form depending
on whether they are produced solely by local basal melt water or whether the water supply is
augmented by the transportation of water from upstream (KISC1-2, Section 7.4.1). In addition,
results for WIS-B showed that very high amounts of subglacial water led to a loss of oscillations,
as the porosity of the top till layer at the GL was unable to reduce below its maximum value (test
WISB2, Section 7.4.2). These findings show that a subglacial water system has the potential to
modify the internal dynamics of an ice stream dramatically in cases where water availability in
the lower ice stream would otherwise be low.
Finally, I consider whether the periods of surface velocity oscillations found in the model are
reasonable. As discussed in Section 2.5, many numerical models aimed at identifying on/off
cycles in ice stream flow have produced stagnation-reactivation or growth/collapse cycles with
periods of the order of 1000s of years (e.g. MacAyeal, 1992; Parizek and others, 2003; Payne,
1995). In the last five years evidence has begun to emerge that KIS-C and WIS-B are subject
to cycles of stagnation-reactivation an order of magnitude faster. As discussed in Section 2.3.4,
the analysis of basal ice from boreholes at UpC found a transition from clear to sediment-rich
ice that appears to be associated with the shutdown of KIS-C (Vogel and others, 2005). Also,
modelling based on flow features on the Ross Ice Shelf suggests that WIS-B has stagnated
and reactivated again within the last 800 years (Hulbe and Fahnestock, 2007). In Section 2.5 I
discussed how modelling by Bougamont and others (2003a,b) resulted in oscillations in ice stream
flow over several hundred year periods and I hypothesised that this was because they explicitly
included hydrological interactions within the subglacial till with spatial and temporal resolutions
appropriate for water flow. On consideration, it may be that the temporal resolution of surface
velocity oscillations is partly determined by assumptions made regarding the basal shear stress.
If it is assumed that basal shear stress is equal to the driving stress, then variations in the melt
rate are mainly driven by changes in the ice geometry. If it is assumed to be related to the
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yield strength and porosity of the till, then the basal melt rate may change on much faster time
scales. If observations that suggest that ice streams do change on time scales of 100s of years
are correct, the inference is that basal shear stresses are related to porosity and that subglacial
hydrology plays an important role in determining flow variability.
7.5 Conclusions
Results confirm that subglacial conditions below KIS-C and WIS-B have a strong influence
on surface velocity. KISC1 and KISC2 showed that oscillations in the surface velocity of an
ice stream are generated by subglacial hydrology at the GL; either by basal melt or by water
transported to the lower ice stream from further upstream. Oscillations generated due to basal
melt water involved a rapid transition from low to high surface velocity, whereas those generated
by water from the conduit system were much more gradual. Removal of all water from the
subglacial conduit system at the junction of the ice stream had only a slight influence on the
surface velocity, as basal melt at the GL was sufficient to maintain the ice stream’s oscillatory
behaviour. It may be that water piracy is not the main driver of the stagnation of lower KIS-C,
or that it works in combination with other factors. Surface velocities at the ice stream GL did
reach stagnation velocities, but long term stagnation did not occur. This may have been due to
an overestimation of ice thickness in the lower ice stream, either due to an underestimation of
basal resistance or because the model does not account for ice lost from the upper margins of
the ice stream.
Model results for KISC4-6 indicate that surface velocities are sensitive to the thickness of the till
and to till compressibility. This agrees with findings made in Sections 6.3 and 6.4. Changes in
the till thickness primarily affected the period of oscillation of the surface velocity, as the thicker
till layers reduced the rate at which the till porosity changed for the same water availability.
Changes to the reference void ratio in KISC5 and KISC6, affected the amplitude of surface
velocity oscillations, with both lower minimum and higher maximum values. A similar result
would have been achieved had I changed the value of the coefficient of compressibility in Equation
4.4, as it is the change in the coefficient of this equation that affects the rate at which the effective
pressure of the till changes with void ratio/porosity.
Tests conducted on WIS-B show that the addition of water, possibly pirated from KIS-C, would
have a significant effect on the ice stream. In WISB1 the amount of subglacial water entering
the upper conduit system was low enough that the conduit system did not extend all the way
to the GL. The surface velocity oscillated in time due to basal melt that occurred at the GL, in
the same way as was found in KISC1. When the volumetric flux of water entering the conduit
system at the top of the northernmost tributary of WIS-B was increased, the water was sufficient
to permanently extend the conduit all the way to the GL. It is possible that in reality WIS-B
behaves in a manner in between the two cases examined. Water entering the subglacial system
of the ice stream from external sources may not have the same influence on the till as locally
produced basal melt water, as this will depend on the distribution and connectivity of conduits.
Water flows between a conduit system and the till may be more complex than currently modelled
and it is possible that only a fraction of available subglacial water enters the till when it is not
at maximum porosity.
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Ice temperature profiles of the modelled ice streams agreed well with observations, but porosity
profiles did not. There were small differences between the modelled and observed ice temperatures
at depth, most of which could be explained by discrepancies in the ice thickness. Differences
between the temperature profile for UpB and the modelled profile at the same approximate
location were less explicable, but appear to be due to differences between observations and input
data rather than due to model numerics. While the magnitudes of till porosities were in good
agreement with observations, the change in porosity with depth did not compare well to measured
profiles. Vertical porosity profiles measured at UpB remained constant at about 0.40 with depth
and porosities measured in the top 50 cm of UpC showed an increase in porosity with depth,
while modelled porosities generally decreased with depth. Reasons for this discrepancy could
include an underestimated mixing rate (for WIS-B), the effects of extensive shearing or other
changes in till dynamics that are not included in the model. For both the temperature depth
profiles and the porosity depth profiles more observations are needed to form solid conclusions
about how the ice and till of these ice streams behave.
Comparison of model results to previous studies shows that the model produces similar cycles
of ice stream flow as past models, where cycles are driven the relationship between the basal
thermal regime and basal shear stress. It confirms the theoretical model of Tulaczyk and others
(2000a) and builds on previous modelling by Bougamont and others (2003a,b). Where this model
most strongly differs from these earlier models is in the addition of a subglacial water at the ice-
till interface. Water transported through such a system to the GL can modify the form and
duration of cycles of ice stream flow. High water flows led to a stable flow regime, where the
ice stream no longer oscillates because sufficient water is available at the GL to maintain the till
at a constant high porosity. The periods of ice stream stagnation and reactivation found in this
study are in agreement with the centennial time scales found by Bougamont and others (2003a,b)
and with recent observations and modelling of KIS-C and WIS-B (Hulbe and Fahnestock, 2007;
Vogel and others, 2005). It is proposed that the period of oscillation found by numerical models
depends on assumptions made regarding the basal shear stress, as well as on the spatial and
temporal resolution of the model.
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Conclusions
The aim of this thesis was to assess the influence of subglacial sediments and water on ice stream
flow. While research suggests that the subglacial environment of ice streams and glaciers is of
major importance in determining their flow rates, a majority of numerical models tend to neglect
a detailed treatment of the dynamics of subglacial sediments and hydrology or to parameterise it
in simple ways. This is both due to the difficulty in accessing the bed of ice streams and because
the spatial and temporal resolution required to resolve subglacial water flows can substantially
increase computing resource requirements.
The work in this thesis was motivated by a need to understand the mechanisms that drive
temporal variability in ice flow so that we are better able to quantify long term changes to the
cryosphere and possible impacts it could have on global sea level. Changes in air temperature,
precipitation rate and ocean temperature are being applied to many models with the aim of
forecasting how glaciers, ice streams and ice sheets will respond to a warming climate. However,
predictions of glacial change will not be reasonable unless the underlying internal mechanisms of
the ice stream or glacier are understood and correctly modelled. As the relationship between ice
masses and their subglacial environments is one the least understood areas of glacier dynamics,
it is the most in need of investigation by the glaciological community.
8.1 Achievement of research objectives
In Chapter 1 four research objectives were outlined that provided the framework of this thesis
and that dictated the methodologies used to assess the influence of subglacial hydrology on ice
stream flow. A summary of how each of these objectives was achieved and the main findings in
each case is outlined below. The changes discussed here do not include the effects of external
changes to an ice stream, such as climate variability. What is discussed here is how internal
processes within an ice stream and the subglacial environment below it relate to one another.
As such the changes modelled should be considered to be a base behaviour, upon which further
variability may also occur.
8.1.1 Model development
The first objective was to develop a numerical model that couples the flow of ice, evolution of
subglacial till properties and subglacial drainage of water in a basal water system, based on the
geometry of a contemporary ice stream. This resulted in the Hydrology, Ice and Till (HIT)
Model, which was developed in four stages, as outlined in Chapters 3 to 5, using a simplified
ice stream geometry. Development of the ice stream dynamics part of the model (stage 1)
was largely based on previous work by Tulaczyk and others (2000a) and Bougamont and others
(2003a,b). The resulting model reproduced stable ice surface velocities of a reasonable magnitude
and a temperature distribution in the ice that is similar to that observed on modern ice streams.
However, the lack of a subglacial till layer and any treatment of hydrology resulted in basal
effective pressures and shear stresses that were unrealistically constant in time.
The addition of subglacial till and hydrology to the model was undertaken in model development
stages 2-4. This introduced a till layer beneath the ice within which vertical and horizontal water
fluxes occurred. The three stages developed the way in which water that was in excess of the user-
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defined maximum porosity of the till was treated at the ice-till interface. In stage 2 this excess
water was lost (zeroed) to the subglacial system, working on the assumption that this water no
longer interacted with the till layer. As stage 2 neglected water conservation requirements, stage
3 of the model development transported water in excess of the maximum porosity to the next
till cell downstream. This conserved the volume of water within the hydrological system, but
it did not adhere to limits on horizontal water movement in the till dictated by the hydraulic
potential and by till mixing. Stage 4 addressed the limitations of stage 3 by introducing subglacial
conduits at the ice-till interface, which stored and/or transported water downstream from the
onset. The major difference between these stages of development was in how far water was able
to be transported downstream. This had implications for the subglacial environment of the lower
ice stream and for ice flow dynamics for the ice stream as a whole.
Inclusion of a subglacial till layer that changed in porosity in response to subglacial water avail-
ability led to the possibility of temporal oscillations in the surface velocity of the ice and related
variables. These temporal oscillations were driven by changes in the water-content of the till layer
at the GL, which led to variations in the basal shear stress, ice surface velocity, ice thickness and
basal temperature gradient. Increased water availability at the GL raised the porosity at the
top till layer and weakened it. This reduced the basal shear stress (assuming it was lower than
the driving stress), which increased the surface velocity and transported more ice downstream.
If the amount of ice transported downstream exceeded that which arrived from upstream, the
ice stream thinned. A reduction in ice thickness generally resulted in a reduction in the basal
temperature gradient, which together with the lower basal shear stress reduced the basal melt
rate until basal freeze began to occur. Freeze processes removed water from the till layer, which
increased the basal shear stress and thereby reduced the surface velocity again, completing the
cycle.
This supports the idea that ice stream flow is subject to shifts in flow triggered by the basal
thermal regime and associated basal melt or freeze (Tulaczyk and others, 2000b). In the model
developed here, subglacial water availability and basal thermal conditions were found to cause
temporal changes in ice flow when weakening of the till occurred due to porosity changes driven
by locally generated subglacial melt water. The model specifically isolated changes in porosity at
the GL as being necessary for oscillations in flow. In stage 4 of the model development inclusion
of subglacial conduits allowed water from upstream of the onset to enter the subglacial system of
the ice stream and, together with melt water generated in the upper ice stream, be transported
to the lower ice stream. This had the effect of raising surface velocities of the lower ice stream,
as the till porosity changed faster and/or to a greater extent than it would have with access to
locally produced melt water alone.
Part of the model development objective was to determine the conditions required for an ice
stream to flow in long-term steady state and to oscillate on time scales comparable to observa-
tions. As stated above, long-term flow depends on the availability of water at the GL of an ice
stream and its relationship to thermal conditions of the ice above it. This means that in addition
to water availability, the basal temperature gradient and the geothermal heat flux are extremely
important. In this thesis the temperature of the bed was assumed to be at the pressure melting
point and the geothermal heat flux was considered to be both spatially and temporally constant.
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If the former was not the case or there were local and temporal variations in the latter, it is
likely that the form and duration of any oscillations in the surface velocity would change.
8.1.2 Determination of model sensitivity
Objective 2 was to test the sensitivity of subglacial till and hydrological parameters to determine
their relative importance, ignoring external factors. In Chapter 6 six categories of sensitivity tests
were performed on a simplified ice stream geometry, investigating changes in ice stream width,
till thickness, till compressibility, minimum void ratio, conduit eccentricity, conduit spacing and
number, and the magnitude of water inputs into the subglacial conduit at the onset (Table
6.1). Key findings across all of the sensitivity tests supported conclusions reached during model
development: that oscillations in the surface velocity are driven by changes in the thermal regime
and water availability at the GL. In addition, the sensitivity tests resulted in changes in the
magnitude, amplitude and period of the surface velocity (Table 6.9), with some tests attaining
linear stable states and others exhibiting an oscillatory behaviour. Changes in ice stream width
produced the strongest flow response, with till thickness and subglacial hydrology related tests
showing comparatively small sensitivity. Till thickness and vertical till node spacing were shown
to influence the period of oscillation of the surface velocity and other variables by several hundred
years and could even cause oscillations in the data to cease. However, despite this uncertainty,
it can be said that the period of oscillation is of the order of hundreds of years, as in all cases
results showed it to be less than 1000 years in length. Overall, the subglacial numerics of the
HIT model are robust in terms of the magnitude and amplitude of the key indicators, but are
sensitive in terms of the oscillation period.
Sensitivity test results indicate four ways in which surface velocity can be influenced by subglacial
conditions. The first way is through water availability, where surface velocities are higher when
sufficient water is available to fill the till to its maximum porosity. The second way is through
till availability, as the greater the volume of till that is available to take up water, the longer
it takes to change the porosity. This primarily affects the period of oscillation of the surface
velocity (if cycles exist). The third way is through the relationship between porosity and till
yield strength. Changes in till compressibility were found to have a strong influence on the
magnitude and amplitude of surface velocities. It is likely that a more in depth study of the way
in which till changes with water content would identify a complex relationship between till yield
strength and porosity that is likely to change in time. Lastly, surface velocity can be influenced
by the relationship between yield strength and basal shear stress. It is important to realise that
this study assumes that the basal shear stress is either equal to the till yield strength or to the
driving stress. No allowances are made for the possibility that localised areas of higher than
average basal friction (sticky spots, (Section 2.3.2)) are also likely to occur (at dimensions lower
than the model resolution or due to conditions not included in the model, such as till free areas).
If we consider just the first three of the mechanisms outlined above (the fourth being beyond the
scope of this thesis), it is also apparent that water availability can only exert a major influence
on surface velocity if changes in till porosity are possible. When sufficient water is available to
maintain the till at its maximum porosity and to feed any freeze at the ice base, the surface
velocity will only be slightly influenced by any further increase in the water supply (basal shear
stresses will be reduced as subglacial conduits increase in size). A similar situation exists when
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till porosity is at a minimum, but in this case it only takes a small amount of water to have a
large influence on the surface velocity (due to large changes in till compressibility). This suggests
that there is a ‘window of opportunity’ for ice flow oscillations, which breaks down in situations
where there is either too little or too much water available. Therefore, three states of ice flow can
be said to occur: (1) slow stable (constant low porosity), (2) fast stable (constant high porosity)
and (3) oscillating between slow and fast (changing porosity).
8.1.3 Application of the model to KIS-C and WIS-B
The third objective was to apply the model to real ice stream geometries (Chapter 7). The
model was applied to Kamb Ice Stream (Ice Stream C) (KIS-C) and Whillans Ice Stream (Ice
Stream B) (WIS-B), West Antarctica. Model runs conducted on these ice streams confirmed
results found in the sensitivity tests; that the availability of subglacial water has a significant
effect on surface velocity and that oscillations in the surface velocity are initiated at the GL.
These results made it apparent that oscillations in the surface velocity have a different form if
porosity changes are driven by locally produced basal melt water than if they are driven by water
transported through the conduit system from upstream. Oscillations in the surface velocity that
were generated by basal melt water produced at the GL involved a rapid transition from low
to high surface velocity, whereas those generated by water from the conduit system were much
more gradual. This was primarily because it took considerably longer for the till to change its
porosity and for surface velocity to begin to increase when only locally produced basal melt water
was available. This gave the ice time to thicken (raising the driving stress), producing a steeper
surface slope. When a critical point was reached where the driving stress was high enough and
the basal shear stress low enough, the surface velocity increased suddenly. Conversely, when
more water was available due to conduit transportation the till porosity changed faster and the
ice stream velocity increased sooner and more gradually than described above.
Tests were conducted on KIS-C and WIS-B to investigate the theory of water piracy, where
subglacial water from the upper reaches of KIS-C was rerouted along hydraulically favourable
pathways to join the subglacial system of WIS-B. Results showed that removal of water from
near the junction of KIS-C had only a slight influence on the surface velocity of the ice stream,
as sufficient basal melt water was produced at the GL to drive small changes in till porosity.
It could be that water piracy is not the main driver of the stagnation of KIS-C, or it may be
that the exchange of water between till and hydrological system is more complex than assumed
(Section 5.1.10.1). Whereas local meltwater is likely to influence till porosity before it enters
the hydrological system, the flow of water from the hydrological system to the till layer is more
difficult to quantify. The model did produce low surface velocities of the order of those observed
today (< 10 m a−1), but not for more than a few years (< 5 years). This could be because the
model underestimates basal shear stress by not accounting for sticky spots, because ice lost at
the margins of the upper part of KIS-C is not accounted for in the model or because the width
of the ice stream is narrower today than at the time of ice stream stoppage.
Tests conducted on WIS-B to investigate how water pirated from KIS-C might affect its surface
velocity indicate that this depends on the how much water enters the ice stream from its own
upstream basin. If WIS-B was initially in a situation where it had low water drainage through
conduits at the onset and where the porosity at the GL was not permanently at maximum
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porosity, the addition of a substantial amount of water from KIS-C (or elsewhere) would cause
the mean surface velocity to increase. If the change in water availability was sufficient to cause
the till to reach its maximum porosity at the GL, oscillations in the ice flow would cease to occur
until conditions were such that water availability was lower again. As found in the sensitivity
tests, any water in addition to that necessary to maintain the till at maximum porosity had only
a slight influence on the surface velocity. It is likely that the two tests on WIS-B are in fact end
states of high and low water availability and that in reality WIS-B behaves in a intermediate
manner, in line with its current observed slowdown.
How an ice stream reacts to high water flows is of interest when considering the effect of subglacial
lake drainage events on ice stream flow. Subglacial lake drainage is likely to have a major effect
on surface velocity when it occurs at a time when water availability is low in the lower half of the
ice steam. In this case changes in the surface velocity would be sudden, but not long lasting. The
time that it takes for an ice stream to recover depends on how much the water alters subglacial
conditions (how low the porosity was before the event), on how much water was added (what
porosity the water caused the till to increase to) and on how distributed the basal water system
is. There also may be some effect if the lake that drained then removes water from the subglacial
system to begin refilling again, but the processes involved in the evolution of subglacial lakes is
not understood well enough to speculate on this yet.
8.1.4 Bench-marking of model performance
In Chapter 7 the HIT model was tested by comparing observations of ice geometry, ice tempera-
ture, surface velocity and subglacial till porosity to model results. In general, the model behaved
well with only slight discrepancies between observed and modelled values. This included an
overestimation of the ice thickness in the lower region of KIS-C and deviation from observed
patterns of porosity with depth. The former would be improved by considering the presence of
major sticky spots at the base of the ice stream and the latter by a more detailed treatment of
the till.
Comparison of the model to past research showed that HIT model exhibits similar cycles of
stagnation and reactivation as found by previous work (e.g. Bougamont and others, 2003b; Fowler
and Johnson, 1995; Payne, 1995; Tulaczyk and others, 2000a). The model also furthered our
understanding of these flow cycles by identifying the GL as the location where oscillations are
generated and by including a subglacial water system at the ice-till interface, which allowed
additional water to be transported to the lower ice stream. If water availability from local melt
is low or the till is freezing near the GL, water transported from upstream has a strong influence
on the porosity of the till, its strength and the ability of the ice stream to resist the driving
stress. If water availability near the GL is already high and is sufficient to raise the till to a high
porosity, additional water from upstream will have much less effect on ice flow as basal resistance
will already be low. It was also found that the model was in agreement with model results of
Bougamont and others (2003a,b) and with the observations and modelling of Vogel and others
(2005) and Hulbe and Fahnestock (2007) that suggest that the on/off cycles of ice stream flow
occur over hundreds of years. It is postulated that ice stream/ice sheet models that determine
cycles of an order of millennia may do so because they assume the basal shear stress is related
to the ice geometry, which changes over longer time scales than a basal shear stress driven by
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changes in till porosity. It is also likely that the inclusion of subglacial hydrology and adoption
of appropriate spatial and temporal resolutions to resolve water flows are also key factors.
8.1.5 Limitations
The work done in this thesis has identified several areas of uncertainty in the processes that
occur below an ice stream. This thesis focuses on the role of subglacial hydrology, but it was
soon discovered that subglacial till and hydrology act together to determine the strength of the
till. However, the till is treated in a simplified manner in the model, with assumptions of constant
solid till content and homogenous sediment distributions. Observations of subglacial till suggest
that it is heterogenous, varying in particle size, layer thickness and yield strength (Section 2.3.1).
It is also likely that it is subject to erosion and deposition that are not equal to one another,
perhaps changing temporally in response to ice flow. In addition, results show that the model has
a high sensitivity of oscillation period length, due to assumptions made regarding till thickness
and vertical till node spacing. This causes time-dependent predictions of period length to be
highly uncertain, making it only possible to determine the order of magnitude of period length.
Further work is needed to address this limitation.
In terms of water availability, the magnitude of water fluxes from upstream of the onset is
unknown. While we can make assumptions about this regarding the size of the catchment and the
ice thickness, there is no real way of knowing how much water is transported into the subglacial
system of the ice stream. The geothermal heat flux is also important in basal melt generation, so
it is necessary that measurements of this flux are correct. The nature of the subglacial system is
also uncertain. The results of this thesis suggest that some type of conduit system is necessary
to transport large water volumes from the upper to lower ice stream, but the long, straight,
uniformly-spaced conduits assumed in this model are unrealistic. In addition, subglacial lakes
are known to exist below the ice streams. However, it is not known how they interact with
the rest of the subglacial system. In a situation where an ice stream has low water availability
near its GL the periodic filling and emptying of a subglacial lake located upstream could form a
secondary cycle within those identified in this thesis. Remotely sensed measurements of surface
elevation changes should go some way in determining whether an identifiable periodicity of lake
evolution occurs and how this related to flow velocity.
Results from this study indicate that changes in ice stream width have a major influence on
the magnitude of surface velocities, but the model does not account for shifts in the lateral
margins of the ice stream. Evidence suggests that KIS-C and WIS-B have both experienced
changes in their margins in the past (see Section 2.3.4) and it is likely that they continue to do
so today. In addition, changes in the GL and onset positions are also important factors that
are not included in the model. As the GL has been identified as the location where oscillations
in surface velocity are generated, the width and thickness of ice and amount of longitudinal
buttressing are particularly important in this region. Evidence also suggests that there is lateral
communication between WIS-B and KIS-C, in the form of one ice stream pirating water and ice
from the other. It may be that this is an integral part of stagnation-reactivation cycles that can
only be assessed if neighbouring ice streams are modelled as one integrated system.
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8.1.6 The future of WIS-B and KIS-C
The results presented here show that changes in the subglacial water budgets of KIS-C and
WIS-B have major implications for their flow regimes. If a substantial amount of subglacial
water is being diverted from KIS-C to WIS-B, then this will have a strong influence on the mass
balance of both ice streams. The current slow down of WIS-B may indicate that subglacial
water availability is decreasing. If this is the case the ice stream will continue to slow down
until either thickening ice generates more melt water or additional water enters the subglacial
system by another mechanism. If the slowdown of WIS-B is being triggered by a retention of
subglacial water that was previously diverted from KIS-C, it may be that more water is playing
an active role at the base of the latter ice stream. In addition, the generation of basal melt
water may be increasing. As surface speeds of the upper ice stream are still relatively high,
ice is thickening immediately upstream of the sticky spot on the trunk of KIS-C (Section 2.3.2)
(Jacobel and others, 2009; Price and others, 2001). Thicker ice results in a higher driving stress,
which will raise the basal temperature gradient and increase the basal melt rate at this location.
A higher basal melt rate raises porosity and weakens the till until a point where basal shear
stresses are too low to resist flow. In cases such as this the model found that surface velocities
could increase suddenly, over 10s of years. If KIS-C were to reactivate, an increase in ice flow
would raise the contribution of the Siple Coast Ice Streams to sea level rise. However, if at the
same time WIS-B were to continue its deceleration, it could be that the flux changes of the two
ice stream result in an overall balance. The slow down of WIS-B and imminent speed up of
KIS-C may indicate that the ice streams are in difference phases of an oscillation cycle. The
existence of such cycles complicates identification of long term trends in the mass balance of the
Siple Coast.
8.1.7 Do all ice streams oscillate?
The results presented above raise the question of whether all ice streams are capable of oscillations
of stagnation and reactivation. I limit this discussion to ice streams that are not primarily driven
by topographical effects, as the importance of sticky spots in limiting ice flow in this case is beyond
the scope of the work done in this thesis. To investigate the potential for ice streams other than
KIS-C and WIS-B to oscillate I consider three other ice streams: MacAyeal Ice Stream (Ice
Stream E) (MAIS-E), Bindschadler Ice Stream (Ice Stream D) (BIS-D) and Rutford Ice Stream.
MAIS-E and BIS-D are neighbouring ice streams to WIS-B and KIS-C, also located on the
Siple Coast. They experience flow velocities of the order of 300 - 500 m a−1 (Joughin and others,
2002b) and are considered relatively stable, although MAIS-E may have either stopped or slowed
significantly 700-800 years ago, reactivating about 150 years later (Hulbe and Fahnestock, 2007).
Evidence from MAIS-E and BIS-D (Figure 2.1) suggests that these two ice streams have high
water availability. Inverse modelling of ice stream force balances using measured surface velocities
conducted by Joughin and others (2004b) found that MAIS-E and BIS-D have less extensive areas
of freeze than KIS-C and WIS-B, producing greater amounts of melt water per unit area at the
bed. High melt rates coincide with the presence of sticky spots (due to bedrock bumps), which
are more abundant than on KIS-C and WIS-B. Raymond (2000) suggests that MAIS-E and
BIS-D are currently in a state where basal melt water is accommodated by the subglacial water
system without substantial reductions in the basal shear stress. This may occur because the
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subglacial water system forms a more direct link between the the onset and the GL, providing
less opportunity for water to interact with the subglacial till layer across the ice stream. It may
also occur if water is removed from the subglacial water system that interacts with the basal till
layer to form ponds or lakes at the ice-till interface. Mapping of hydraulic potential and basal
melt rates by Price and others (2002) found that subglacial water is likely to form an efficient
drainage system below BIS-D, as a substantial bedrock trough exists above and at the onset of
the ice stream. In addition, they found several areas where the hydraulic potential indicated
the possibility of subglacial ponding. This suggests that MAIS-E and BIS-D are in a state not
found in this study; where melt production is high, but it is not available to modify the porosity
of the till. This suggests that the nature of the subglacial drainage system and the presence of
subglacial lakes both play a role in whether an ice stream will oscillate or maintain steady flow.
The last ice stream I will consider here is Rutford Ice Stream, which drains approximately 10%
of the West Antarctic Ice Sheet to the Ronne Ice Shelf (Doake and others, 2001). It flows at
speeds of 300-400 m a−1 (Barrett and others, 2009) and has experienced no significant changes
in surface velocity over the last 25 years (Gudmundsson and Jenkins, 2009). Seismic surveys and
borehole analysis have revealed that the Rutford Ice Stream is underlain by a water-saturated till
of varying thickness, which in turn overlies a overconsolidated lodgement till (King and others,
2009). Radar and seismic data conducted by Murray and others (2008) also identified linear
water bodies beneath the ice, which they suggest are canal systems located within a deforming
bed. Raymond (2000) suggested that Rutford Ice Stream is similar to MAIS-E and BIS-D in that
they all have higher basal shear stresses and have a greater potential to be affected by changes in
water availability than WIS-B. Interestingly, there is some evidence that Rutford Ice Stream has
been pirating subglacial water from a neighbouring ice stream, Carlson Inlet; a relict ice stream
that ceased streaming more than ∼240 years BP (Vaughan and others, 2008). This shows that
the lateral communication between WIS-B and KIS-C is not an isolated case and suggests that
changes in the geometry and flow regime of an ice stream may redistribute mass within an ice
sheet.
Whether an ice stream will oscillate also depends on how external factors modify internal ice
dynamics. Recent measurements and analysis of borehole temperatures of the upper 300 m
of the Rutford Ice Stream have found that the bed of the ice stream is warming at a rate of
0.17±0.07○C per decade since 1930 (Barrett and others, 2009). The authors relate this warming
to increases in surface temperature in the region (Steig and others, 2009), most notable in the
warming observed in the Antarctic Peninsula. An increase in the basal ice temperature due
to surface temperature changes could alter the flow of the ice stream, as more basal melt may
be produced at the bed. Similar changes to basal conditions due to factors such as changes in
the accumulation rate (potential increase in ice thickness), the geothermal heat flux (e.g. due
to subglacial volcanism (Blankenship and others, 1993; Winberry and Anandakrishnan, 2004))
or in ocean temperatures near the GL (such as those observed on Pine Island Glacier in the
Amundsen Sea, (e.g. Jacobs and others, 2011)), would add another dimension to ice stream flow
variability.
The above discussion shows that not all ice stream oscillate, but does not rule out that they could
do so given the right subglacial conditions. That would depend on local basal melt rates, the
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basal thermal regime, the availability of melt water from upstream, how efficiently the subglacial
system distributes water to the bed and the influence of external factors. The fact that these
conditions have the potential to vary greatly between ice streams, even those that exist side-by-
side, is likely to be a key reason why they are found to behave so differently.
8.2 Summary
This thesis furthers the understanding of how subglacial hydrology influences ice steam flow. A
numerical model was developed that successfully models the internal dynamics of ice streams.
Comparison to observations and previous studies showed that the model behaves well. It was
found that ice streams oscillate on timescales of hundreds of years and that the cycles are driven
by the thermal and hydrological conditions at the GL. Sensitivity tests conducted found that
surface velocity is particularly sensitive to changes in the lateral margins of an ice stream, till
compressibility and changes in the volumetric flux within conduits entering the ice stream at
the onset. When driven solely by local basal melt and freeze, these cycles confirmed results
of previous theoretic work (e.g. Tulaczyk and others, 2000a). However, when the water supply
was augmented by water from upstream transported downstream by conduits, the form and
duration of flow cycles was modified. It was also shown that changes in water availability of
KIS-C and WIS-B have major implications for their flow and to whether or not they oscillate.
Current changes in these two ice streams may indicate that WIS-B is in a slowing down phase
of oscillation, while KIS-C is beginning to reactivate. This is in comparison to MAIS-E, BIS-D
and Rutford ice streams, where differences in basal melt rates and subglacial water distribution
appear to allow these ice streams to experience a stable ice flux. While this shows that the surface
velocities of ice streams do not necessarily oscillate in time, it could be that all ice streams do
have the potential for on/off cycles of flow. If changes in WIS-B and KIS-C are indicative of
changes in the mass balance of the WAIS as a whole, in the next century we could observe
significant shifts in the flow stability of these ice streams.
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TILL DYNAMICS
Basal melt rate
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Effective pressure in till
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Hydraulic potential
Φ = ρw g zs + Pw 4.15 4.1.5 (50)
Till volume change
∂ V ′v
∂t
= (qa − qb)∆s Csp + (qu − qd)∆zs Ws 4.16 4.1.6 (51)
Water fluxes in till (including mixing)
qξ = − Kt
ρw g
∂Φ
∂ξ
+ fc 4.21 4.1.7.1 (53)
Till strength
τf = ct +Nmin tan(φ) 4.24 4.1.8 (54)
SUBGLACIAL HYDROLOGY
Effective pressure in a conduit
Nc = Kn
Q
5
6
c
(−∂Φc
∂s
)−
1
3
5.11 5.1.5 (70)
Conduit melt rate
m˙c =
qc rh [(1 − k)(−∂Φc∂s ) + k ρw g ∂zw∂s ]
ρi LH
5.15 5.1.7 (72)
Hydraulic potential in a conduit
Φc = ρw g zc + Pwc 5.8 5.1.4(70)
Water flux in a conduit
qc = ( 8 rh
fc ρw
)
1
2 (−dΦc
ds
)
1
2
5.21 5.1.9(73)
Friction based on the Reynolds number
fc =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
128 r2h
Re
(a2 + b2)
a2 b2
Darcy-Weisbach (Laminar), Equation 5.19
1
4
⎡⎢⎢⎢⎣log10 (
"r
14.8 rh
+ 5.74
R 0.9e
)⎤⎥⎥⎥⎦
−2
Darcy-Weisbach (Turbulent), Equation 5.22
5.23 5.1.9.3(74)
Water balance
Vu − Vd + Vm˙c − Vt −∆Vw = 0 5.30 5.1.11(78)
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Derivation of
velocity due to ice deformation
In order to determine an expression for the deformational velocity of ice (ud), I start with an
expression put forward by Paterson (1981) given by:
ud = A H τ (n−1)e τd (B.1)
where H is the ice thickness (m), τe is the effective shear stress (Pa), τd is the driving stress and
n and A are flow parameters. Values for all of the above are known, except for τe. To calculate
τe I start with Nye’s generalisation of Glen’s Law, given by:
ε˙ij = A τ (n−1)e τij (B.2)
where ε˙ is the strain rate tensor (1/s), τ is the shear stress (Pa) and where i and j are standard
tensor notation. Next I consider the relationship between the strain rate tensor and velocity. In
the x-direction this is:
ε˙xx = ∂u
∂x
(B.3)
and in the z-direction (ignoring the velocity component in the y-direction):
ε˙xz = 1
2
∂u
∂z
(B.4)
Equating Equation B.2 with Equation B.3 gives:
∂u
∂x
= A τ (n−1)e τxx (B.5)
and Equating Equation B.2 with Equation B.4 gives:
∂u
∂z
= 2 A τ (n−1)e τxz (B.6)
where u is the depth-dependent ice velocity in the x-direction and where τe is given by:
τe = (τ2xx + τ2xz) 12 (B.7)
The shear stress τxz is given by Nye (1969b) as:
τxz = −ρi g (h − z)∂h
∂x
+
∂
∂x
∫ h
z
2 τxx dz (B.8)
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where ρi is the ice density (kg m
−3), g is the acceleration due to gravity (m s−2) and h is the
surface elevation (m). If I assume a vertically averaged longitudinal stress (τ¯xx) and I substitute
in an expression for the driving stress (Chapter 3, Equation 3.2), this equates to:
τxz = τd (h − z)
H
+
∂
∂x
(2 τ¯xx(h − z)) (B.9)
where τ¯xx is the vertical mean longitudinal stress and H is the ice thickness (m). In order to
simplify subsequent computation, I follow van der Veen (1987) in rewriting Equation B.9 as:
τxz = (h − z)
H
τ1 + 2 τ¯xx
∂
∂x
(h − z) (B.10)
where
τ1 = τd +D
(Chapter 3, 3.4)
and
D = 2H ∂
∂x
(τ¯xx) (Chapter 3, 3.5)
From Equations B.6, B.7 and B.10 I obtain:
∂u
∂z
= 2A(τ¯ 2xx τxz + τ 3xz )
= 2A⎛⎝τ¯ 2xx (τ1 (h − z)H + 2 τ¯xx ∂∂x (h − z)) + (τ1 (h − z)H + 2 τ¯xx ∂∂x (h − z))3⎞⎠
= 2A⎛⎝τ1 τ¯ 2xx (h − z)H + 2 τ¯ 3xx ∂∂x (h − z) + (τ1 (h − z)H + 2 τ¯xx ∂∂x (h − z))3⎞⎠
(B.11)
Expanding out the third term on the right hand side (RHS) gives:
∂u
∂z
= 2A⎛⎜⎝τ1 τ¯ 2xx (h − z)H + 2 τ¯ 3xx ∂∂x(h − z) + τ31 (h − z)
3
H3
+
+ 8 τ¯ 3xx ( ∂∂x(h − z))3 + 6 τ¯xxτ21 (h − z)2H2 ∂∂x(h − z) +
+ 12 τ1τ¯
2
xx
(h − z)
H
( ∂
∂x
(h − z))2 ⎞⎟⎠
(B.12)
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Surface slopes of the Siple ice streams are low, typically of the order 10−3. Therefore, comparison
of the terms in Equation B.12 gives:
8 τ¯ 3xx ( ∂∂x(h − z))3 ≪ 2 τ¯ 3xx ∂∂x(h − z) (B.13)
and:
12 τ1τ¯
2
xx
(h − z)
H
( ∂
∂x
(h − z))2 ≪ τ1 τ¯ 2xx (h − z)H (B.14)
Therefore, following van der Veen (1987), I neglect the terms on the left hand side (LHS) of the
above equations. This gives:
∂u
∂z
= 2 A⎛⎜⎝τ1 τ¯ 2xx (h − z)H + 2 τ¯ 3xx ∂∂x(h − z) + τ31 (h − z)
3
H3
+
+6 τ¯xxτ
2
1
(h − z)2
H2
∂
∂x
(h − z)⎞⎟⎠
(B.15)
Next I integrate Equation B.15 from the base of the ice (h −H) to some height z′ to obtain the
horizontal ice velocity at that height:
∫ z′
h−H
∂u
∂z
dz = ∫ z′
h−H
(2 Aτ1 τ¯ 2xx (h − z)H )dz + ∫ z′h−H (4 A τ¯ 3xx ∂∂x(h − z))dz+
+∫ z′
h−H
(2 Aτ31 (h − z)3H3 )dz +∫ z′h−H (12 A τ¯xxτ21 (h − z)2H2 ∂∂x(h − z))dz
(B.16)
Each term of Equation B.16 is considered in turn.
LHS of Equation B.16:
[ u ]z′
h−H
= u(z′) − u(h −H) (B.17)
Term 1, RHS of Equation B.16:
∫ z′
h−H
(2 A τ1 τ¯ 2xx (h − z)H )dz = ⎡⎢⎢⎢⎣−A τ1 τ¯ 2xx ((h − z)
2
H
)⎤⎥⎥⎥⎦
z′
h−H
= A τ1 τ¯ 2xx (H − (h − z′)2H )
(B.18)
Term 2, RHS of Equation B.16: Using the Leibniz integral rule:
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∫ z′
h−H
(4 A τ¯ 3xx ∂∂x(h − z))dz = 4 A τ¯ 3xx ( ∂∂x ∫ z′h−H(h − z)dz −
− (h − z′)∂z′
∂x
+ (h − (h −H)) ∂(h −H)
∂x
)
= 4 A τ¯ 3xx ⎛⎜⎝ ∂∂x [−12(h − z)2]
z′
h−H
+H
∂h
∂x
−H
∂H
∂x
⎞⎟⎠
= 4 A τ¯ 3xx ⎛⎝−12 ∂∂x(h − z′)2 + 12 (∂H2∂x ) +H ∂h∂x −H ∂H∂x ⎞⎠
= 4 A τ¯ 3xx (−12 ∂∂x(h − z′)2 +H ∂h∂x)
= 4 A τ¯ 3xx (H ∂h∂x − (h − z′)∂h∂x)
= 4 A τ¯ 3xx ∂h∂x (H − (h − z′))
(B.19)
Term 3, RHS of Equation B.16:
∫ z′
h−H
(2 A τ31 (h − z)3H3 )dz = ⎡⎢⎢⎢⎣−2 A τ31 (14 (h − z)
4
H3
)⎤⎥⎥⎥⎦
z′
h−H
= 1
2
A τ31 (H − (h − z′)4H3 )
(B.20)
Term 4, RHS of Equation B.16: I recognise that:
∫ z′
h−H
((h − z)2 ∂
∂x
(h − z))dz = 1
3 ∫ z′h−H ∂∂x(h − z)3 dz (B.21)
Therefore, by the Leibniz integral rule:
∫ z′
h−H
⎛⎝12A τ¯xx τ21H2 ∂∂x(h − z)3⎞⎠dz =
= 4A τ¯xxτ21
H2
( ∂
∂x
∫ z′
h−H
(h − z)3 dz + ∂z′
∂x
(h − z′)3 +H3 ∂h
∂x
−H3
∂H
∂x
)
(B.22)
As z′ is not dependent on x this reduces to:
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∫ z′
h−H
⎛⎝12A τ¯xx τ21H2 ∂∂x(h − z)3⎞⎠dz =
= 4A τ¯xx τ21
H2
( ∂
∂x ∫ z′h−H(h − z)3 dz +H3∂h∂x −H3∂H∂x )
= 4A τ¯xx τ21
H2
⎛⎜⎝ ∂∂x [−14(h − z)4]
z′
h−H
+H3
∂h
∂x
−H3
∂H
∂x
⎞⎟⎠
= 4A τ¯xx τ21
H2
(−1
4
∂
∂x
(h − z′)4 + 1
4
∂H4
∂x
+H3
∂h
∂x
−H3
∂H
∂x
)
(B.23)
Recognising that:
∂H4
∂x
= 4H3 ∂H
∂x
(B.24)
and
∂
∂x
(h − z′)4 = 4(h − z′)3 ∂h
∂x
(B.25)
I obtain:
∫ z′
h−H
⎛⎝12 A τ¯xx τ21H2 ∂∂x(h − z)3⎞⎠dz = 4 A τ¯xx τ1H2 (−(h − z)3 ∂h∂x +H3 ∂h∂x)
= 4 A τ¯xx τ1
H2
(−(h − z′)3 +H3) ∂h
∂x
= 4 Aτ¯xx τ21 (H − (h − z′)3H2 ) ∂h∂x
(B.26)
Collecting all terms and expressing in terms of the ice flow velocity at a given elevation z′ gives:
u(z′) = A τ1 τ¯ 2xx (H − (h − z′)2H ) + 4 A τ¯ 3xx (H − (h − z′)) ∂h∂x+
+
1
2
A τ31 (H − (h − z′)4H3 ) + 4 A τ¯xx τ21 (H − (h − z′)3H2 ) ∂h∂x + u(h −H)
(B.27)
To obtain the flow velocity at the surface of the ice stream I insert z′ = h into Equation B.27:
u = A τ1 τ¯ 2xx H + 4 A τ¯ 3xxH ∂h∂x + 12A τ31H + 4 A τ¯xx τ21H ∂h∂x + ub (B.28)
where u is the surface velocity and the first four terms on the RHS of Equation B.28 equate to
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the flow velocity due to ice deformation. Note that ub is the velocity due to basal sliding (Section
3.3.1.2) which is equivalent to u(h −H) in Equation B.27. Therefore, the internal deformation
component of velocity (ud) is given by:
ud = A τ1 τ¯ 2xx H + 4 A τ¯ 3xxH ∂h∂x + 12 A τ31H + 4 A τ¯xx τ21H ∂h∂x (Chapter 3, 3.9)
or from Equation B.1 when n = 3:
ud = A H τ 2e τd (B.29)
where:
τ 2e = 25 τ2d + (3 τ¯xx∂h∂x + 65D) τd + (23 τ¯ 2xx + 6 τ¯xxD∂h∂x + 65 D2)+
+
1
τd
(2
3
τ¯ 2xxD + 2 τ¯
3
xx
∂h
∂x
+
2
5
D3 + 3 τ¯xx
∂h
∂x
D2) (B.30)
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Derivation of basal sliding velocity
The basal sliding component in this model follows that of Raymond (1996), with subsequent
modifications by Tulaczyk and others (2000b) and Bougamont and others (2003a,b). To calculate
velocity due to basal sliding I use the force balance to determine the lateral stress (τxy) (Pa),
thereby determining how much of the driving stress (τd) (Pa) is resisted by shear stress at the
margin. From Equation 3.1 (Chapter 3) I obtain:
∂τxy
∂y
= − 1
H
(τd − τb + ∂
∂x
(2H τ¯xx)) (C.1)
where H is the ice thickness (m), τb is basal shear stress (Pa), and τxx is longitudinal stress
(Pa). I integrate Equation C.1 from the centreline (y = 0) to some distance from the centreline
y′, which gives:
∫ y′
0
∂
∂y
(τxy)dy = ∫ y′
0
⎛⎝− 1H (τd − τb + ∂∂x(2H τ¯xx))⎞⎠dy
[ τxy ]y′
0
= ⎡⎢⎢⎢⎢⎣
⎛⎝− 1H (τd − τb + ∂∂x(2H τ¯xx))⎞⎠y
⎤⎥⎥⎥⎥⎦
y′
0
τxy(y′) − τxy(0) = ⎛⎝− 1H (τd − τb + ∂∂x(2H τ¯xx))⎞⎠y′
(C.2)
Assuming symmetry about centreline (τxy(0) = 0)) results in:
τxy(y) = ⎛⎝− 1H (τd − τb + ∂∂x(2H τ¯xx))⎞⎠y (C.3)
omitting the prime from the variable y. Next, I take a quasi-viscous relation that relates strain
rate and deviatoric stress in the ice (Raymond, 1996):
τxy = 2 B ε˙ ( 1n−1)e ε˙xy (C.4)
where τxy is the shear stress in the xy-direction, n and B (Pa s
1
3 ) (B = A− 1n ) are flow parameters,
ε˙e is the effective strain rate (s
−1) and ε˙xy is the strain rate tensor (s−1) in the xy-direction.
Equation C.4 resembles the inverse form of Nye’s generalisation of Glen’s Law in the xy-direction,
given by:
τxy = B ε˙ ( 1n−1)e ε˙xy (C.5)
The only difference is that in Equation C.4, Raymond (1996) added a coefficient of 2 to the
equation. This is because the equation represents the stress between the ice stream centreline
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and both margins, assuming symmetry. I then rearrange Equation C.4 to be in terms of the
strain rate:
ε˙xy = 1
2n
A τ (n−1)e τxy (C.6)
where effective shear stress (τe) in the xy-direction is given by:
τe = τxy (C.7)
This simplifies to:
ε˙xy = 1
2n
A τ nxy (C.8)
Next I consider the relationship between the strain rate tensor and velocity. In the xy-direction
this is:
ε˙xy = 1
2n
∂ub
∂y
(C.9)
where ub is the basal sliding velocity (m s
−1). Thus, Equation C.8 becomes :
∂ub
∂y
= 1
2(n−1)
A τ nxy (C.10)
Substituting Equation C.3 for τxy into Equation C.10 gives:
∂ub
∂y
= 1
2(n−1)
A
⎛⎝− 1H (τd − τb + ∂∂x2H τ¯xx)y′⎞⎠
n
= A (−1)n (τd − τb + ∂∂x2H τ¯xx)n y′ n
2(n−1)Hn
(C.11)
Integrating from the centreline (y = 0) to the margin (y =W /2):
∫ W2
0
(∂ub
∂y
)dy = ∫ W2
0
⎛⎜⎜⎝
A (−1)n (τd − τb + ∂∂x2H τ¯xx)n y′ n
2(n−1)Hn
⎞⎟⎟⎠dy
ub (W
2
) − ub(0) = A (−1)n (τd − τb + ∂∂x2H τ¯xx)n (W2 )n+1
2(n−1)(n + 1)Hn
(C.12)
where W is the ice stream width (m). As basal sliding velocity at the margin is assumed to be
zero ub (W /2) = 0, so basal sliding at the centreline is given by:
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ub(0) = A (−1)(n+1) (τd − τb + ∂∂x2H τ¯xx)n (W2 )n+1
2(n−1)(n + 1)Hn (C.13)
To explore transverse variations in basal sliding velocity, I integrate Equation C.11 from the
centreline (y = 0) to some distance from the centreline, y′:
∫ y′
0
(∂ub
∂y
)dy = ∫ y′
0
⎛⎜⎜⎝
A (−1)n (τd − τb + ∂∂x2H τ¯xx)n y′ n
2(n−1)Hn
⎞⎟⎟⎠dy
ub(y′) − ub(0) = A (−1)n (τd − τb + ∂∂x2H τ¯xx)n y′ n+1
2(n−1)(n + 1)Hn
ub(y′) = A (−1)n (τd − τb + ∂∂x2H τ¯xx)n y′ n+1
2(n−1)(n + 1)Hn + u(0)
(C.14)
Substituting Equation C.13 for ub(0), omitting the prime from variable y and simplifying gives
the expression for the basal sliding component of velocity:
ub(y) = A (−1)(n+1) (τd − τb + ∂∂x2H τ¯xx)
n ((W
2
)n+1 − y n+1)
2(n−1)(n + 1)Hn (Chapter 3, 3.10)
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Derivation of depth-averaged
ice deformation velocity
To calculate the depth-averaged ice flux due to internal ice deformation, which will be needed to
evaluate ice thickness change, I follow the approach of van der Veen (1987). I start by integrating
Equation B.27, an expression for ice flow velocity (u) at some elevation (z′), from the ice stream
bed (h −H) to the ice surface (h):
∫ h
h−H
(u)dz = ∫ h
h−H
⎛⎝A τ1 τ¯2xx (H − (h − z)2H )⎞⎠dz + ∫ hh−H (4A τ¯3xx(H − (h − z))∂h∂x)dz
+∫ h
h−H
⎛⎝12A τ31 (H − (h − z)4H3 )⎞⎠dz + ∫ hh−H ⎛⎝4 A τ¯xx τ21 (H − (h − z)3H2 ) ∂h∂x⎞⎠dz
+∫ h
h−H
ub dz
(D.1)
where A is a flow parameter ( Pa−3s−1), τ¯xx is the depth averaged longitudinal stress (Pa), H
is the ice thickness (m), h is the ice surface elevation (m), x is the horizontal coordinate in the
direction of ice flow (m) and τ1 is given by Equation 3.4. Each term of Equation D.1 is considered
in turn:
Left hand side (LHS) of Equation D.1:
∫ h
h−H
u dz ≈ ∫ h
h−H
u¯ dz≈ u¯ H (D.2)
where u¯ is the depth averaged horizontal ice velocity.
Term 1, Right hand side (RHS) of Equation D.1:
∫ h
h−H
⎛⎝Aτ1 τ¯2xx (H − (h − z)2H )⎞⎠dz = A τ1 τ¯2xx (H ∫ hh−H dz − 1H ∫ hh−H(h − z)2 dz)
= A τ1 τ¯2xx (H2 − 13H2)
= 2
3
A τ1 τ¯
2
xxH
2
(D.3)
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Term 2, RHS of Equation D.1:
∫ h
h−H
(4 A τ¯3xx(H − (h − z))∂h∂x)dz = 4A τ¯3xx∂h∂x (H ∫ hh−H dz − ∫ hh−H(h − z)dz)
= 4 A τ¯3xx∂h∂x (H2 − 12H2)
= 2 A τ¯3xxH2∂h∂x
(D.4)
Term 3, RHS of Equation D.1:
∫ h
h−H
⎛⎝12Aτ31 (H − (h − z)4H3 )⎞⎠dz = 12A τ31 (H ∫ hh−H dz − 1H3 ∫ hh−H(h − z)4 dz)
= 1
2
A τ31 (H2 − 15H2)
= 2
5
A τ31H
2
(D.5)
Term 4, RHS of Equation D.1:
∫ h
h−H
⎛⎝4 A τ¯xxτ21 (H − (h − z)3H2 ) ∂h∂x⎞⎠dz = 4 A τ¯xx τ21 ∂h∂x (H ∫ hh−H dz − 1H2 ∫ hh−H(h − z)3 dz)
= 4 A τ¯xx τ21 ∂h∂x (H2 − 14H2)
= 3 A τ¯xx τ21H2 ∂h∂x
(D.6)
Term 5, RHS of Equation D.1:
∫ h
h−H
ub dz = ub h − ub (h −H) = ub H (D.7)
Collecting terms yields:
u¯ H = 2
3
A τ1 τ¯
2
xx H
2 + 2A τ¯3xxH
2 ∂h
∂x
+
2
5
A τ31H
2 + 3A τ¯xx τ
2
1H
2∂h
∂x
+ ub H (D.8)
Where the depth-averaged ice flux due to ice deformation (u¯d) is given by the difference between
the total average ice flux and the ice flux due to the basal velocity:
u¯d = 2
3
A τ1 τ¯
2
xx H + 2A τ¯
3
xxH
∂h
∂x
+
2
5
A τ31H + 3A τ¯xx τ
2
1H
∂h
∂x (Chapter 3, 3.14)
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Derivation of width-averaged
basal sliding velocity
To calculate the width-averaged ice flux due to basal sliding, which will be needed to evaluate ice
thickness change, I integrate the basal sliding velocity over ice stream width. The basal sliding
velocity (ub) (m s
−1) is given by:
ub = A (−1)(n+1) (τd − τb + ∂∂x2H τ¯xx)
n ((W
2
)(n+1) − y (n+1))
4 (n + 1)Hn (Chapter 3, 3.10)
where A (Pa−3 s−1) and n are flow parameters, τd is the driving stress (Pa), τb is basal shear
stress (Pa), τxx is longitudinal stress (Pa), H is the ice thickness (m), W is the ice stream width
(m) and y is a given distance between the ice stream centreline (y = 0) and the ice stream margin
(y =W /2). Let:
k = A (−1)(n+1) (τd − τb + ∂∂x2H τ¯xx)n
4 (n + 1)Hn (E.1)
which is independent of y. This gives:
ub = k ⎛⎜⎝(W2 )
(n+1)
− y (n+1)
⎞⎟⎠ (E.2)
The width-averaged velocity (u¯b) is found by the integrated velocity (from one margin to the
other) divided by the total width. This is equivalent to the integrated velocity from the margin
to the centreline divided by the half width:
u¯b = ∫
W
2
0
ub dy
W
2
(E.3)
Integrating the numerator of Equation E.3 from the centreline to the ice stream margin I have:
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u¯b = ∫ W2
0
(ub)dy = k⎛⎜⎝(W2 )
(n+1) ∫ W2
0
dy − ∫ W2
0
y (n+1) dy
⎞⎟⎠
= k⎛⎜⎜⎝(W2 )
(n+1) [ y ]W2
0
−
⎡⎢⎢⎢⎢⎣ y
(n+2)(n + 2)⎤⎥⎥⎥⎥⎦
W
2
0
⎞⎟⎟⎠
= k⎛⎜⎜⎜⎝(
W
2
)(n+2) − (W2 )(n+2)(n + 2)
⎞⎟⎟⎟⎠
= k⎛⎜⎝(W2 )
(n+2) (1 − 1(n + 2))⎞⎟⎠
(E.4)
Inserting this back into Equation E.3 gives:
u¯b = k ((W2 )
(n+2) (1 − 1(n+2)))
W
2
= k (W
2
)(n+1) (1 − 1(n + 2))
(E.5)
If we take the flow parameter n = 3, then:
u¯b = k (W
2
)4 4
5
(E.6)
Referring back to Equation E.1, we see that this has the result that:
u¯b = 4
5
⎛⎜⎜⎜⎝
A (−1)(n+1) (τd − τb + ∂∂x2H τ¯xx)n (W2 )(n+1)
4 (n + 1)Hn
⎞⎟⎟⎟⎠ =
4
5
ub
(Chapter 3, 3.15)
which means that the width-averaged basal sliding velocity is equivalent to 0.8 times the basal
sliding velocity at the centreline.
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Derivation of longitudinal stress
To derive an expression for longitudinal stress I use the approach of van der Veen (1987). I start
by differentiating Equation D.8 (Appendix D) with respect to x to obtain:
∂
∂x
(u¯H) = ∂
∂x
(2
3
Aτ1 τ¯
2
xxH
2) + ∂
∂x
(2A τ¯ 3xxH2∂h∂x)
+
∂
∂x
(2
5
Aτ 31 H
2) + ∂
∂x
(3A τ¯xxτ21H2∂h∂x) + ∂∂x (Hub)
(F.1)
where A is a flow parameter ( Pa−3s−1), τ¯xx is the depth averaged longitudinal stress (Pa), ub
is the basal sliding velocity (m s−1), u¯ is the depth and width averaged ice velocity (m s−1), H
is the ice thickness (m), h is the ice surface elevation (m), x is the horizontal coordinate in the
direction of ice flow (m) and τ1 is given by Equation 3.4. Differentiating each term in Equation
F.1 in turn:
Term 1, Right hand side (RHS) of Equation F.1:
∂
∂x
(2
3
Aτ1 τ¯
2
xx H
2) = 2
3
A(H2τ1∂ τ¯ 2xx
∂x
+ τ1 τ¯
2
xx
∂H2
∂x
+H2τ 2xx
∂τ1
∂x
)
= 2
3
A(2H2τ1 τ¯xx∂ τ¯xx
∂x
+ 2τ1 τ¯
2
xxH
∂H
∂x
+H2τ 2xx
∂τ1
∂x
) (F.2)
Following van der Veen (1987), I introduce:
D1 = 2H ∂τ1
∂x (Chapter 3, 3.6)
Rewriting Equation F.2 to include D (from Equation 3.5) and D1 in order of powers of τ¯xx gives:
∂
∂x
(2
3
Aτ1 τ¯
2
xxH
2) = 2AH τ¯xx (1
3
τ1D) + 2AH τ¯ 2xx (23τ1∂H∂x + 16D1) (F.3)
Term 2, RHS of Equation F.1:
∂
∂x
(2A τ¯ 3xxH2∂h∂x) = 2A(H2 τ¯ 3xx ∂2h∂x2 +H2∂h∂x ∂(τ¯ 3xx )∂x + τ¯ 3xx ∂h∂x ∂(H2)∂x )
= 2A(H2 τ¯ 3xx ∂2h∂x2 + 3H2 ∂h∂x τ¯ 2xx ∂ τ¯xx∂x + τ¯ 3xx ∂h∂x2H ∂H∂x )
(F.4)
Rewriting Equation F.4 to include Equation 3.5 (Chapter 3) and collecting powers of τ¯xx I obtain:
∂
∂x
(2A τ¯ 3xxH2∂h∂x) = 2AH τ¯ 3xx (H ∂2h∂x2 + 2∂h∂x ∂H∂x ) + 2AH τ¯ 2xx (32D∂h∂x) (F.5)
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Term 3, RHS of Equation F.1:
∂
∂x
(2
5
Aτ31H
2) = 2
5
A
⎛⎝H2 ∂τ31∂x + τ31 ∂(H2)∂x ⎞⎠
= 2
5
A(3H2τ21 ∂τ1∂x + 2τ31H ∂H∂x )
(F.6)
Rewriting Equation F.6 to include D (Equation 3.5, Chapter 3) I obtain:
∂
∂x
(2
5
Aτ31H
2) = 2AH ( 3
10
τ21D1 +
2
5
τ31
∂H
∂x
) (F.7)
Term 4, RHS of Equation F.1:
∂
∂x
(3 A τ¯xx τ21H2 ∂h∂x) = 3 A⎛⎜⎝τ¯xx τ21 H2 ∂
2h
∂x2
+ τ¯xx H
2 ∂h
∂x
∂(τ21 )
∂x
+ τ21 H
2 ∂h
∂x
∂(τ¯xx)
∂x
+ τ¯xx τ
2
1
∂h
∂x
∂(H2)
∂x
⎞⎟⎠
= 3 A⎛⎜⎝τ¯xx τ21H2 ∂
2h
∂x2
+ 2 τ¯xx H
2 ∂h
∂x
τ1
∂τ1
∂x
+ τ21 H
2 ∂h
∂x
∂(τ¯xx)
∂x
+ 2 τ¯xx τ
2
1
∂h
∂x
H
∂H
∂x
⎞⎟⎠
(F.8)
Rewriting Equation F.8 to include D (Equation 3.5) and D1 (Equation 3.6) in order of powers
of τ¯xx I obtain:
∂
∂x
(3 A τ¯xx τ21 H2 ∂h∂x) = 3 A H τ¯xx (τ21 H ∂2h∂x2 + τ1 D1 ∂h∂x + 2 τ21 ∂h∂x ∂H∂x )
+ (3
2
A H τ21
∂h
∂x
D)
= 2 A H τ¯xx (3
2
τ21 H
∂2h
∂x2
+
3
2
τ1 D1
∂h
∂x
+ 3τ21
∂h
∂x
∂H
∂x
)
+ 2 A H (3
4
τ21
∂h
∂x
D)
(F.9)
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Term 5, RHS of Equation F.1:
∂
∂x
(ub H) =H ∂ub
∂x
+ ub
∂H
∂x
(F.10)
Collecting terms, Equation F.1 can be written as:
∂
∂x
(u¯ H) = 2AH τ¯ 3xx (H ∂2h∂x2 + 2∂h∂x ∂H∂x )
+2AH τ¯ 2xx (23τ1∂H∂x + 16D1 + 32D∂h∂x)
+2AH τ¯xx (1
3
τ1D +
3
2
τ21H
∂2h
∂x2
+
3
2
τ1D1
∂h
∂x
+ 3τ21
∂h
∂x
∂H
∂x
)
+2AH ( 3
10
τ21D1 +
2
5
τ31
∂H
∂x
+
3
4
τ21
∂h
∂x
D) +H ∂ub
∂x
+ ub
∂H
∂x
(F.11)
In order to determine τ¯xx I require a second expression for ∂(u¯H)/∂x. This is obtained by
integrating the ice flow velocity in the x-direction (Equation B.5, Appendix B) over ice thickness.
First I substitute an expression for τxz (Equation B.10, Appendix B) and an expression for
effective stress in the xz-direction (Equation B.7, Appendix B) into Equation B.5 (Appendix B)
giving:
∂u
∂x
= A⎛⎝τ¯ 2xx + ( τ1H (h − z) + 2 τ¯xx ∂∂x (h − z))2⎞⎠ τxx
= A⎛⎝τ¯ 3xx + τ¯xxτ21 (h − z)2H2 + 4 τ¯ 2xx τ1(h − z)H ∂∂x(h − z) + 4τ¯ 3xx ( ∂∂x(h − z))2⎞⎠
(F.12)
where u is the surface velocity of the ice (m s−1). As:
4τ¯ 3xx ( ∂∂x(h − z))2 ≪ 4 τ¯ 2xx τ1(h − z)H ∂∂x(h − z) (F.13)
the final term in Equation F.12 is neglected. This reduces Equation F.12 to:
∂u
∂x
= A⎛⎝τ¯ 3xx + τ¯xxτ21 (h − z)2H2 + 4 τ¯ 2xx τ1(h − z)H ∂∂x(h − z)⎞⎠ (F.14)
Next I integrate Equation F.14 from the bed (h −H) to the surface (h). Integrating the LHS of
Equation F.14 and applying Leibniz integral rule yields:
∫ h
h−H
(∂u
∂x
)dz = ∂
∂x
(∫ h
h−H
u dz) − u(h)∂h
∂x
+ u(h −H) ∂
∂x
(h −H) (F.15)
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I replace the u in the first term on the RHS of Equation F.15 with the depth-averaged velocity
(u¯), which can then be taken outside the integral:
∫ h
h−H
(∂u
∂x
)dz = ∂
∂x
(u¯∫ h
h−H
dz) − u(h)∂h
∂x
+ u(h −H) ∂
∂x
(h −H)
= ∂
∂x
(u¯H) − u(h)∂h
∂x
+ ub
∂h
∂x
− ub
∂H
∂x
(F.16)
where the basal sliding velocity (ub) is equivalent to u(h − H). I then integrate the RHS of
Equation F.14 from the base to the surface of the ice.
Term 1, RHS of Equation F.14:
A∫ h
h−H
(τ¯ 3xx )dz = A τ¯ 3xx H (F.17)
Term 2, RHS of Equation F.14:
A∫ h
h−H
⎛⎝ τ¯xx τ21 (h − z)2H2 ⎞⎠dz = 13 A τ¯xx τ21 H (F.18)
Term 3, RHS of Equation F.14:
A∫ h
h−H
(4 τ¯ 2xx τ1(h − z)
H
∂
∂x
(h − z))dz = 4A τ¯ 2xx τ1
H ∫ hh−H ((h − z) ∂∂x(h − z))dz
= 4A τ¯ 2xx τ1
H
∫ h
h−H
⎛⎝(h − z) (∂h∂x − ∂z∂x)⎞⎠dz
(F.19)
As ∂z/∂x = 0 and ∂h/∂x are constant with z, then:
A∫ h
h−H
(4 τ¯ 2xx τ1(h − z)
H
∂
∂x
(h − z))dz = 4A τ¯ 2xx τ1
H
∂h
∂x
∫ h
h−H
(h − z)dz
= 2 A τ¯ 2xx τ1 H ∂h∂x
(F.20)
Collecting terms, I obtain a second expression for change in depth averaged ice velocity:
∂
∂x
u¯ H = u(h)∂h
∂x
− ub
∂h
∂x
+ ub
∂H
∂x
+AH (τ¯ 3xx + 13 τ¯xxτ21 + 2τ¯ 2xx τ1∂h∂x) (F.21)
The velocity of the ice surface, u, is given by Equation B.28. Inserting this into Equation F.21 I
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obtain:
∂
∂x
u¯ H = (A τ1 τ¯ 2xx H + 4 A τ¯ 3xx H ∂h∂x + 12 A τ31 H + 4 A τ¯xx τ21 H ∂h∂x + ub) ∂h∂x
− ub
∂h
∂x
+ ub
∂H
∂x
+A H (τ¯ 3xx + 13 τ¯xxτ21 + 2 τ¯ 2xx τ1∂h∂x)
(F.22)
Collecting powers of τ¯xx this gives:
∂
∂x
u¯ H = 2 A H τ¯ 3xx ⎛⎝12 + 2(∂h∂x)2⎞⎠ + 3 A H τ¯ 2xx τ1 ∂h∂x
+ 2 A H τxx
⎛⎝2 τ21 (∂h∂x)2 + 16 τ21⎞⎠ + 12 A H τ31 ∂h∂x + ub ∂H∂x
(F.23)
The final step is to equate Equations F.23 and F.11. This gives an expression for longitudinal
stress:
τ¯ 3xx
⎛⎝2∂h∂x (∂H∂x − ∂h∂x) +H ∂2h∂x2 − 12⎞⎠ + τ¯ 2xx ⎛⎝τ1 (23 ∂H∂x − 32 ∂h∂x) + 16D1 + 32D∂h∂x⎞⎠
+τ¯xx
⎛⎜⎝τ21 ⎛⎝3∂h∂x ∂H∂x + 32H ∂
2h
∂x2
− 2(∂h
∂x
)2 − 1
6
⎞⎠⎞⎟⎠ + τ¯xx ⎛⎝τ1 (13D + 32D1∂h∂x)⎞⎠
+τ31 (25 ∂H∂x − 14 ∂h∂x) + τ21 (34D∂h∂x + 310D1) + 12A ∂ub∂x = 0
(Chapter 3, 3.3)
Equation 3.3 is solved by numerical iteration (the value for ub can be calculated from Equation
3.10, Chapter 3). I use the secant root-finding method to find the longitudinal stress. I want to
solve the equation:
f(p) = 0 (F.24)
where f is a continuous function. Starting with two initial approximations, p0 and p1, the
approximation p2 is the x-intercept of the line joining the (p0, f(p0)) and (p1, f(p1)). At each
step pn is given by:
pn = pn−1 − f(pn−1)(pn−1 − pn−2)
f(pn−1) − f(pn−2) (F.25)
where n is the iteration step. The solution p is found by iterating Equation F.25 until pn−pn−1 < !,
where ! is a small number. Equation 3.3 must be solved for all flowline nodes at the same time,
as neighbouring nodes are needed to calculate the derivatives.
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Initial temperature derivation
To initialise ice temperature between the ice stream surface and bed I use an analytical solution
to a vertical diffusion-advection heat equation (Hughes, 1998; Zotikov, 1986). I start with a heat
balance equation (Hooke, 2005), where:
∂T
∂t
= κ∂2T
∂z2t
− u
∂T
∂x
−w
∂T
∂zt
(G.1)
where T is the temperature in the ice (K), κ is the thermal diffusivity of ice (m2 s−1), w is
the vertical ice flow velocity in the zt-direction (m s
−1), u is ice flow velocity in the x-direction
(m s−1) and t is time (s). Note that zt is positive upwards from the base of the ice, as shown
in Figure 3.3. The first term on the RHS of Equation G.1 is heat transfer due to vertical
diffusion, the second term is longitudinal ice motion and the third term is vertical ice motion.
The initialisation equation does not include the influence of horizontal ice advection, which I
consider this acceptable for an initial solution. This reduces Equation G.1 to:
∂T
∂t
= κ∂2T
∂z2t
−w
∂T
∂zt
(G.2)
If I assume steady state ∂T /∂t = 0, then I have:
∂2T
∂z2t
= w
κ
∂T
∂zt
(G.3)
I take:
y(zt) = ∂T
∂zt
(G.4)
and then use Equation G.4 to reduce Equation G.3 from a second order to first order differential
equation:
dy
dzt
= w
κ
y (G.5)
Recognising that w/κ is a function of zt, the solution is given by:
y = Ct exp [∫ zt
0
(w
κ
)dzt] (G.6)
where Ct is a constant. Substituting back:
∂T
∂zt
= Ct exp [∫ zt
0
(w
κ
)dzt] (G.7)
To determine the value of Ct, I integrate from the base of the ice (zt = 0) to its surface (zt = h):
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∫ Th
Tb
dT = Th − Tb = ∫ h
0
Ct exp [∫ zt
0
(w
κ
)dzt]dzt (G.8)
where Th and Tb are temperatures at the top and bottom of the ice, respectively. Rearranging
to solve for Ct I have:
Ct = (Th − Tb)∫ h
0
exp [∫ zt
0
(w
κ
)dzt]dzt (G.9)
Inserting Ct into Equation G.6 gives:
dT
dzt
= (Th − Tb) exp [∫
zt
0
(w
κ
)dzt]
∫ h
0
exp [∫ zt
0
(w
κ
)dzt]dzt (G.10)
I then integrate Equation G.10 from the base of the ice (zt = 0) to some elevation in the ice z′t:
∫ T
Tb
dT = (Th − Tb)∫ z′t
0
exp [∫ z′t
0
(w
κ
)dzt]dzt
∫ h
0
exp [∫ z′t
0
(w
κ
)dzt]dzt
Θˆ = T − Tb
Th − Tb
= ∫
z′t
0
exp [∫ z′t
0
(w
κ
)dzt]dzt
∫ h
0
exp [∫ z′t
0
(w
κ
)dzt]dzt
(G.11)
where Θˆ is the normalised temperature. To solve this equation Zotikov (1986, 1963) considered
different types of ice stream flow (compressive flow, extending flow, plug flow and no flow),
which have different expressions for the vertical velocity (w). Full consideration of all scenarios
is outlined comprehensively in Hughes (1998) and will not be duplicated here. I use the scenario
for extending ice flow as a good first approximation to initialise the ice temperature.
In an ice stream experiencing extending flow either surface accumulation (a˙) (m s−1) must exceed
basal melting or freezing (m˙t) (m s
−1) must exceed surface ablation if the ice stream is to maintain
a constant thickness. Vertical ice velocity can then be defined as:
w = −m˙t + (m˙t − a˙) zt
h
(G.12)
As this is the initialisation temperature, I assume that at the beginning of the model run that
basal melt/freeze is zero. This leaves just the positive accumulation term, which is held constant.
This reduces Equation G.12 to:
w = −a˙ zt
h
(G.13)
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I solve the integral in Equation G.11 by integrating w/κ from the base of the ice (zt = 0) to some
elevation in the ice z′t:
∫ z′t
0
(w
k
)dzt = −∫ z′t
0
( a˙ zt
κH
)dzt = − a˙ z2t
2H κ
(G.14)
Therefore, Equation G.11 can be rewritten as:
Θˆ = ∫
z′t
0
exp(− a˙z2t
2Hκ)dz
∫ h
0
exp (− a˙z2
2Hκ)dz (G.15)
Before solving Equation G.15 I substitute in the Peclet number and a non-dimensional form
of vertical distance (zˆt = zt/H) to simplify the equation. The Peclet number is a dimensionless
number relating a rate of heat advection of a given flow to the rate of its diffusion. It is determined
by:
Pe = lc u
κ
= Ha˙
κ
(G.16)
The classical definition is where lc is a characteristic length scale (m) and u is a velocity term
(m s−1). In the vertical direction at the ice stream surface this corresponds to the ice thickness
(H) and the accumulation rate (a˙). These simplifications reduce Equation G.15 to:
Θˆ = ∫ z
′
t
0
exp (−Pe
2
zˆ 2t )dzt
∫ h
0
exp (−Pe
2
zˆ 2t )dzt (G.17)
I then use the substitution:
f =√Pe
2
zˆt,
df
dzt
=√Pe
2
1
H
(G.18)
to obtain:
Θˆ = ∫ f(zt)0 exp (−f2) dztdf df∫ f(H)
0
exp (−f2) dzt
df df
(G.19)
Note that the term dzt/df can be taken outside the integral and will cancel. Using the tabulated
function from Abramowitz and Stegun (1965), as outlined in Hughes (1998):
erf (f) = ( 2√
pi
)∫ f
0
exp(−Λ2) dΛ (G.20)
this equates to:
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Θˆ = erf [(Pe2 )
1
2 zt
H ]
erf [Pe
2
] (G.21)
From Equation G.11 this gives:
T = Tb + (Th − Tb)erf [(Pe2 )
1
2 zt
H ]
erf [(Pe
2
) 12 ] (3.24)
Once I have a initial temperature profile, I am able to calculate the initial basal temperature
gradient in the ice. Differentiating Equation 3.24 with respect to z I obtain:
dT
dzt
= d
dzt
⎛⎜⎜⎜⎜⎜⎝
(Th − Tb)erf [(Pe2 )
1
2 zt
H ]
erf [(Pe
2
) 12 ]
⎞⎟⎟⎟⎟⎟⎠
= (Th − Tb)
erf [(Pe
2
)12 ]
d
dzt
⎛⎜⎜⎝erf
⎡⎢⎢⎢⎢⎢⎣(
Pe
2
)12 zt
H
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎠
(G.22)
Using Equation G.20 and differentiating leads to:
dT
dzt
= (Th − Tb)
erf [(Pe
2
) 12 ]
2(pi) 12 exp
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎣−(
Pe
2
) 12 zt
H
⎤⎥⎥⎥⎥⎥⎦
2⎞⎟⎟⎟⎠
(Pe
2
)12
H
= (Th − Tb)
H erf [(Pe
2
) 12 ] (
2Pe
pi
)12 exp⎛⎜⎝−(Pe2 )
1
2 ( zt
H
)2⎞⎟⎠
(G.23)
Therefore, the initial temperature gradient dT /dx at zt = 0, when there is no basal melt or freeze,
is given as:
dT
dz
= (Th − Tb)
H erf [(Pe
2
) 12 ] (
2Pe
pi
) 12
(Chapter 3, 3.26)
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Derivation of effective pressure
in a conduit
To determine an equation for effective pressure (Nc) in a conduit I begin with the expressions
for melt in a conduit and water flux through a conduit. Melt in a conduit (m˙c) (m s
−1) is given
by (Hooke, 2005):
m˙c = qc rh [(1 − k)(−∂Φc∂s ) + k ρw g ∂z∂s]
ρi LH
(Chapter 5, 5.15)
where qc is the water flux through the conduit (m s
−1), where rh is the hydraulic radius of a
conduit, defined as the cross-sectional area of the conduit (m2) over its wetted perimeter (m),
k = ρw Cw ∆mp (dimensionless), ρw is the density of water (kg m−3), Cw is the heat capacity of
water (J kg−1 K−1), ∆mp is the change in the melting point per unit of pressure (K Pa−1), Φc is
hydraulic potential in a conduit (Pa), s is the xz-plane following the bed of the ice stream (m),
g is acceleration due to gravity (m s−2), z is the vertical coordinate (m), ρi is the density of ice
(kg m−3) and LH is the latent heat of ice (J kg−1). The water flux is given by:
qc = ( 8 rh
fc ρw
) 12 (−dΦc
ds
) 12 (Chapter 5, 5.21)
where fc is a friction factor (m). Combining these two equations I obtain:
m˙c = ( 8
ρw fc
) 12 1
LH ρi
r
3
2
h
⎛⎜⎝(1 − k) (−∂Φc∂s )
3
2
+ k ρw g
∂z
∂s
(−∂Φc
∂s
)12⎞⎟⎠ (H.1)
We assume that for steady state flow the melt rate is equal to the creep rate of a conduit, where
the creep rate (w˙) (m s−1) is given by (Ng, 2000a):
w˙ = A Ncn
2
√
a2 − a2y (H.2)
where A is a flow parameter ( Pa−3s−1) (Section 3.3.8), Nc is the effective pressure in the conduit
(Pa), a is the semi-major axis of the conduit (m) and ay is a coordinate that extends from zero
at the centre of the conduit to a at the furtherest point from the centre of the conduit along
semi-major axis a (m). Setting m˙c = w˙ and rearranging the equation to be in term of rh gives:
rh =
⎛⎜⎜⎜⎜⎜⎝
A Nc
n LH ρi
√
a2 − a2y
2 ( 8ρw fc ) 12 ((1 − k)(−∂Φc∂s )32 + k g ρw ∂z∂s (−∂Φc∂s )12)
⎞⎟⎟⎟⎟⎟⎠
2
3
(H.3)
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As:
k g ρw
∂z
∂s
(−∂Φc
∂s
)12 ≪ (1 − k)(−∂Φc
∂s
) 32 (H.4)
I neglect the terms on the left hand side (LHS) of the above equation. This results in:
rh ≈ ⎛⎜⎜⎝
A Nc
n LH ρi
√
a2 − a2y
2 (1 − k) ( 8ρw fc)
− 1
2 (−∂Φc
∂s
)− 32⎞⎟⎟⎠
2
3
(H.5)
To obtain the volumetric water flux in a conduit (Qc) I integrate qc from ay to −ay:
Qc = ∫ a−a rh qc day (H.6)
Substituting in Equation 5.21 (Chapter 5) for qc and realising that only rh depends on ay results
in:
Qc = ( 8
fc ρw
) 12 (−dΦc
ds
) 12 ∫ a−a r 32h day (H.7)
Using Equation H.5 I eliminate rh to obtain:
Qc = ( 8
fc ρw
)12 (−dΦc
ds
) 12 A NcnLH ρi
2 (1 − k) (−∂Φc∂s )−
3
2 ( 8
ρw fc
)− 12 ∫ a−a √a2 − a2y day (H.8)
where a does not depend on ay and the integral is equal to a
2pi/2. This results in:
Qc = A pi Ncn a2LH ρi
4 (1 − k) (−∂Φc∂s )−1 (H.9)
in terms of a this is:
a = ⎛⎝ 4Qc (1 − k)A pi Ncn LH ρi (−∂Φc∂s )⎞⎠
1
2
(H.10)
The next step is to determine the volumetric sediment flux in the conduit. I start by determining
an expression for the total suspended sediment content (ζc). Following Ng (2000a), I employ
coefficients proposed by Parker (1978) that describe erosion (Ec) and deposition (Dc) in a wide
conduit. Ec is given by:
Ec = 0.092( τs
2 (ρs − ρw) g gs)
3
2
(H.11)
where τs is the total shear stress exerted of the roof and bed of a conduit (Pa), ρs is the density
of sediments (kg m−3) and gs is the representative sediment grain size (m). Dc is given by:
Dc = vs
!c
ζc (H.12)
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where !c is the depth-averaged eddy diffusivity (m
3 s−1), given by:
!c = r 32h ( f8 ρw )
1
2 (−∂Φc
∂s
)12 (H.13)
and vs is a constant grain settling velocity (m s
−1), given by (Ferguson and Church, 2006):
vs = R g D2c
C1 ν + (0.75 C2 R g D3c) 12 (H.14)
where R is the submerged specific gravity (R = (ρs − ρw)/ρw) (kg m−3), C1 and C2 are constants
related to the shape and smoothness of the till grains (Here we take C1 = 18 and C2 = 0.4,
corresponding to smooth spheres) and ν is the kinematic viscosity of water (m2 s−1), which
can be determined by dividing the dynamic viscosity of water (µ) by the fluid density (ρw).
Combining Equations H.11 and H.12 and setting τs = rh (−∂Φc/∂s) (which is valid for wide
conduits in which upper and lower boundaries can be considered to be parallel) I obtain:
ζc = 0.092 r 3h
8 vs ((ρs − ρw) g gs) 32 ( fcρw )
1
2 (−∂Φc
∂s
)2 (H.15)
The expression for the volumetric sediment flux (Qs) is then given by:
Qs = ∫ a−a ζc qc day (H.16)
Substituting in Equation 5.21 (Chapter 5) for qc and Equation H.15 for ζc gives:
Qs = 0.092
8
1
2 vs ρw ((ρs − ρw) g gs) 32 (−∂Φc∂s )
5
2 ∫ a−a r 72h day (H.17)
Using Equation H.5 I eliminate rh to obtain:
Qs = 0.092
8
1
2 vs ρw ((ρs − ρw) g gs) 32 (A Nc
n LH ρi(1 − k) )
7
3 (ρw fc
8
) 76 (−∂Φc
∂s
)−1 ∫ a−a (a2 − a2y) 76 day
= 0.092 ρ 16w f 76c
2
22
3 vs ((ρs − ρw) g gs) 32 (A Nc
n LH ρi(1 − k) )
7
3 (−∂Φc
∂s
)−1 ∫ 1−1 (a2)76 (1 − ω2) 76 adω
(H.18)
where ω = ay/a and day = adω. As a is independent of ω it can be taken out of the integral:
Qs = 0.092 ρ 16w f 76c
2
22
3 vs ((ρs − ρw) g gs) 32 (A Nc
n LH ρi(1 − k) )
7
3 (−∂Φc
∂s
)−1 ∫ 1−1 (1 − ω2) 76 dω (H.19)
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The integral is solved by numerical integration and replaced here with the symbol I:
Qs = 0.092 ρ 16w f 76c
2
22
3 vs ((ρs − ρw) g gs) 32 (A Nc
n LH ρi(1 − k) )
7
3 (−∂Φc
∂s
)−1 a 103 I (H.20)
where I ≈ 1.275. In terms of a this is:
a = ⎛⎜⎜⎝
2
22
3 Qs vs ((ρs − ρw) g gs) 32
0.092 I ρ
1
6
w f
7
6
c
( (1 − k)
A Nc
n LH ρi
) 73 (−∂Φc
∂s
)⎞⎟⎟⎠
3
10
(H.21)
Putting Equations H.10 and H.21 equal to one another I obtain:
⎛⎜⎜⎝
2
22
3 Qs vs ((ρs − ρw) g gs) 32
0.092 I ρ
1
6
w f
7
6
c
( (1 − k)
A Nc
n LH ρi
)73 (−∂Φc
∂s
)⎞⎟⎟⎠
3
10 = ⎛⎝ 4 Qc (1 − k)A pi Ncn LH ρi (−∂Φc∂s )⎞⎠
1
2
(H.22)
Taking both sides of the equation to the power of ten and rearranging terms leads to:
Nc = ⎛⎜⎜⎝
212 pi5 ((ρs − ρw) g gs) 92
f
7
2
c ρ
1
2
w
( vs
0.092 I
)3 ( (1 − k)
A LH ρi
)2 ⎞⎟⎟⎠
1
6
Q 3s
Q 5c
(−∂Φc
∂s
)−2 (H.23)
Taking n = 3 this gives:
Nc = 4 pi 56 ((ρs − ρw) g gs) 34
f
7
12
c ρ
1
12
w
( vs
0.092 I
) 12 ( (1 − k)
A LH ρi
) 13 Q 12s
Q
5
6
c
(−∂Φc
∂s
)− 13 (H.24)
or:
Nc = Kn
Q
5
6
c
(−∂Φc
∂s
)− 13 (Chapter 5, 5.11)
where
Kn = 4 pi 56 ((ρs − ρw) g gs) 34
f
7
12
c ρ
1
12
w
( vs
0.092 I
)12 ( (1 − k)
A LH ρi
) 13 Q 12s (Chapter 5, 5.12)
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Derivation of the shape factor
The shape factor ensures that the change in conduit area resulting from variations in semi-minor
axis b is equal to the area lost or gained by melt, freeze and creep, where a uniform melt and
creep rate are assumed for the entire conduit wall in contact with ice. For a non-circular conduit,
uniform melt and creep rates would result in a change in eccentricity. As I want to maintain
a fixed eccentricity, it follows that I need to adjust the change in b to account for this. If I
consider the top half of a conduit, the cross-sectional conduit area of the conduit is given by
Ac = 1/2 pi a b, where a is the semi-major axis of the conduit (m). After melt/freeze and ice
creep, a and the semi-minor axis of the conduit (b), change with ∆a and ∆b, respectively. The
change in area (∆Ac) is then found as:
Ac +∆Ac = 1
2
pi (a +∆a)(b +∆b)
∆Ac = 1
2
pi a ∆b +
1
2
pi b∆a +
1
2
pi ∆a∆b
(I.1)
As 1/2pi∆a∆b≪ 1/2pi a ∆b and 1/2pi∆a∆b≪ 1/2pi b∆a, I neglect the third term on the RHS
of Equation I.1. From Equation 5.27 I find that:
∆Ac = 1
2
pc (m˙c ∆t − w˙ ∆t) (I.2)
where pc is the conduit perimeter (m), m˙c is the melt rate (m s
−1), ∆t is the time step (s) and
w˙ is the rate of ice creep (m s−1). The change in the top half of the conduit perimeter is due to
melt/freeze and creep. Equating Equation I.2 and Equation I.1 (omitting the third term on the
RHS) results in:
1
2
pc (m˙c ∆t − w˙ ∆t) = 1
2
pi a ∆b +
1
2
pi b ∆a
pc (m˙c − w˙)
pi
= a ∆b
∆t
+ b
∆a
∆t
(I.3)
A constant eccentricity (ecc) means that the ratio between a and b (er) is constant and we can
say that a = er b, as er = 1/(1− e2cc) 12 (Equation 5.29, Chapter 5). It follows that ∆a = er∆b and
b/a = 1/er. Therefore, dividing Equation I.3 by a and substituting in relations for er gives:
pc (m˙c − w˙)
pia
= ∆b
∆t
+
b
a
∆b
∆t
= ∆b
∆t
+
1
er
er
∆b
∆t
= 2 ∆b
∆t
(I.4)
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Rearranging terms results in:
∂b
∂t
= 1
2
pc
pia
(m˙c − w˙) (I.5)
which results in a shape factor (Shp) of:
Shp = 1
2
pc
pia
(Chapter 5, 5.28)
and a change in the height of b that is a function of melt and creep rates at the conduit walls,
given by:
∂b
∂t
= Shp (m˙c − w˙) (Chapter 5, 5.27)
Note that for a circle, Shp = 1.
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Tables of data
Table J.1: Steady state uncertainty and relative slope: ice stream development - stage 1
Location Trend Trend line Trend line Uncertainty Uncertainty Average Relative
period slope y-intercept of slope of y-intercept velocity2 slope3
(a) (m a−2) (m a−1) (m a−2) (m a−1) (m a−1) (a−1)
Onset 796 - 10795 4.3 × 10−5 43.3 8.2 × 10−7 5.3 × 10−3 43.5 1.0 × 10−6
Centre1 1566 - 11565 −8.2 × 10−5 85.5 2.2 × 10−6 1.5 × 10−2 84.9 1.0 × 10−6
GL 2241 - 12240 −1.7 × 10−4 175.2 2.9 × 10−6 2.2 × 10−2 173.9 1.0 × 10−6
1. Centre of ice stream is 200 km from the onset and 200 km inland from the grounding line (Figure 3.2).
2. Average velocity is taken over the trend line period of 10000 years.
3. Relative slope: trend line slope plus its uncertainty, divided by the average velocity of the trend line period.
Table J.2: Steady state uncertainty and relative slope: till development - stages 2 and 3
Location Trend Trend line Trend line Uncertainty Uncertainty Average Relative
period slope y-intercept of slope of y-intercept velocity2 slope3
(a) (m a−2) (m a−1) (m a−2) (m a−1) (m a−1) (a−1)
Stage 2
Onset4 1536-11535 7.8 × 10−5 41.1 8.0 × 10−6 5.8 × 10−2 40.6 2.1 × 10−6
Centre1,5 2331-12330 1.2 × 10−4 139.4 4.0 × 10−5 3.2 × 10−1 76.6 2.0 × 10−6
GL5 2266-12265 7.4 × 10−4 385.3 2.3 × 10−4 1.8 153.2 6.3 × 10−6
Stage 3
Onset4 4566-14565 2.7 × 10−5 40.7 8.1 × 10−6 8.2 × 10−2 41.6 8.4 × 10−7
Centre1,5 3861-13860 −1.4 × 10−4 110.6 4.2 × 10−5 3.9 × 10−1 78.3 2.3 × 10−6
GL5 27936-37935 1.2 × 10−3 268.0 2.1 × 10−4 7.1 143.8 1.0 × 10−7
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. Average velocity is taken
over the trend line period of 10000 years. 3. Relative slope: trend line slope plus its uncertainty, divided by the
average velocity of the trend line period. 4. Data are for a trend line through the minima present in the trend
line period. 5. Data are for a trend line through the maxima present in the trend line period.
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Table J.3: Results of till development tests - stages 2 and 3
Indicator Onset Centre1 GL2
min max mean min max mean min max mean
Stage 2 (20000-30000)
Surface velocity (m a−1) 39.1 41.9 40.7 26.6 149.6 75.3 0.6 452.4 149.8
Ice thickness (m) 1578.8 1678.2 1621.3 1108.1 1239.6 1162.3 576.1 683.4 615.5
Surface slope4 (10−3) -1.13 -1.10 -1.12 -1.52 -0.88 -1.18 -3.09 -1.03 -1.90
Basal melt rate 0.149 1.112 0.593 -0.214 0.833 0.252 -4.255 9.285 -1.816
(10−3 m a−1)
Surface temp. (○C) -27.5 -27.1 -27.3 -26.6 -26.1 -26.3 -25.4 -24.9 -25.1
Basal temp. (○C) -1.48 -1.39 -1.43 -1.09 -0.98 -1.02 -0.60 -0.51 -0.54
Basal temp. gradient -3.33 -2.87 -3.12 -3.56 -3.02 -3.33 -5.31 -4.07 -4.75
(10−2 ○C m−1)
Driving stress (Pa) 16034.9 16636.1 16291.0 9439.1 15918.6 12268.1 5697.4 18325.3 10608.1
Basal shear stress (Pa) 1004.0 1004.0 1004.0 1004.0 1004.2 1004.0 1511.6 23720.0 10545.5
Gradient in longitudinal -2.86 1.96 -0.03 -1053.9 832.6 -100.9 -107.4 13039.4 3224.1
stress (Pa)
Till thickness (m) 3.51 3.51 3.51 3.70 3.76 3.73 3.00 3.37 3.15
Porosity3 0.50 0.50 0.50 0.50 0.50 0.50 0.20 0.37 0.27
Effective pressure (Pa)3 10.0 10.0 10.0 10.0 10.4 10.0 1266.3 56234.1 29186.5
Stage 3 (50000-60000)
Surface velocity (m a−1) 40.3 41.9 41.3 33.6 120.6 77.5 1.0 326.2 146.8
Ice thickness (m) 1578.2 1632.1 1601.3 1108.4 1184.6 117.3 601.6 691.8 633.6
Surface slope (10−3) -1.13 -1.11 -1.13 -1.42 -0.93 -1.22 -3.05 -1.07 -1.69
Basal melt rate 0.166 0.688 0.396 -0.154 0.427 0.081 -3.831 7.689 -1.040
(10−3 m a−1)
Surface temp. (○C) -27.3 -27.1 -27.2 -26.4 -26.1 -26.3 -25.4 -25.0 -25.1
Basal temp. (○C) -1.44 -1.39 -1.41 -1.04 -0.98 -1.00 -0.61 -0.53 -0.56
Basal temp. gradient -3.32 -3.08 -3.21 -3.53 -3.21 -3.41 -5.11 -4.21 -4.63
(10−2 ○C m−1)
Driving stress (Pa) 16057.2 16370.9 16193.3 9920.2 14480.6 12450.8 6183.8 18293.8 9684.6
Basal shear stress (Pa) 1004.0 1004.0 1004.0 1004.0 1004.0 1004.0 2302.4 23720.0 9471.09
Gradient in longitudinal -1.41 1.24 -0.02 -1043.4 494.5 -135.0 679.2 13291.5 3918.8
stress (Pa)
Till thickness (m) 3.51 3.51 3.51 3.69 3.69 3.69 3.00 3.30 3.16
Porosity3 0.50 0.50 0.50 0.50 0.50 0.50 0.20 0.33 0.27
Effective pressure (Pa)3 10.0 10.0 10.0 10.0 10.0 10.0 3223.6 56234.1 22880.4
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line. 3. Value
at top of till layer. Mean values are calculated for the 10000 year period considered.
Table J.4: Steady state uncertainty and relative slope: hydrology development - stage 4
Location Trend Trend line Trend line Uncertainty Uncertainty Average Relative
period slope y-intercept of slope of y-intercept velocity2 slope3
(a) (m a−2) (m a−1) (m a−2) (m a−1) (m a−1) (a−1)
Onset5 5876 - 15875 4.7 × 10−5 42.1 3.4 × 10−6 3.8 × 10−2 42.6 1.2 × 10−6
Centre1,5 6591 - 16590 −3.4 × 10−4 82.6 1.8 × 10−4 2.1 82.2 2.6 × 10−6
GL5 7426 - 17425 −9.2 × 10−4 174.6 7.8 × 10−4 9.9 163.1 1.0 × 10−5
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. Average velocity is taken
over the trend line period of 10000 years. 3. Relative slope: trend line slope plus its uncertainty, divided by the
average velocity of the trend line period. 4. Data are for a trend line through the minima present in the trend
line period. 5. Data are for a trend line through the maxima present in the trend line period.
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Table J.5: Results of conduit development test - stage 4 (20000-30000)
Indicator Onset Centre1 GL2,5
min max mean min max mean min max mean
Surface velocity (m a−1) 41.7 43.2 42.5 43.3 112.4 80.8 0.9 293.4 158.3
Ice thickness (m) 1530.5 1580.7 1553.3 1045.5 1111.8 1073.9 540.5 695.5 591.4
Surface slope (10−3) -1.14 -1.12 -1.13 -1.37 -1.02 -1.24 -3.09 -0.05 -1.60
Basal melt rate 0.168 0.670 0.412 -0.047 0.416 0.174 -3.200 1.441 -1.811
(10−3 m a−1)
Surface temp. (○C) -27.1 -26.9 -27.0 -26.2 -25.9 -26.1 -25.5 -24.9 -25.1
Basal temp. (○C) -1.39 -1.35 -1.37 -0.98 -0.92 -0.95 -0.61 -0.48 -0.52
Basal temp. gradient -3.32 -3.09 -3.21 -3.49 -3.24 -3.38 -4.98 -3.78 -4.61
(10−2 ○C m−1)
Driving stress (Pa) 15602.3 15926.6 15752.6 10001.6 13299.4 11913.4 292.1 17711.7 8529.9
Basal shear stress (Pa) 1002.8 1002.8 1002.8 1002.4 1002.8 1002.6 1002.8 23720.0 7090.0
Gradient in longitudinal -2.82 1.25 -0.02 -962.9 233.0 -157.8 -348.3 10780.8 2915.0
stress (Pa)
Till thickness (m) 3.51 3.51 3.51 3.56 3.56 3.56 3.00 3.81 3.41
Porosity3 0.50 0.50 0.50 0.50 0.50 0.50 0.20 0.50 0.37
Effective pressure (Pa)3 10.0 10.0 10.0 10.0 10.0 10.0 10.0 56234.1 15179.9
Semi-major conduit 0.175 0.176 0.176 0.197 0.245 0.221 - 0.235 0.043
axis (m)
Volumetric conduit flux 0.924 1.024 0.974 1.23 2.13 1.67 - 1.56 0.15
(10−3 m3 s−1)
Water volume (m3) 20.2 20.6 20.4 24.2 37.4 30.5 - 43.4 4.1
Conduit effective 18347.0 18421.5 18383.3 11974.5 14869.3 13339.1 - 104429.2 7672.6
pressure (Pa)
Conduit melt rate (m) 5.28 5.40 5.35 5.24 6.75 5.75 - 25.35 1.80
(10−5 m a−1)
Ice creep (10−5 m a−1) 5.27 5.39 5.34 3.67 7.06 5.73 - 1011.72 7.82
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line. 3. Value
at top of till layer. 4. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a
constant 1.75 × 10−3m s−1. 5. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
Table J.6: Results of reference test R1 (years 40000-50000)
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
Surface velocity (m a−1) 43.0 43.6 43.3 64.5 95.4 83.2 81.0 217.6 166.5
Ice thickness (m) 1515.6 1535.6 1525.4 1031.7 1058.7 1044.5 533.3 600.1 558.0
Surface slope (10−3) -1.14 -1.13 -1.13 -1.30 -1.15 -1.25 -1.51 -0.79 -1.25
Basal melt rate (10−3 m a−1) 0.146 0.354 0.250 -0.090 0.108 0.014 -2.759 -0.798 -2.069
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.38
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.833 1.813 2.06 2.44 2.26 - 0.32 0.08
Till thickness (m) 3.32 3.32 3.32 3.33 3.33 3.33 3.00 3.66 3.33
Conduit cross-sectional
area (m2) 0.467 0.484 0.475 1.809 2.073 1.945 - 0.389 0.104
Basal shear stress (Pa) 1002.5 1002.5 1002.5 1002.4 1002.5 1002.4 1003.4 5040.3 2238.4
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. 4. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.7: Results of tests W1 and W2
Indicator Onset Centre1 GL2,4
W1 (year 97500)
Surface velocity (m a−1) 41.4 72.2 135.6
Ice thickness (m) 1595.4 1111.7 639.4
Surface slope (10−3) -1.301 -1.210 -1.275
Basal melt rate (10−3 m a−1) -0.153 -0.138 -0.185
Porosity 0.5 0.5 0.2
Volumetric flux in a conduit (10−3 m3 s−1) 1.743 1.65 -
W2 (year 74000)
Surface velocity (m a−1) 43.8 91.6 185.7
Ice thickness (m) 1506.5 1027.7 527.7
Surface slope (10−3) -1.005 -1.283 -1.258
Basal melt rate (10−3 m a−1) 0.377 0.158 -2.623
Porosity 0.5 0.5 0.5
Volumetric flux in a conduit (10−3 m3 s−1) 1.793 2.61 0.46
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. 4. A dash indicates absence of a subglacial conduit.
Table J.8: Results of tests W3-W5
Indicator Onset Centre1 GL2,4
W3 (year 87000)
Surface velocity (m a−1) 41.9 79.4 168.2
Ice thickness (m) 1576.2 1097.6 607.1
Surface slope (10−3) -1.128 -1.238 -1.043
Basal melt rate (10−3 m a−1) 0.314 0.153 -1.771
Porosity 0.5 0.5 0.5
Volumetric flux
in a conduit (10−3 m3 s−1) 1.823 2.43 1.06
W4 (years 70000-80000)
min max mean min max mean min max mean
Surface velocity (m a−1) 42.9 43.2 43.1 74.3 99.7 83.0 108.8 263.5 146.5
Ice thickness (m) 1529.4 1537.4 1533.0 1045.6 1059.0 1051.9 549.7 596.6 577.6
Surface slope (10−3) -1.135 -1.133 -1.134 -1.323 -1.207 -1.250 -1.561 -1.080 -1.336
Basal melt rate (10−3 m a−1) 0.194 0.276 0.231 -0.021 0.070 0.018 -2.230 -0.705 -1.144
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.34 0.22
Volumetric flux
in a conduit (10−3 m3 s−1) 1.803 1.823 1.813 2.17 2.33 2.24 - - -
W5 (year 75500)
Surface velocity (m a−1) 43.0 82.8 132.8
Ice thickness (m) 1534.8 1053.9 585.2
Surface slope (10−3) -1.134 -1.250 -1.346
Basal melt rate (10−3 m a−1) 0.234 0.024 -0.844
Porosity 0.5 0.5 0.2
Volumetric flux
in a conduit (10−3 m3 s−1) 1.773 2.25 -
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. 4. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.9: Results of tests W6-W8
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
W6 (years 70000-80000)
Surface velocity (m a−1) 40.5 41.1 40.8 65.4 90.1 79.6 91.6 214.0 164.9
Ice thickness (m) 1608.0 1628.8 1618.4 1080.3 1107.4 1093.2 537.9 603.4 562.8
Surface slope (10−3) -1.290 -1.284 -1.287 -1.471 -1.328 -1.413 -1.681 -0.966 -1.410
Basal melt rate (10−3 m a−1) 0.121 0.312 0.217 -0.096 0.059 -0.016 -2.972 -0.931 -2.217
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.36
Volumetric flux
in a conduit (10−3 m3 s−1) 1.783 1.823 1.803 2.02 2.30 2.16 - 0.20 0.03
W7 (years 70000-80000)
Surface velocity (m a−1) 44.9 45.8 45.4 63.2 102.5 86.8 70.4 231.2 168.8
Ice thickness (m) 1441.6 1470.1 1454.9 992.9 1028.5 1008.7 530.0 605.0 556.2
Surface slope (10−3) -1.018 -1.009 -1.014 -1.181 -1.012 -1.118 -1.382 -0.651 -1.135
Basal melt rate (10−3 m a−1) 0.085 0.396 0.241 -0.115 0.155 0.028 -2.572 -0.561 -1.894
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.38
Volumetric flux
in a conduit (10−3 m3 s−1) 1.783 1.853 1.813 2.00 2.60 2.30 - 0.47 0.12
W8 (years 70000-80000)
Surface velocity (m a−1) 46.6 47.9 47.3 62.1 108.1 89.9 60.6 239.9 171.7
Ice thickness (m) 1380.4 1414.8 1395.6 960.4 1001.5 977.7 526.9 604.9 552.7
Surface slope (10−3) -0.921 -0.911 -0.916 -1.077 -0.901 -1.014 -1.270 -0.543 -1.032
Basal melt rate (10−3 m a−1) 0.065 0.462 0.270 -0.120 0.205 0.060 -2.432 -0.456 -1.797
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.39
Volumetric flux
in a conduit (10−3 m3 s−1) 1.773 1.883 1.833 1.98 2.80 2.41 - 0.72 0.21
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.10: Results of tests T1 and T2
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
T1 (year 40000-50000)
Surface velocity (m a−1) 43.2 43.5 43.3 72.9 91.7 83.6 92.6 202.9 167.0
Ice thickness (m) 1519.9 1527.9 1524.2 1036.1 1048.5 1042.6 536.1 578.7 553.2
Surface slope (10−3) -1.136 -1.133 -1.134 -1.288 -1.193 -1.251 -1.583 -0.885 -1.249
Basal melt rate (10−3 m a−1) 0.209 0.284 0.248 -0.027 0.048 0.014 -2.575 -0.815 -2.029
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.41
Volumetric flux
in a conduit (10−3 m3 s−1) 1.803 1.823 1.813 2.18 2.32 2.26 - 0.26 0.01
Till thickness (m) 0.87 0.87 0.87 0.87 0.87 0.87 0.75 0.89 0.84
T2 (year 60000)
Surface velocity (m a−1) 43.5 84.4 171.5
Ice thickness (m) 1519.2 1034.1 538.9
Surface slope (10−3) -1.137 -1.254 -1.263
Basal melt rate (10−3 m a−1) 0.195 0.003 -2.911
Porosity 0.5 0.5 0.32
Volumetric flux
in a conduit (10−3 m3 s−1) 1.803 2.19 -
Till thickness (m) 13.2 13.4 12.7
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
Table J.11: Results of tests T3-T4
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
T3 (year 60000)
Surface velocity (m a−1) 43.3 83.7 167.5
Ice thickness (m) 1525.2 1042.5 551.3
Surface slope (10−3) -1.137 -1.253 -1.275
Basal melt rate (10−3 m a−1) 0.196 0.010 -2.782
Porosity 0.5 0.5 0.29
Volumetric flux
in a conduit (10−3 m3 s−1) 1.803 2.13 -
Till thickness (m) 18.0 17.9 15.6
T4 (year 90000)
Surface velocity (m a−1) 43.2 83.6 167.8
Ice thickness (m) 1527.5 1043.8 550.9
Surface slope (10−3) -1.136 -1.254 -1.255
Basal melt rate (10−3 m a−1) 0.204 -0.005 -2.290
Porosity 0.5 0.5 0.30
Volumetric flux
in a conduit (10−3 m3 s−1) 1.803 2.15 -
Till thickness (m) 9.0 8.9 7.8
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.12: Results of tests T5 and T6
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
T5 (year 90000-100000)
Surface velocity (m a−1) 43.3 43.4 43.3 76.1 89.4 83.8 101.9 196.9 168.6
Ice thickness (m) 1520.7 1526.1 1523.7 1036.9 1045.3 1041.2 539.9 569.8 550.6
Surface slope (10−3) -1.137 -1.135 -1.136 -1.278 -1.210 -1.252 -1.421 -0.888 -1.250
Basal melt rate (10−3 m a−1) 0.176 0.231 0.206 -0.035 0.028 -0.001 -2.597 -1.051 -2.273
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.35
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.813 1.803 2.14 2.25 2.20 - 0.46 0.002
Till thickness (m) 3.60 3.60 3.60 3.65 3.65 3.65 3.00 3.92 3.44
T6 (years 50000-60000)
Surface velocity (m a−1) 43.1 43.4 43.3 69.3 93.7 83.4 89.8 210.2 165.6
Ice thickness (m) 1521.5 1532.1 1527.0 1037.2 1053.7 1045.6 536.8 589.3 557.9
Surface slope (10−3) -1.137 -1.133 -1.135 -1.297 -1.176 -1.250 -1.562 -0.836 -1.255
Basal melt rate (10−3 m a−1) 0.179 0.288 0.235 -0.048 0.062 0.0113 -2.615 -0.888 -1.971
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.39
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.823 1.813 2.14 2.34 2.24 - 0.31 0.10
Till thickness (m) 3.19 3.19 3.19 3.19 3.19 3.19 3.00 3.27 3.16
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.13: Results of tests K1, K2, K4 and K5 (years 50000-60000)
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
K1
Surface velocity (m a−1) 42.9 43.6 43.3 64.2 95.9 83.3 80.0 219.6 165.2
Ice thickness (m) 1516.0 1536.0 1525.7 1031.6 1059.5 1044.8 532.4 601.8 559.0
Surface slope (10−3) -1.138 -1.131 -1.135 -1.306 -1.149 -1.247 -1.590 -0.780 -2.046
Basal melt rate (10−3 m a−1) 0.129 0.337 0.230 -0.105 0.101 0.001 -2.853 -0.780 -2.046
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.36
Volumetric flux
in a conduit (10−3 m3 s−1) 1.783 1.833 1.813 2.04 2.42 2.23 - 0.30 0.06
K2
Surface velocity (m a−1) 42.6 43.5 43.1 50.5 99.4 82.9 3.1 236.6 164.7
Ice thickness (m) 1518.7 1549.7 1532.9 1033.2 1074.9 1051.0 530.6 644.5 564.3
Surface slope (10−3) -1.139 -1.128 -1.134 -1.320 -1.094 -1.251 -2.770 -0.167 -1.389
Basal melt rate (10−3 m a−1) 0.099 0.418 0.245 -0.110 0.205 0.041 -2.974 -0.090 -2.164
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.41
Volumetric flux
in a conduit (10−3 m3 s−1) 1.783 1.853 1.813 1.99 2.59 2.27 - 0.91 0.32
K4
Surface velocity (m a−1) 43.2 43.6 43.4 74.2 92.1 84.2 125.0 203.4 169.3
Ice thickness (m) 1514.5 1526.6 1520.5 1030.8 1047.3 1038.6 532.4 570.4 548.4
Surface slope (10−3) -1.137 -1.133 -1.135 -1.289 -1.205 -1.253 -1.391 -1.101 -1.249
Basal melt rate (10−3 m a−1) 0.159 0.287 0.223 -0.069 0.051 -0.008 -2.751 -1.614 -2.278
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.34
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.823 1.803 2.10 2.33 2.21 - 0.15 0.02
K5
Surface velocity (m a−1) 42.6 43.5 43.1 53.9 98.0 83.1 22.7 230.6 167.0
Ice thickness (m) 1520.0 1548.3 1533.1 1035.2 1072.8 1051.3 533.0 633.5 562.6
Surface slope (10−3) -1.139 -1.129 -1.134 -1.316 -1.109 -1.251 -1.723 -0.360 -1.283
Basal melt rate (10−3 m a−1) 0.114 0.407 0.249 -0.096 0.189 0.042 -2.727 -0.165 -2.012
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.41
Volumetric flux
in a conduit (10−3 m3 s−1) 1.783 1.843 1.813 2.02 2.56 2.30 - 0.79 0.26
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.14: Results of tests K6-E8 (years 50000-60000)
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
K6
Surface velocity (m a−1) 43.3 43.6 43.4 78.2 91.4 84.2 142.9 200.4 169.6
Ice thickness (m) 1514.2 1523.6 1518.9 1030.7 1043.3 1037.1 533.5 560.5 547.1
Surface slope (10−3) -1.138 -1.134 -1.136 -1.286 -1.226 -1.254 -1.346 -1.167 -1.250
Basal melt rate (10−3 m a−1) 0.173 0.271 0.222 -0.056 0.036 -0.010 -2.761 -1.942 -2.362
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.31
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.823 1.803 2.12 2.30 2.21 - 0.05 0.002
K7
Surface velocity (m a−1) 43.1 43.6 43.4 71.6 92.5 83.8 113.4 205.5 167.7
Ice thickness (m) 1516.5 1529.7 1522.9 1032.6 1050.7 1041.1 534.3 577.5 551.4
Surface slope (10−3) -1.138 -1.134 -1.136 -1.293 -1.194 -1.253 -1.392 -1.066 -1.249
Basal melt rate (10−3 m a−1) 0.160 0.297 0.226 -0.067 0.063 -0.002 -2.660 -1.417 -2.192
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.36
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.823 1.803 2.10 2.35 2.22 - 0.18 0.03
K8
Surface velocity (m a−1) 42.9 43.5 43.2 64.8 95.4 83.2 83.1 217.5 164.9
Ice thickness (m) 1519.0 1538.1 1528.0 1034.9 1060.7 1046.4 535.8 600.9 559.1
Surface slope (10−3) -1.140 -1.133 -1.136 -1.307 -1.156 -1.251 -1.463 -0.814 -1.259
Basal melt rate (10−3 m a−1) 0.142 0.340 0.235 -0.082 0.109 0.011 -2.664 -0.793 -2.030
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.38
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.833 1.813 2.06 2.43 2.24 - 0.29 0.07
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.15: Results of tests M1 and M2
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
M1 (year 40000-50000)
Surface velocity (m a−1) 42.4 43.6 43.0 48.4 103.2 83.2 5.8 252.2 168.2
Ice thickness (m) 1517.0 1555.8 1534.8 1033.1 1084.0 1054.6 533.6 661.0 571.2
Surface slope (10−3) -1.139 -1.126 -1.133 -1.337 -1.065 -1.250 -2.255 -0.149 -1.342
Basal melt rate (10−3 m a−1) 0.090 0.487 0.275 -0.144 0.250 0.044 -2.825 0.317 -1.989
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.1 0.5 0.38
Volumetric flux
in a conduit (10−3 m3 s−1) 1.773 1.863 1.813 1.96 2.69 2.31 - 2.22 0.21
M2 (years 65000-75000)
Surface velocity (m a−1) 43.3 43.4 43.4 81.6 86.7 83.8 155.79 188.4 167.3
Ice thickness (m) 1521.5 1523.2 1522.4 1039.3 1042.2 1040.8 546.2 556.7 552.3
Surface slope (10−3) -1.136 -1.135 -1.135 -1.2657 -1.242 -1.252 -1.324 -1.208 -1.251
Basal melt rate (10−3 m a−1) 0.211 0.226 0.218 -0.013 0.004 -0.005 -2.521 -2.067 -2.224
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.29 0.37 0.31
Volumetric flux
in a conduit (10−3 m3 s−1) 1.803 1.813 1.803 2.20 2.23 2.21 - - -
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.16: Results of tests E1-E4 (years 40000-50000)
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
E1
Surface velocity (m a−1) 43.0 43.6 43.3 64.5 95.3 83.1 80.9 217.1 165.2
Ice thickness (m) 1515.2 1535.1 1524.9 1031.5 1058.4 1044.0 533.2 599.9 557.8
Surface slope (10−3) -1.138 -1.131 -1.134 -1.303 -1.151 -1.247 -1.516 -0.786 -1.253
Basal melt rate (10−3 m a−1) 0.149 0.357 0.251 -0.090 0.108 0.012 -2.761 -0.803 -2.062
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.38
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.833 1.813 2.07 2.44 2.26 - 0.32 0.08
Conduit cross-sectional
area (m2) 1.916 1.925 1.920 2.115 2.417 2.270 - 0.473 0.012
Basal shear stress (Pa) 1001.7 1001.7 1001.7 1001.5 1001.7 1001.6 1003.1 5040.3 2275.8
E2
Surface velocity (m a−1) 43.0 43.6 43.3 64.5 95.3 83.2 81.0 217.2 166.6
Ice thickness (m) 1515.4 1535.3 1525.2 1031.5 1058.4 1044.1 533.2 599.9 557.7
Surface slope (10−3) -1.138 -1.131 -1.134 -1.304 -1.151 -1.247 -1.514 -0.787 -1.253
Basal melt rate (10−3 m a−1) 0.150 0.357 0.253 -0.089 0.108 0.015 -2.761 -0.812 -2.075
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.38
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.833 1.813 2.07 2.45 2.26 - 0.32 0.08
Conduit cross-sectional
area (m2) 1.424 1.433 1.429 1.576 1.803 1.693 - 0.325 0.088
Basal shear stress (Pa) 1003.0 1003.0 1003.0 1002.9 1003.0 1002.9 1003.6 5040.3 2228.5
E3
Surface velocity (m a−1) 43.0 43.6 43.3 64.5 95.3 83.4 81.3 217.3 167.6
Ice thickness (m) 1515.4 1535.3 1525.3 1031.5 1058.4 1044.3 533.2 599.9 557.4
Surface slope (10−3) -1.138 -1.131 -1.134 -1.304 -1.151 -1.248 -1.514 -0.787 -1.253
Basal melt rate (10−3 m a−1) 0.150 0.357 0.254 -0.088 0.108 0.016 -2.761 -0.813 -2.085
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.38
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.833 1.813 2.07 2.45 2.26 - 0.32 0.08
Conduit cross-sectional
area (m2) 1.243 1.253 1.248 1.378 1.576 1.481 - 0.295 0.076
Basal shear stress (Pa) 1003.3 1003.3 1003.3 1003.3 1003.3 1003.3 1003.8 5040.3 2194.4
E4
Surface velocity (m a−1) 43.0 43.6 43.3 64.6 95.3 83.5 81.3 217.2 168.3
Ice thickness (m) 1515.4 1535.3 1525.3 1031.5 1058.3 1044.3 533.2 599.8 557.1
Surface slope (10−3) -1.138 -1.131 -1.134 -1.304 -1.151 -1.249 -1.512 -0.787 -1.254
Basal melt rate (10−3 m a−1) 0.150 0.357 0.255 -0.089 0.108 0.016 -2.762 -0.811 -2.094
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.39
Volumetric flux
in a conduit (10−3 m3 s−1) 1.793 1.833 1.813 2.07 2.45 2.26 - 0.32 0.08
Conduit cross-sectional
area (m2) 1.208 1.218 1.213 1.341 1.532 1.439 - 0.264 0.072
Basal shear stress (Pa) 1003.4 1003.4 1003.4 1003.3 1003.4 1003.4 1003.8 5040.3 2172.7
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.17: Results of tests C1-C3 (years 40000-50000)
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
C1
Surface velocity (m a−1) 43.0 43.6 43.3 64.4 95.5 83.3 80.7 218.1 167.4
Ice thickness (m) 1515.5 1535.7 1525.5 1031.7 1058.9 1044.7 533.3 600.6 558.0
Surface slope (10−3) -1.137 -1.130 -1.134 -1.304 -1.150 -1.247 -1.515 -0.787 -1.253
Basal melt rate (10−3 m a−1) 0.149 0.359 0.254 -0.089 0.110 0.016 -2.755 -0.797 -2.069
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.38
Volumetric flux
in a conduit (10−3 m3 s−1) 0.183 0.183 0.183 0.21 0.25 0.23 - 0.031 0.008
Conduit cross-sectional
area (m2) 0.286 0.287 0.287 0.315 0.360 0.338 - 0.074 0.020
Basal shear stress (Pa) 997.5 997.5 997.5 997.1 997.6 997.3 1001.4 5040.3 2220.7
C2
Surface velocity (m a−1) 42.9 43.6 43.3 64.5 95.4 83.2 80.8 217.7 166.5
Ice thickness (m) 1515.5 1535.6 1525.4 1031.7 1058.8 1044.6 533.3 600.2 558.0
Surface slope (10−3) -1.138 -1.131 -1.134 -1.304 -1.151 -1.247 -1.513 -0.786 -1.253
Basal melt rate (10−3 m a−1) 0.150 0.358 0.254 -0.089 0.110 0.016 -2.757 -0.796 -2.066
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.38
Volumetric flux
in a conduit (10−3 m3 s−1) 0.893 0.923 0.913 1.04 1.23 1.13 - 0.157 0.038
Conduit cross-sectional
area (m2) 0.964 0.969 0.966 1.065 1.219 1.144 - 0.235 0.063
Basal shear stress (Pa) 1001.6 1001.6 1001.6 1001.5 1001.6 1001.6 1003.1 5040.3 2241.9
C3
Surface velocity (m a−1) 43.1 43.7 43.4 65.0 94.4 83.5 81.4 213.3 166.3
Ice thickness (m) 1513.5 1532.3 1522.6 1029.9 1055.1 1041.5 532.1 596.0 554.4
Surface slope (10−3) -1.138 -1.131 -1.135 -1.300 -1.152 -1.249 -1.514 -0.788 -1.254
Basal melt rate (10−3 m a−1) 0.150 0.348 0.246 -0.093 0.095 0.004 -2.790 -0.878 -2.137
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.39
Volumetric flux
in a conduit (10−3 m3 s−1) 8.933 9.133 9.033 10.27 12.00 11.13 - 1.67 0.45
Conduit cross-sectional
area (m2) 5.717 5.762 5.738 6.279 7.144 6.717 - 1.610 0.384
Basal shear stress (Pa) 1003.4 1003.4 1003.4 1003.4 1003.4 1003.4 1003.7 5040.3 2161.1
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.18: Results of tests Q1-Q4
Indicator Onset Centre1 GL2,4
min max mean min max mean min max mean
Q1 (year 70000-80000)
Surface velocity (m a−1) 43.3 43.8 43.6 67.1 91.8 84.1 81.4 202.1 168.7
Ice thickness (m) 1509.6 1524.3 1516.5 1026.0 1045.6 1034.7 529.6 583.8 546.0
Surface slope (10−3) -1.139 -1.134 -1.137 -1.288 -1.162 -1.252 -1.510 -0.806 -1.248
Basal melt rate (10−3 m a−1) 0.126 0.277 0.196 -0.115 0.038 -0.037 -2.854 -1.087 -2.345
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.41
Volumetric flux
in a conduit (10−3 m3 s−1) 2.133 2.173 2.153 2.38 2.66 2.51 - 0.42 0.15
Q2 (year 70000)
Surface velocity (m a−1) 43.9 85.5 175.5
Ice thickness (m) 1503.4 1020.6 526.9
Surface slope (10−3) -1.138 -1.258 -1.235
Basal melt rate (10−3 m a−1) 0.169 -0.082 -2.789
Porosity 0.5 0.5 0.50
Volumetric flux
in a conduit (10−3 m3 s−1) 2.673 2.98 0.41
Q3 (years 70000-80000)
Surface velocity (m a−1) 42.5 43.2 43.9 64.2 101.0 81.7 83.7 241.1 159.9
Ice thickness (m) 1529.3 1553.1 1540.9 1044.6 1076.7 1060.9 541.8 616.7 577.1
Surface slope (10−3) -1.137 -1.129 -1.133 -1.329 -1.154 -1.241 -1.522 -0.835 -1.264
Basal melt rate (10−3 m a−1) 0.127 0.372 0.249 -0.075 0.165 0.047 -2.533 -0.419 -1.603
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.5 0.31
Volumetric flux
in a conduit (10−3 m3 s−1) 1.433 1.493 1.463 1.70 2.16 1.93 - 0.14 0.01
Q4 (years 70000-80000)
Surface velocity (m a−1) 41.9 42.3 42.1 70.9 98.5 79.9 114.8 254.3 151.2
Ice thickness (m) 1564.3 1576.7 1570.1 1082.2 1100.4 1091.3 582.7 632.9 613.3
Surface slope (10−3) -1.131 -1.127 -1.129 -1.322 -1.194 -1.239 -1.470 -1.061 -1.285
Basal melt rate (10−3 m a−1) 0.251 0.379 0.313 0.082 0.208 0.140 -1.807 -0.071 -0.647
Porosity 0.5 0.5 0.5 0.5 0.5 0.5 0.2 0.36 0.23
Volumetric flux
in a conduit (10−3 m3 s−1) 0.933 0.963 0.953 1.44 1.67 1.54 - - -
NOTES: 1. Centre is the centre of the ice stream, 200 km downstream of the onset. 2. GL is the grounding line.
3. Volumetric flux in a conduit 10 km downstream of the onset. At the onset the volumetric flux is a constant
1.75 × 10−3m s−1. A dash indicates absence of a subglacial conduit. Mean values are calculated for the 10000
year period considered.
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Table J.19: Results of KISC1 - KISC6
Indicator Onset Centre1 GL2
min max mean min max mean min max mean
KISC1
Surface velocity (m a−1) 69.1 70.3 69.5 189.8 496.3 346.7 6.8 1109.6 453.5
Basal melt rate (10−3 m a−1) 2.175 2.182 2.179 -0.817 1.309 0.018 -9.683 8.043 -2.449
Porosity 0.60 0.60 0.60 0.26 0.32 0.29 0.2 0.3 0.24
Volumetric flux in a conduit (10−3 m3 s−1) 1.313 1.333 1.323 - - - - - -
KISC2
Surface velocity (m a−1) 73.2 84.3 76.7 258.8 464.0 385.0 41.1 722.7 529.2
Basal melt rate (10−3 m a−1) 2.055 2.091 2.070 -3.779 -3.164 -3.385 -9.752 -5.297 -8.005
Porosity 0.60 0.60 0.60 0.60 0.60 0.60 0.20 0.60 0.50
Volumetric flux in a conduit (10−3 m3 s−1) 60.13 61.03 60.43 48.9 73.4 54.0 - 78.3 4.33
KISC3
Surface velocity (m a−1) 70.7 72.0 71.2 230.6 418.7 343.9 6.7 1026.1 438.3
Basal melt rate (10−3 m a−1) 2.118 2.136 2.129 -2.714 -2.194 -2.445 -8.702 7.902 -1.751
Porosity 0.60 0.60 0.60 0.60 0.60 0.60 0.20 0.29 0.25
Volumetric flux in a conduit (10−3 m3 s−1) 60.13 61.13 60.43 35.3 92.2 56.1 - - -
KISC4
Surface velocity (m a−1) 70.5 71.3 70.7 231.4 433.0 340.3 13.6 866.2 418.8
Basal melt rate (10−3 m a−1) 2.156 2.160 2.159 -2.693 -2.183 -2.440 -8.675 6.339 -1.806
Porosity 0.60 0.60 0.60 0.60 0.60 0.60 0.20 0.29 0.24
Volumetric flux in a conduit (10−3 m3 s−1) 59.83 61.03 60.43 53.4 94.0 56.4 - - -
KISC5
Surface velocity (m a−1) 70.7 71.0 70.9 303.8 394.0 343.7 206.4 678.3 434.6
Basal melt rate (10−3 m a−1) 2.147 2.151 2.149 -2.551 -2.331 -2.459 -4.018 1.687 -0.713
Porosity 0.60 0.60 0.60 0.60 0.60 0.60 0.20 0.25 0.22
Volumetric flux in a conduit (10−3 m3 s−1) 60.03 69.23 60.43 51.1 78.1 56.4 - - -
KISC6
Surface velocity (m a−1) 70.0 71.7 70.8 183.4 455.9 342.9 0.6 2539.9 434.6
Basal melt rate (10−3 m a−1) 2.145 2.153 2.150 -2.763 -2.058 -2.428 -9.225 35.370 -3.163
Porosity 0.60 0.60 0.60 0.60 0.60 0.60 0.20 0.34 0.26
Volumetric flux in a conduit (10−3 m3 s−1) 59.93 68.63 60.43 51.9 82.4 56.3 - - -
NOTES: 1. Centre is the centre of the ice stream, 372.5 km downstream of the onset. 2. GL is the grounding line. A dash
indicates absence of a subglacial conduit. 3. Volumetric flux in a conduit 10 km downstream of the onset. Mean values
are calculated for the 2000 year period considered.
Table J.20: Results of WISB1 and WISB2
Indicator Onset Centre1 GL2
min max mean min max mean min max mean
WISB1
Surface velocity (m a−1) 179.6 187.2 183.0 295.6 1099.7 765.7 0.2 1182.0 514.4
Basal melt rate (10−3 m a−1) 2.208 2.249 2.231 -0.874 1.157 0.190 -7.905 12.230 -2.327
Porosity 0.6 0.6 0.6 0.6 0.6 0.6 0.2 0.32 0.26
Volumetric flux in a conduit (10−3 m3 s−1) 1.243 1.283 1.263 0.96 4.03 2.48 - - -
WISB2 (single year, no oscillations)
Surface velocity (m a−1) 202.1 894.3 634.3
Basal melt rate (10−3 m a−1) 2.079 -0.640 -7.274
Porosity 0.6 0.6 0.6
Volumetric flux in a conduit (10−3 m3 s−1) 100.33 152.2 123.4
NOTES: 1. Centre is the centre of the ice stream, 240 km downstream of the onset. 2. GL is the grounding line. A dash
indicates absence of a subglacial conduit. 3. Volumetric flux in a conduit 10 km downstream of the onset. Mean values
are calculated for the 2000 year period considered.
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Table J.21: Modelled and observed surface and bed elevations for KIS-C and WIS-B
Indicator Onset Centre1 GL2
min max mean min max mean min max mean
Observed data are in grey, modelled data are in black.
Surface elevation3 (m)
KIS-C 1739.9 718.2 82.1
KISC1 1551.9 1598.2 1574.3 1009.6 1094.3 1046.7 400.9 510.1 444.0
KISC3 1525.0 1548.8 1538.7 998.6 1048.5 1021.7 432.4 500.5 457.7
WIS-B 714.6 333.0 89.9
WISB1 807.3 870.9 837.9 368.4 490.9 418.2 96.0 206.0 136.8
WISB2 698.3 266.6 24.0
Bed elevation3 (m)
KIS-C -2349.1 -779.2 -550.3
KISC1 -2236.8 -2234.5 -2235.6 -850.3 -849.2 -849.8 -631.9 -630.8 -631.3
KISC3 -2189.4 -2172.0 -2181.3 -813.8 -796.6 -805.8 -618.3 -606.3 -612.8
WIS-B -1043.8 -712.4 -610.2
WISB1 -1036.5 -1036.2 -1036.4 -721.7 -721.1 -721.4 -572.3 -571.8 -572.1
WISB2 -999.4 -681.4 -542.1
NOTES: 1. Centre is 372.5 km and 240 km downstream of the onset for KIS-C and WIS-B, respectively. 2. GL is the
grounding line. 3. Observed data are from BEDMAP, see Figure 7.3. Mean values are calculated for the 2000 year period
considered.
Table J.22: Modelled ice temperatures for KIS-C and KIS-B
Indicator Onset Centre1 GL2
min max mean min max mean min max mean
Independently modelled data are in grey, modelled data are in black.
Surface temperature3 (○C)
KIS-C -30.0 -25.2 -27.4
KISC1 -29.4 -29.2 -29.3 -26.7 -26.3 -26.5 -29.2 -28.7 -28.9
KISC3 -29.2 -29.1 -29.2 -26.5 -26.3 -26.4 -29.1 -28.9 -29.0
WIS-B -24.1 -25.9 -26.2
WISB1 -24.7 -24.5 -24.6 -26.8 -26.3 -26.5 -26.7 -26.3 -26.5
WISB2 -24.0 -25.9 -26.0
Bed temperature (○C)
KISC1 -3.38 -3.34 -3.36 -1.71 -1.64 -1.67 -1.00 -0.91 -0.95
KISC3 -3.29 -3.26 -3.28 -1.64 -1.58 -1.61 -0.98 -0.92 -0.94
WISB1 -1.68 -1.62 -1.65 -1.07 -0.96 -1.00 -0.68 -0.59 -0.62
WISB2 -1.49 -0.83 -0.50
Basal temperature gradient (10−2 ○C m−1)
KISC1 -2.423 -2.419 -2.421 -5.056 -4.771 -4.929 -8.061 -6.939 -7.591
KISC3 -2.451 -2.443 -2.447 -5.038 -4.858 -4.965 -7.605 -6.698 -7.265
WISB1 -2.587 -2.561 -2.574 -4.642 -4.064 -4.396 -7.246 -5.865 -6.701
WISB2 -2.671 -4.945 -7.657
NOTES: 1. Centre is 372.5 km and 240 km downstream of the onset for KIS-C and WIS-B, respectively. 2. GL is
the grounding line. 3. Independently modelled data are from van den Broeke (2008), see Figure 7.4. Mean values are
calculated for the 2000 year period considered.
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