around the respectable values of for ARNORM and for AORTHO. Realizing that a difference of ten orders of magnitude for AORTHO between RITE and IMSL appears large, we also evaluated a measure of angle difference between IMSL and RITE eigenvectors for corresponding eigenvalues. This measure is defined as Fig. 3 represents values obtained from the same ten trial runs. The actual eigenvector directions, obtained with the two different techniques, are thus very close. As an indication of numerical stability, note in Figs. 1 and 2 that the RITE algorithm, at higher dimensions, actually recovers from outlying errors at previous dimensions. The test sequences were computed from two incoming sources in white noise, thereby generating matrices with two large and distinct eigenvalues, while the others were small and clustered (especially for matrices of high dimension). If the algorithm is sensitive to the multiple eigenvalue situation, it is certainly being tested here. From these results, we see that error propagation does not seem to cause a marked degradation of the proposed algorithm for orders up to 50.
IV. CONCLUSIONS
The RITE algorithm finds recursively in order the eigendecomposition for a Hermitian Toeplitz matrix. This algorithm is especially well adapted for parallel implementation as it solves at each order a number of independent, structurally identical problems. Convergence of the algorithm is guaranteed, and very accurate results are obtained with fewer than 15 iterations of a restricted Newton algorithm for finding eigenvalues for the order increased matrix. Eigenvectors associated with distinct eigenvalues can be found efficiently using a fast Toeplitz solver. In the multiple minimum eigenvalue case, we use eigeninformation computed at the previous rank to instantaneously identify all but one of the clustered eigenvectors. The accumulation of errors in the RITE algorithm does not lead to a quick deterioration of good algorithm performance with increasing order. The performance is good and is shown to be well behaved for orders up to at least 50. REFERENCES
[ I ] R. Schmidt, "Multiple emitter location and signal parameter estimation," presented at the RADC Spectrum Est. Workshop, 1979. 121 G. Abstract-Canonical reflection coefficients are used to determine the number of roots appearing on the unit circle and their multiplicities for a stable polynomial (with no zero outside the unit circle). A criterion so that a stable polynomial has no multiple zeros on the unit circle is then deduced and transposed to the continuous-time linear systems in the complex case.
I. INTRODUCTION The stability of discrete-time linear systems has been studied in many ways [1]- [8] , one of the simplest of which is to compute from a polynomial P associated to the system, assumed of degree n , the so-called reflection coefficients k, and to check that I k, 1 < 1 for 1 5 j 5 n [l] , [2] . The more recent method of [3] , of which many readers are now aware, is a method for testing polynomials stable in the strict sense (all zeros are located within the UC). In many problems, such as spectral analysis, it is interesting to test polynomials having no zero outside the unit circle (UC), which means that some zeros can be located on this circle. A criterion for testing this stability in the wide sense is given in [4] by using the continuedfraction expansion for the real case, and in [5] by using the canonical rejection coeficients for the complex case. The criterion for testing strict sense stability, as opposed to wide sense stability, requires that all zeros be located within the UC. Tests for wide sense stability are more complicated, and essentially deal with the singularities appearing in the stability tests. The test proposed in [3] for the real case and extended to the complex case in [6] , and those established in [4] and [5] , are analyzed and compared in This correspondence deals with counting the zeros appearing on the UC and their multiplicities for polynomials stable in the wide sense. The properties established in the z domain are transposed to the s domain, using the bilinear transform. In particular, we obtain a criterion for testing polynomials having neither multiple zeros on the imaginary axis nor zeros with positive real parts. ~7 1 .
WIDE SENSE STABILITY OF DISCRETE-TIME SYSTEMS
To any polynomial P,(z) = ciz' + c:z'-' + . . . + c;,
of degree j with complex coefficients c:, we associate its reciprocal polynomial given by (2.2) where C denotes the complex conjugate of c. If P, satisfies P, ( z ) + ap,(z) = 0 where a is a constant, it is referred to as a self-reciprocal (s.r.) polynomial and we have 1 a I = 1 . Denoting by P' the derivative of P , we can associate to any stable polynomial P of degree n the sequence of polynomials P,, P n -' , . . . , P , [5] constructed as follows.
Algorithm A
Initial condition: P, = P ; f o r j = n , n -1, . . . [8] . For the rest of this correspondence,-we need the two following properties established in [5] where P is denoted by P * .
Property 1 (51: If polynomial Pi-, is deduced from Pj via Algorithm A, we have
with aj = 1 -1 K~ l2 in case (2.4a) and cyj = j in case (2.4b).
Property 2 (Generalized Stability Criterion) [5] : Polynomial P has no zero outside the UC iff Algorithm A allows us to compute from P vector K, with n components satisfying I K~ I 5 1 for 1 5 j 5 n.
In this section, we give precise details on the generalized criterion above; in particular, the property below concerns both the zeros appearing on the UC and their multiplicities.
Property 3: Let P be a polynomial with no zero outside the UC and K , , . . . , K, the sequence of the canonical rejection coeffcients computed from P via Algorithm A. Then, either 1 K~ I < 1 for 1 5 j 5 n and then P has no zero on the UC O r 1 Kj 1 = 1 for the increasing indexes j , < j 2 < . . . < j , , and then 1) P has j , zeros on the UC (including multiplicities), 2) the maximal multiplicity of the zeros on the UC is M , 3) there are j , different zeros with this multiplicity. Example 1: The canonical reflection vector computed via Algorithm A from polynomial
(2.8) According to Property 2, P has no zero outside the UC. In addition, as ( j , , j 2 , j 3 ) = (1, 3, S), Property 3 thus implies that P has j 3 = 5 zeros on the UC, the maximal multiplicity is M = 3, and there are j , = 1 zeros with this multiplicity.
Comment 2: If polynomial P of degree n is computed from a sequence of reflection coefficients k l , k2, -* , k,, it is worth noting that Property 3 cannot be applied with these coefficients. In this case, we begin with polynomial P and apply Algorithm A to find the new and unique sequence of the canonical reflection coefficients for the property to hold.
Example 2:
The polynomial (2.7) can be constructed from many sequences of reflection coefficients; for example, this polynomial can be generated from ( 1, 1, -1, -1, -1 ). It is clear that this sequence corresponds to j , = 1, j, = 5, and M = 5. The maximal multiplicity of the zeros on the UC is 3 and Property 3 does not hold with this sequence. The proof of Property 3 is given below as a direct consequence of the following two lemmas.
Lemma I: Let P j -, , j L 2 be deduced from Pj via Algorithm A, and let root ( q ) denote a root with multiplicity q 2 1. Then 1) in case (2.4a), w E UC is root ( q ) of Pj iff w is root ( q ) of 2) in case (2.4b), w E UC is root ( q + 1 ) of Pj iff w is root (4)
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of Pi-,. gives 1 K~ I = 1 by virtue of (2.13). This contradicts hypothesis I K~ I # 1; we then have S ( w ) # 0 and, according to (2.12), w is a root(q) of P j -, .
Conversely, if w is a zero of P i -, , we get from (2.9) (2.14)
However, as the considered case yields 1 K~ 1 # 1, relation (2.14)
then implies
Thus, w is also zero of Pj and, due to the if part, the multiplicity of w is the same for Pi-, and PI.
2) In this caselPj-, = Pj and P j -, satisfies (2.6). If P j -, ( w ) = 0, we also have P j -, ( w ) = 0 and (2.6) yields P j ( w ) = 0. Furthermore, if x is a common zero of a polynomial Q and its derivative Q', then x is root(q) of Q' iff it is a root(q + 1 ) of Q.
Combining these results yields the proof.
Lemma 2: If Algorithm A allows us to compute, from polynomial P , vector K, with n components satisfying 1 K~ 1 # 1, 1 I j 5 n , then P has no zero on the UC.
Proof: According to hypothesis 1 K~ 1 # 1, 1 5 j 5 n, the construction of K, does not introduce the step (2.4b). Assume P ( w ) = 0 for 1 w I = 1. Due to Lemma 1, w is also a zero of P , -, , . . . , P I . But P l ( w ) = a ( w -K~) and, according to hypothesis 1 K , 1 # 1, w cannot be a zero of P I . This contradicts the assumption, and thus P has no zero on the UC. Case I: According to Property 1, polynomial P, is generated from _K, via (2.6). It is easy to see that recursion Q j ( z ) = z Q j -, ( z ) , K~~ and has only distinct zeros w i , 1 s i 5 j , , located on the UC [5] . According to Lemma 1, w i , 1 s i s j , are root( 1 ) of each polynomial Pjl, Pjl + P,, + 2 , . . . , Ph-I and root(2) of Pj2. Indeed, Pj2-I is deduced from Pj2 via relation (2.4b), and thus wi is root( 1 ) of P j 2 -, and root(2) of Pi,; in addition, the construction of the sequence ' ' , Pj, from Pj2-, introduces steps of the kind (2.4a) only, and thus wi is root( 1 ) of polynomials Pj2-l, Pj2-2, . . . , Pll. Iterating this procedure and according to the fact that the computation of P passes M times by a coefficient K~ such that I K~ I = 1, we deduce that w,, 1 5 i 5 j , are root (M ) of P = P, and M is the maximal multiplicity of the zeros of P appearing on the UC.
Proof ofproperty
From Property 2 and Property 3, we can easily deduce the following criterion. 
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Stability Criterion in the z Domain: Polynomial P of degree n has U distinct zeros on the UC and n -U zeros inside this circle iff Algorithm A allows us to associate to P a vector K,, with components satisfying 1 K , 1 = 1 and I K~ I < 1 for; # U.
To establish an extension of Property 3, we give below the multiplicities of the zeros of P located on the UC in terms of the indexes of the K~' S satisfying 1 K, I = 1.
For this, let p,, 1 5 J 5 M denote the number of roots of P on the UC having j as multiplicity, and consider polynomials PI appearing in the construction of K,,. To obtain the numbers CL,, we evaluate the numbers, including multiplicities, of zeros appearing on the UC for polynomials P,, j = j , , j,, . . . , J,. According to Property 3, it is clear that PI, has j, distinct zeros on the UC which are the zeros of P having the maximal multiplicity M . Thus, pM = J , . Polynomial PJZ has;, zeros on the UC, among which pM have a multiplicity 2 and p M -, a multiplicity 1 , Thus, p M -, + 2pM = j,.
Repeating this procedure for the other polynomials, we get the following equations: where 03 ( . ) denotes the bilinear polynomial transformation. As Q( 1 ) # 0, it is easy to see that polynomial P is also of degree n. Algorithm A, given in Section 11, allows us to compute from P the sequence of polynomials P j , j, = n , n -1, . . * for which we can associate the new sequence given by 
Algorithm B
Initial condition: Q, = Q; f o r j = n , n -1, . . *
Algorithm B ends if I K, I = 1 and U # 0. For a large class of polynomials Q, Algorithm B allows us to compute vector K, from the given polynomial Q. As in the bilinear transformation the unit circle maps into the imaginary axis, and the inside or outside of this circle maps, respectively, into the left or right halfplane with respect to the imaginary axis, the results of Section I1
can easily be transposed to the z domain. We obtain, in particular, the following stability criterion for the continuous-time linear systems in complex and real cases. Stability Criterion in the s Domain: Polynomial Q of degree n has U distinct zeros on the imaginary axis and n -U zeros with negative real parts iff Algorithm B allows us to associate to Q a vector K, with components satisfying 1 K, 1 = 1 and 1 K, 1 < 1 for j
Example 3: Algorithm B allows us to compute vector K~ associated with polynomial
( 3 . 9 )
We obtain
(3.10)
As I K, I 5 1 f o r j = 1, 2, 3, polynomial Q has no zero with positive real part. In addition, the application of Property 3, transposed to the s domain, shows that Q has j, = 2 zeros on the imaginary axis, the maximal multiplicity is M = 1, and there are jl = 2 zeros with this multiplicity. These results can be directly deduced from the factorization Q(s) = S ( S + l ) ( s -i).
(3.11)
Comrnenr 3: Algorithm B can be inverted and give an algorithm which allows us to compute polynomial Q of degree n from a sequence of reflection coefficients k , , k2, . . . , k,. In this case, we have to take into account Comment 2 in the s-domain.
IV. CONCLUSION
The wide sense stability criterion of discrete-time linear systems is discussed, and the number of zeros appearing on the unit circle and their multiplicities for a polynomial with no zero outside the unit circle is determined. A criterion so that a polynomial has neither a zero outside the unit circle nor a multiple zero on this circle is then deduced and transposed to the continuous-time linear systems in the complex case.
INTRODUCTION
In previous work [l] , we described a two-channel, two-way (V/ U-S) algorithm for automatically classifying speech. This algorithm used the speech and electroglottogram (EGG) signals. One of our objectives has been to demonstrate that two-channel-based algorithms can lead to computational and performance improvements over algorithms based on acoustic-signal-only analysis methods. We recognize that in many situations, the EGG signal is either unavailable or cannot be used. However, both the speech and EGG signals can be used in the laboratory to help benchmark the performance of numerous speech systems. We advocate this approach.
Previous research has focused on three-way speech classification, i.e., either V/U/S or V/U/M [2]- [13] . The speech classification problem is important because its solution affects other speech analysis, synthesis, and recognition problems. For example, speech classification can help reduce the number of lexical candidates in speech (word) recognition, improve speech synthesis by selecting the proper excitation, and improve the performance of phoneme boundary detection in speech analysis. Consider the large vocabManuscript received March 8, 1988 The EGG amplitude varies both within and across speakers. Baseline variations in the EGG may be removed by differentiating the EGG. For voiced segments, the EGG usually has only two zero crossings per fundamental (pitch) period of voicing. One exception is vocal fry. For unvoiced segments, the electroglottograph output is a very low-level high-frequency noise-like signal generated by the internal electronics of the device that is easily distinguished from the excitation for voiced speech. Thus, V/U-S classification is achieved using a combination of EGG amplitude and level-crossing rate [l] , [8] . Mixed excitation detection is accomplished by noting that the EGG signal appears similar to that for voiced sounds, but the speech signal is small in amplitude and has a high levelcrossing rate (see Fig. 2 and other examples in [ 11). Silent intervals are detected by observing that the EGG waveform appears as it does for unvoiced speech and that the speech signal is below a predetermined energy threshold. The two-channel, four-way speech classification algorithm appears in Fig. 1 . Note that the algorithm does not use endpoint classification, but this could be added if desired [4] , [ll] . Fig. 2 depicts both illustrative results and some difficulties encountered in attempting to evaluate the level-crossing rate (LCR) and energy of the EGG signal. Some fluctuations in the EGG data may be removed by simple differentiation, a procedure which also yields a waveform with enhanced positive and negative peaks. These peaks occur approximately at the instants of glottal opening and closure, respectively [I], [8] , [18] . The differentiation is implemented as a backward difference equation. The differentiated EGG is then normalized by dividing by its maximum positive value. The resulting waveform is denoted as the DEGG and is shown at the bottom of Fig. 2 .
B. Algorithm Details
The two-way, V-M and U-S classification uses the LCR and energy information from the DEGG as follows. The DEGG is segmented into 10 ms frames of 100 samples each (10 kHz sampling 0096-3518/89/1100-1771$01.00 0 1989 IEEE
