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SYMMETRIES OF STOCHASTIC COLORED VERTEX MODELS
PAVEL GALASHIN
Abstract. We discover a new property of the stochastic colored six-vertex model called
flip invariance. We use it to show that for a given collection of observables of the model, any
transformation that preserves the distribution of each individual observable also preserves
their joint distribution. This generalizes recent shift-invariance results of Borodin–Gorin–
Wheeler. As limiting cases, we obtain similar statements for the Brownian last passage
percolation, the Kardar–Parisi–Zhang equation, the Airy sheet, and directed polymers. Our
proof relies on an equivalence between the stochastic colored six-vertex model and the Yang–
Baxter basis of the Hecke algebra. We conclude by discussing the relationship of the model
with Kazhdan–Lusztig polynomials and positroid varieties in the Grassmannian.
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1. Introduction
We study various symmetries of the stochastic colored six-vertex model. It was introduced
in [KMMO16] as a stochastic version of the R-matrix for the quantum affine algebra Uq(ŝln+1)
studied earlier in [Baz85, FRT88, Jim86a, Jim86b]. The model admits a very simple descrip-
tion: one fixes a subdomain of the square grid and considers a family of paths that enter it
from the bottom left. Once two paths meet at a vertex of the grid, they either cross with
probability b or do not cross with probability 1 − b. The value of b depends (in a certain
integrable way) on the coordinates of the vertex and on the parity of the number of times
these two paths have crossed before, see Figure 1 and Section 1.1.
The main motivation for our work comes from the recent shift-invariance results of [BGW19].
In fact, the flip-invariance property (Theorem 1.1 and Figure 2) was originally formulated
as an attempt to give a simple explanation for the shift-invariance of [BGW19]: one can
realize their shift as a composition of two flips, see Figure 5 and Remark 4.10. We show
Date: March 16, 2020.
2010 Mathematics Subject Classification. Primary: 82C22. Secondary: 60K35, 14M15, 05E99.
Key words and phrases. Six-vertex model, flip-invariance, Hecke algebra, last passage percolation, KPZ
equation, Airy sheet, directed polymers, Kazhdan–Lusztig polynomials, positroid varieties.
1
ar
X
iv
:2
00
3.
06
33
0v
1 
 [m
ath
.PR
]  
13
 M
ar 
20
20
2 PAVEL GALASHIN
c1
c2 p →
c1
c2 or
c1
c2
c2
c1 p →
c2
c1 or
c2
c1
Probability: p 1− p Probability: qp 1− qp
Figure 1. When two paths of colors c1 < c2 enter a cell (i, j), they proceed
in the up-right direction according to these probabilities. Here the spectral
parameter p is equal to pi,j =
yj−xi
yj−qxi , see (1.1).
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Figure 2. The flip theorem states that the two partition functions shown
in the middle are equal to each other. The picture on the far left (resp.,
far right) represents a configuration of the stochastic colored six-vertex model
contributing to ZH,V (resp., to Z180
◦(H),V). See Example 1.2.
in Theorem 1.5 that this happens more generally: whenever a transformation preserves the
one-dimensional distributions of a given vector of height functions, we prove that it can es-
sentially be obtained as a composition of several flips, and therefore it preserves the joint
distribution of this vector of height functions. Thus, in a sense, one can view flip-invariance
as the fundamental symmetry of the model inside the class of distribution-preserving trans-
formations that we consider.
Our proofs rely on a connection between the stochastic colored six-vertex model and the
Hecke algebra Hq(Sn; z) of the symmetric group. Specifically, we make a simple observation
(Proposition 2.3) showing that the probabilities induced by the model coincide with the
coefficients in the expansion of the Yang–Baxter basis [LLT97] of Hq(Sn; z) in the standard
basis. This observation allows us to greatly simplify the proofs of our results. We also use
it to give a simple proof (discovered independently by Bufetov [Buf20]) of the color-position
symmetry [BB19] for the Asymmetric Simple Exclusion Process (ASEP).
The stochastic colored six-vertex model specializes to many other probabilistic objects of
interest. Following [BGW19], we obtain versions of our results for the Brownian last passage
percolation and directed (1+1)d polymers in random media, as well as two universal objects,
the Kardar–Parisi–Zhang (KPZ) equation and the Airy sheet, see Section 1.4. We refer the
reader to [BGW19, Figure 2] for the full chart of objects that can be obtained as limits of
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the stochastic colored six-vertex model (which includes many objects not considered here,
for example, the colored q-PushTASEP, TASEP, ASEP, and the Bernoulli-Exponential last
passage percolation).
Another consequence of the Hecke algebra approach is a family of unexpected connections
between the stochastic colored six-vertex model and well studied algebraic objects such as
Kazhdan–Lusztig polynomials [KL79, KL80] and positroid varieties [Pos06, BGY06, KLS13]
reviewed in Section 7. In particular, we give an interpretation of the flip-invariance prop-
erty in the language of Grassmannians in Proposition 7.5. We hope to further explore the
connections between the above objects in future work.
1.1. Stochastic colored six-vertex model. An up-left path P is a lattice path in the
positive quadrant with unit steps that go either up or left. A skew domain is a pair (P,Q) of
up-left paths with common start and end points such that P is weakly below Q. We denote
by n := |P | = |Q| the number of steps in P and Q, and we label their steps by P1, P2, . . . , Pn
and Q1, Q2, . . . , Qn, respectively. The area between P and Q is subdivided into unit squares
called cells whose Cartesian coordinates are pairs of positive integers, see Figure 4(left).
Fix a skew domain (P,Q), two sets of formal variables x = (x1, x2, . . . ) and y = (y1, y2, . . . ),
called, respectively, column and row rapidities, and a parameter 0 < q < 1. To describe the
model, we consider colored paths, where a color is just an integer assigned to each path that
determines its “priority” in the model dynamics. Suppose that for each c = 1, 2, . . . , n, a
path of color c enters the domain through the edge Pc. The n paths then propagate in the
up-right direction according to the following rule: once two paths enter a cell (i, j) from the
left and from the bottom, they proceed in the up-right direction according to the probabili-
ties given in Figure 1. The probabilities depend on a spectral parameter p, which for a given
cell (i, j) equals1
(1.1) pi,j :=
yj − xi
yj − qxi .
We apply this sampling procedure to all cells between P and Q, proceeding in the up-right
direction, see Figure 4(right) for an example. This procedure gives rise to a random color
permutation pi = (pi(1), pi(2), . . . , pi(n)), where for c = 1, 2, . . . , n, the path of color c exits
the domain through the edge Qpi(c). We let Sn be the group of permutations of {1, 2, . . . , n},
and for each pi ∈ Sn, we denote by ZP,Qpi (x,y) the total probability2 of observing pi as the
color permutation.
1.2. Flips in rectangular domains. We formulate our first result which we call the flip
theorem. The proof of the main result (Theorem 1.5) will essentially consist of repeated
applications of this fundamental hidden symmetry of the model.
For positive integers M,N , an M ×N-rectangular domain is a skew domain (P,Q) such
that P goes M steps left and then N steps up while Q goes N steps up and then M steps
left. The lengths of P and Q are given by n := M + N . We let x = (x1, . . . , xM) and
y = (y1, . . . , yN).
1This choice of parameters ensures that the model is integrable, i.e., satisfies the Yang–Baxter equation.
2This is a probability distribution in the sense that ZP,Qpi (x,y) ≥ 0 and
∑
pi∈Sn Z
P,Q
pi (x,y) = 1 when
0 < q < 1 and x,y are specialized so that 0 < xi < yj for all i, j.
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Figure 3. Applying the flip theorem to a 2×3 rectangle leads to a non-trivial
identity, see Example 1.3. For each of the four configurations, its probability
equals the product of the entries in the corresponding table shown below it.
We will be interested in the probability of observing a color permutation satisfying given
horizontal and vertical boundary conditions. For a permutation pi ∈ Sn, we let
HM,Npi := {(i, pi(i)) | i > M and pi(i) ≤ N}, VM,Npi := {(i, pi(i)) | i ≤M and pi(i) > N}.
For two sets H = {(l1, r1), . . . , (lh, rh)} and V = {(d1, u1), . . . , (dv, uv)} of pairs, we denote
ZH,V(x,y) :=
∑
pi∈Sn: HM,Npi = H and VM,Npi = V
ZP,Qpi (x,y).
Thus ZH,V(x,y) is the probability of observing a color permutation with specified endpoints
of each path that connects the opposite boundaries of the rectangle.
For a set of pairs H = {(l1, r1), . . . , (lh, rh)}, we define its 180-degree rotation by
180◦(H) := {(n+ 1− r1, n+ 1− l1), . . . , (n+ 1− rh, n+ 1− lh)}.
Additionally, denote rev(y) := (yN , yN−1, . . . , y1). We are ready to state the flip theorem,
which is a special case of Theorem 1.5 below.
Theorem 1.1. For an M ×N-rectangular domain (P,Q) and any H and V, we have
(1.2) ZH,V(x,y) = Z180
◦(H),V(x, rev(y)).
Example 1.2. Figure 2 illustrates Theorem 1.1 in the case M = 4, N = 7, and
H = {(6, 6), (7, 4), (9, 5), (10, 7)}, 180◦(H) = {(5, 2), (6, 6), (7, 3), (8, 5)}, V = {(4, 10)}.
Example 1.3. Let M = 2, N = 3, H = {(3, 2), (5, 3)}, V = {(2, 4)}. The left (resp., right)
hand side of (1.2) is the sum of probabilities of the two configurations shown in Figure 3 on
the left (resp., right). Thus we get
ZH,V(x,y) = p1,3p2,3(1− p1,2)(1− p2,1) (p1,1(1− qp2,2) + p2,2(1− p1,1))
Z180
◦(H),V(x, rev(y)) = p1,3p2,3(1− p1,1)(1− p2,2) (p1,2(1− qp2,1) + p2,1(1− p1,2)) .
A quick calculation verifies that the right hand sides coincide as rational functions in (q,x,y).
Remark 1.4. In the above example, the number of configurations contributing to each side
of (1.2) was the same (equal to 2). This is true in general, see Section 7.4.
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Figure 4. Left: a skew domain (P,Q) shown together with row/column
rapidities. Middle: a (P,Q)-cut C = (l, d, u, r). Right: a configuration of the
model for which the height function HtP,Q(C; x,y) is equal to 2 since there are
two paths that connect the left and right boundaries of the dashed rectangle.
Our proof of Theorem 1.1 is given in Section 3.2. It is quite short and makes repeated use
of the Yang–Baxter equation (2.7) combined with the machinery of Hecke algebras that we
develop in Section 2. In contrast, deducing Theorem 1.5 from Theorem 1.1 requires a long
technical argument which is presented in Sections 4 and 5.
1.3. Main result: height functions. Following [BGW19], we study height functions de-
fined as follows. Given a pair of integers 1 ≤ i, j ≤ n and a permutation pi ∈ Sn, the value
of the associated height function is simply given by Htpi(i, j) := #{c > i | pi(c) ≤ j}. Let us
reformulate this slightly, taking the geometry of the domain into account.
Let Z≥1 := {1, 2, . . . } and denote by (P,Q)Z ⊆ Z≥1 × Z≥1 the set of cells inside the
domain (P,Q). A (P,Q)-cut is a quadruple C = (l, d, u, r) of positive integers satisfying
l ≤ r, d ≤ u, and such that (l, d), (r, u) ∈ (P,Q)Z while (l− 1, d− 1), (r+ 1, u+ 1) /∈ (P,Q)Z.
Define 1 ≤ i, j ≤ n so that the bottom left corner of the cell (l, d) belongs to both Pi and Pi+1
while the top right corner of the cell (r, u) belongs to both Qj and Qj+1, see Figure 4(middle).
Given a permutation pi ∈ Sn, we set
(1.3) HtP,Qpi (C) := Htpi(i, j) = #{c > i | pi(c) ≤ j}.
In other words, HtP,Qpi (C) counts the number of colored paths that connect the left and
right boundaries of the sub-rectangle {l, l + 1, . . . , r} × {d, d+ 1, . . . , u} of (P,Q)Z, see Fig-
ure 4(right). We let HtP,Q(C; x,y) denote the associated random variable.
Let suppH(C; x) := {xl, xl+1, . . . , xr} and suppV (C; y) := {yd, yd+1, . . . , yu} denote the
unordered sets of column and row rapidities covered by C. Let us say that x′ = (x′1, x
′
2, . . . )
is a permutation of the variables in x if there exists a bijection φ : Z≥1 → Z≥1 such that
x′i = xφ(i) for all i ∈ Z≥1. Our main result is the following equality between joint distributions
of two vectors of height functions, conjectured by Borodin–Gorin–Wheeler.
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Figure 5. An application of Theorem 1.5: the joint distributions of the two
vectors of height functions are the same. This transformation is called a double
H-flip, see Lemma 4.8.
Theorem 1.5. Suppose that we are given the following data:
• two skew domains (P,Q) and (P ′, Q′);
• a permutation x′ of the variables in x and a permutation y′ of the variables in y;
• a tuple (C1, C2, . . . , Cm) of (P,Q)-cuts and a tuple (C ′1, C ′2, . . . , C ′m) of (P ′, Q′)-cuts.
Assume that for each i = 1, 2, . . . ,m, we have
(1.4) suppH(Ci; x) = suppH(C
′
i; x
′) and suppV (Ci; y) = suppV (C
′
i; y
′).
Then the distributions of the following two vectors of height functions agree:(
HtP,Q(C1; x,y), . . . ,Ht
P,Q(Cm; x,y)
)
d
=
(
HtP
′,Q′(C ′1; x
′,y′), . . . ,HtP
′,Q′(C ′m; x
′,y′)
)
.
An illustration of Theorem 1.5 is shown in Figure 5. For example, we check that suppV (C3; y) =
{y4, y5, y6} = suppV (C ′3; y′), in agreement with (1.4).
Remark 1.6. The distribution of an individual height function HtP,Q(Ci; x,y) depends
3 on
the variables in suppH(Ci; x) and suppV (Ci; y), and it is straightforward to check that the
condition (1.4) is necessary in order for a distributional identity
HtP,Q(Ci; x,y)
d
= HtP
′,Q′(C ′i; x
′,y′)
to hold. The content of Theorem 1.5 is that this condition is also sufficient even when one
considers joint distributions of multiple height functions.
Examples of various transformations satisfying the assumptions of Theorem 1.5 are given
in Figure 5 and Section 4.2 (cf. Figures 12 and 13). These examples include the shift-
invariance of [BGW19, Theorems 1.2 and 4.13], see Remark 4.10.
3In fact, it follows as a simple consequence of the Yang–Baxter equation that the distribution of
HtP,Q(Ci;x,y) is symmetric in the variables suppH(Ci;x) and (separately) suppV (Ci;y), see Section 3.2.
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Figure 6. The geometric meaning of the intersection matrix IM+(d,u).
1.4. Applications. Following [BGW19], we describe some probabilistic models and univer-
sal objects which can be obtained as limiting cases of the stochastic colored six-vertex model
and state analogs of Theorem 1.5 for them. In particular, the generalized shift-invariance
property [BGW19, Conjecture 1.5] of the KPZ equation is given below in Theorem 1.9. We
closely follow the notation and exposition of [BGW19, Section 1].
For simplicity, we restrict to the case where the skew domain is a vertical strip of some
fixed width M . We start by introducing the notion of an intersection matrix which, in view
our results below, plays a role similar to the covariance matrix of a multivariate Gaussian
distribution.
Definition 1.7. Given vectors d = (d1, d2, . . . , dm) and u = (u1, u2, . . . , um) in Rm, we
introduce two m×m symmetric matrices IM(d,u), IM+(d,u) whose entries are given by
(1.5) IMi,j := min(ui, uj)−max(di, dj), IM+i,j = max(IMi,j, 0) for all i, j = 1, 2, . . . ,m.
We refer to IM+(d,u) as the intersection matrix of (d,u) since its (i, j)-th entry equals the
length of the intersection of line segments [di, ui] ∩ [dj, uj], see Figure 6.
Brownian last passage percolation. Fix a collection {Bn(t)}n∈Z of independent standard
Brownian motions on the real line. Given l, r ∈ Z and d, u ∈ R satisfying l ≤ r and d ≤ u,
the last passage time Z(l,d)→(r,u) is defined by
(1.6) Z(l,d)→(r,u) := max
d=tl<tl+1<···<tr+1=u
[
r∑
i=l
(Bi(ti+1)−Bi(ti))
]
.
The following result is a special case of Theorem 6.10.
Theorem 1.8. Fix M ∈ Z≥1 and consider vectors d,d′,u,u′ ∈ Rm satisfying di ≤ ui and
d′i ≤ u′i for all i = 1, . . . ,m. Suppose that the intersection matrices of (d,u) and (d′,u′)
coincide: IM+(d,u) = IM+(d′,u′). Then we have a distributional identity
(1.7)
(
Z(0,d1)→(M,u1), . . . ,Z(0,dm)→(M,um)
) d
=
(
Z(0,d′1)→(M,u′1), . . . ,Z(0,d′m)→(M,u′m)
)
.
Similarly to Remark 1.6, we expect that the condition IM+(d,u) = IM+(d′,u′) is not only
sufficient but also necessary in order for (1.7) to hold.
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KPZ equation. Consider a two-dimensional white Gaussian noise η(x, t). For y ∈ R,
define a random function Z(y)(t, x) as a solution to the following stochastic heat equation
with multiplicative white noise:
Z(y)t =
1
2
Z(y)xx + ηZ(y), t ∈ R≥0, x ∈ R; Z(y)(0, x) = δ(x− y),
where the initial condition is given by the delta function at y. We will consider the random
variables Z(y)(t, x) for fixed t ∈ R≥0 and different pairs (x, y), and we assume that the white
noise η is the same for different values of y. The formal logarithm H := − ln(Z(y)) satisfies
the celebrated Kardar–Parisi–Zhang (KPZ) equation [KPZ86]:
Ht = 1
2
Hxx − 1
2
(Hx)2 − η.
The KPZ universality class has been a subject of intense interest throughout the past two
decades, see [Cor12, QS15] for reviews.
For the following result, we consider vectors x,y ∈ Rm that do not necessarily satisfy xi ≤
yi and x
′
i ≤ y′i. In fact, we will swap x and y and use the matrix IM(y,x) from Definition 1.7
rather than the intersection matrix IM+(y,x). The geometric meaning of the entries of
IM(y,x) is that for all large enough L, the length of the intersection [yi, xi +L]∩ [yj, xj +L]
is given by IMi,j +L.
Theorem 1.9. Let t ∈ R≥0 and x,x′,y,y′ ∈ Rm. If IM(y,x) = IM(y′,x′) then(
Z(y1)(t, x1), . . . ,Z(ym)(t, xm)
)
d
=
(
Z(y′1)(t, x′1), . . . ,Z(y
′
m)(t, x′m)
)
.
In particular, this result implies [BGW19, Conjecture 1.5].
Airy sheet. It is believed [CQR15] that the large time limit of Z(y)(t, x) (as well as the
universal limit of various directed polymers and last-passage percolation models) is described
by the Airy sheet A(x, y). We define it in (6.3) building on recent results of [DOV18]. For
(x, y) ∈ R2, the random variable A(x, y) has the Tracy–Widom distribution [TW93, TW94].
Theorem 1.10. Let t ∈ R≥0 and x,x′,y,y′ ∈ Rm. If IM(x,y) = IM(x′,y′) then
(A(x1, y1), . . . ,A(xm, ym)) d= (A(x′1, y′1), . . . ,A(x′m, y′m)) .
Directed polymers. The limit transition from the stochastic colored six-vertex model to
the objects described above is obtained through a sequence of intermediate steps. First,
one passes to the fused vertex model [BW18] which then gets degenerated further to the
Beta polymer [BC17], the Gamma polymer [CSS15, OO15], and the O’Connell–Yor poly-
mer [OY01]. We will define these objects in Section 6.
Note that our proof of Theorem 1.5 has the following advantage. The general Beta polymer
depends on a choice of parameters (σi)i∈Z≥0 and (ρj)j∈Z≥1 . The shift-invariance of [BGW19]
is stated for the Beta polymer that is homogeneous in the vertical direction, i.e., when all
parameters ρj are equal to each other. The result is expected [BGW19, Remark 7.4] to hold
more generally for the Beta polymer that is inhomogeneous in both directions. Our proof
allows to confirm this: we show that the analog of Theorem 1.5 holds for Beta polymers with
arbitrary parameters (σi)i∈Z≥0 and (ρj)j∈Z≥1 , see Theorem 6.6.
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1.5. Related work. In a very recent preprint [Dau20], the author relies on the geometric
RSK correspondence [Kir01, NY04] to describe several transformations similar to the ones
we construct. The models considered in [Dau20] are mostly disjoint from the models studied
here: we focus on the stochastic six-vertex model and Beta polymers, while [Dau20] works
with the last passage percolation with geometric or exponential weights and log-gamma poly-
mers. There is a certain overlap among the limiting Gaussian objects, such as the Brownian
last passage percolation or the KPZ equation. For example, [BGW19, Conjecture 1.5] that
we obtain as a consequence of Theorem 1.9 can also be deduced from [Dau20, Theorem 1.1].
The central transformation of this paper, Theorem 1.1, shares some similarities with the
notion of a decoupled polymer model [Dau20, Definition 2.2] that captures the class of models
to which the RSK correspondence applies, see [Dau20, Theorem 2.3]. It would be interesting
to understand whether our flip theorem leads to an analog of the geometric RSK correspon-
dence for the stochastic colored six-vertex model. We thank Vadim Gorin for bringing the
paper [Dau20] to our attention.
1.6. Outline. We give background on Hecke algebras in Section 2 and use them to prove
Theorem 1.1 in Section 3. The next two sections are devoted to the proof of Theorem 1.5:
in Section 4, we describe a family of transformations and use Theorem 1.1 to show that they
preserve joint distributions of height functions. In Section 5, we show that any transfor-
mation satisfying the assumptions of Theorem 1.5 can be obtained as a composition of the
transformations constructed in Section 4. In Section 6, we describe the limiting transitions
of [BGW19] and use them to prove the results stated in Section 1.4. Finally, we discuss the
relationship of the stochastic colored six-vertex model with Kazhdan–Lusztig polynomials
and positroid varieties in Section 7. We include some examples and a conjecture relating
Theorem 1.5 to more general wiring diagram domains in Section 7.5.
Acknowledgments. I am deeply grateful to Alexei Borodin for sparking my interest in
this problem and for his guidance throughout the various stages of the project. I am also
indebted to Vadim Gorin for the numerous consultations and explanations. Additionally,
I would like to thank Thomas Lam and Pavlo Pylyavskyy with whom I discussed some
questions and objects from Section 7. This work was partially supported by the National
Science Foundation under Grant No. DMS-1954121.
2. Hecke algebra and the Yang–Baxter basis
One of our main tools is a certain direct relationship between the stochastic colored six-
vertex model (which we from now on abbreviate as the SC6V model) and the Yang–Baxter
basis of the Hecke algebra of Sn introduced in [LLT97]. A simple proof of the color-position
symmetry of [BB19] is given in Section 2.2. Another non-trivial property of the SC6V
model that becomes obvious in the language of Hecke algebras are the non-local relations of
Borodin–Wheeler [BW18], see (2.3) below.
Fix n ≥ 1. For integers i ≤ j, we denote [i, j] := {i, i + 1, . . . , j}, and for i > j, we set
[i, j] := ∅. For i ∈ [1, n−1], denote by si ∈ Sn the transposition (i, i+1). For indeterminates
q and z := (z1, z2, . . . , zn), we consider the Hecke algebra Hq(Sn; z), which is an associative
algebra over C(q; z) := C(q, z1, . . . , zn) with basis {Tw}w∈Sn and relations
(2.1) TuTw = Tuw if `(uw) = `(u) + `(w), and (Ti + q)(Ti − 1) = 0 for i ∈ [1, n− 1],
10 PAVEL GALASHIN
where Ti := Tsi and `(w) denotes length of w ∈ Sn, i.e., the number of inversions of w. For
the identity permutation id ∈ Sn, we have Tid = 1 ∈ Hq(Sn; z).
For j ∈ [1, n] and u,w ∈ Sn, we use the convention that (uw)(j) := w(u(j)). For k ∈
[1, n− 1] and p ∈ C(q; z), we write
Rk(p) := pTk + (1− p) ∈ Hq(Sn; z).
Given an arbitrary permutation pi ∈ Sn and k ∈ [1, n − 1], the above relations imply the
following rules for multiplying Tpi by Rk(p):
Tpi ·Rk(p) =
{
pTpisk + (1− p)Tpi, if `(pisk) = `(pi) + 1,
qpTpisk + (1− qp)Tpi, if `(pisk) = `(pi)− 1;
(2.2)
Rk(p) · Tpi =
{
pTskpi + (1− p)Tpi, if `(skpi) = `(pi) + 1,
qpTskpi + (1− qp)Tpi, if `(skpi) = `(pi)− 1.
(2.3)
We note the formal similarity between (2.2) and Figure 1. We will make this precise in
Proposition 2.3 by interpreting the SC6V model in terms of products of elements of the form
Rk(p). With this interpretation, (2.3) turns into the non-local relations studied in [BW18,
Theorem 5.3.1].
2.1. Wiring diagram domains. We would like to consider the SC6V model described in
Section 1.1 associated to more general domains that we call wiring diagram domains.
Let i = (i1, i2, . . . , ir) be an arbitrary sequence of elements of [1, n − 1], and choose an
arbitrary family p = (p1, p2, . . . , pr) of elements of C(q; z). The sequence i gives rise to a
wiring diagram as in Example 2.2 and Figure 7: there are n paths called wires, and each wire
moves horizontally left-to-right. The wires start on the left at heights 1, 2, . . . , n. For each
j ∈ [1, r], the wires at heights ij and ij + 1 cross at the point
(
j, ij +
1
2
)
and then proceed
to the right at heights ij + 1 and ij, respectively.
Let us also fix another permutation σ ∈ Sn called the incoming color permutation.
Definition 2.1. The SC6V model inside (i,p) with incoming colors σ is a probability dis-
tribution on Sn denoted (Z
i,p,σ
pi (z))pi∈Sn , defined as follows. Suppose that for each c ∈ [1, n],
a path of color σ(c) enters the wiring diagram of i on the left at height c. We say that the
incoming colors are ordered if σ = id. For each j ∈ [1, r], the two paths entering the crossing
point
(
j, ij +
1
2
)
from the left proceed to the right according to the probabilities in Figure 1,
where the spectral parameter p is equal to pj. Once all paths reach the right boundary of
the wiring diagram of i, they give rise to a random outgoing color permutation pi defined so
that for c ∈ [1, n], the path of color c exits at height pi(c). We let Z i,p,σpi (z) denote the total
probability of observing pi as the outgoing color permutation.
Example 2.2. Let n = 5, i = (4, 2, 3, 2, 1, 2, 3), and p := (p1, p2, . . . , p7). The corresponding
wiring diagram domain is shown in Figure 7(left). An example of a configuration of the
SC6V model inside (i,p) with incoming color permutation σ = (3, 1, 2, 5, 4) and outgoing
color permutation pi = (1, 4, 2, 5, 3) is shown in Figure 7(right) together with its probability.
Our first goal is to interpret the probabilities Z i,p,σpi (z) in terms of elements of Hq(Sn; z).
Let us write
(2.4) Y i,p,σ := TσRi1(p1)Ri2(p2) · · ·Rir(pr) =
∑
pi∈Sn
κi,p,σpi (z)Tpi.
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1
2
3
4
5
p1
p2
p3
p4
p5
p6
p7
i = (4, 2, 3, 2, 1, 2, 3)
3 1
1 3
2 5
5 2
4 4
(1− qp1)p2(1− p3)qp4qp5(1− qp6)p7σ pi−1
Figure 7. Left: a wiring diagram domain from Definition 2.1. Right: a
configuration of the SC6V model inside (i,p), see Example 2.2.
Proposition 2.3. For all i, p, σ, and pi, we have
(2.5) Z i,p,σpi (z) = κ
i,p,σ
pi (z).
Proof. We prove this by induction on r. The case r = 0 is trivial. Suppose now that (2.5)
holds for some i = (i1, i2, . . . , ir), p = (p1, p2, . . . , pr), σ ∈ Sn, and all pi ∈ Sn. Choose
k ∈ [1, n− 1] and p ∈ C(q; z) and let i′ := (i1, i2, . . . , ir, k), p′ := (p1, p2, . . . , pr, p). Consider
a permutation pi ∈ Sn such that `(pisk) = `(pi) + 1.
The following transition formulas are easily deduced respectively from Definition 2.1 and
from Equations (2.2), (2.4):(
Zi
′,p′,σ
pi (z)
Zi
′,p′,σ
pisk (z)
)
=
(
1− p qp
p 1− qp
)(
Zi,p,σpi (z)
Zi,p,σpisk (z)
)
,
(
κi
′,p′,σ
pi (z)
κi
′,p′,σ
pisk (z)
)
=
(
1− p qp
p 1− qp
)(
κi,p,σpi (z)
κi,p,σpisk (z)
)
.
By the induction hypothesis, we have Z i,p,σpi (z) = κ
i,p,σ
pi (z) and Z
i,p,σ
pisk
(z) = κi,p,σpisk (z), therefore
we get that the left hand sides are equal, completing the induction step. 
2.2. Color-position symmetry. As a warm up, we explain the results of [BB19] using the
machinery of Hecke algebras. Let i = (i1, i2, . . . , ir) and p = (p1, p2, . . . , pr) be arbitrary.
First, following [BB19], we would like to consider the case where the incoming colors are
ordered, i.e., σ = id. In this case, we usually omit σ from the notation and write Y i,p and
Z i,ppi (z) instead of Y
i,p,id and Z i,p,id(z).
For i = (i1, i2, . . . , ir) and p = (p1, p2, . . . , pr), let us denote rev(i) := (ir, . . . , i2, i1),
rev(p) = (pr, . . . , p2, p1). The color-position symmetry of [BB19] amounts to the following
statement.
Theorem 2.4 ([BB19, Theorem 2.2]). For all i, p, and pi ∈ Sn, the coefficient of Tpi in Y i,p
is equal to the coefficient of Tpi−1 in Y
rev(i),rev(p):
Z i,ppi (z) = Z
rev(i),rev(p)
pi−1 (z).
Proof. Consider the anti-automorphism D : Hq(Sn; z) → Hq(Sn; z) sending Tpi to Tpi−1 for
each pi ∈ Sn. It reverses the order of multiplication, sending Y i,p = Ri1(p1)Ri2(p2) · · ·Rir(pr)
to Y rev(i),rev(p) = Rir(pr) · · ·Ri2(p2)Ri1(p1). The result follows. 
Remark 2.5. The above proof was also independently found by Bufetov [Buf20]. Connec-
tions between Hecke algebras and the ASEP have been discovered in the literature a number
of times throughout the years, see e.g. [ADHR94, Can17, CdGW15, CMW18]. On the other
hand, the equivalence between the SC6V model and the Yang–Baxter basis of [LLT97] dis-
cussed in Section 2.3 appears to have not been pointed out before.
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1z1 5
2z2 3
3z3 2
4z4 1
5z5 4
p4,5
p2,3
p2,5
p3,5
p1,5
p1,3
p1,2
Y w for w−1 = (5, 3, 2, 1, 4)
1 5
2 6
3 7
4 1
5 2
6 3
7 4
x4 = z1
x3 = z2
x2 = z3
x1 = z4
y1 = z5
y2 = z6
y3 = z7{
M
{
N
wM,N for M = 4, N = 3
Figure 8. Left: the wiring diagram domain associated with a Yang–Baxter
basis element Y w. Here pi,j =
zj−zi
zj−qzi , see (2.6). Right: The case of a Grass-
mannian permutation wM,N from Example 2.9.
Next, we would like to reduce to the case of an arbitrary incoming color permutation σ to
the above case σ = id. Given σ ∈ Sn, a reduced word for σ is a sequence j = (j1, j2, . . . , jl)
such that σ = sj1sj2 · · · sjl and l = `(σ). For two sequences i = (i1, . . . , ir), j = (j1, . . . , jl),
let (i, j) = (i1, . . . , ir, j1, . . . , jl) denote their concatenation. For l ≥ 1, denote by 1l :=
(1, 1, . . . , 1) the sequence that consists of l ones.
Lemma 2.6. Let i = (i1, i2, . . . , ir), p = (p1, p2, . . . , pr), and σ ∈ Sn be arbitrary, and choose
a reduced word j = (j1, j2, . . . , jl) for σ, where l = `(σ). Let i
′ := (j, i) and p′ := (1l,p). Then
Y i,p,σ = Y i
′,p′,id.
Proof. By definition, Y i
′,p′,id = Rj1(1) · · ·Rjl(1)Y i,p,id. Since Rk(1) = Tk, we get Y i′,p′,id =
TσY
i,p,id, which is by definition equal to Y i,p,σ. 
Remark 2.7. Lemma 2.6 yields a generalization of Theorem 2.4 to the case of arbitrary
incoming colors: for the SC6V model inside (i,p) with incoming colors σ, the probability of
observing pi as the outgoing color permutation is equal to the probability of observing pi−1
as the outgoing color permutation for the SC6V model inside (i′,p′) with ordered incoming
colors (σ′ = id). Here i′ = (rev(i), rev(j)), j is a reduced word for σ, and p′ = (p, 1`(σ)).
2.3. Yang–Baxter basis. The Hecke algebra Hq(Sn; z) has a basis called the Yang–Baxter
basis {Y w}w∈Sn , introduced in [LLT97]. It is defined via the following recurrence relation.
For the identity permutation id ∈ Sn, we set Y id = Tid = 1 ∈ Hq(Sn; z). For any w ∈ Sn and
k ∈ [1, n− 1] such that `(wsk) = `(w) + 1 (equivalently, such that w−1(k) < w−1(k+ 1)), we
have
(2.6) Y wsk = Y w ·Rk(pw−1(k),w−1(k+1)), where pi,j := zj − zi
zj − qzi .
This is a special case of the construction from the previous subsection, see Figure 8(left): we
have Y w = Y i,p,id for a reduced word i of w and a particular choice of p. The element Y w can
be computed via this recurrence in various ways (which correspond to the various reduced
words for w), but the result is uniquely determined because the elements Rk(p) satisfy the
following Yang–Baxter relation: for any a < b < c ∈ [1, n] and k ∈ [1, n− 2], we have
(2.7) Rk(pa,b)Rk+1(pa,c)Rk(pb,c) = Rk+1(pb,c)Rk(pa,c)Rk+1(pa,b).
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Consider the entries Zwpi (z) of the transition matrix between the bases {Y w} and {Tpi}:
(2.8) Y w =
∑
pi∈Sn
Zwpi (z)Tpi.
By Proposition 2.3, each of these coefficients equals the probability of observing pi as an
outgoing color permutation for the SC6V model associated with a reduced word for w.
2.4. From skew domains to wiring diagram domains. Let (P,Q) be a skew do-
main with n = |P | = |Q|. Recall that the column and row rapidities are given by x =
(x1, x2, . . . ) and y = (y1, y2, . . . ). The SC6V model inside (P,Q) gives rise to a proba-
bility distribution (ZP,Qpi (x,y))pi∈Sn on permutations. We claim that there exists a permu-
tation wP,Q ∈ Sn and the values z = (z1, z2, . . . , zn) such that for all pi ∈ Sn, we have
Zw
P,Q
pi (z) = Z
P,Q
pi (x,y). Indeed, recall that the steps of P and Q are given respectively by
P1, P2, . . . , Pn and Q1, Q2, . . . , Qn. Let i ∈ [1, n]. Suppose that Pi is a vertical step located
in row r ∈ Z≥1. Then there exists a unique vertical step Qj of Q in the same row, and we set
zi := yr and w
P,Q(i) := j. Similarly, suppose that Pi is a horizontal step located in column
c ∈ Z≥1. Then there exists a unique horizontal step Qj of Q in the same column, and we set
zi := xc and w
P,Q(i) := j. Comparing the descriptions of the SC6V model in Sections 1.1
and 2.1, we find the following result.
Proposition 2.8. For any skew domain (P,Q) and any pi ∈ Sn, we have
Zw
P,Q
pi (z) = Z
P,Q
pi (x,y).
A similar statement holds for the case of an arbitrary incoming color permutation σ.
Example 2.9. In the setting of Section 1.2, consider the SC6V model inside an M × N -
rectangular domain (P,Q). We have n = M + N , z = (xM , . . . , x1, y1, . . . , yN), and the
permutation wM,N := wP,Q is defined by wM,N(i) = i + N modulo n (thus wM,N is a
Grassmannian permutation of length MN). We can write it as a product
(2.9) wM,N = (sMsM+1 · · · sM+N−1) · (sM−1sM · · · sM+N−2) · · · (s1s2 · · · sN)
of MN simple transpositions. They correspond naturally to the cells in [1,M ] × [1, N ] =
(P,Q)Z. The case M = 4, N = 3 is shown in Figure 8(right).
3. Flip symmetry
Our goal is to prove Theorem 1.1 and state a more general version that will be used in the
proof of Theorem 1.5. Throughout the first two subsections, we fix an M × N -rectangular
domain (P,Q), a vertical boundary condition V = {(d1, u1), . . . , (dv, uv)}, and an integer h.
3.1. Boundary conditions and the Hecke algebra. Let H = {(l1, r1), . . . , (lh, rh)} be a
set of pairs. Let SAT(H,V) := {pi ∈ Sn | HM,Npi = H and VM,Npi = V} denote the set of all
permutations pi ∈ Sn satisfying given horizontal and vertical boundary conditions (H,V).
For an arbitrary element
(3.1) Y =
∑
pi∈Sn
κpiTpi ∈ Hq(Sn; z), let Y H,V :=
∑
pi∈SAT(H,V)
κpi ∈ C(q; z).
For H = {(l1, r1), . . . , (lh, rh)} and a permutation τ ∈ Sn, we denote
τ ·H := {(τ(l1), r1), . . . , (τ(lh), rh)} and H · τ := {(l1, τ(r1)), . . . , (lh, τ(rh))}.
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Let r ∈ [1, N − 1]. We write H < H · sr if for all pi ∈ SAT(H,V), we have `(pi) < `(pisr).
Similarly, we write H > H · sr if for all pi ∈ SAT(H,V), we have `(pi) > `(pisr). It is easy to
check that if neither H > H · sr nor H < H · sr is satisfied then we must have H = H · sr as
sets of pairs. Indeed, for each pi ∈ SAT(H,V), the condition that pi satisfies H implies that
either pi−1(r) = lj for some j ∈ [1, h], or pi−1(r) ∈ [1,M ], and similarly for pi−1(r + 1). If
both pi−1(r), pi−1(r + 1) belong to [1,M ] then H = H · sr. Otherwise, H determines whether
pi−1(r) < pi−1(r+1) or pi−1(r) > pi−1(r+1), which determines respectively whether H·sr > H
or H · sr < H. Similarly, for l ∈ [M + 1, n− 1], we write H < sl ·H (resp., H > sl ·H) if for
all pi ∈ SAT(H,V), we have `(pi) < `(slpi) (resp., `(pi) > `(slpi)).
For an element Y ∈ Hq(Sn; z) and r ∈ [1, N − 1], l ∈ [M + 1, n− 1], (2.2)–(2.3) gives
(Y ·Rr(p))H,V =

Y H,V, if H · sr = H,
pY H·sr,V + (1− qp)Y H,V, if H · sr < H,
qpY H·sr,V + (1− p)Y H,V, if H · sr > H;
(3.2)
(Rl(p) · Y )H,V =

Y H,V, if sl ·H = H,
pY sl·H,V + (1− qp)Y H,V, if sl ·H < H,
qpY sl·H,V + (1− p)Y H,V, if sl ·H > H.
(3.3)
Let us prove one of these identities, the other cases being completely analogous. Sup-
pose that H · sr > H and let A := SAT(H,V). Then we may assume Y =
∑
pi∈A κpiTpi +∑
pi∈A κpisrTpisr , so Y
H,V =
∑
pi∈A κpi and Y
H·sr,V =
∑
pi∈A κpisr . Applying (2.2), we find
Y ·Rr(p) =
∑
pi∈A
κpi (pTpisr + (1− p)Tpi) +
∑
pi∈A
κpisr (qpTpi + (1− qp)Tpisr)
=
∑
pi∈A
(κpi(1− p) + κpisrqp)Tpi +
∑
pi∈A
(κpisr(1− qp) + κpip)Tpisr .
Thus (Y ·Rr(p))H,V =
∑
pi∈A (κpi(1− p) + κpisrqp) = (1−p)Y H,V+qpY H·sr,V, which completes
one of the cases in (3.2).
3.2. Proof of Theorem 1.1. We would like to show that for any horizontal boundary
condition H = {(l1, r1), . . . , (lh, rh)}, we have ZH,V(x,y) = Z180◦(H),V(x, rev(y)). We will do
this by induction, making extensive use of Equations (3.2)–(3.3).
Let w := wM,N be the Grassmannian permutation from Example 2.9, and let Y w ∈
Hq(Sn; z) be the corresponding element of the Yang–Baxter basis. Equation (2.7) implies
(3.4) Y w ·Rr(pl,l+1) = Rl(pl,l+1) · sl;z(Y w) for r ∈ [1, N − 1] and l := r +M ,
where sl;z is the automorphism of Hq(Sn; z) that swaps zl and zl+1.
Let H0 := {(M + 1, 1), (M + 2, 2), . . . , (M + h, h)} be the horizontal boundary condition
where the corresponding h colored paths are fully packed at the bottom of the rectangle. In
this case, we have 180◦(H0) = {(n,N), (n− 1, N − 1), . . . , (n− h + 1, N − h + 1)}, and the
corresponding h paths are fully packed at the top of the rectangle.
Since V, P,Q,x are fixed, we denote Z[H,y] := ZH,V(x,y). The idea of the proof is
to first show the result for H0 and then use (3.4) to express Z[H,y] inductively for any
H in terms of Z[H0,y]. Because of the 180◦-symmetry of (3.2)–(3.4), it will follow that
Z[180◦(H), rev(y)] can be expressed in terms of Z[180◦(H0), rev(y)] in a symmetric way,
which will imply Z[H,y] = Z[180◦(H), rev(y)].
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Q6Q7Q8Q9
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y4
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y2
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==ZH0,V(x,y) Z180
◦(H0),V(x,y′) Z180
◦(H0),V(x, rev(y))
Figure 9. The base of the induction in the proof of Theorem 1.1. The first
equality is true by definition, and the second equality follows by applying a
sequence of Yang–Baxter moves to flip the order of y3, y4, y5.
Pl
Pl+1
Qr
Qr+1
{ Pl
Pl+1
Qr
Qr+1
{ Pl
Pl+1
Qr
Qr+1
{
H H′ = H · sr H′′ = sl ·H · sr
Figure 10. The induction step in the proof of Theorem 1.1: one can express
Z[H,y] recursively in terms of Z[H′,y] and Z[H′′,y].
We start with the base case Z[H0,y] = Z[180◦(H0), rev(y)], illustrated in Figure 9. Re-
call from Figure 8(right) and Example 2.9 that the variables x,y, z are related as z =
(xM , xM−1, . . . , x1, y1, y2, . . . , yN). Let y′ := (yh+1, yh+2, . . . , yN , yh, yh−1, . . . , y1) and recall
that rev(y) = (yN , yN−1, . . . , y1). It follows from the definition of the model that Z[H0,y] =
Z[180◦(H0),y′]. To go from y′ to rev(y), we use the standard zipper argument : it is clear that
H′0 := 180◦(H0) satisfiesH′0·sr = sr+M ·H′0 = H0 for all r ∈ [1, N−h−1]. Thus (3.4) combined
with (3.2)–(3.3) shows that Z[180◦(H0),y′] is symmetric in the variables yh+1, yh+2, . . . , yN
and therefore equals Z[180◦(H0), rev(y)]. This shows Z[H0,y] = Z[180◦(H0), rev(y)], finish-
ing the induction base.
For H = {(l1, r1), . . . , (lh, rh)}, denote R(H) := {r1, r2, . . . , rh} ⊆ [1, N ]. For two h-
element subsets I = {i1 < i2 < · · · < ih} and J = {j1 < j2 < · · · < jh} of [1, N ], we write
I  J if i1 ≤ j1, i2 ≤ j2, . . . , ih ≤ jh. We also write I ≺ J if I  J but I 6= J . Note that if
R(H) = [1, h] is minimal in this order then either H = H0 or Z[H,y] = 0.
Let H = {(l1, r1), . . . , (lh, rh)}. Suppose that we have shown Z[H′,y] = Z[180◦(H′), rev(y)]
for all H′ satisfying R(H′) ≺ R(H). If H = H0 then we are done, otherwise R(H) 6= [1, h],
so let r ∈ [1, N − 1] be an index such that r /∈ R(H) but r+ 1 ∈ R(H). Let H′ := H · sr > H
and denote l := r + M . Applying the map Y 7→ Y H′,V to both sides of (3.4) and using the
relations (3.2)–(3.3), we get
(3.5) κ1(Y
w)H,V + κ′1(Y
w)H
′,V = κ′2sl;z(Y
w)H
′,V + κ′′2sl;z(Y
w)H
′′,V,
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for some coefficients κ1, κ
′
1, κ
′
2, and κ
′′
2, where H′′ := sl ·H′ = sl ·H · sr. See Figure 10.
Since H′ · sr = H < H′, we get κ1 = pl,l+1 and κ′1 = (1 − qpl,l+1). The coefficients κ′2 and
κ′′2 depend on whether H′ < H′′, H′ = H′′, or H′ > H′′. For example, Figure 10 illustrates
the case H′ > H′′. Recall that Z[H,y] = (Y w)H,V by Proposition 2.8. Thus (3.5) allows us
to express Z[H,y] as a linear combination of Z[H′,y], sl;zZ[H′,y], and sl;zZ[H′′,y].
Let l¯ := n− r, r¯ := n− l. Applying the map Y 7→ Y 180◦(H′),V to both sides of (3.4) yields
(3.6) κ¯′2(Y
w)180
◦(H′),V + κ¯′′2(Y
w)180
◦(H′′),V = κ¯1sl¯;z(Y
w)180
◦(H),V + κ¯′1sl¯;z(Y
w)180
◦(H′),V
for some coefficients κ¯1, κ¯
′
1, κ¯
′
2, and κ¯
′′
2. Because of the symmetry between Equations (3.2)
and (3.3), we find that the tuple (κ¯1, κ¯
′
1, κ¯
′
2, κ¯
′′
2) is obtained from (κ1, κ
′
1, κ
′
2, κ
′′
2) by replacing
pl,l+1 with pl¯,l¯+1. For instance, we have κ¯1 = pl¯,l¯+1 and κ¯
′
1 = (1− qpl¯,l¯+1).
Since pl,l+1 =
(
sl¯;z(pl¯,l¯+1)
) |y 7→rev(y), the transformation κ¯ 7→ (sl¯;z(κ¯)) |y 7→rev(y) takes
(κ¯1, κ¯
′
1, κ¯
′
2, κ¯
′′
2) to (κ1, κ
′
1, κ
′
2, κ
′′
2). Applying sl¯;z to both sides of (3.6) and substituting y 7→
rev(y) therefore gives
κ′2sl¯;zZ[180
◦(H′), rev(y)] + κ′′2sl¯;zZ[180◦(H′′), rev(y)]
= κ1Z[180
◦(H), rev(y)] + κ′1Z[180◦(H′), rev(y)].
(3.7)
Finally, notice that R(H′) = R(H′′) ≺ R(H). Applying the induction hypothesis, we get
(3.8) Z[H′,y] = Z[180◦(H′), rev(y)] and Z[H′′,y] = Z[180◦(H′′), rev(y)].
Combining (3.5), (3.7), and (3.8) with the fact that κ1 = pl,l+1 6= 0, we find Z[H,y] =
Z[180◦(H), rev(y)], completing the induction step. 
3.3. Generalized flip theorem. In order to pass from rectangles to arbitrary skew do-
mains, we will need to state a certain generalization of the flip theorem to the case where
the incoming colors are not necessarily ordered.
Fix two elements i, j ∈ [1, n − 1]. For simplicity, let us first assume that i + j = n so
that the map k 7→ i + j − k is a bijection [1, n − 1] → [1, n − 1]. (We explain how to lift
this assumption in Remark 3.3.) Consider an involutive anti-automorphism Y 7→ (Y )∗i,j of
Hq(Sn; z) sending Tk 7→ Ti+j−k for all k ∈ [1, n− 1], thus we have
(Tk1Tk2 · · ·Tkr)∗i,j := Ti+j−kr · · ·Ti+j−k2Ti+j−k1 .
Let M ∈ [1, i] and N ∈ [1, j]. Consider a permutation w ∈ Sn defined for all r ∈ [1, n] by
w(r) :=

r +M + j− i, if r ∈ [i−M + 1, i],
r −N + j− i, if r ∈ [i + 1, i +N ],
r, otherwise.
We let Y i,jM×N := Y
w be the corresponding Yang–Baxter basis element, see Figure 11(left).
We also denote Y
i,j
M×N := Y
i,j
M×N |z 7→rev[i+1,i+N ](z), where the substitution z 7→ rev[i+1,i+N ](z) is
a shorthand for zi+1 7→ zi+N , zi+2 7→ zi+N−1, . . . , zi+N 7→ zi+1, see Figure 11(right).
Analogously to Section 1.2, given a permutation pi ∈ Sn, we let
(3.9) Hi,jpi := {(i, pi(i)) | i > i and pi(i) ≤ j}, Vi,jpi := {(i, pi(i)) | i ≤ i and pi(i) > j}.
For two sets H = {(l1, r1), . . . , (lh, rh)} and V = {(d1, u1), . . . , (dv, uv)} of pairs, we denote
SATi,j(H,V) := {pi ∈ Sn | Hi,jpi = H and Vi,jpi = V} and for Y =
∑
pi∈Sn κpiTpi ∈ Hq(Sn; z), we
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Figure 11. An application of the generalized flip theorem (Theorem 3.1).
let (Y )H,Vi,j :=
∑
pi∈SATi,j(H,V) κpi as in (3.1). Finally, we define
(3.10) 180◦i,j(H) := {(i + j + 1− r1, i + j + 1− l1), . . . , (i + j + 1− rh, i + j + 1− lh)}.
For 1 ≤ a ≤ b ≤ n, we let S[a,b] denote the (parabolic) subgroup of Sn generated by
{sk | k ∈ [a, b − 1]}, and we let Hq(S[a,b]; z) be the subalgebra of Hq(Sn; z) generated by
{Tpi | pi ∈ S[a,b]}.
Theorem 3.1. Fix n, i, j,M,N as above and let
YL ∈ Hq(S[i+1,n]; z), YD ∈ Hq(S[1,i]; z), YU ∈ Hq(S[j+1,n]; z), YR ∈ Hq(S[1,j]; z)
be arbitrary elements. Then for all H and V, we have
(3.11)
(
YL · YD · Y i,jM×N · YU · YR
)H,V
i,j
=
(
(YR)
∗
i,j · YD · Y i,jM×N · YU · (YL)∗i,j
)180◦i,j(H),V
i,j
.
See Figure 11 for an illustration when n = 9, i = 5, j = 4, M = 3, and N = 2.
Remark 3.2. The substitution z 7→ rev[i+1,i+N ](z) is performed only for the element Y i,jM×N ,
the spectral parameters appearing in the other four elements remain unchanged. Thus if the
left hand side YL · YD · Y i,jM×N · YU · YR belongs to the Yang–Baxter basis, the right hand side
(YR)
∗
i,j · YD · Y
i,j
M×N · YU · (YL)∗i,j in general does not belong to the Yang–Baxter basis.
Proof. By the C(q; z)-linearity of the maps Y 7→ (Y )H,Vi,j and Y 7→ (Y )∗i,j, it suffices to show
the result for the case YL = TwL , YD = TwD , YU = TwU , YR = TwR for some wL ∈ S[i+1,n],
wD ∈ S[1,i], wU ∈ S[j+1,n], wR ∈ S[1,j]. We do this by induction on the total length of these
permutations.
The base case
(
Y i,jM×N
)H,V
i,j
=
(
Y
i,j
M×N
)180◦(H),V
i,j
is the content of Theorem 1.1. The induc-
tion step follows by substituting p = 1 into (3.2) and (3.3). 
Remark 3.3. We have assumed above that i + j = n. For general i and j, let us introduce
kmin := max(1, i + j + 1 − n) and kmax := min(n, i + j). Then the map k 7→ i + j − k
is a bijection sending [kmin, kmax − 1] to itself. In the statement of Theorem 3.1 we then
additionally assume that the elements YL, Y
i,j
M×N , and YR all belong to Hq(S[kmin,kmax]; z).
The proof of Theorem 3.1 remains the same in this more general case.
Remark 3.4. Substituting YL = YU = YR = 1 into (3.11), we find that the flip theorem
(Theorem 1.1) holds more generally when the incoming colors entering the rectangle from
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the left are increasing bottom-to-top and are all larger than the colors entering the rectangle
from the bottom (which can be arbitrarily ordered). Note that Theorem 1.1 fails in general
if one of these two assumptions is not satisfied.
4. Consequences of the flip theorem
Our proof of Theorem 1.5 will consist of two parts. In this section, we use the flip theorem
to construct a “zoo” of transformations on tuples of (P,Q)-cuts that preserve the joint
distribution of the associated vector of height functions. In the next section, we will show
that, after restricting to connected components, any transformation satisfying the conditions
of Theorem 1.5 can be obtained as a composition of transformations constructed in this
section. We start by introducing some notation related to (P,Q)-cuts.
Definition 4.1. Let (P,Q) be a skew domain and consider a (P,Q)-cut C = (l, d, u, r).
Recall from Section 1.3 and Figure 4(middle) that we associate the numbers 1 ≤ i, j ≤ n
to C so that i (resp., j) is the number of steps in P (resp., of Q) between its start and the
bottom left (resp., top right) corner of the cell (l, d) (resp., (r, u)). We call the numbers (i, j)
the color cutoff levels of C. Given another (P,Q)-cut C ′ = (l′, d′, u′, r′) 6= C, we say that
C and C ′ cross if the closed line segments [(l, d), (r, u)] and [(l′, d′), (r′, u′)] intersect in the
plane. Equivalently, C and C ′ cross if [l, r] ⊆ [l′, r′] and [d, u] ⊇ [d′, u′] or vice versa.
For the rest of this section, we fix a skew domain (P,Q) and a tuple C = (C1, C2, . . . , Cm)
of (P,Q)-cuts, where Ci = (li, di, ui, ri) for i ∈ [1,m]. We let
HtP,Q(C; x,y) := (HtP,Q(C1; x,y),HtP,Q(C2; x,y), . . . ,HtP,Q(Cm; x,y))
denote the associated vector of height functions.
4.1. Admissible transformations: definitions. Given two integers l ≤ r ∈ Z≥1, we let
rev[l,r] : Z≥1 → Z≥1 be the bijection defined by
rev[l,r](k) =
{
l + r − k, if k ∈ [l, r],
k, otherwise,
for all k ∈ Z≥1.
Definition 4.2. A transformation is a pair Φ := (φH , φV ) of bijections φH , φV : Z≥1 → Z≥1.
We say that a transformation Φ is C-admissible if there exists another skew domain (P ′, Q′)
and a tuple C ′ = (C ′1, C ′2, . . . , C ′m) of (P ′, Q′)-cuts with C ′i = (l′i, d′i, u′i, r′i) such that for
all i ∈ [1,m], we have φH([li, ri]) = [l′i, r′i] and φV ([di, ui]) = [d′i, u′i]. In this case, we say
that Φ is strongly C-admissible if HtP,Q(C; x,y) d= HtP ′,Q′(C ′; x′,y′), where x′ := φ−1H (x) =
(xφ−1H (1)
, xφ−1H (2)
, . . . ) and y′ := φ−1V (y) = (yφ−1V (1), yφ−1V (2), . . . ).
Remark 4.3. Having φH([li, ri]) = [l
′
i, r
′
i] is equivalent to having suppH(Ci; x) = suppH(C
′
i; x
′)
for x′ = φ−1H (x): we have suppH(C
′
i; x
′) = {x′s}s∈[l′i,r′i] = {x′φH(t)}t∈[li,ri], and this equals to
suppH(Ci; x) = {xt}t∈[li,ri] when we take x′φH(t) := xt.
Remark 4.4. Given a C-admissible transformation Φ, the above tuple C ′ is uniquely deter-
mined by the conditions φH([li, ri]) = [l
′
i, r
′
i], φV ([di, ui]) = [d
′
i, u
′
i], thus we denote C ′ = Φ(C).
However, there are in general many choices for domains (P,Q) and (P ′, Q′) such that C is a
tuple of (P,Q)-cuts and C ′ is a tuple of (P ′, Q′)-cuts. So it may appear that the notion of
strong C-admissibility depends on the choices of skew domains (P,Q) and (P ′, Q′), but ac-
tually this is not the case as we show in Corollary 4.13. Thus proving Theorem 1.5 amounts
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Figure 12. A global H-flip (Lemma 4.6).
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Figure 13. A local H-flip (Lemma 4.7).
to showing that each C-admissible transformation is strongly C-admissible. We now give a
list of strongly C-admissible transformations.
4.2. Admissible transformations: examples. In this subsection, we state that several
transformations are strongly C-admissible. We will prove these statements later in Sec-
tion 4.4. Fix some integers M∞, N∞ ∈ Z≥1 satisfying (P,Q)Z ⊆ [1,M∞]× [1, N∞].
Color-position symmetry. Our first transformation comes from Theorem 2.4. In fact,
this is the only transformation that is not a consequence of the flip theorem (although it is a
trivial transformation from the point of view of Hecke algebras as explained in Section 2.2).
Recall that we have fixed a skew domain (P,Q) and a tuple C = (C1, C2, . . . , Cm) of (P,Q)-
cuts.
Lemma 4.5 (Color-position symmetry). Φ := (rev[1,M∞], rev[1,N∞]) is a strongly C-admissible
transformation.
Under this transformation, the domain (P,Q) and all (P,Q)-cuts rotate by 180 degrees.
Global flips. Our next transformation is a direct application of Theorem 3.1. In fact, we
describe two transformations, a global H-flip and a global V-flip. They are obtained from
each other by interchanging the horizontal and vertical directions, i.e., reflecting along the
line y = x. We thus describe only one of the two transformations.
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Lemma 4.6 (Global H-flip). Suppose that C = (l, d, u, r) is a (P,Q)-cut that crosses Ci for
all i ∈ [1,m]. Then Φ := (rev[1,M∞] ◦ rev[l,r], rev[d,u]) is a strongly C-admissible transforma-
tion.
See Figure 12 for an example. The dashed rectangle represents the cut C = (l, d, u, r).
Local flips. Similarly to global flips, we introduce local H-flips and local V-flips. For
d ≤ u ∈ Z≥1, we say that Z≥1× [d, u] is a horizontal C-strip if there does not exist i ∈ [1,m]
such that either di < d ≤ ui < u or d < di ≤ u < ui. In other words, for all i ∈ [1,m], we
have either ui < d, or u < di, or [d, u] ⊆ [di, ui], or [di, ui] ⊆ [d, u].
Lemma 4.7 (Local H-flip). Suppose that Z≥1 × [d, u] is a horizontal C-strip. Let
(4.1) J := {j ∈ [1,m] | [dj, uj] ( [d, u]}, K := {k ∈ [1,m] | [d, u] ⊆ [dk, uk]}.
Suppose that there exist integers l ≤ r ∈ Z≥1 satisfying [l, r] = [lj, rj] and [lk, rk] ⊆ [l, r] for
all j ∈ J and k ∈ K. Then Φ := (id, rev[d,u]) is a strongly C-admissible transformation.
See Figure 13 for an example with J = {1, 2, 3} and K = {4}. The dashed rectangle
represents the cut (l, d, u, r).
Double flips and shifts. The last pair of local transformations that we consider are double
H-flips and double V-flips.
Lemma 4.8 (Double H-flip). Let Z≥1 × [d′, u′] and Z≥1 × [d, u] be two horizontal C-strips
with [d′, u′] ( [d, u]. Denote
I := {i ∈ [1,m] | [di, ui] ⊆ [d′, u′]},(4.2)
J := {j ∈ [1,m] | [d′, u′] ( [dj, uj] ( [d, u]},(4.3)
K := {k ∈ [1,m] | [d, u] ⊆ [dk, uk]}.(4.4)
Suppose that there exist integers l ≤ r ∈ Z≥1 satisfying [l, r] ⊆ [li, ri], [l, r] = [lj, rj], and
[lk, rk] ⊆ [l, r] for all i ∈ I, j ∈ J , and k ∈ K. Then Φ := (id, rev[d,u] ◦ rev[d′,u′]) is a strongly
C-admissible transformation.
See Figure 5 for an example with d = 3, u = 9, d′ = 5, u′ = 6, l = 4, r = 7, I = {1, 2, 3},
J = {4, 5}, and K = {6}.
Remark 4.9. Under the double H-flip, the tuple (Cj)j∈J rotates by 180 degrees while the
tuple (Ci)i∈I shifts up by u+ d− u′ − d′. The transformation makes sense when either I or
J is empty. If I is empty then it is essentially a special case of a local H-flip (or rather a
composition of two local H-flips one of which does not change the tuple of cuts). When J is
empty, we call this transformation an H-shift.
Remark 4.10. When J = {j} consists of one element and d′ + u′ = d + u, the double
H-flip can be considered as an operation of shifting Cj relative to (Ci)i∈[1,m]\J . In this
case, Lemma 4.8 generalizes the shift-invariance results of [BGW19]. Specifically, [BGW19,
Theorems 1.2 and 4.13] correspond to the special case of Lemma 4.8 where |J | = 1, (d′, u′) =
(d+ 1, u− 1), and I ∪ J ∪K = [1,m].
SYMMETRIES OF STOCHASTIC COLORED VERTEX MODELS 21
Pc1
Pc2
(i, j)
C1
C2
C3
xl xr
yu
yd
yd′
yu′
U
A
A′ ( A
A
D
R
L
Figure 14. Left: The cut C1 involves (i, j) in Π while C2 and C3 do not, see
Definition 4.11. Right: The partition of the double H-flip skew domain from
Figure 5 as described in the proof of Lemma 4.8. The shaded areas contain
no cells from supp(C) (and therefore no (Π, C)-relevant cells for any Π).
4.3. Equivalence classes of pipe dreams. In order to prove that the above transfor-
mations are strongly C-admissible, we need to introduce a certain equivalence relation
on the set of SC6V model configurations. Following the literature [BB93, FK96, KM05]
on Schubert polynomials, we say that a (P,Q)-pipe dream (equivalently, a configuration
of the SC6V model) is a diagram Π obtained by replacing each cell in (P,Q)Z with ei-
ther a crossing or an elbow . Thus the total number of (P,Q)-pipe dreams equals
2#(P,Q)Z , and each (P,Q)-pipe dream Π is naturally a union of n colored paths, so we
denote the corresponding color permutation by piΠ. For a (P,Q)-pipe dream Π, denote
HtP,QΠ (C) :=
(
HtP,QpiΠ (C1), . . . ,Ht
P,Q
piΠ
(Cm)
)
. When the skew domain (P,Q) is fixed, we usually
omit the dependence on it from the notation.
The probability Z(Π) of a given pipe dream Π is defined by
Z(Π) =
∏
(i,j)∈(P,Q)Z
wtΠ(i, j), where wtΠ(i, j) ∈ {pi,j, qpi,j, 1− pi,j, 1− qpi,j}
according to the four possibilities in Figure 1. For all pi ∈ Sn, we have ZP,Qpi (x,y) =∑
Π:piΠ=pi
Z(Π).
Recall that we have fixed a tuple C = (C1, C2, . . . , Cm) of (P,Q)-cuts. For each k ∈ [1,m],
let ik, jk ∈ [1, n] be the color cutoff levels of Ck (cf. Definition 4.1).
Definition 4.11. Given a pipe dream Π and a cell (i, j) ∈ (P,Q)Z, let c1 < c2 ∈ [1, n] be
the colors of the two paths entering this cell. For k ∈ [1,m], we say that Ck involves (i, j)
in Π if (i, j) ∈ [lk, rk]× [dk, uk] and ik ∈ [c1, c2 − 1], see Figure 14(left). We say that (i, j) is
(Π, C)-relevant if there exists k ∈ [1,m] such that Ck involves (i, j) in Π, otherwise we say
that (i, j) is (Π, C)-irrelevant. Let (P,Q)Z = Rel(Π, C) unionsq Irrel(Π, C) denote the sets of all
(Π, C)-relevant and (Π, C)-irrelevant cells, respectively.
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Lemma 4.12. Let Π and Π′ be pipe dreams such that Π′ is obtained from Π by changing its
values in some (Π, C)-irrelevant cells. Then
Rel(Π, C) = Rel(Π′, C), Irrel(Π, C) = Irrel(Π′, C), HtP,QΠ (C) = HtP,QΠ′ (C), and
wtΠ(i, j) = wtΠ′(i, j) for all (i, j) ∈ Rel(Π, C).
Proof. Without loss of generality we may assume that Π′ is obtained from Π by changing
the value in a single cell (i, j) ∈ Irrel(Π, C) from an elbow to a crossing or vice versa. Let
p1 and p2 be the paths in Π that pass through the cell (i, j) and let c1 < c2 ∈ [1, n] be their
respective colors.
Let (i′, j′) ∈ (P,Q)Z be some cell such that either (i′, j′) ∈ Rel(Π, C) ∩ Irrel(Π′, C) or
(i′, j′) ∈ Irrel(Π, C) ∩ Rel(Π′, C). Then at least one of the paths p1, p2 has to enter the cell
(i′, j′) after leaving (i, j), which implies i ≤ i′ and j ≤ j′.
Moreover, there must exist k ∈ [1,m] such that (i′, j′) ∈ [lk, rk]×[dk, uk] and ik ∈ [c1, c2−1]:
the interval [c1, c2 − 1] has to contain at least one such ik in order for the status of (i′, j′) to
change between irrelevant and relevant. Because ik ∈ [c1, c2 − 1], the cell (lk, dk) has to be
weakly below and to the left from (i, j), so (i, j) ∈ [lk, rk]×[dk, uk]. It follows that Ck involves
(i, j) in Π, so (i, j) is (Π, C)-relevant, a contradiction. This shows Irrel(Π, C) = Irrel(Π′, C)
and Rel(Π, C) = Rel(Π′, C). It is also clear that HtP,QΠ (C) = HtP,QΠ′ (C) because HtP,QΠ (Ck) 6=
HtP,QΠ′ (Ck) can only happen when Ck involves (i, j) in Π.
Suppose now that (i′, j′) ∈ Rel(Π, C) = Rel(Π′, C) is such that wtΠ(i′, j′) 6= wtΠ′(i′, j′). As
before, this implies that i ≤ i′ and j ≤ j′. Let k ∈ [1,m] be such that Ck involves (i′, j′) in Π,
and let c′1 < c
′
2 be the colors of the paths entering (i
′, j′) in Π, thus ik ∈ [c′1, c′2− 1]. In order
for wtΠ(i
′, j′) to change as we swap c1 with c2, it is necessary to have {c′1, c′2} ∩ {c1, c2} 6= ∅
and [c′1, c
′
2 − 1] ⊆ [c1, c2 − 1]. But then Ck involves (i, j) in Π, contradicting the assumption
that (i, j) ∈ Irrel(Π, C). 
Let us say that pipe dreams Π,Π′ are C-equivalent if they are obtained from each other
by changing the values of (Π, C)-irrelevant cells. We denote by [Π] the C-equivalence class
of Π. It consists of 2# Irrel(Π,C) elements which all have the same height vector HtP,QΠ (C). By
Lemma 4.12, we have
(4.5) Z([Π]) :=
∑
Π′∈[Π]
Z(Π′) =
∏
(i,j)∈Rel(Π,C)
wtΠ(i, j),
where for (i, j) ∈ Rel(Π, C), wtΠ(i, j) does not depend on the choice of Π ∈ [Π]. Note that
(4.6) Rel(Π, C) ⊆ supp(C) :=
m⊔
i=1
([li, ri]× [di, ui]) ,
where supp(C) does not depend on either Π or (P,Q). Thus, modulo C-equivalence, we may
restrict each (P,Q)-pipe dream only to the cells in supp(C) (or more generally only to the
cells in some set A containing supp(C)). One immediate application of this approach is that
the distribution of the height vector HtP,Q(C; x,y) does not depend on the choice of (P,Q).
Corollary 4.13. Let (P,Q) and (P ′, Q′) be two skew domains, and let C = (C1, C2, . . . , Cm)
be such that for all i ∈ [1,m], Ci is both a (P,Q)-cut and a (P ′, Q′)-cut. Then
HtP,Q(C; x,y) d= HtP ′,Q′(C; x,y).
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Proof. The set of relevant cells is contained inside supp(C) ⊆ (P,Q)Z ∩ (P ′, Q′)Z, so (P,Q)
and (P ′, Q′) give rise to the same set of C-equivalence classes of pipe dreams. 
4.4. Admissible transformations: proofs. We are ready to prove Lemmas 4.5–4.8. We
start with a tuple C = (C1, C2, . . . , Cm) of (P,Q)-cuts and a then each lemma gives a trans-
formation Φ = (φH , φV ). It is straightforward to check in each case that this transformation
is C-admissible, and then recall from Remark 4.4 that we have introduced another m-tuple
C ′ = (C ′1, C ′2, . . . , C ′m) := Φ(C) of (P ′, Q′)-cuts for some other skew domain (P ′, Q′). As usual,
for k ∈ [1,m], we denote Ck = (lk, dk, uk, rk), C ′k = (l′k, d′k, u′k, r′k), and we let (ik, jk) and (i′k, j′k)
be the color cutoff levels of Ck and C
′
k. Recall also that we have (P,Q)Z ⊆ [1,M∞]× [1, N∞].
We let x′ := φ−1H (x) and y
′ := φ−1V (y), cf. Remark 4.3.
Proof of Lemma 4.5. In this case, (P ′, Q′) is just a 180◦-rotation of (P,Q). By the color-
position symmetry (Theorem 2.4), the probability ZP,Qpi equals the probability Z
P ′,Q′
pi′ , where
for all i ∈ [1, n] and j := pi(i), we have pi′(n+1− j) = n+1− i. Observe also that j′k = n− ik
and i′k = n− jk for all k ∈ [1,m]. We are done since by definition, Htik,jkpi = Htn−jk,n−ikpi′ . 
For the remaining results, we need to discuss the further relationship between height func-
tions, horizontal/vertical boundary conditions, skew domains, and Hecke algebra elements.
We may assume that the paths P and Q connect the bottom right and the top left vertices
of the rectangle [1,M∞]× [1, N∞], in which case n = M∞ + N∞. For a cell (i, j) ∈ (P,Q)Z,
let conti,j := M∞ + j − i ∈ [1, n] denote its content. For a subset A ⊆ (P,Q)Z, denote
(4.7) YA :=
∏
(i,j)∈A
Rconti,j(pi,j) ∈ Hq(Sn; z),
where the (non-commutative) product is taken in the “up-right reading order”, so that the
term corresponding to (i, j) appears before the term corresponding to (i′, j′) for all i′ ≥ i
and j′ ≥ j. The element YA =
∑
pi∈Sn κ
A
piTpi defines a probability distribution on Sn. For
k ∈ [1,m] and pi ∈ Sn, we set Htpi(Ck) := Htik,jkpi , and this gives rise to a random variable
HtYA(Ck): for h ∈ Z≥0, the probability that HtYA(Ck) = h equals
∑
pi∈Sn:Htpi(Ck)=h κ
A
pi . We
let HtYA(C) = (HtYA(C1), . . . ,HtYA(Cm)). By Lemma 4.12, we have
(4.8) HtYA(C) d= HtP,Q(C; x,y) if supp(C) ⊆ A ⊆ (P,Q)Z.
For the next result, we borrow some notation from Section 3.3. We assume that all indices
appearing in the statement belong to the set [kmin, kmax] from Remark 3.3.
Lemma 4.14. Let i, j ∈ [1, n]. Let pi, pi′ ∈ Sn be permutations satisfying
Hi,jpi′ = 180
◦
i,j
(
Hi,jpi
)
and Vi,jpi′ = V
i,j
pi .
Then
Hti0,j1pi = Ht
i0,j1
pi′ for all i0 ≤ i and j1 ≥ j;(4.9)
Hti1,j0pi = Ht
i+j−j0,i+j−i1
pi′ for all i1 ≥ i and j0 ≤ j.(4.10)
Proof. The values Hti0,j1pi and Ht
i1,j0
pi can be expressed in terms of Hi,jpi and Vi,jpi :
Hti0,j1pi = #{(d, u) ∈ Vi,jpi | d ≤ i0 and u > j1}+ j1 − i0,
Hti1,j0pi = #{(l, r) ∈ Hi,jpi | l > i1 and r ≤ j0}.
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The first equation immediately implies (4.9), and comparing the second equation with the
definition (3.10) of 180◦i,j, we see that (4.10) also follows. 
Remark 4.15. Given two (P,Q)-cuts C,C ′ with color cutoff levels (i, j) and (i′, j′), note that
C and C ′ cross (in the sense of Definition 4.1) if and only if either i′ ≥ i and j′ ≤ j or i′ ≤ i
and j′ ≥ j, which is precisely when Equations (4.9) and (4.10) apply.
Proof of Lemma 4.6. Let C = (l, d, u, r) be as in Lemma 4.6, and let i, j be its color cutoff
levels. Let L,D,A, U,R ⊆ (P,Q)Z be the intersections of (P,Q)Z with [1, l − 1] × [d, u],
[l, r]× [1, d− 1], [l, r]× [d, u], [l, r]× [u+ 1, N∞], and [r + 1,M∞]× [d, u], respectively. The
assumptions of Lemma 4.6 imply that supp(C) ⊆ L ∪D ∪ A ∪ U ∪R.
After possibly changing M∞ and shifting (P,Q)Z inside [1,M∞]× [1, N∞], we may assume
that:
• l + r = 1 +M∞,
• (P ′, Q′)Z ∩ ([l, r]× Z≥1) = (P,Q)Z ∩ ([l, r]× Z≥1), and
• the sets L′ := (P ′, Q′)Z∩([1, l − 1]× [d, u]) and R′ := (P ′, Q′)Z∩([r + 1,M∞]× [d, u])
are the images of, respectively, R and L under the map (i, j) 7→ (l+ r− i, u+ d− j).
We find that
(YL)
∗
i,j = YR′ |(x,y)7→(x′,y′) and (YR)∗i,j = YL′ |(x,y)7→(x′,y′) .
Denote Y A := YA |(x,y)7→(x′,y′) and let
Y := YL · YD · YA · YU · YR, and Y := (YR)∗i,j · YD · Y A · YU · (YL)∗i,j.
By Theorem 3.1, for all H,V, we have (Y )H,Vi,j = (Y )
180◦i,j(H),V
i,j . By (4.8), we get Ht
Y (C) d=
HtP,Q(C; x,y) and HtY (C ′) d= HtP ′,Q′(C ′; x′,y′). Finally, we have assumed that the cut C
crosses all elements of C, and therefore all elements of C ′. Applying Lemma 4.14, we find
HtY (C) d= HtY (C ′). 
Proof of Lemma 4.7. Let l, d, u, r, J,K be as in Lemma 4.7. Let D,A,U ⊆ (P,Q)Z be the
intersections of (P,Q)Z with Z≥1× [1, d−1], Z≥1× [d, u], and Z≥1× [u+1, N∞], respectively.
We may assume that A = [l, r] × [d, u] is a rectangle. In this case, C := (l, d, u, r) is a
(P,Q)-cut and we denote by i, j its color cutoff levels.
Given a (P,Q)-pipe dream Π, let us denote by
(4.11) VAΠ := {(dA,Π1 , uA,Π1 ), . . . , (dA,Πv , uA,Πv )}
the set of all pairs dA,Πi , u
A,Π
i ∈ [l, r] such that the path in Π that enters A from below in
column dA,Πi exits A from above in column u
A,Π
i .
Let Π and Π′ be two (P,Q)-pipe dreams. We say that Π is (C, C)-equivalent to Π′ if their
restrictions to D ∪ (Rel(Π, C) ∩ U) coincide and in addition VAΠ = VAΠ′ . Our first goal is to
show that in this case, we have Rel(Π, C) ∩ U = Rel(Π′, C) ∩ U , and therefore Π′ is (C, C)-
equivalent to Π. Along the way, we will also see that for each cell (i, j) ∈ Rel(Π, C) ∩ U , we
have wtΠ(i, j) = wtΠ′(i, j).
For a (P,Q)-pipe dream Π, k ∈ [1,m], and (i, j) ∈ [lk, rk] × [dk, uk], let DCki,j (Π) ∈ {1, 0}
(resp., LCki,j (Π) ∈ {1, 0}) be equal to 1 if the path in Π entering (i, j) from below (resp., from
the left) enters the rectangle [lk, rk]× [dk, uk] from the left, and to 0 if it enters the rectangle
[lk, rk]× [dk, uk] from below. Thus Ck involves (i, j) in Π iff DCki,j (Π) 6= LCki,j (Π).
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Suppose that Π is (C, C)-equivalent to Π′. Our goal is to show that in this case, for
all k ∈ [1,m] and all (i, j) ∈ U ∩ ([lk, rk] × [dk, uk]), we have DCki,j (Π) = DCki,j (Π′) and
LCki,j (Π) = LCki,j (Π′). Otherwise, choose (i, j) ∈ U ∩ ([lk, rk] × [dk, uk]) with the minimal
possible value of i + j such that either DCki,j (Π) 6= DCki,j (Π′) or LCki,j (Π) 6= LCki,j (Π′). Suppose
first that DCki,j (Π) 6= DCki,j (Π′). If (i, j − 1) ∈ U ∩ ([lk, rk]× [dk, uk]) then the restrictions of Π
and Π′ to (i, j−1) must be different, so (i, j−1) /∈ Rel(Π, C). Therefore Ck does not involve
(i, j − 1) in Π, so DCki,j−1(Π) = LCki,j−1(Π) = DCki,j (Π). By the minimality of i + j, we must
have DCki,j−1(Π′) = DCki,j−1(Π) and LCki,j−1(Π′) = LCki,j−1(Π), which implies DCki,j (Π) = DCki,j (Π′),
a contradiction. Thus we must have (i, j − 1) /∈ U ∩ ([lk, rk] × [dk, uk]). If (i, j − 1) /∈
[lk, rk]× [dk, uk] then by definition we have DCki,j (Π) = DCki,j (Π′) = 0. The only other option is
that (i, j−1) ∈ ([lk, rk]× [dk, uk])\U , which implies that (i, j−1) ∈ A and k ∈ K. We know
that VAΠ = VAΠ′ and that the restrictions of Π and Π′ to D coincide, so DCki,j (Π) = DCki,j (Π′).
Suppose now that LCki,j (Π) 6= LCki,j (Π′). An argument similar to the one above shows that we
cannot have (i − 1, j) ∈ U ∩ ([lk, rk] × [dk, uk]). But then (i − 1, j) /∈ [lk, rk] × [dk, uk], so
LCki,j (Π) = LCki,j (Π′) = 1.
We have shown that DCki,j (Π) = DCki,j (Π′) and LCki,j (Π) = LCki,j (Π′) for all (i, j) ∈ U∩([lk, rk]×
[dk, uk]). This implies both of our desired statements: that Rel(Π, C) ∩ U = Rel(Π′, C) ∩ U
and that wtΠ(i, j) = wtΠ′(i, j) for all (i, j) ∈ Rel(Π, C) ∩ U .
Fix some (P,Q)-pipe dream Π0 and denote by [Π0]C,C the (C, C)-equivalence class of Π0.
Denote by σD ∈ S[1,i] the color permutation induced by the restriction of Π0 to D on the top
right boundary of D. Applying Theorem 3.1 (cf. Remark 3.4) to the element TσD · YA, we
find that for any set H of pairs, we have∑
Π∈[Π0]C,C : Hi,jpiΠ=H
Z(Π) =
∑
Π∈[Π0]C,C : Hi,jpiΠ=180◦i,j(H)
Z(Π)
∣∣∣
(x,y)7→(x′,y′)
.
Summing over all possible classes [Π0]C,C and applying Lemma 4.14, the result follows. 
Proof of Lemma 4.8. We proceed similarly to the proof of Lemma 4.7, except that now we
want to apply two H-flips. Let L,D,A,A′, U,R ⊆ (P,Q)Z be the intersections of (P,Q)Z
with [1, l − 1] × [d′, u′], [l,M∞] × [1, d − 1], [l, r] × [d, u], [l, r] × [d′, u′], [1, r] × [u + 1, N∞],
and [r + 1,M∞] × [d′, u′] respectively, see Figure 14(right). Note that the shaded areas
[1, l − 1]× [u′ + 1, u] and [r + 1,M∞]× [d, d′ − 1] contain no cells in supp(C), so supp(C) ⊆
L ∪ D ∪ A ∪ U ∪ R. We may assume that A′ ( A are rectangles: A′ = [l, r] × [d′, u′] and
A = [l, r]× [d, u].
Introduce (P,Q)-cuts C := (l, d, u, r) and C ′ := (l, d′, u′, r) with color cutoff levels i, j
and i′, j′, respectively. As above, fix a (P,Q)-pipe dream Π0. The domain (P,Q) changes
into (P ′, Q′), however, the subdomains D,A,U stay invariant. We denote by [Π0]
P,Q
C,C the
set of (P,Q)-pipe dreams that are (C, C)-equivalent to Π0. We also denote by [Π0]P ′,Q′C,C
the set of all (P ′, Q′)-pipe dreams Π′ such that VAΠ0 = V
A
Π′ and the restrictions of Π0 and
Π′ to D ∪ (Rel(Π0, C) ∩ U) coincide. Recall that our probability space consists of 2#(P,Q)Z
(P,Q)-pipe dreams. The class [Π0]
P,Q
C,C is considered an event, and for i ∈ [1,m], we let
Ht(Ci; x,y)|[Π0]P,QC,C denote the random variable Ht
P,Q(Ci; x,y) conditioned on this event. Let
Ht(C; x,y)|[Π0]P,QC,C :=
(
Ht(Ci; x,y)|[Π0]P,QC,C
)
i∈[1,m]
.
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Let σD ∈ S[1,i] be the color permutation induced by the restriction of Π0 to D on the top
right boundary of D, and denote Y := TσD · YL · YA · YR. Consider subsets L′, R′ ⊆ (P ′, Q′)Z
obtained respectively from L and R via the map sending (i, j) 7→ (i, j + u + d − u′ − d′).
We may assume that L′ and R′ are the intersections of (P ′, Q′)Z with [1, l − 1] × [d′′, u′′]
and [r + 1,M∞] × [d′′, u′′], where u′′ := u + d − d′, d′′ := u + d − u′. Thus supp(C ′) ⊆
L′ ∪D ∪A ∪ U ∪R′. Let Y ′ := (TσD · YL′ · YA · YR′) |(x,y)7→(x′,y′). We see that Y ′ is obtained
from Y via two applications of Theorem 3.1, first at (i′, j′) and then at (i, j). For example,
YL′ |(x,y)7→(x′,y′)= ((YL)∗i′,j′)∗i,j and YR′ |(x,y)7→(x′,y′)= ((YR)∗i′,j′)∗i,j. Each of the corresponding cuts
C ′ and C crosses Ck all k ∈ I ∪ J ∪K. Combining Theorem 3.1 with Lemma 4.14, we get
(4.12) Ht(C; x,y)|[Π0]P,QC,C
d
= Ht(C ′; x′,y′)|
[Π0]
P ′,Q′
C,C
.
Summing over all possible classes [Π0]
P,Q
C,C , the result follows. 
5. Proof of Theorem 1.5
Recall from Remark 4.4 that our goal is to show that each C-admissible transformation
is strongly C-admissible. We showed above that several C-admissible transformations are
strongly C-admissible. The purpose of this section is to show that, after passing to con-
nected components defined below, any C-admissible transformation can be represented as a
composition of transformations introduced in Section 4.2.
Throughout, we fix the following data:
• two skew domains (P,Q) and (P ′, Q′);
• a tuple C := (C1, C2, . . . , Cm) of (P,Q)-cuts with Ci := (li, di, ui, ri) for i ∈ [1,m];
• a tuple C ′ := (C ′1, C ′2, . . . , C ′m) of (P ′, Q′)-cuts with C ′i := (l′i, d′i, u′i, r′i) for i ∈ [1,m];
• a C-admissible transformation Φ := (φH , φV ) satisfying C ′ = Φ(C) (cf. Remark 4.4).
We assume that Ci 6= Cj for i 6= j.
5.1. Connected components. Clearly, if Ci, Cj satisfy [li, ri]∩[lj, rj] = [di, ui]∩[dj, uj] = ∅
then the random variables HtP,Q(Ci; x,y) and Ht
P,Q(Cj; x,y) are independent. One can
check that this remains true when only one of the two intersections is empty. A generalization
of this to joint distributions is given in Proposition 5.3 below.
Definition 5.1. We say that two cuts Ci and Cj have overlapping rectangles if [li, ri] ∩
[lj, rj] 6= ∅ and [di, ui]∩ [dj, uj] 6= ∅. We denote by Gov(C) the overlap graph of C: the vertex
set of Gov(C) is [1,m], and i and j are connected by an edge if and only if Ci and Cj have
overlapping rectangles.
Remark 5.2. Since Φ is C-admissible, the graphs Gov(C) and Gov(C ′) coincide.
Proposition 5.3. Suppose that the set [1,m] is partitioned into two nonempty subsets
[1,m] = I unionsq J such that Gov(C) contains no edges connecting a vertex in I to a vertex
in J . Then the height vectors
(
HtP,Q(Ci; x,y)
)
i∈I and
(
HtP,Q(Cj; x,y)
)
j∈J are independent
(as random variables).
See Figure 15(left) for an example.
Proof. Denote CI := (Ci)i∈I and CJ := (Cj)j∈J , and let supp(CI), supp(CJ) ⊆ (P,Q)Z be
the corresponding supports defined in (4.6). Consider a pipe dream Π and a cell (a, b) ∈
Rel(Π, C). By (4.6), we must have either (a, b) ∈ Rel(Π, CI) ⊆ supp(CI) or (a, b) ∈ Rel(Π, CJ) ⊆
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x1 x2 x3 x4 x5 x6
y1
y2
y3
y4
y5
y6
C4
C5
C1
C2
C3 −→
x1 x2 x5 x3 x4 x6
y1
y4
y3
y2
y4
y5
C ′4
C ′5
C ′1
C ′2
C ′3
Figure 15. Left: a tuple C of cuts with disconnected overlap graph Gov(C).
The sets supp(CI) and supp(CJ) are shaded. Right: a C-admissible transfor-
mation that gives a counterexample to Lemma 5.9 when the assumption that
Gov(C) is connected is not satisfied.
supp(CJ). Suppose that, say, (a, b) ∈ Rel(Π, CI) and let i ∈ I be such that Ci involves (a, b)
in Π. Let p1, p2 be the two paths of colors c1 < c2 entering (a, b) in Π. Then p1 must enter
the rectangle [li, ri] × [di, ui] from the bottom while p2 must enter the same rectangle from
the left. Thus changing the values of Π inside the cells of supp(CJ) preserves Rel(Π, CI),
wtΠ(a, b) for (a, b) ∈ Rel(Π, CI), and HtP,QΠ (CI). Similarly, changing the values of Π inside
the cells of supp(CI) preserves Rel(Π, CJ), wtΠ(a, b) for (a, b) ∈ Rel(Π, CJ), and HtP,QΠ (CJ).
We are done by (4.5). 
In view of Proposition 5.3, we assume from now on that the graphs Gov(C) = Gov(C ′)
are connected.
5.2. Non-crossing cut poset.
Definition 5.4. We write Ci ≤ Cj if Ci and Cj do not cross (cf. Definition 4.1) and in
addition Cj is weakly up-left from Ci, that is, li ≥ lj, ri ≥ rj, di ≤ dj, and ui ≤ uj. We write
Ci < Cj if Ci ≤ Cj and Ci 6= Cj. We denote by PC = (C,≤) the associated poset (partially
ordered set).
As follows from our examples in Section 4.2, the posets PC and PC′ in general need not
coincide. For example, the color-position symmetry (Lemma 4.5) reverses all relations in PC.
However, for certain pairs of relations in PC, we can show that their “relative orientation”
is preserved.
Definition 5.5. We say that the relations Ci1 < Cj1 and Ci2 < Cj2 in PC are Φ-linked if
either C ′i1 < C
′
j1
and C ′i2 < C
′
j2
or C ′i1 > C
′
j1
and C ′i2 > C
′
j2
.
Thus when Φ is the color-position symmetry of Lemma 4.5, any two relations Ci1 < Cj1 and
Ci2 < Cj2 are Φ-linked. The following simple observation gives rise to a family of pairs of
relations that are Φ-linked regardless of the choice of Φ.
Lemma 5.6. Suppose that i, j, k ∈ [1,m] are such that Ci < Cj and Ci < Ck. Suppose
in addition that Cj and Ck have overlapping rectangles. Then the relations Ci < Cj and
Ci < Ck are Φ-linked.
Remark 5.7. Recall that if Cj crosses Ck then they have overlapping rectangles, so the
above lemma applies in this important special case.
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Proof. Suppose first that Cj crosses Ck. Then C
′
j and C
′
k cross but none of them crosses
C ′i, which immediately implies the result. Suppose now that Cj does not cross Ck. Let us
consider two other (P,Q)-cuts Cj,k := (lj, dj, uk, rk) and Ck,j := (lk, dk, uj, rj): they cross
and satisfy Ci < Cj,k and Ci < Ck,j. The overlapping rectangles condition implies that both
the intersection and the union of [lj, rj] and [lk, rk] is a single interval that is sent by φH to
some other interval. This shows that Φ sends Cj,k, Ck,j to some (P
′, Q′)-cuts C ′j,k and C
′
k,j
that cross each other but do not cross C ′i. Since each of them crosses both C
′
j and C
′
k, the
result follows. 
Our next goal is to describe more Φ-linked pairs of relations. We will repeatedly make use
of the transitivity property of Φ-linked relations: if Ci1 < Cj1 and Ci2 < Cj2 are Φ-linked
and Ci2 < Cj2 and Ci3 < Cj3 are Φ-linked then Ci1 < Cj1 and Ci3 < Cj3 are Φ-linked.
5.3. Rigid relations and indecomposable components. As it is apparent from local
and double H- and V-flips (Lemmas 4.7 and 4.8), one needs to take special care of relations
between (P,Q)-cuts whose horizontal or vertical projections coincide.
Definition 5.8. We say that a relation Ci < Cj in PC is rigid if [li, ri] 6= [lj, rj] and
[di, ui] 6= [dj, uj]. In this case, we write Ci
R©
< Cj.
One immediate property of rigid relations is that having Ci ≤ Cj
R©
< Ck or Ci
R©
< Cj ≤ Ck
implies Ci
R©
< Ck. The following lemma is a special case of Proposition 5.12 below.
Lemma 5.9. Suppose that i, j, k ∈ [1,m] satisfy Ci ≤ Cj
R©
< Ck. Then the rigid relations
Ci
R©
< Ck and Cj
R©
< Ck are Φ-linked.
Proof. We will use the following observation:
(5.1)
if C ′s, C
′
t do not cross and a ∈ [l′s, r′s] \ [l′t, r′t], then C ′s < C ′t (resp., C ′s > C ′t)
if and only if a is larger (resp., smaller) than all elements of [l′t, r
′
t].
Our assumptions on i, j, k imply that C ′k does not cross C
′
i and C
′
j.
Let us assume first that [li, ri] ∩ [lj, rj] 6= ∅, which in view of Ci ≤ Cj is equivalent to
li ≤ rj. Suppose that we have found a ∈ [li, ri] ∩ [lj, rj] such that a /∈ [lk, rk]. Then φH(a)
is either strictly to the left or strictly to the right of φH([lk, rk]) = [l
′
k, r
′
k]. By (5.1), in
the former case, we have C ′i, C
′
j > C
′
k, and in the latter case, we have C
′
i, C
′
j < C
′
k. Thus
the relations Ci
R©
< Ck and Cj
R©
< Ck are Φ-linked. Similarly, suppose that we have found
b /∈ [li, ri] ∪ [lj, rj] such that b ∈ [lk, rk]. Because the intersection [li, ri] ∩ [lj, rj] is nonempty,
the image of the union [li, ri] ∪ [lj, rj] under φH is a single interval [l′, r′] = [l′i, r′i] ∪ [l′j, r′j].
Then φH(b) /∈ [l′, r′] is either to the left or to the right of this interval, so we again find that
the relations Ci
R©
< Ck and Cj
R©
< Ck are Φ-linked. Thus we may assume that
([li, ri] ∩ [lj, rj]) ⊆ [lk, rk] ⊆ ([li, ri] ∪ [lj, rj]) ⇐⇒ [li, rj] ⊆ [lk, rk] ⊆ [lj, ri].
This yields lj ≤ lk ≤ li ≤ rj ≤ rk ≤ ri. On the other hand, Cj < Ck implies lk ≤ lj and
rk ≤ rj, so we get lj = lk and rj = rk. This leads to a contradiction since Cj
R©
< Ck requires
[lj, rj] 6= [lk, rk]. We have completed the proof in the case [li, ri] ∩ [lj, rj] 6= ∅.
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A similar argument finishes the proof in the case [di, ui] ∩ [dj, uj] 6= ∅. Suppose now that
[li, ri] ∩ [lj, rj] = [di, ui] ∩ [dj, uj] = ∅. In this case, we finish the proof by induction on the
graph distance dist(i, j) between i and j in Gov(C), which we have assumed to be connected.
The conditions [li, ri] ∩ [lj, rj] = [di, ui] ∩ [dj, uj] = ∅ imply that dist(i, j) ≥ 2. Consider the
shortest path from i to j in Gov(C), and let i′ 6= i, j be the first vertex after i on this path. By
definition, Ci and Ci′ have overlapping rectangles. On the other hand, it is easy to see that
Ci′ does not cross Cj because of the condition [li, ri] ∩ [lj, rj] = [di, ui] ∩ [dj, uj] = ∅. Thus
Ci′ < Cj
R©
< Ck and dist(i
′, j) < dist(i, j), so we apply the induction hypothesis to conclude
that the relations Ci′
R©
< Ck and Cj
R©
< Ck are Φ-linked. Since Ci and Ci′ have overlapping
rectangles, Lemma 5.6 shows that the relations Ci′
R©
< Ck and Ci
R©
< Ck are Φ-linked, so by
transitivity, Ci
R©
< Ck and Cj
R©
< Ck are Φ-linked. 
Example 5.10. Lemma 5.9 does not hold without our running assumption that the graph
Gov(C) is connected, see Figure 15(right).
The following notion is motivated by global H- and V-flips described in Lemma 4.6.
Definition 5.11. We say that C is indecomposable if there does not exist a partition [1,m] =
I unionsq J into nonempty subsets such that Ci crosses Cj for all i ∈ I and j ∈ J .
Proposition 5.12. Suppose that C is indecomposable. Then any two rigid relations Ci1
R©
<
Cj1 and Ci2
R©
< Cj2 are Φ-linked.
Proof. Assume that Ci1 ≤ Ci2 . By Lemma 5.9, the relations Ci1
R©
< Cj2 and Ci2
R©
< Cj2 are
Φ-linked. If Cj1 and Cj2 cross then by Remark 5.7, the relations Ci1 < Cj2 and Ci1 < Cj1
are Φ-linked, and by transitivity this implies the result. If Cj1 and Cj2 do not cross then
since the relations Ci1
R©
< Cj2 and Ci1
R©
< Cj1 are both rigid, Lemma 5.9 shows that they are
Φ-linked, so we are done by transitivity. We have shown the result in the case Ci1 ≤ Ci2 .
The cases Ci2 ≤ Ci1 , Cj1 ≤ Cj2 , and Cj2 ≤ Cj1 are completely similar. Thus we may
assume that Ci1 crosses Ci2 and Cj1 crosses Cj2 .
Since Ci1 crosses Ci2 and Ci1 < Cj1 , we see that either Ci2 < Cj1 or Ci2 crosses Cj1 . If
Ci2 < Cj1 then by Remark 5.7, the relations Ci2 < Cj1 and Ci1
R©
< Cj1 are Φ-linked, and by
the same remark, the relations Ci2 < Cj1 and Ci2
R©
< Cj2 are Φ-linked, so the result follows.
The case Ci1 < Cj2 is handled similarly, thus we may assume that each of Ci1 , Cj1 crosses
each of Ci2 , Cj2 .
Since C is indecomposable, there exists a sequence k0, k1, . . . , kt, kt+1 satisfying {k0, k1} =
{i1, j1}, {kt, kt+1} = {i2, j2}, and such that for all s ∈ [0, t] we have either Cks < Cks+1 or
Cks > Cks+1 . Out of all such sequences, choose the one with minimal possible t. Because of
the above assumptions, we must have t ≥ 3.
Since t is minimal possible, we find that for any s ∈ [1, t − 2], Cks must cross Cks+2 .
Thus by Lemma 5.6, the relations between Cks , Cks+1 and Cks+1 , Cks+2 are Φ-linked for all
s ∈ [1, t− 2]. By transitivity, the relations between Ck1 , Ck2 and Ckt−1 , Ckt are Φ-linked.
Our next goal is to show that the relations between Ck0 , Ck1 and Ck1 , Ck2 are Φ-linked.
Note that Ck3 must cross both Ci1 and Cj1 , otherwise we could remove k2 from the sequence
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(after possibly swapping k0 and k1) thus decreasing t. Because Ck2 does not cross Ck3 , we
cannot have Ci1 ≤ Ck2 ≤ Cj1 . Recall also that Ck2 does not cross Ck1 . Thus either Ck2 crosses
Ck0 (in which case the relations between Ck0 , Ck1 and Ck1 , Ck2 are Φ-linked by Remark 5.7),
or Ck2 < Ci1
R©
< Cj1 , or Ci1
R©
< Cj1 < Ck2 . In the latter two cases, after possibly swapping k0
and k1, we see that the relations between Ck0 , Ck1 and Ck1 , Ck2 are Φ-linked by Lemma 5.9.
Similarly, we show that the relations between Ckt−1 , Ckt and Ckt , Ckt+1 are Φ-linked. The
result follows by transitivity. 
5.4. Finishing the proof. So far our main focus has been on structural properties of C-
admissible transformations. Next, we describe how each such transformation can be repre-
sented as a composition of strongly C-admissible transformations constructed in Section 4.2.
Definition 5.13. Two C-admissible transformations are called flip-equivalent if they can be
related to each other by composing with the transformations described in Lemmas 4.5–4.8.
Recall that we have fixed a particular C-admissible transformation Φ.
Lemma 5.14. Φ is flip-equivalent to a transformation that preserves all rigid relations. More
specifically, after possibly applying the color-position symmetry (Lemma 4.5) and several
global H-flips (Lemma 4.6), we may assume that for all Ci
R©
< Cj we have C
′
i < C
′
j.
Proof. Suppose that Ci
R©
< Cj is such that C
′
i > C
′
j. If C is indecomposable then after applying
the color-position symmetry (Lemma 4.5), we find C ′i < C
′
j, and for any other rigid relation
Ca
R©
< Cb, we get C
′
a < C
′
b by Proposition 5.12. If C is not indecomposable then we split it
into indecomposable components and apply a sequence of global H-flips of Lemma 4.6 to
each component separately. 
Definition 5.15. We say that Φ is orientation-preserving if for any relation Ci < Cj, we
have C ′i < C
′
j.
Proposition 5.16. Φ is flip-equivalent to an orientation-preserving transformation.
Proof. By Lemma 5.14, we may assume that for all Ci
R©
< Cj we have C
′
i < C
′
j. Let us say
that (a, b) is a bad pair if Ca < Cb and C
′
a > C
′
b. For each bad pair (a, b), we must have either
[la, ra] = [lb, rb] or [da, ua] = [db, ub], so assume that l ≤ r are such that [la, ra] = [lb, rb] = [l, r]
for some bad pair (a, b).
Let B(l, r) denote the set of all bad pairs (a, b) satisfying [la, ra] = [lb, rb] = [l, r]. Choose
(a, b) ∈ B(l, r) to be the pair which maximizes the value ub − da, and let d := da, u := ub.
We claim that Z≥1 × [d, u] is a horizontal C-strip. Indeed, otherwise there would exist
i ∈ [1,m] such that either di < d ≤ ui < u or d < di ≤ u < ui. Suppose for example that
di < d ≤ ui < u. These conditions imply that Ci < Cb. Observe that d ∈ [di, ui]\ [db, ub] and
also d ∈ [da, ua] \ [db, ub]. Since C ′a > C ′b, (5.1) shows that C ′i > C ′b so (i, b) is a bad pair, and
because [di, ui] 6= [db, ub], we must have [li, ri] = [lb, rb] = [l, r]. This implies (i, b) ∈ B(l, r),
and since we have ub − di > ub − da, we get a contradiction. The case d < di ≤ u < ui is
handled similarly, thus we have shown that Z≥1 × [d, u] is a horizontal C-strip.
Our goal is to apply either a local H-flip or a double H-flip inside Z≥1 × [d, u] so that
(a, b) would stop being a bad pair. We note that this operation may introduce new bad pairs
(a′, b′) but for each of them, the quantity ub′−da′ will be strictly smaller than u−d = ub−da.
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Indeed, our flip only changes the orientation of the pairs (a′, b′) such that [da′ , ub′ ] ⊆ [d, u],
and for any pair satisfying [la′ , ra′ ] = [lb′ , rb′ ] = [l, r], da′ = d, ub′ = u, and Ca′ < Cb′ , we
see that Ca′ crosses Ca, Cb′ crosses Cb, Ca′ < Cb, and Ca < Cb′ . By Remark 5.7, we get
that C ′a′ > C
′
b′ , so (a
′, b′) is already a bad pair and will stop being a bad pair after we apply
the flip. We have shown that it is enough to apply either Lemma 4.7 or Lemma 4.8 inside
Z≥1 × [d, u] so that, in the notation of (4.1)–(4.2), we would have a, b ∈ J .
Following (4.1), let
J ′ := {j ∈ [1,m] | [dj, uj] ( [d, u]}, K := {k ∈ [1,m] | [d, u] ⊆ [dk, uk]}.
Since da < db and ua < ub, we find that for all k ∈ K, Ck crosses both Ca and Cb and
therefore satisfies [lk, rk] ⊆ [l, r]. Thus if [lj, rj] = [l, r] for all j ∈ J ′ then we can apply a
local H-flip (Lemma 4.7) and finish the proof. Otherwise, let I ′ := {i ∈ J ′ | [li, ri] 6= [l, r]}.
We need to apply a double H-flip for a careful choice of [d′, u′] ( [d, u].
First, we would like to show that for all i ∈ I ′, Ci crosses both Ca and Cb. To see that,
recall that [di, ui] ( [d, u] and [li, ri] 6= [l, r]. Thus either d /∈ [di, ui] or u /∈ [di, ui] (or both),
so assume d /∈ [di, ui]. Then we cannot have Ci < Ca. If Ci crosses both Ca and Cb then we
are done. If Ci crosses Ca but not Cb then [di, ui] 6= [db, ub] so we must have Ci
R©
< Cb. This
contradicts Remark 5.7 since C ′i < C
′
b but C
′
a > C
′
b. Thus we may assume that Ci does not
cross Ca, and since d /∈ [di, ui], we get Ca
R©
< Ci. We cannot have Ca < Ci < Cb because then
we would have [li, ri] = [l, r]. Thus Ci 6< Cb, so there exists c ∈ ([db, ub]∩ [di, ui]) \ [da, ua], in
which case we arrive at a contradiction via (5.1). The case u /∈ [di, ui] is handled similarly.
We have shown that for all i ∈ I ′, Ci crosses both Ca and Cb.
We now proceed as in the proof of Proposition 5.12. An alternating {a, b}-path is a
sequence k0, k1, . . . , kt of elements of J
′ such that {k0, k1} = {a, b}, and for all s ∈ [0, t− 1],
we have either Cks < Cks+1 or Cks > Cks+1 . We say that such a path ends at kt. We let
(5.2) J := {j ∈ J ′ | there exists an alternating {a, b}-path ending at j}.
Clearly this set contains both a and b. We claim that J ∩ I ′ = ∅, in other words, that for
all j ∈ J , we have [lj, rj] = [l, r]. Otherwise, consider an alternating {a, b}-path of smallest
possible length t such that kt = j ∈ J∩I ′. We showed above that Cj crosses both Ca and Cb,
so t ≥ 3. Since t is minimal possible, we see that Cks crosses Cks+2 for all s ∈ [1, t− 2], and
in addition Ck3 crosses both Ck0 and Ck1 . By construction, Ck2 crosses neither Ck1 nor Ck3 .
If it also does not cross Ck0 then we must have Ca < Ck2 < Cb (because [dk2 , uk2 ] ⊆ [d, u]
and [lk2 , rk2 ] = [l, r]). This contradicts the fact that Ck3 crosses both Ck0 , Ck1 but not Ck2 .
Thus Cks crosses Cks+2 for all s ∈ [0, t− 2]. In particular, for all s ∈ [0, t− 2], the relations
between Cks , Cks+1 and Cks+1 , Cks+2 are Φ-linked. Since t is minimal and kt ∈ I ′, we find
[lkt−1 , rkt−1 ] = [l, r] 6= [lkt , rkt ]. We showed above that Ckt must cross both Ca and Cb. Since
[dkt , ukt ] ( [d, u], we get [l, r] ( [lkt , rkt ]. By construction, Ckt−1 does not cross Ckt . Together
with [l, r] ( [lkt , rkt ], this implies [dkt−1 , ukt−1 ] 6= [dkt , ukt ], so the relation between Ckt−1 and
Ckt must be rigid. We arrive at a contradiction since the relation between Ck0 , Ck1 (i.e.,
between Ca and Cb) was reversed by Φ while the Φ-linked relation between Ckt−1 , Ckt was
preserved by Φ due to being rigid. We have shown that J ∩ I ′ = ∅.
Consider a graph G with vertex set J ′ and edges {i, j} for all i, j ∈ J ′ such that Ci and Cj
do not cross. Then it is easy to check from (5.2) that J is actually the connected component
of G that contains the edge {a, b}. Thus letting I := {J ′ \ J}, we find that for all i ∈ I and
j ∈ J , Ci crosses Cj. Set d′ := mini∈I di and u′ := maxi∈I ui. We see that all conditions of
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Lemma 4.8 are satisfied, and that moreover a, b ∈ J . Applying the double H-flip, we proceed
by induction on ub − da as described above. 
Proof of Theorem 1.5. By Proposition 5.16, we may assume that Φ is orientation-preserving.
We will show that Φ is a composition of H- and V-shifts as described in Remark 4.9. Specif-
ically, we would like to apply Lemma 4.8 when d′ = d + 1 and u′ = u, in which case (4.3)
gives J = ∅ and the transformation (id, rev[d,u] ◦ rev[d+1,u]) swaps yd and (yd + 1, . . . , yu),
preserving the order of the latter.
Let a ∈ [1, N∞ − 1] be such that φV (a) > φV (a + 1). If there exist indices i, j ∈ [1,m]
such that ui = a and dj = a + 1 then Ci < Cj and C
′
i > C
′
j by (5.1), which contradicts the
assumption that Φ is orientation-preserving. Thus let us assume that there does not exist
i ∈ [1,m] such that ui = a. We set d := a.
We construct u ≥ d + 1 by the following algorithm. First, set u := d + 1. If we have
found i ∈ [1,m] such that d < di ≤ u < ui, we increase u by setting u := ui, and repeat this
procedure until there is no i satisfying this assumption. It is straightforward to see that for
each a′ ∈ [d+ 1, u] we must have φV (a′) < φV (d).
We claim that Z≥1×[d, u] and Z≥1×[d+1, u] are both horizontal C-strips. By construction,
there is no i ∈ [1,m] satisfying d < di ≤ u < ui. Suppose that we have found j ∈ [1,m]
satisfying dj < d ≤ uj < u. We cannot have uj = d, thus dj < d + 1 ≤ uj < u. Because
of the way we constructed the interval [d + 1, u], there must exist some i ∈ I such that
dj < di ≤ uj < ui. This implies Ci > Cj, and since d ∈ [dj, uj]\[di, ui], we get a contradiction
by (5.1). We have shown that Z≥1 × [d, u] and Z≥1 × [d+ 1, u] are horizontal C-strips.
Let I := {i ∈ [1,m] | [di, ui] ⊆ [d + 1, u]} and K := {k ∈ [1,m] | d ∈ [dk, uk]}. By our
assumption, we have d+ 1 ∈ [dk, uk] for all k ∈ K. Because Z≥1 × [d, u] and Z≥1 × [d+ 1, u]
are horizontal C-strips, we find that Ci crosses Ck for all i ∈ I and k ∈ K, so there exist
l ≤ r such that [lk, rk] ⊆ [l, r] ⊆ [li, ri] for all i ∈ I and k ∈ K. We may thus apply the
corresponding H-shift of Lemma 4.8 with d′ = d + 1, u′ = u, and J = ∅. We have already
observed that φV (a
′) < φV (d) for all a′ ∈ [d + 1, u]. Therefore this H-shift reduces the
number of inversions of φV .
We have assumed above that ui 6= a for all i ∈ [1,m]. If this is not the case then we must
have di 6= a + 1 for all i ∈ [1,m]. This case is treated similarly – we apply an H-shift with
d′ = d (for some choice of d ≤ a), u′ = a, and u = a+ 1. Applying these H-shifts repeatedly,
we arrive at the case φV = id, and then we apply a sequence of V-shifts until φH = id. 
6. Applications
We degenerate the SC6V model proceeding step-by-step in the order specified in [BGW19,
Sections 6 and 7]. The nature of the limiting procedure in [BGW19] requires us to only
consider tuples of (P,Q)-cuts all of whose left endpoints belong to the same vertical line.
Definition 6.1. We say that C = (C1, . . . , Cm) with Ci = (li, di, ui, ri) is a left-aligned tuple
of cuts if li = 1 for all i ∈ [1,m] and there exists an up-left path Q that contains the top
right corners of the cells (ri, ui) for all i ∈ [1,m]. Given a bijection φV : Z≥1 → Z≥1 and
another left-aligned tuple of cuts C ′ = (C ′1, . . . , C ′m), we write C ′ = φV (C) if l′i = li = 1,
r′i = ri, and φV ([di, ui]) = [d
′
i, u
′
i] for all i ∈ [1,m].
Remark 6.2. In the language of Definition 4.2, (id, φV ) is a C-admissible transformation. It
is thus a composition of double H-flips, H-shifts, and local H-flips described in Section 4.2.
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In all cases discussed below, the convergence in finite-dimensional distributions was shown
in [BGW19] in order to prove the shift-invariance property, and we rely on the same conver-
gence result to take the limit of Theorem 1.5.
6.1. Continuous model. Recall that the Beta distribution B(a, b) with parameters a, b ∈
R>0 is supported on a line segment (0, 1) ⊆ R and has density
Γ(a)Γ(b)
Γ(a+ b)
xa−1(1− x)b−1, 0 < x < 1.
Fix two families σ = (σi)i∈Z≥0 and ρ = (ρj)j∈Z≥1 of real numbers satisfying 0 < ρj < σi for all
(i, j) ∈ Z≥0 × Z≥1. The following description4 of the continuous SC6V model can be found
in [BGW19, Section 6.4].
• For each (i, j) ∈ Z≥0×Z≥1, we sample (independently) a Beta-distributed random variable
ηi,j ∼ B(σi − ρj, ρj).
• We consider the vertices in Z≥1 × Z≥1. To each of the four edges adjacent to a vertex of
Z≥1 × Z≥1 we will assign a (random) vector (m1,m2, . . . ) of nonnegative real numbers.
We refer to mc as the mass of color c passing through this edge.
• For i ∈ Z≥1, the edge entering the vertex (i, 1) from the bottom has all masses equal to 0.
• For j ∈ Z≥1, the masses (m1,m2, . . . ) assigned to the edge entering the vertex (1, j) from
the left are sampled as follows. We set mc = 0 for all c 6= j and let mj := − ln(η0,j).
• Suppose that (i, j) ∈ Z≥1 × Z≥1 has incoming masses (α1, α2, . . . ) and (β1, β2, . . . ) as-
signed to the bottom and left edges, respectively. The outgoing masses (γ1, γ2, . . . ) and
(δ1, δ2, . . . ) assigned respectively to the top and right outgoing edges are defined by
exp(−δ≥c) = exp(−α≥c) + (1− exp(−α≥c))ηi,j, c = 1, 2, . . . ,
where δ≥c :=
∑∞
c′=c δc′ and α≥c :=
∑∞
c′=c αc′ . We define the remaining masses via the
mass conservation law: for c = 1, 2, . . . , we set γc := αc + βc − δc.
Given a left-aligned tuple C = (C1, . . . , Cm) of cuts with Ci = (1, di, ui, ri), we will be
interested in the random vector (Ht(C1;σ,ρ), . . . ,Ht(Cm;σ,ρ)) of height functions, where
each individual height function Ht(Ci;σ,ρ) is defined as the total mass of color ≥ di passing
through the right outgoing edges of the vertices (ri, di), (ri, di+1), . . . , (ri, ui). For a bijection
φV : Z≥1 → Z≥1, we denote φ−1V (ρ) := (ρφ−1V (1), ρφ−1V (2), . . . ) (cf. Remark 4.3).
Theorem 6.3. In the above setting of the continuous SC6V model, consider two left-aligned
tuples C = (C1, . . . , Cm) and C ′ = (C ′1, . . . , C ′m) of cuts. Suppose that we have a bijection
φV : Z≥1 → Z≥1 such that φV (C) = C ′. Then
(Ht(C1;σ,ρ), . . . ,Ht(Cm;σ,ρ))
d
= (Ht(C ′1;σ,ρ
′), . . . ,Ht(C ′m;σ,ρ
′)) , where ρ′ := φ−1V (ρ).
Proof. The continuous SC6V model is obtained as the following limit. First, consider the
original SC6V model. Choose M0,M1, · · · ∈ Z≥1 and N1, N2, · · · ∈ Z≥1 and subdivide the
positive quadrant into rectangles of sizes Mi×Nj for all (i, j) ∈ Z≥0×Z≥1. One then combines
each rectangle into a single fused vertex by specializing the corresponding row and column
rapidities to geometric progressions in q of lengths Mi and Nj. The fact that the height
functions of the resulting fused SC6V model are specializations of the height functions of the
original SC6V model is shown in [BGW19, Theorem 6.2]. (It is stated for the case when all Nj
4The description in [BGW19] is stated for the case when all ρj are equal to a single value ρ, but their
limiting results, specifically, [BGW19, Corollary 6.21] are valid for an arbitrary choice of (ρj)j∈Z≥1 .
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are equal but translates verbatim to the case of arbitrary Nj.) For each cut Ci = (1, di, ui, ri),
we can consider the unmerged cut Ci = (1, di, ui, ri) given by di = N1 +N2 + · · ·+Ndi−1 + 1,
ui = N1+N2+· · ·+Nui , and ri = M1+M2+· · ·+Mri . The unmerged versions φV of φV and C
′
i
of C ′i are defined similarly. The two resulting tuples of unmerged cuts satisfy the assumptions
of Theorem 1.5 and therefore the corresponding vectors of height functions have the same
distribution modulo replacing the row rapidities y = (y1, y2, . . . ) with (φV )
−1(y). Thus after
specializing the rapidities to geometric progressions and merging each Mi×Nj rectangle into
a single fused vertex, we see that the two height vectors have the same distribution in the
setting of the fused SC6V model. A similar argument can be found in the proof of [BGW19,
Theorem 6.3]. The result now follows from [BGW19, Corollary 6.21] which states that vertex
weights of the continuous SC6V model are obtained as particular limits of the fused SC6V
model vertex weights. 
6.2. Beta polymer. Our next object is the directed Beta polymer [BC17] which is essentially
just a restatement of the continuous SC6V model from the previous subsection. We again fix
two families σ = (σi)i∈Z≥0 and ρ = (ρj)j∈Z≥1 as above. We first describe the model following
[BGW19, Section 7.1].
• For each (i, j) ∈ Z≥0×Z≥1, we sample (independently) a Beta-distributed random variable
ηi,j ∼ B(σi − ρj, ρj).
• We consider the vertices of the grid Z≥0 × Z≥0 with diagonal and vertical edges, that is,
for each (i, j) ∈ Z≥1 × Z≥1, we introduce diagonal edges connecting (i− 1, j − 1) to (i, j)
and vertical edges connecting (i, j − 1) to (i, j). For each j ∈ Z≥1, we also have a vertical
edge connecting (0, j − 1) to (0, j).
• To each edge e we assign a weight wt(e): if e is a vertical edge connecting (i, j − 1) to
(i, j) then we set wt(e) := ηi,j, and if e is a diagonal edge connecting (i− 1, j− 1) to (i, j)
then we set wt(e) := 1− ηi,j.
• For l, d, u, r ∈ Z≥0 such that l ≤ r and r − l ≤ u− d, the delayed Beta polymer partition
function ZB;σ,ρ(l,d)→(r,u) is defined by
ZB;σ,ρ(l,d)→(r,u) =
∑
(l,d)=pid→pid+1→···→piu=(r,u)
u∏
k=f(pi)
wt(pik−1 → pik),
where pik − pik−1 ∈ {(1, 1), (0, 1)} for all k and f(pi) := min{k | pik − pik−1 = (0, 1)}. In
other words, we take the product of weights of all edges of our lattice path that occur
weakly after its first vertical edge.
Definition 6.4. For vectors d,u, r ∈ (Z≥0)m, we denote C(d,u, r) := (C1, . . . , Cm), where
Ci := (1, di + 1, ui, ri) for all i ∈ [1,m].
Remark 6.5. We put di + 1 above in order to account for the following discrepancy: for
C = (1, d, u, r), Ht(C;σ,ρ) depends on σ0, . . . , σr and ρd, . . . , ρu, while Z
B;σ,ρ
(0,d)→(r,u) depends on
σ0, . . . , σr and ρd+1, . . . , ρu. It is thus natural to identify Z
B;σ,ρ
(0,d)→(r,u) with the cut (1, d+1, u, r).
The following result confirms the prediction of [BGW19, Remark 7.4].
Theorem 6.6. Consider vectors d,u,d′,u′, r ∈ (Z≥0)m such that both C(d,u, r) and C(d′,u′, r)
are left-aligned tuples of cuts. Suppose that we have a bijection φV : Z≥1 → Z≥1 such that
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φV (C(d,u, r)) = C(d′,u′, r) and set ρ′ := φ−1V (ρ). Then
(6.1)
(
ZB;σ,ρ(0,d1)→(r1,u1), . . . ,Z
B;σ,ρ
(0,dm)→(rm,um)
)
d
=
(
ZB;σ,ρ
′
(0,d′1)→(r1,u′1), . . . ,Z
B;σ,ρ′
(0,d′m)→(rm,u′m)
)
.
Proof. By [BGW19, Proposition 7.2], the joint distribution of the left hand side of (6.1) co-
incides with the distribution of the vector (exp (−Ht(C1;σ,ρ)) , . . . , exp (−Ht(Cm;σ,ρ))) of
exponentiated height functions Ht(Ci;σ,ρ) from Section 6.1. Here (C1, . . . , Cm) = C(d,u, r)
as in Definition 6.4. The result now follows from Theorem 6.3. 
6.3. Intersection matrices. When taking the limits in the next subsections, we will spe-
cialize to the homogeneous case where all σi are equal to a single value σ and all ρj are equal
to a single value ρ satisfying 0 < ρ < σ. In view of this, let us discuss intersection matrices
introduced in Definition 1.7.
Proposition 6.7. Consider vectors d,u,d′,u′, r ∈ (Z≥0)m and let C(d,u, r) = (C1, . . . , Cm)
and C(d′,u′, r) = (C ′1, . . . , C ′m) be as in Definition 6.4. Assume that both C(d,u, r) and
C(d′,u′, r) are left-aligned tuples of cuts. Then there exists a bijection φV : Z≥1 → Z≥1
satisfying φV (C(d,u, r)) = C(d′,u′, r) if and only if IM+(d,u) = IM+(d′,u′).
Proof. In order to distinguish between subsets of Z and subsets of R, let us denote [d, u]Z :=
{j ∈ Z | d ≤ j ≤ u} and [d, u]R := {y ∈ R | d ≤ y ≤ u}. Recall that Ci = (1, di+1, ui, ri) and
C ′i = (1, d
′
i + 1, u
′
i, r
′
i) for all i ∈ [1,m]. Recall also that the entries of IM+(d,u) are given by
IM+i,j = max(0,min(ui, uj)−max(di, dj)), which is the cardinality of [di+1, ui]Z∩ [dj+1, uj]Z.
If φV exists then it sends [di + 1, ui]Z∩ [dj + 1, uj]Z bijectively to [d′i + 1, u′i]Z∩ [d′j + 1, u′j]Z,
thus IM+(d,u) = IM+(d′,u′). Conversely, it suffices to show that for any I ⊆ [1,m], the
intersections
⋂
i∈I [di+1, ui]Z and
⋂
i∈I [d
′
i+1, u
′
i]Z have the same cardinality. Indeed, we have
#
⋂
i∈I
[di + 1, ui]Z = max (0,min{ui | i ∈ I} −max{dj | j ∈ I}) = min
{
IM+i,j
∣∣i, j ∈ I} .
Thus the assumption IM+(d,u) = IM+(d′,u′) implies the result for all I ⊆ [1,m]. 
6.4. Gamma polymer. Recall that the Gamma distribution with parameter κ > 0 is
supported on R>0 with density
1
Γ(κ)
xκ−1 exp(−x), x > 0.
Let us now fix some κ > 0 and describe the Gamma polymer [CSS15, OO15].
• For each (i, j) ∈ Z≥0 × Z≥1, we sample an independent random variable ηi,j which is
Gamma-distributed with parameter κ.
• We again deal with the grid Z≥0 × Z≥0 with vertical and diagonal edges. The weight
of each vertical edge connecting (i, j − 1) to (i, j) is equal to ηi,j, and the weights of all
diagonal edges are equal to 1.
• For l, d, u, r ∈ Z≥0 such that l ≤ r and r − l ≤ u − d, the Gamma polymer partition
function ZΓ(l,d)→(r,u) is defined by
ZΓ(l,d)→(r,u) =
∑
(l,d)=pid→pid+1→···→piu=(r,u)
u∏
k=d+1
wt(pik−1 → pik),
where pik−pik−1 ∈ {(1, 1), (0, 1)} for all k. Note that since the diagonal edges have weight
1, only the vertical edges contribute to the product.
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Theorem 6.8. Consider vectors d,u,d′,u′, r ∈ (Z≥0)m such that both C(d,u, r) and C(d′,u′, r)
are left-aligned tuples of cuts. If IM+(d,u) = IM+(d′,u′) then(
ZΓ(0,d1)→(r1,u1), . . . ,Z
Γ
(0,dm)→(rm,um)
) d
=
(
ZΓ(0,d′1)→(r1,u′1), . . . ,Z
Γ
(0,d′m)→(rm,u′m)
)
.
Proof. By Proposition 6.7, there exists a bijection φV : Z≥1 → Z≥1 sending C(d,u, r) to
C(d′,u′, r). The result now follows from Theorem 6.6 by substituting ρj = ε−1, σi = ε−1 + κ
and taking a limit as ε→ 0, see [BGW19, Section 7.2]. 
6.5. O’Connell–Yor polymer. Our next limiting transition leads to the following model.
• For each n ∈ Z≥0, let Bn(t), t ≥ 0, be an independent standard Brownian motion.
• For each l, r ∈ Z≥0 and d, u ∈ R≥0 satisfying l ≤ r and d ≤ u, define
ZOY(l,d)→(r,u) =
∫
d=tl<tl+1<···<tr+1=u
exp
[
r∑
i=l
Bi(ti+1)−Bi(ti)
]
dtl+1 . . . dtr.
We extend the definition of a cut C = (l, d, u, r) to the case where d ≤ u are real numbers.
In this case, we say that C = (C1, . . . , Cm) is a left-aligned tuple of cuts if li = 1 for all
i ∈ [1,m] and for any i, j ∈ [1,m], we have either ri ≤ rj and ui ≥ uj or ri ≥ rj and ui ≤ uj.
Theorem 6.9. Consider vectors d,u,d′,u′ ∈ (R≥0)m and r ∈ (Z≥0)m such that both
C(d,u, r) and C(d′,u′, r) are left-aligned tuples of cuts. If IM+(d,u) = IM+(d′,u′) then(
ZOY(0,d1)→(r1,u1), . . . ,Z
OY
(0,dm)→(rm,um)
)
d
=
(
ZOY(0,d′1)→(r1,u′1), . . . ,Z
OY
(0,d′m)→(rm,u′m)
)
.
Proof. As explained in [BGW19, Section 7.3], one obtains ZOY(l,d)→(r,u) as a properly rescaled
limit of ZΓ(l,Ld)→(r,Lu) as L→∞. It is easy to check that there exists a sequence dL,uL,d′L,u′L ∈
(Z≥0)m for L = 1, 2, . . . such that for all L,
• C(dL,uL, r) and C(d′L,u′L, r) are left-aligned tuples of cuts,
• IM+(dL,uL) = IM+(d′L,u′L),
• the limit of 1
L
(dL,uL,d
′
L,u
′
L) as L→∞ equals (d,u,d′,u′), and
• the limit of 1
L
IM+(dL,uL) as L→∞ equals IM+(d,u).
The result now follows by applying Theorem 6.8 and taking the limit as L→∞. 
We are ready to consider the models described in Section 1.4.
6.6. Brownian last passage percolation. Recall that Z(l,d)→(r,u) has been defined in (1.6).
Let us give a generalization of Theorem 1.8.
Theorem 6.10. Consider vectors d,u,d′,u′ ∈ (R≥0)m and r ∈ (Z≥0)m such that both
C(d,u, r) and C(d′,u′, r) are left-aligned tuples of cuts. If IM+(d,u) = IM+(d′,u′) then(
Z(0,d1)→(r1,u1), . . . ,Z(0,dm)→(rm,um)
) d
=
(
Z(0,d′1)→(r1,u′1), . . . ,Z(0,d′m)→(rm,u′m)
)
.
Proof. As explained in [BGW19, Section 7.4], Z(l,d)→(r,u) is obtained as a scaling limit of the
logarithm of ZOY(l,dL)→(r,uL) as L→∞. The result thus follows from Theorem 6.9. 
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6.7. KPZ equation.
Proof of Theorem 1.9. The argument in [BGW19, Section 7.5] shows that one can obtain
Z(y)(t, x) as a scaling limit of ZOY
(0,y)→(tL,t√L+x) as L→∞. Let L be such that tL is an integer
and set r = (tL, tL, . . . , tL) ∈ (Z≥0)m, r′ = (t
√
L, t
√
L, . . . , t
√
L) ∈ (R≥0)m. We introduce
d,d′,u,u′ ∈ (R≥0)m by d := y, d′ := y′, u := r′ + x, and u′ := r′ + x′. Let 1m×m denote
the m ×m matrix with all entries equal to 1. If L is large enough so that t√L > di for all
i ∈ [1,m] then we have
(6.2) IM+(d,u) = t
√
L1m×m + IM(y,x) = t
√
L1m×m + IM(y′,x′) = IM+(d′,u′).
Therefore Theorem 6.9 applies and we obtain the result by sending L→∞. 
6.8. Airy sheet. In view of the recent results [DOV18], one can define the Airy sheetA(x, y)
as a limit of the Brownian last passage percolation, cf. [BGW19, Equation (7.14)]:
(6.3)
Z(0,2xn2/3)→(n,n+2yn2/3) − 2n− 2n2/3(y − x) + (x− y)2n1/3
n1/3
→ A(x, y)
for x, y ∈ R as n→∞.
Proof of Theorem 1.10. We proceed as in the proof of Theorem 1.9: for an integer n ∈ Z≥1,
set r = (n, n, . . . , n) ∈ (Z≥0)m, d := 2n2/3x, d′ := 2n2/3x′, u := r + 2n2/3y, and u′ :=
r + 2n2/3y′. As in (6.2), we find IM+(d,u) = IM+(d′,u′) and then deduce the result from
Theorem 6.10 by sending n→∞. 
7. Arbitrary permutations, Kazhdan–Lusztig polynomials,
and positroid varieties
We discuss a surprising connection between the SC6V model and a family of algebraic
and combinatorial objects: Kazhdan–Lusztig R-polynomials (see [KL79] or [BB05, Chap-
ter 5]), Deodhar’s distinguished subexpressions [Deo85, MR04], and the positroid decompo-
sition [Pos06, BGY06, KLS13] of the Grassmannian. As we speculate in Section 7.3, these
observations suggest that there could be a common generalization of the SC6V model and
the combinatorics of positroid varieties.
In the last subsection, we give a counterexample to a natural extension of Theorem 1.5 to
arbitrary wiring diagram domains but give a conjectural generalization of the shift invariance
of [BGW19] to arbitrary domains.
First, we concentrate on the limit of the SC6V model as y1, y2, · · · → 0, in which case all
spectral parameters pi,j defined in (1.1) become equal to 1/q. More generally, for an arbitrary
Yang–Baxter element Y w defined for w ∈ Sn in (2.6), we consider a limiting regime where
z1  z2  · · ·  zn, in which case we get pi,j = 1/q for all 1 ≤ i < j ≤ n. We denote the
resulting element by
Y w|z1···zn = Ri1(1/q)Ri2(1/q) · · ·Rir(1/q),
where w = si1si2 · · · sir is a reduced word.
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i
j
Not distinguished!
Figure 16. The distinguished condition (Definition 7.2) states that two
paths cannot touch after they have crossed an odd number of times. This is
precisely the condition describing SC6V configurations that remain after we
send the weight 1− qp to 0.
7.1. Kazhdan–Lusztig R-polynomials. For all pairs pi,w ∈ Sn such that pi ≤ w in the
Bruhat order, the associated Kazhdan–Lusztig R-polynomials Rpi,w(q) are defined uniquely
by the condition that for all w ∈ Sn, we have
(7.1) q`(w)(Tw−1)
−1 =
∑
pi≤w
Rpi,w(q)Tpi.
The following result was shown in [BN19] by induction on `(w). We will prove it bijectively
in Proposition 7.3 below.
Lemma 7.1. For all w ∈ Sn, we have
q`(w)Y w|z1···zn =
∑
pi≤w
Rpi,w(q)Tpi.
Proof. Indeed, we have Rk(1/q) = 1/qTk + (1 − 1/q) which by (2.1) is equal to T−1k . Thus
Y w|z1···zn = T−1i1 · · ·T−1ir = (Tw−1)−1. The result follows from (7.1). 
By Proposition 2.3, this gives an interpretation of each Kazhdan–Lusztig R-polynomial in
terms of the SC6V model: q−`(w)Rpi,w(q) equals the probability of observing pi as the color
permutation of the SC6V model inside a wiring diagram for w with all spectral parameters
equal to 1/q. Note that one of the vertex weights (namely, 1 − qp) in Figure 1 becomes
equal to zero, however, the resulting “five-vertex model” is very different from the standard
five-vertex model studied e.g. in [BBBG19, BSW19, dGKW18]. Our goal is to show that
after sending all spectral parameters to 1/q, the configurations of the SC6V model with
nonzero weight admit a weight-preserving bijection with well-studied combinatorial objects
called Deodhar’s distinguished subexpressions [Deo85].
Definition 7.2. A reduced expression for w ∈ Sn is a sequence w = (si1 , si2 , . . . , sir) such
that w = si1si2 · · · sir is a reduced word. A subexpression for pi ∈ Sn inside w is a sequence
pi = (spii1 , s
pi
i2
, . . . , spiir) such that pi = s
pi
i1
spii2 · · · spiir and each spiij is equal to either sij or id.
We introduce partial products pi(j) := s
pi
i1
spii2 · · · spiij . A subexpression pi is called distinguished
(see Figure 16) if whenever `(pi(j−1)sij) = `(pi(j−1)) − 1, we have spiij = sij . We denote
J◦pi := {j ∈ [1, r] | spiij = id}, J−pi := {j ∈ [1, r] | `(pi(j−1)spiij) = `(pi(j−1)) − 1} and define the
weight of pi by (q − 1)|J◦pi |q|J−pi |.
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The above weights have the following geometric meaning: the R-polynomial Rpi,w(q) equals
the number of points over Fq inside a Richardson variety Rpi,w. Richardson varieties give
a natural stratification of the flag variety G/B, where G = SLn(C) and B is the subgroup
of G consisting of upper triangular matrices. (Thus G/B is the space of complete flags
(V0 ⊆ V1 ⊆ · · · ⊆ Vn = Cn) of linear subspaces of Cn with dimVi = i for all i.) We have
G/B =
⊔
pi≤wRpi,w. Deodhar [Deo85] constructed a decomposition of each Richardson vari-
ety Rpi,w into finer pieces corresponding to distinguished subexpressions of pi inside a reduced
expression w for w. Each piece is isomorphic to (C∗)|J◦pi | × C|J−pi |. The same decomposition
works over finite fields, thus the number of Fq-points inside the corresponding piece equals
(q − 1)|J◦pi |q|J−pi |. In particular, we have
Rpi,w(q) =
∑
distinguished subexpressions pi
for pi inside w
(q − 1)|J◦pi |q|J−pi |.
The following observation gives a bijective proof of Lemma 7.1.
Proposition 7.3. Let pi,w ∈ Sn and choose a reduced expression w for w. Then distin-
guished subexpressions for pi inside w are in a natural bijection with configurations of the
SC6V model inside a wiring diagram corresponding to w with all spectral parameters set to
1/q. For a given subexpression pi, the SC6V-weight of the corresponding configuration equals
q−`(w) · (q − 1)|J◦pi |q|J−pi |.
Proof. This is obvious from the definitions, see Figure 16. 
7.2. Grassmannian interpretation of the flip theorem. The flip theorem (Theorem 1.1)
gives a non-trivial relation between partition functions of the SC6V model associated with
a wiring diagram of a “rectangular” permutation w := wM,N from Example 2.9. Therefore
specializing to y = 0, we obtain a relation between R-polynomials Rpi,w(q) for various pi
satisfying horizontal and vertical boundary conditions.
Recall that we set n := M + N . When w = wM,N is a rectangular permutation and
pi ≤ w, the Richardson variety Rpi,w projects isomorphically onto a positroid variety inside
the Grassmannian Gr(M,n) of complexM -dimensional linear subspaces of Cn. The positroid
decomposition of Gr(M,n) was constructed by Knutson–Lam–Speyer [KLS13] building on
the work of Postnikov [Pos06]. Theorem 1.1 implies that the number of points over Fq in
one subvariety ΠH,V of Gr(M,n) equals the number of points in another subvariety Π180
◦(H),V
of Gr(M,n). Our goal is to describe the subvarieties ΠH,V and Π180
◦(H),V and give a simple
bijection between their points over any field. This gives a “lift” of the y = 0 specialization
of Theorem 1.1 to Gr(M,n). One might wonder whether the whole Theorem 1.1, as well
as other properties and objects related to the SC6V model, can be lifted to the level of
Gr(M,n). We discuss this further in Section 7.3.
Let Bound(M,n) denote the set of bounded affine permutations which are bijections f :
Z→ Z such that
• f(i+ n) = f(i) + n for all i ∈ Z,
• 1
n
∑n
i=1(f(i)− i) = M , and
• i ≤ f(i) ≤ i+ n for all i ∈ Z.
An element X ∈ Gr(M,n) can be viewed as a row span of a full rank complex M ×n matrix
A. Denote the columns of A by A1, A2, . . . , An ∈ CM . We extend this uniquely to all i ∈ Z
40 PAVEL GALASHIN
by requiring that Ai+n = Ai for all i ∈ Z. We define fA : Z→ Z by
(7.2) fA(i) = min {j ≥ i | Ai ∈ Span (Ai+1, Ai+2, . . . , Aj)} for i ∈ Z.
It is not hard to see that fA ∈ Bound(M,n) and that it only depends on the row span
X of A, thus we denote fX := fA and consider a map Gr(M,n) → Bound(M,n) sending
X 7→ fX . Denoting Π◦f := {X ∈ Gr(M,n) | fX = f}, we obtain the positroid decomposition
of Gr(M,n) given by Gr(M,n) =
⊔
f∈Bound(M,n) Π
◦
f .
A permutation u ∈ Sn is called (M,N)-Grassmannian if u(1) < u(2) < · · · < u(N) and
u(N + 1) < u(N + 2) < · · · < u(n). Let tωM ∈ Bound(M,n) denote the map sending
i 7→ i+n for i ∈ [1,M ] and i 7→ i for i ∈ [M + 1, n] (this defines tωM (i) uniquely for all other
i ∈ Z). Extend each permutation pi ∈ Sn to a map pi : Z 7→ Z satisfying pi(i+ n) = pi(i) + n.
Then it is well known [KLS13, Proposition 3.15] that the map (pi,w) 7→ fpi,w := pitωMw−1
(where multiplication is given by composition) gives a bijection between pairs (pi,w) such that
pi ≤ w and w is (M,N)-Grassmannian and the set Bound(M,n). See [GKL19, Figure 2] for a
pictorial representation of this correspondence. By [KLS13, Proposition 5.4], the Richardson
variety Rpi,w is isomorphic to the positroid variety Π◦fpi,w , thus the number of points in Π◦fpi,w
over Fq is counted by the R-polynomial Rpi,w(q). When w = wM,N , we have fpi,w = piidM ,
where idM : Z→ Z sends i 7→ i+M for all i ∈ Z.
Example 7.4. Let w = wM,N and pi = id. In this case, fpi,w = idM corresponds to the
top-dimensional positroid variety Π◦idM . The row span of a k × n matrix A belongs to Π◦idM
if and only if all of its Plu¨cker coordinates corresponding to cyclic intervals are nonzero:
∆1,2,...,M(A) 6= 0, ∆2,3,...,M+1(A) 6= 0, . . . , ∆n,1,2,...,M−1(A) 6= 0.
In other words, the row span ofA belongs to Π◦idM if and only if the vectorsAi+1, Ai+2, . . . , Ai+M
form a basis of CM for all i ∈ Z, as clearly follows from (7.2). Let us now consider the case
M = N = 2 and count the number of points inside Π◦idM over Fq in two different ways.
Having pi = id corresponds to the following two SC6V model configurations:
Probability: (1− 1/q)4 1/q · (1− 1/q)2
By Proposition 7.3, multiplying the probabilities by q`(w), we get Rpi,w(q) = (q−1)4+q(q−1)2.
On the other hand, applying row operations, we find that Π◦idM consists of (row spans of)
matrices
(
1 0 a b
0 1 c d
)
such that a 6= 0, d 6= 0, and ad 6= bc. The number of such matrices
over Fq equals (q − 1)4 + q(q − 1)2, as expected.
Recall from Section 1.2 that we have defined the quantities H := HM,Npi and V := VM,Npi as-
sociated to pi ∈ Sn. We see that if H = {(l1, r1), . . . , (lh, rh)} and V = {(d1, u1), . . . , (dv, uv)}
then f := fpi,w = piidM satisfies the following conditions:
{(i, f(i)) | i, f(i) ∈ [1, N ]} = {(l1 −M, r1), . . . , (lh −M, rh)};(7.3)
{(i, f(i)) | i ∈ [1−M, 0] and f(i) ∈ [N + 1, n]} = {(d1 −M,u1), . . . , (dv −M,uv)}.(7.4)
Denote the left and right hand sides of (7.3) (resp., (7.4)) by H˜f and H˜ (resp., V˜f and V˜).
Let X ∈ Gr(M,n) be the row span of a matrix A and consider the pair (piX , wX) such
that fX = fpiX ,wX . It is not hard to see that wX = w
M,N if and only if the vectors
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AN+1, AN+2, . . . , An form a basis of CM . We denote by Ω[N+1,n] ⊆ Gr(M,n) the set of
(row spans of) such matrices A, which is usually called an opposite Schubert cell. We let
ΠH,V := {X ∈ Ω[N+1,n] | H˜fX = H˜ and V˜fX = V˜}.
Finally, define the map rev[1,N ] : Gr(M,n) → Gr(M,n) sending (the row span of) a matrix
with columns A1, A2, . . . , An to (the row span of) the matrix with columns
AN , AN−1, . . . , A1, AN+1, AN+2, . . . , An.
The y → 0 limit of Theorem 1.1 states that the varieties ΠH,V and Π180◦(H),V contain the
same number of Fq-points. In fact, a much stronger statement holds.
Proposition 7.5. For all H,V, the map rev[1,N ] gives an isomorphism of varieties:
rev[1,N ] : Π
H,V ∼−→ Π180◦(H),V.
Proof. Let X ∈ ΠH,V be the row span of A, f := fX , Y := rev[1,N ](X), g := fY . Clearly,
Y ∈ Ω[N+1,n]. By (7.2), we see that if f(i) = j then Aj appears with a nonzero coefficient
in the expansion of Ai as a linear combination of Ai+1, . . . , Aj. In particular, max{i′ ≤
j | Aj ∈ Span (Aj−1, Aj−2, . . . , Ai′)} is equal to i. This shows that H˜g = ˜180◦(H). Since
Span(A1, . . . , AN) = Span(AN , . . . , A1), we get V˜g = V˜, thus indeed Y ∈ Π180◦(H),V. 
7.3. Common generalizations? The main message suggested by the above observations is
the following. The y = 0 specialization of the SC6V model recovers well studied objects such
as R-polynomials, which are “shadows” of geometric objects such as positroid varieties. The
latter can be parametrized by other combinatorial objects such as planar bipartite graphs
of [Pos06].
Question 7.6. Does there exist a common generalization of the stochastic colored six-vertex
model in a rectangle (with arbitrary x,y) and positroid varieties in the Grassmannian?
For example, it would be interesting to give an interpretation of the SC6V model in terms
of planar bipartite graphs of [Pos06]. Surprisingly, the recurrence (3.2)–(3.4) used in the
proof of Theorem 1.1 has already appeared in the literature precisely in the language of such
graphs. We thank Thomas Lam for pointing out the following remark to us.
Remark 7.7. The Grassmannian lift of the y = 0 specialization of (3.2)–(3.4) was used
in [MS16, Section 4] to show local acyclicity of cluster algebras associated to Postnikov’s
planar bipartite graphs. Applying either recurrence to R-polynomials and distinguished
subexpressions leads to unexpected phenomena related to rational Catalan combinatorics
which will be explored in future work with Thomas Lam.
The above local acyclicity property was used in [GL19] to show that positroid varieties are
cluster varieties, which allows one to study their cohomology via the associated mixed Hodge
tables, see [LS16]. The number of points over Fq can be calculated from the mixed Hodge
table, thus one possible direction is to understand the relation between the SC6V model and
the cohomology of positroid varieties.
Kazhdan–Lusztig R-polynomials arise in several other contexts. For example, they are
used to express Kazhdan–Lusztig P -polynomials [KL79, KL80], which have nonnegative in-
teger coefficients and are of great interest in representation theory and algebraic geometry.
One can define P -polynomials through an involution on Hq(Sn; z) that is very similar (but
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different) from the one used in the proof of Theorem 2.4. We thank Pavlo Pylyavskyy for
discussions related to the following question.
Question 7.8. Determine the relation between Kazhdan–Lusztig P -polynomials and the
SC6V model. For example, is there a probabilistic interpretation of their nonnegative integer
coefficients?
By Proposition 2.3, the SC6V model is literally equivalent to the expansion of the Yang–
Baxter basis {Y w} in the {Tpi} basis. The Yang–Baxter basis has several interesting proper-
ties. For example, the orthogonality relations, discovered already in [LLT97, Theorem 5.1],
are yet to be understood from the SC6V model point of view.
One other direction that we think is worth exploring is to understand the appearance of
pipe dreams both in the SC6V model dynamics and in Schubert calculus. There are several
classes of pipe dreams arising in Schubert calculus, for example, ordinary pipe dreams [BB93,
FK96, KM05] or bumpless pipe dreams recently introduced in [LLS18]. One may consider
reduced pipe dreams (where two paths can intersect at most once) or non-reduced pipe
dreams which appear e.g. in the study of Grothendieck polynomials [FK94, LRS06, Las02].
Question 7.9. Determine which of the above classes of pipe dreams are related to the SC6V
model or its specializations.
An example of a relation like this between bumpless pipe dreams [LLS18] and the six-vertex
model was recently pointed out by Anna Weigandt [Wei]. These objects are closely related
to alternating sign matrices [Las02, Kup96]. See also [BBBG19, BSW19] for related work.
7.4. Counting pipe dreams. We give a curious enumerative specialization of Theorem 1.1.
The number of configurations of the SC6V model inside an M × N -rectangular domain is
equal to 2MN , and for each configuration Π, we denote the associated color permutation by
piΠ (as in Section 4.3). Given H,V, we let PDH,V := {Π | HM,NpiΠ = H and VM,NpiΠ = V}.
Corollary 7.10. For any H,V, we have
(7.5) #PDH,V = #PD180◦(H),V.
Proof. For a variable t, denote y := 1−qt
1−t x and substitute yj := y and xi := x for all i ∈ [1,M ]
and j ∈ [1, N ]. Then each spectral parameter pi,j given by (1.1) becomes equal to t. For
a pipe dream Π, let xing(Π) denote the number of cells of Π that contain a crossing, thus
0 ≤ xing(Π) ≤MN . Applying Theorem 1.1 and sending q → 1, we get
(7.6)
∑
Π∈PDH,V
txing(Π)(1− t)MN−xing(Π) =
∑
Π∈PD180◦(H),V
txing(Π)(1− t)MN−xing(Π).
Substituting t = 1
2
, the result follows. 
Remark 7.11. Dividing both sides of (7.6) by (1− t)MN and replacing t
1−t with q yields a
q-analog of (7.5):
(7.7)
∑
Π∈PDH,V
qxing(Π) =
∑
Π∈PD180◦(H),V
qxing(Π).
Problem 7.12. Give a non-recursive bijective proof of (7.5) or (7.7).
SYMMETRIES OF STOCHASTIC COLORED VERTEX MODELS 43
7.5. Arbitrary permutations. We finish with a discussion of more general wiring diagram
domains associated to arbitrary Yang–Baxter basis elements.
The statement of Theorem 1.5 extends perfectly well to arbitrary w ∈ Sn: one may
consider two families of height functions (Ht(i1, j1), . . . ,Ht(im, jm)), (Ht(i
′
1, j
′
1), . . . ,Ht(i
′
m, j
′
m))
defined in (1.3). They are considered as random vectors with respect to the probability
distribution arising from the SC6V model associated with Y w. Suppose that a permutation
z′ = (z′1, . . . , z
′
n) of the variables in z is such that all marginal distributions are preserved:
Ht(ik, jk)
d
= Ht(i′k, j
′
k) |z 7→z′ for all k ∈ [1,m].
Does this imply that
(Ht(i1, j1), . . . ,Ht(im, jm))
d
= (Ht(i′1, j
′
1), . . . ,Ht(i
′
m, j
′
m)) |z 7→z′?
When w is associated with a skew domain as in Section 2.4 (such permutations are called
fully commutative), the answer is positive since this is precisely the subject of Theorem 1.5.
For general w, we give a counterexample.
Example 7.13. Let n = 4, w = s3s2s3 = s2s3s2 and consider height functions Ht(2, 2) and
Ht(3, 3). Suppose pi ∈ Sn has nonzero probability (i.e., pi ≤ w in the Bruhat order). Then
Htpi(2, 2) =
{
0, if pi(2) = 2,
1, otherwise;
Htpi(3, 3) =
{
0, if pi(4) = 4,
1, otherwise.
Considering the wiring diagram associated with the reduced word w = s3s2s3, we see that
the probability that Ht(2, 2) = 0 is equal to 1 − p2,4. If we instead use the Yang–Baxter
relation and consider the reduced word w = s2s3s2, we similarly find that the probability
that Ht(3, 3) = 0 is also equal to 1 − p2,4. In particular, the distributions of Ht(2, 2) and
Ht(3, 3) are the same and are invariant under swapping z1 and z3. However, their joint
distribution is not invariant under this substitution: for example, the only permutation pi
satisfying Htpi(2, 2) = 0 and Htpi(3, 3) = 1 is the simple transposition pi = s3 which appears
with probability (1 − p2,3)(1 − p3,4)p2,4. This quantity depends on z3 but not on z1 so it is
not invariant under swapping these two variables. Therefore Theorem 1.5 does not extend
to arbitrary permutations w.
Despite this example, we can still give a conjectural generalization of the shift-invariance
results of [BGW19] to arbitrary w. Fix α, δ ∈ [1, n], and for each pi ∈ Sn, define
◦
Hα,δpi := {(i, pi(i)) | i > α and pi(i) < δ},
◦
Vα,δpi := {(i, pi(i)) | i < α and pi(i) > δ}.
This differs from Hα,δpi and Vα,δpi defined in (3.9) by passing from weak to strong inequalities.
Fix two sets H,V of pairs and denote
◦
SATα,β(H,V) := {pi ∈ Sn |
◦
Hα,δpi = H,
◦
Vα,δpi = V}.
Also let us fix w ∈ Sn and consider the probability distribution associated with Y w. We
let
◦
ZH,V
α δ
denote the probability that pi ∈ ◦SATα,β(H,V). We further introduce probabilities
◦
ZH,V
α
,
◦
ZH,Vα ,
◦
ZH,Vα that pi belongs to
◦
SATα,β(H,V) and satisfies, respectively, pi(α) > δ, pi(α) =
δ, or pi(α) < δ. Similarly, we let
◦
ZH,V
δ
,
◦
ZH,V
δ
,
◦
ZH,V
δ
denote the probabilities that pi belongs
to
◦
SATα,β(H,V) and satisfies, respectively, pi−1(δ) > α, pi−1(δ) = α, or pi−1(δ) < α. The
probabilities
◦
ZH,Vα and
◦
ZH,V
δ
are equal and denoted by
◦
ZH,V
α δ
. We have
◦
ZH,V
α
+
◦
ZH,V
α δ
+
◦
ZH,Vα =
◦
ZH,V
δ
+
◦
ZH,V
α δ
+
◦
ZH,V
δ
=
◦
ZH,V
α δ
.
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4
α = 3
2
β = 1
4
3 = γ
2 = δ
1
4
α = 3
2
β = 1 1
3 = γ
2 = δ
4 4
α = 3
2
β = 1 1
3 = γ
4
2 = δ
w = s2s3s2s1
◦
ZH,Vα
◦
ZH,V
δ
Figure 17. In this case, Conjecture 7.14 does not hold without the denom-
inators, see Example 7.17.
Let β := w−1(δ) and γ := w(α). We say that {α, β} is an inversion of w if either α < β
and γ > δ or α > β and γ < δ. (In particular, {α, β} is not an inversion when α = β.) The
following conjecture has been verified for n ≤ 6.
Conjecture 7.14. Let α, δ ∈ [1, n], w ∈ Sn, and β := w−1(δ) be such that {α, β} is not an
inversion of w. Then for any H,V, we have
(7.8)
◦
ZH,V
α
◦
ZH,V
α δ
=
◦
ZH,V
δ
◦
ZH,V
α δ
∣∣∣∣∣
zα↔zβ
,
◦
ZH,V
α δ
◦
ZH,V
α δ
=
◦
ZH,V
α δ
◦
ZH,V
α δ
∣∣∣∣∣
zα↔zβ
, and
◦
ZH,Vα
◦
ZH,V
α δ
=
◦
ZH,V
δ
◦
ZH,V
α δ
∣∣∣∣∣
zα↔zβ
.
Remark 7.15. Both sides of (7.8) can be interpreted as conditional probabilities and can
be restated in the language of height functions. If the denominator
◦
ZH,V
α δ
is symmetric in
zα, zβ then the equalities in (7.8) hold for just the numerators. This is the case for skew
domains, and therefore it is straightforward to check that Conjecture 7.14 implies [BGW19,
Theorems 1.2 and 4.13]. However,
◦
ZH,V
α δ
is not symmetric in zα, zβ for other choices of w as
Example 7.17 demonstrates.
Remark 7.16. When {α, β} is an inversion of w, Conjecture 7.14 does not hold: in the limit
regime where z1  · · ·  zn, the spectral parameters become equal to 1/q, and then sending
q → 1, we obtain Tw as the limit of Y w. In this case, w appears as the color permutation
with probability 1. If, say, α > β then we get
◦
ZH,Vα =
◦
ZH,V
δ
= 1 while
◦
ZH,V
α
=
◦
ZH,V
δ
= 0,
violating the first and the third equalities in (7.8).
Example 7.17. Let n = 4, w = s2s3s2s1, α = 3, β = 1, γ = 3, δ = 2, H = ∅, and
V = {(2, 4)}, see Figure 17. For such H and V, we find ◦ZH,V
α δ
= p23p24(1 − p34p14).
The permutations contributing to
◦
ZH,Vα and
◦
ZH,V
δ
are shown in Figure 17, so (7.8) reads
p23p24(1−p34)p14
p23p24(1−p34p14) =
p23p24p34(1−p14)
p23p24(1−p34p14) |z1↔z3 . This identity is true, but would be false without the
denominators.
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