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Abstract 
The numerical modelling of electromagnetic waves has been the focus of many 
research areas in the past. Some specific applications of electromagnetic wave 
scattering are in the fields of Microwave Heating and Radar Communication Sys-
tems. The equations that govern the fundamental behaviour of electromagnetic 
wave propagation in waveguides and cavities are the Maxwell's equations. In the 
literature, a number of methods have been employed to solve these equations. Of 
these methods, the classical Finite-Difference Time-Domain scheme, which uses a 
staggered time and space discretisation, is the most well known and widely used. 
However, it is complicated to implement this method on an irregular computa-
tional domain using an unstructured mesh. 
In this work, a coupled method is introduced for the solution of Maxwell's 
equations. It is proposed that the free-space component of the solution is com-
puted in the time domain, whilst the load is resolved using the frequency de-
pendent electric field Helmholtz equation. This methodology results in a time-
frequency domain hybrid scheme. For the Helmholtz equation, boundary condi-
tions are generated from the time dependent free-space solutions. The boundary 
information is mapped into the frequency domain using the Discrete Fourier 
Transform. The solution for the electric field components is obtained by solv-
ing a sparse-complex system of linear equations. The hybrid method has been 
tested for both waveguide and cavity configurations. Numerical tests performed 
on waveguides and cavities for inhomogeneous lossy materials highlight the ac-
curacy and computational efficiency of the newly proposed hybrid computational 
electromagnetic strategy. 
Keywords: Finite-Difference Time-Domain7 Maxwell's Equation7 Frequency 
Domain7 Helmholtz Equation7 Discrete Fourier Transform7 Hybrid Method 
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Chapter 1 
Introduction and Literature 
Review 
1 
NOMENCLATURE 
A Coefficient matrix A Augmented matrix 
b Right hand vector b Augmented right hand vector 
B Magnetic flux density (T) D Electric flux density (V/m) 
D Diagonal matrix E Electric field intensity(V) 
H Magnetic field intensity (A/m) J Electric current density (A/m2 ) 
Ml Left preconditioning matrix Mr Right preconditioning matrix 
n Unit outward normal to face f ac Broad dimension of cavity (m) 
ag Broad dimension of waveguide ( m) be Narrow dimension of cavity (m) 
bg Narrow dimension of waveguide( m) c Wave speed (m/s) 
Cc Height of cavity ( m) Cg Length of waveguide ( m) 
f A face of a Cartesian cell f Frequency (Hz) 
/g Cutoff frequency of waveguide (Hz) Current (A) 
j Complex unity k2 Condition number 
m Modes in the x-coordinate direction n Matrix dimension 
n Modes in the y-coordinate direction n The nth time level 
p Modes in the z-coordinate direction q Charge (C) 
s Surface area (m2 ) v Volume (m3 ) 
v Voltage (V) f3o Phase factor of free-space 
t5x Cell dimension in the x direction t5y Cell dimension in the y direction 
t5z Cell dimension in the z direction t5s Surface area of face f (m2 ) 
t5t Time step of numerical scheme (s) t5v Volume of the cell (m3 ) 
c: Permittivity (F/m) C:r Relative permittivity 
c:' Relative dielectric constant c:" Relative loss factor 
.A Unbounded wavelength (m) Ac Cutoff wavelength in cavity ( m) 
Ag Cutoff wavelength of waveguide (m) Aw Wavelength in waveguide (m) 
J-L Permeability (H/m) w Angular frequency (27r f) (rad/ s) 
(}" Electric conductivity (0-1 /m) 
Table 1.1: List of symbols used in Chapter 1. 
1.1 Introduction 
Computational Electromagnetics ( CEM) is an important research field that spans 
the disciplines of Engineering, Science and Environmental Studies. The impact 
of CEM is clearly evident in the literature, where it has been employed in the 
study of many key industrial problems, including microwave heating and dry-
ing processes, and also sterilisation. The first evidence of CEM appeared in the 
2 
1940s where it was used to investigate satellite communication systems [1]. Later 
the numerical techniques developed for high frequency free-space propagation of 
electromagnetic waves in satellite communications were adapted to other fields, 
including industrial microwave heating. 
During the growth period of CEM, a number of different numerical techniques 
have been developed to resolve the governing electromagnetic equations, which in 
the time-domain are referred to as Maxwell's equations. The biggest achievement 
was the development of the Finite-Difference Time-Domain (FD-TD) method by 
Yee in the middle of the 1960s [2]. In fact, to this day, many researchers use the 
the FD-TD method as a benchmark algorithm to compare any newly developed 
electromagnetic numerical modelling techniques. 
In the last twenty years, the FD-TD method has been widely analysed and 
implemented, applied to many different problems and used to study the inter-
action of electromagnetic fields with a variety of media. The current state-of-
the-art FD-TD solution strategy has evolved during this period from a simple 
two-dimensional computational model to a very powerful three-dimensional sim-
ulation tool for investigating electromagnetic field phenomena in many complex 
industrial microwave and radio-frequency cavity designs. During the last three 
decades, the following important milestones in industrial microwave heating and 
CEM should be noted: 
• Bosisio and Nachman, 1975: Introduced a simplistic approach for deter-
mining the electric field distribution inside a microwave applicator [3]. 
• Mur, 1981: Developed a new approach to absorb fields for the finite-
difference approximation of the time-domain electromagnetic field equations 
[4]. 
3 
• M etaxas and Meredith, 1983: Published a book dedicated to the field of 
industrial microwave heating [1]. 
• De Pourcq and Eng, 1985: Three-dimensional power-density calculations 
were performed using finite-difference approximations [5]. 
• Madsen and Ziolkowski, 1988: Investigated irregular non-orthogonal grids 
for the solution of the time-domain Maxwell's equations [6]. 
• Shankar and Mohammadian, 1990: Applied techniques from computational 
fluid dynamics in computational electromagnetics to resolve the time-domain 
electromagnetic equations in a new form [7]. 
• Jia and Jolly, 1992: Introduced a three-dimensional finite-element method 
for the simulation of microwave field and power distributions [8]. 
• Berenger, 1993: A new absorbing boundary concept was derived that is 
called the Perfectly Matched Layer (PML) for the finite-difference time-
domain discretisation of Maxwell's equations [9, 10]. 
• Fu and Metaxas, 1994: Power density calculations were performed in a 
multi-mode cavity using full three-dimensional electromagnetic simulations 
[11]. 
• Dibben, 1995: Finite element methods were investigated and experimental 
modelling of microwave applicators was conducted [12]. 
• Zhao, 1997: A comprehensive study of heating of lossy dielectric materi-
als inside arbitrary shaped cavities using various time-domain numerical 
strategies to resolve the electromagnetic equations was performed [13]. 
• Reader and Chow Ting Chan, 1998: Experimental and numerical field stud-
ies in loaded multimode and single mode cavities was thoroughly investi-
gated [14]. 
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• Ditkowski, 2001: Staircasing problems at boundaries have been investigated 
and eliminated, and a special free-space and material interface condition for 
the propagation of electromagnetic waves was introduced [15]. 
• Xie, 2002: An explicit fourth-order finite-difference time-domain numerical 
solver for the Maxwell's equations was proposed [16]. 
Although existing CEM models can be used to investigate a variety of im-
portant industrial problems in microwave heating and drying, substantial com-
putational overheads are associated with these schemes to obtain suitable results 
to allow for strategic decision making. For example, in the optimisation of a 
combined microwave and convective drying process, the drying engineer would 
need knowledge of the moisture, thermal and internal pressure fields together 
with the power distribution in the load. This complex coupled system would re-
quire numerous simulations to be performed before the optimal design is reached. 
Therefore, the computation time for the simulations is crucial, hence requiring 
that the underlying CEM algorithm needs to be as efficient as possible. Current 
CEM trends indicate that the prediction of the power distribution for an irreg-
ularly shaped load placed within a small-scale industrial microwave cavity can 
take from hours to days to obtain a single estimate of the electromagnetic field 
evolution. This bottleneck provides the motivation of this thesis for deriving a 
new and innovative strategy for determining the power distribution in the load, 
which then can be coupled with either the heat equation or the more complicated 
heat and mass transfer models. 
In the past, researchers have investigated two different approches to resolv-
ing the electromagnetic phenomena within a microwave heating process. Firstly, 
time-domain methods have been investigated, where the numerical solution strat-
egy uses a time-marching algorithm to predict the nature of the electric and mag-
netic fields at the next time step. Secondly, time-harmonic or frequency-domain 
5 
implicit solvers have been applied to microwave heating problems. The latter 
techniques predict the electric and magnetic fields at a particular frequency. Gen-
erally, a number of solutions to the problem are obtained at frequencies within the 
vicinity of the dominant frequency. Time-domain and frequency-domain equa-
tions and solvers are discussed further in §1.2.1. 
This thesis makes its contribution to both of the areas of industrial microwave 
heating and CEM. An innovative numerical strategy for analysing microwave 
heating problems, which combines the power of a time-domain solver with an 
efficient frequency-domain solver, can be used to predict the power distribution 
generated in a lossy medium during microwave heating. This hybrid approach 
resolves the power distribution more efficiently than existing methods and main-
tains the accuracy of the solution. This efficient computational tool can be used 
by engineers to investigate, design and analyse new and exciting cavity structures 
that seek to optimise the power delivered to the material. 
1.1.1 Aims of the Research Work 
The work in this thesis is specifically focused towards the study of the microwave 
heating process. Primarily, the aim of the work is to identify a new and innovative 
methodology for resolving the governing electromagnetic equations. The main 
objectives of the thesis are to: 
(a) Develop efficient and accurate computational algorithms for simulating in-
dustrial microwave heating processes. 
(b) Investigate and provide further insight into the physical phenomenon of ther-
mal runaway and the way in which electromagnetic waves interact with di-
electric materials in waveguide and cavity structures. 
(c) Calibrate the computational model for industrial use by applying it to specific 
6 
case studies in dielectric heating using high frequency microwave energy. 
1.1.2 The Microwave Heating Process 
Microwaves have been used in industry since the early 1940s [17, 18], and today 
the benefits of this technological advance have been widely adopted to the heat-
ing of food and the drying of building materials like wood and bricks. Microwave 
energy has also been used in the treatment of waste, both chemical and domestic, 
and in sterilsation, for example tree roots. 
In the modern family home the domestic microwave oven is as important as the 
television set that provides hours of entertainment. As a consequence, research 
in the field of microwave heating, and in particular the search for the optimal 
microwave design that delivers heating uniformly in the load is invaluable [19]. 
The millions of microwave ovens in use today for both industrial and domestic 
purposes are based on the same fundamental concept and design. Therefore, the 
study of industrial microwave heating can be adapted easily to more conventional 
microwave ovens found in many household kitchens. 
There are many benefits to using microwave energy as a source for heating 
[1]. One of the key benefits is the speed of processing compared to conventional 
systems, which arises due to the volumetric delivery of energy associated with 
the microwave processing phenomenon. Other benefits include rapid heating, ef-
ficient use of energy, high end product quality and usually a clean and compact 
heating environment. 
Conventional heating methods rely on the delivery of energy through the 
conduction of heat from the surface of the product. Depending on material prop-
erties, this conductive heating process may take a long time and may not produce 
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an acceptable final product quality. Because microwave technology delivers the 
bulk of the energy in a highly concentrated and very rapid manner to the product, 
the case-hardening of products that are heated and dried by classical convective 
methods often can be eliminated. This advantage is a major attraction for the 
industrial microwave heating process. 
1.1.3 The Microwave Heating Apparatus 
The basic conceptual idea behind a domestic microwave heating process is illus-
trated in Figure 1.1. Industrial processes are based around the same principal as 
illustrated in Figure 1.2, whereby the electromagnetic energy is delivered using a 
waveguide. In the figures, the load or product is located at the bottom of the cav-
ity, which is referred to as the applicator when the waveguide is included. The 
dimension of the applicator is calculated so that certain electromagnetic fields 
are generated within the cavity when the product is not present. These fields are 
delivered via a waveguide. Waveguides are usually attached to a power source, 
and in this form, the energy delivery device is referred to as a magnetron. The 
magnetron has certain specifications and dimensions that in these cases (see Fig-
ures 1.1 and 1.2) delivers the electromagnetic energy through a rectangular cross 
section. 
The magnetron has a nominal output power, which is transfered into the cav-
ity via the waveguide in the form of electromagnetic waves. This input power is 
usually excited over the cross-section of the waveguide, and hence, measured in 
W/m2 . The absorbed power is then computed according to the governing equa-
tions in W/m3 within the load, which is dependent on the dielectric properties 
of the material (see §1.1.6 for discussion on dielectric properties). Generally, all 
computations are done with an initial unity wave amplitude and the absorbed 
energy distribution in the product determined. More often than not in modern 
8 
(a) (b) 
Figure 1.1: The conventional microwave oven. The different components of the 
microwave heating system are exhibited; (a) front view, (b) perspective view, (c) 
open cavity and (d) main components. 
calculations, the absorbed power inside the load is determined directly without 
the use and implementation of an energy balance equation. In this case, the elec-
tric and magnetic field amplitudes are calculated using the average input power 
of the waveguide, whilst in the case of unity input field amplitude, an energy 
balance for the system is calculated from which the absorbed power is computed. 
In this thesis, the relationship between the average input power and the incident 
field amplitude is used in the numerical electromagnetic field simulations. 
1.1.4 Classification of Waveguide and Cavity 
In many industrial applications, a T Emn waveguide is used to deliver the en-
ergy to the material. In Figure 1.3 a selection of waveguides is exhibited. The 
Transverse Electric (TE) fields travel through the waveguide into the applicator. 
Transverse Magnetic (TM) waveguides are also used for industrial applications. 
The numerical implementation of the TM field components is similar to the TE 
9 
Figure 1.2: An industrial microwave heating apparatus, where the different com-
ponents of the microwave heating system are exhibited. Picture adapted from 
[20]. 
case, the differences arise due to the cross-sectional dimension of the waveguide 
and the form of the particular components of the incident fields [17]. 
Them and n subscripts (T Emn) refer to the modes that are generated inside 
the waveguide, where the modes are determined by the cross-sectional dimensions 
of the waveguide. The m subscript refers to the broad side of the waveguide and 
the n subscript refers to the narrow side of the waveguide (see Figure 1.4). For 
example, if the broad side of a rectangular waveguide has dimension ag and the 
narrow side has dimension bg, then the cutoff wavelength (.\g) of the guide is 
determined by the following expression [17]: 
10 
Figure 1.3: A selection of waveguides used in industrial microwave heating. 
(1.1) 
The T E 10 incident mode gives that there is one mode in the x-coordinate 
direction (i.e. the broad dimension) and the fields are uniform in the y-coordinate 
direction (i.e. the narrow dimension). For example, in the case of a TE10 WR340 
standard rectangular waveguide, the cross-sectional dimensions are given as a9 = 
0.086 m and b9 = 0.043 m . For this setup the cutoff wavelength (1.1) is calculated 
as: 
2 
>..9 = = 0.344m. V (2 x 0~086) 2 + (2 x 0~04J 2 (1.2) 
From equation (1.1) the cutoff frequency (!9 ) of the waveguide can be deter-
mined according to the relationship [17]: 
c 
A.g = jg' (1.3) 
where, c = 3 x 108 m/ s is the wave speed inside the waveguide. Hence, the 
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Figure 1.4: A rectangular waveguide with broad dimension a9 , narrow dimension 
b9 and longitudinal dimension c9 . 
cutoff frequency for the T E 10 WR340 waveguide is: 
3 X 108 j 9 = 0_344 c:::: 0.8721 GH z . (1.4) 
Equation (1.4) implies that electromagnetic waves inside the T E 10 WR340 
waveguide will only propagate for frequencies above j 9 , and for this case, the 
cutoff frequency is given in (1.4). At frequencies lower than cutoff, the elec-
tromagnetic waves are attenuated and the modes inside the waveguide are not 
propagated. Therefore, it is reasonable and acceptable to excite the waveguide 
at f = 2.45 G Hz, as the modes at this frequency will propagate. To estimate 
the longitudinal dimension of a waveguide for a certain mode structure the un-
bounded wavelength (A) at this frequency is calculated as: 
C 3 X 108 
A= -
1 
= 9 = 0.122449m. 2.45 X 10 
(1.5) 
Given A9 from (1.2) and A from (1.5), the wavelength inside the waveguide, 
Aw , is obtained according to the following equation [17]: 
12 
...... ... 
...... ... 
... .. 
... 
.; 
...... -
.. 
cavitY .. 
.... 
-... ... 
'• •., 
., 
~ 
.. · 
.. 
Figure 1.5: A cavity with dimensions ac X be X Cc· 
0.122449 
-----;:::==== = 0.1310312m. 
1- (0.122449)2 
0.344 
(1.6) 
In a waveguide, the electromagnetic fields will propagate in the longitudinal 
dimension, or the z-coordinate direction. In the most general case, a waveg-
uide may be represented as T E105 , where 5 is the number of modes observed in 
the z-coordinate direction. A T E105 WR340 waveguide would have dimensions 
a9 = 0.086 m, b9 = 0.043 m and c9 = 5 x Aw = 0.655156 m, where c9 is the longitu-
dinal dimension (see Figure 1.4) . Since all modes have the same electromagnetic 
field nature, a T E 101 and a T E105 waveguide will introduce the same fields into a 
cavity, provided that there are no losses through the walls of the waveguide. Due 
to this observation, future reference to waveguides will be in the form ofT Emn· 
Once the waves propagating inside the waveguide have reached the cavity (see 
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Figure 1.5), new coupled fields and modes are formed inside the applicator and 
these are uniformly distributed within the empty space. These new modes that 
are formed according to the dimensions of the cavity are used to classify the na-
ture of the empty applicator either as T Emnp or T Mmnp, where p is the number 
of modes in the longitudonal (or z) dimension. 
The cavity problem can be considered as an over sized waveguide, and there-
fore the classification of the cutoff wavelength of the cavity is an extension of 
(1.1), namely: 
(1.7) 
where, ac, be and Cc are the x-coordinate, y-coordinate and z-coordinate di-
mensions of the cavity, respectively. An illustration of the cavity dimension is 
given in Figure 1.5. Similarly to (1.3), the resonant frequency (!c) of the cavity 
can be determined. 
Numerical modelling can help predict the nature of the modes inside a cavity 
for a particular waveguide-cavity configuration. With the aid of numerical ex-
perimentation, the resonant frequency of the cavity can be calculated according 
to (1.7). Otherwise, given a certain resonant frequency, the dimension of the 
cavity can be determined for some desired empty cavity electromagnetic mode 
structure. Ideally, a numerical model that can predict the full electromagnetic 
fields of the microwave heating apparatus, including the load, should be used in 
the classification of the cavity. 
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1.1.5 Calibration of the Applicator 
Initially, the applicator is calibrated without any product or load present. Al-
though it is easy to compute the fields that will be present inside an empty 
applicator, it is not so easy to determine the fields that will be present once a 
load or product is introduced into that cavity [1]. 
Numerical techniques have been widely used to compute the electric and mag-
netic field components inside applicators in the past [3,5,6,8,11-14,19,21-23,31-
37,43]. When a product is introduced into the applicator, the nature of the 
electric and magnetic fields are changed, and new modes are formed. These new 
modes directly determine how that product will absorb energy (see §1.1.6 for a 
discussion on material absorptivity). Classical solution methods are very accurate 
for predicting the power distribution in loads with uniform dielectric properties 
without temperature dependence and regular product dimensions. However, the 
classical methods for determining the power distribution inside the load are very 
sensitive to changes in dielectric material properties and grid discretisations. To 
cater for these sensitivities, large computing resources are utilised that allow for 
smaller time stepping in the numerical solver, and a higher spatial resolution of 
the unknowns. Nevertheless, as more sophisticated numerical schemes are devel-
oped and the performance of hardward resources increase, numerical techniques 
provide an attractive way of predicting the electromagnetic wave evolution inside 
a loaded cavity. 
1.1.6 Material Properties 
In electromagnetic computations, when there is a load present inside the mi-
crowave heating apparatus, it is essential that the properties of the material are 
carefully considered. To simulate electromagnetic field behaviour for microwave 
heating processes, only the permeability (M) and the relative permittivity ( Er) of 
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free-space and the dielectric material are used in the computations. Mostly, ma-
terials that are heated using microwave technology are dielectrics, which means 
that the permeability of the material is that of free-space (i.e. f-L = f-Lo). 
Although it is possible to heat materials using microwave technology that 
have permeabilities that are different to free space, in this thesis only materi-
als that have constant free-space permeability and relative permittivity given as 
Er = c' - c11 j are considered. The relative dielectric constant ( c') determines how 
the electromagnetic waves will interact, and as a result, reflect and refract at 
the material and free-space interface. The relative loss factor ( c") is a measure 
of the ability of the material to absorb electromagnetic energy. The higher this 
constant, the larger the amount of energy being abosrbed. 
In this work, materials that have constant relative permittivity are investi-
gated in detail. Materials that have temperature dependent permittivities are 
investigated also, and in this instance the permittivity is given as a function of 
temperature (T) and written as Er(T) = c'- c"(T)j. In the case of temperature 
dependent permittivity, only the dielectric loss factor is dependent on tempera-
ture, which means that as the temperature of the material changes, its ability 
to absorb energy also changes. For most materials, as the temperature inside 
the material increases, the relative loss factor also increases. Rapid changes in 
the permittivity can result in rapid changes in the heating of the material, which 
can be at times unpredictable and is commonly referred to as thermal runaway. 
Thermal runaway is discussed in detail in §1.1.8. 
1.1. 7 Computing the Dissipated Heat 
The computation of the dissipated heat in the load within the cavity is deter-
mined by computing the forced heat equation [1, 5, 11, 14, 21, 23, 24]. A number 
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of assumptions can be made to model the dissipation of heat throughout the 
load. These assumptions may include Dirichlet, Neumann or Robin boundary 
conditions for the treatment of the extremedies of the load. 
The heat equation has been widely studied and has been exhaustively solved 
in many different applications on both regular and irregular grids or meshes 
[1, 21, 23]. Irrespective of the assumptions made to the forced heat equation, 
the challenge still remains with the the computation of the dissipated power due 
to electromagnetic energy within the load (briefly mentioned in §1.1.3). Due to 
the nature of Maxwell's equations [2] and the corresponding discretisations of 
the electric and magnetic fields for numerical stability (see §1.2 for a detailed 
outline), the power inside the load is difficult to compute. 
The dissipated power distribution inside the load is obtained directly from 
the electric field components and the relative loss factor of that load (see §1.1.6 
for discussion on dielectric properties). In the case when the relative loss factor is 
temperature dependent, a feedback process for the solution of the dissipated heat 
inside the load is required. This feedback process generally involves a number 
of different solutions to both the electromagnetic fields and the dissipated heat 
inside the load before convergence is attained within the heating system. Chapter 
2 exhibits this feedback process in detail for temperature dependent materials. 
For most cases studied in thesis, the material properties are not modelled using 
temperature dependency, and hence, the power distribution is obtained without 
the implementation of a feedback process. 
1.1.8 Thermal Runaway 
Thermal runaway is mostly observed with materials that have temperature de-
pendent dielectric properties, and these properties increase dramatically with 
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increasing temperature [25-27]. Thermal runaway is frequently observed in the 
processing of metals and ceramics, and a glowing or sparking effect is usually 
associated with it. This happens when a large change in the dielectric prop-
erty arises during microwave heating, and a coupling effect takes place between 
the electromagnetic energy and the material, which causes the rapid dissipation 
of heat (called arcing). Identifying and understanding thermal runaway from a 
mathematical and physical perspective is therefore an relevant research topic that 
has also been investigated to some extent in this thesis. 
The phenomenon of thermal runaway is analogous to the combustion of an 
exothermic chemical reactant [27]. The rate at which a chemical reaction pro-
ceeds tends to increase with temperature, as a result, if the reaction is exothermic 
then the heat generated will result in positive feedback that can cause an explo-
sion. The rate at which microwave radiation is absorbed by a material is also 
temperature-dependent. As a consequence, thermal runaway in this context is 
the result of an analogous feedback process. 
1.1. 9 Generalisations in the Numerical Methods 
In most industrial applications the cavity design in which the heating takes place 
varies enormously. The assumption on the waveguides is that the walls are per-
fect conductors, which is to say that there are no losses through the walls of the 
guide. This is the same for the cavity walls. Although it is possible to model a 
system that has lossy applicator walls [19], in this study only perfectly conduct-
ing walls are studied and implemented. In the case where there may be losses 
across a conducting surface, an impedance or resistive condition can be adapted 
to cater for these losses. The reader is referred to [19] for the implementation of 
this type of applicator boundary condition. 
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Provided that the electromagnetic waves can be numerically simulated to 
some degree of accuracy, there still exist other, more complicated issues related 
to the material. Due to the temperature-dependent material properties, the gov-
erning equations are nonlinearly coupled and cannot be solved analytically. The 
existing models require some innovative computational re-engineering to enable 
their numerical overheads to be reduced substantially. 
1.2 Existing Numerical Models in Microwave 
Heating 
The scope of the modelling work conducted in this research work is threefold: 
(a) An investigation of the use of cell-centred time-domain finite-volume ( ccFV-
TD) solvers for simulating electromagnetic field behaviour during microwave 
heating processes. 
(b) The analysis of the solution of the frequency dependent Helmholtz equation 
for predicting the power distribution inside the load. 
(c) Calculation of material interface information using the Discrete Fourier 
Transform (DFT) for the solution of Helmholtz equation. 
The time-domain and frequency-domain solution strategies are interlinked 
via the boundary information at the free-space and load interfaces. The time-
domain solution generates boundary conditions at the material interface, so that 
the frequency-domain equations can be resolved for the domain of the load alone. 
Parts (a), (b) and (c) together comprise a new scheme called the Hybrid method, 
which is outlined in more detail in §1.3 and further in subsequent chapters. Before 
the hybrid method can be thoroughly investigated, an appreciation and under-
standing of current, state-of-the-art methods has to be developed. 
19 
For domestic and industrial microwave heating applications, the time-averaged 
electric and magnetic fields have to be computed inside the load. In the case of 
time-domain solution strategies, the power distribution is directly obtained from 
the time-averaged electric field. These time-averaged fields are generally com-
puted after a certain number of periods has been realised inside the apparatus. 
The computation of the time-averaged electromagnetic fields usually occurs 
when the system has converged to a desired level of accuracy. The convergence 
rate is usually monitored on a wave period basis, and the difference observed 
between periods is calculated to determine the error in the power distribution. 
Once the fields have reached a standing wave form, the time-averaged fields are 
computed over a number of periods (i.e. one or two electromagnetic wave pe-
riods). In this case, an explicit time-marching algorithm is utilised to obtain 
the power distribution from the time-dependent governing Maxwell's equations 
[5,12,13,21,31-35]. On the other hand, when obtaining the power distribution 
from time-harmonic or frequency-dependent equations, the system is usually cast 
into a system of linear equations. These equations are frequently solved implic-
itly using some iterative numerical linear algebra solution strategy [19]. From 
the electric field components obtained in this fashion, the power distribution is 
calculated in a straightforward and direct manner. 
In this work, numerous cell-centred time-domain schemes are presented and 
assessed in terms of computational speed, phase and amplitude error, in order to 
identify the most accurate and efficient method that can be used to obtain the 
time-averaged electric field distribution inside the load in waveguides and cavities. 
The time-averaged fields are computed for various case studies and are compared 
to the results obtained using the classical Finite-Difference Time-Domain (FD-
TD) [2] solution and to analytic solutions where possible. 
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The review that follows consists of four subsections, which together provide 
an outline of recent advances in CEM that can be applied to the microwave heat-
ing problem. Typically, discretisation of the electromagnetic equations introduce 
dispersion, phase and attenuation errors [39-42], which are discussed in detail. 
The first subsection establishes the governing equations, followed by a succinct 
outline of the most popular spatial discretisation methods. The spatial discreti-
sation topic is supported by the resolution of the time derivative in the third 
subsection. The last subsection identifies different approaches for smoothing or 
correcting the noise apparent in time-marching numerical schemes that do not 
resolve the unknowns in a state-of-the-art manner, as in the FD-TD methodology 
[2]. 
1.2.1 Form of the Governing Equations 
Over the years, a number of computational models and algorithms have been 
investigated, developed and enhanced for the solution of Maxwell's equations for 
a variety of important applications in Science and Engineering [1,25-27,36,43]. 
Most commonly, researchers implement solution methodologies that simulate in-
stantaneous electromagnetic fields, which are used to obtain the steady-state 
electromagnetic wave phenomena inside a microwave heating apparatus. This 
is achieved by time-marching the electric and magnetic field unknowns over the 
domain of the problem. The time-harmonic or frequency-domain strategies have 
also been implemented, however, due to their execessive hardware and compu-
tational limitations, these methods have not been widely adapted to industrial 
applications [19]. In the frequency-domain the system is solved using a linear 
systems solver, where the number of unknowns can be of the order of millions 
[19]. 
In their most general form, the time dependent Maxwell's equations are rep-
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resented in Table 1.2. For the harmonic representation, Table 1.3 illustrates the 
phasor form of Maxwell's equation [17, 18]. 
I Law Integral Form Differential Form 
Ampere §H · dl = fs (J + ~~) · ds = i \7 x H = J + ~~ 
Faraday §E·dl=-fs ~~ ·ds=v \7 x E = -~~ 
Gauss for Electric Fields § D · ds = fv p dv = q 'V·D=p 
Gauss for Magnetic Fields .fB·ds=O 'V·B=O 
Table 1.2: Time-domain representation of the governing equations. 
In Tables 1.2 and 1.3 the constitutive relations are given as: 
D = c:E, B = p,H, J = uE. (1.8) 
Industrial microwave heating applications are current free, implying that 
p = 0. For this reason, the equations in Tables 1.2 and 1.3 that are related 
to the divergence of both D and B are set to zero. 
In high frequency microwave applications, often the frequency-domain equa-
tions are rewritten in a form that satisfies the divergence condition. By taking 
the curl of both the Ampere and Faraday laws in Table 1.3, and eliminating either 
E or H, the following two equations are obtained for the electric and magnetic 
fields using the appropriate vector identities: 
\72E + k2E = 0, 
\7 2H + k2H = 0, 
where, the wave number is given by 
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(1.9) 
(1.10) 
I Law Integral Form Differential Form 
Ampere .f H · dl = (a + jws) Is E · ds \1 x H= (a+jws)E 
Faraday .f E · dl = - jw f..L Is H · ds \1 X E = -jWJ.LH 
Gauss for Electric Fields .f D · ds = Iv p dv 'il·D=p 
Gauss for Magnetic Fields .fB·ds=O 'il·B=O 
Table 1.3: Frequency-domain representation of the governing equations. 
Equations (1.9) and (1.10) are the Helmholtz equations for the electric and 
magnetic fields [17, 18], respectively. Researchers in the past [8, 14, 19, 36, 37] 
have solved only (1.9) for the electric field inside the microwave heating appara-
tus, since the electric field has been decoupled from the magnetic field and the 
power is obtained directly from the electric field alone. 
It should be noted that if (1.9) is solved everywhere in the domain, including 
the waveguide, cavity and material, then the resultant system of linear equa-
tions is ill-conditioned and requires the implementation of sophisticated numeri-
cal linear equations solvers to obtain the approximate electric field solution at a 
particular frequency [19]. Adaptive iterative techniques that use left and right 
preconditioning have to be utilised to obtain the electric field solutions inside the 
material. Although, it is possible to condition (via left and right preconditioning) 
the system matrix that performs well numerically, a small change in the layout 
of the problem can cause the system to break down numerically [38]. 
1.2.2 Spatial Discretisation Strategies 
As with many numerical solution strategies for any type of governing equations, 
domain discretisation is adopted to resolve the unknowns at different spatial lo-
cations [24, 29, 30, 39, 44, 45, 47]. Knowledge of discretisation errors is essential 
before breaking the problem into smaller cells that are computationally stable. 
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Any type of discretisation will introduce errors into the problem, and therefore, 
the ability to properly manage these errors is a prerequisite to solving any ap-
plication. In the numerical solution strategy discussed in this section, spatial 
discretisation can introduce either dissipation or dispersion errors into the nume-
rical scheme [39]. 
The way in which the governing equations of Tables 1.2 and 1.3 in §1.2.1 are 
represented determines the spatial discretisation that can be utilised to accom-
modate the numerical solution strategy. Specifically, if the differential form of 
the governing Maxwell's equations of Table 1.2 are discretised, then a system 
of equations is obtained, for which the partial differential operator in space has 
to be approximated for some spatial location. Consequently, the accuracy of the 
underlying scheme is a function of the type and order of the spatial discretisation. 
Point Discretisation 
Most frequently, Taylor series approximations are used to discretise the partial 
spatial derivatives to achieve some level of accuracy and a number of papers 
have been published in this area [5,28,31-35]. As an example, by taking the x-
component of the Ampere law for the differential form in Table 1.2, the following 
partial differential equation is obtained according to the constitutive relations of 
(1.8): 
8Hx fJEz 8Ey p,-=---. fJt fJy fJz (1.11) 
Equation (1.11) relates the change in magnetic field in time to the change 
in electric field in space on an x, y and z-coordinate system. As (1.11) gives a 
continuous representation of the behaviour of the x-component of the magnetic 
field (Hx), spatial discretisation in the form of Taylor approximations is used to 
resolve the spatial derivatives in they and z-coordinate dimensions in (1.11). A 
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first order approximation for 8~z and 8!_Y in ( 1.11) is given as: 
EJEz Ez(i,j+1,k) - Ez(i,j,k) Ez(i,j,k) - Ez(i,j-1,k) 
oy ~ 8y = 8y ' (1.12) 
8Ey Ey(i,j,k+l) - Ey(i,j,k) Ez(i,j,k) - Ez(i,j,k-1) 
---~ = --~~~--~--~ 
OZ - 8z 8z 
(1.13) 
Generally, equations (1.12) and (1.13) are not used in the numerical modelling 
of electromagnetic waves, as the first order schemes have large wave dissipation 
errors associated with them. More frequently, a second order spatial approxima-
tion is implemented for 8~z and 8!_Y in (1.11) and expressed as: 
EJEz Ez(i,j+l,k) - Ez(i,j-1,k) 
--- ~ --~~~--~~~~ 
oy - 28y ' (1.14) 
8Ey ~ Ey(i,j,k+l) - Ey(i,j,k-1) (1.15) 
OZ - 28z 
Substituting equations (1.14) and (1.15) into (1.11) resolves the partial space 
operators onto the discrete domain to obtain a differential equation in time: 
8Hx (Ez(i,j+l,k)- Ez(i,j-1,k)) _ (Ey(i,j,k+1) Ey(i,j,k-1)) . 
/1 ot = 28y 28z (1.16) 
In terms of the discretisation strategy used in (1.16), the cells are regular and 
are located according to standard ( i, j, k) referencing, as shown for Ey in Figure 
1.6. It is assumed in this case that the unknowns Ey and Ez in (1.16) are located 
at the centres of these finite Cartesian cells. Therefore, a partial derivative in 
a certain Cartesian direction in space can be approximated by two adjacent cell 
unknowns in that direction, while fixing all other components. A stability analysis 
on (1.16) can be performed to show that this type of spatial discretisation can 
introduce errors into the numerical scheme [39]. In the case of Yee's method [2], 
the electric field spatial locations are offset by half a cell, implying that rather 
than locating the electric field components on cell centres, the components have 
been relocated to cell edges. As a consequence, the spatial partial derivatives of 
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Figure 1.6: A layer of the Cartesian discretisation of the unknown Ey for an 
( i, j, k) stencil. 
( 1.11) have to be approximated at the edges of each Cartesian cell. Equations 
(1.14) and (1.15) for a regular cell are reformulated and represented on a cell edge 
as follows: 
aEZ Ez(i+1 ,J+1 ,k) - Ez(i+1 ,j-1 ,k) 
--- ~ ----~~~------~--~-ay - oy (1.17) 
aE E c· 1 . k 1) - E c· 1 . k 1) 
___ Y ~ Y t+2 ,J, +2 Y t+2 ,J , -2 
8z oz (1.18) 
Equation (1.11) is rewritten in the following form when (1.17) and (1.18) are 
used in the substitutions: 
I" &~x = ( Ex(i+!J+j,k) ~ Ex(i+j,;-j,k)) _ ( E,(i+J,;,•+ll ~ E,(,+j,;,k-ll) . 
(1.19) 
In (1.19) the derivative term in time (Bf/t) has not been resolved at any par-
ticular spatial location. The location where this derivative is approximated is 
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also very important, and this will be discussed in §1.2.3. 
To this point, the spatial change in the electric field has been considered. 
Similarly, the magnetic fields can be approximated from Faraday's differential 
form (see Table 1.2). In a similar manner outlined for 8-:ftx, all of the spatial 
components of the electric and magnetic fields in terms can be discretised. When 
the magnetic field components are resolved in space, they are stored on cell face 
centres, as the staggering between the electric and magnetic field components also 
reduces error in the numerical scheme. It can be shown from error analysis of the 
staggered schemes that some of the error terms are removed when the unknowns 
have been staggered in both space and time [13]. Once this is achieved, the time 
derivatives are resolved to some degree of accuracy, which is considered in §1.2.3. 
Finite-Volume Discretisation 
In the spatial discretisations discussed throughout the previous sections the dif-
ferential form of the Maxwell's equations have been resolved and approximated. 
A finite Cartesian cell within the domain has also been identified and referenced 
as (i,j, k). This particular regular cell has certain dimensions and volume, given 
as 6x x 6y x 6z = 6v. By allowing the cell to have volume 6v, and only working 
with the x-component of the magnetic field as before, the differential form of 
Ampere's law in Table 1.2 is now integrated over the volume of the cell: 
iff tk 8~x 8v =-iff (\7 X E)x 8v. (1.20) 
v v 
In equation (1.20) the left hand side can be resolved easily over the volume, 
since the time derivative is independent of the volume. The 8-:ftx term is cell 
average for the ( i, j, k) cell and written as: 
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(1.21) 
v 
On the other hand, the right hand side of (1.20) is first rewritten according 
to Stokes' theorem [46] before the discretisation in space is applied: 
~-t8v O!x =-!! (n X Et)x as, (1.22) 
8 
where, E f is the electric field on the surface of the cell. The surface integral 
in (1.22) is resolved over the cell, which gives on a well defined cell (i.e. a cell 
which has faces that are clearly identified) a sum over all faces (f): 
fJ, 8v O~x = - L (n X Et )x 8!. 
ut f 
(1.23) 
The mid-point integration rule was adopted for the integral approximation in 
(1.23). This scheme is known to be second order accurate when the value of the 
unknown (n x Et )x is computed exactly. As a consequence of this limitation, an 
estimate of E f is sought on the cell face with high accuracy to enable the scheme 
to retain the second order spatial discretisation. Assuming that the normal ( n) 
can be resolved into components as n = (nx, ny, nz), equation (1.23) is simplified 
and expanded as: 
afix "' ) ~-t8v~ = ~ (nzEy- nyEz f 8!. 
ut f 
(1.24) 
On a Cartesian cell, (1.24) contributes only to faces that have y or z-coordinate 
normal components. By expanding about the faces of cell ( i, j, k) and locating 
the unknowns on cell edges in the case of the electric field components, it can be 
shown that (1.24) reduces to (1.19). Given that the unknowns are located at the 
same spatial location in both instances, the two strategies yield the same outcome 
for a Cartesian mesh. It should be noted that the focus here is the development 
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of a numerical model that can be used on grids that are non-hexahedral, for ex-
ample consisting of tetrahedra, and (1.23) is more suited to this type of mesh, as 
opposed to ( 1.11). 
Equation (1.23) represents the x-component of the magnetic field in terms of 
the electric field for an unstructured cell. It is important to note that in the case 
of (1.23), all of the electric field components are required right on the cell faces. 
The location of the unknowns on the cell faces is very important, because on a 
particular cell face the different locations of an unknown can affect the size of the 
spatial discretisation errors significantly [46]. Similarly, when the discretisation 
of Faraday's law in Table 1.2 is performed, it can be seen that the magnetic fields 
are also required at the same facial locations of a given cell. 
Since (1.23) is suitable for irregular grids, the positioning of the electric and 
magnetic field components has to be considered carefully. By locating the three 
electric field components and three magnetic field components on cell faces, thirty 
six components are required for a given Cartesian cell, and twenty four compo-
nents are required for a tetrahedral cell, which has four triangular faces. Other 
cell structures can be utilised, but in any case, the smallest three-dimensional cell 
that can be formed is a tetrahedron. Although it is possible to use strategies that 
do not necessarily store all components of all fields within all cells, an approach 
that staggers the unknowns in space tends to use more computer memory than 
a cell-centred approach. 
This thesis investigates methods that can store all of the components of the 
electric and magnetic field unknowns at the cell-centre. Using numerical least 
squares function reconstruction techniques, approximate facial values for (1.23) 
are generated from unknowns located at cell-centres adjacent to that face, and 
in the neighbourhood of that face. Various strategies are investigated to capture 
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the electromagnetic field behaviour inside the microwave applicator. 
Considering industrial microwave heating problems that typically consist of 
millions of discrete cells, the discretisation can clearly impact the performance and 
computational execution time of the scheme employed. Therefore, cell-centred 
spatial locality is favourable on non-regular type grids for a number of reasons. 
Mainly, it is easier to manage cells that have unknowns at their centres, dual 
cells are created more easily (these are cells that are formed around existing cells 
to predict unknowns at different locations) and usually saves on the amount of 
storage. The drawbacks of cell-centred approaches are that since the unknowns 
are not staggered in space (i.e. the unknowns are not located at different spa-
tial locations within a cell), greater discretisation errors are introduced, and it is 
harder to achieve stability in the numerical scheme. 
For the reasons outlined in the previous paragraph and because the electric 
and magnetic fields are coupled (see Tables 1.2 and 1.3), researchers have ines-
tigated other approaches to resolve the power distribution inside a given load in 
a microwave heating apparatus. The Helmholtz equations (1.9) and (1.10) tend 
to have spatial stability due to the nature of the equations, and once the dis-
crete point forms are established, the equations can be resolved using an implicit 
solution strategy. As the power dissipated inside the load is obtained from the 
electric field components directly, only (1.9) is solved. The x-component of the 
electric field in the frequency domain is given by the following partial differential 
equation: 
(1.25) 
On a regular Cartesian grid, second order spatial discretisations of 8;~2 , a;~x 
and a;~"' according to the Taylor expansion are respectively given as: 
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82Ex Ex(i+1,j,k) - 2Ex(i,j,k) + Ex(i-1,j,k) 
8x2 c:::: bx 2 ' (1.26) 
82Ex Ex(i,j+l,k) - 2Ex(i,j,k) + Ex(i,j-1,k) 
---~ --~~~----~~----~~~ 8y2 - by2 (1.27) 
82Ex Ex(i,j,k+l) - 2Ex(i,j,k) + Ex(i,j,k-1) 
---~--~--~----~~--~~~ 8z2 - b/ (1.28) 
Substituting (1.26-1.28) into (1.25) and collecting like terms, the discrete 
finite-difference analogue of (1.25) is obtained according to the finite difference 
stencil: 
1 1 1 8"2 Ex(i,j,k+l) + 8"2 Ex(i,j+l,k) + !i' 2 Ex(i+1,j,k) 
z y Ux 
( 1 1 1 k
2
) 
-2 bx 2 + by 2 + b/ + 2 Ex(i,j,k) 
1 1 1 
+ bx 2 Ex(i-1,j,k) + by 2 Ex(i,j-1,k) + bz 2 Ex(i,j,k-1) = 0. (1.29) 
When all cells in the computational domain are visited, (1.29) generates the 
matrix system Ax = b, where A is the coefficient matrix, b is the right hand 
vector that includes the boundary information and x is the vector that represents 
the unknowns. In (1.29) the unknown is Ex, but can easily be adapted to Ey and 
Ez, provided that the boundary condition implementation does not significantly 
change the entries of A. In the situation when the object is touching one or more 
of the faces of the cavity, then it is possible that the coefficient matrix will take a 
different form to cater for the existence of the different electric field components 
on the cavity walls. 
Solution of Linear Systems of Equations 
For frequency-domain solution strategies, the discretisation of (1.9) yields a sys-
tem of linear equations that has a k2 contribution to the diagonal terms of the 
coefficient matrix. The implementation of the boundary conditions can introduce 
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entries into the coefficient matrix that make it more difficult to treat numerically, 
and usually implicit partial pivoting is necessary. For these reasons, the system 
of linear equations can become ill-conditioned and the condition number of the 
matrix is a function of the way the boundary conditions were implemented and 
the magnitude of k2 . 
In equation (1.29) when k2 = 0 then the solution to the system of equations 
becomes equivalent to the solution of the Laplace equation. The discretisation 
of the Laplace equation can be solved easily using direct methods like L U fac-
torisation, shifted LU factorisation and with incomplete factorisation given some 
level of fill, where the solution is iteratively refined [48]. All of these methods 
will converge and provide very accurate solutions when there is no contribution 
on the diagonal from the k2 term. 
If the effect of k2 is negligible compared to the other terms on the diagonal, 
then the solution is still obtained relatively easily and the direct methods will 
still perform well. For values of lkl 2 << b + b + iz iterative methods can also 
be employed. Methods like Jacobi, Gauss-Seidel and Successive Over Relaxation 
(SOR) [48] will perform well in this range of lkl. Once the k2 term becomes large 
enough to significantly affect the eigenvalue spectrum of the coefficient matrix 
A, and hence the condition number k2 (A), then the solution to the problem is 
no longer straightforward and some scaling strategy must be employed. In mi-
crowave heating problems, because the frequency is in the G Hz range and k is a 
function of frequency, there will always be considerable contribution from the k2 
term in the Helmholtz equation (1.9). It should also be noted that k E C, which 
implies that A E C nxn, where n is the dimension of the matrix. To obtain the 
approximate solution, complex arithmetic is used to resolve the system of linear 
equations. 
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The condition number of the coefficient matrix (A) is obtained from the fol-
lowing expression: 
(1.30) 
where, O"min and O"max are the minimum and maximum singular values of AHA, 
respectively. Generally, the coefficient matrix A generated from (1.29) either has 
a very large or very small singular value, or both, implying that (1.30) tends to 
be such that k2(A) >> 1. It is well known that for large condition numbers (e.g. 
k2(A) > 1000) iterative processes like Jacobi, Gauss-Seidel and SOR will not 
converge to the solution. 
Krylov subspace methods [38] usually perform well, and in most cases can 
obtain the solution to the Helmholtz equation accurately. Some of the Krylov 
subspace methods that have been used in the past to solve the Helmholtz equa-
tions are the Conjugate Gradient (CG), Bi-Conjugate Gradient (biCG), Minimum 
Residual (minRES), Quasi-Minimal Residual (QMR) and Generalised Minimum 
Residual (GMRES) methods [19]. Depending on whether the coefficient matrix 
(A) is symmetric or non-symmetric, at least one of these algorithms can be used 
with complex arithmetic. 
All iterative methods perform better when the spectral radius of the coefficient 
matrix is narrow. Therefore, preconditioning on either the left or right should be 
used to reduce the condition number of the resultant coefficient matrix: 
(1.31) 
Equation (1.31) reduces to the original system of equations (Ax= b) when 
the left preconditioner (Mz) and the right preconditioner (Mr) are set to the 
identity matrix (I) of the same dimension as A. Otherwise, when both Mz and 
33 
Mr are not set to the identity matrix, then the system is solved via the following 
two steps: 
(1.32) 
x=MrY· (1.33) 
In (1.32), Mz and Mr are chosen such that k2 (M1AMr) << k2 (A). If this can 
be achieved, then the system of equations in (1.32) will converge to the solution 
much more rapidly than in the case where the coefficient matrix has not been 
preconditioned. Usually either left or right preconditioning is used, and not both, 
unless the system cannot be solved otherwise. The easiest way to precondition 
such a system is to use a diagonal left preconditioner as follows: 
n-1Ax = n-1b. (1.34) 
Special care must be taken when the left preconditioner is used with numerical 
methods like GMRES, as this alters the right hand vector prior to the generation 
of the Krylov subspace, and as a consequence, the calculated residual through the 
iterations of the GMRES scheme is not representative of the true system residual. 
Therefore, right preconditioning is recommended where possible, but nevertheless 
(1.34) is cast into an augmented system, which has the same solution: 
(1.35) 
where, 
A= n-1A, (1.36) 
The solution to the linear system of equations can now be performed using 
the GMRES method [51] on the preconditioned system in (1.35). There is a 
tendency for this process to converge well, provided the condition number k2 (A) 
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is sufficiently small. Normally explicit preconditioning is not practiced, but rather 
the system is implicitly preconditioned as the basis vectors for the solution are 
generated, as in the preconditioned GMRES method [51]. This can save large 
amounts of computational time on matrices that have hundreds of thousands of 
entries, because instead of an initial matrix-matrix multiplication, only a finite 
number of matrix-vector multiplications are calculated. Also in this work it was 
found that by using the Incomplete Orthogonalisation Method (IOM) in GMRES 
[38], the solution to the problem was obtained much more rapidly. GMRES with 
IOM is referred to in the literature as Quasi-GMRES and is outlined in more 
detail in Chapter 6. 
1.2.3 Resolution of the Time Derivative 
In the previous section the spatial discretisation of the system was considered. 
To obtain a highly accurate numerical scheme to resolve the electromagnetic phe-
nomena inside a microwave heating apparatus, high accuracy in both the spatial 
and time discretisations has to be accomplished [39]. A scheme that takes ad-
vantage of both the spatial discretisation of the domain and the time stepping 
of the numerical algorithm will achieve the best results for industrial microwave 
heating problems. By carefully selecting the time-marching and spatial discretisa-
tion strategies, error in the time-space discretisation can be significantly reduced. 
When considering time discretisation of the governing electromagnetic Max-
well's equations (see Table 1.2), numerical discretisation errors can be introduced. 
These errors are usually related to the speed of the wave front and the phase of 
the electromagnetic waves. Unlike in radar communication systems, in microwave 
heating problems time averaged fields are computed to obtain the power distri-
bution inside the load, and as a result the wave front speed error is usually of 
little concern. Although, the phase error can affect the final solution, it is easier 
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Figure 1. 7: The locations of the different unknowns and their time levels. Or-
ange corresponds to electric field locations and blue represents the magnetic field 
locations. 
to manage the errors related to time discretisation than it is to control the errors 
related to the different spatial discretisations. 
Firstly, assume that the discretisation technique for the spatial terms in the 
governing equations has been decided. For example, consider equation ( 1.19) 
where the electric fields have been discretised over a regular Cartesian cell. In 
this case the electric field components are located on different cell edges, as dis-
cussed in §1.2.2. Similarly to the spatial discretisation approximations for the 
partial differential operator, the space derivatives are approximated. Before the 
approximation for the time derivative is substituted into (1.19), the equation is 
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fixed at time level n: 
( ) 8Hn In 1.37 the =jf term has to be approximated. Using a similar strategy to 
(1.17) and (1.18), the second order Taylor series approximation is written as [31]: 
1 1 
8Hn Hn+2 - Hn-2 
__ X,..._, X X 
8t - Ot (1.38) 
Since for spatial stability purposes the magnetic field components are located 
on the cell face centres, equation (1.38) is rewritten for a Cartesian cell in the 
following point form: 
(1.39) 
Substituting (1.39) into (1.37) and rearranging yields the Finite-Difference 
Time-Domain (FD-TD) method for the x-component of the magnetic field [2], 
namely: 
n+~ _ n-~ Ot ( n n ) H (. 1 . k) - H (. 1 . k) + -:r E ( .+ 1 .+ 1 k) - E ( .+ 1 . 1 k) X t+2,], X t+ 2 ,J, f.t Uy Z t 2•] 2• Z t 2,]-2, 
_ _!y_ (En(·+1 . k+l) - En(·+1 . k 1)) · f..L Oz Y t 2•J• 2 Y t 2•J• -2 (1.40) 
Figure 1. 7 is an illustration of the different spatial and time locations of the 
electric and magnetic field components for the FD-TD method implemented on a 
Cartesian mesh. In the figure, the orange line represents the line of action of the 
electric field components, while the dashed blue line is the line of action of the 
magnetic field components. It can be seen that the electric field components are 
lagging the magnetic field components by half a time step. The dashed line in 
Figure 1. 7 represents a fictitious cell (i.e. a cell that has been artificially created 
37 
to cater for the time marching scheme), and the continuous line is a representa-
tion of the mesh used to discretise the problem domain. 
The method used to resolve the partial time derivative in (1.37) is commonly 
referred to as the Leapfrog time marching algorithm, where one unknown (in this 
case the electric field) is displaced by half a time step from the other unknown 
(the magnetic field). In a similar manner, the other components in Ampere's and 
Faraday's differential forms in Table 1.2 can be obtained. This type of approach 
to resolve the Maxwell's equations is highly stable, and is very accurate on Carte-
sian grids [1]. 
Leapfrog time marching algorithms have been widely implemented in many 
computational modelling fields. The Leapfrog discretisation is unmatched by any 
other type of time marching strategy for the same computational cost and ac-
curacy. Although, when considering cell-centred in space discretisations, where 
the derivatives in time have to be approximated, it may be necessary to employ 
higher order time marching algorithms. Runge-Kutta multi-step ordinary differ-
ential equations solvers have been previously implemented. In this thesis, the 
cell-centred time domain solvers (1.23) are analysed and discretised in time using 
Leapfrog and higher order Runge-Kutta methods [48, 49, 50]. 
Runge-Kutta (RK) methods can be used with both (1.19) and (1.24). Gen-
erally second order Runge-Kutta (RK2) methods are not implemented, because 
this technique very much resembles the Leapfrog time-discretisation strategy in 
terms of numerical error and performance. Typically, higher order RK methods 
often are implemented with these equations (usually third and fourth order, i.e. 
RK3 and RK4). In the third order case (RK3), the solution from H'{; to H'{;+1 is 
obtained by substituting a~:; into the RK3 scheme: 
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(1.41) 
A 4th order Runge-Kutta (RK4) method can be implemented also, and is 
formulated below: 
(1.42) 
When (1.24) is implemented with the higher order RK methods, as in (1.41) 
and (1.42), the resulting numerical algorithm is formulated for an unstructured 
problem domain. This type of approach is more flexible for problems that have 
certain restrictions on the discretisation of the domain, because they do not have 
to be implemented on Cartesian meshes. 
1.2.4 Corrections, Smoothing and Special Boundary Con-
ditions 
In the last fifteen years, techniques from Computational Fluid Dynamics ( CFD) 
have been adapted in Computational Electromagnetics (CEM) [7, 39, 52] with 
reasonable success. In this thesis, the uses of Intensity Vector Splitting (IVS) [39] 
and Riemann Solvers (RS) [7] are analysed when used with cell-centred spatial 
39 
discretisation methods, and mathematical formulations for these also are pro-
vided. The CFD type methods are known to dampen the electric and magnetic 
field components, which gives the solution to the industrial microwave problem 
an overall smooth appearance. The oscilatory behaviour evident in some dis-
cretisation strategies is removed by the introduction of another term into the cell 
face approximations. The IVS and RS techniques when used to help approximate 
cell face unknowns for cell-centred schemes tend to also remove instability in the 
discretisations. 
In CEM simulations, the methods implemented from CFD that use the charac-
teristic theory to split an electromagnetic wave into + and - states are dissipative 
by nature. Munz et al [31] discuss a finite-volume solver for the Maxwell's equa-
tions in curvilinear non-orthogonal coordinates without the use of dimensional 
splitting. The local wave propagation between adjacent grid cells is determined 
by the solution of Riemann problems. A thorough analysis of the characteristic 
methods used to determine the required solution is given in [7, 39, 52] and the 
reader is referred to [39] for more detailed explanation. 
The characteristic theory [39] requires the flux to be split into + and - states 
at a cell interface (i.e. the cell face), then a number of different numerical approx-
imations are applied to determine the required states. In this work, the schemes 
that are used to approximate the states are presented in a way that can easily 
be generalised to a completely unstructured mesh framework. However, in an 
attempt to gauge the accuracy and efficiency of the schemes investigated, it was 
decided to restrict the study here only to a structured mesh domain based on a 
Cartesian grid, since the FD-TD method [2] performs accurately on such grids 
and can be used for good comparisons. 
Note that when these CFD type schemes are used to dampen any oscillatory 
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behaviour due to spatial discretisation errors caused by the cell-centred strat-
egy, it becomes necessary to employ higher order time integration techniques to 
resolve the differential system in time [39]. In later chapters, 3rd and 4th order 
Runge-Kutta (RK3, RK4) [48, 49] methods are implemented on the cell-centred 
approaches to analyse their performance. However, the schemes that do not con-
tain the damping term are discretised in time using second order Leapfrog time 
marching schemes that are staggered and unstaggered in time. Also, the schemes 
that utilise RK3 and RK4 time integrations with damping are implemented with-
out the inclusion of the damping term, so that the effect of the term from the 
CFD methodology can be analysed for CEM applications. 
The implementation of the electromagnetic boundary conditions have been 
improved over the years to better the performance of the Maxwell's equations 
numerical solvers on regular grids. Typically, perfectly conducting wall, incident 
field, material interface and absorbing layer conditions have been investigated 
in the past [4,9,10,53-57]. Most of these conditions have been widely used when 
simulating microwave heating problems, although not all of them can be migrated 
in a straighforward manner to an unstructured spatial methodology. In this work, 
an existing Perfectly Matched Layer (PML) [53] is adapted to unstructured cells, 
and implemented with a number of different cell-centred schemes outlined in this 
work. Corrections for material interface boundary conditions are investigated 
also [40-42], and general forms for these are provided along with the perfectly 
conducting wall and incident field components. 
1.3 The Hybrid Model 
The FD-TD method when applied to computing the power distribution in a lossy 
dielectric load can be a computationally intensive (in terms of CPU time and 
memory) solution scheme. Small scale industrial applications can take many 
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hours to obtain a numerical solution to the problem using the FD-TD method, 
while large scale industrial applications may take more than a week to compute 
on high performance computers. This research work aims to establish a scheme 
that can predict the heating distribution inside a lossy medium, both accurately 
and efficiently. 
To achieve this goal, a new hybrid approach is developed, whereby the problem 
of determining the electromagnetic fields evolving within a waveguide and the 
lossy medium is decoupled into an exterior problem for computing the fields in 
the waveguide and the cavity, including a coarse representation of the medium, 
and an interior problem for a detailed resolution of the lossy medium. The 
exterior and interior problems are linked together at the dielectric interface so 
that they are coupled, and the Discrete Fourier Transform (DFT) algorithm is 
used to transform the time dependent electric fields to the required frequency 
dependent boundary conditions for the interior problem (see Figure 1.8). This 
newly proposed scheme is demonstrated on structured grids, so that the accuracy 
of the developed method can be compared to the exact solution and the FD-TD 
scheme. 
1.3.1 Exterior Problem 
The exterior problem requires the solution to Maxwell's equations for the elec-
tromagnetic field components inside the waveguide and cavity, as illustrated in 
Figure 1.8. It is well-known that time-domain solvers work very efficiently in 
free-space electromagnetic computations, and for this reason, the exterior prob-
lem is resolved using a time-marching algorithm. In §1.2.1 a brief outline of 
time discretisation strategies is provided. Furthermore, in Chapter 4 a number 
of different cell-centred time-marching algorithms are introduced and analysed 
for the solution of the exterior problem. These cell-centred schemes are all for-
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Figure 1.8: The exterior, interior and boundary problems for the Hybrid method. 
mulated for unstructured meshes and it is shown that the discretisation of the 
time-marching algorithm is not restricted by the material and dielectric proper-
ties. Consequently, the time-marching algorithm can rapidly predict the electro-
magnetic fields in the free-space component of the problem. 
The time-marching algorithms are all formulated for an unstructured mesh 
discretisation to enable the use of irregular shaped cavities and materials in the 
microwave heating simulation models. Technically, this allows for non-rectangular 
waveguides and cavities, and also caters for the heating of materials that do not 
necessarily resemble shapes with rectangular faces. 
1.3.2 Boundary Problem 
Once the field behaviour inside the apparatus has converged to some prescribed 
level of tolerance, the time-domain solution is used to predict the boundary in-
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formation on the surface of the material. The electric field components on the 
material and free-space interface are calculated and recorded for one or two full 
wave periods before the interior problem is computed. From these time dependent 
fields on the material and free-space interface, frequency domain electric fields 
are generated using the Discrete Fourier Transform [48] (see Chapters 5 and 6 
for full details). These frequency dependent electric field component unknowns 
are then used as the Dirichlet boundary condition for the interior problem. 
1.3.3 Interior Problem 
Given that the boundary information at a material interface is obtained accu-
rately and efficiently, the Helmholtz equation can be resolved using a mesh im-
posed on the domain of the load alone. This technique allows for a different mesh 
for the material and free-space, provided that some accurate technique can be 
used to extrapolate the fields onto the correct material and free-space interface 
locations. The system of linear equations is then solved at a number of frequen-
cies in the neighbourhood of the dominant frequency using a Krylov subspace 
method [51]. 
The proposed hybrid method combines a cell-centred time-domain solver with 
the Helmholtz equation implicit solution scheme, and obtains the power distribu-
tion from the electric fields that have been computed via the Helmhotlz equation. 
This new hybrid method aims to utilise the time and frequency domain solvers 
to their full advantage. This process of determining the power distribution in-
side the load is fast, due to the fact that the time-stepping constraints of the 
time-domain solver are restricted by only the free-space properties. 
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1.4 Outline of Thesis 
In this section an outline of the chapters of this thesis is given. The initial work 
considered existing methods in computational electromagnetics, whilst work per-
formed later in the thesis is focused towards the development of the newly pro-
posed computational algorithm that has been referred to as the hybrid method. 
1.4.1 Chapter 2 
The heating of a three-dimensional block requires knowledge of the input energy 
and also the heating that will take place due to the energy source. In microwave 
heating applications, the energy is delivered in the form of high frequency elec-
tromagnetic waves that are constricted by a cavity structure. The first paper 
of this thesis analyses the heating process and investigates thermal runaway for 
ceramic type materials inside a waveguide [58], which ties in with the objective 
to study the effects of thermal runaway, and how this phenomenon impacts upon 
the heating of certain types of materials. The paper associated with this Chapter 
makes most of its contribution towards the industrial microwave heating litera-
ture. 
Chapter 2 outlines three different approaches to resolve the electromagnetic 
scattering within a certain waveguide loaded with a ceramic block. The first 
approach is a frequency-domain solution strategy, whilst the second approach 
uses the classical FD-TD method with some improvements for material interface 
wave propagation. A new semi-analytical algorithm is implemented also, and the 
performance of the three different schemes are compared. Once the electric field 
behaviour inside the apparatus has been determined, the forced heat equation is 
computed to obtain the heat distribution within the ceramic block. The input 
power of the magnetron is varied to monitor how this impacts upon the heating 
inside the ceramic, and hence, results of input power versus maximum heat inside 
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the ceramic block are produced to elucidate the thermal runaway for this process. 
The primary finding of this work was to show that the semi-analytical method 
can adequately capture the nature of the heating within the ceramic block when 
compared to the frequency and time-domain strategies, and at the same time, 
offer significant savings in numerical computation times. It was shown also that 
for a small increase in input power a large increase in absorbed heat may be 
observed for ceramic type materials that have absorptivity that is temperature 
dependent and governed by an Arrhenius-type law. 
1.4.2 Chapter 3 
The work in this chapter is related to the propagation of a Gaussian pulse at the 
microwave frequency within a constrained apparatus. The pulse was propagated 
inside a standard rectangular waveguide to show the dissipative and dispersive 
nature of the error for the different types of spatial and temporal discretisation 
strategies implemented in this paper [59). 
The primary objective of the work related to this chapter is to demonstrate 
the nature of the errors within cell-centred spatial electromagnetic numerical 
schemes. To do this, staggered and unstaggered Leapfrog time integration meth-
ods were implemented and compared to third and fourth order Runge-Kutta 
ordinary differential equations solvers when resolving the time derivatives. All of 
the cell-centred schemes presented in this paper were benchmarked against the 
finite-difference time-domain methodology. 
To obtain the finite-volume representation for the electromagnetic field equa-
tions, the Maxwell's equations were represented in a surface-volume form, and 
a number of different approaches were implemented to predict the electric and 
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magnetic field unknowns at the cell faces. Finally, a comparison of the classical 
finite-difference time-domain method and the different finite-volume time-domain 
numerical results for a standard case study in rectangular waveguides allowed the 
accuracy of the developed methods to be assessed. 
The work illustrates that time-domain cell-centred Maxwell's equations solvers 
can be used to predict electromagnetic fields in free-space. It was observed that 
staggered Leapfrog and the Runge-Kutta methods produced results that were 
comparable to the classical finite-difference time-domain scheme. 
1.4.3 Chapter 4 
In Chapter 3, the free-space propagation of the electromagnetic fields was in-
vestigated. In this chapter, the previous work on the free-space Gaussian pulse 
propagation was adapted to a loaded waveguide to analyse the different errors 
of the schemes when material interactions are present. Moreover, the paper that 
comprises this chapter analyses techniques for implementing a cell-centred finite-
volume time-domain computational methodology for the purpose of microwave 
heating [60]. 
To predict the heat dissipated within a certain object inside the apparatus, 
the power distribution has to be computed before an estimate of the dissipated 
heat can be calculated. To achieve this, time-averaged electric fields are obtained 
to predict the power distribution. As a consequence, only dissipative and dis-
persive errors tend to affect the final heat distribution, because the wave front 
speed and phase errors do not significantly alter the time-averaged electric fields. 
Therefore, the work was focused towards analysing the errors that can change 
the nature of the time-averaged fields, which are needed for microwave heating 
processes. 
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New cell-centred absorbing boundary conditions were formulated for the dif-
ferent cell-centred finite-volume time-domain strategies. Boundary conditions 
for the incident field and conducting walls were also investigated, and general 
equations for these are derived. The effect of computational fluid dynamics type 
algorithms was considered, and Riemann solvers and Intensity vector splitting ap-
proaches were implemented along with other spatial discretisation schemes. At 
material interfaces the methods from computational fluid dynamics aim to better 
capture the nature of the fields, and for comparison, plane wave assumptions were 
used in schemes that do not utilise Riemann solvers or Intensity vector splitting 
to show that these schemes are adequate for microwave power distribution calcu-
lations. All of the cell-centred finite-volume time-domain strategies investigated 
were compared to the finite-difference time-domain method with plane wave as-
sumption at a material interface to correct the electromagnetic wave propagation 
defraction and reflection. 
This work highlighted that for microwave heating purposes some cell-centred 
finite-volume time-domain solvers can be used to capture the nature of the 
elelctromagnetic wave propagation within a waveguide loaded with a dielectric 
material. It was shown also that certain numerical schemes are unstable and 
should not be used for simulating industrial microwave heating, while others 
have errors that are too large to accurately predict the power distribution, and 
hence, the dissipated heat within the material. 
1.4.4 Chapter 5 
In this work, a novel hybrid approach is presented that uses a combination of both 
time-domain and frequency-domain solution strategies to predict the power dis-
tribution within a lossy medium loaded within a waveguide [61]. The work from 
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Chapter 4 on cell-centred finite-volume time-domain solvers allowed the choice of 
a suitable cell-centred solver to compute the electric and magnetic fields inside 
the free-space component of the waveguide. Within the material, a frequency-
domain approach is used to solve the Helmholtz equation for the electric field, 
and subsequently, the power distribution. 
The material boundary condition for the Helmholtz equation numerical solver 
was calculated by converting time-domain data computed using the cell-centered 
finite-volume time-domain strategy to the frequency-domain using the discrete 
Fourier transform. The generalised minimal residual Krylov subspace iterative 
method GMRES was used to resolve the discrete frequency-domain Helmholtz 
equation with Dirichlet boundary conditions. 
It was shown that the hybrid solution methodology peforms well when a single 
frequency is considered in the evaluation of the Helmholtz equation in a single 
mode waveguide. It is evident from this work that the hybrid methodology can 
predict with high accuracy the power distribution inside the material within the 
waveguide. 
1.4.5 Chapter 6 
The main contribution of the thesis is presented in this chapter. The proposed 
hybrid method is tested thoroughly for different dielectric media loaded in either 
a waveguide configuration, or a multi-mode cavity [62]. A number of different 
case studies are presented and the hybrid method is validated using previously 
published thermal image data. 
In this case, as opposed to Chapter 5, a multi-mode cavity is considered with 
all field components active. A full three-dimensional numerical strategy was em-
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ployed to resolve the electromagnetic fields within both the waveguide and cavity. 
Due to the nature of the propagating fields inside the cavity, the waveguide feeding 
the cavity was adjusted to accommodate another absorbing boundary condition, 
ensuring that the true T E 10 mode was retained in the waveguide. Numerical 
experimentation has shown that this additional absorbing boundary condition is 
necessary, otherwise the physics of the problem would be altered. 
With multi-mode cavity calculations, the problem size tends to be much larger 
than for waveguide configurations. Therefore, it is essential that efficient nume-
rical schemes are employed in the determination of the power distribution. The 
hybrid method has been shown to produce accurate results and also performs very 
efficiently when compared to existing algorithms, particularly the finite-difference 
time-domain method. It is evident from this work that it is not necessary to com-
pute for as many periods inside the free-space component of the problem, as has 
been done in the past for time-domain numerical solution strategies. 
1.4.6 Chapter 7 
The final chapter states the findings of thesis and links the findings to the aims 
and objectives outlined in this chapter. A detailed discussion regarding the out-
comes of the different papers is provided also, including recommendations for 
future research directions. 
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Chapter 2 
A Comparison of Semi-analytical 
and Numerical Solutions for the 
Microwave Heating of a Lossy 
Material in a Three-dimensional 
Waveguide 
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NOMENCLATURE 
A Coefficient matrix b Right hand vector 
B Magnetic flux density (T) D Electric flux density (V/m) 
E Electric field intensity(V) Et Electric field at material face (V) 
H Magnetic field intensity (A/m) Ht Magnetic field at material face (A/m) 
J Electric current density (Ajm2 ) a Broad dimension of waveguide ( m) 
c Speed of radiation (m/8) c Specific heat capacity ( J /kg K) 
e Tolerance Eo Incident electric field (V) 
k Wave number in free-space kl Wave number 
Block dimension ( m) Krylov sub-space dimension 
m Constant n Constant 
p Constant q Constant 
p Power (W) Pabs Absored power (Wjm3 ) 
Pav_in Average input power (Wjm2 ) Positive integer 
t Time (8) T Temperature (K) 
Ta Ambient temperature (K) Tmax Maximum temperature (K) 
u Non-dimensional electric field Uinc Incident electric field 
v Non-dimensional magnetic field a Constant 
(3 Normalised power 8 Loss angle (rad) 
8t Time step of numerical scheme ( 8) 8z Increment in the z direction ( m) 
€ 
Permittivity (F/m) AT Wave period 
J.£ Permeability (H/m) 1/ Thermal conductivity (W /m K) 
w Angular frequency (27r f) (rad/ 8) p Density of the material (kgjm3 ) 
p Volume charge density (Cjm3 ) (J Electric conductivity (n- 1 /m) 
Table 2.1: List of symbols used in Chapter 2. 
Abstract 
The microwave heating of a three-dimensional block in an infinitely long rect-
angular waveguide propagating the T E10 mode is considered. The electrical 
conductivity (the dielectric loss) is assumed to be a function of temperature, 
and modelled by the Arrhenius law. A coupled set of equations is obtained that 
describes the electromagnetic fields and the temperature distribution in the block. 
The numerical solutions of this problem are obtained by two methods, the 
well known FD-TD scheme and a frequency domain method which makes the 
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further assumption that a single T E10 mode exists in the waveguide and material. 
The results show that an S-shaped temperature versus power response curve is 
possible, with thermal runaway occurring when the solution jumps from the lower 
(cool) branch to the upper (hot) branch of this curve. The results confirm the 
validity of the single-mode assumption and show a good comparison between the 
numerical and semi-analytical solutions. 
2.1 Introduction 
Industrial microwave heating has a history dating back to the 1940s (see [5]), and 
there are many heating, drying and thawing applications in industry. One key 
benefit of microwave heating is its speed of processing compared to conventional 
convective heating, which arises primarily due to the volumetric heating phe-
nomenon associated with microwave processing. This phenomenon, which sees 
the bulk of the energy delivered directly to the core of the sample, can be used 
to eliminate the case-hardening of products that are heated and dried by clas-
sical convective methods. Other advantages of microwave heating are the more 
compact heating systems offered by the technology, the superior final product 
quality, and cleaner heating and drying environments. 
In general, controlled uniform heating is difficult to achieve with microwave 
processing, because rapid overheating (thermal runaway) can occur in some mate-
rials for a small increase in incident power. The phenomenon of thermal runaway 
is analogous to the combustion of an exothermic chemical reactant. The rate at 
which a chemical reaction proceeds increases with temperature, hence if the re-
action is exothermic then the heat generated will result in positive feedback that 
can cause an explosion. The rate at which microwave radiation is absorbed by a 
material is also temperature-dependent. Hence, thermal runaway in this context 
is the result of an analogous feedback process. 
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A study of microwave heating involves solving both Maxwell's equations and 
the forced heat equation. Maxwell's equations describes the propagation of the 
microwave radiation in the material and the microwave waveguide or cavity, while 
the forced heat equation describes the heat absorption and diffusion in the block. 
Due to the temperature-dependent material properties, the governing equations 
are nonlinearly coupled and unable to be solved analytically. Numerical and 
semi-analytical solution methods have been used with success however, and are 
briefly reviewed below. 
[4] considered the steady-state microwave heating of a three-dimensional block 
by the transverse magnetic waveguide mode T M 11 , in a long rectangular waveg-
uide. The electrical conductivity and the thermal absorptivity were assumed 
to be temperature dependent while both the electrical permittivity and magnetic 
permeability were assumed constant. Both a quadratic relation and an Arrhenius-
type law were used for the temperature-dependency. Semi-analytical solutions, 
valid for small thermal absorptivity, were found for the steady-state temperature 
and the electric-field amplitude using the Galerkin method. At the steady-state, 
the temperature versus power relationship was found to be multivalued; at the 
critical power level, thermal runaway occurs when the temperature jumps from 
the lower (cool) temperature branch to the upper (hot) temperature branch of 
the solution. Examples were presented in the limits of small and large heat-loss 
with an excellent comparison with numerical solutions obtained. 
[3] considered the small Biot-number heating of a ceramic slab in a T E103 
waveguide applicator including an iris with a variable aperture. By considering 
the small Biot-number limit, which allows the heat equation to be averaged, an 
expression is obtained relating the temperature and incident power. This relation 
was shown to be bistable, or 8-shaped. The microwave cavity can be tuned by 
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varying the aperture width because this changes the S-shaped response curve. 
Hence, there exists an optimal aperture width that sinters the ceramic with min-
imum power. Moreover, varying the aperture width (and hence the S-shaped 
curve) allows the sintering temperature on the upper branch to be reached with-
out feedback control. 
The finite-difference time-domain (FD-TD) method is commonly used to solve 
Maxwell's equations numerically (see [1, 6, 7, 8]). [6] applied the FD-TD method 
to the microwave heating of a lossy material in a three-dimensional cavity, where 
a rectangular waveguide propagating the T E10 mode excites a cavity. It was 
shown that the assumption of the existence of a single T E10 mode within the 
waveguide provided a computed electric-field that did not satisfy the divergence 
condition. The authors developed a full-mode numerical model that included 
improved numerical implementations of the appropriate boundary conditions at 
corners and at dielectric interfaces to improve the accuracy of the FD-TD field 
approximations. The numerical solutions corresponded closely to experimental 
results from case studies involving the heating of plastic blocks and food on a tray. 
[1] considered a hybrid analytical and numerical method for the heating of a 
ceramic material in a single mode cavity containing an iris. For low-loss ceramics 
loaded within high-Q cavities, the usual FD-TD numerical scheme was shown 
to be inefficient. To overcome this inefficiency the authors split the problem by 
solving numerically with no iris, and then by analytically matching the numeri-
cal solution to theoretical results obtained for the electromagnetic field near the 
iris. The full solution is then obtained in a computationally efficient manner, 
with some six fold computation time improvements over the FD-TD numerical 
scheme alone. 
The aim of this paper is to compare semi-analytical and numerical solutions 
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for the heating of a three-dimensional dielectric block in a rectangular waveguide 
by the T E10 mode. Numerical solutions will be obtained by time-domain (using 
the usual FD-TD scheme) and frequency domain methods. A key assumption of 
the frequency domain method is that of a single waveguide mode, the validity of 
which will be examined. The FD-TD method for solving Maxwell's equations in 
three-dimensions typically require excessive amounts of computer resources, so 
comparison of the CPU usage of each scheme will also be made. As the geometry 
of the problem is regular, semi-analytical solutions developed using the method 
of [4] are also presented, and shown to be reasonably accurate. It is envisaged 
that the techniques developed here will be useful for the development of efficient 
hybrid analytical and numerical schemes for the heating of blocks in arbitrarily 
shaped microwave cavities and thus forms the foundations of future research to 
be conducted by the authors. 
In §2.2 the governing equations are presented, while §2.3 contains brief details 
of the numerical schemes. A comparison of the numerical and semi-analytical 
solutions is presented in §2.4. The results highlight the good agreement between 
the numerical and semi-analytical solutions for the computed steady-state power 
versus temperatureS-shaped curves. 
2.2 Governing equations 
Maxwell's equations of electromagnetism are given by 
V · D = V · (EE) = p, V · B = V · (JLH) = 0, 
v X E =- fft(JLH), v X H = fft(EE) + O"E, 
(2.1) 
based on the assumption that the material is homogeneous, isotropic and 
ohmic, so that the current J and the displacement current D are both propor-
tional to the electric field E and the magnetic field strength H is proportional 
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to the magnetic flux density B. Here O" is the electrical conductivity, E is the 
electrical permittivity and 11 is the magnetic permeability. In general all material 
properties are temperature dependent. 
Maxwell's equations are coupled with the forced heat equation 
2 1 -
pCTt = v'\1 T + 2wctanc5E · E, (2.2) 
where v is the thermal conductivity, p is the density, C is the specific heat of 
the material, w is the frequency of the radiation and tan c5 is the loss tangent. 
Typically the loss tangent is temperature dependent; power-law and expo-
nential temperature dependencies have been widely used in modelling microwave 
heating phenomena. Arrhenius-type temperature dependencies, which are bounded 
at large temperatures, have also been used. This law is motivated from statistical 
mechanics and models the physical saturation of the conductivity at high temper-
atures. See [2] for a discussion of the physics of an Arrhenius-type absorption law 
and its application to the sintering of ceramics. In this paper, an Arrhenius-type 
temperature dependency, of the following form is used, 
()" _Th_ 
tanc5 =- = a(1 + 20e-<T-Ta) ), 
WE 
(2.3) 
where Ta is the ambient temperature and a is a constant. Equation (2.3) 
is equal to unity at the ambient temperature of Ta, while as the temperature 
becomes large, (2.3) is bounded (tanc5--+ 21). 
The boundary conditions for the electric-field at the interfaces with free space 
are 
(E- Et) x n = 0, (H- Ht) x n = 0, (cE- EoEt) · n = 0, (2.4) 
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where E f and H f are the electric and magnetic fields in the free space incident 
upon the material. On the surface of the waveguide E x n = 0, as there is no 
electric-field in a conductor. For simplicity, this work assumes a fixed temperature 
boundary condition, T = Ta, is applied on each of the slab's surfaces. 
2.2.1 The frequency domain 
In their most general form the electric and magnetic fields can be written as 
follows: 
where e 1 , e2 and e 3 are unit vectors in the x, y and z directions respectively. 
The electric and magnetic fields are written as steady-state amplitudes modulated 
by the frequency. As the time scale for electromagnetic propagation is much 
smaller than the time scale for thermal diffusion the time derivatives of the electric 
and magnetic field amplitudes, Uj and Vj, and of the electrical conductivity, a, 
can be ignored. Substituting (2.5) into (2.1) gives 
as the governing equation for the steady-state components of the electric-field 
amplitude, where the wavenumber k1 = w / c and c is the velocity of the radiation 
in the block. 
A single-mode assumption, that the electric field in the block maintains the 
form of the T E 10 mode, is made so that U1 = U3 = H2 = 0, and there is only one 
electric-field amplitude component, U2 = U2(x, z). The governing equation (2.6) 
then becomes 
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(2.7) 
The steady-state amplitude equation (2. 7) and the forced heat equation (2.2) 
are non-dimensionalised by the scalings 
tl tv I x I y I z u~ = uj Tl = T _ 1 
=pOP' X = l' Y = l' Z = l' J Uinc' Ta ' (2.8) 
where 2Z is the length of the block, Uinc is the incident amplitude of one of 
the components of the electric-field, v is the thermal conductivity and Ta is the 
ambient temperature. The non-dimensionalisation results in the scaled frequency, 
power, electrical conductivity and wavenumbers having the forms 
I - wl2 pC (31 - l2 pCUi~cWE I - !!__ kl - k l 
W- '- 2rp ,{}'- '1-1· 
V V.La WE 
(2.9) 
A finite three-dimensional block of non-dimensional length 2, width 2n and 
height 2m is considered. It is assumed that the waveguide has width 2n and 
height 2m so that the block completely fills the cross-section of the waveguide, 
which is infinitely long. The waveguide is aligned to ensure that the waveguide 
mode propagates in the z-direction. Here, the fundamental transverse electric 
waveguide (T E 10 ) mode is considered. The T E 10 waveguide mode, which is the 
usual choice for single-mode commercial waveguides, is 
(7rX) iiJ kr (1rX) iiJ i1r . (7rX) iiJ E 2 = cos 2n e , H 1 = --cos - e , H 3 = --- sm - e , f-J,W 2n 2f-J,wn 2n (2.10) 
where (} = krZ - wt, k; = k2 - z:2 , and k is the wave number in free space. 
Note that for the microwaves to propagate in the waveguide k > 2:, which is the 
cut-off wavenumber. 
In nondimensional form the equations are 
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U2xx + U2zz + k12(1 + i tan 8)U2 = 0, 
Tt = Txx + Tyy + Tzz + ,Btan8IU2I2 = 0, 
For the T E 10 mode the boundary conditions, from (2.4), are 
U2z + ikr u2 = 2ikr cos( 'TrX)) 
2n 
z = -1, 
U2z - ikrU2 = 0, z = 1, 
u2 = o, x=±n, 
T=O, x=±n, y=±m, z = ±1. 
2.3 The numerical schemes 
2.3.1 The Frequency Domain Solution Method 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
The frequency domain solution is found by resolving (2.11) with boundary con-
ditions (2.14). The heat equation is solved using the explicit DuFort-Frankel 
method, which gives second-order accuracy at each time step. The Helmholtz 
equation for the electric-field amplitude is discretized using central differences 
with the discretisation giving rise to the following matrix 
AV'=b ) (2.17) 
where the vector U' represents the components of electric-field amplitude. 
The system matrix A E cnxn had dimension n = 5000 and (2.17) is solved 
iteratively via GMRES, which is a Krylov subspace method. It was found that 
the subspace lCe(A, b) required dimension in the range .e E [100, 200] to reduce 
the system residual to 1 x 10-6 . The use of a preconditioner to improve the 
performance of the iterative solver will be the subject of future work. 
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2.3.2 The Time Domain Solution Method 
The Maxwell's equations (2.1) were discretised using the FD-TD staggered in 
space and time methodology [5, 6, 7] over a given Cartesian Y ee lattice. As 
discussed in §2.2, under the T E10 assumption the following field components are 
obtained from (2.1): 
aH1 = 1 aE2' aH3 = -~ aE2' aE2 + ~E2 = ~ (aH1 _ aH3). 
at M az at M ax at E E az ax 
(2.18) 
To increase the spatial stability of the numerical solver [8], the electric and 
magnetic field components have been computed on cell edges and faces, respec-
tively. By applying the leapfrog time discretisation [6] to (2.18) and rearranging 
the equation for H1 the following discrete analogue of the x-component of the 
magnetic field is obtained: 
(2.19) 
Similar equations for H 3 and E2 can also be obtained. Once the electric and 
magnetic fields have been computed for a sufficiently large number of periods, 
the power distribution can be calculated from the electric field alone: 
(2.20) 
where p is the number of periods before the absorbed power (Pabs) is com-
puted, q is the number of periods for which the electric field has been time-
averaged to obtain the power and A.r is the period of the electromagnetic wave 
inside the waveguide. Typically p >> q and q = 1 is chosen so that the electric 
and magnetic fields have reached a so-called steady state inside the waveguide. 
In the numerical simulation performed here, p + q = 10 was used and the power 
is computed according the following discrete form of (2.20): 
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Pc~,j,k) = 116 a-( E;(i,i+~,k) + E;(i+l,i+~,k) + E;(i,H~,k+l) + E;(i+l,H~,k+l)) 2 • 
(2.21) 
The power distribution obtained from (2.21) is used in the forced heat equa-
tion (2.2) to compute the heat distribution inside the load. This is achieved 
through a forward time and centred space discretisation of equation (2.2) with 
the time step chosen to satisfy the stability requirement for this method. 
The complete implementation of the coupled FD-TD and heat equation solu-
tion strategy is summarised in Figure 2.3.2. The figure illustrates the feedback 
mechanism used to compute, and hence, recompute the electromagnetic fields 
and consequently the heat distribution inside the ceramic load. 
The time step associated with the FD-TD algorithm is 0(10-12), however, for 
the heat equation the time step of this scheme is much larger 0(10-2). Conse-
quently, the power distribution can be obtained in an instance of the time scale 
of the heating. Therefore, the power is recomputed only when the properties of 
the material due to heating have substantially changed. Typically, the constraint 
on the recomputation of the power is triggered when 
(2.22) 
where, e is the measure of the error in the dielectric properties due to heating 
and tis a positive integer. In (2.22), n refers to the levels at which the power has 
been computed. It was found that varying the value oft in (2.22) slightly did 
not affect the quality of the final solution considerably. However larger values of 
t does impact substantially on the overall computational time. Equation (2.22) 
merely determines how long the heat equation is iterated before the power is 
recomputed and for the results reported here the value oft 2 was used. 
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I 0 Read mesh and variables I 
I ~ I 1. Initialise E, H, P and related variables L. 2. Compute the electromagnetic fields in the waveguide using the FD-
TD method . ~ .... 
I 3. Compute the power from the time-dependent electric field obtained in Step 2. I 
4. Given the power distribution, compute the heat equation using the 1----
4 forward time and central space strategy. 
I S. Iterate heat equation in Step 4 until tolerance reached. I~ 
r 
6. Compute the error in the temperate distribution. not satisfied 
D ~ I 7. Increase power until max power reached 
more power I ~ 1 s. Exit 
Figure 2.1: The flowchart of the numerical scheme. 
2.4 Results and comparisons 
The following physical properties were used for all simulation results given in this 
section: 
(2.23) 
The amplitude of the electric field is related to the average input power (Pav_in) 
by 
Eo= (2.24) 
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A cube of dimension a = 0.1m is considered where the cube fills the cross-
section of the waveguide. The results are presented in non-dimensional form, with 
the FD-TD numerical solution non-dimensionalised for comparison purposes. As 
a cube is considered m = n = 1 in (2.14). Other parameters in non-dimensional 
form are a = 0.005, k = k1 = 2.57 and kr = 2.44. 
Figure 2.2 shows the steady-state temperature versus power curve. Presented 
are the nondimensional maximum temperature in the block and the nondimen-
sional power /3. Shown are the semi-analytical solution and the frequency domain 
and FD-TD numerical solutions. The semi-analytical solution is found using the 
Galerkin method. Trial functions for the temperature and the electric-field am-
plitude are assumed and expressions for the decay of the electric-field and the 
power versus temperature curve are found by averaging over the slab, see [4] for 
more details of the technique. 
The figure shows that an S-shaped response occurs. Thermal runaway arises 
at a critical j3 with the solution jumping from the lower (cool) branch to the up-
per (hot) branch. On the lower (cool) branch the comparison between the three 
solutions is excellent. On the upper (hot) branch the comparison is still very 
good with a difference of 8%, at j3 = 2. Moreover, the semi-analytical solution is 
very accurate, even for large /3. The difference between the semi-analytical and 
frequency domain solutions at j3 = 2 is 10%. No numerical results are available 
for the second solution branch, as it is unstable. 
For the chosen value of k = 2.57 both the T E 10 and the T M 11 modes can 
propagate in the waveguide as all higher modes are cut-off. However, examina-
tion of the FD-TD numerical solution shows that no other mode, besides the 
incident T E 10 mode, is present in the waveguide or the heated material. Hence, 
the single-mode assumption, made in the frequency domain solution, is reason-
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Figure 2.2: The steady-state power versus temperature curve. Shown are the 
semi-analytical solution, the frequency domain (large dashes) and the FD-TD 
(small dashes) numerical solutions. 
able. 
The frequency domain solutions are found using a spatial discretisation of 
~z = 0.125, while the FD-TD solutions are found with a discretisation of ~z = 
0.067. Hence the difference between the numerical solutions on the upper branch 
is most likely due to discretization error. Both the numerical solutions were found 
using a single Silcon Graphics processor capable of 800 MFlops. Each steady-
state solution point takes a similar amount of CPU; 7 minutes for the frequency 
domain method and 10 minutes for the FD-TD method. 
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2.5 Conclusions 
A comparison of the simulation results for a homogeneously loaded infinitely long 
waveguide using a semi-analytical method and both frequency and time domain 
numerical methods has been presented in this paper. The results highlight that 
all three methods show good agreement for the S-shaped curve for the ceramic 
like material. Furthermore, the assumption of a single mode within the waveg-
uide is suitable for use in the frequency domain method. 
Further work will concentrate on efficient numerical solutions for other waveg-
uide scenarios such as a short-circuited guide and a cavity with an iris. The 
validity of the single mode assumption for other waveguide modes, such as the 
T M11 mode and in cavities will also be investigated. These investigations will 
lead to the authors developing efficient hybrid analytical and numerical schemes 
for microwave heating in waveguides and cavities. 
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Chapter 3 
Comparison of Time Domain 
Numerical Solvers for the 
Propagation of a Gaussian Pulse 
Inside a Rectangular Waveguide 
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NOMENCLATURE 
A Coefficient matrix B Magnetic flux density (T) 
d Right hand vector D Electric flux density (V/m) 
E Electric field intensity(V) H Magnetic field intensity (A/m) 
J Electric current density (A/m2 ) J* Magnetic current density ( F-;;;;.2 ) 
n Unit outward normal to face F r Vector to node p 
a Broad dimension of waveguide ( m) c Wave speed (m/s) 
Cmax Maximum wave speed (m/s) Eo Incident electric field amplitude 
f Frequency (Hz) F A face of cell p 
F Full field I Incident field 
k Number of adjoining cells n The nth time level 
p The pth cell of the domain s Scattered field 
s Surface area (m2 ) Time (s) 
T Period inside waveguide ( s) v Volume (m3 ) 
zo Location of incident field ( m) f3o Phase factor of free-space 
8 Vector from cell centre to face bx Cell dimension in the x direction 
by Cell dimension in the y direction bz Cell dimension in the z direction 
t:>.S Surface area of face F (m2 ) b.t Time step of numerical scheme ( s) 
b.V Volume of the pth cell (m3 ) E Permittivity (F/m) 
Eo Free-space permittivity (8.85 X 10-12) E' Relative dielectric constant 
(F/m) 
Ell Relative loss factor fi,O Free-space permeability (411' x 10-7 ) (H/m) 
w Angular frequency (211' f) (rad/ s) ¢ Continuous field component 
(T Electric conductivity (n- 1 /m) u* Magnetic conductivity ( Ft{m) 
~ Discrete field component (p Faces that consitute the pth cell 
Table 3.1: List of symbols used in Chapter 3. 
Abstract 
This research work analyses techniques for increasing the accuracy and effi-
ciency of a finite-volume time-domain (FV-TD) cell-centred computational method-
ology. Various state-of-the-art spatial and temporal discretisation methods em-
ployed to solve Maxwell equations on multi-dimensional structured grid networks 
are investigated and the dispersive and dissipative errors inherent in those tech-
niques examined. Both staggered and unstaggered grid approaches are consid-
ered. Staggered and unstaggered Leapfrog and Runge-Kutta time integration 
methods are analysed by the use of Gaussian microwave pulse simulations. The 
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implementation of typical electromagnetic boundary conditions is also deliber-
ated. Finally, a comparison of the classical finite-difference time-domain (FD-TD) 
method and FV-TD numerical results for a standard case study in rectangular 
waveguides allows the accuracy of the developed methods to be assessed. 
3.1 Introduction 
In the past, a number of computational methodologies have been developed to 
solve Maxwell's Equations for a variety of important applications in Science and 
Engineering [1-4]. Although microwaves are frequently used for heating purposes, 
in this paper only microwave pulses are analysed for the purpose of radar and 
signal processing. Over the last two decades, research work in Computational 
Electromagnetics ( CEM) has seen the development of approximations both for 
the integral and point forms of the governing Maxwell's equations. In this work, 
the traditional staggered in time and space FD-TD [5] scheme is compared to a 
number of cell-centred finite-volume time-domain approaches (ccFV-TD). Most 
of the schemes discussed here are formulated for generalised unstructured appli-
cations. However, this part of the research work is applied on a simpler structured 
mesh case study, to allow the numerical results to be compared directly to the 
FD-TD solution. 
Staggered schemes store approximations of the components of the electromag-
netic fields at different spatial locations within the computational domain. For 
example, FD-TD uses the Yee lattice to achieve that objective, as shown in Fig-
ure 3.1. In this case, the electric and magnetic fields are staggered also in time 
in order to stabilise the explicit time marching scheme. On the contrary, cell-
centred schemes store all of the electromagnetic fields at the same spatial location 
(the cell centre). Typically, cell-centred schemes are much easier to manage and 
implement (in terms of algorithm planning, design and storage data structures) 
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in comparison with their staggered counterparts. Note however that even though 
the electric and magnetic field components are evaluated at the same locations 
inside a given cell, it is still possible to stagger the cell-centred in space schemes 
in time. These are usually classified as staggered and unstaggered leapfrog in-
tegrations in time, where the electric and magnetic field components are either 
stored at different locations or at the same location in time, respectively. 
:z 
y 
X 
Figure 3.1: A Yee cell. The components of the electric (E) and magnetic (H) 
fields are stored at different locations along the cell edges and on the cell faces, 
respectively. For the FD-TD algorithm, the electric and magnetic fields are also 
staggered half a time step apart. 
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In this work, 3rd and 4th order Runge-Kutta (RK3 and RK4) methods are 
implemented also on the cell-centred in space approach to analyse their perfor-
mance against the Leapfrog time marching schemes. 
The problem studied here concerns a T E10 Gaussian pulse propagated longi-
tudinally in a typical rectangular waveguide. The end of the waveguide is short-
circuited, and the reflected waves are absorbed in the scattered field region of the 
waveguide. Initially, a detailed description of the mathematical formulation is 
provided for the time domain cell-centred in space methods, and typical bound-
ary condition implementation for the conducting walls, input plane and absorbing 
boundary layer is deliberated. In the scattered field region of the waveguide, an 
existing Perfectly Matched Layer (PML) staggered in space methodology [6] is 
adapted to the cell-centred approaches to absorb any reflected impinging waves 
in the scattered field region of the waveguide. 
Primarily, the propagating Gaussian pulse empty waveguide study allows the 
performance of the different Maxwell's equations time domain solvers to be anal-
ysed under free space conditions. The pulse presents a good test for the FV-TD 
methods, and highlights the evident dissimilarities between the different cell-
centred schemes and shows also, the differences when compared to the FD-TD 
method. Depending on the spatial and temporal discretisation methods utilised, 
the schemes exhibit both dispersive and dissipative numerical errors. Dissipative 
errors cause the loss of wave amplitude, while dispersive errors affect the wave 
propagation speed. These errors are cumulative in nature and need to be moni-
tored for a number of time steps. 
This paper consists of five sections. In the next section the mathematical 
formulation for discretising Maxwell's equations using a finite-volume approach 
is presented, highlighting the different cell-centred schemes. Then there follows 
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a detailed discussion of the electromagnetic boundary condition implementation. 
In the proceeding section the results for the empty waveguide case study are pre-
sented, and comparisons between the different methods are provided via a number 
of graphical illustrations that elucidate the dissipative and dispersive nature of 
the different schemes. Finally, the conclusions of this work are summarised. 
3.2 Cell-Centred Finite-Volume Time-Domain Meth-
ods 
For the purpose of numerical simulation using a finite-volume methodology, the 
point form of the Maxwell's equations (3.1) must be recast into a discrete volu-
metric form: 
8D 
v x H = at + J, (3.1) 
B = f.LoH, D = <:E, J = O"E, E =foe', 0' = WEoE11 , 
where, E is the electric field, H is the magnetic field, D is the electric flux, 
B is the magnetic flux, J is the current density, f.Lo is the permeability of free-
space, Eo is the permittivity of free-space, E is the permittivity, <:1 is the relative 
electric constant, <:11 is the relative loss factor, 0' is the electric conductivity and 
w = 21r f where f is the input frequency. Note that for most microwave heating 
problems, the media are dielectric and current free. To arrive at the volumetric 
form, integration over a discrete finite volume cell is carried out. Unlike previ-
ous techniques where the integral was approximated using Stokes' theorem [3, 
7], hence the Divergence theorem is applied to the volumetric representation to 
obtain a surface volume relationship between the electric and magnetic fields. 
The continuous equation is then cast into discrete form as follows: 
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Figure 3.2: A general cell within the computational domain showing the locations 
of the unknowns. 
(3.2) 
where, n is the unit outward normal through a face of a particular cell (see Fig-
ure 3.2). In equation (3.2), (p is the set of faces that constitute the pth cell in 
a computational domain, and L.Sp and 6 V are the surface area of a particular 
face in (p and the volume of the pth cell, respectively. For the above discrete 
representation of Maxwell's equations (3.2) , the surface integral approximation 
is second order in space if Ep and Hp are the values at the midpoint of the face. 
By visiting all of the cells that constitute the solution domain, a system of ordi-
nary differential equations (ODEs) results. A number of methods are proposed 
to resolve the system of ODEs. 
When approximating the differential operator in time, the discretisation can 
introduce either dispersion or dissipation errors (see [4]). Numerous techniques 
can be utilised to resolve (3.2) into time discrete form. In [8] a number of ap-
proaches similar to the FD-TD solution methodology have been investigated. For 
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a function cjJ , equations (3.3) and (3.4) are the staggered (SLF) and unstaggered 
(ULF) leapfrog discretisations respectively, which are both 0(6t2) approxima-
tions: 
cpn+l c/Jn 
- 6t (3.3) 
cpn+1 _ c/Jn-1 
26t (3.4) 
Methods using the discretisations in (3.3) have been used in the past to numeri-
cally solve for the electromagnetic fields governed by Maxwell's equations. Using 
(3.3), the equations of (3.2) are written in discrete form as: 
n+l n-l 6t ""' Hp 2 = Hp 2 - 6 V L.t n x E];.6Sp, /-tO FE(p 
(3.5) 
En+l = 2E- CT6tEn- 26t ""'n X Hn+~ 6S 
P 2E + CT6t P (2E + CT6t)6V L.t F p, 
FE(p 
(3.6) 
Similarly, (3.2) with the substitution of the discretisation in (3.4) becomes: 
Hn+l = Hn-1- 26t ""'n X En 6S p p 6V L.t F p, 
/-tO FE(p 
(3.7) 
n+l _ E - CT 6t n-1 26t ""' n 1\S Ep - 1\ Ep - ( 6 ) 1\v L.t n X Hpu. p, 
E + CT u.t E + CT t u. FE(p 
(3.8) 
Equations (3.5) to (3.8) require the approximation to the electric and magnetic 
fields at the cell faces. It is possible to propose a number of interpolating and 
extrapolating schemes to approximate these cell face unknowns. On structured 
grids, the simplest way to approximate the unknowns at a cell face is by averaging 
the cell values about a particular face. Such a technique imposes second order in 
space and time for (3.5) to (3.8). These particular finite volume methods will be 
referred to as SLF (3.5)-(3.6), staggered in time and unstaggered in space, and 
ULF (3.7)-(3.8), unstaggered in space and unstaggered in time Leapfrog discreti-
sations. 
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The averaging about a cell face demonstrates the simplest way to approximate 
the terms inside the summations in (3.5) to (3.8). At the pth cell in equation 
(3.2), Intensity-Vector Splitting (IVS) [4], which is a concept that originated 
from Computational Fluid Dynamics ( CFD), can be applied to replace then x EF 
and n x HF terms. The notion behind IVS is to include an extra term in the 
flux facial expression to dampen any numerical oscillations, and to capture any 
discontinuities (such as shocks and contact surfaces in CFD) in the solution. At 
a cell face F, equations (3.9) and (3.10) depict the derived form of the IVS result: 
1 1 
n X EF = 2n X (Et + Ej;) + 2n X ([JLc]+ n X Ht- [JLct n X Hj;), (3.9) 
1 1 
n x HF = 2n x (Ht + H:p)- 2n x ([Ec]+ n x Et- [Ect n x E:p), (3.10) 
where, the wave speed is given by c = vk· It is evident from equations (3.9) 
and (3.10) that the+ and - characteristics have to be approximated for a given 
cell face (see Figure 3.2). It should be noted that the IVS result cannot be 
implemented with (3.3), since the values for the magnetic and electric fields are 
required at different time levels. For this reason, time marching schemes that 
allow the electric and magnetic field components to be located at the same instant 
in time have to be employed. Numerical experimentation has shown that IVS 
when incorporated with (3.4) incurs large errors due to the time discretisation 
of the electric and magnetic fields [4]. Therefore, higher order time stepping 
methods are to be implemented. The following 3rd order Runge-Kutta (RK3) 
method was implemented with the IVS scheme discussed above: 
(3.11) 
The outlined RK3 scheme is the one commonly used in CEM, and hence, it was 
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chosen to solve the equations of (3.2) that employ (3.9) and (3.10). Also, a 4th 
order Runge-Kutta (RK4) method was implemented: 
(3.12) 
Substituting the IVS result into (3.2) and by applying the RK solvers of (3.11) 
and (3.12), the RK3-IVS and RK4-IVS techniques are obtained, respectively. 
Note that equation (3.2) can be solved using the RK3 and RK4 solvers without 
the inclusion of damping, and this suggestion is pursued later in this section. As 
shown in Figure 3.2, the + and - characteristics for the IVS are required at a 
particular cell face. Different strategies can be proposed and derived to approx-
imate the values at the cell face joining any two adjacent cells. The simplest of 
these is the oth order substitution for an unknown~: 
(3.13) 
Imposing the oth order approximation in RK3-IVS and RK4-IVS leads to a pt 
order in space and 3rd order in time RK3-1-IVS numerical method, and a 1st 
order in space and 4th order in time RK4-1-IVS numerical method respectively. 
On a structured grid, a general linear extrapolation model that is 2nd order in 
space can also be derived: 
(3.14) 
Using the approximations of (3.14), the RK3-2L-IVS and RK4-2L-IVS methods 
are developed, which are simultaneously the 3rd and 4th order in time and 2nd 
order in space linear extrapolation numerical schemes. By using discrete data 
points within the vicinity of the cell faces, it is possible to find least squares 
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gradient approximations at the cell centres [9]. Equation (3.15) is a truncated 
representation of the Taylor series: 
6r · V~(r) ~ ~(r + 6r)- ~(r). (3.15) 
The above formula yields a system of linear equations that can be cast into matrix 
form as A· \l~p d. The gradient that minimises IIA · \l~p dll 2 with respect 
to the inner product on JRk can be obtained by solving the normal equations. 
The value of k equals the number of neighbouring nodes utilised to obtain the 
gradient at the pth cell. In this paper, the gradients were constructed using only 
the adjacent cells of (p (i.e. k = 6). As a consequence, the gradients of the electric 
and magnetic fields can be used to approximate the + and - characteristics at 
the cell faces. Using these gradients, equation (3.16) establishes a 2nd order 
approximation for the + and states: 
(3.16) 
In equation (3.16), 6' and 6" are the vectors from the nodes (p) to (p + ~) and 
(p + 1) to (p + !), respectively (see Fig. 2). Subsequently, the methods that 
employ (3.16) are classified as RK3-2G-IVS and RK4-2G-IVS, depending on the 
time integration. The various IVS methods can also be implemented without 
flux splitting and are referred to here as the RK3(RK4)-2L and RK3(RK4)-
2G methods, which are the 3rd (4th) order linear extrapolation and the spatial 
gradient approximations, respectively. 
3.3 Boundary Conditions 
In this section, the perfectly conducting wall, the incident field and absorbing 
boundary conditions are treated. On a perfectly conducting wall, the following 
conditions need to be satisfied [10]: 
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n x E = 0, n·H=O. (3.17) 
On structured grids, (3.17) implies that the tangential components of the electric 
field at a perfectly conducting wall boundary are zero. Equation (3.17) also en-
tails that the magnetic components that are normal to that conducting wall are 
continuous across that wall. 
y 
k( 
z 
Incident Plane 
Absorber····· ·········· . ··· / 
Figure 3.3: A waveguide with incident and absorbing boundary conditions. 
For the implementation of the incident field boundary condition, a classical 
waveguide is depicted in Figure 3.3. Typically, a fictitious dielectric is introduced 
inside the scattered region to absorb any reflected backward travelling waves. In 
Figure 3.3 it is assumed that z0 represents the location where the incident field 
(I) is located. The scatter field (S) is the region between 0 and z0 , and the 
full field (F) occupies the region between z0 and d. The scattered and full field 
regions have length it = z0 and l2 = d- z0 , respectively. At the input plane, 
the incident field is introduced using F = S + I and a continuous T E10 incident 
field is implemented as an input boundary condition. Across the input plane, the 
scattered and full fields are computed according to the following incident field 
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assumptions: 
E~ = E0 sin 7rX cos(wt- ;30z0 ), 
a 
I f3o . 7rX Hx = ---Eo sm- cos(wt- ;3ozo), 
WJ.-Lo a 
Hf, = __ 1r_Eo cos 1rx sin(wt- ;3ozo), 
WJ.-Loa a 
;3o = J W2J.-LoEo- (~r. 
(3.18) 
(3.19) 
(3.20) 
In Figure 3.3, an absorbing boundary layer is represented inside the scatter field 
region of the waveguide. A previously proposed Perfectly Matched Layer (PML) 
boundary condition [6] has been used to absorb any waves inside the scattered 
filed region of the waveguide. In this work, this boundary condition has been 
adapted for the use in the cell-centred schemes discussed in the previous section. 
The PML boundary condition is based on matching the impedance of the ab-
sorbing medium to the impedance of free-space. The PML boundary conditions 
are based on the following augmented Maxwell's equations: 
8B * at + J = v x E, 
where, 
J* = O"*H, 
8D 
-+J=-VxH 8t ' 
* flo 0" = -(}. 
Eo 
(3.21) 
(3.22) 
By satisfying (3.22), the impedance of the PML equals that of free-space, and 
no reflections occur. From the reformulation of the Maxwell's equations, (3.1) 
is replaced by (3.21) in the discretisations, and new discrete in space equations 
are obtained for the numerical simulation of the electromagnetic behaviour within 
the absorbing material. Specific implementation details of the PML absorber will 
be outlined in future work, which will demonstrate the cell-centred finite-volume 
time-domain methods for the purpose of microwave heating. 
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3.4 Results 
The waveguide of Figure 3.3 is used as a case study to numerically simulate 
a Gaussian microwave pulse inside the apparatus. The full field region of the 
waveguide is truncated via a short-circuit, and the scattered field region employs 
the Petropoulos type PML boundary condition to absorb any backward travelling 
waves. The dimension of the waveguide is a = 0.1 m, b = 0.05 m and d = 
0.4 m. At z0 = 0.1 m, the incident plane is excited using a TE10 2.45GHz 
electromagnetic wave, with an average input power of 1 W. The T E10 wave is 
multiplied by a Gaussian function to propagate a microwave pulse inside the 
waveguide: 
( 2.5t )
2 
Gauss(t) = e ----r--1 . (3.23) 
In equation (3.23), T represents the wave period inside the waveguide. The in-
stantaneous electromagnetic fields were monitored over two periods. The domain 
of the waveguide is discretised into 54 000 (30 x 15 x 120) Cartesian cells. The 
time stepping of the numerical solvers is constrained by the relationship: 
6t = ----,=0=.9=== 
1 1 1 ' 
<)2 + <)2 + 82 X y Z 
(3.24) 
Cmax 
where, Cmax is the maximum expected wave speed in the waveguide, and bx, by 
and bz are the minimum mesh dimensions in the x, y and z coordinate directions 
[2]. Figures 3.4 and 3.5 show the results for the simulated T E10 Gaussian pulse 
using the numerical techniques discussed throughout the previous sections. Since 
it is well known that the FD-TD scheme is highly accurate, all of the established 
cell-centred numerical techniques have been compared to the FD-TD method to 
demonstrate the relative accuracy of each scheme. It is evident from the figures 
that the unstaggering of the unknowns introduces errors, and hence, higher order 
time marching schemes are required to better capture the FD-TD solution. 
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In the proceeding paragraphs, specific comments regarding the accuracy of 
the schemes presented in §3.2 and exhibited in Figures 3.4 and 3.5 are given. 
The introduction of intensity vector splitting smoothes the noise that is apparent 
in the ULF, SLF and RK3(RK4)-2G techniques (see Figures 3.4[a], 3.4[b], 3.4[c] 
and 3.5[c]). It is well known that using higher order time integration techniques 
requires more computational effort to resolve the unknowns (i.e. CPU time and 
memory requirements), and consequently, the techniques that employ IVS with 
RK3 and RK4 time integration are more computationally intensive than the FD-
TD method. In this work, only the accuracy of the different cell centred schemes 
are compared, an analysis of the times to compute the numerical solutions has 
been left for future investigations. It can be seen from the figures that the meth-
ods that make use of the gradients to approximate the + and - characteristics 
at the cell faces can capture the pulse as well as any of the other cell-centred 
numerical schemes discussed (see Figures 3.4[c-d] and 3.5[c-d]). Note that the 
results for RK3(RK4)-2L-IVS have not been shown, since they were comparable 
to those obtained using RK4-2G-IVS. In the numerical solutions it was observed 
also that results for RK3-2L were comparable to the RK4-2L scheme, and as a 
consequence, only the RK4-2L results are illustrated. 
From the figures it is evident that the adaptation of IVS in the schemes (see 
Figures 3.4[d], 3.5[b] and 3.5[d]) smooth the results. Although, it should be noted 
that the RK4-2L scheme has apparent smoothing also. This is because the ap-
proximation uses a second order linear extrapolation, which removes any rapid 
changes or oscillations in the numerical time marching. In Figure 3.4[a] it is ob-
served that the ULF scheme is conditionally unstable [4]. Figure 3.5[b] highlights 
that the RK4-1-IVS scheme, which utilises the oth order extrapolation for the+ 
and - characteristics, is highly dissipative as observed by Liu [4]. Furthermore, 
the first order spatial discretisation inadequately captures the behaviour of the 
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Figure 3.4: A two period pulse inside a T E 10 waveguide showing time versus the 
y-coordinate of the Electric field (V/m); (a) ULF; (b) SLF; (c) RK3-2G and (d) 
RK3-2G-IVS. 
solution. However, it must be noted that such methods are able to capture the 
wave phase, but the amplitude is smeared considerably. 
In Figures 3.4[c-d] and 3.5[c-d] it is observed that the numerical solution is 
out of phase with the FD-TD benchmark solution. In Figure 3.5[a] the RK4-
2L scheme, which is suitable only for structured grids, appears to capture the 
wave phase. These findings are an artifact of the spatial discretisation, and to 
further investigate how the phase errors could be reduced, higher order spatial 
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discretisations would have to be adapted to the previously outlined cell-centred 
schemes. The ULF, SLF, RK3(RK4)-2L and RK4-1-IVS techniques exhibit sub-
stantial wave front amplitude errors (see Figures 3.4[a-b] and 3.5[a-b]). For the 
RK3(RK4)-2L method this is because of the grid used in the approximation of 
the cell face unknowns is four grid cells wide. Hence, as the incident field is 
propagated, the apparent noise due to the introduction of the microwave energy 
is propagated with the pulse. 
..... 
'"'"" 
.-.. 
,~ .... 
:!! 
. 
-
0 
.. 
... 
-li.oF 0 
"'"" 
,..., ... 
..... 
....... 
i Q 
,., 
w 
_,..., ... 
....... 
.. ..., ... 
-li+OT 
(a) 
----- FD-TD 
---------- RK4-2l 
1.1 02 
Longlh 
(c) 
~FD-ID 
- RK4-2G 
unglh 
•• •• 
~ FD-TD 
- RK4-1-IVS 
01 
(b) 
02 •• 
Figure 3. 5: A two period pulse inside a T E10 waveguide showing time versus the 
y-coordinate of the Electric field (V/m); (a) RK4-2L; (b) RK4-1-IVS; (c) RK4-2G 
and (d) RK4-2G-IVS. 
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3. 5 Conclusion 
In this work, cell centred time domain solvers for the Maxwell's equations were 
investigated and a number of solution strategies have been applied to resolve 
the Gaussian pulse waveguide study. The governing equations were discretised 
using non-traditional techniques to obtain a surface-volume representation that 
was solved numerically using a number of different numerical strategies. It is well 
known that the FD-TD method is very accurate, but it is not easily migrated to 
unstructured domains. A number of cell-centred schemes have been formulated 
for unstructured domains, but were implemented here only on structured grids so 
that they could be compared to the classical FD-TD method. Further research in 
the area will demonstrate how these schemes can be implemented on completely 
unstructured grids. 
Leapfrog staggered (SLF) and unstaggered (ULF) time integration techniques 
were used to time march the discrete surface-volume representation of Max-
well's equations. When intensity vector splitting (IVS) was introduced into the 
RK3(RK4)-2G schemes, the results appeared to be smooth, and the evident noise 
in the schemes was removed. This reduction in noise was due to the damping that 
these techniques induced in the numerical solution. The work clearly showed that 
time domain cell-centred Maxwell's equations numerical solvers have produced 
reasonable results for the SLF scheme. It was observed also that the Runge-Kutta 
based methods, with and without intensity vector splitting produced results that 
were comparable to the classical FD-TD method. 
For the purpose of microwave heating, future research will analyse in more de-
tail the effect that a lossy material can have on the electromagnetic phenomenon 
evolving on the grid. In that work, more rigorous tests are to be conducted 
regarding dispersion and dissipation errors. 
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NOMENCLATURE 
A Coefficient matrix B Magnetic flux density (T) 
d Right hand vector D Electric flux density (V/m) 
E Electric field intensity(V) H Magnetic field intensity (A/m) 
J Electric current density (Ajm2 ) J* Magnetic current density ( F~!2 ) 
n Unit outward normal to face F r Vector to node p 
a Broad dimension of waveguide ( m) b Narrow dimension of waveguide( m) 
c Wave speed (m/s) Cmax Maximum wave speed (m/s) 
f Frequency (Hz) Eo Incident electric field amplitude 
Eav Time averaged electric field Ec Computed electric field 
F A face of cell p I Incident field 
I Variable k Number of adjoining cells 
L Left state n Normal component 
n The nth time level N Number of time samples 
p The pth cell of the domain Po Average input power (Wjm2 ) 
R Right state s Scattered field 
s Surface area (m2) Tangential component 
Time (s) T Period inside waveguide ( s) 
T Total field v Volume (m3) 
Vp Volume of cell p (m3) zo Location of incident field ( m) 
/3 Phase factor /3o Phase factor of free-space 
8 Vector from cell centre to face 8x Cell dimension in the x direction 
8y Cell dimension in the y direction 8z Cell dimension in the z direction 
!:::,8 Surface area of face F (m2) !::,t Time step of numerical scheme ( s) 
t::,V Volume of the pth cell (m3) e Permittivity (F/m) 
eo Free-space permittivity (8.85 X 10-12) e' Relative dielectric constant 
(F/m) 
e" Relative loss factor J.lO Free-space permeability (47r x 10-7 ) (H/m) 
w Angular frequency (27r f) ( rad/ s) ¢ Continuous field component 
a Electric conductivity (n-1 /m) a* Magnetic conductivity ( F~m) 
.; Discrete field component (p Faces that consitute the pth cell 
Table 4.1: List of symbols used in Chapter 4. 
Abstract 
This research work analyses techniques for implementing a cell-centred finite-
volume time-domain computational methodology for the purpose of microwave 
heating. Various state-of-the-art spatial and temporal discretisation methods 
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employed to solve Maxwell's equations on multi-dimensional structured grid net-
works are investigated, and the dispersive and dissipative errors inherent in those 
techniques examined. Both staggered and unstaggered grid approaches are con-
sidered. Upwind schemes using a Riemann solver and intensity vector splitting 
are studied and evaluated. Staggered and unstaggered Leapfrog and Runge-Kutta 
time integration methods are analysed in terms of phase and amplitude error to 
identify which method is the most accurate and efficient for simulating microwave 
heating processes. The implementation and migration of typical electromagnetic 
boundary conditions from staggered in space to cell-centred approaches also is de-
liberated. In particular, an existing Perfectly Matched Layer absorbing boundary 
methodology is adapted to formulate a new cell-centred boundary implementa-
tion for the ccFV-TD solvers. Finally for microwave heating purposes, a compar-
ison of analytical and numerical results for standard case studies in rectangular 
waveguides allows the accuracy of the developed methods to be assessed. 
4.1 Introduction 
Over the years, numerous computational models have been investigated and de-
veloped for the solution of Maxwell's equations for a variety of important applica-
tions in Science and Engineering [1-4]. Typically, researchers implement solution 
methodologies that simulate instantaneous electromagnetic fields, and these are 
used to obtain the steady-state electromagnetic wave phenomena inside a mi-
crowave heating apparatus. 
The scope of this research work focuses on the use of cell-centred time-domain 
finite-volume (ccFV-TD) solvers for investigating electromagnetic field behaviour 
during microwave heating processes. For domestic and industrial microwave heat-
ing applications, the time-averaged electric and magnetic fields have to be com-
puted. From the computed time-averaged fields the power can be obtained easily, 
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and hence, the microwave power distribution can be coupled with the forced heat 
equation to obtain the temperature distribution inside the dielectric medium. 
In this paper, numerous cell-centred time-domain schemes are presented and 
assessed in terms of computational speed, phase and amplitude error, in order 
to identify the most accurate and efficient method that can be used to obtain 
the time-averaged electric field distribution inside the load in a waveguide. The 
time-averaged fields are computed for various case studies, and are compared to 
the results obtained using the classical finite-difference time-domain (FD-TD) [5] 
and the analytic solutions where possible. The computation of the power and 
subsequently the determination of the heat distribution inside the medium are 
left to future research by the authors. 
Historically, both the integral and point forms of the governing Maxwell's 
equations have been approximated in Computational Electromagnetics ( CEM). 
The ccFV-TD methods discussed here are formulated from a discrete volume-
surface representation of the governing equations. When developing finite-volume 
or finite-difference stencils to locate the electromagnetic unknowns within a dis-
crete cell, the approximations to the components of the electromagnetic fields are 
stored at different spatial locations. For example, FD-TD uses the Yee lattice to 
locate the components of the unknowns around a cell. The electric and magnetic 
fields are staggered also in time in order to stabilise the explicit time marching 
scheme. 
Cell-centred schemes store all of the electromagnetic fields at the same spa-
tial location, which is normally at the centre of the finite-volume cell. Given that 
the spatial locations of the electric and magnetic field components are located 
at the same point, cell-centred schemes are much easier to manage, develop and 
implement in comparison with their staggered counterparts. By the nature of 
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the staggering of the unknowns in the FD-TD method, the inherent errors are 
reduced and this location in time and space of the electric and magnetic field 
components establishes a highly accurate scheme for structured grids. Unfortu-
nately due to this staggering, the FD-TD scheme is difficult to implement on 
unstructured grids, and in this case cell-centred schemes are more viable. Never-
theless, rigorous consideration needs to take place to achieve sufficient accuracy 
in the cell-centred schemes. Despite the fact that for each cell the unknowns are 
positioned at the same spatial location, it is still possible to stagger the electric 
and magnetic field components in time. For cell-centred schemes this can sta-
bilise the time marching of the numerical solver. It is possible also that higher 
order approximations in both time and space have to be considered to obtain a 
more accurate ccFV-TD scheme. 
In the last decade, techniques from Computational Fluid Dynamics ( CFD) 
have been adapted to CEM [4, 6, 7] with reasonable success. In this work, the 
uses of intensity vector splitting (IVS) and Riemann solvers (RS) are analysed, 
and mathematical formulations are given. Methods that employ techniques from 
CFD are known to be dissipative by nature. Munz et al [8] discuss a finite-volume 
solver for the Maxwell's equations in curvilinear non-orthogonal coordinates with-
out the use of dimensional splitting. The local wave propagation between adjacent 
grid cells is determined by the solution of Riemann problems. A thorough analy-
sis of the characteristic methods used to determine the required solution is given 
in [4] and the reader is referred there for the finer details. 
The characteristic theory [4] requires the flux to be split into + and - states 
at a cell interface, then a number of different numerical approximations are ap-
plied to determine these states. In this work, the schemes used to approximate 
the states are presented in a way that can easily be generalised to a completely 
unstructured mesh framework. However, in an attempt to gauge the accuracy 
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and efficiency of the schemes investigated, it was decided to restrict the study 
here only to a structured mesh domain based on hexahedra, since the FD-TD 
method performs accurately on such grids and can be used for comparison. The 
migration of the cell-centred finite-volume method to an unstructured case will 
be the subject of future research. 
Note that when these CFD type schemes are used to dampen any oscillatory 
behaviour due to spatial discretisation errors caused by the cell-centred strategy, 
it becomes necessary to employ higher order time integration techniques to re-
solve the differential system in time. Here 3rd and 4th order Runge-Kutta (RK3, 
RK4) methods are implemented on the cell-centred approaches to analyse their 
performance. However, the schemes that do not contain the damping term are 
discretised in time using second order Leapfrog time marching schemes that are 
staggered and unstaggered in time. Also, the schemes that utilise RK3 and RK4 
time integrations with damping are implemented without the inclusion of the 
damping term, so that the effect of the term from the CFD methodology can be 
analysed for CEM applications. 
In this paper, the solutions of typical waveguide problems are presented for 
two distinct case studies. The first concerns an empty waveguide study and the 
second a loaded waveguide study. The same numerical solvers are implemented 
in both cases. Initially, a detailed description of the mathematical formulation is 
provided for the time domain cell-centred in space methods, and typical bound-
ary condition implementation for the conducting walls, input plane, material 
interface and a new cell-centred absorbing boundary layer is deliberated. In the 
scattered region of the waveguide, an existing Perfectly Matched Layer (PML) 
methodology [9] is reformulated and complemented for cell-centred schemes. As 
a subsequence, this new PML formulation is adapted to the cell-centred finite-
volume schemes to absorb any reflected impinging waves in the scattered field 
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region of the waveguide. 
Primarily, the empty waveguide study allows the performance of the different 
Maxwell's equation time-domain solvers to be analysed under free space condi-
tions. Depending on the spatial and temporal discretisation methods utilised, 
the schemes exhibit both dispersive and dissipative numerical errors. Dissipative 
errors cause the loss of wave amplitude, while dispersive errors affect the wave 
propagation speed. These errors are cumulative in nature and their analyses are 
provided in the form of phase and loss or gain in amplitude. The time-averaged 
electric fields inside an empty waveguide are investigated. The computed fields 
are compared to both the FD-TD and exact solutions. It is observed that the 
second order accurate in space and time cell-centred methods are competitive in 
terms of accuracy and efficiency when compared to the FD-TD solver. 
For the next case study, the waveguide is analysed when loaded with a di-
electric material. A number of simulations for a short-circuited rear end loaded 
waveguide are presented. The simulation results are then compared to the ana-
lytic and FD-TD solutions. A loaded multi-mode waveguide is analysed also, and 
the results are compared to the FD-TD method. It is shown that cell-centred 
schemes can be implemented in a straightforward manner to resolve the time av-
eraged electric fields inside a waveguide structure, and capture the analytic and 
FD-TD solutions more than adequately. The outcomes indicate that cell-centred 
schemes can be used with confidence for simulating the microwave power inside 
a load within a microwave apparatus. 
This paper is organised as follows. In the next section, the mathematical 
formulation for discretising Maxwell's equations using a finite-volume approach is 
presented, highlighting the different cell-centred schemes. Followed by a detailed 
discussion of the EM boundary condition implementation. Thereafter, the results 
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for the different waveguide case studies are presented and comparisons between 
the various methods are provided via a number of graphical illustrations that 
elucidate the dissipative and dispersive nature of the different schemes. A table 
of amplitude and phase errors is provided also to highlight the evident differences 
between the methods. Finally, the main conclusions of this work are summarised. 
4.2 Mathematical Formulations 
For the purpose of numerical simulation using a finite-volume methodology, the 
point form of the Maxwell's equations: 
aB aD 
v X E = -- v X H = - + J 
at' at 
(4.1) 
B = p,0H, D = c:E, J = O"E, c: = c:0c:', O" = wc:oc:". 
must be recast into a discrete volumetric form by integrating over a discrete 
finite-volume cell to obtain: 
jjjvxEaV=- jjj~~av, jjjvxHaV= jjja;:av+ jjjJav 
v v v v v 
(4.2) 
Unlike approximating an integral formulation based on the Stokes' theorem 
[3, 10], the Divergence theorem together with the relevant vector identities are 
applied to (4.2), to obtain the following surface-volume representation: 
jj nxEaS=- jjj~~ av, jj nxHaS= jj]aa~ av+ jjj Jav (4.3) 
s v s v v 
The continuous equation (4.3) is then approximated by the discrete form as 
follows: 
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( 4.4) 
where, n is the unit outward normal through a face of a particular cell (see 
Figure 4.1). In the equations, (p is the set of faces that constitute the pth cell 
in the computational domain. 6.S F and 6. V are the surface area of a particular 
face in (p and the volume of the pth cell, respectively. If Ep and HF represent the 
values at the midpoint of the face, the above discrete surface integral approxima-
tion is second order in space. When all of the cells that constitute the mesh that 
describe the solution domain are visited, a system of ordinary differential equa-
tions (ODEs) results. Numerous methods are applied to resolve this ODE system. 
Time discretisation can introduce either dispersion or dissipation errors (see 
[4]). Numerous techniques are utilised to resolve (4.4) into time discrete form. 
In [11] a number of approaches similar to the FD-TD technique have been in-
vestigated. For a function ¢, equations ( 4.5-4.6) represent the staggered (SLF) 
and unstaggered (ULF) leapfrog discretisations respectively. The SLF and ULF 
schemes are both 0(.6..t2): 
1 1 
aq;n q;n+2 - q;n-2 
at !:1t 
( 4.5) 
aq;n q;n+l- q;n-1 
at 2!:1t 
(4.6) 
Methods using the discretisations in (5) have been used in the past to numer-
ically solve for the electromagnetic fields governed by the Maxwell's equations. 
Using (4.5), (4.4) can be written in discrete form as: 
n+~ n- ~ f1t "' ( )n Hp = Hp - 6.V L.....J n x Ep 6.Sp, 
{to FE(p 
(4.7) 
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Similarly, ( 4.4) for the ULF discretisation becomes: 
Hn+l = Hn-1 - 2flt """' n X (E )n D.S 
p p flV L....J F F 
f-Lo FE(p 
(4.9) 
( 4.10) 
Equations (4.7-4.10) require the approximation to the electric and magnetic 
fields on the cell faces. It is possible to postulate a number of interpolation and 
extrapolation schemes to approximate these cell face unknowns. On structured 
grids, the simplest way to approximate the unknowns at a cell face is by averag-
ing the values about a particular face. Such a technique yields a second order in 
space and time approximation to (4.7) to (4.10). These particular finite-volume 
methods will be referred to as SLF (4.7-4.8), staggered in time and unstaggered 
in space, and ULF ( 4. 9-4.10), unstaggered in time and space Leapfrog discretisa-
tions. 
At the pth cell in ( 4.4), intensity vector splitting (IVS) [4] is applied to replace 
the n x Ep and the n x Hp terms. The idea of IVS is to include an extra 
term in the flux facial expression to dampen any numerical oscillations, and to 
capture any discontinuities (such as shocks and contact surfaces in CFD) in the 
solution. Intensity vector splitting originally from CFD, is based on the+ and-
characteristics to approximate the unknowns at a cell face. Equation ( 4.11-4.12) 
shows the general form at a cell face F of the IVS result: 
n x Ep = ~n x (Et + Ep:) + ~n x {[p,c]+ n x Ht- [p,cr n x Hp:}, (4.11) 
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n X HF = ~n X (Ht+Hp)- ~n X {[c-c]+n X Et- [c-ern X Ep)}, (4.12) 
where, the wave speed is given by c = 1/.;JIE· Riemann invariants can also be 
applied to determine the left and right states at a cell face. The Riemann solver 
(RS) was introduced by Shankar [6]: 
E _ { (cc)R E (cc)L E } 1 {H H } ll X F - ll X ( ) +( ) R + ( ) +( ) L + ll X ( ) +( ) ll X R - L cC R cC L cC R cC L cC R cC L 
(4.13) 
H _ { (J.tc)R H (J.tc)L H } 1 {E E } ll X F - ll X ( ) +( ) R + ( ) +( ) L - ll X ( ) +( ) ll X R - L J.!CR J.!CL J.!CR J.!CL J.!CR J.!CL 
(4.14) 
In free space, it can be shown that RS reduces to IVS. It is evident from IVS 
and RS that the + and - characteristics, or the right (R) and left (L) states 
must be approximated for each cell face. Note that IVS cannot be implemented 
with ( 4. 7-4.8), since the values for the magnetic and electric fields are required 
at different time levels. Numerical experimentation has shown that IVS and RS 
with ( 4.9-4.10) incurs large errors due to the time discretisation [4]. Therefore, 
higher order time stepping methods are to be implemented. The following 3rd 
order Runge-Kutta (RK3) method is used for the numerical schemes discussed 
above: 
( 4.15) 
A 4th order Runge-Kutta (RK4) method is implemented also, and is formu-
lated below: 
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( 4.16) 
Substituting either of the IVS or RS results leads to numerical techniques re-
ferred to as RK3-IVS (RK3-RS) and RK4-IVS (RK4-RS), respectively. Note that 
(4.4) can be solved without the inclusion of damping, and this idea is pursued 
later in this section. Furthermore, other Runge-Kutta methods can be used to 
resolve the system of ODEs from above. These are not discussed here, but will 
be analysed in another paper where the schemes highlighted here will be applied 
on unstructured grids. 
For simplicity, Figure 4.1 illustrates a typical cell within a 3D-structured 
computational domain. As depicted, the + and - characteristics for IVS, and 
\ 
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\ 
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Figure 4.1: A general cell within the computational domain; (a) 3D cell with 
unknown locations; (b) The characteristics at a face of a particular celL 
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the right and left states for RS are required on a particular cell face and different 
strategies can be derived to approximate the values at the cell face joining any 
two adjacent cells. For example, an unknown~ can be approximated using the 
oth order substitution: 
~- 1 = ~P' ~+ 1 = ~p+1· (4.17) 
P+2 P+2 
Imposing the oth order approximation in RK3/RK4-IVS/RS leads to two first 
order in space and 3rd order in time approximations known as RK3-1-IVS and 
RK3-1-RS, and two first order in space and 4th order in time approximations 
identified as RK4-1-IVS and RK4-1-IVS. For a structured uniform mesh, it is 
possible to derive a general one-sided linear extrapolation model that is 2nd order 
in space: 
(4.18) 
As for the oth order extrapolations, using (4.18) the equivalent 3rd and 4th or-
der in time and 2nd order in space numerical schemes are called RK3-2L-IVS/RS 
and RK4-2L-IVS/RS, respectively. It is important to note that (4.18) is devel-
oped for uniform in x, y and z coordinate structured grids. Such extrapolations 
are complicated to implement on unstructured meshes, and are demonstrated 
only to assess the errors between the different schemes. 
Given discrete data points, it is also possible to find least squares gradient ap-
proximations at cell centres [12]. Eq. (4.19) expresses a truncated representation 
of the Taylor series: 
or· V~(r) ~ ~(r +or)- ~(r). (4.19) 
The above system can be cast into matrix form as A · \7 ~P = d. The gradient 
that minimises IIA · ~P - dll 2 with respect to the inner product on JR.k can be 
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obtained by solving the normal equations. The value of k equals the number 
of neighbouring nodes utilised to obtain the gradient at the pth cell. Although 
approximations for the gradients that utilise the hypercube (k = 26) have been 
investigated, in this paper the gradients were constructed using only adjacent 
cells of (p (i.e. k = 6). Hence by evaluating (4.19), the gradients of the fields 
are used to approximate the characteristics at the cell faces. Accordingly, ( 4.20) 
provides a 2nd order approximation for the + and - fields, or the right and left 
states and the subsequent methods are classified as RK3-2G-IVS, RK4-2G-IVS, 
RK3-2G-RS and RK4-2G-RS, depending on the time integration and whether 
intensity vector splitting or the Riemann solver is applied: 
(4.20) 
In (4.20), 6' and 8" are the vectors from the nodes (p) to (p + ~) and (p + 1) to 
(p + ~), respectively (see Figure 4.1). Also, the gradients can be approximated 
using the Gauss-Green reconstruction [12]: 
where, Vp is the volume of the pth cell and n is the unit outward normal to face F. 
On structured grids, when the Gauss-Green reconstruction is used to approximate 
the values of characteristics at the cell faces in RK3/RK4-IVS and RK3/RK4-
RS, the resulting equations reduce to that obtained by the least squares gradients 
( 4.19). 
The RK3/RK4-2L-IVS/RS and RK3/RK4-2G-IVS/RS methods can also be 
applied without flux splitting (i.e. IVS and RS). These techniques will be re-
ferred to as the RK3/RK4-2L and RK3/RK4-2G schemes, which are the linear 
extrapolation and the spatial gradient approximations without intensity vector 
splitting and Riemann invariants, respectively. 
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4.3 Implementation of Boundary Conditions 
In this section, the perfectly conducting wall, incident field, material interface 
and absorbing boundary conditions are treated. On a perfectly conducting wall 
in a microwave heating apparatus, the following conditions need to be satisfied 
[13]: 
n x E = 0, n·H=O. ( 4.21) 
Equation (4.21) makes the assumption that there is no loss through the perfect 
conductor. If there is some loss associated with the conducting wall boundaries, 
then impedance conditions should be used instead of (4.21). Figure 4.2 shows 
the characteristics in the proximity of a perfectly conducting wall. It can be 
seen from the figure, that at the wall, only one of the characteristics exists. For 
the numerical treatment of the conducting wall boundary condition, a spurious 
external layer surrounding the whole computational domain is introduced, as 
shown in Figure 4.2. The numerically simulated boundary information of ( 4.22-
4.23) is constructed in a way that ensures the conditions of (4.21) are enforced 
at the cell faces that lie on the conducting wall. Hence, the following spurious 
fields are constructed: 
(4.22) 
Figure 4.2: Boundary condition treatment at a Perfectly Conducting Wall. 
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(4.23) 
where, * represents the fields introduced externally to the original domain 
to satisfy the boundary conditions (4.21), when the standard discrete in space 
Maxwell's equations (4.4) are used on the perfectly conducting boundary. For 
the spurious field evaluations, t and n are the tangential and normal components 
of the electric and magnetic fields, respectively. The conditions ( 4.22-4.23) are 
used in the ULF, SLF, RK3/RK4-2G and RK3/RK4-1-IVS/RS simulations. For 
the RK3/RK4-2L with and without IVS/RS, a secondary layer is introduced for 
the extrapolations. For the second order linear extrapolation models, (4.24-4.25) 
has to be implemented together with (4.22-4.23): 
(4.24) 
(4.25) 
Techniques such as RK3/RK4-2G-IVS/RS that employ the gradients for the 
approximations at the cell faces require ( 4.24-4.25) together with the following 
spurious field conditions to be satisfied: 
(4.26) 
(4.27) 
Equation ( 4.26-4.27) is necessary in the boundary information evaluation for 
schemes that obtain the facial values according to (4.20), since it satisfies (4.21) 
at a cell face that lies on a perfectly conducting wall boundary. Given the above 
formulations, the boundary conditions on a perfectly conducting wall are guar-
anteed in ( 4.4) according to ( 4.21). Similarly, other discrete conditions can be 
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developed that provide continuity of the tangential magnetic fields and ensure 
zero tangential electric fields at a perfectly conducting wall, but these are not 
discussed here. 
A classical waveguide is demonstrated in Figure 4.3. In the figure, S and 
F represent the scattered and full field regions inside a waveguide, respectively. 
Typically, a fictitious dielectric is introduced inside the scattered region to absorb 
any reflected backward travelling waves. 
Figure 4.4 illustrates the situation arising at the incident plane, where the 
electromagnetic fields are excited. It is assumed that z0 represents the location 
where the incident field is applied. T, S and I are the total, scattered and 
incident field classifications, respectively. In the full field region of the waveguide 
the total fields have to be computed, while in the scattered field region only the 
scattered fields are computed. Across an input plane this is achieved by adding 
the incident field to the scattered field in F, and subtracting the incident field 
from the total field in S (see Figure 4.4). This is sufficient to propagate a wave 
in the z-coordinate direction. In this paper, a continuous T E10 incident field has 
y 
L: z 
Incident Plane 
Absorber .. ...... . 
Figure 4.3: A waveguide with incident and absorbing boundary conditions. 
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been implemented for the input boundary condition. At the input plane, the 
scattered and full fields were computed according to the following expressions: 
I 7rX EY = Eosin(-)cos(wt {30 z0 ), 
a 
f3o . 1rx 
--Eosm(-)cos(wt- f3ozo), 
WJ-Lo a 
I 7r 7rX . Hz = ---Eocos(-)szn(wt- f3ozo), 
WJ-Loa a 
Eo 2{;ff, {30 = J w2J-LoE:o- (~) 2 . 
( 4.28) 
( 4.29) 
( 4.30) 
In (4.28-4.30), P0 is the average input power, and a and bare the dimensions 
as labelled in Figure 4.3. Figure 4.3 also illustrates an absorbing boundary layer. 
There are two main types of absorbers, the MUR type absorbing boundary con-
dition [14] and the Perfectly Matched Layer (PML) [9, 15, 16]. The pt order 
MUR type boundary condition is given as: 
[ ( :z -~ :t) ¢ l z=O = O, (4.31) 
where, c is the wavefront speed inside the waveguide. In the past, this bound-
ary condition has been widely implemented in the FD-TD scheme. In this paper, 
it is employed in the FD-TD and ULF numerical simulations. While MUR type 
boundary conditions are obtained from splitting the wave equation into positive 
and negative travelling waves, the PML boundary condition is based on matching 
the impedance of the absorbing medium to the impedance of free-space. There 
are a number of different types of PML boundary conditions, all of which are 
based on the following augmented Maxwell's equations: 
where, 
aB * r7 
-+J =-v xE at ' 
aD 
at + J = v x H, 
J* = o-*H, o-* = f-lo o-. 
co 
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(4.32) 
(4.33) 
The Berenger type PML [16] absorber splits some of the components of the 
fields inside the absorption layer. Such a methodology increases memory usage 
and is also more computationally exhaustive, as opposed to more recent PML 
absorbers that do not split the fields [9]. If ( 4.33) is satisfied for the absorbing 
boundary condition, then the impedance of the PML equals that of free-space, 
and no reflections occur. Now, ( 4.1) can be replaced by ( 4. 32) in the discretisa-
tion, and new discrete in space equations can be obtained for the simulation of 
Maxwell's equations within the absorbing material: 
8B 1 ~ AS * ot =- LlV ~n X Epu F- JP, 8D 1 ot = LlV ~n x HpllSp- JP. (4.34) 
For the schemes discussed in this paper, ( 4.34) is implemented using a new 
cell-centred adaptation of the Petropoulos PML boundary condition [9]. For the 
absorbing boundary region, only the normal components need to be treated in 
( 4.34). The tangential components are still governed by ( 4.4). Consequently, 
( 4.34) can be discretised and formulated with and without IVS/RS. 
In the theory by Petropoulos, an extra term in the evaluations of the normal 
components inside the PML region has to be approximated. This extra term 
consists of an integral from time zero to the current time step of the numerical 
solver. The approximation of this time integral has to be carefully treated, so that 
the time stepping of the numerical solver is consistent with the computation of the 
time integral. Hence, the step size in the numerical integration must coincide with 
the time marching of the discrete Maxwell's equations solver (4.34). The update 
for the numerical integration is therefore a sum, which is accumulated according 
to the time resolution of (4.34). The PML formulation for the SLF technique is 
similar to that discussed in [9], the only difference being in the location of the 
spatial unknowns. The SLF implementation for the normal component at a point 
p of (for example) the magnetic field is formulated from (4.34) as follows: 
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· (8B) O"* 1tfj 6.V t =- L (n X EF) 6.SF-- (n X EF) as dt, 
P FE(p /10 0 S 
(4.35) 
(4.36) 
where, 
( 4.37) 
In (4.35-4.37), the integral has to be approximated using numerical integration 
techniques. For the SLF method, the components of the electric and magnetic 
fields are located at the nth and the ( n + ~) th time levels. The numerical integra-
tion that approximates ( 4.37) has to ensure that the scheme updates the integral 
at every ~ time steps. For this reason, the numerical integration is performed 
using a two increment trapezoidal rule. Given that at time zero the electric and 
magnetic fields are zero, then ( 4.37) can be approximated as: 
The following expression is obtained when ( 4.38) is substituted back into 
(4.37) and resolved using SLF (4.5): 
F; = F;-l + L (n x EFt 6.SF. ( 4.40) 
FE(p 
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Similarly, the normal component of the electric field within the PML region 
is defined as: 
( 4.41) 
n+l n-1 1 
Gp 2 = Gp 2 + L (n x HF t+2 6.Sp. (4.42) 
FE(p 
The following equations are generated for the 3rd order ODE solver, when the 
above theory is reformulated to cater for the RK time integrations: 
( aHp)n = _ (CT*f::1t + 6!-lo) ~ (n X E )n 6.S _ CT*f::1t Fn-1 at 6 2!::1V L...t F F 3 26.V p ' f-lo FE (p f-lo ( 4.43) 
( aEp)n = (CT6.t + 6co) ~ ( H )n 6.S CT6.t cn-1 at 6 2f::1V L...t n X F F + 3 2f::1V p ) 
co FE(p co 
(4.44) 
where, 
( 4.45) 
2 1 
c; = c;-1+ L (n X HFt-36.Sp + L (n X HFt-36.Sp + L (n X Hpti::1Sp. 
( 4.46) 
For the 4th order Runge-Kutta method, the normal equations inside the PML 
are treated by the following discretisations: 
( aHp)n = _ (CT*f::1t + 4!-lo) ~ ( X E )n 6.S _ CT*f::1t Fn-1 at 4 26.V L...t n F F 2 26.V p ) f-lo FE (p f-lo (4.47) 
( 4.48) 
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where, 
( 4.49) 
(4.50) 
For the different time levels of the RK3 solver, ( 4.45-4.46) are updated at the 
nth, (n + !)th and (n + Vth time levels, while for the RK4 solver, (4.49-4.50) 
are determined at the nth and the ( n + ~) th time levels. For the Petropoulos 
approximation within the PML region, the F and G terms are obtained using a 
trapezoidal integration. The number of steps taken to update the equations of 
(4.45-4.46) and (4.49-4.50) depends on the number of time levels for which the 
time integration is considered (see equation (4.15-4.16)). 
Figure 4.5 depicts an interface between free-space and a material inside a 
waveguide. To treat and propagate an electromagnetic wave across an interface 
in Figure 4.5, the following conditions have to be satisfied across a material 
···· ... 
· ....... ·A. • 
p-1 ... p .. , .. 
· .... _ 
'···- ... ~ .. · 
F 
Figure 4.4: The 2D Input Plane implementation. 
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boundary: 
(4.51) 
(4.52) 
( 4.53) 
( 4.54) 
On Cartesian grids, ( 4.51) and ( 4.53) imply that the tangential fields across a 
material interface have to be equal. Equation ( 4.51-4.54) assumes that the per-
meability of the different materials across and interface is constant. In the past, 
schemes that utilise IVS /RS were developed to capture any discontinuities across 
such interfaces. 
It is well known that discontinuities can occur in the derivatives of the elec-
tromagnetic fields across a material interface. According to [17], plane wave 
assumptions can be made to capture the solution more accurately across a mate-
rial interface in the FD-TD scheme. The plane wave assumption at an interface 
proposed by Zhao is adapted for particular ccFV-TD schemes, and the theory is 
demonstrated via a simplified Taylor expansion: 
······' 
Free-space p 
Material 
Figure 4.5: Free-space and material interface boundary. 
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where, 8x on a structured uniform grid is the distance from any cell-centre 
to any face. Assuming that the waves near an interface behave in a plane wave 
manner, the following condition has to be satisfied at a material interface (17]: 
1 (a~) + 1 (a~) -
/32 OX P+~ = /31 OX p+~. (4.56) 
The (p + ~) spatial location can be thought of as the material interface, and 
then by substituting ( 4.56) into ( 4.55), the following approximation at a dielectric 
interface is obtained: 
( 4.57) 
fj, ex e; ( 1 1+ ( :; )' ) , i ~ 1, 2. 
Generally, /31 is associated with the properties of free space and /32 is associ-
ated with the properties of the dielectric material. Equation ( 4.57) can be shown 
to be a second order approximation to the facial values at the interface. This 
technique is applied in the SLF, RK3-2G and RK4-2G approximations to propa-
gate the numerical estimates across a dielectric boundary. Note that if /31 = /32, 
as is the case for free space cell faces, ( 4.57) is equivalent to averaging ~P and 
~p+l to obtain the required facial value. Consequently, ( 4.57) can be employed 
everywhere within the ccFV-TD solver to estimate values at the cell faces. 
4.4 Results and Discussion 
A waveguide of dimension 0.1 m x 0.05 m x 0.4 m was excited using aT E10 wave, 
with an average input power of Po= 1 W. The ccFV-TD solvers established in the 
previous sections were used to simulate the electromagnetic wave phenomenon for 
fourteen periods, and fields for the last two periods were averaged and illustrated 
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graphically. The incident field has been smoothed according to the following 
Gaussian pulse to remove any rapid changes in the introduction of the T E 10 
fields [17]: 
{ 
e-(f-3)2 t < 3T 
gauss(t) = - . 
1 t > 3T 
(4.58) 
In (4.58), T represents the wave period inside the waveguide. In all of the 
studies, the time stepping of the numerical solver was constrained by the following 
relationship: 
A 0.9 
ut = ---;= /=1 ==1==1=' 
Cmax V 8x2 + 8y2 + 8z2 
(4.59) 
where, Cmax is the maximum wave speed expected in the waveguide, and bx, 
by and 6z are the minimum mesh dimensions in the x, y and z coordinate direc-
tions. The domain of the waveguide was discretised into 96000 ( 40 x 20 x 120) 
Cartesian cells. In Table 4.2 the components together with their acronyms for 
each numerical solver investigated throughout this section are summarised. 
For the empty waveguide study, the instantaneous electromagnetic fields were 
monitored over a number of periods. The fields were compared to the exact solu-
tion. From the comparison, the phase difference was approximated using a least 
squares technique. Given the exact solution, it was assumed that the computed 
fields had some phase error associated with them. Using this assumption, the 
exact solution was formulated using a phase angle relation: 
Ec = E0 cos(wt + (3z +B), ( 4.60) 
where, Ec is the computed field value at a particular point in space and after 
some number of time steps. E0 is the exact electric field amplitude, and () is 
the phase error. (3 and z are dependent on the microwave heating apparatus. 
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Acronym Definition 
FD-TD Finite-Difference Time-Domain Method with beta correction at 
an interface and MUR type absorbing layer 
ULF Unstaggered in time and centred in space Leapfrog method with 
MUR type absorber 
SLF Staggered in time and centred in space Leapfrog method with 
Petropolous type PML absorbing layer 
Beta Any method that utilises beta correction at an interface between 
free-space and material 
1 One sided 1st order in space extrapolation to approximate cell 
face unknowns 
2L One sided 2nd order in space linear extrapolation is used in the 
numerical solver 
2G The gradients are calculated and used via the Taylor series to 
approximate the values at a cell face 
RK3 Time marching was performed using the 3rd order Runge Kutta 
method and Petropolous type absorbing layer is used to absorb 
the waves in the scattered region of the waveguide 
RK4 The ODEs in time were approximated via the 4th order Runge 
Kutta scheme and Pertropolous type absorber is used for the ab-
sorbing boundary condition 
RS The Riemann Solver equations were used to replace the terms at 
a cell face 
IVS Intensity-Vector Splitting was used to dampen any oscillatory be-
haviour in the numerical solutions 
Int or Interface Case of IVS, where IVS was applied only at a material interface 
Not Int or Not In- IVS was applied everywhere inside the computational domain, 
terface except at a material interface 
Mat or Material IVS was applied inside the domain of the material, and not any-
where else 
Table 4.2: The definitions of the numerous numerical schemes that are exhibited. 
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At a point in space, the values were computed for a period of the microwave, 
and the phase error was approximated using a least squares technique. Once the 
phase angle between the computed and analytic solutions was established, the 
amplitude error evident in the schemes was estimated using the standard norms. 
The results for the different schemes are outlined in Table 4.3. It should be noted 
that due to the implementation of the smoothing of ( 4.58), the results obtained 
from the simulations performed much better than expected. At the input plane 
if no smoothing was applied, then the FD-TD method clearly outperformed the 
ccFV-TD schemes. The schemes when implemented without smoothing had a 
tendency to oscillate around the analytic solution. The reason for this is that 
initially all fields are zero and the electromagnetic waves without ( 4.58) are not 
introduced into the apparatus in a smooth manner, but rather as a step function 
from which numerical noise tends to be generated in the approximations. At a 
node p, the time averaged solutions in the figures were obtained according to the 
expression: 
1 N 
(Eav)p = N L (IEx(iflt)ip + jEy(iflt)ip + jEz(iflt)ip)· (4.61) 
i=l 
For a T E10 empty waveguide, the Ex and Ez fields are zero, therefore for all 
nodes, (4.61) reduces to a time averaged Ey field: 
( 4.62) 
In free-space, the RS scheme reduces to the IVS scheme, and hence in this 
case study, references will be made only to the IVS simulations. 
It is important to note that during the numerical simulations, not all of the 
Ex, Ez and Hy fields were zero, as expected for an empty T E10 waveguide. It was 
found that the schemes that utilise the IVS strategy produced a slight error of 
0.1% in these fields. This error was thought to be a side effect of the implemen-
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SCHEME AMPLITUDE ERROR PHASE ERROR CPU TIME 
1-Norm 2-Norm inf-Norm Mean Variance Normalised 
FD-TD 0.0741637 0.0694287 0.0672323 0.6818206 0.0008836 0.0666667 
SLF 0.0681339 0.0643379 0.0643557 0.6784976 0.0007899 0.0797814 
RK4-2L 0.0672170 0.0620855 0.0550679 0.7249154 0.0008259 0.6464480 
RK3-2G 0.0647705 0.0624504 0.0660729 0.4855492 0.0007476 0.4557377 
RK4-2G 0.0647643 0.0624570 0.0662543 0.4855753 0.0007509 0.6289617 
RK3-1-IVS 0.0892745 0.1024925 0.1375204 0.5302919 0.0007921 0.6420765 
RK4-1-IVS 0.0892570 0.1024751 0.1374970 0.5303072 0.0007920 0.8715847 
RK3-2G-IVS 0.0879133 0.1015108 0.1274249 0.6106417 0.0006905 0.7404371 
RK4-2G-IVS 0.0879282 0.1015241 0.1274409 0.6106659 0.0006905 1.0000000 
Table 4.3: Analysis of the different ccFV-TD methods. Instantaneous amplitude 
and phase errors are illustrated for an empty waveguide. 
tation of damping, and regarded as negligible in comparison with the Ey field. 
In fact, the use of (4.61) instead of (4.62) to compute the time averaged fields 
revealed no significant change in the graphs. From Table 4.3, it can be seen that 
the methods that utilise IVS tend to have larger amplitude errors. This is due 
to the fact that the CFD type algorithms dampen any oscillatory behaviour, and 
through this process the amplitude of the wave is somewhat reduced also. It is 
observed that RK4-1-IVS incurs large dissipation errors in the amplitude of the 
wave (see Figure 4.6(d)). This is due to the lower order spatial discretisation 
utilised. It is seen from Figures 4.7(c-d) that the introduction of IVS reduces 
the amplitude of the wave. It is not evident in the full field region of the guide, 
but can be clearly seen in the scattered field region, when compared to RK4-2G. 
There appears to be no obvious difference between RK3 and RK4 time integra-
tion techniques for the empty waveguide study. This is observed in Table 4.3 and 
Figures 4.7(a-b). 
The phase errors in Table 4.3 are of less significance for microwave heating 
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Figure 4.6: A fourteen period time averaged continuous T E 10 wave inside a waveg-
uide; (a)FD-TD; (b) ULF; (c) SLF; (d) RK4-1-IVS. 
purposes. Phase errors are related to the speed at which the wave travels along 
the waveguide. The observed differences in phase are of the order of nanosec-
onds in time, and hence, when numerically computing electromagnetic waves for 
the purpose of microwave heating, nanosecond shifts in the solutions are of little 
importance. Although, the phase analysis does provide a good estimate of the 
accuracy of the different ccFV-TD schemes. It should be noted that the values in 
Table 4.3 were calculated after two periods. Numerical error can be cumulative 
in nature, and hence, the clear distinctions between the observed and the calcu-
lated values (eg. RK4-l-IVS in Table 4.3 and Figure 4.6(d)). From the table it 
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can be observed that the RK type methods without IVS can capture the solution 
better than any other scheme highlighted here. Though, it must be noted that 
this study does not reflect the situation when there is a material present. 
The Leapfrog time integration numerical simulations illustrated in Figures 
4.6(a-c) are observed to be performing well, although, it can be shown that the 
ULF scheme (see Figure 4.6(b)) is conditionally unstable [4]. Since the ULF 
scheme was found to unstable when an object was present, it will not be dis-
cussed hereafter. In Figures 4.6(a) and 4.6(c) the only difference is the location 
~Exact 
RK3-2G 
~Exact 
RK4-2G 
! 
l 
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I j 
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0 • 
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Figure 4. 7: A fourteen period time averaged continuous T E 10 wave inside a waveg-
uide; (a) RK3-2G; (b) RK3-2G-IVS; (c) RK4-2G; (d) RK4-2G-IVS. 
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of the spatial unknowns. It is clear that in an empty waveguide the SLF method 
is more than comparable to the FD-TD scheme. 
Results for the empty waveguide have been tabulated. For the other studies 
conducted hereafter, results will be demonstrated graphically. This is because for 
microwave heating purposes, the requirement is for time averaged solutions. It 
is not possible to determine the phase error from values that have been averaged 
over a number of periods. It should also be noted that in Table 4.2 the CPU time 
has been normalised against the biggest. This is because the computations were 
performed on a workstation, with limited amounts of memory. It is expected that 
given more memory (RAM), the performance of the schemes would dramatically 
increase. The large differences observed between the low and high order time 
integration methods is largely due to the fact that the storage requirements of 
the solver exceeded the available memory, and the computer was forced into us-
ing some virtual memory for the computations. Future research will investigate 
unstructured methods for the solution of microwave heating problems. These will 
be implemented on high performance computers with large amounts of memory, 
and hence, more comparable results with regards to CPU time will be demon-
strated. 
Figures 4.8 to 4.11 depict the results generated for a waveguide that is fully 
loaded from z = 0.25 m metres to z = 0.4 m metres. In Figures 4.8 and 4.9 
the permittivity of the load is cr 1- 0.2j, while in Figures 4.10 and 4.11 the 
dielectric property of the material is cr = 2 - 0.5j. In the second case, the ab-
sorptivity of the material is much larger, and due to the material's properties, 
more waves should reflect at the dielectric interface. The electric fields have been 
computed according to (4.62). In all of the studies, the FD-TD scheme has been 
implemented with the beta correction ( 4.57) at an interface. 
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Figure 4.8: A fully loaded waveguide withEr = 1- 0.2j; (a) FD-TD; (b) RK4-
2G-RS; (c) SLF; (d) SLF-beta; (e) RK3-2G; (f) RK3-2G-IVS. 
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Figure 4.8( d) shows the result for the SLF method under the plane wave as-
sumption (4.47-4.50), and Figure 4.9(b) shows the beta correction when RK4 
time integration is applied. In these figures, it can be seen that for the first di-
electric property investigated, the plane wave assumption is of little significance 
(see Figures 4.8(c-d) and 4.9(a-b)). 
It can be seen in Figures 4.8 and 4.9 that when using the beta correction at 
an interface, the results are comparable to the related schemes that do not utilise 
the beta correction. However, as the absorptivity of the material is increased the 
reflections due to the phase changes become more evident. It is therefore clear 
that by applying the beta correction in the SLF and RK4-2G schemes, the results 
are smoother (see Figures 4.10(c-d) and 4.11(a-b)). 
By placing the unknowns E and H at the cell-centres, the schemes discussed 
in this paper evidently introduce oscillations in the numerical solutions, and these 
oscillations or errors cannot be completely removed without the inclusion of the 
damping effect in the discrete in space Maxwell's equations. 
In Figures 4.9(c-f), the RK4 time integration with a number of applications of 
intensity vector splitting is established. It is clear from Figures 4.9 and 4.11 that 
when IVS is used everywhere inside the computational domain there is damping 
in the solution. 
Depending on the implementation of IVS (see Table 4.2) within the numeri-
cal solver, the amount of reflection occurring at an interface can be subsequently 
affected. Figures 4.11(c-f) illustrate that by using the IVS result at a dielectric 
interface, the wave is better approximated. To reduce the loss of amplitude in the 
solution, the IVS result should only be used at an interface if there are gradient 
approximations present (4.20). Although, this is not to say that given higher 
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Figure 4.9: A fully loaded waveguide with cr = 1- 0.2j ; (a) RK4-2G; (b) RK4-
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order spatial discretisations, and hence higher order gradient approximations, 
the IVS schemes would not preform adequately everywhere. Higher order spatial 
discretisations will be the topic of future research. 
The studies conducted so far have all been on a single mode waveguide. The 
following sets of simulations were performed on the same waveguide with a load 
of permeability Er = 2 - j. The positioning of the load, incident field and PML 
absorbing layer is shown in Figure 4.12. The simulations were run for sixteen 
periods, where the last two periods were averaged according to (4.61). There-
sults shown are electric fields for they = 0.025 m plane. Figure 4.13 exhibits the 
contour plots of the fields. 
The material has height 0.05 m, so that it completely fills the waveguide in 
the y-coordinate direction. Similarly to the previous examples, the domain has 
96000 ( 40 x 20 x 120) cells. The time stepping is chosen according to the restric-
tion described in the first study. 
It is clear in Figure 4.13 that the introduction of damping removes the noise 
apparent in the other schemes that do not utilise IVS. FD-TD due to its stag-
gered in space and time discretisation eliminates this error. The introduction of 
the beta correction tends to smooth the solution (see Figures 4.13(c-d)). For the 
Incident field 
z 
0.1 l . u 
. 
0.3 
Figure 4.12: The waveguide set up with dielectric for the multi-mode study. 
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SLF method with beta correction, the plane wave assumption was made on faces 
adjoining free space. 
From the Figures 4.13(c-d) there is an evident difference in the noise inside 
the guide. The effect of the beta correction slightly dampens the noise that is 
transmitted and reflected at a boundary. The methods that utilise IVS in Figure 
4.13 clearly approximate the solution in a smooth manner. 
Figures 4.13(e-f) demonstrate that the RK3-2G technique does not perform 
as well as the RK4-2G time integration procedure, whether with or without IVS. 
It can be concluded that RK3-2G methods have high loss of amplitude in waveg-
uides where all the components of the fields exist. That is to say that when there 
is a load present, the lower order RK methods tend to have larger amplitude 
losses, even though they performed well in empty waveguide structures. When 
IVS was applied at the interface of free space and the material alone, the trends in 
the solution were very similar that to the RK4-2G solution (see Figure 4.13(g)). 
The difference between the RK4-2G and the RK4-2G method that utilised IVS 
at an interface was the same as the difference between the SLF and SLF with 
beta correction techniques (see Figures 4.13 ( c-d)). 
In waveguides that exhibit full field behaviour, the solution can be obtained to 
higher accuracy by applying some correction to the interface between free space 
and the dielectric. It should be noted that the FD-TD scheme demonstrated 
in Figure 4.13(a) also used the beta correction at the material interface. When 
simulating electromagnetic waves inside microwave heating apparatuses, special 
care should be taken for the treatment of the boundaries. 
In summary, from the previous case studies, the differences between the RK3 
and RK4 time integration methods when applied to ( 4.4) were not obvious in 
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Figure 4.13: Normalised 2D Contour plots of t he electric field in a loaded multi-
mode waveguide; (a) FD-TD; (b) RK4-2G-IVS not interface; (c) SLF; (d) SLF-
beta; (e) RK3-2G; (f) RK3-2G-IVS; (g) RK4-2G; (h) RK4-2G-IVS. 
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Figures 4.8 to 4.11. When this case study is analysed, it is evident that the 
higher the order of the numerical solver in time, the better it is able to capture 
the FD-TD solution (i.e. in terms of Runge-Kutta methods). Although the RK3 
method requires less time than the RK4 method to approximate the solution, 
the solution obtained from the RK3 scheme may not be representative of reality. 
Although, it is possible to reduce the spatial mesh size to reduce errors in the 
RK3 methods, the cost of the extra computations on the larger number of grid 
cells outweighs the extra iteration in time required in approximating the next 
solution for the RK4 time stepping. 
In conclusion, the results indicate that cell-centred schemes can be applied 
to capture the electromagnetic phenomena inside a waveguide. Methods such as 
ULF inherently incur large errors due to the discretisations, and therefore, are 
not recommended for real applications. The introduction of IVS, or the Riemann 
solver may dampen the fields, and special care should be taken when lower orders 
of spatial approximations are used. It was shown though that with special care 
and consideration, beta correction and IVS can be used in confidence to correct 
any oscillatory behaviour at material interfaces. 
4.5 Conclusion 
In this work, cell-centred finite-volume time-domain solvers for the Maxwell's 
equations were investigated and a number of solution strategies have been ap-
plied to resolve the different waveguide studies. It is well known that although 
the FD-TD method is very accurate, it is not straightforward to migrate it to 
unstructured domains. A number of cell-centred schemes have been formulated 
for structured domains, and further research in the area will demonstrate how 
these schemes can be implemented on completely unstructured grids. 
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An existing Petropolous type PML boundary region was investigated and the 
governing equations reformulated to enable it to be implemented in the new cell-
centred solution methodology. It was shown that such an absorbing layer could 
be applied when simulating microwave heating problems using a cell-centred ap-
proach. The plane wave assumption around a material interface has been applied 
to schemes that do not utilise intensity vector splitting. Depending on the time 
integration technique and the properties of the material, the results were impro-
ved using this strategy. 
When intensity vector splitting or the Riemann solver was used, the results 
appeared to be smooth. This was due to the damping effect that these tech-
niques induced in the numerical solution. Furthermore, it was shown that when 
using such techniques, care must be taken to insure that the solution is not over-
damped, which could impose loss of significance in the solution. Special boundary 
treatments to cater for lower order dielectric interface conditions were formulated 
and demonstrated. Taking this into account, structured time-domain cell-centred 
numerical solvers for the solution of Maxwell's equations in both an empty and 
loaded waveguide have produced reasonable results that were able to capture the 
time averaged electric fields sufficiently accurately. These time averaged electric 
fields are required to predict the power, and hence, the heating distribution inside 
a load within a waveguide. 
This research demonstrates that for the purpose of microwave heating, cell-
centred in space techniques can be applied to resolve the microwave power inside 
a dielectric material. Future research will analyse the techniques described here 
when applied on tetrahedral meshes both in a waveguide and a cavity structure. 
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Chapter 5 
A Hybrid Approach for 
Resolving the Microwave Heating 
Inside Lossy Media 
Statement of Joint Authorship 
Vegh, V. (Candidate) Numerically modelled a number of different time domain solvers for 
propagating a Gaussian pulse inside a waveguide, interpreted the results and wrote the 
manuscript, acted as corresponding author, proof read manuscript. 
Turner, I. W. Suggested ways of improving the different numerical time domain solvers, di-
rected and guided the work, assisted with interpretation of results and the preparation 
of the paper. 
147 
NOMENCLATURE 
B Magnetic flux density (T) D Electric flux density (V/m) 
E Electric field intensity(V) H Magnetic field intensity (A/m) 
J Current density (A/m2) n Unit outward normal to face F 
f Frequency (Hz) F A face of cell p 
j Imaginary unit ( yCT) n The nth time level 
p The pth cell of the domain p Power (W) 
s Surface area (m2) Time (s) 
T Period inside waveguide ( s) v Volume (m3 ) 
D..S Surface area of face F (m2) D..t Time step of numerical scheme (s) 
D..V Volume of the pth cell (m3 ) c: Permittivity (F/m) 
c:o Free-space permittivity (8.85 X 10-12) C:r Relative permittivity (c:'- c:11j) 
(F/m) 
c:' Relative dielectric constant c:" Relative loss factor 
JlO Free-space permeability (4n X 10-7 ) (H/m) w Angular frequency (2nf) (rad/s) 
(T Electric conductivity (n-1 /m) (p Faces that consitute the pth cell 
Table 5.1: List of symbols used in Chapter 5. 
Abstract 
In this work a novel hybrid approach is presented that uses a combination of 
both time domain and frequency domain solution strategies to predict the power 
distribution within a lossy medium loaded within a waveguide. The problem 
of determining the electromagnetic fields evolving within the waveguide and the 
lossy medium is decoupled into two components, one for computing the fields in 
the waveguide including a coarse representation of the medium (the exterior prob-
lem) and one for a detailed resolution of the lossy medium (the interior problem). 
A previously documented cell-centred Maxwell's equations numerical solver can 
be used to resolve the exterior problem accurately in the time domain. There-
after the discrete Fourier transform can be applied to the computed field data 
around the interface of the medium to estimate the frequency domain boundary 
condition information that is needed for closure of the interior problem. Since 
only the electric fields are required to compute the power distribution generated 
within the lossy medium, the interior problem can be resolved efficiently using 
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the Helmholtz equation. A consistent cell-centred finite-volume method is then 
used to discretise this equation on a fine mesh and the underlying large, sparse, 
complex matrix system is solved for the required electric field using the iterative 
Krylov subspace based GMRES iterative solver. It will be shown that the hy-
brid solution methodology works well when a single frequency is considered in 
the evaluation of the Helmholtz equation in a single mode waveguide. A restric-
tion of the scheme is that the material needs to be sufficiently lossy, so that any 
penetrating waves in the material are absorbed. 
5.1 Introduction 
Over the last two decades, researchers in the field of computational electromag-
netics ( CEM) have explored a number of numerical techniques to resolve the 
electromagnetic fields inside waveguide and cavity structures [1-5] . The popu-
lar finite-difference time-domain (FD-TD) method originally proposed by Yee [6] 
provides very accurate results on structured domains, however it is not straight-
forward to migrate the scheme to an entirely unstructured mesh. The FD-TD 
method has been used previously in the literature with great success to simulate 
microwave heating problems [5, 7]. It is proposed here to use a hybrid approach 
that combines the frequency and time domain numerical solvers to resolve the 
power distribution inside a waveguide loaded with a lossy medium. 
Typically, the FD-TD method when applied to computing the power distri-
bution in a lossy dielectric load can be a computationally intensive (in terms of 
CPU time and memory) solution scheme. This research work aims to establish a 
scheme that can predict the heating distribution inside a lossy medium, both ac-
curately and efficiently. To achieve this goal, a new hybrid approach is developed 
whereby the problem of determining the electromagnetic fields evolving within 
the waveguide and the lossy medium is decoupled into an exterior problem for 
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computing the fields in the waveguide, including a coarse representation of the 
medium and an interior problem for a detailed resolution of the lossy medium. 
This scheme is demonstrated on structured grids, so that the accuracy of the 
developed method can be compared to the exact solution. Since the motivation 
behind this research is to develop numerical schemes that can be used on un-
structured grids, a time-domain scheme that is unstructured in theory needs to 
be implemented. Here, an existing cell-centred time domain numerical solver for 
the Maxwell's equations is used in the free-space component of the domain to 
resolve the electromagnetic field behaviour [8]. The cell-centred numerical solver 
is discussed in the section labelled Numerical Solution of the Maxwell's Equations. 
In the past, a number of researchers in the field of electromagnetics and mi-
crowave heating have used frequency domain strategies to predict the power dis-
tribution inside lossy media [9, 10]. However, it was highlighted that when the 
analysis is performed on the whole domain of the waveguide, including the load 
or material, the decomposition when formulated into a system of linear equa-
tions yields a coefficient matrix that is highly ill-conditioned. Adaptive iterative 
techniques that use left and right preconditioning have to be utilised to obtain 
electric field solutions inside the material. Although, it is possible to condition 
(via left and right preconditioning) a matrix that performs well numerically, a 
small change in the layout of the problem can cause the system to break down 
numerically. The strict ill conditioning in the coefficient matrix is generally re-
lated to the implementation and spatial location of the boundary information. 
The hybrid method proposed here aims to utilise the schemes to their full 
advantage in the time and frequency domains. The time-domain solver is used 
to predict boundary information via the discrete Fourier transform (DFT). This 
procedure is normally fast, due to the fact that the time-stepping constraints of 
the time-domain solver are restricted by only the free-space properties. Given 
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that the boundary information at a material interface can be obtained accurately 
and efficiently, the Helmholtz equation can be resolved using a mesh imposed on 
the domain of the load alone. The boundary information obtained from DFT 
is used as the material boundary condition in the solution of the Helmholtz 
equation. The resulting system of equation that governs the physical phenomena 
in the material is better conditioned than a system that is representative of the 
domain of the free-space and the load. Such a system of linear equations is 
solved using a Krylov subspace method [11]. Normally for multi-mode cavities, 
the solution to the Helmholtz problem is obtained for a number of frequencies 
within the vicinity of the dominant mode. This is necessary if representative 
electric field behaviour inside the load is to be attained. 
5.2 Numerical Solution of the Maxwell's Equa-
tions - Exterior Problem 
In free-space, the time-domain numerical method is used to obtain the solution 
of the microwave applicator on a coarse grid that satisfies the stability require-
ments for the external region of the computational domain, excluding the lossy 
material. To do this, a cell-centred numerical solver is used to predict the electric 
and magnetic field components for discrete cells [8]. All of the components of the 
electric and magnetic fields are located at the same cell-centred spatial location. 
For a given cell, interpolation is used to estimate the facial unknowns. 
To establish the cell-centred scheme, the Maxwell's equations have to be re-
visited and formulated to cater for electric and magnetic field components at the 
cell-centres: 
aB \7 X E = --
at' 
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(5.1) 
B = ~toH, D = c:E, J = a-E, c: = c:0c:', a-= wc:0c:". 
The Maxwell's equations (5.1) are transformed into a surface-volume represen-
tation. To obtain this form, the divergence theorem with certain vector product 
properties has to be incorporated into the evaluation of the equation: 
JJ n x E8S = -iff~~ 8V, JJ n x H8S = iff 88~ 8V, + JJJ J8V. (5.2) 
s v s v v 
From (5.2), the discrete in space form of the Maxwell equations can be de-
duced directly. For a given cell in the computational domain, the electromagnetic 
behaviour can be represented at a point p as: 
(5.3) 
To resolve (5.3) in terms of time, a staggered Leapfrog discretisation is adapted 
to the left-hand sides of (3). The resulting system of equations is expressed as: 
Hn+! _ Hn-! _ ~t """' (E )n AS p - p ~VL._.,nx F up, 
/LO FE(p 
(5.4) 
where, the magnetic and electric fields at a given cell-centre have been stag-
gered half a time step apart. In (5.4), n is the unit outward normal to face F, 
and (p is the set of faces that constitute the pth cell in a computational domain. 
~SF and ~ V are the surface area of a particular face in (p and the volume of 
the pth cell, respectively. On structured grids, the facial values can be obtained 
by simply averaging the cell-centre values of the cells common to that face. Such 
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averaging of the cell values provides a second order in space and second order in 
time numerical scheme. The method in (5.4) is usually referred to as a staggered 
Leapfrog discretisation (SLF) to Maxwell's equations. 
5.3 Numerical Solution of the Helmholtz Equa-
tion - Interior Problem 
Numerous applications for computing the electromagnetic fields using frequency 
domain solution strategies for the purpose of heating have been employed in the 
past [7, 9, 10]. In this section, the frequency domain equations are outlined, and 
brief descriptions of the different terms are provided. In time-harmonic form, the 
electromagnetic behaviour can be represented as a set of coupled curl equations: 
\7 x H = (O" + jwc:)E, \7 x E = -jwp,H. (5.5) 
In (5.5), by taking the curl of the latter equation, and substituting it into 
the first expression, the following Helmholtz equation for the electric field that 
satisfies the divergence criteria is obtained: 
\72E + k2E = 0, 
k2 = P,ow(wc:- O"j). 
(5.6) 
Note that since the interest lies in computing the power distribution, it is 
necessary only to determine the electric field inside the lossy medium. On struc-
tured grids, (5.6) can be discretised using the standard (for example, second-
order) finite-difference stencil to obtain a system of linear equations. This yields 
a finite-volume method for the spatial discretisations. When written in matrix 
form, the resulting large, sparse complex system of equations can be solved us-
ing the GMRES method [11]. Other methods can be used with and without 
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preconditioning to obtain the solution to the discrete system governed by (5.6). 
Since w is frequency dependent, for multi-mode waveguides and cavities, the sys-
tem obtained from the discretisation of (5.6) has to be resolved for a number 
of distinct frequencies. The number of frequencies used in the evaluation of the 
power distribution depends on the different modes existent in the microwave heat-
ing apparatus. Normally, a number of discrete frequencies have to be taken in 
the neighbourhood of the dominant frequency to identify the power distribution 
within the medium. The solutions at these discrete frequencies are then collated, 
to obtain the electric field behaviour inside the material or load. The power dis-
tribution is calculated from the electric field inside the domain of the material 
using the following equation: 
(5.7) 
The scope of this research is limited to finding the power distribution inside 
the lossy medium. If required, the power distribution can be coupled with the 
forced heat equation to obtain heating inside the material. 
5.4 Summary of the Hybrid Method 
The proposed hybrid model combines a time dependent solver with the Helmholtz 
equation, and calculates the power distribution from the electric field Helmholtz 
equation. In this case, the time dependent equations are solved everywhere, even 
inside the material, to maintain consistency of the solution. It can be shown that 
for lossy media on a fairly coarse mesh, it is possible to capture the time dependent 
unknowns at an interface between free-space and the dielectric load. Generally, 
the computed time dependent solution contains fairly large errors inside the load, 
but it maintains a good approximation to the solution in the free-space region, 
and particularly at the material interface. 
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For a multi-mode waveguide or cavity, by using discrete Fourier transform, 
it is possible to take a band of discrete frequencies in the neighbourhood of the 
dominant frequency and transform the time dependent solution to the frequency 
domain (typically, for a period of the wave). This has to be performed once 
the time dependent solution has assumed a plane wave form. During the time 
stepping of the numerical solver at the interface between the free-space and the 
dielectric load, the time dependent electric fields are mapped to their equivalent 
fields in the frequency domain. Once the electric field on the material boundaries 
at a particular frequency has been computed, the Helmholtz equation is solved 
implicitly at that discrete frequency. Since all of the frequency dependent electric 
fields are computed using DFT on the faces of the material, the resulting system 
of linear equations is complex, also in this case it is sparse and banded. To find 
the solution to such a matrix system, a reliable iterative solver without precon-
ditioning is utilised (GMRES) [11]. The Hybrid scheme makes the assumption of 
a single dominant mode inside the microwave heating apparatus. For microwave 
heating, the frequency bandwidth is narrow, hence the assumption of a single 
dominant frequency inside the microwave applicator makes the time-harmonic 
solution feasible. 
5.5 Results 
A simple study to demonstrate the potential of the Hybrid method has been 
considered and investigated. The implementation of a loaded waveguide study 
is illustrated. The results are compared to the exact solution to assess the ac-
curacy of the method. The SLF scheme outlined in a previous section was used 
to generate the frequency domain boundary information for the Helmholtz equa-
tion. The time-domain information at material interfaces was converted to the 
frequency domain using a number of frequencies in the neighbourhood of the 
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dominant T E 10 2.45G Hz mode. It was observed that for this study, the domi-
nant frequency could accurately capture the exact solution. The incident T E 10 
wave was smoothed using a Gaussian function: 
{ 
e-(~-3) 2 t < 3T 
gauss(t) = - , 
1 t > 3T 
(5.8) 
where, T is the period of the wave. The waveguide is dimensioned 0.1 x 0. 05 x 
0.4 m3 . A load of size 0.1 x 0.05 x 0.1 m3 was placed at the short circuit end 
of the waveguide. At z = 0.1 metres, the incident field was imposed to propa-
gate the electromagnetic fields. The material was discretised using a mesh of size 
40 x 20 x 30 cells (ie. 24000 cells). 
For this study, the standard conducting wall boundary conditions were im-
plemented. Any impinging reflected waves in the scattered field region of the 
guide were absorbed using a perfectly matched layer (PML) absorbing boundary 
condition [12]. 
In Figures 5.1 and 5.2, the Hybrid method is compared to the exact solu-
tion. The Hybrid method has been implemented using the dominant 2.45G Hz 
frequency. In the figures, the power distribution is calculated for a material with 
properties Er = 2 - ~j and Er = 3 - j, respectively. The solution has been nor-
malised (ie. scaled by the largest value), so that the scheme can be compared 
using the same legend and any similarities in the solution between the Hybrid 
method and the exact solution can also be demonstrated. For heating purposes, 
the magnitude of the power distribution is less important than the location of the 
hot spots, and hence, the focus concerns the analysis of the locations of the hot 
spots. It can be seen from the figure that at the sole 2.45G Hz frequency Hybrid 
solution, the power distribution is obtained fairly accurately, and the numerical 
approximation obtained from the Hybrid method tends to be the one observed 
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by the exact solution. Rigorous amplitude analysis for the Hybrid scheme is left 
to future research. 
Computationally, the classical FD-TD method is very fast. Though, the Hy-
brid scheme uses a coarser grid outside the domain of the material, and for this 
reason, when the Hybrid solution is computed for a single frequency, the time to 
obtain the solution is comparable to the FD-TD method. 
(b) 
Froquoocy ~In 2-4.51 
Figure 5.1: The Hybrid method compared to the exact solution (dielectric prop-
erty Er = 2- h); (a) exact solution, and (b) Hybrid-2.45GHz. 
5. 6 Conclusions 
This research work illustrates that a cell-centred Maxwell's equations numerical 
solver with Leapfrog time integration can be used to obtain the frequency domain 
boundary condition information via the discrete Fourier transform at the mate-
rial interfaces. This boundary information is then used to resolve the Helmholtz 
equation for the electric fields at several frequencies within the lossy medium. 
At the dominant frequency, the Hybrid method was used to solve for the 
electric fields inside a microwave heating apparatus. The electric fields are then 
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Figure 5.2: The Hybrid method compared to the exact solution (dielectric prop-
erty Er = 3- j); (a) exact solu-tion, and (b) Hybrid-2.45GHz. 
directly related to the power distribution inside the lossy medium. For this sim-
ple case study, it is evident from the results that the Hybrid method can capture 
the electromagnetic field behaviour inside the material for lossy media more than 
adequately. 
This new solution methodology initiates future work on unstructured domains 
for hybrid solvers for multi-mode cavities, where decoupled domains for both the 
free space and the lossy medium can be utilised for predicting the power distribu-
tion inside a lossy arbitrarily shaped material loaded inhomogeneously within a 
microwave cavity structure. The impact of using preconditioning in the solution 
strategy of the Hybrid method is currently under investigation. Future work will 
also investigate numerical solvers that use higher order approximations for the 
cell face unknowns. In that work, material interface boundary treatments using 
dielectric properties will also be considered and treated. Further investigation on 
preconditioners will also be carried out. 
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NOMENCLATURE 
A Coefficient matrix b Right hand vector 
B Magnetic flux density (T) D Electric flux density (V/m) 
E Electric field intensity(V) H Magnetic field intensity (A/m) 
J Current density (Ajm2 ) n Unit outward normal to face f 
r Spatial location vector f A face of cell p 
f Frequency (Hz) Imaginary unit ( v'=T) 
k The kth frequency n The nth time level 
nb Neighbour node top p The pth cell of the domain 
p Power (W) s Surface area (m2 ) 
t Time (s) T Period inside waveguide ( s) 
v Volume (m3 ) a1 Constant 
a2 Constant a a Constant 
b.S Surface area of face f (m2 ) b.t Time step of numerical scheme ( s) 
b.V Volume of the pth cell (m3) c: Permittivity (F/m) 
c:o Free-space permittivity (8.85 X 10-12) er Relative permittivity (c:' - c:" j) 
(F/m) 
c:' Relative dielectric constant en Relative loss factor 
Ef Correction term for face f 7-l Hessian matrix 
J.l.O Free-space permeability (4n X 10-7 ) (H/m) w Angular frequency (2nf) (rad/s) 
<P Frequency dependent electric field a- Electric conductivity (n- 1 /m) 
~ Frequency dependent magnetic field (p Faces that consitute the pth cell 
Table 6.1: List of symbols used in Chapter 6. 
Abstract 
Over the years researchers in the field of Computational Electromagnetics 
( CEM) have investigated and explored a number of different techniques to resolve 
electromagnetic fields inside waveguide and cavity structures. The equations that 
govern the fundamental behaviour of electromagnetic wave propagation in such 
structures are the Maxwell's equations. In the literature, a number of different 
techniques have been employed to solve these equations and out of these meth-
ods, the classical Finite-Difference Time-Domain (FD-TD) scheme, which uses a 
staggered time and space discretisation, is the most well-known and widely used. 
However, this scheme is complicated to implement on an irregular computational 
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domain using unstructured meshes. 
This research work builds upon previous work undertaken for a waveguide, 
where a coupled method was introduced for the solution of the governing elec-
tromagnetic equations. In that work, the free-space component of the solution 
was computed in the time-domain, whilst the power distribution in the load was 
resolved using the frequency dependent electric field Helmholtz equation. This 
methodology resulted in a time-frequency domain hybrid scheme. In this pa-
per, the hybrid method has been tested further for both waveguide and cavity 
configurations that are loaded with a lossy dielectric material. Numerical tests 
highlight both the accuracy and computational efficiency of the proposed hybrid 
strategy for predicting the power distribution generated during microwave heat-
ing processes. The accuracy of the hybrid scheme is gauged by direct comparison 
with the FD-TD numerical solutions and previously published thermal images. 
6.1 Introduction 
The development of technological advances in the Sciences and Computing [1, 2] 
has been the requirement to resolve ever-greater applications in electromagnet-
ics. Applications of electromagnetic energy range from satellite communication 
systems and stealth detection in the defences, to communication of data between 
geographically displaced locations in Information Technology, and to tree root 
sterilisation in the sewage industry. Most of the applications, in one form or 
another, can be decomposed into a subset of local problems in electromagnetic 
theory [3, 4]. For example, in microwave wood drying, the electromagnetic field 
behaviour outside of the domain of the wood (referred to as the exterior problem) 
is of little interest, and the problem should be focused primarily on predicting 
the heating or power distribution generated inside the material [5] (the interior 
problem). In such circumstances, it is only natural to develop methods that can 
163 
concentrate the computational impetus on the interior problem and obtain so-
lutions to these accurately and efficiently. The Hybrid method [6] is one such 
method that enables the electromagnetic fields evolving within the interior prob-
lem to be solved at a relatively high resolution, and reduces the often exhaustive 
computational overheads of CPU time and memory requirements associated with 
the exterior domain. 
The new hybrid approach proposed in [6] for resolving the electromagnetic 
phenomena in a waveguide structure is based on the coupling of a time-marching 
Maxwell's equations numerical solver and a frequency-domain Helmholtz equa-
tion solution. In the past, both the time-domain and frequency-domain tech-
niques have been applied individually, without coupling to study a variety of 
microwave heating applications [5, 7, 8, 9, 10]. When solely using time-domain 
numerical solvers like the Finite-Difference Time-Domain (FD-TD) method [11], 
some restrictions on the problem have to be imposed (for example mesh size and 
element shape), so that a convergent solution can be obtained. In some prob-
lems the irregular shape of both the apparatus and load restrict the numerical 
solver from obtaining accurate solutions to the electromagnetic field evolutions, 
and consequently, other methods are sought to better capture the nature of the 
electric and magnetic field components. 
Typically, in the FD-TD method the errors for the discretisations are min-
imsed because of the staggering of the spatial locations of the electric and mag-
netic field components to cells edges and cell faces respectively, and the position-
ing of the electric and magnetic fields half a time step apart. Over the last decade 
there have been a number of modifications made to the FD-TD method to bet-
ter its performance through revision of reflected and refracted waves at material 
interfaces [12], and by applying different types of absorbing boundary conditions 
[13, 14]. Unfortunately, FD-TD cannot be implemented on unstructured grids in 
164 
a straightforward manner [12]. Researchers are attempting to take the FD-TD 
solution strategy and migrate it to an unstructured domain [5], but such work 
has not been entirely successful. The main complexity arises due to the con-
struction of the dual cell, which for general unstructured meshes sees the normal 
vectors to the primary cell faces not aligned with the edges of the dual cell [15, 16]. 
Frequency, or time-harmonic numerical methods possess different restrictions 
when the frequency dependent electromagnetic theory is applied to industrial 
microwave heating problems. The classical Helmholtz equation [4], which is de-
rived from the time-harmonic magnetic and electric field point relations can be 
used to obtain the electric fields inside the material and free-space, without hav-
ing to compute the magnetic fields. On the other hand, in the time-domain 
solvers, both electric and magnetic fields must be computed. The advantage of 
the Helmholtz equation is that the power distribution is obtained easily from the 
frequency domain solution of the electric field, without the need to compute the 
magnetic field. It is well-known that time-marching schemes require a fairly large 
number of electromagnetic wave period computations before adequate power dis-
tributions can be obtained [5]. It is also well-known that time-harmonic schemes 
tend to generate coefficient matrices in the implicit solution strategy that are 
highly ill-conditioned, and hence, require innovative and computationally inten-
sive numerical techniques to obtain a solution to the problem [9]. Consequently, 
both time and frequency domain strategies have restrictions that constrain the 
numerical performance of the underlying electromagnetic algorithm. 
Unlike the FD-TD method, which marches the solution in time according to 
some stability criterion imposed due to both material and grid properties, the 
Helmholtz equation solution strategy presents a system of linear equations. This 
system of linear equations is sparse and as mentioned above, often ill-conditioned, 
with the severity of the ill-conditioning depending on the boundary condition used 
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and the type and location of the material inside the cavity [9]. There are numer-
ous techniques available to solve systems of linear equations, some of these include 
facto rising the coefficient matrix into lower and upper triangular matrices (L U), 
hi-conjugate gradient stabilised (bi CGstab), quasi-minimal residual ( QMR) and 
generalised minimal residual (GMRES). Depending on the solver used, precondi-
tioning to reduce the condition number of the coefficient matrix may be required 
[17]. 
In the solution strategy of the Helmholtz equation, adaptive preconditioners 
are sometimes needed to cater for the changing frequencies and the different ma-
terial interfaces. To obtain electric fields and thereafter power distributions, it is 
not enough to use a single (so-called dominant) frequency to obtain the solution 
in the frequency-domain, but rather, it may be necessary to compute energy levels 
that consist of a number of neighbouring frequencies around the dominant mode 
that approximate the three electric field components in the frequency domain. 
The hybrid method [6] aims to eliminate the restrictions of the FD-TD method 
and the Helmholtz equation solver. To do this, the hybrid method takes advan-
tage of the sparsity of the nodes in free-space and uses problem decomposition 
to reduce the condition number of the matrix in the domain of the load. A 
cell-centred Finite-Volume Time-Domain (ccFV-TD) solver that works well in 
free-space is used to obtain the electric and magnetic fields outside the load (see 
Figure 6.2) on a relatively coarse mesh. The time-domain electric field distri-
bution solution is converted to the frequency-domain electric fields at the load 
boundary via the Discrete Fourier Transform (DFT). This information is ob-
tained not only at a single frequency, but rather for a set of frequencies in the 
neighbourhood of the dominant frequency. Once the interface boundary informa-
tion is computed, the Helmholtz equation is solved a number of times with the 
generated boundary conditions at the various discrete frequencies. 
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The resulting system of linear equations is no longer as ill-conditioned as a 
system that resolves the whole domain (i.e. free-space and load), because only 
the load has been discretised and a system of linear equations is generated with 
Dirichlet interface boundary conditions between the free-space and the material 
with acceptable accuracy. Subsequently, a smaller system of linear equations is 
formulated that converges to a stable solution more rapidly than a system that is 
representative of the domain of free space and the load together. As a result, the 
hybrid method for multi-mode cavity structures yields a technique that provides 
efficient generation of load boundary information, since the time-domain solver 
used is applied on a coarse grid, and hence, the solution of the electric field is 
computed rapidly. 
This paper firstly consists of an outline of the hybrid method, followed by 
an outline of the boundary condition treatment, after which a number of case 
studies are presented in the results section. Finally, the main conclusions of the 
research work are summarised. The reasearch work shows that the hybrid method 
is accurate and highly efficient for predicting the power distribution inside lossy 
materials during microwave heating processes. The findings are validated for two 
waveguide case studies and two different industrial case studies using thermal 
images. 
6.2 Outline of the Hybrid Method 
The aim of the numerical scheme is to resolve the power distribution inside the 
load, so that the power can be coupled (if so desired) with the forced heat equa-
tion to obtain the temperature distribution. The scope of this paper is to demon-
strate that the previously published hybrid method can be used successfully for 
a waveguide and multi-mode cavity to predict the power distribution in a lossy 
167 
Absorbing 
/ boundary 
~ 
Figure 6.1: The loaded waveguide and dimensions. 
load located inside the full field region of the guide and the cavity. 
Figure 6.1 illustrates the waveguide and location of the load. In the figure, 
a, b and c are the dimensions of the rectangular waveguide. The cavity problem 
(see Figure 6.2) is an extension of the waveguide problem, where another larger 
rectangular section has been attached to the end of the waveguide. P is the size 
of the Perfectly Matched Layer (PML) boundary region that absorbs any im-
pinging waves in the Scattered ( S) field region of the guide that may be reflected 
from the Full (F) field region. The waveguide is decomposed into two domains, 
namely D 1 , which is the free-space component, and D 2 representing the load. In 
Figure 6.1, the input plane propagates a T E 10 electromagnetic wave at 2.45G Hz 
into the full field region of the guide. 
The Hybrid method is a numerical technique that comprises the solution of 
two decoupled problems, which are referred to as the exterior and the interior 
problems. The exterior problem requires the time-dependent Maxwell's equa-
tions to be solved to approximate the fields inside the free-space ( D 1) and on 
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the material interface. Whereas, the interior problem requires the solution to 
the electric Helmholtz equation and thereafter the power distribution inside the 
load (D2). The following two sections outline the exterior and interior problem 
methodologies in detail. 
6.2.1 Exterior Problem - Maxwell's Equations 
In the free space component (D1), the electric and magnetic fields are governed 
by the Maxwell's equations [4]. The time-dependent equations are represented 
as: 
aB aD 
v x E = -at, v x B = at + J, (6.1) 
B = f-lll, D = c:E, J = O"E, c: = c:0c:', O" = wc:oc:". 
In this paper, (6.1) is solved using a cell-centred finite-volume time-domain 
numerical solver. This time-marching scheme uses a Leapfrog time stepping tech-
nique and for the finer details of the implementation the reader is referred to [18]. 
The second order in space cell-centred Leapfrog time-marching algorithm at a 
point is given as: 
Hn+! - Hn-! - ~t ~ ( E)n ~S 
P - P II. ~V 6 n X f f, 
rO /E(p 
(6.2) 
En+l = 2c:- O"~tEn + 2~t ~ (n x Hf+! ~S . 
P 2c:+O"~t P (2c:+O"~t)~V 6 f f 
/E(p 
(6.3) 
In (6.2) and (6.3) p represents the pth cell inside the computational domain, 
f is a cell face unknown of cell p and (p is the set of faces that constitute the 
pth cell. ~t, ~S 1 and ~ V are the time step of the numerical scheme, surface 
area of face f and volume of cell p, respectively. Equations (6.2) and (6.3) 
are applied to solve for the electric and magnetic field components inside the 
free-space part of the waveguide. These equations purely simulate the free-space 
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Figure 6.2: Solution methodology for the interior problem. 
electromagnetic behaviour, and are used only to generate the boundary condition 
information, which is then transformed to the frequency domain via the Discrete 
Fourier Transform [19] at material interfaces: 
(6.4) 
where, 
N N 
k= --···-. 
2 2 
(6.5) 
In (6.4) and (6.5), En is the discrete set of electric and magnetic field compo-
nents as computed by (6.2) and (6.3). The DFT algorithm is used to transform 
time-domain electric field values that lie on the interface between the material 
and free-space. In the frequency domain, ¢(fk) is the electric and magnetic field 
at the fk frequency. The load and boundary data generation are illustrated in 
Figure 6.2. 
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6.2.2 Interior Problem- Helmholtz Equation 
Inside the material depicted in Figure 6.2 the Helmholtz equation is solved at 
a discrete frequency. The Helmholtz equation is developed and formulated from 
the time-harmonic electromagnetic equations: 
\7 x ~ = (CY + iwr:;)¢, 
\7 X <jY = -iWjl~. 
(6.6) 
(6.7) 
In (6.6) and (6.7) ~ _ Hi(!) and ¢ = Ei(f), where i = x, y, z denote the 
components of the magnetic and electric fields, respectively. By taking the curl 
of both equations and rearranging, the following Helmholtz equation is obtained 
for the electric fields: 
(6.8) 
Equation (6.8) satisfies the divergence criteria [4]: 
r:;\7. ¢ = 0. (6.9) 
The discretisation of the Helmholtz equation (6.6) is straightforward, and 
usually a second-order scheme is adapted to form the implicit system of linear 
equations. First, the Helmhotlz equation from (6.8) is rewritten as: 
(6.10) 
For a finite-volume discretisation strategy, (6.10) is integrated over the volume 
of the cell to give: 
(6.11) 
v 
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Figure 6.3: A finite-volume cell face of a particular cell p. 
where, 6 V is the volume of the particular cell. In ( 6.11), ¢ is the average 
electric field for cell p: 
(6.12) 
v 
which is approximated as¢~ ¢p· Hence, the discrete analogue of the volume 
integral ( 6.11) can be rewritten for cell p according to the following expression: 
2::: (V¢ · n)1 6S1 + 6VK;2 c/Jp = 0. (6.13) 
/E(p 
In (6.13) n is the unit outward normal on cell face J, (p represents the set 
of faces that constitute cell p and the term V ¢ · n is approximated on each of 
the faces of cell p. The mid-point integration rule was adopted for the integral 
approximation in (6.13), which is known to be second order accurate when the 
value of the unknown (V ¢ · n) 1 is computed exactly. As a consequence of this 
limitation, an estimate of V¢1 is sought on the cell face with high accuracy to 
enable the scheme to retain the second order spatial discretisation. On a Carte-
sian mesh, (6.12) is equivalent to the standard discretisation using the Taylor 
approximations for V 2¢ in (6.8). Figure 6.4 illustrates a particular face of the 
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finite-volume cell for a component of the electric field ¢. In the figure, n is the 
unit outward normal to face f, and t 1 and t 2 are unit vectors lying on that face. 
The set of vectors {n, t 1 , t 2 } forms an orthonormal basis for JR3 . The vectors 
enamating from face f to c/Jp and ¢nb are denoted orp and ornb, respectively. In 
(6.13), V¢1 · n has to be approximated for a component of the electric field right 
on the cell face. To achieve this, the Taylor series is used to expand both c/Jp and 
c/Jnb about f, which are written as: 
1 T 
c/Jp = ¢ f + or p . v ¢ f + 2or p 7-{ or p + ... (6.14) 
1 T 
c/Jnb = c/Jt + ornb · 'Y'c/Jt + 2ornb H ornb + ... (6.15) 
where, 7-{ is the Hessian matrix for ¢ evaluated at the cell face. Subtracting 
(6.15) from (6.14) and letting or= ornb-orp, the following equation is obtained: 
(6.16) 
Now, (6.16) can be rearranging to obtain the following equation: 
(6.17) 
where, 
1 [ T T ] Ef = 2 Ornb 7-{ Ornb- Orp 7-{ Orp . 
To obtain V¢ ·nat the face in (6.13), or has to be resolved in terms of the 
orthonormal basis vectors in JR3 . Therefore, or is represented as: 
(6.18) 
In (6.18) by operating on both sides with the dot product of V¢t and letting 
al = or . n, a2 = or . tl and a3 = or . t2 the following expression is obtained: 
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(6.19) 
Rearranging (6.19) for the V¢1 · n term and substituting (6.17) gives the 
following expression: 
'V<Pt • n = ~1 [(<Pnb ~ </Jp) -Ef- Oiz('V<Pt · t
2
,)- a,(V<Pt · t,)] . (6.20) 
In (6.19) term (1) is treated implicitly while term (2) is treated explicitly. It 
should be noted that the inclusion of term (2) in equation (6.20) for the gradient 
approximation introduces a non-linearity in (6.13) that requires special treatment 
to obtain the solution for¢. Generally, a Quasi-Newtion approach is used to solve 
the non-linear system. In the case of Cartesian meshes, the inclusion of term (2) 
is not necessary. The approximation in (6.20) is used in (6.13) for the (V ¢ · n) 1 
term. To evaluate the right hand side in equation (6.20), a least squares approach 
is adopted to determine V ¢1 and the entries of the Hessian matrix for estimating 
the correction Ef [20]. 
When all the the cells in the computational domain have been visited with 
(6.13), the discretisation of the Helmholtz equation yields a system of linear 
equations for a component of the electric field ¢ at frequency k (¢k), which is 
cast into matrix form as: 
(6.21) 
In (6.21), A is the sparse coefficient matrix according to the discretisation 
of (6.6), and b is the right hand vector containing the boundary information 
generated using (6.4) with the time-domain data obtained from (6.3). Equation 
(6.21) is solved three times for each frequency, because ¢;k representes the three 
components of the electric field (i.e. ¢k +-- ¢x, ¢;y, ¢z)· Once the electric field 
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components in (6.21) have been obtained, the power is computed according to 
the following relationship: 
~2 (J ~2 ~2 
P, = CJp ~2(J ) = CJp (~2 + ~2 + ~2) = (JP'+'x + _!.:!JL + CJp'f'z. 
P 2 'f'p k 2 '+'x '+'y '+'z 2 2 2 (6.22) 
To obtain the power (Pp) at a particular node location p, (6.22) is computed 
after the electric field components have been obtained from (6.21). The solution 
to (6.21) is performed using Quasi-GMRES [21]. 
Algorithm 1 (Quasi-GMRES) 
ro = b- Axo, (3 = llroll2, v1 = ro/(3, 
for j = 1 tom 
w=Avj 
fori= max{1,j -l + 1} to j 
hij = (w, ViJ 
end for 
hj+l,j = [[wll2 
if hj+l,j = 0 
m = j; break 
end if 
Vj+l = w/hi+l,j 
end for 
Ym = miny llf3el - HmYII2 
Xm =xo + VmYm 
Algorithm 1 uses the modified Gram-Schmidt process for the orthogonalisa-
tion of the sub-space vectors within the i loop. In Quasi-GMRES, not all of the 
previously generated sub-space vectors were used in the reorthogonalisations, but 
rather, only a finite number ( l) of them were used in the Gram-Schmidt process to 
obtain the next sub-space vector. As a consequence, as more and more sub-space 
vectors are computed, the amount of time taken to obtain the next best solu-
tion to the problem is bounded. For this problem it was found that a minimum 
of five reorthogonalisations (l = 5) of the generated sub-space vectors were re-
quired. The Quasi-GMRES method took considerably less time to compute than 
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the standard GMRES solution strategy (where, l = m). The computations here 
were investigated also using a set of ten sub-space vectors for the reorthogonoli-
sations, but no significant difference was observed, other than having to generate 
approximately 10% less vectors to reach the desired accuracy. The advantage 
of Quasi-GMRES over GMRES in this application is that the upper Hessenberg 
matrix (f£) becomes banded. As a consequence, the least-squares problem is 
solved also more rapidly. For the finer details of GMRES and Quasi-GMRES, 
the reader is referred to [17]. 
6.3 Boundary Conditions 
In the previous sections the Hybrid method was discussed in detail. In this section 
the boundary conditions for the free-space conducting wall, input-plane, perfectly 
matched layer and material interface are formulated. 
In the free space region (D1) of the waveguide, a 2.45GHz TE10 electromag-
netic wave is generated according to: 
E{ = Gauss(t)Eo sin (1f:) cos (wt- {30z0 ), 
I ~ . (1fX) ) Hx = -Gauss(t)-Eo sm - cos(wt- f3ozo , 
WJ-Lo a 
H; = -Gauss(t)-1r-E0 cos (1rx) sin (wt- f3oz0 ), WJ-Loa a 
{ 
(t-3T)2 
f3o ~ V w'Jl.oEo- (~) 2 , Gauss(t) ~ e 
1
T' 
, t:::; 3T 
, t > 3T 
(6.23) 
(6.24) 
(6.25) 
The Gaussian function in (6.23-6.25) is used to smoothen the incident waves 
so that the noise due to the input plane is minimised [5]. At the input plane the 
fields are implemented according to [18]. 
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Generally for this situation, the incident fields propagate into the full field 
region of the guide (and into the cavity), after which they are reflected back from 
the material and cavity walls into the scattered field region. Any reflected waves 
that impinge into the scattered region must be absorbed and here, a perfectly 
matched layer absorbing boundary condition is implemented [14] to achieve this. 
The implementation details of the Petropolous PML with the SLF Maxwell's 
equations discretisation in the framework of a finite-volume methodology for a 
waveguide is derived in [18]. It should be noted that since this study investigates 
the Hybrid method for a generalised cavity problem, the Petropolous PML is 
somewhat different to [18]. In this case, not only the previously implemented 
PML is used, but also, another PML region is created to ensure that at the input 
plane only the true TE10 fields exist (i.e. Hx, Hz, and Ey)· The formula for the 
PML region is given by the following equation [18]: 
(6.26) 
F; = F;-1 + L (n x E)j 6.Sf. 
jE(p 
In (6.26), cr* = ~~ cr is chosen to ensure that as the waves impinge further into 
the perfectly matched layer the absorptivity (cr) of the material increases [14]. 
Similarly, the normal component of the electric field within the PML region is 
defined as: 
(6.27) 
1 1 1 
G n+2 - Gn-2 ~ ( H)n+2 AS P - P + L...i n x f .u J· 
fE(p 
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In this work, the second PML is introduced in the full field region of the waveg-
uide to absorb they-component of the magnetic field (Hy), the x-component of 
the electric field (Ex) and the z-component of the electric field (Ez)· These fields 
must be absorbed before they reflect back into the scattered field region of the 
waveguide, otherwise the physics of the problem would not be satisfied. The 
implementation of the second PML in the full field is the same as the first PML, 
but the components that are absorbed are different. The second PML region has 
the same dimension as the first PML, however it is located right at the end of 
the waveguide and near the cavity. This second PML allows the decoupling of 
the modes, and enables the propagation of only the T E10 mode, whilst all other 
modes that may exist in the full field region of the guide are absorbed. 
Material interface conditions must be satisfied as the waves inside the free-
space (D1) propagate towards, and reflect and refract at the material interface 
(D2). The material boundary conditions are given as: 
n X (Enb- Ep) = 0, (6.28) 
n · (Dnb- Dp) = 0, (6.29) 
n X (Hnb- Hp) = p, (6.30) 
n · (Bnb- Bp) = 0. (6.31) 
In equations (6.28-6.31), n is the unit outward normal to the interface be-
tween free-space and the load. For most microwave heating problems the media 
are dielectric materials, which are current free. Hence, f.L = f.Lo and p = 0, and 
equations (6.28-6.31) give that the magnetic fields are continuous inside the whole 
problem domain (i.e. through the interface of D 1 and D2), and the electric fields 
are discontinuous at material or load interfaces. The jump across the material 
interface is treated as in [18]. 
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For both the Maxwell's equations and the Helmholtz equation, perfectly con-
ducting wall conditions have to be implemented. The only time this type of 
condition is not implemented in the Helmholtz equation, is when the material 
does not touch the walls of the waveguide or the cavity. Hence, the treatment of 
the conducting wall boundary is crucial to both the time-domain and frequency 
domain solvers. At a perfectly conducting wall, the following criteria have to be 
satisfied: 
Ex n = 0, 
H·n=O. 
(6.32) 
(6.33) 
According to (6.32) and (6.33), the tangential electric field and normal mag-
netic field components on a perfectly conducting wall are zero. The perfectly 
conducting wall conditions are implemented by creating spurious fields outside 
the free-space domain (D1) for the Maxwell's equation solver, and by catering for 
these in the discretisation for the Helmholtz equation solver [18]. 
6.4 Results 
In this section, a number of different case studies are analysed and the simulation 
results are compared to either the FD-TD scheme or experimentally determined 
thermal images. Firstly, a fully loaded waveguide is analysed where the mate-
rial is placed so that it fills the waveguide. These results will be presented for 
a single mode waveguide, where the material or load cross-sectionally fills the 
short-circuit end of the guide. In such a case only the y-component of the electric 
field, and the x and z-components of the magnetic field propagate. 
Similarly to the first study, the second study concerns an inhomogeneously 
loaded waveguide, where the load half fills the cross-section of the waveguide and 
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touches the x - z plane perfectly conducting wall. The modes inside the guide 
are studied, and the power distribution computed from the Helmholtz equation 
is compared to the highly accurate solution obtained via the FD-TD scheme. 
Figure 6.1 exhibits the set-up for the different waveguide tests performed, whilst 
Figure 6.12 illustrates the cavity and corresponding dimensions for case studies 
3 and 4, where the hybrid method is validated against thermal images obtained 
from industrial applications. 
For the waveguide problems, a = 0.1 m, b = 0.05 m and c = 0.4 m, while the 
PML region is P = 0.09 m deep and the input-plane is located at z0 = 0.1 m. 
The location of the load will be given for the different case studies, along with the 
dielectric properties. In case studies 3 and 4, the dimensions for the waveguide, 
cavity and material are stated. The dielectric properties of the materials chosen 
in these case studies are indicative of lossy media, and hence, it is reasonable to 
assume that a large amount of the input energy is absorbed. 
The power distribution is computed to compare the hybrid method with the 
FD-TD scheme. For the time and frequency domain comparisons, the power 
distribution is obtained in one of two ways. For the FD-TD solver, the power at 
a point pis computed as a time-averaged value [5]: 
(6.34) 
and for the hybrid method the power is computed according to (6.22). The 
difference between the two power computations lies in the representation of the 
electric field. All of the computations were performed on a dual processor Pili 
1G Hz desktop computer with 512MB of memory. Only one of the processors 
was used for the benchmark computations and the computational times quoted. 
The programs were written in the C /C++ programming language. 
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Figure 6.4: Case study 1. Illustration of the loaded waveguide with load com-
prising of 30 x 15 x 20 cells, (a) and (c) FD-TD power computation, (b) and (d) 
hybrid method power computation. 
For the first case study, the average input power is set to Pav_in = 500 W and 
the permittivity of the load is Er = 2 - ~i. The electric field amplitude that is 
used to excite the incident plane (6.23-6.25) is computed according to [9]: 
Eo= 
2Pav;nfLOW 
f3o (6.35) 
The material with dimension 0.1 x 0.05 x 0.1 m3 is placed inside the waveg-
uide, touching the short-circuit end, so that the material cross-section fills the 
181 
Powe< (a) y 
"""" 
(b) y 
7335 68 x~z 7485 x~z 7091.16 7235.5 
"""'" 
698601 
6602,12 6736:51 
6357 .6 6487.01 
6113 DB 623751 
5866.56 5988.02 
562<04 :57380:2 
:5379,:52 5489.02 
5134 99 5239.53 
4m.47 4990.03 
4645 .95 4740.53 
«01 43 4491.(}4 
&1~91 42-111.5-i 
3912 39 3992.04 
3667 87 37.11254 
3423 .35 3493.05 
3118 82 3243:5:5 
29343 2994M 
2689.78 274456 
2445 26 2495.06 
2200 .74 2245.56 
1~.22 199607 
1711 7 17.116:57 
1.(67 18 1497,07 
122266 1247,57 
978.134 998.077 
733.613 148M 
-489091 499083 
24ot:S7 249086 
lectrlc:F1eld 1ectncF1eld 
7485 7480 
7235.:5 7235.:5 
6906 6966 
6736.5 6736,5 
6487 6487 
6237.51 6237:51 
M88.Q1 5900 .01 
5738.51 5738.51 
5499.01 549901 
5239.51 5239.51 
4990.01 .. 990.01 
.(7. . 0.52 .4.7&0,52 
449 1.02 4491 ,02 
4241 .52 4241.52 
J992.0'2 IJ! 3992.02 3742.52 ~ 37o42.:52 303.03 3493,03 
32113.$3 
.... 
3243,53 
2994.00 ~ 2994.03 2744.53 27&& .:53 
2495.00 2495.03 
22&:5 .~ 2245 .53 
1996.()1 1996.04 
1746.54 1746.S4 
1497.04 1&97.04 
1247.54 12•7-~ 
998.0C2 998.042 
748 .544 748.544 
499.046 499.046 
249.547 249.547 
Figure 6.5: Case study 1. Illustration of the loaded waveguide with load com-
prising of 40 x 20 x 30 cells, (a) and (c) FD-TD power computation, (b) and (d) 
hybrid method power computation. 
end of the full-field region of the guide. The standard boundary conditions are 
used as discussed in §6.3. The results have been computed for two different me-
shes; (a) the waveguide discretised into 30 x 15 x 80 = 36 000 cells with the load 
comprising 30 x 15 x 20 = 9 000 cells, and (b) the waveguide mesh consisting of 
40 x 20 x 120 = 96 000 cells for which the load comprises 40 x 20 x 30 = 24 000 cells. 
Figures 6.4 to 6. 7 exhibit the findings of the first study. Figure 6.4 depicts 
the comparison of the power distribution when computed by the FD-TD scheme 
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Figure 6.6: Case study 1. Contour (FD-TD) versus flood (hybrid method) plots. 
Figure (a) is load with 30 x 15 x 20 cells and (b) is load with 40 x 20 x 30 cells. 
and the hybrid method for the coarser waveguide mesh (i.e. 30 x 15 x 20), and 
Figure 6.5 illustrates the results for the finer mesh ( 40 x 20 x 30). For both me-
shes, Figures 6.6 and 6. 7 illustrate the flood-contour plots and centre-line plots 
respectively, for the two methods. 
(a) 
8000 
10 15 
z 
21l 
8000 
5000 
1 •ooo 
... 
3000 
2000 
1000 
(b) 
--9---- Tlll'l•don~a., 
-A-- P"requency..do111U. 
10 21l 
z 
Figure 6. 7: Case study 1. Line plots of FD-TD (green) against hybrid method 
(red). Figure (a) is load with 30 x 15 x 20 cells and (b) is load with 40 x 20 x 30 
cells. 
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In this case study, the assumption of a T E 10 mode was made, which implies 
that only the Ey, Hx and Hz components were present inside the waveguide. 
Therefore, the power computation using the hybrid method is somewhat simpli-
fied, as only the y-component of the electric field is computed. 
For this case study the results were obtained after eight periods have elapsed in 
the time-marching of the elecric and magnetic fields when the hybrid method was 
used. Once the boundary information for the interior problem was established, 
the power from the frequency domain electric field solution was obtained at the 
2.45G Hz frequency. For the coarse mesh, the domain of the load was discretised 
into 9 000 cells, while for the fine mesh the material was discretised into 24 000 
cells. This meant that the matrix obtained from the Helmholtz equation stencil 
for both the coarse and fine meshes generated sparse matrices of dimension 9 000 x 
9 000 and 24 000 x 24 000, respectively. The solution to the Helmholtz equation 
was very rapid, requiring 92 and 116 basis vectors for the coarse and fine meshes 
respectively were generated for the GMRES solution. In the case of the FD-TD 
method to obtain a reasonably accurate solution, 14 periods were used to compute 
the electric and magnetic fields, out of which 2 periods were used to time-average 
the electric field for the power computations, whereas 8 periods were used for the 
hybrid method. As a consequence, the hybrid method for the waveguide problem 
is marginally quicker than the FD-TD scheme. Real gains are observed with the 
cavity problems, and these are outlined in the following three case studies. From 
Figures 6.6 and 6.7 it can be seen that the main difference between the coarse 
and fine meshes is in the amplitude of the waves inside the material, and the 
phase of the waves are in agreement. 
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Figure 6.8: Case study 2. Illustration of the loaded waveguide with load com-
prising of 15 x 15 x 20 cells, (a) and (c) FD-TD power computation, (b) and (d) 
hybrid method power computation. 
6.4.2 Case Study 2 - Semi Loaded Waveguide 
This case study is very similar to the first problem, however in this case the ma-
terial has been cut in half, having dimension 0.05 x 0.05 x 0.1 m3 . The material is 
placed against the short-circuit end of the waveguide and pushed to one side (see 
Figure 6.1). The domain of the waveguide has been discretised using the same 
grid as before, where the coarse mesh consists of 15 x 15 x 20 cells and the fine 
mesh consists of 20 x 20 x 30 cells for the load. 
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Figure 6.9: Case study 2. Illustration of the loaded waveguide with load com-
prising of 20 x 20 x 30 cells, (a) and (c) FD-TD power computation, (b) and (d) 
hybrid method power computation. 
As for the first case study in §6.4.1, Figures 6.8 and 6.9 exhibit the power 
computations determined from the FD-TD and hybrid methods. The results are 
compared on both the coarse and fine meshes. In Figure 6.10 the flood versus 
contour plots are given for the semi-loaded waveguide. The final illustration given 
in Figure 6.11 is the centre-line plot of the power distribution computed using the 
hybrid method when compared to FD-TD. With the hybrid method the resultant 
numerical solutions tend to be smooth, due to the implicit nature of the solution 
strategy inside the material. 
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Figure 6.10: Case study 2. Contour (FD-TD) versus flood (hybrid method) plots. 
Figure (a) is load with 15 x 15 x 20 cells and (b) is load with 20 x 20 x 30 cells. 
Unlike in the previous case study (see §6.4.1), here all field components 
(Hx, Hy , Hz, Ex, Ey, Ez) have been computed and from the (Ex , Ey, Ez) field com-
ponents the power distribution was obtained. It can be seen that when the waveg-
uide is loaded at the short-circuit end, the results are in good agreement with 
the classical FD-TD methodology. 
In the waveguide case studies, the computational effort required to compute 
the power distribution using the hybrid method is similar to that of the FD-TD 
scheme. Here the grids were chosen to ensure that the FD-TD scheme was sta-
ble and provided reasonable solutions. The dimension of the coefficient matrix 
obtained using the Helmholtz equation discretisation in the hybrid method was 
4 500 x 4 500 for the coarse mesh and 12 000 x 12 000 for the fine mesh. In this case, 
106 and 132 respective sub-space vectors were generated for the coarse and fine 
meshes to obtain the desired level of accuracy in the Helmholtz equation solution 
strategy. The same number of periods were run for both the FD-TD and hybrid 
methods as with case study 1. Moreover, the hybrid method produces results 
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Figure 6.11: Case study 2. Line plots of FD-TD (green) against hybrid method 
(red). Figure (a) is load with 15 x 15 x 20 cells and (b) is load with 20 x 20 x 30 
cells. 
which are very accurate compared to the FD-TD method, and also, smooth due 
to the implicit nature of the scheme. The FD-TD simulations required twelve pe-
riods before the power distribution was obtained. The waveguide studies provide 
a benchmark for the hybrid method, and the following two case studies demon-
strate the hybrid method using coarser grids on more realistic cavity microwave 
heating problems. 
6.4.3 Case Study 3 - Mashed Potato 
In this case study a cavity is attached to the short circuit end of the waveguide 
shown in Figure 6.1. The waveguide has dimensions 0.086 x 0.043 x 0.16125 m3 and 
the cavity has dimensions 0.391 x 0.292 x 0.3 m3. The waveguide is attached to the 
top of the cavity as illustrated in Figure 6.12. The centre-line of the waveguide 
lines up with the centre-line of the cavity. The mashed potato is located in the 
centre at the bottom of the cavity and has dimensions 0.21 x 0.09 x 0.03 m3 . Ac-
cording to Figure 6.12, the following parameters were used az = an am = 0.21 m, 
b1 = bn bm = 0.09 m, c1 = 0 m and Cm = 0.03 m . It is assumed that the di-
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Figure 6.12: The outline of the cavity problem. 
electric property of the mashed potato is constant throughout, and is given as 
Er = 65 - 20i. From the permittivity of this material it can be observed that it 
is lossy ( c" = 20) and microwaves will have a high phase change at the material 
interface (c' = 65). 
The simulation results for this case study are graphically illustrated in Figure 
6.13. The thermal image [22] of the top surface of the mashed potato is given in 
Figure 6.13(a). Figure 6.13(b) illustrates the time-averaged electric field in the 
free-space component of the aparatus. Figures 6.13(c) and 6.13(d) represent the 
results computed by the hybrid method at the surface and the middle of the block. 
In this and the following case study, the power distribution inside the mate-
rial has been illustrated, and compared directly to the thermal images. It should 
be noted that the power distribution is representative of the energy delivered 
to the material, and this energy will then manifest as dissipated heat. Heating 
will therefore occur in high energy areas. Due to the nature of the heating and 
the thermal material properties, the heat distribution is more dissipative and is 
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(a) 
-Outline of tray 
(b) 
Figure 6.13: Case study 3. Figure shows (a) thermal image of mashed potato, (b) 
time-averaged electric field distribution inside the cavity, (c) normalised power 
distribution obtained using the hybrid method at the surface and (d) normailised 
power distribution through the centre of the block as computed by the hybrid 
method. 
expected to be less concentrated. The power distributions computed here are 
shown to capture the main aspects of the thermal images, which is thought to be 
a sufficient validation of the accuracy of the hybrid scheme. 
It is evident from Figure 6.13 that the hybrid method can adequately capture 
the nature of the power distribution when compared to the thermal image. Fig-
ure 6.13 (b) illustrates the computed time-averaged electric fields at the boundary 
of free-space and material. It can be seen from the figure that the heating occurs 
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inside the material according to the time-averaged field computations. 
In this case study the free-space component of the aparatus (including the 
material) was discretised into approximately 1200 000 cells. The material itself 
contained around 59 000 cells. In the GMRES solution strategy 157 sub-space 
vectors were generated for the solution of each electric field component before a 
residual of less than 5 x 10-8 was obtained. As discussed earlier, Quasi-GMRES 
was used with 10 reorthogonalisations, which provided a sufficient gain in com-
putational time (about 50%) as opposed to the standard GMRES method. The 
computations to obtain the approximate solution with the Quasi-GMRES method 
required approximately 20% more sub-space vector generations than with GM-
RES. 
Approximately 148 minutes were required for the hybrid method to generate 
the boundary information for the interior problem. Once the boundary infor-
mation had been obtained, the GMRES solution strategy calculated the power 
distribution in less than 5 minutes. Altogether, less than 160 minutes of compu-
tational time was required to obtain the power distribution. It should be noted 
that in the case of the hybrid method, only 16 electromagnetic wave periods were 
calculated in the exterior region using the time-domain solver. In the case of the 
FD-TD method, 50 electromagnetic wave periods have to be computed before 
reasonable power distribution estimates are obtained [12]. The FD-TD method 
also requires a finer mesh (i.e. at least 2 000 000 uniform cells), which would 
require approximately 480 minutes to compute. This time is extrapolated from 
timings documented in [18]. 
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6.4.4 Case Study 4 - Layers of Pastry 
Considering the same cavity as for case study 3 (see §6.4.3) and the same waveg-
uide, the power has been computed using the hybrid method for a pastry block. 
The pastry block consists of 11 layers of pastry, each 1 em thick and layed 
closely on top of one another. The pastry block has a constant permittivity 
of Er = 28- 8i. The dimensions of the pastry block are 0.11 x 0.1 x 0.04 m3 . The 
block has been pushed to one side and raised 0.05 m from the bottom of the cav-
ity. The pastry block is touching the 0.292 x 0.3 m 2 side of the cavity. According 
to Figure 6.12, the following parameters were used for the simulations, a1 = 0 m, 
am= 0.11 m, ar = 0.281 m, bl = br, bm = 0.1 m, Cl = 0.05m and Cm = 0.04m are 
the dimensions associated with this problem. 
Figure 6.14 illustrates the pastry block. In the figure, thermal images at two 
different cross sections are exhibited. The top and centre of the pastry block have 
been investigated, and the numerical solutions according to the hybrid method 
are shown next to the thermal images. In Figure 6.14 it is evident that the hybrid 
method is capable of capturing the power generated in the block produced from 
the electromagnetic energy. In this work the hybrid method has been computed 
at a single frequency, which is a reasonable assumption for lossy materials [9]. 
In this case a mesh consisting of approximately 890 000 cells in the time-
domain (including the material) was used to obtain the hybrid method numerical 
solution. The frequency-domain power distribution was obtained from 12 500 
cells inside the load. To obtain reasonable and comparable solutions with the 
FD-TD method, at least 1 830 000 cells within the domain of the cavity are re-
quired [12]. Therefore, there is a large saving in time for the hybrid method. 
For this case study involving the pastry block, the Helmholtz equation was 
192 
(a) 
Thermal Image 
(c) 
Top 
• 
...... 
........ 
....... 
....... 
......., 
..,._ 
,_,.. 
• 
...... 
l.?tiUt 
..,.,,. 
Middle 
(b) 
(d) 
Figure 6.14: Case study 4. Figure shows (a) thermal image of pastry layers at the 
surface, (b) normalised power distribution obtained using the hybrid method at 
the surface, (c) thermal image through the centre of the pastry and (d) normalised 
power distribution through the centre as computed using the hybrid method. 
solved implicitly using 12 500 unknown locations, which presented three systems 
of linear equations of dimension 12 500, for the Ex, Ey and Ez electric field com-
ponents. Since the boundary information for the various electric field components 
for the linear systems was different, the number of subspace re-orthogonilsations 
varied in the G MRES method before convergence to a desired level of accuracy 
(i.e. 5 x 10-8 ) was achieved. Approximately 110 subspace vectors were needed for 
each of the components to achieve the desired level of accuracy in the GMRES 
method. Quasi-G MRES was also investigated and took considerably less time 
to compute, but required around 130 sub-space vectors. The implementation of 
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Quasi-GMRES saved a large amount of time, as it required around 220 s to com-
pute the full GMRES, and took about 95 s to compute using the Quasi-GMRES 
method. 
As in case study 3, only 16 electromagnetic wave periods were calculated in the 
exterior region of the problem before the power distribution was predicted using 
Quasi-GMRES (10 sub-space reorthogonalisations). Typically, it is necessary to 
run the FD-TD method in this cavity for around 50 electromagnetic wave periods 
before a reasonable power distribution is obtained [12]. 
6.5 Conclusions 
In this paper a new hybrid method was presented for the microwave heating prob-
lem using a cavity. The hybrid method was outlined in detail and implemented on 
four different case studies. The first two case studies allowed the hybrid method 
to be benchmarked against the classical FD-TD scheme, whilst the final three 
case studies showed that the hybrid method produces very good results for real 
industrial type problems. 
The power distribution obtained from the hybrid method was compared to 
two different thermal images, and was shown to be competitive with existing 
methods, and can produce results more quickly than the FD-TD scheme. The 
hybrid method has been formulated using an unstructured mesh terminology, but 
has been implemented here only on regular structured grids. 
Future research will study the use of the hybrid method when an unstructured 
grid is adapted for the time-domain solver, and the domain of the material is 
discretised differently to the domain of the free-space. This will require innovative 
interpolation techniques to capture the boundary information on the material 
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interfaces. This future research will investigate also the use of structured grids on 
the free-space region and unstructured grids within the material. Higher order 
spatial approximations with the cell-centred SLF scheme will also be analysed 
with the hope of further reducing the number of grid points required to obtain 
the power distribution, so that even larger problems can be solved more readily. 
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Chapter 7 
General Discussion 
7.1 Conclusions and Remarks 
In this thesis five papers have been presented that comprise the bulk of Chapters 
2 to 6. These papers together form the backbone of the theory associated with 
the newly developed hybrid method. Exisiting CEM models, although accurate, 
have been shown to have excessive computational times associated with the sim-
ulations of real-world industrial microwave heating problems. The hybrid method 
was developed as a new more efficient computational method that can overcome 
these computational bottlenecks. The hybrid method outlined in this thesis has 
the ability to capture the power distribution within the lossy material accurately 
and has been formulated specifically for use in an unstructured mesh framework. 
The method has been analysed and implemented in a number of microwave heat-
ing case studies that highlight its numerical prowess. 
The paper presented in Chapter 2 considered a waveguide problem with a 
number of different approaches for resolving the electromagnetic fields inside the 
waveguide loaded with a ceramic type material. This research work analysed 
the effect of changes in incident power versus maximum temperature inside the 
201 
ceramic block in the context of thermal runaway. It was observed that indeed, 
for small changes in incident power, it is possible to obtain large changes in the 
temperature distribution inside the material. The work on the ceramic block pro-
vided further insight into the physical phenomenon of thermal runaway and the 
way in which electromagnetic waves interact with dielectric materials in waveg-
uide and cavity structures. 
The simulations resulted in the production of an 8-shaped curve for the three 
different computational techniques: the finite-element frequency-domain method, 
the finite-difference time-domain method and the semi-analytical method. All 
techniques investigated produced good results that highlight the significance of 
temperature jumps from cool to hot branches in the 8-curve for certain types of 
ceramics. This work showed also that it is reasonable to assume a single dom-
inant mode within the waveguide for the frequency-domain solution methodology. 
The work conducted in Chapters 3 and 4 was related to finite-volume time-
domain numerical solvers for simulating the propagation of electromagnetic waves 
in free-space and loaded waveguides, respectively. A number of different ap-
proaches for resolving the time-domain electromagnetic waves was considered, 
and each approach was implemented and analysed to identify a numerical so-
lution strategy that is sufficient for capturing the electric and magnetic field 
components accurately, so that these cell-centred numerical solvers can be used 
for studying industrial microwave heating processes. 
The Maxwell's equations were cast into a surface-volume discrete form so that 
finite-volume approaches could be used in the numerical simulations. Typically, 
leapfrog staggered and unstaggered time integration techniques along with third 
and fourth order Runge-Kutta methods were used in the time marching. Meth-
ods emanating from CFD (Intensity vector splitting and Riemann solvers) were 
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investigated in the spatial discretisations with the Runge-Kutta time marching 
methods, for which the results appeared to be smooth and the noise evident due 
to locating the electric and magnetic field unknowns at cell centres was removed. 
It was observed that the staggered, and the third and fourth order Runge-Kutta 
methods produced results that were comparable to the classical finite-difference 
time-domain simulations. This work clearly demonstrated that cell-centred finite-
volume time-domain solvers can be used to simulate electromagnetic waves for 
the purpose of microwave heating within a waveguide. 
In Chapter 4, a new perfectly matched layer boundary condition was derived 
for the cell-centred finite-volume methods that used the staggered and Runge-
Kutta time marching schemes. It was postulated that this type of absorbing 
boundary condition can be used with cell-centred schemes, and it was shown 
that impinging waves into this absorbing layer were absorbed almost entirely. At 
material and free-space interfaces plane wave assumptions were made to the elec-
tromagnetic fields to allow for the calculation of the derivatives of the electric field 
components. This assumption enabled the development of a numerical technique 
that performs better at material and free-space interfaces than methods that do 
not use corrections for the derivatives. At the conducting wall boundaries, spuri-
ous cells were formulated in the numerical schemes to allow for fast and efficient 
calculations of electric and magnetic field component unknowns at the conduct-
ing walls of the waveguide. The research work presented in this chapter outlined 
different cell-centred finite-volume time-domain solvers and also identified and 
developed new strategies for simulating electromagnetic waves. 
The main contribution of this thesis was presented in Chapters 5 and 6, 
whereby the hybrid method was described in detail. In Chapter 5, the hybrid 
method was first introduced and the original problem under study was decom-
posed into localised exterior and interior problems. The exterior problem requires 
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the solution of the time-domain Maxwell's equations using the cell-centred nume-
rical strategy outlined in Chapters 3 and 4. The interior problem considered the 
domain of the material alone, and the electric fields inside the medium are calcu-
lated using the Helmholtz equation discretisation at some prescribed frequency, 
or superposition of frequencies. The Helmholtz equation presents electric fields 
that are in the frequency domain, and as a consequence, the sole purpose of the 
time-domain solver (i.e. the exterior problem) is to generate Dirichlet boundary 
conditions for the interior problem using the discrete Fourier transform. 
In Chapter 5 the Helmholtz equation was solved at the dominant frequency of 
the waveguide, and the results showed that the simulation results from the hybrid 
method were very close to that of the finite-difference time-domain scheme. In 
Chapter 6 a number of different industrial microwave heating case studies were 
considered within a multi-mode cavity structure. The simulation results gener-
ated from the hybrid method were compared to previously published thermal 
images and it was shown that for various dielectric media, the hybrid method 
can capture the solution accurately and efficiently. 
The work in Chapter 6 showed that the hybrid method can be used with 
meshes that do not have as many unknowns as, for example, the finite-difference 
time-domain method. Normally, classical time-marching algorithms require that 
a large number of electromagnetic wave periods are calculated before the power 
distribution is determined. In the case of the hybrid method, it was shown that 
less periods are required for the exterior problem, before the power inside the ma-
terial can be approximated using the frequency-domain solution strategy for the 
Helmhotlz equation. Advanced numerical linear algebra techniques were inves-
tigated to solve the frequency-domain linear system of equations obtained using 
the discretisation of the Helmholtz equation. Incomplete reorthogonalisation with 
the generalised minimal residual iterative solver GMRES was used to obtain the 
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best solutions in the hybrid method. Preconditioners were investigated also, but 
it was observed that for the preconditioners investigated, preconditioning the co-
efficient matrix in the system of linear equations did not substantially change the 
time to compute a solution. 
The hybrid method is an efficient and accurate computational algorithm for 
simulating industrial microwave heating processes. The hybrid method has been 
validated using both exact solutions and also various industrial problems in the 
microwave frequency range. It was highlighted (especially in Chapter 6) that 
the hybrid method can generate solutions to problems more rapidly than exisit-
ing CEM methods, while providing highly accurate solutions to many different 
industrial microwave heating applications. 
7.2 Recommendations for Future Work 
Computational electromagnetics is a very diverse field and the concepts that 
are discussed in this thesis have been demonstrated in the context of industrial 
microwave heating. Nevertheless, most of the ideas from the time-domain nume-
rical solvers work can be applied to other fields, for example radar and satellite 
communication systems. Although, the hybrid method was strictly developed 
for microwave oven problems, it will be in the future used also in the radio fre-
quency range for the purpose of studying industrial heating and drying processes. 
In particular, it is envisaged that from the work initiated in Chapter 2 of this 
thesis, further work will concentrate on efficient numerical solutions for other 
waveguide configurations, such as short-circuited guides and cavities with an iris. 
The validity of the single mode assumption for waveguide modes, such as the 
T M 11 mode as well as in cavities will also be investigated. 
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The future work on cell-centred finite-volume time-domain solvers from Chap-
ters 3 and 4 will be twofold, (a) the implementation of higher order spatial ap-
proximations for cell face unknown predictions, and (b) the migration of these 
finite-volume time-domain methods to other meshes, mainly formed from tetra-
hedra. This work will allow for arbitrary shaped cavities and objects to be sim-
ulated, while possibly providing a more efficient numerical strategy. 
Other benefits of the hybrid method will see the study of a coupled structured 
free-space solver (exterior problem) and unstructured material solver (interior 
problem). This idea should allow for the efficient simulation of arbitrary shaped 
materials loaded within standard regularly shaped multi-mode cavities. Another 
area that is of interest within the microwave heating community is the ability to 
model the microwave heating of non-homogeneous materials. Future work will 
investigate the dissipated heat obtained from the hybrid method when applied 
to materials that do not necessarily have unifrom dielectric properties. 
Future work also will investigate the accuracy of the Helmholtz equation so-
lution strategy for the interior problem under the divergence assumption. A 
frequency-domain algorithm that ensures that the divergence condition has been 
met will be rigorously scrutinised in the future. 
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