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Abstract
Cloud computing has been widely adopted due to the ﬂexibility in resource provisioning and on-demand pricing models. Entire
clusters of Virtual Machines (VMs) can be dynamically provisioned to meet the computational demands of users. However, from
a user’s perspective, it is still challenging to utilise cloud resources eﬃciently. This is because an overwhelmingly wide variety of
resource types with diﬀerent prices and signiﬁcant performance variations are available.
This paper presents a survey and taxonomy of existing research in optimising the execution of Bag-of-Task applications on
cloud resources. A BoT application consists of multiple independent tasks, each of which can be executed by a VM in any order;
these applications are widely used by both the scientiﬁc communities and commercial organisations. The objectives of this survey
are as follows: (i) to provide the reader with a concise understanding of existing research on optimising the execution of BoT
applications on the cloud, (ii) to deﬁne a taxonomy that categorises current frameworks to compare and contrast them, and (iii) to
present current trends and future research directions in the area.
c© 2011 Published by Elsevier Ltd.
Keywords: Cloud Computing, Bag-of-Task, Execution Optimisation, Resource Usage Optimisation
1. Introduction
Cloud computing has become a sizeable industry and allows users, including industry and academic organisations
to rent resources. According to a Business Insider report, the revenues of AmazonWeb Services (AWS) and Microsoft
Azure have exceeded $6 billion a year [1]. The adoption rate of cloud computing is high, according to a report by
RightScale [2]; nearly 88% of 930 organisations considered in the report took advantage of cloud computing.
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There are usually two parties involved in cloud computing: cloud providers and cloud users. Cloud providers
build and maintain data centres, such as Amazon or Google. They manage and maintain the physical infrastructure
on which the cloud is running and deﬁne the types of resources that are available to users and the associated pricing.
Cloud users require computational resources to run applications. Users range from commercial companies, aca-
demic organisations, or private users who deploy and run a few or all of their applications on the cloud. Therefore,
cloud users do not need to pay attention to the deployment and maintenance of the physical infrastructure. However,
they are responsible for utilising the resources oﬀered by the providers to build their own cloud cluster. We deﬁne a
cloud cluster as a collection of VMs that is used to achieve the intended goals of a workload deployment.
Research in cloud computing can be broadly classiﬁed on two diﬀerent points of view, both of which are necessary
for developing next-generation cloud computing systems [3]. The ﬁrst one aims to help cloud providers eﬃciently
build, manage and operate cloud infrastructure. Research in this direction can be categorised as cloud data centre
optimisation, in which the resources are represented as Physical Machines (PMs) that a cloud provider owns and
maintains. The optimisation technique, referred to as VM placement, aims to map VMs onto PMs in order to minimise
the number of allocated PMs.
The second category is based on cloud usage optimisation, which takes the user’s point of view into account and
deals with optimisation tasks such as: how does a user make a decision about which resources to utilise, or when to
scale an application on the cloud. Inputs describing the cloud environment, a user’s application(s) and requirements
are taken into account to determine a course of action, such as resizing a cloud cluster and distributing workloads
among VMs. Since the physical infrastructure is abstracted away from the user, research in this direction normally
assumes that resources are unlimited and focuses on minimising the incurred monetary costs associated with renting
VMs.
Users run a variety of applications or workloads on the cloud, ranging from simple Web applications, workﬂows
and frameworks which support computationally-intensive applications, such as MapReduce, and Spark. A Bag-of-
Task (BoT) application is one class of workload that is commonly used on the cloud and consists of many independent
tasks, each of which can be executed by any machine in any order. They can be executed concurrently by many
diﬀerent machines. For instance, a simulation application, e.g. Monte Carlo simulation [4], is a BoT application
in which each execution represents a task. Similarly, a parameter sweep application [5] is a BoT application in
which each task corresponds to one combination of parameters. However, a MapReduce [6] application is not a BoT
application since the Reduce phase must wait for the Map phase to complete. The Map and Reduce phases can be
considered as two diﬀerent BoT applications. This survey paper focuses on the cloud usage optimisation for BoT
applications.
We have selected to survey BoT on the cloud because they are widely utilised by both scientiﬁc and commercial
organisations. These applications are large and too complex to be executed on a single machine. They are also the
dominant applications that are submitted to and utilise CPU time in grid environments [7]. Similarly, companies, such
as Facebook, report that the jobs running on their own internal data centres are mostly independent tasks [8].
Even though there have been multiple surveys regarding research in cloud optimisation, we believe that they do
not provide a holistic view of the research in cloud usage optimisation. For instance, the surveys of Fakhfakh et al. [9]
and Wu et al. [10] focus on workﬂow applications. Surveys in this area are usually based on the point of view of cloud
providers [11] or treat optimising cloud usage as one of many aspects of cloud data centre management [12].
This paper is distinguished from existing surveys by focusing on the methodologies that can be used by cloud
users, who do not have a complete view of the underlying infrastructure of the public cloud. In this survey, we set out
to review the existing publications regarding optimising the cloud resource from a user’s point of view. Furthermore,
we focus only on BoT applications.
The goal of this survey is threefold: (i) to provide a holistic and concise view of the current state-of-the-art in
cloud usage optimisation for BoT applications, (ii) to deﬁne a taxonomy that categorises current research to compare
and contrast existing frameworks, and (iii) to present current trends and employ the taxonomy as a guide for furthering
research in the area.
1.1. Data Collection
The research publications used in this survey were collected in September 2017 via Google Scholar. To ensure
the quality of the publication, we selected articles from high-impact journals, such as IEEE Transactions on Services
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Computing and IEEE Transactions on Parallel and Distributed Systems, and top-tier conference venues, such as IEEE
Conference of Cloud Computing (CloudCom), IEEE/ACM International Symposium on Cluster, Cloud and Grid
Computing (CCGRID), and IEEE International Conference on Cloud Computing (CLOUD).
We set out the following criteria for a publication to be selected for this survey:
• The application presented in the publication must be a BoT application; we did not consider publications that
presented workﬂow or user-facing applications.
• The execution results presented in the publication must be performed fully or partly on the cloud; we did not
consider other resource environments, such as grids.
• The monetary cost incurred in executing an application must be considered in the publication, which is a unique
characteristic of the cloud environment.
• The assumption in the publication must be that the cloud is a black-box environment, e.g., a public cloud in
which a user has little to no control over internal operations.
The above criteria were set in line with our survey goals - develop a taxonomy of resource optimisation for
executing BoT applications on public clouds. At the end of the publication selection phase, there were 31 publications
that satisﬁed the criteria and are used as the basis for this survey.
1.2. Organisation
The organisation of this survey is shown in Figure 1. We ﬁrstly consider the current research of BoT applications
in Section 2. As previously indicated we present this from the perspective of the methodologies that a cloud user can
adopt rather than the techniques used in the underlying infrastructure or middleware of public clouds that is usually
inaccessible to a user. Both scheduling of BoT applications on a homogeneous cloud and a heterogeneous cloud are
considered. We refer to homogeneous clouds as environments that use the same type of VMs in public clouds, and to
heterogeneous clouds as environments where diﬀerent VM types are used. We explore scheduling in the context of
hybrid clouds, spot VMs, and on-demand VMs for both homogeneous and heterogeneous clouds and in addition for
reserved VMs in homogeneous clouds.
The taxonomy we propose in Section 3 is based on six themes, namely functionality, requirements, parameter
estimation, dynamic scheduling, solving methods and application heterogeneity. For each of these themes, we ﬁrst
present an overview and then the associated review of the literature. Our survey then uses the above taxonomy for
summarising four current trends that are seen in BoT scheduling, Section 4.1. We use these to chart out three future
directions for optimising cloud usage for executing BoT applications in Section 4.2.
Although the structure presented in Figure 1 is created to survey research speciﬁc to scheduling BoT applications,
it may be broadly used for other applications, such as workﬂows or user-facing applications.
2. Current Research
In this section, we survey research that focuses on developing frameworks for scheduling the execution of BoT
jobs on the cloud. This survey is focused on BoT jobs on cloud resources and therefore alternate application types
(such as workﬂows) and resource models (such as the grid or clusters) are not considered. This survey assumes a
cloud user’s point-of-view, which treats the cloud as a black box and the user may not have control over its internal
operations. For example, in a public cloud, a user may be oblivious to the scheduling technique to allocate a VM on a
physical machine running in a data center. So all publications that either require the knowledge or aﬀect the internal
structure of the cloud are not considered in this survey. For instance, we exclude all publications on energy eﬃciency
since a user cannot inﬂuence this on a public cloud.
This survey considers both homogeneous and heterogeneous cloud environments. We deﬁne a cloud environment
to be homogeneous if every VM in a cloud cluster is of the same pre-deﬁned instance type. We deﬁne a cloud
environment to be heterogeneous if VMs of diﬀerent instance types are available for an application.
3
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2.1. Scheduling in Homogeneous Cloud Environments
In homogeneous cloud environments, given that only one instance type is used to create VM, both the expected
performance and pricing are the same on all available VMs. This simulates an ideal data center and simpliﬁes optimi-
sation.
2.1.1. Hybrid Clouds
In a hybrid cloud, both private and public clouds are used. Even though each of them normally has diﬀerent
instance types, we still consider the following publications as using homogeneous cloud since they only use one
instance type of the public cloud. In other words, the incurred monetary cost is uniform.
Candeia et al. [13] proposed a framework that schedules an application such that the deadline is met while
monetary costs are minimised. The scheduling problem is modelled to simulate diﬀerent scenarios by determining
the number of public cloud VMs to be rented. The scenario that results in the highest proﬁt is selected.
Bicer et al. [14] not only considered the monetary cost of renting cloud VMs, but also the overhead for synchro-
nising the private and public clouds. For example, transferring data between two clusters. A mathematical model for
predicting the execution time and the total cost of a hybrid cloud cluster is used. This model calculates the number of
VMs to be rented from public cloud providers in order to satisfy the deadline or budget constraints.
Duan and Prodan [15] introduced a game theoretic approach to solving a multi-objective scheduling problem
which aimed to minimise not only the cost but also the execution time while satisfying bandwidth and storage con-
straints. The proposed heuristic algorithm ﬁrst optimised the performance based on given bandwidth constraint. When
the range of possible solutions was found, cost optimisation was applied to select the optimal solution. The result was
the task distribution matrix which deﬁnes the distribution of BoT tasks on private and cloud VMs.
Similarly, Hoseinyfarahabady et al. [16] proposed a heuristic algorithm which aimed to minimised the makespan
and cost of executing a BoT application on hybrid cloud. The authors assumed that task execution time was not
available prior to the execution. So the execution of BoT tasks was divided into diﬀerent time intervals and the results
from all intervals were combined to estimate the task execution time.
2.1.2. Spot VMs
The performance of a cloud environment is normally improved by using preemptible VMs, also referred to as spot
VMs. These VMs are obtained through a bidding process and may be terminated by the provider without any notice.
The pricing of spot VMs is normally lower than on-demand VMs. However, the price may ﬂuctuate dynamically over
time based on the number of bidders. In this context, research in scheduling focuses on ﬁnding an eﬀective bidding
strategy for scheduling applications or managing an application in the event of sudden termination, or both.
Yi et al. [17] developed a checkpointing mechanism that saves the progress of application execution at diﬀerent
points in time. This minimises the amount of execution time an application would lose if the VM is suddenly termi-
nated. The framework monitors the bid prices in real-time in order to predict a termination. When such an event is
predicted, the current process is saved.
Instead of using ﬁxed bid prices, AMAZING [18] uses Constrained Markov Decision Process to ﬁnd an optimal
bidding strategy. The proposed approach takes deadlines into account and calculates the probability of diﬀerent
bidding options. When a predicted bidding price is too high, the framework saves the current process and waits for
the next billing cycle to bid again.
Lu et al. [19] used spot resources for executing BoT jobs. The authors focus on the robustness of the system by
using on-demand VMs, which are usually more expensive. However, the impact of termination is minimised since on-
demand VMs are used as a backup. Whenever spot instances are terminated, the workload is immediately oﬄoaded
onto on-demand VMs.
Menache et al. [20] suggests switching to on-demand resources when there is no spot instance available to ensure
the desired performance is always achieved. The decision to use on-demand resources is based on either a user-deﬁned
deadline or a policy to allocate a ﬁxed number of on-demand VMs.
2.1.3. Reserved VMs
Costs in cloud environments can be reduced by using reserved VMs. This requires upfront payment for the VM
but generally the resources are available at lower costs than on-demand VMs. This pricing scheme is useful if a user
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has a long-term plan regarding the usage of the resource. Overprovisioning, which is when a user reserves more
resources that are not fully utilised may be a problem that will need to be tackled when reserving VMs. To mitigate
this, cloud environments consisting of both reserved and on-demand VMs are employed. A signiﬁcant proportion of
the workload is assigned to reserved VMs to increase their running time. On-demand instances may be added in order
to temporarily handle resource bursts in the workload.
Yao et al. [21] presents an approach for satisfying job deadlines while minimising monetary cost by using both
on-demand and reserved VMs. Heuristic algorithms that aim to pack as many jobs as possible into reserved VMs are
proposed for increasing utilisation during the lease period. The remaining jobs are assigned to on-demand VMs. This
resulted in achieving the desired performance at the lowest cost.
Shen et al. [22] uses reserved VMs to optimise cloud environments to achieve cost savings. Integer Programming
is used to model the assignment of tasks on VMs and the cost is minimised by determining the number of reserved
and on-demand VMs. This scheduling problem is solved periodically in order to take into account newly submitted
workloads.
2.1.4. On-demand VMs
Thai et al. [23] proposed a framework for scheduling BoT applications in which tasks are distributed across
diﬀerent geographic locations. This allows for reducing data transfer time by placing application tasks closer to the
source of data. A heuristic algorithm is used to this end and then tasks are reassigned between VMs to reduce the
number of VMs employed in the environment. Consequently, there are cost savings, but at the same time satisﬁes a
user-deﬁned budget. This research is also extended to make use of idle VMs (these VMs were executing tasks, but
complete execution before other tasks complete execution [24]) to minimise VM under-utilisation and total execution
time.
2.2. Scheduling in Heterogeneous Cloud Environments
We now consider research that makes use of a wider variety of VM types (or heterogeneous resources) oﬀered by
providers. In this section, we present existing methodologies for scheduling in heterogeneous environments. Com-
pared to homogeneous cloud environments, a heterogeneous environment can be designed to oﬀer more ﬂexibility.
This is conducive for applications that have a preference on the hardware speciﬁcation or conﬁguration of the VM.
However, this is more challenging and the framework must take into account the trade-oﬀ between cost and perfor-
mance of diﬀerent VM types.
2.2.1. Hybrid Cloud
Wang et al. [25] proposed a framework that incorporates a heuristic algorithm which greedily assigns tasks to
the best performing physical machine in a private cloud cluster. However, if no physical machine is available on the
private cloud, the framework provisions VM from a public cloud based on a user-deﬁned budget.
Van Den Bossche et al. [26] uses priority queues for scheduling BoT execution on the hybrid cloud. Each job is
associated with a speciﬁc deadline and is added to a queue when it is submitted. A mechanism that periodically scans
the queue and estimates if the jobs can meet their deadlines using a private cluster is developed. If this is not possible,
a job is moved onto a VM with the cheapest VM type.
Kang et al. [27] proposed a framework that minimises the cost of a hybrid cloud for executing BoT job with a
deadline. Tasks are ﬁrst considered to be executed on either private machines or existing cloud VMs since they do not
incur monetary costs. However, if no existing resources are available, then the framework selects the cheapest VM
which can execute the tasks within the deadline.
Duan et al. [28] employs a game theory based scheduling on hybrid clouds. A multi-objective scheduling mecha-
nism in which not only the makespan and monetary cost are minimised, but also the bandwidth and storage limit are
not exceeded is proposed. A K-player cooperative game approach in which the players represent the applications that
share the same private cluster is used. The algorithm aims to assign both private and public resources to each player
so that the makespan and cost are kept to a minimum while the storage and bandwidth constraints are satisﬁed.
Pelaez et al. [29] argue that a scheduling framework should also take into account the variation of task execution
during runtime. Therefore diﬀerent approaches to estimate the task execution time during execution is used to con-
stantly update the scheduling plan. Based on the updated information, tasks are assigned to the cheapest VMs that can
execute the tasks within the deadline by taking into account the variation of task execution time.
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2.2.2. Public Clouds with Spot VMs
Chard et al. [30] employ spot resources to achieve cost savings. An iterative process repeatedly bids for spot VMs
to execute jobs. The maximum bid price is always kept lower than the on-demand resource price. However, if there
is a job that is waiting for more than a predeﬁned amount of time, it will be executed using the cheapest on-demand
VM that can execute a task within the deadline.
2.2.3. Public Clouds with On-demand VMs
There is research that focuses on executing a single BoT application. Oprescu et al. [31] present BaTS which is a
budget-constrained scheduler for executing BoT job on the cloud. The problem is modelled as a Bounded Knapsack
Problem and is solved using dynamic programming. The objective is to identify the number of VMs of each type
for an application so that the total monetary cost does not exceed the budget constraint while not compromising
performance. This research is extended to include the replication of tasks from running VMs onto idle VMs with the
intention of decreasing the overall execution time [32].
Ruiz-Alvarez et al. [33] model the problem of minimising the cost of executing BoT jobs on the cloud using
Integer Linear Programming. The execution of the application is divided into multiple intervals, each of which might
correspond to one billing cycle (for example, one hour). In order to execute all tasks within a deadline, the number of
tasks that are required to be executed within each cycle is estimated. Then the model selects the number of VMs so
that all tasks are executed within the interval.
HoseinyFarahabady et al. [34] focus on the trade-oﬀ between performance and cost in scheduling BoT applications
on the cloud. This trade-oﬀ represents a user’s preference. For instance, a user might want to achieve high performance
while knowing that it would result in a higher monetary cost. For this an algorithm using the Pareto frontier is
employed by distributing tasks onto VMs of diﬀerent types for execution.
Thai et al. [35] proposed a heuristic algorithm for executing a BoT application given either budget or deadline
constraints. A homogeneous environment is iteratively transformed into a heterogeneous environment by replacing
existing VMs of the same type with diﬀerent VM types. The goal again is to reduce either the total cost (if a deadline
constraint is given) or the execution time (if a budget constraint is given) without violating the constraint.
There is also research that considers the execution of multiple BoT applications. Mao et al. [36] propose an
approach to schedule the execution of multiple BoT jobs on the cloud with both deadline and budget constraints. In
this approach, prior knowledge (i.e. the number of tasks of each job that a VM of a certain type could execute within
an hour). The scheduling problem is then modelled as an Integer Programming problem and generates a plan with the
number of VMs of each type that can meet both deadline and budget constraints. Scheduling is performed periodically
at the end of each billing cycle.
Lampe et al. [37] determined the mapping between BoT jobs and VMs so that all jobs can be executed within their
deadlines with a minimum cost. Two diﬀerent approaches are proposed for solving the problem. The ﬁrst approach is
modelled as a Binary Integer Problem and the second approach is based on heuristic algorithms. The latter approach
repeatedly selects the cheapest VM to execute a list of jobs. Based on simulation studies, it is observed that the
approaches require a signiﬁcantly large amount of time to ﬁnd a solution that can reduce the overall costs.
Gutierrez-Garcia et al. [38] presented a policy-based approached for scheduling BoT execution on the cloud.
A portfolio of 14 heuristic algorithms, each of which use a diﬀerent task ordering and resource mapping policy.
Experimental results indicate that the eﬀectiveness of the algorithm depends on the characteristics of the workload.
Zou et al. [39] employ a Particle Swarm Optimisation (PSO) technique to execute multiple BoT jobs with a
deadline on the cloud while minimising the cost. Additional constraints in terms of the number of CPU cores and the
amount of memory each job requires is considered. The traditional PSO technique is compared with a self-adaptive
learning PSO (SLPSO) which has greater chances of ﬁnding either a better local optimal or even a global optimal.
Thai et al. [35] developed a mechanism for scheduling multiple BoT applications given a budget constraint. Multi-
ple homogeneous cloud environments are merged to create a single heterogeneous environment. The size of a cluster
is then reduced by removing VMs from the cluster by reassigning tasks of a VM onto other VMs that have spare
resources. A combination of mathematical optimisation and heuristic algorithms are also used [40]. A complete
optimisation approach is also employed for determining an optimal scheduling plan [41].
OptEx [42] is a scheduling framework built on Apache Spark [43]. The framework does not require prior knowl-
edge regarding the execution time of a job on a VM. Instead, this knowledge is acquired by proﬁling the execution
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of the job to construct a prediction model that estimates a job completion time based on the number of VMs in the
environment. This estimation is used by a Non-linear Programming model to calculate the number of VMs of each
type that are required to execute a job within a deadline. Workload assignment is performed using a built-in Spark
mechanism.
3. Taxonomy
This section identiﬁes common themes, characteristics, requirements, and challenges based on the publications
surveyed in the previous section. This taxonomy is shown in Figure 1 by illustrating diﬀerent characteristics and
categories of a cloud scheduling framework.
The taxonomy is based on the following six themes.
• Functionality (refer Section 3.1): deﬁnes the functionalities that are available in scheduling techniques pro-
posed in literature. The three basic functionalities we identify are methods to (i) select the instance types for
scheduling a cloud cluster, (ii) scale cloud VMs for each instance type, and (iii) allocate workloads to VMs
running in a cloud cluster.
• Requirements (refer Section 3.2): deﬁnes the criteria set out to evaluate the quality of execution - whether it
has been successful or not. We consider constraints, which are the criteria that must be satisﬁed and objectives,
which measure the quality of execution on the cloud.
• Parameter Estimation (refer Section 3.3): deﬁnes the variables that need to be estimated during runtime for
eﬃcient scheduling. These include monetary and performance factors.
• Dynamic Scheduling (refer Section 3.4): deﬁnes the estimation of parameters for re-scheduling the application
since its initial deployment on the cloud. We consider how dynamic scheduling is triggered and how it is
performed in the cloud.
• Solving Methods (refer Section 3.5): deﬁnes the techniques used to obtain a scheduling plan. Given that
a scheduling plan is the solution to an optimisation problem, we identify that exact algorithms and heuristic
algorithms are employed.
• Application Heterogeneity (refer Section 3.6): deﬁnes the techniques for scheduling multiple BoT applica-
tions each of which has diﬀerent requirement and performs diﬀerently.
3.1. Functionality
3.1.1. Overview
The functionality of a scheduling approach deﬁnes what it does, i.e. the action(s) that it performs. There are three
basic functionalities that may be combined to create more sophisticated functionalities:
1. Type selection: involves determining the combination of instance types that are used in the cloud cluster.
Scheduling frameworks must be aware of the diﬀerence in not only prices but also performance across all
instance types.
2. Resource scaling: calculates the number of VMs for each instance type. This functionality directly aﬀects the
incurred monetary costs (as more VMs are added to the cloud cluster for an application, the more expensive it
will be).
3. Workload allocation: functionality assigns workloads to the VMs running in the cloud cluster. The allocation
needs to take into account the performance of a VM, its current state (i.e. knowledge of the workload already
on a VM), and an application’s requirements.
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3.1.2. Literature Analysis
Obviously, type selection is not covered by methodologies that only support a homogeneous cloud cluster, for
example, a cluster where all resources consist of the same VM type. However, a user must decide in advance which
instance type is the most suitable for an application.
The most straightforward method for type selection is to run the application on a few or even all available instance
types in order to determine which instance would be the most suitable (this is suggested by AWS [44]). However,
this method can be not only time-consuming but also expensive, due to the number of available instance types and
applications. Researchers have proposed approaches to ﬁnd the most suitable instance type of a user’s applications.
For instance, Varghese et al. [45] proposed a framework for instance type selection by matching VM performance,
obtained via benchmarking, with an application’s characteristics.
Some researchers have chosen to exclude workload allocation. Since Sidhanta et al. [42] built their OptEx frame-
work on the Spark framework, they relied on the existing built-in mechanisms for workload allocation. On the other
hand, Mao et al. [36] assumed prior knowledge regarding the ﬁxed distribution of task allocations to each VM type.
Finally, other researchers have chosen to describe the required performance of a job as the number of CPU hours and
degree of parallelism, which eliminates the need for workload allocating [20, 21].
The resource selection process, which consists of resource scaling and type selection (if a cloud cluster is het-
erogeneous) can be performed separately from the workload allocation process. More speciﬁcally, the former will
ﬁrst determine the total amount of resources within the cloud cluster, then the latter will assign the workload to each
VM. This approach usually simpliﬁes the scheduling process. For instance, many researchers have adopted a mecha-
nism in which the workload is sequentially assigned to the ﬁrst idle instance [13, 14, 17, 18, 31]. On the other hand,
the research of Thai et al. performed the resource selection ﬁrst and then used diﬀerent mechanisms for workload
allocation [40].
Finally, the majority of the existing work treats resource selection and workload allocation as an interrelated
process [19, 22, 23, 24, 25, 26, 27, 28, 29, 30, 32, 34, 35, 37, 38, 39, 41, 46]. In other words, the decision-making
process must consider not only a number of required resources but also the allocation of the workload onto those
resources. More speciﬁcally, the workload can only be assigned to VMs that are created. Similarly, VMs must only
be created if there will be workload assigned to them. We believe that this is the most demanded requirement for
running an application on the cloud, due to the incurred monetary costs which do not occur in any other cluster
systems like the grid or in-house data centres. As a result, it is necessary to provide users with a framework that
helps them keep track of the cost in order to avoid unnecessary spending. Furthermore, achieving the desired level of
performance is really important for running any type of application. For BoT applications, the desired performance is
normally represented as a deadline. The violation of deadline constraints can lead to undesired consequences for the
user such as ﬁnancial penalties or a customer’s dissatisfaction with the service [47].
3.2. Requirements
3.2.1. Overview
If the functionality of a scheduling approach deﬁnes what it does, its requirements describe why it does what it
does, i.e. its goals. Basically, they are the set of criteria that is used to either determine if the execution of applications
on the cloud is successful or evaluate the quality of the execution. The requirements are set by a user and it is the goal
of any cloud usage optimisation methodology to satisfy those requirements.
3.2.2. Literature Analysis
Requirements can be divided into two categories. Constraints are criteria that must be satisﬁed. Failure to satisfy
those constraints is normally unacceptable. For instance, the research of Thai et al. [35] aimed to satisfy either budget
or deadline constraints. Occasionally, it is possible to violate a constraint given there is no other solution. However,
the violation of such constraint, i.e. soft constraint, should be kept minimal. A constraint is normally represented as a
threshold with a speciﬁc value such as a deadline or budget constraints [14, 36].
On the other hand, objectives are used to measure the quality of an application’s execution on the cloud. For
instance, if cost saving is an objective, the cheaper the execution is the better. An objective is normally represented
as a goal to minimise, or maximise one or more parameters, e.g. minimise the monetary cost. Since using cloud
resources incurs monetary costs, it is necessary for a user to be aware of the cost that he/she has to pay. As a result,
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one of the most common requirements for optimising cloud usage is cost minimisation [13, 17, 19, 22, 25]. On the
other hand, performance maximisation is an objective, which aims to minimise an execution makespan [28, 38]. There
are other more speciﬁc objectives such as the trade-oﬀs between performance and cost [34]. In this research, a user
was asked to provide a numerical value which, represented his/her preferences over cost or performance.
The majority of the existing work considers both constraints and objectives whilst making a scheduling decision.
For instance, some researchers have focused on optimising cloud usage by minimising the monetary cost while sat-
isfying the deadline constraint [18, 20, 21, 26, 27, 29, 33, 37, 39, 40, 41, 42], which aims to achieve the desired
performance with the minimal cost. Researchers [24, 32, 46] have addressed the problem of performance maximi-
sation with a budget constraint with the objective of obtaining with the maximum performance within a budgetary
constraint. Chard et al. aimed to help users to acquire the desired amount of resources with the minimum cost [30].
Finally, Thai et al. [23] deﬁned a requirement, which focused on making a trade-oﬀ between performance and cost.
More speciﬁcally, the authors asked the user to provide a value, which indicated his or her preference of performance
over cost.
3.3. Parameter Estimation
3.3.1. Overview
Execution scheduling is the decision-making process that involves diﬀerent kinds of parameter. The availability of
those factors is crucial since they directly aﬀect the outcome of the scheduling process. For instance, it is impossible
to perform cost minimisation scheduling if the cost of cloud resources is unknown. Some of them are given prior to
the execution, e.g. a number of jobs/tasks, while others are unavailable and required to be retrieved or estimated at
runtime, i.e. parameter estimation.
3.3.2. Literature Analysis
Since a user must pay in order to use cloud resources, the ﬁrst and foremost parameter that he or she needs to
be aware of is the price of cloud resources, i.e. monetary factor. As discussed earlier, there are three popular
pricing schemes for cloud resources: on-demand, spot, and reserved resources. The price of on-demand and reserved
resources is always available. However, spot resource pricing is unknown since it changes over time depending on the
number of bidders and their bidding prices. As a result, some researchers have decided to set a ﬁxed bidding price,
which is lower than the cost of the same amount of on-demand resource.
The performance factor deﬁnes the performance of a speciﬁc application running on a VM instance type. No-
tably, the performance factor is speciﬁc to each unique pair of application and instance type. For instance, task
execution time is the time it takes for a VM to execute one task of an application. By using task execution time,
researchers can have a ﬁne-grained control and view of an execution. As a result, this type of parameter is used by
the majority of the existing research [13, 20, 26, 27, 28, 29, 31, 32, 34, 35, 39, 40, 41, 46]. Other researchers have
used not only the task execution time but also the data transferring time, which denotes the amount of time it takes to
transfer data between private and public clouds [14, 23, 24]. On the other hand, the research of Sidhanta et al. [42]
represented performance in a more coarse-grained way by using job execution time, i.e., makespan.
The performance factor can also be indirectly represented using diﬀerent forms. For instance, some existing work
used resource capacity, i.e. the number of tasks can be executed by each instance type within a billing cycle, as the
performance factor [33, 36]. On the other hand, Chard et al. [30] used the queueing or waiting time to indicate that a
task could not wait to be executed more than a certain amount of time.
Resource demands can also be used to indirectly represent the performance. More precisely, a resource demand
indicates that the desired performance can be achieved if a certain amount of resource is allocated to execute an
application. Resource demand can be represented as the number of VMs required by the application in each billing
cycle and has been used by some researchers as a performance factor [22, 25, 37]. On the other hand, other researchers
have represented a resource demand as the number of VM hours required to execute an application [17, 18, 21].
Most of the time, researchers assume that the performance parameters are available prior to the optimisation
process. However, other researchers have decided not to make this assumption and incorporated the process to estimate
the performance parameters as a part of the optimisation process. For instance, Oprescu et al. [31], Thai et al. [40]
and Hoseinyfarahabady et al. [16] performed a sampling execution, in which a portion of a job was executed on VMs
of all available types in order to estimate the task execution time. On the other hand, Sidhanta et al. [42] estimated
the job execution time using proﬁling techniques.
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3.4. Dynamic Scheduling
3.4.1. Overview
Section 3.3 has presented the parameters used to schedule a BoT application on the cloud based on a given set of
requirements. It is clear that the optimisation decision is made based on the value of those factors. However, these
values can dynamically vary during runtime. As a result, the initial scheduling decision may become obsolete and
inaccurate. In this section, we discuss the reason for parameter variations and how it is handled by the existing work.
The cost of on-demand and reserved resources remain for the most part constant. However, spot instance prices
vary depending on the number of bidders and their bidding prices.
Performance-related parameters can vary during runtime because of one or a combination of the following reasons.
As the task’s execution time is usually an average value, its actual value can be either greater or less than this average
value due to factors such as the input size. Furthermore, since a cloud is running on top of a heterogeneous cluster
consisting of machines of diﬀerent hardware types, it is possible for VMs of the same type to have diﬀerent levels
of performance since they are located on diﬀerent hardware infrastructure [48, 49]. For instance, Ward and Barker
[50] showed that the performance of diﬀerent AWS’s VMs of the same type widely varied up to 29%. Pettijohn et al.
[51] and Chiang et al. [52] also reported such performance variation between VMs on the same type but on diﬀerent
data centres. Moreover, the performance of the same VM can change over time due to the workload of the physical
machine. Leitner and Cito [53] showed that the performance of IO bandwidth on the same instance could ﬂuctuate up
to 30%. Moreover, Netﬂix reported that the performance degradation due to CPU stolen time could be high enough
to make it more cost saving to replace a VM by a new one [54].
In order to eﬀectively scale an application during runtime, a user may expect that resources should be available as
soon as she requests for them. However, in reality, it normally takes a noticeable amount of time for cloud resources
to be made available. This delay referred to as instance start-up time, is common among all cloud providers and
can vary from a few seconds up to a few minutes [55]. If a user does not take instance startup time into account, the
requested resources may be available too late to handle the peak workload.
3.4.2. Literature Analysis
As mentioned in the previous section, there are many reasons, which cause parameter variation. This section
presents dynamic scheduling, which is performed during runtime in order to handle unexpected events that may
result in requirements violation. Our discussion focuses on two aspects of dynamic scheduling: i) how it is triggered
and ii) how it is performed.
The simplest way to trigger dynamic scheduling is to perform it periodically, normally right after the monitoring
process which updates the parameters to reﬂect the current state of the execution [13]. On the other hand, dynamic
scheduling can also be triggered periodically at the end of each billing cycle in order to decide if VMs can be termi-
nated for cost saving purpose [18, 36].
Other researchers have chosen the more speciﬁc trigger. For instance, Bicer et al. [14] proposed to perform
dynamic scheduling when each group of jobs was executed. On the other hand, since Oprescu et al. and Thai
et al. [24, 32] aimed to exploit idle VMs, which have no tasks to execute while still being in the current billing
cycle, to decrease makespan, the authors started the dynamic scheduling process when an idle VM was detected.
Other researchers have proposed to dynamically reschedule when the requirements are predicted to be violated. The
potentially violated requirements can be constraints such as deadline [26, 27, 30, 40, 41] or budget [31]. If spot
instances are used, rescheduling is required in case of unexpected termination [17, 19]. Finally, rescheduling should
be performed when the requirements change [28].
Dynamic scheduling can be performed by simply re-running the optimisation process given the updated param-
eters [13, 14, 17, 18, 27, 28, 31, 36]. However, since it can be time-consuming to perform the whole optimisation
process again, there are other, simpler approaches. For instance, some researchers have focused on re-allocating tasks
between VMs in order to improve performance [24, 32, 40, 41] while others have proposed approaches to dynamically
resize the cluster at runtime [19, 26, 30].
3.5. Solving Methods
3.5.1. Overview
Scheduling the execution of BoT job(s) on the cloud is an optimisation problem whose solution, which is typically
called scheduling plan, can be found by using the solving methods. Although there are a number of solving methods,
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they can be grouped into two main categories: the ﬁrst is exact algorithms which aim to ﬁnd the optimal solution
to the problem, i.e. the best scheduling plan possible. The second type of solving methods is heuristic algorithms
whose solution may be sub-optimal but can be found quickly.
3.5.2. Literature Analysis
The approach of using exact algorithm is proposed in the literature. The scheduling problem is represented as a
mathematical model and then solved using an existing solver to ﬁnd the optimal solution [12].
The popular approach is using Linear Programming, in which a set of linear formulas are used to model the
problem [18]. Integer Linear Programming is another choice which requires all decision variable to be integers [13, 33,
36, 40, 41], or Binary Integer Programming in which the decision variables are binary values (either one or zero) [37].
Other exact algorithms that are reported in the literature include Non-Linear Convex Optimisation Problem [42] and
Integer Quadratic Programming [41].
Exact algorithms guarantee an optimal solution. However, they require a signiﬁcant amount of time to solve and
obtain a scheduling plan. Therefore, these are not suitable for a real-time system in which a decision must be made in
a timely manner.
Researchers have adopted the heuristic algorithm approach to reduce the time taken by an exact algorithm. Heuris-
tic algorithms aim to ﬁnd a solution in a relatively shorter amount of time but do not guarantee global optimality. For
generating scheduling plans there may be little diﬀerence between local and global optimal solutions.
One of the simplest heuristic approaches is the greedy algorithm which makes the best decision possible given
knowledge of the current state. For instance, scheduling algorithms that iteratively select the cheapest instance type
during each iteration have been proposed [26, 27, 29, 30]. Greedy algorithms which select the best solution given the
current states of multiple criteria are proposed [23, 24, 25, 35, 46].
Heuristic algorithms can incorporate rule-based approaches in which the scheduling decision is based on a set of
pre-deﬁned rules. For instance, Gutierrez-Garcia et al. [38] use a set of rules deﬁning the order and allocation of tasks
to VMs. Other research use rules to acquire resources for achieving the desired performance [14, 19, 20, 22].
Another heuristic algorithm is based on dynamic programming, which breaks the scheduling problem into smaller
sub-problems [21, 31, 32]. Meta-heuristic approaches, such as Particle Swarm Optimisation, is a general purpose
approach which is employed in this space [39].
Custom heuristic algorithms are also employed. For instance, Yi et al. [17] use approximation techniques to predict
the termination time of spot VMs. The scheduling algorithm of Duan et al. [28] is based on the game theory approach.
The cloud bursting approach proposed by HoseinyFarahabady et al. [34] uses the concept of Pareto optimality.
Thai et al. [40, 41] employ a hybrid approach in which an exact algorithm solves diﬀerent parts of the scheduling
problem. Then, the sub-solutions are combined using a heuristic algorithm to produce a complete scheduling plan.
3.6. Application Heterogeneity
3.6.1. Overview
Application heterogeneity indicates the variety of applications to be scheduled for execution on the cloud. In
other words, methodologies that do not support application heterogeneity are only able to schedule a single appli-
cation. On the other hand, application heterogeneity is supported when multiple BoT applications are scheduled at
the same time. Which means that the cloud cluster is shared between multiple applications, each of which performs
diﬀerently, e.g. has a diﬀerent task execution time, on the same hardware speciﬁcation. Supporting application het-
erogeneity is challenging since each application prefers a diﬀerent VM type. For example, a computation-intensive
application prefers a CPU-optimised machine to a memory-optimised instance. As a result, a scheduling mecha-
nism must take into account instance type preferences of all applications in order to select a suitable combination of
resource types in a cloud cluster.
3.6.2. Literature Analysis
Some researchers have supported application heterogeneity by splitting a cluster into smaller sub-clusters, each
of which executes only one application [20, 26, 30]. In other words, there is no resource sharing between jobs, i.e.
each VM only executes tasks of one job. However, this approach is ineﬃcient since it limits the ﬂexibility of a cloud
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cluster. For instance, if only a few tasks of a job are assigned to a VM, it would be wasteful to not use that VM to
execute tasks of other jobs.
Resource sharing between applications has been investigated by other researchers. The simplest approach is to
predeﬁne the distribution of jobs on each instance type, as adopted by Mao et al. [36]. Alternative approaches have
been proposed, which assign a group of jobs, instead of just a single one, to be executed on a sub-cluster [21, 34].
The authors have developed mechanisms which create a group of jobs so that the resource wastefulness in each sub-
cluster can be minimised. Finally, the most complicated but also most eﬃcient approach is to assign all jobs to all
instances without predeﬁned task distribution or job grouping [22, 25, 27, 28, 29, 35, 37, 38, 39, 40, 41, 46]. This
approach results in a workload assignment in which each VM receives a diﬀerent task distribution. As a result, it
can potentially maximise resource eﬃciency. However, this approach is challenging since it may have to consider
countless possibilities of workload allocation between jobs and VMs.
4. Discussion
Based on the survey of existing work presented in Section 2 and the taxonomy developed in Section 3, this section
will summarise the current trends in this research area. Further, we propose research directions that will improve the
usage of cloud resources.
4.1. Current Trends
Table 1 summarises all methods reviewed in this paper and categorises them using our proposed taxonomy.
Functionality: Resource scaling is a key feature that is supported by all research. It is noted that type selection can
only be obtained on frameworks that support heterogeneous cloud environments. The majority of existing research
supports workload allocation since it provides ﬁne-grained control over task distribution between jobs and VMs.
• Requirements: performance constraints (for example, deadline constraint) with cost objectives (for example,
cost minimisation) is the most popular requirement. This is because a desirable level of performance needs
to be achieved while being aware of the monetary costs incurred in real time. This is unique to using cloud
resources for executing an application in contrast to grids or in-house clusters.
• Dynamic Scheduling: less than half of the surveyed research publications support dynamic scheduling. For the
sake of simplicity, a number of publications assume that the performance of cloud computing resources remains
unchanged during execution. However, this assumption does not hold for real clouds and when heterogeneous
resources are used.
• Parameter Estimation: only four papers we surveyed oﬀer any support for parameter estimation. This reﬂects
the common belief that the necessary parameters can be obtained prior to executing a job. However, obtaining
this information prior to execution is not always feasible given that the environment is usually shared between
a number of users.
• Solving Method: the majority of research adopts a heuristic approach since it provides a solution faster than
alternative approaches, such as exact algorithms. Approaches that are required for real-time systems need to
converge on a scheduling plan as quickly as possible. Although exact algorithms are guaranteed to ﬁnd an
optimal solution, they are not widely used since they are time-consuming. We found that exact algorithms are
adopted in only seven research papers we surveyed.
• Application Heterogeneity: the vast majority of existing research supports application heterogeneity - schedul-
ing the execution of multiple applications that perform diﬀerently on the same type of VM. This reﬂects the
characteristic of cloud environments that can be shared between diﬀerent users with a wide range of applica-
tions.
Based on Table 1, we summarise the current trends in optimising the use of cloud resources as follows:
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• Supporting heterogeneous cloud environments: cloud computing environments need to be ﬂexible in accom-
modating multiple applications with diverse needs by supporting VMs with diﬀerent hardware speciﬁcation.
Therefore, cloud environments are supporting VMs of diﬀerent instance types.
• Minimising monetary cost while ensuring the desired performance: monetary costs is one of the most
important concerns for cloud users. Hence, there is research to produce scheduling plans that keep the cost as
low as possible without sacriﬁcing the desired quality of service.
• Handling unexpected events at runtime: in any large scale and real-time system, unexpected events, such as
missing information or performance variation during runtime, occur inevitably. Hence, mechanisms are put in
place to detect and handle such events in order to prevent, or at least minimise their impact.
• Using heuristic algorithms: heuristic algorithms are popularly used for optimising resources for the execution
of BoT applications. This is because they can produce timely results although there is a trade-oﬀ against the
optimality of solutions obtained.
4.2. Future Directions
We present the following three avenues as directions for future research to bring the area of optimising cloud usage
for executing BoT applications to maturity and to develop next-generation cloud computing systems.
• Heterogeneous Physical Architecture Awareness: performance variation can be caused by the heterogeneity
of the underlying hardware in the cloud. Currently, one practical solution that is used to mitigate this at the
middleware level, includes dynamic scheduling for reassigning tasks between VMs. The next step will be to
incorporate ﬂexible mechanisms in scheduling that selects resources instead of diﬀerent instance types by de-
termining the underlying hardware suitable for executing an application. For instance, Ou et al. [49] propose
an approach which achieves performance improvements without resulting in any additional cost by probabilis-
tically selecting VMs with better performance.
• Cross Cloud Scheduling: mature research in optimisation of cloud usage focuses on using only one cloud
provider. In order to avoid vendor lock-in, there are mechanisms that allow for deployment of applications
across multiple providers (for example [56]). This creates a more ﬂexible environment in which users can ac-
tively select the most cost-eﬀective cloud to run their application. However, increasing the number of cloud
providers consequently increases the number of options that the scheduling process must consider, which sig-
niﬁcantly expands the search space. This also requires scheduling frameworks that are not provider-speciﬁc,
but are compatible with diﬀerent standards of multiple providers.
• Performance Prediction: parameter estimation should receive more attention from the research community.
There should be more focus on performance prediction rather than simply sampling applications. This will re-
duce the overheads in creating new VMs and improving the accuracy of estimation. Predicting the performance
of an application can be challenging since it requires sophisticated proﬁling techniques to analyse an application
statically or dynamically.
• Optimising the Usage of Reserved Instances: it is obvious that there is a lack of existing research in this
area on reserved instances. More speciﬁcally, only 2 out of the 31 selected publications focused on the pricing
scheme corresponding to reserved instances. This is perhaps due to the commitment (for example, for 1 to 3
years) of reserving resources upfront. However, we believe that this avenue should not be ignored, given that
many middle and large organisations are moving their operations to the cloud (for instance, most of the Netﬂix
streaming service is hosted via the AWS cloud and it would not be diﬃcult for such a service to commit to the
utilisation of cloud resources).
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5. Conclusions
Cloud computing provides a ﬂexible environment to execute BoT applications, by oﬀering on-demand resources,
which can be seamlessly provisioned at runtime. However, to use cloud computing resources eﬀectively requires
scheduling approaches that consider not only the requirements of the users but also the performance of the applica-
tions.
In this survey, we have reviewed the existing publications in optimising cloud usage for executing BoT applica-
tions. From this review, we constructed a taxonomy describing diﬀerent aspects and characteristics of this research
area, such that frameworks can be compared against one another. By applying the proposed taxonomy to existing re-
search, we inferred that the current research trend is to build heterogeneous and ﬂexible cloud clusters that (i) achieve
the desired quality of service with minimum costs and (ii) handle unexpected events occurring during execution. To
conclude we suggest future research directions, in order to improve the quality of cloud usage and addresses the
challenges arising in real-world scenarios.
This survey is far from providing a complete view of cloud usage optimisation. For future work, we are planning
to survey existing research for other types of application besides BoT, such as workﬂow [57], MapReduce [6] and
user-facing [58, 59] applications.
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