Although 101-point feeling thermometer questions are frequently used in population surveys and political polls, the measurement error associated with this question type has raised some concerns. One challenge of using this type of question arises from the tendency for respondents to round their answers. That is, rather than providing a precise answer, respondents provide an answer that is divisible by 5 which on at least some occasions is rounded up or down from a more precise (unrounded) value. Several national surveys currently use an open-ended numeric text input format for the feeling thermometer questions, which may exacerbate the response rounding. This study presents findings from two Web survey experiments that examine six formats of 101-point rating scales. The findings show that visual analog scales (VAS) result in fewer rounded answers than open-ended numeric text input, while item nonresponse rates are similar across these questions types. Also, responding to VAS tends to be easier than open-ended format. This study concludes by discussing the application of VAS for feeling thermometer questions and future research directions.
Introduction
The rating scale is probably the most popular form of survey question. It is widely used to measure one's attitudes and opinions toward a statement, an object, a person, or a social group. The length of rating scale can range from as few as 3 to as many as 101 points (Krosnick & Presser, 2010) . On intuitive grounds, selecting a response from a 101-point scale is likely to involve qualitatively different processes than selecting a response from a 10-or 5-point scale: respondents are likely to interpret each increment on a shorter scale as representing a category or range of values on the underlying dimension e unlikely to be the case for a 101-point scale e and 10 or 15 options are likely to be more discernible e each one may be verbally labeled e than 101 options (Krosnick & Presser, 2010 ). In the current study, we focus on the 101-point rating scale, and explore the measurement error introduced by several designs for presenting 101 response options.
101-point rating scales are often used in two types of survey questions. First, they are used in a special type of question called a "feeling thermometer". A feeling thermometer typically ranges from 0 to 100 where 0 represents very cold and unfavorable feeling and 100 represents very warm and favorable feeling. Respondents are asked to choose one of the numbers to indicate their feelings toward a political figure or a social group. The second type of 101-point rating scale is used to elicit respondents' predictions about the probability that some event will occur in the future. For example, respondents are asked to give a number from 0 to 100 to indicate the percent chance that they will live to be 75 years old or more.
One challenge of using this type of question arises from the tendency for respondents to round their answers. In particular, responses to the 101-point rating scale are often divisible by 5 which on at least some occasions is rounded up or down from a more precise (unrounded) value (Liu & Wang, 2015) . This phenomenon is also known as "response heaping" because of the peaks in the response distributions around these rounded or prototypical values (e.g., Huttenlocher, Hedges, & Bradburn, 1990) . Rounding is a prevalent phenomenon for 101-point rating scales. For example, our analysis shows that, in the 2012 Health and Retirement Study, on average, 81.7% of the responses to the 25 expectation questions are rounded answers. For another example, in the 2012 American National Election Studies (ANES), the lowest rounding rate across the 45 feeling thermometer questions is 95%. From the survey satisficing perspective (Krosnick, 1991) , rounding is a function of respondent's ability, motivation, and task difficulty. When respondents are unwilling or unable to precisely answer a question requiring a numerical response, such as a 101-point rating scale item, they are likely to provide a rounded answer as a good enough yet not optimal response. Rounded answers provide respondents an easy way out as they are not as accurate as other non-rounded answers, which indicate more careful and conscientious responses, but still likely to be in the general neighborhood of the actual value.
Many flagship national surveys, such as ANES, are moving toward Web data collection. While it is common to require online respondents to enter a number from the keypad when answering questions with 101-point scales, an alternative format is the visual analog scale (VAS). The VAS generally displays all 101 points horizontally and, when it is implemented online, respondents register their answers by moving a slider to the desired value and selecting the value with the pointing device, e.g., by clicking the mouse. The literature on the VAS is somewhat mixed, with many findings that are not promising when measurement with the VAS is compared to other rating scale formats. Some research examines the usability of the VAS in computer-assisted interviews. For example, Brophy et al. (2004) compared 10 VAS items presented both in Web and paper and pencil surveys (respondents generally circle the intended response in VAS items in paper and pencil questionnaires) and find few differences between the response distributions. However, Web respondents rated the VAS to be easier to respond to than paper and pencil respondents. In another study, Jamison, Fanciullo, and Baird (2004) find that the 101-point VAS can reliably assess the intensity of chronic body pain. However, both studies only examine one type of VAS without comparing the VAS to other scale formats, which makes it difficult to evaluate the advantages of VAS in comparison to other question formats.
Other studies compare the VAS to different designs of rating scales, like radio buttons, or different variations of VAS designs and they generally conclude that VAS has no measurement advantages over other rating scales formats. For example, Cook, Heath, Thompson, and Thompson (2001) compare a 9-point radio button scale to three variations of VASs, specifically 5-point, 9-point, and 100-point scales, and find that although 100-point VAS has higher reliability than 5-point and 9-point VASs, it is less reliable than the radio buttons. In a 2 by 2 experiment, Funke, Reips, and Thomas (2011) cross the question format (7-point VAS versus 7-point radio button) with the visual display direction (horizontal versus vertical). They report that compared to radio buttons, the VASs result in higher break-off rates and longer response times, and the problem is particularly prevalent among lower educated respondents. However, they do not detect any reliable difference between the two orientations of the scales. Kreindler, Levitt, Woolridge, and Lumsden (2003) vary the line length (4 cm vs. 10 cm) of the VAS and find no significant loss of response precision in the shorter VAS compared to the longer one. Finally, Bayer and Thomas (2004) compare VAS and radio button scales and find no substantial difference in terms of validity between these two question formats, although the VAS takes longer than radio button scales for respondents to complete.
VAS is also widely used in clinical studies to measure selfreport pain (Hjermstad et al., 2011) . In those studies, VAS is a line with only endpoint verbally labeled and with no demarcations along the length of the line. The patients are instructed to draw a tick mark on the line or drag a slider bar to indicate the level of pain (Bijur, Silver, & Gallagher, 2001; Gallagher, Liebman, & Bijur, 2001; Jensen, 2003) . Studies have compared VAS with other pain scales, including verbal rating scale (VRS) and numeric rating scale (NRS), and they find that the reliability as well as validity are similar across the different scale types (Ferreira-Valente, Pais-Ribeiro, & Jensen, 2011; Lara-Muñoz, de Leon, Feinstein, Puente, & Wells, 2004) . The VAS tested in this study is a hybrid version of VAS, VRS and NRS in the pain literature as some variations include a line, verbal labels, numeric labels, and/or tick marks (this will become clearer in what follows).
One limitation of these aforementioned studies is that they compare short rating scales, such as 7-or 9-point scale, between different designs. No effort is made to examine the 101-point rating scales. One exception is the study by Couper, Tourangeau, Conrad, and Singer (2006) , in which they compare two types of 0-to-100 VASdwith or without numeric feedback (in which the value at the slider's current position is continuously displayed while the slider is moved) dwith radio buttons and numeric text input questions. In their study, VASs were found to have significantly higher breakoff rates and item nonresponse than radio button and numeric text input. Also, when numeric feedback is provided for the VAS, the proportion of rounded answers is higher than the VAS without feedback. The limitation of their study, however, is that the latter two types of questions, namely radio button and numeric text input, have only 20 or 21 categories, such that a direct comparison between these and VASs cannot be made.
In this study, we report two experiments that test six types of 0-to-100 response scales. The main goal is to determine which types of scale yields more precise answers and has lower response difficulty. The proportion of rounded answers is taken as an indicator of data quality. A higher proportion of rounded answers is treated as less precise and hence of lower data quality, in comparison to a lower proportion of rounded answers. Response difficulty is operationalized through the response latency and respondent's subjective rating of task difficulty. The response latency is a more objective measure of task difficulty, as more difficult tasks typically requires more time to complete, including survey tasks. In addition, respondents' were also asked how difficult they felt the survey was. This is a more direct albeit subjective measure of difficulty. It can supplement response latency and help compensate for its measurement deficiencies, as a longer response time may be the consequence of other factors unrelated to the survey per se, such as multitasking. Item nonresponse rate is another data quality indicator that has been used frequently in the literature. At least two factors are related to item nonresponse. One of them is the sensitivity of the information asked about in a survey question: respondents' confidentiality and privacy concerns can dissuade them from providing such information. Another factor is the difficulty of answering the survey question. If too difficult, respondents will be more likely to minimize their effort by saying "don't know". A related factor is the respondent's motivation. Item nonresponse is most likely to happen when a question is difficult to answer and the respondent is not sufficiently motivated to produce a reasonable answer. In the current research, question sensitivity is unlikely to affect item nonresponse to a major extent because (1) the questions are not sensitive, and (2) data collection is self-administered (via a Web survey) so there is no interviewer present whose reactions might inhibit candid responding. Thus, we think that item nonresponse is more likely to be an indicator of task difficulty than question sensitivity. Therefore, higher levels of item nonresponse indicates higher levels of task difficulty and poorer data quality.
In the following, we report the findings from two Web survey experiments, one conducted through a probability based Web panel and one through a non-probability based sample. In both experiments, we test six conditions, including four variations of VAS, a drop-down menu, and an open-ended numeric text box. Both experiment 1 and 2 were reviewed and approved by the University of Michigan Health Sciences and Behavioral Sciences Institutional Review Boards.
Experiment 1

Sample
Experiment 1 was conducted as part of Time-Sharing Experiments for the Social Sciences (TESS), a research platform, funded by the National Science Foundation, which enables researchers to conduct online experiments free of charge with a large and representative sample (http://www.tessexperiments.org/). Researchers propose experiments and the selected proposals are implemented in an omnibus survey in a given wave of TESS. The participants in TESS experiments are members of the GfK KnowledgePanel, a probability Web panel that represents the general U.S. population. The panel members were recruited by dual-frame samplingda combination of random-digit-dialing and addressbased sampling. Once a household is selected, all members in the household are enumerated and GfK attempts to recruit all members who are 13 years or older.
The survey in which the current experiment was embedded in was fielded from September 23 to October 8, 2014. Some 3555 KnowledgePanel members were randomly selected for this survey and 2106 completed it, resulting a 59.2% completion rate.
Design of experiment
This study included five experimental conditions and one control group. In general, the five experimental conditions illustrated the fineness of the 0-to-100 scales and encouraged respondents to provide refined answers (See Appendix for screen shots).
Experimental condition 1 e VAS: Numerical Feedback, End Labels Only: Respondents in this condition were provided with a VAS that displayed dynamic numeric feedback, i.e., the position of the slider (o to 100) was displayed moment by moment, so changed as it was moved in real time. The VAS had no numeric labels. Only the two endpoints were given appropriate verbal labels (i.e., "very cold and unfavorable feeling" or "very warm and favorable feeling"). The respondents were instructed to drag a slider bar to the location that indicates his or her attitude or opinion.
Experimental condition 2 e VAS: No Numerical Feedback, End Labels Only: This did not provide feedback about the slider position as in the previous one, but was otherwise identical.
Experimental condition 3 e VAS: Numerical Feedback, Labeled at Regular Intervals: The VAS ranged from 0 to 100, with verbal labels on the two endpoints. Numeric labels with multiples of 5 and 10 were also provided on the VAS. The numeric feedback was the same as in experimental condition 1.
Experimental condition 4 e VAS: No Feedback, Labeled at Regular Intervals: The VAS was identical to the one in experimental condition 3 with one alteration: no dynamic numeric feedback was provided to the respondents as they moved the sliders.
Respondents in all four VAS conditions receive the following instruction:
We would like to get your feelings toward three groups of people using something we call the feeling thermometer. The slider bar on each of the following pages is arranged so that the LEFT end represents 0 degrees (very cold or unfavorable feeling) and the RIGHT end represents 100 degrees (very warm or favorable feeling). If you didn't feel particularly warm or cold toward a group, you would rate it at the 50-degree mark.
Experimental condition 5 e Drop-Down Menu: A drop-down menu was provided for each question, ranging from 0 to 100, with verbal labels for the top and bottom two options only. Respondents in this condition received the following instruction:
We would like to get your feelings toward three groups of people using something we call the feeling thermometer. The drop-down menu on each of the following pages is arranged so that the TOP represents 0 degrees (very cold or unfavorable feeling) and the BOTTOM represents 100 degrees (very warm or favorable feeling). If you didn't feel particularly warm or cold toward a group, you would rate it at the 50-degree mark.
Experimental condition 6 (control condition) e Text Entry: In this condition, a text box was provided after each question and the respondent was instructed to give a number from 0 to 100 to describe his or her attitude or opinion. Respondents in this condition received the following instruction:
We would like to get your feelings toward three groups of people using something we call the feeling thermometer. For each group, please give us a number from 0 to 100 where 0 represents very cold or unfavorable feeling and 100 represents very warm or favorable feeling. If you didn't feel particularly warm or cold toward a group, you would rate it at the 50-degree mark.
The respondents' demographic distributions, including gender, age, race and ethnicity, education level, and household income, were computed and compared across experimental conditions (see Table 1 ). None of them differ significantly across experimental conditions, which indicates the random assignment was successful. The data that were analyzed were all unweighted because the purpose of this study is to seek internal validity of the experiment rather than making inference to the general population.
Questionnaire
Three questions were asked in this experiment: feeling thermometer questions about blacks, whites, and Hispanics. These questions were adapted from the ANES.
Result
In this section, we begin by presenting the means of the substantive responses for each question for each experimental condition. As the top part of Table 2 shows, the ANOVA tests for the means for all three questions, including feelings toward black (F ¼ 11.8, p < .0001), white (F ¼ 5.7, p < .0001), and Hispanic (F ¼ 6.99, p < .0001), are all significantly different across experimental conditions, indicating that the responses are not entirely comparable. The Bonferroni tests indicate that the means for the drop-down menu are significantly lower than the other five conditions. The means for the four VAS conditions are not different from each other.
One critical measurement error that this experiment was designed to measure is response rounding. We calculate the percentages of responses that rounded at the integers of 5 for each of the three questions and compare them across six designs of the feeling thermometer questions. As the middle part of Table 2 shows, the ANOVAs for rounding across the six formats are significant for the blacks (F ¼ 58.35, p < .0001), whites (F ¼ 51.18, p < .0001), and Hispanics (F ¼ 51.32, p < .0001) questions, which means that different designs result in different patterns of response rounding. Specifically, numeric text inputdthe format that is most frequently used in major national surveys like the ANESdproduces the largest proportion of rounded answers, followed by the dropdown menu. The two conditions of VAS with numeric labels reveal intermediate levels of rounding, while the two conditions of VAS without numeric labels produce the least amount of rounded answers. The presence or absence of the numeric feedback does not impact the amount of rounded answers.
Lastly, the item nonresponses to the three questions were compared across the six experimental conditions. The bottom panel of Table 2 shows that the item nonresponse rates are quite low for all three questions in each condition, and no significant difference was detected across experimental conditions, which suggests that the VAS, drop-down, and numeric text input question types are equally difficult (or, give the uniformly low levels of item nonresponse, "easy") for respondents to use. The usability of VAS does not reduce respondents' motivation to respond, in comparison to the more conventional numeric text input format.
Experiment 2
Sample
One limitation of experiment 1 is the small number of items examined. To test whether the findings in experiment 1 can be generalized to other questions, we replicated the experiment using Amazon Mechanical Turk (MTurk), an online, crowdsourcing labor market for many tasks including survey response. We posted the survey request (also known as human intelligent task [HIT]) on the website between November 4 and 6, 2014. Anyone with an MTurk account could view and accept this HIT. The "workers" who accepted the HIT were instructed to click on the survey web link and were redirected to a Qualtrics website on which they completed the survey experiment. Upon completion, the respondents were paid $0.35 (typical for many HITs). A total of 796 respondents completed this experiment. Given the nonprobability nature of the sample, we cannot compute the response rate (for more information on MTurk, please see Buhrmester, Kwang, and Gosling (2011); Mason and Suri (2012) ; Paolacci, Chandler, and Ipeirotis (2010) .)
The experimental conditions and survey instructions are identical to those of experiment 1. Respondents were randomly assigned to one of the six conditions. Their demographics are compared across six conditions (Table 3 ) and no significant difference is observed.
Questionnaire
The experiment asks 11 feeling thermometer questions including the three questions used in experiment 1. In addition, it asks for feelings toward another eight groups of people and political organizations, which are Asian Americans, the Democratic party, the Republican party, the Federal government in Washington, middle class people, the poor, the rich, and illegal immigrants. All of these questions are adapted from the ANES.
Results
Similar to experiment 1, we start by examining the distribution of the substantive responses to the 11 questions (Table 4 ). The means of the questions asking for feelings toward middle class people (F ¼ 3.49, p ¼ .004), poor people (F ¼ 3.05, p ¼ .009, and the rich (F ¼ 3.17, p ¼ .007) are significantly different across experimental conditions. The Bonferroni tests show that the numeric text format elicits the most favorable feelings while VAS with no numeric label and no feedback produces the least favorable feelings. The feelings from the numeric labeled VAS, both with and without numeric feedback, fall somewhere in between.
For response rounding, we detect different patterns across the six experimental conditions for all 11 questions. Specifically, similar to experiment 1, the numeric text input questions consistently produce the most rounded answers. Over 95% of the answers are rounded in this condition. Curiously, the drop-down menu reveals the least rounded answers across all questions (less than 10%), although it elicits the second to the most rounded answers in experiment 1. The non-labeled VAS without feedback has the second to the least rounded answers for all questions. For the other three conditions, the patterns are somewhat different across items, although the non-labeled VAS with feedback tended to elicit less response rounding than the two versions of labeled VAS.
There is even less item nonresponse in experiment 2 than experiment 1 and there is no significant difference across experimental conditions for any questions. The item nonresponse rate is lower than 2 percent for all but one item. Also, in general the four VAS conditions have minimum item nonresponse.
In experiment 2, we captured the response time for each question under all six conditions to use as a proxy indicator for task difficulty. The response time for the first question (i.e., white feeling thermometer) is substantially longer than other questions because a brief introduction to the feeling thermometer is provided on the same webpage. The analysis shows significant response time differences for Hispanics (F ¼ 3.77, p ¼ .002), the Democratic party (F ¼ 12.07, p < .0001), the middle class (F ¼ 2.36, p ¼ .038), rich people (F ¼ 6.73, p < .0001), and illegal immigrant (F ¼ 9.22, p < .0001). In particular, the response time for the drop-down is the longest for these five questions, followed by the open numeric input question. The response time for the other four VAS designs do not differ from each other in a reliable or meaningful way.
At the end of the survey, we collected the subjective task difficulty by directly asking the respondents to rate the difficulty of the survey on a four-point scale from very easy, somewhat easy, somewhat difficult, to very difficult. Very few respondents choose the very difficult option so we combine it with the somewhat difficult option and labeled them as difficult in the analysis. Under each condition, most of the respondents reported that the survey task was very easy while the percent who found the task to be difficult was in the single digits. The difference, however, is not significant (¼14.53, p ¼ .15).
Discussion
This study sets out to experimentally examine the data quality and task difficulty of six versions of 101-point rating scales in two online Web surveys. The first experiment is conducted using GfK's Knowledgepanel, a national probability Web panel in the U.S. The second experiment is implemented in Amazon Mechanical Turk, an online crow-sourcing service. Although these two survey experiments target respondents from different sources, there are several consistent findings across the experiments. First, the two experiments consistently demonstrate differential response rounding rates across different versions of 101-point rating scales. Specifically, the question design that asks for numeric text input, i.e., respondents type in their answers, consistently elicited the highest amount of rounded answers. In both experiments, over ninety percent of the responses from this condition are rounded and no other group is even close to this proportion of rounded answers. The amount of rounded answers elicited by our text input design is inline with what we observe in several existing national probability surveys, such as American National Election Studies (about 95%) and Health and Retirement Study (about 82%), which ask 101-point rating scales in a numeric text input format. The high proportion of rounded answers suggests low precision in the answers provided in response to this question format, and it justifies our effort to search for other ways to ask 101-point rating scales. As (Tourangeau, Rips, & Rasinski, 2000, p. 254) suggest, "respondents are likely to attempt to make the task of reporting their answer as easy as they can". When asked for a numeric answer, providing a prototypical value, or rounded answer, is arguably less cognitively challenging than providing a precise answer (Conrad, Brown, & Cashman, 1998) .
Responding to an open-ended numeric text input question is more difficult than moving a slider to a point on the scale that feels right. Thus, more response rounding is observed in the open-ended condition than the VAS conditions. With the adoption of technology and transition to Web data collection, it becomes quite practical to replace the open-ended numeric input design with a VAS design.
In both experiments, the proportions of rounded answer are lower in the VAS than numeric text input questions. Across the four versions of VAS and all the items, the proportions of rounded answers decreases to about 60% or less. Among them, the VAS designs without numeric labels (only end points are labeled) and dynamic feedback consistently produce fewer rounded answers than the other three variations of VAS. Also, the two versions of VAS without numeric labels tend to evoke fewer rounded answers than VAS with numeric labels. The presence or absence of the numeric feedback does not exert much impact on the endorsement of rounded answers. These findings serve as strong evidence that the VAS leads to superior measurement quality compared to text input question for 101-point rating scales.
The 0e100 drop-down menu shows a inconsistent pattern in terms of response rounding between these two experiments. In the TESS experiment, the dropdown menu produced the second to most rounding whereas in the MTurk experiment the percentages are in the single digits, ranking the lowest among the experimental groups. The response time for this question type in the MTurk experiment tends to be the longest among all conditions, which may suggests that respondents paid more attention to the questions and thus provided more precise answers. Also, for all question types, the percent of rounded answers tends to be lower in the MTurk experiment than the TESS experiment. This may due to the fact that MTurk respondents won't get paid unless the researchers authorize the payment where Knowledge Network respondents get paid just for completing the survey. Therefore, MTurk respondents are more motivated to do a conscientious job than TESS respondents. Why this leads to even less rounding with the drop-down than VAS format is still a mystery but the sample seems likely to be part of the explanation. However, this inconsistent finding certainly calls for replication in order to figure out reason for such huge difference. Future study should also explore the 100e0 dropdown menu in order to test whether this pattern replicates. Item nonresponse is another data quality indicator in this study. In experiment 1 the item nonresponse rates are very low for all six conditions and they do not differ from each other. In experiment 2, the item nonresponse rates are negligible. It suggests that the data quality among the different question formats, when measured by item nonresponse, do not differ in any reliable way. We take this finding as evidence that respondents do not find the VAS to be any more difficult to respond to than the other design. That is, the usability of the VAS d moving a slider with a pointing device d will not compromise data quality; respondents seem quite capable of using the VAS interface.
Task difficulty is also measured through both response times and the respondents' subjective ratings. As for response times, the differences are primarily due to slower times for the drop-down and open-ended numeric text input formats than the four alternatives of VAS, which have very similar response times. As for the subjective task difficulty rating, there is no significant difference across the six designs of rating scales. These findings suggest that the improved measurement accuracy of VAS does not come at the cost of increased difficulty.
There are still several questions that we cannot answer through this study. First, do respondents react differently to the different VAS designs? Although the VAS approach general leads to fewer rounded answers, there are some differences in rounding among the different designs of VAS, in particular labeling values divisible by five seems to increase rounding. Future studies should explore how to use labeling to help respondents rather than discourage them from fully considering their answers. Tracking respondent's eye movement and mouse movement will tell us whether respondents pay attention to those visual designs and if so, how their responses might be affected by those design features. Second, this study measures data quality through two indicators, namely rounding and item nonresponse. We are not able to test data quality through more direct measures, such as validity and reliability. Future research should evaluate VAS designs using an array of quality measures, including, for example, multitraitmultimethod approach (Saris, Satorra, & Coenders, 2004) . Third, numeric feedback does not seem to have much impact to the responses to VAS. This was surprising as dynamic numerical feedback allows respondents to be sure exactly where they have positioned the slider, particularly important when their answers are not rounded. In both experiments, the feedback is placed to the right of the VAS. A different placement of the feedback, such as above or beneath the VAS and different font of the feedback may affect the respondent's attention to the feedback and hence affect measurement quality. Fourth, the devices for survey response may interact with the VAS design. For example, it is probably more challenging for respondents to respond to the VAS using a smartphone than a laptop. Depending on the width of the VAS and the screen size of the smartphone, a VAS probably will require the respondents to orient their phone horizontally to view the whole VAS. Unfortunately, our experiments do not capture paradata like device type or screen size. Future research should examine the usability and measurement of VAS in different devices. Last but not least, as introduced at the beginning, the VAS design in this study differ slightly from the pain literature (Hjermstad et al., 2011) . Therefore, cautious needs to be taken when comparing results between the current findings and those from the literature.
Although the existing literature on VAS shows no compelling reason for using VAS, the current study demonstrates clear measurement advantage of VAS over numeric text input formatdthe current practicedwhen asking 101-point rating scale. The reduction in the number of rounded answers, in combination with fairly consistent mean estimates, shortened response latency, and no clear effect on subjective task difficulty, all point toward adopting VAS designs for asking 101-point questions in surveys.
