The rainfall-runoff relationship is one of the most complex hydrological phenomena. In recent years, hydrologists have successfully applied backpropagation neural network as a tool to model various nonlinear hydrological processes because of its ability to generalize patterns in imprecise or noisy and ambiguous input and output data sets. However, the backpropagation neural network convergence rate is relatively slow and solutions can be trapped at local minima. Hence, in this study, a new evolutionary algorithm, namely, particle swarm optimization is proposed to train the feedforward neural network. This particle swarm optimization feedforward neural network is applied to model the daily rainfall-runoff relationship in Sungai Bedup Basin, Sarawak, Malaysia. The model performance is measured using the coefficient of correlation and the Nash-Sutcliffe coefficient. The input data to the model are current rainfall, antecedent rainfall and antecedent runoff, while the output is current runoff. Particle swarm optimization feedforward neural network simulated the current runoff accurately with R = 0.872 and E 2 = 0.775 for the training data set and R = 0.900 and E 2 = 0.807 for testing data set. Thus, it can be concluded that the particle swarm optimization feedforward neural network method can be successfully used to model the rainfall-runoff relationship in Bedup Basin and it could be to be applied to other basins.
INTRODUCTION
Rainfall-runoff relationships are amongst the most complex hydrological phenomena to understand due to the tremendous spatial and temporal variability of catchment characteristics and rainfall patterns (Tokar and Johnson, 1999) . The transformation of rainfall to runoff for streamflow forecasting remains important to hydrologists for water supply, flood control, irrigation, drainage, water quality, power generation, recreation and aquatic and wildlife protection issues. This transformation involves many highly complex components, including interception, depression storage, infiltration, overland flow, interflow, percolation, evaporation and meteorological conditions of the catchment. These data are usually hard to obtain and are not always available. All these non-stationary and usually non-linear phenomena make difficult the accurate estimation of runoff.
With the development of artificial intelligence (AI) in recent years, neural networks (NN) have been proposed to transpiration. Runoff also depends on catchment topography, river network topology, river cross-sections, soil characteristics and antecedent moisture content.
Moreover, antecedent moisture conditions are always changing and depend upon both present and past hydrological complex processes and large volumes of data. In particular, a backpropagation neural network (BPNN) is useful for handling real-time, non-stationary and non-linear natural phenomena (Nishimura and Kojiri, 1996) . The natural behavior of rainfall-runoff systems is appropriate for the application of BPNN. The last decade has witnessed many applications of BPNN in water resources. These include modeling of the rainfall-runoff process (Elshorbagy et al., 2000; Bessaih et al., 2003) ; inflow estimation (Harun et al., 1996) ; runoff analysis in a humid forest catchment (Gautam et al., 2000) ; river flow prediction (Imrie et al., 2000; Dastorani and Wright, 2001 ); setting up stagedischarge relations (Jain and Chalisgaonkar, 2000) ; ungauged catchment flood prediction (Wright and Dastorani, 2001 ) and short term river flood forecasting (Garcia-Bartual, 2002) , prediction of carbon monoxide as one of primary air pollutants (Abbaspour et al., 2005) , forecasting the mean monthly total ozone concentration (Bandyopadhyay and Chattopadhyay, 2007) and evaluating performance of immobilized cell biofilter treating hydrogen sulphide vapors (Rene et al., 2008) .
However, the major disadvantages of BPNN are its relatively slow convergence rate (Zweiri et al., 2003) and solutions being trapped at local minima. Basically, BPNN learning is a hill climbing technique. Hence, it runs the risk of being trapped in local minima, where every small change in synaptic weight increases the cost function. Sometimes, the network is stuck where there exists another set of synaptic weights for which the cost function is smaller than the local minimum in the weight space. This made termination of the learning process at local minima by BPNN is undesirable. Besides, there are many elements to be considered by NN modeler, such as the number of input, hidden and output nodes, learning rate, momentum rate, bias, minimum error and activation/transfer function. All these elements will also affect the convergence of BPNN learning. Many solutions are proposed by neural network researchers to overcome the slow convergence rate and solutions being trapped at local minima problems. Some powerful optimization algorithms, that based on simple gradient descent algorithm (Bishop, 1995) such as conjugate gradient decent, scaled conjugate gradient descent, quasi-Newton BFGS and Levenberg-Marquardt methods has been devised to improve the convergence rate. Another solution proposed by NN researcher is trying to guide the learning so that the converge speed become faster. The guidelines provided are including select better functions, learning rate, momentum rate and activation functions. Besides, new advance algorithms were developed to hybrid with NN. Genetic Algorithm (GA) is one of the latest algorithms proposed to determine the learning rate and momentum rate and will produce a set of weight that can be used for testing related data. However, the performance of GA is less competence compared with PSO. Lee et al. (2005) compared PSO and GA for excess return evaluation in stock market. Lee et al. (2005) proclaimed that PSO algorithm is better compared to GA, where particle swarm optimization (PSO) can reach the global optimum value with less iteration, keep equilibrium versus GA and shows the possibility to solve the complicated problem using only basic equations. Meanwhile, Haza (2006) also proved that particle swarm optimization feedforward neural network (PSONN) is much more effective than genetic algorithm backpropagation neural networks (GANN) for solving the classification problems. Besides, Bong and Bryan (2006) also optimized hydraulic transient protection devices using GA and PSO approaches. Results also revealed that PSO has tended to discover a better solution than the GA approach.
Since the previous works revealed the performance of PSO is better than GA and PSO is able to solve a wide array of different optimization problems including most of the problems can be solved by GA (Van den Bergh, 2001), a novel method that hybrid the PSO with ANNs is developed for solving optimization problem especially in the field of hydrology. This hybrid method is called particle swarm optimization feedforward neural network. This PSONN is proposed to improve the convergence rate of NN and avoid solutions being trapped at local minima. According to Van den Bergh and Engelbrecht (1999) , PSO is made up of particles, where each particle has a position and a velocity. The idea of PSO in NN is to get the best set of weight (or particle position) where several particles (problem solution) are trying to move to the best solution and this will avoid the solution trap at local minima. In this study, PSONN is applied for calibrating rainfall-runoff model to simulate current runoff accurately.
Currently, little works has been focused on using PSONN for solving optimization problem. Furthermore, the application of PSONN for solving hydrological optimization problem is really scarce. Therefore, there is a need to propose PSONN method for solving optimization problems particularly in calibration and optimization of rainfall-runoff model. However, PSONN has been successfully applied as an efficient tool in solving classification problems in different areas. Zhang et al. (2000) applied PSONN to solve the classification problems in the medical domain particularly in breast cancer and heart disease. Van den Bergh (2001) applied the PSO to train NN for classifying iris, cancer, wine, diabetes, hepatitis, Henan and cubic data sets. Haza (2006) proved that PSONN is much more effective than genetic algorithm backpropagation neural networks (GANN) for solving the classification problems using universal Exclusive Or (XOR), Cancer and Iris data set, where XOR is a logical operation on two operands that
