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Research on theoretical models of practically implementable quantum computers has fo-
cused on variants of the quantum finite automaton (QFA). The bounded-error language
recognition capabilities of various alternative QFA types have been analyzed and com-
pared with their classical counterparts. In this paper, we examine the computational
power of QFA’s in the unbounded error setting. Extending previous work [8], we show
that all one-way QFA models that are at least as general as Kondacs-Watrous QFA’s
(KWQFA’s) [3] are equivalent in power to classical probabilistic finite automata in this set-
ting. Unlike their probabilistic counterparts, allowing the tape head to stay put for some
steps during its traversal of the input does enlarge the class of languages recognized by
such QFA’s with unbounded error.
A Nayak QFA (NQFA) [5] undergoes three operations in each step of the traversal of its
input tape: First, its state vector evolves according to the unitary transformation dictated
by the scanned symbol. Then, it undergoes the projective measurement associated with
the same symbol. Finally, another measurement is performed to see whether the machine
has accepted, rejected, or not halted yet. The computation continues with the next tape
symbol only if this measurement yields the result that the machine has not halted yet.
A KWQFA is a NQFA where the first measurement described above is just the identity
operator.
Theorem 1 Let G1 be a NQFA with n states and fG1 : Σ → [0, 1] be its acceptance probability
function. Then, there exists a generalized probabilistic finite automaton (GPFA) [7] G2 withO(n
2)
states such that fG1(w) = fG2(w) for all w ∈ Σ
∗.
Theorem 1 establishes that every language recognized with unbounded error by anNQFA
is stochastic. Combining this with the fact [8] that every stochastic language can be recog-
nized by a KWQFA, we obtain
Corollary 1 The class of languages recognized with unbounded error by NQFA’s equals the class
of stochastic languages.
Several other one-way QFA models (like [6, 2], and the one-way version of the machines
of [1],) that generalize the KWQFA have appeared in the literature. In the bounded-error
case, some of these generalized machines recognize more languages than the KWQFA.
We claim that the classes of languages recognized with unbounded error by all these au-
tomata are identical to each other.
We demonstrate this fact for one of the most general models, namely, the quantum finite
automaton with control language (QFC) [2], the proofs for the other variants are similar.
For any QFCM, there exists a GPFA that computes exactly the same acceptance proba-
bility function asM, and for any KWQFAM1, there exists a QFC that computes the same
acceptance probability function asM1 [4]. Therefore, QFC’s recognize all and only the
stochastic languages with unbounded error.
Regardless of the specifics of their definitions, the two–way versions of any of these
models will have to contain two–way KWQFA’s as specimens, and the fact [8] that
even “1.5–way" KWQFA’s can recognize nonstochastic languages, combined with our
Theorem 1, show that such an additional capability would enlarge the class of languages
recognized by all these QFA’s with unbounded error.
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Main Result
We show that all one-way QFA models that are at least as general as Kondacs-Watrous
QFA’s (KWQFA’s) [3] are equivalent in power to classical probabilistic finite automata
in the unbounded error setting. Unlike their probabilistic counterparts, allowing the
tape head to stay put for some steps during its traversal of the input does enlarge the
class of languages recognized by such QFA’s with unbounded error.
Nayak QFA
A Nayak QFA (NQFA) [5] undergoes three operations in each step of the traversal of its input tape: First, its state vector
evolves according to the unitary transformation dictated by the scanned symbol. Then, it undergoes the projective measure-
ment associated with the same symbol. Finally, another measurement is performed to see whether the machine has accepted,
rejected, or not halted yet. The computation continues with the next tape symbol only if this measurement yields the result
that the machine has not halted yet. A KWQFA is a NQFA where the first measurement described above is just the identity
operator.
Theorem 2 Let G1 be a NQFA with n states and fG1 : Σ → [0, 1] be its acceptance probability function. Then, there exists a generalized
probabilistic finite automaton (GPFA) [7] G2 with O(n
2) states such that fG1(w) = fG2(w) for all w ∈ Σ
∗.
Theorem 2 establishes that every language recognized with unbounded error by an NQFA is stochastic. Combining this with
the fact [8] that every stochastic language can be recognized by a KWQFA, we obtain
Corollary 2 The class of languages recognized with unbounded error by NQFA’s equals the class of stochastic languages.
Other QFA’s
Several other one-way QFA models (like [6, 2], and the one-way version of the machines of [1],) that generalize the KWQFA
have appeared in the literature. In the bounded-error case, some of these generalized machines recognize more languages
than the KWQFA.We claim that the classes of languages recognized with unbounded error by all these automata are identical
to each other.
We demonstrate this fact for one of the most general models, namely, the quantum finite automaton with control language
(QFC) [2], the proofs for the other variants are similar. For any QFC M, there exists a GPFA that computes exactly the
same acceptance probability function asM, and for any KWQFAM1, there exists a QFC that computes the same acceptance
probability function asM1 [4]. Therefore, QFC’s recognize all and only the stochastic languages with unbounded error.
two–way QFA
Regardless of the specifics of their definitions, the two–way versions of any of these models will have to contain two–way
KWQFA’s as specimens, and the fact [8] that even “1.5–way" KWQFA’s can recognize nonstochastic languages, combined
with our Theorem 2, show that such an additional capability would enlarge the class of languages recognized by all these
QFA’s with unbounded error.
References
[1] Andris Ambainis and JohnWatrous. Two–way finite automata with quantum and classical states. Theoretical Computer Science, 287(1):299–311, 2002.
[2] Alberto Bertoni, Carlo Mereghetti, and Beatrice Palano. Quantum computing: 1-way quantum automata. In Zoltán Ésik and Zoltán Fülöp, editors,
Developments in Language Theory, volume 2710 of LNCS, pages 1–20. Springer, 2003.
[3] Attila Kondacs and John Watrous. On the power of quantum finite state automata. In FOCS’97: Proceedings of the 38th Annual Symposium on
Foundations of Computer Science, pages 66–75, Miami, Florida, 1997.
[4] Lvzhou Li and Daowen Qiu. Determining the equivalence for one-way quantum finite automata. Theoretical Computer Science, 403(1):42–51, 2008.
[5] Ashwin Nayak. Optimal lower bounds for quantum automata and random access codes. In FOCS ’99: Proceedings of the 40th Annual Symposium on
Foundations of Computer Science, pages 369–376, Washington, DC, USA, 1999. IEEE Computer Society.
[6] Kathrin Paschen. Quantum finite automata using ancilla qubits. Technical report, University of Karlsruhe, 2000.
[7] Paavo Turakainen. Generalized automata and stochastic languages. Proceedings of the American Mathematical Society, 21:303–309, 1969.
[8] Abuzer Yakaryılmaz and A. C. Cem Say. Languages recognized with unbounded error by quantum finite automata. In CSR’09: Proceedings of the
Fourth International Computer Science Symposium in Russia, volume 5675 of Lecture Notes in Computer Science, pages 356–367, 2009.
2
