, is valid for all Sobolev functions u ∈ W 1,p (Ω) which integrate to zero. Define K p (Ω) to be the smallest such K if Ω is a p-Poincaré domain, and to be infinity otherwise. We obtain comparability relations between K p (Ω 1 × Ω 2 ) and the pair:
§1 INTRODUCTION
Throughout this paper a "domain" Ω ⊆ R N will be an open connected set having finite N -dimensional Lebesgue measure which we denote by |Ω|. All "functions" are assumed to be real-valued and measurable. For an integrable function h on Ω we let h Ω denote its average value, i.e., For a number p, 1 ≤ p ≤ ∞, we define the (first order) Sobolev space
We are now prepared to define Poincaré domains, the principal objects under investigation.
Definition. The best p-Poincaré
The domain Ω is said to be a p-Poincaré domain if K p (Ω) is finite. Thus p-Poincaré domains are those domains for which there exists a positive number K such that the p-Poincaré inequality:
is valid for all u ∈ W 1,p (Ω).
The Poincaré inequalities are prototypes for general Sobolev inequalities which are important in the theories of partial differential equations and mathematical physics. The purpose of this paper is to analyze the relationship between the best pPoincaré constants of the cartesian product of a pair of domains and those of the individual factor domains. The formula
) and the quotients appearing in (1) which correspond to these two functions are the same. Formula (3) implies that the cartesian product of a non-p-Poincaré domain with any domain whatsoever is again a non-p-Poincaré domain. A natural question thus arises: is the cartesian product of a pair of pPoincaré domains again a p-Poincaré domain? Our main result is the following theorem which, in particular, yields an affirmative answer to this question. 
Our proof of (4) is based on real variable methods and will be given in Section 3. It is possible to give a similar proof of (5). Instead of this, however, we give in Section 4 a proof of (5) which is based on a useful connection with the spectral theory of unbounded operators. In Section 2 we prove some lemmas which will be needed in Section 3. The paper concludes with Section 5 in which we discuss the problem of sharpening the estimate (4) and present some open questions. §2 PRELIMINARY LEMMAS We begin with a rather technical separability result which we use only in this section.
Proof. We begin by exhausting Ω by an increasing sequence of compact subdomains
(Ω) which is supported in Ω k+1 and which is identically equal to 1 on Ω k (see for example , page 4).
The support of each function ϕ ∈ C 1 0 (Ω) will eventually be contained in some Ω k . It follows from the Stone-Weierstrass theorem that the polynomials in Q[x 1 , x 2 , · · ·, x n ], i.e., those with rational coefficients, are uniformly dense in C(Ω k+1 ). Thus for each ε > 0, there exists a polynomial (6) sup
.
The same inequality persists if we replace ψ by ψ k ψ. Now consider the function
Since the support of ψ k ψ lies in Ω k+1 , we infer from (6) that
The function ψ = ψ k ψ satisfies the above inequalities with C(k)ε in place of ε and has the further property that it is in
where the CONSTANT depends only on k (and f ) whereas ε can be chosen arbitrarily small. We can obtain a similar upper bound for
The lemma is now proved by letting D j be the countable set of all functions ψ obtained as above.
The next two lemmas give ways to construct new Sobolev functions from old ones. The first lemma asserts that almost every slice of a Sobolev function is a Sobolev function; the latter shows that averages of Sobolev functions are Sobolev functions.
Lemma 2.2. Suppose that
Proof. Fubini's theorem implies that for almost every x ∈ Ω 1 , the functions u x and (D
. Thus, we need only check that (7) is valid for almost every x ∈ Ω 1 .
We fix an index j, 1 ≤ j ≤ N 2 , and let
, and using Fubini's theorem we obtain
Thus the bracketed functions of x appearing in the first and last of the above integrals must be equal in the sense of distributions on Ω 1 as ψ is allowed to range over all C 1 0 (Ω 1 ) functions. However, Fubini's theorem implies that the two bracketed functions are both locally integrable on Ω 1 . Consequently, to each ϕ ∈ C 1 0 (Ω 2 ) there corresponds a set G ϕ ⊆ Ω 1 of full measure on which the bracketed functions agree, i.e., x ∈ G ϕ implies (8)
Next, we let D j be a countable subset of C 1 0 (Ω 2 ) as in Lemma 2.1. Set G = ∩ ψ∈D j G ψ . It follows that (8) holds uniformly for every x ∈ G and every ϕ ∈ C 1 0 (Ω 2 ). Put differently, this says that for each x ∈ G, the identity (7) is valid.
Lemma 2.3. Suppose that
The proof of Lemma 2.3 is similar to that of Lemma 2.2; we omit it. The final result which we need here is an inequality which can be viewed as a vector-valued analogue of the familiar fact (for scalar valued functions) that the L p -norm of a function dominates the absolute value of the integral of the function, when p ≥ 1.
Lemma 2.4 is a special case of the vector valued Jensen's inequality which can be stated as follows (see page 55 of [Nev-85] for a proof). Suppose D ⊆ R n is a convex domain and Φ : D −→ R is a convex function. Then for any probability space X, S, µ and vector valued function
Lemma 2.4 is then just this result with Φ :
R n −→ R defined by Φ(x) = |x| p = (Σ n i=1 x 2 i ) p/2 .
§3 PROOF OF THE GENERAL INEQUALITY
Using the notation and results of Section 2, we proceed to give a proof of the estimate (4) of Theorem 1.1.
We invoke the elementary inequality:
, which is valid for 1 ≤ p < ∞ and a,b ≥ 0, to conclude that the above integral is
Lemma 2.2 permits us to estimate this integral as
We infer from Lemma 2.2 that | u x (y)| ≤ | u(x, y)|. Using this inequality in conjunction with Lemma 2.3, we can estimate the preceding integral as
Finally, in light of the formula for U 1 resulting from (9), we can invoke Lemma 2.4 to estimate the last integral as
Case 2. p = ∞ A few modifications in the above proof of Case 1 yield a proof that works here as well. §4 SPECTRAL THEORY APPROACH TO THE CASE p = 2
Here we prove the identity (5) of Theorem 1.1. For clarity we shall first extract from the proof several preliminary results. Throughout this section we will assume familiarity with the standard notations and basic principles of the theory of unbounded operators, as is done, for example, in I am very grateful to the referee for pointing out to me Section 10 of [Den&Li-53] as the original source for this beautiful and useful connection. Some comments are in order. The Laplace operator used in this paper coincides with the Neumann Laplacian. This is easily seen in one direction by the uniqueness property of Friedrichs extensions and in the other direction by a simple integration by parts. Also, the result is only actually stated and proved under the supplementary assumption that the inclusion operator W 1,2 (Ω) → L 2 (Ω) is compact. This assumption was only used in the application of the minimax principle to locate the bottom of the positive spectra of −∆. The minimax principle is, however, valid for all self-adjoint operators (see page 75 ff of [Re&Sim-IV-80] and also page 338 therein for an interesting history of this result.) The minimax principle had been known in the compact case since 1910 but was only extended to the general self-adjoint case by Kato at about the time of that [Den&Li-53] was written. In the present situation, the eigen vector u(x) ≡ 1 corresponds to the "ground state" of −∆. The minimax principle then tells us that the infimum of the positive part of σ(− ) is given by
(−∆ψ, ψ) . 
, we then have the following identity: 
Proof. Let us use R to denote the operator (−∆
By uniqueness of Friedrichs extensions, it is enough to show that
Fubini's theorem clearly yields that ϕ ⊗ ψ ∈ D(q). We adopt the following notation: Φ x (y) = Φ(x, y) = Φ y (x), where Φ is any function on Ω. The apparent ambiguity inherent in this notation is transcended by the fact that x and y will not be substituted by any other variables. Now let Φ ∈ W 1,2 (Ω). Recall that from Lemma 2.2, for a.e. y ∈ Ω 2 , Φ y ∈ W 1,2 (Ω 1 ); and symmetrically, Φ x ∈ W 1,2 (Ω 2 ) for a.e. x ∈ Ω 1 . By invoking the properties of Friedrichs extensions, we obtain
The proof is thus complete.
The following result, which is a special case of the corollary on page 301 of [Re&Sim-I-80], will be the final ingredient we will need for the proof of (5).
Proposition 4.3. If A i is a self-adjoint operator with domain D(
A i ) ⊆ H i (i = 1, 2), then σ (A 1 ⊗ I + I ⊗ A 2 )| D(A 1 )⊗D(A 2 ) = σ(A 1 ) + σ(A 2 ) .
Proof of (5).
In this proof we shall be using the notations for the three Neumann Laplacians which were given in Theorem 4.2. Proposition 4.1 tells us that 
