Vanishing of the Hochschild cohomology for some self-injective special
  biserial algebra of rank four by Furuya, Takahiko & Hayami, Takao
ar
X
iv
:1
40
6.
01
59
v1
  [
ma
th.
RT
]  
1 J
un
 20
14
VANISHING OF THE HOCHSCHILD COHOMOLOGY FOR
SOME SELF-INJECTIVE SPECIAL BISERIAL ALGEBRA OF
RANK FOUR
TAKAHIKO FURUYA AND TAKAO HAYAMI
Abstract. In this paper, we determine the dimensions of the Hochschild coho-
mology groups of some self-injective special biserial algebra whose Grothendieck
group is of rank 4. This result provides us with a negative answer to Happel’s
question in [H].
1. Introduction
Let Γ be the following quiver with four vertices e0, e1, e2, e3, and eight arrows
al,m for l = 0, 1 and m = 0, 1, 2, 3:
e3 e2
e1e0
a1,0
a0,0
a1,1a0,1
a1,2
a0,2
a1,3 a0,3
//
//

oo
oo
OO OO
We consider the subscript i of ei as modulo 4, and the subscripts l and m of al,m
as modulo 2 and 4, respectively. Therefore, for all l,m ∈ Z, the arrow al,m starts
at the vertex em and ends with the vertex em+1. We write paths from left to right.
Let K be an algebraically closed field, and denote by KΓ the path algebra of
Γ over K. We set xl :=
∑3
m=0 al,m ∈ KΓ for l = 0, 1. (Hence we may consider
the subscript l of xl as modulo 2.) Then, for any i, l ∈ Z and an integer k ≥ 0,
the element eix
k
l is exactly the path al,ial,i+1 · · · al,i+k−1 of length k, and hence
eix
k
l = eix
k
l ei+k = x
k
l ei+k holds.
Let T ≥ 0 be an integer, and let qi ∈ K
× (= K\{0}) for 0 ≤ i ≤ 3. We always
consider the subscript i of qi as modulo 4. Let I = IT (q0, q1, q2, q3) denote the ideal
in KΓ generated by the uniform elements eix0x1, eix1x0, ej(qjx
4T+2
0 + x
4T+2
1 ),
and ek(qkx
4T+2
1 + x
4T+2
0 ) for 0 ≤ i ≤ 3, j = 0, 2 and k = 1, 3, namely, I =
IT (q0, q1, q2, q3) := 〈xlxl+1, ei(qix
4T+2
i + x
4T+2
i+1 )
∣∣ l = 0, 1; 0 ≤ i ≤ 3〉. We define
the algebra A = AT (q0, q1, q2, q3) to be the quotient algebra KΓ/IT (q0, q1, q2, q3).
Then A = AT (q0, q1, q2, q3) is a self-injective special biserial algebra, and hence is
of tame representation type. In particular, if T = 0, then A = A0(q0, q1, q2, q3) is a
Koszul self-injective algebra for all qi ∈ K× (0 ≤ i ≤ 3) (see Proposition 2.3).
In [F2], we have found an explicit K-basis for the Hochschild cohomology group
HHi(A) (i ≥ 0) of A = AT (1K , 1K , 1K , 1K) for all T ≥ 0, and gave a presentation
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by generators and relations of the Hochschild cohomology ring modulo nilpotence
HH∗(A)/NA of A = A0(1K , 1K , 1K , 1K), where NA denotes the ideal in HH
∗(A)
generated by all homogeneous nilpotent elements. This result shows that, for T = 0
and qi = 1K (0 ≤ i ≤ 3), HH
∗(A)/NA is finitely generated as an algebra. In this pa-
per, we construct an explicit projective bimodule resolution of A = AT (q0, q1, q2, q3)
by using a certain subset Gn (n ≥ 0) of KΓ found in [GSZ] (see Theorem 2.5),
and then compute the dimension of HHi(A) (i ≥ 0) completely for T ≥ 0 and
qi (0 ≤ i ≤ 3) such that the product q0q1q2q3 ∈ K
× is not a root of unity (see
Theorem 3.5 (a)).
In [H], Happel has asked whether, if the Hochschild cohomology groups HHn(Λ)
of a finite-dimensional K-algebra Λ vanish for all n≫ 0, then the global dimension
of Λ is finite. Recently, in the papers [BGMS, BE, PS, XZ], a negative answer to this
question have been obtained, where the authors studied the Hochschild cohomology
groups for certain self-injective special biserial Koszul algebras. In this paper, we
verify that some of our algebras A also give a negative answer to this question. In
fact, the main theorem says that, if the product q0q1q2q3 ∈ K
× is not a root of
unity, then HHn(A) vanish for all n ≥ 3 if and only if T = 0 (see Theorem 3.5 (b)).
Throughout this paper, for any arrow α in Γ , we denote its origin by o(α) and its
terminus by t(α). Moreover we write ⊗K as ⊗, and denote the enveloping algebra
Aop ⊗A of A by Ae and the Jacobson radical of A by rA.
2. A projective bimodule resolution of A
Let B := K∆/I be a finite-dimensional K-algebra with ∆ a finite quiver, and I
an admissible ideal in K∆. Denote by rB the Jacobson radical of B. We start by
recalling the construction of a set Gn (n ≥ 0) introduced in [GSZ] for the right B-
module B/rB, from which we immediately obtain a minimal projective resolution
of B/rB. Let G0 be the set of all vertices of ∆, G1 the set of all arrows of ∆ and
G2 a minimal set of uniform generators of I. Then, in [GSZ], Green, Solberg and
Zacharia proved that, for n ≥ 3, we can construct a set Gn of uniform elements in
K∆ such that there is a minimal projective resolution (P •, d) of the right B-module
B/rB satisfying the following conditions:
(i) For all n ≥ 0, we have Pn =
⊕
x∈Gn t(x)B.
(ii) For each x ∈ Gn, there are unique elements ry, sz ∈ K∆, where y ∈ Gn−1 and
z ∈ Gn−2, such that x =
∑
y∈Gn−1 yry =
∑
z∈Gn−2 zsz.
(iii) For all n ≥ 1, dn : Pn → Pn−1 is determined by dn(t(x)) :=
∑
y∈Gn−1 ryt(x)
for x ∈ Gn, where ry denotes the element of (ii).
In this section, we provide a set Gn (n ≥ 0) for the right A-module A/rA, and then
use it to give a projective bimodule resolution (R•, ∂) of A = AT (q0, q1, q2, q3).
For v ∈ Z and u ≥ 1, we denote the product
∏u−1
t=0 qt+v in K by Su,v. (Thus the
right lower subscript v of Su,v can be considered as modulo 4.) Furthermore, for
our convenience, we set S0,t := 1K for all t ∈ Z. Note that Sr,uSt,r+u = Sr+t,u,
St,uSt,u+1St,u+2St,u+3 = S2t,vS2t,v+2 = S4t,w = (q0q1q2q3)
t, and S2t,2t+u = S2t,u+2
hold for all u, v, w ∈ Z, r ≥ 0, and t ≥ 0.
2.1. Sets Gn for A/rA. First, to construct a set Gn for each n ≥ 0, we define
the elements gni,j (0 ≤ i ≤ 3; 0 ≤ j ≤ n) in KΓ as follows. Here, recall that the
subscript l of xl is considered as modulo 2.
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Definition 2.1. For 0 ≤ i ≤ 3, and 0 ≤ j ≤ n, we recursively define the uniform
element gni,j in KΓ by the following formulas:
(a) If n = 0, then g0i,0 := ei.
(b) If n = 2m+ 1 for m ≥ 0, then
g2m+1i,j :=


g2mi,0 xi if j = 0
S2m−j+1,i+j−1g
2m
i,j−1x
4T+1
i+1 + g
2m
i,j xi if 1 ≤ j ≤ m
S2m−j+1,i+j−1g
2m
i,j−1xi+1 + g
2m
i,j x
4T+1
i if m+ 1 ≤ j ≤ 2m
g2mi,2mxi+1 if j = 2m+ 1.
(c) If n = 2m for m ≥ 1, then
g2mi,j :=


g2m−1i,0 xi+1 if j = 0
S2m−j,i+j−1g
2m−1
i,j−1 x
4T+1
i + g
2m−1
i,j xi+1 if 1 ≤ j ≤ m− 1
Sm,i+m−1g
2m−1
i,m−1x
4T+1
i + g
2m−1
i,m x
4T+1
i+1 if j = m
S2m−j,i+j−1g
2m−1
i,j−1 xi + g
2m−1
i,j x
4T+1
i+1 if m+ 1 ≤ j ≤ 2m− 1
g2m−1i,2m−1xi if j = 2m.
Note that o(gni,j) = ei for all n ≥ 0, 0 ≤ i ≤ 3 and 0 ≤ j ≤ n, and also, if i+ n ≡ t
(mod 4), then t(gni,j) = et. (So, it can be considered the left lower subscript i of
gni,j as modulo 4.)
Now set
Gn :=
{
gni,j
∣∣ 0 ≤ i ≤ 3; 0 ≤ j ≤ n} for all n ≥ 0.
Then, noting ei+2m−1(qi+2m−1x
4T+2
i+1 +x
4T+2
i ) = ei+2m−2(qi+2m−2x
4T+2
i +x
4T+2
i+1 ) =
0 in A for 0 ≤ i ≤ 3 and m ≥ 1, we see that the sets Gn satisfy the conditions (i),
(ii), and (iii) in the beginning of this section.
Remark 2.2. It follows that G0 = {ei | 0 ≤ i ≤ 3}, G1 = {al,m | l = 0, 1; 0 ≤ m ≤
3}, and G2 =
{
eixlxl+1, ei(x
4T+2
i+1 + qix
4T+2
i ) | l = 0, 1; 0 ≤ i ≤ 3
}
, so that G2 is
precisely a minimal set of uniform generators of I = IT (q0, q1, q2, q3).
Now we notice, in the case where T = 0, that the resolution (P •, d) determined by
(i), (ii) and (iii) in the beginning of this section is a linear resolution of A/rA, and
hence we have the following:
Proposition 2.3. For any qi ∈ K× (0 ≤ i ≤ 3), the algebra A = A0(q0, q1, q2, q3)
is a self-injective Koszul algebra.
2.2. A projective bimodule resolution of A. We now construct a minimal
projective bimodule resolution (R•, ∂) for A by using the sets Gn. For simplicity,
we denote by pni,j the element o(g
n
i,j) ⊗ t(g
n
i,j) in Ao(g
n
i,j) ⊗ t(g
n
i,j)A for all n ≥ 0,
0 ≤ i ≤ 3, and 0 ≤ j ≤ n. (Hence we may consider the subscript i of pni,j as modulo
4.)
First, for n ≥ 0, define the projective A-A-bimodule, equivalently right Ae-
module, Rn by
Rn :=
⊕
g∈Gn
Ao(g)⊗ t(g)A =
3⊕
i=0
( n⊕
j=0
Apni,jA
)
.
Second, let ∂0 : R0 → A be the multiplication map, and for n ≥ 1 let ∂n : Rn →
Rn−1 be the A-A-bimodule homomorphism determined by the following:
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If n = 2m+ 1 for m ≥ 0, then, for 0 ≤ i ≤ 3 and 0 ≤ j ≤ 2m+ 1,
∂2m+1(p2m+1i,j ) :=

p2mi,0 xi − xip
2m
i+1,0 if j = 0
S2m−j+1,i+j−1p
2m
i,j−1x
4T+1
i+1 + p
2m
i,j xi
−Sj,ixip2mi+1,j − x
4T+1
i+1 p
2m
i+1,j−1 if 1 ≤ j < m+ 1
S2m−j+1,i+j−1p
2m
i,j−1xi+1 + p
2m
i,j x
4T+1
i
−Sj,ix
4T+1
i p
2m
i+1,j − xi+1p
2m
i+1,j−1 if m+ 1 ≤ j < 2m+ 1
p2mi,2mxi+1 − xi+1p
2m
i+1,2m if j = 2m+ 1.
(1)
If n = 2m for m ≥ 1, then, for 0 ≤ i ≤ 3 and 0 ≤ j ≤ 2m,
∂2m(p2mi,j ) :=

p
2m−1
i,0 xi+1 + xip
2m−1
i+1,0 if j = 0
S2m−j,i+j−1p
2m−1
i,j−1 x
4T+1
i + p
2m−1
i,j xi+1
+Sj,ixip
2m−1
i+1,j + x
4T+1
i+1 p
2m−1
i+1,j−1 if 1 ≤ j < m∑T
k=0
[
x4ki
(
Sm,i+m−1p
2m−1
i,m−1xi + Sm,ixip
2m−1
i+1,m
)
x4T−4ki
+x4ki+1
(
p
2m−1
i,m xi+1 + xi+1p
2m−1
i+1,m−1
)
x4T−4ki+1
]
+
∑T−1
k=0
[
x4k+2i
(
Sm,ip
2m−1
i+2,m−1xi + Sm,i+m−1xip
2m−1
i+3,m
)
x4T−4k−2i
+S−1m,i+3Sm,i+m+2x
4k+2
i+1
(
p
2m−1
i+2,mxi+1 + xi+1p
2m−1
i+3,m−1
)
x4T−4k−2i+1
]
if j = m
S2m−j,i+j−1p
2m−1
i,j−1 xi + p
2m−1
i,j x
4T+1
i+1
+Sj,ix
4T+1
i p
2m−1
i+1,j + xi+1p
2m−1
i+1,j−1 if m+ 1 ≤ j < 2m
p
2m−1
i,2m−1xi + xi+1p
2m−1
i+1,2m−1 if j = 2m.
(2)
Remark 2.4. (a) By direct computations, it is not hard to check that ∂n∂n+1 = 0
for all n ≥ 0, and thus (R•, ∂) is a complex of A-A-bimodules.
(b) For n ≥ 0, the right A-homomorphism hn : A/rA ⊗A Rn → Pndetermined by
o(gni,j) ⊗A p
n
i,j 7→ t(g
n
i,j) (0 ≤ i ≤ 3; 0 ≤ j ≤ n) is an isomorphism, and the
diagram
A/rA ⊗A Rn+1
idA/rA⊗A∂
n+1
−−−−−−−−−−→ A/rA ⊗A Rn
hn+1
y≃ ≃yhn
Pn+1
dn+1
−−−−→ Pn
is commutative. Therefore it follows that the complex (A/rA⊗AR•, idA/rA⊗A∂)
is a minimal projective resolution of the right A-module A/rA⊗A A (≃ A/rA).
Now, using Remark 2.4, we can provide a projective bimodule resolution of A:
Theorem 2.5. The complex (R•, ∂) is a minimal projective bimodule resolution of
A = AT (q0, q1, q2, q3) for all T ≥ 0 and q0, q1, q2, q3 ∈ K×.
The proof is similar to that found in some recent works, for example [ES, F1, F2,
SS, ST], and so we omit it.
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3. The Hochschild cohomology groups of A
In this section, we compute the dimensions of the Hochschild cohomology groups
of A = AT (q0, q1, q2, q3) by using the projective bimodule resolution (R
•, ∂) of
Section 2. Throughout this section, we keep the notation from the previous sections.
Recall that, for n ≥ 0, the nth Hochschild cohomology group HHn(A) of A is
defined to be the K-space HHn(A) := ExtnAe(A,A). We set (−)
∗ := HomAe(−, A),
for simplicity. Then, for n ≥ 0, there is the following exact sequence of K-spaces:
(3) 0→ (Ker ∂n−1)∗ −→ (Rn)∗
i∗n−→ (Ker ∂n)∗ −→ HHn+1(A)→ 0,
where Ker ∂−1 := A, and in denotes the inclusion map. Hence, to give the dimen-
sions of the Hochschild cohomology groups, it suffices to calculate the dimensions
of (Rn)∗ and (Ker ∂n+1)∗.
3.1. The dimension of HomAe(R
n, A). We first find the dimension of (Rn)∗ :=
HomAe(R
n, A) for n ≥ 0.
Definition 3.1. Let n ≥ 0 be an integer. For l = 0, 1, 0 ≤ i ≤ 3 and 0 ≤ j ≤ n,
and for
{
0 ≤ k ≤ T if n 6≡ 3 (mod 4)
0 ≤ k ≤ T − 1 if T ≥ 1 and n ≡ 3 (mod 4),
we define the A-A-bimodule
homomorphisms βn,kl,i,j : R
n → A by: for 0 ≤ r ≤ 3 and 0 ≤ s ≤ n,
βn,kl,i,j(p
n
r,s) :=
{
eix
4k+t
l if r = i, s = j, and n ≡ t (mod 4) for 0 ≤ t ≤ 3
0 otherwise.
Here we may consider the subscripts l and i of βn,kl,i,j as modulo 2 and 4, respectively.
Note that, for u ≥ 0 and 0 ≤ i ≤ 3, β4u,00,i,j = β
4u,0
1,i,j (0 ≤ j ≤ 4u) and β
4u+2,T
i+1,i,j =
−qiβ
4u+2,T
i,i,j (0 ≤ j ≤ 4u+ 2) hold.
Now recall that, for n ≥ 0, the map Gn :
⊕
g∈Gn o(g)At(g)→ (R
n)∗ determined
by (Gn(
∑
g∈Gn zg))(p
n
i,j) = zgni,j for zg ∈ o(g)At(g) (g ∈ G
n), 0 ≤ i ≤ 3 and
0 ≤ j ≤ n, is an isomorphism of K-spaces. Also, for all 0 ≤ i ≤ 3 and 0 ≤ j ≤ n,
the space o(gni,j)At(g
n
i,j) = eiAei+n has a K-basis

{ei, eix
4k
l | l = 0, 1; 1 ≤ k ≤ T } if n ≡ 0 (mod 4)
{eix
4k+1
l | l = 0, 1; 0 ≤ k ≤ T } if n ≡ 1 (mod 4)
{eix
4k+2
l , eix
4T+2
0 | l = 0, 1; 0 ≤ k ≤ T − 1} if n ≡ 2 (mod 4)
{eix
4k+3
l | l = 0, 1; 0 ≤ k ≤ T − 1} if n ≡ 3 (mod 4) and T ≥ 1,
and o(gni,j)At(g
n
i,j) = 0 if n ≡ 3 (mod 4) and T = 0. It is straightforward to see that
the image of the K-basis above under Gn is precisely the set:
(4)


{βn,00,i,j , β
n,k
l,i,j | 0 ≤ i ≤ 3; 0 ≤ j ≤ n; l = 0, 1; 1 ≤ k ≤ T }
if n ≡ 0 (mod 4)
{βn,kl,i,j | 0 ≤ i ≤ 3; 0 ≤ j ≤ n; l = 0, 1; 0 ≤ k ≤ T }
if n ≡ 1 (mod 4)
{βn,kl,i,j , β
n,T
0,i,j | 0 ≤ i ≤ 3; 0 ≤ j ≤ n; l = 0, 1; 0 ≤ k ≤ T − 1}
if n ≡ 2 (mod 4)
{βn,kl,i,j | 0 ≤ i ≤ 3; 0 ≤ j ≤ n; l = 0, 1; 0 ≤ k ≤ T − 1}
if n ≡ 3 (mod 4) and T ≥ 1,
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and moreover (Rn)∗ = 0 if n ≡ 3 (mod 4) and T = 0. Since the set (4) gives a
K-basis of (Rn)∗, we have the following:
Lemma 3.2. For m ≥ 0 and 0 ≤ r ≤ 3,
dimK(R
4m+r)∗ =


4(2T + 1)(4m+ 1) if r = 0
16(T + 1)(2m+ 1) if r = 1
4(2T + 1)(4m+ 3) if r = 2
32T (m+ 1) if r = 3.
3.2. The dimension of HomAe(Ker ∂
n, A). Until the end of this paper, we sup-
pose that the product S4,0 = q0q1q2q3 (∈ K×) is not a root of unity. Therefore
Sk4m,t = S
mk
4,0 = (q0q1q2q3)
km 6= 1K for all t ∈ Z and integers k ≥ 0 and m ≥ 0.
Now, using the equations (1) and (2), we can find a K-basis of the kernel of
i∗n = HomAe(in, A) (n ≥ 0) in (3).
Lemma 3.3. If T = 0, then
(i) (a) The set {
∑3
j=0 β
0,0
0,j,0} gives a K-basis of Ker i
∗
0.
(b) For m ≥ 1, Ker i∗4m = {0}.
(ii) (a) The set {β1,0r,r,0 + β
1,0
r+1,r,1 − β
1,0
r,r+1,1 − β
1,0
r+1,r+1,0 | r = 0, 1, 2} ∪ {β
1,0
0,0,0 +
β1,01,0,1, β
1,0
1,0,1 + β
1,0
0,1,1 + β
1,0
1,2,1 + β
1,0
0,3,1} gives a K-basis of Ker i
∗
1.
(b) For m ≥ 1, the set {Su,rβ4m+1,0r,r,u + β
4m+1,0
r+1,r,u+1 − S4m−u,u+r+1β
4m+1,0
r,r+1,u+1 −
β4m+1,0r+1,r+1,u | 0 ≤ r ≤ 3; 0 ≤ u ≤ 4m} gives a K-basis of Ker i
∗
4m+1.
(iii) For m ≥ 0, the set {β4m+2,00,r,u | 0 ≤ r ≤ 3; 0 ≤ u ≤ 4m+ 2} gives a K-basis of
Ker i∗4m+2.
(iv) For m ≥ 0, Ker i∗4m+3 = {0}.
If T ≥ 1, then
(i) (a) The set {
∑3
j=0 β
0,0
0,j,0}∪{
∑3
j=0 β
0,k
l,j,0 | l = 0, 1; 1 ≤ k ≤ T } gives a K-basis
of Ker i∗0.
(b) For m ≥ 1, the set {Su,rβ4m,kr,r,u + β
4m,k
r,r+1,u | 0 ≤ r ≤ 3; 0 ≤ u ≤
2m − 1; 1 ≤ k ≤ T } ∪ {β4m,kr,r+1,u + S4m−u,r+u+1β
4m,k
r,r+2,u | 0 ≤ r ≤
3; 2m + 1 ≤ u ≤ 4m; 1 ≤ k ≤ T } ∪ {S4m,0β
4m,k
l,l,2m + S2m,l+2β
4m,k
l,l+1,2m +
S2m,l+2S2m,l+3β
4m,k
l,l+2,2m + S2m,l+3β
4m,k
l,l+3,2m | l = 0, 1; 1 ≤ k ≤ T } gives a
K-basis of Ker i∗4m.
(ii) (a) The set {β1,kr,r,0, β
1,k
r,r+1,1 | 0 ≤ r ≤ 3; 1 ≤ k ≤ T } ∪ {β
1,0
0,0,0 + β
1,0
1,0,1} ∪
{β1,0r,r,0 + β
1,0
r+1,r,1 − β
1,0
r,r+1,1 − β
1,0
r+1,r+1,0 | r = 0, 1, 2}
∪
{
{β1,00,1,1 + β
1,0
0,3,1, β
1,0
1,0,1 + β
1,0
1,2,1} if charK | 2T + 1
{β1,00,1,1 + β
1,0
0,3,1 + β
1,0
1,0,1 + β
1,0
1,2,1} if charK ∤ 2T + 1
gives a K-basis of Ker i∗1.
(b) For m ≥ 1, the set {Su,rβ4m+1,0r,r,u + β
4m+1,T
r+1,r,u+1 − S4m−u,u+r+1β
4m+1,T
r,r+1,u+1 −
β4m+1,0r+1,r+1,u | 0 ≤ r ≤ 3; 0 ≤ u ≤ 2m − 1} ∪ {Su,rβ
4m+1,T
r,r,u + β
4m+1,0
r+1,r,u+1 −
S4m−u,u+r+1β
4m+1,0
r,r+1,u+1 − β
4m+1,T
r+1,r+1,u | 0 ≤ r ≤ 3; 2m + 1 ≤ u ≤ 4m} ∪
{β4m+1,kr,r,u | 0 ≤ r ≤ 3; 0 ≤ u ≤ 2m; 1 ≤ k ≤ T } ∪ {β
4m+1,k
r+1,r,u | 0 ≤ r ≤
3; 2m + 1 ≤ u ≤ 4m + 1; 1 ≤ k ≤ T } ∪ {S2m,rβ
4m+1,0
r,r,2m + β
4m+1,0
r+1,r,2m+1 −
HOCHSCHILD COHOMOLOGY 7
S2m,r+3β
4m+1,0
r,r+1,2m+1 − β
4m+1,0
r+1,r+1,2m | r = 0, 1}
∪


{S2m,r+lβ
4m+1,0
r+l,r,2m+l + S2m,r+l+3β
4m+1,0
r+l,r+2,2m+l
| r = 0, 1; l = 0, 1} if charK | 2T + 1
{S2m,rβ
4m+1,0
r,r,2m + β
4m+1,0
r+1,r,2m+1 − S2m,r+3β
4m+1,0
r,r+1,2m+1
−β4m+1,0r+1,r+1,2m | r = 2, 3} if charK ∤ 2T + 1
gives a K-basis of Ker i∗4m+1.
(iii) For m ≥ 0, the set {Su,rβ4m+2,kr,r,u + β
4m+2,k
r,r+1,u | 0 ≤ r ≤ 3; 0 ≤ u ≤ 2m; 0 ≤
k ≤ T − 1} ∪ {β4m+2,kr,r+1,u + S4m−u+2,u+r+1β
4m+2,k
r,r+2,u | 0 ≤ r ≤ 3; 2m+ 2 ≤ u ≤
4m + 2; 0 ≤ k ≤ T − 1} ∪ {S2m,lβ
4m+2,k
l,l+3,2m+1 + S2m,lS2m+1,l+2β
4m+2,k
l,l+2,2m+1 +
S2m,l+3β
4m+2,k
l,l+1,2m+1 + S4m+1,lβ
4m+2,k
l,l,2m+1 | l = 0, 1; 0 ≤ k ≤ T − 1} ∪ {β
4m+2,T
0,r,u |
0 ≤ r ≤ 3; 0 ≤ u ≤ 4m+ 2} gives a K-basis of Ker i∗4m+2.
(iv) For m ≥ 0, the set {β4m+3,kr,r,u | 0 ≤ r ≤ 3; 0 ≤ u ≤ 2m + 1; 0 ≤ k ≤
T − 1}∪ {β4m+3,kr,r+1,u | 0 ≤ r ≤ 3; 2m+2 ≤ u ≤ 4m+ 3; 0 ≤ k ≤ T − 1} gives a
K-basis of Ker i∗4m+3.
Proof. We only verify (i)(b) for the case T ≥ 1. Suppose that T ≥ 1 and m ≥ 1,
and we put B := {Su,rβ4m,kr,r,u + β
4m,k
r,r+1,u | 0 ≤ r ≤ 3; 0 ≤ u ≤ 2m − 1; 1 ≤ k ≤
T } ∪ {β4m,kr,r+1,u + S4m−u,r+u+1β
4m,k
r,r+2,u | 0 ≤ r ≤ 3; 2m + 1 ≤ u ≤ 4m; 1 ≤ k ≤
T }∪ {S4m,0β
4m,k
l,l,2m+S2m,l+2β
4m,k
l,l+1,2m+S2m,l+2S2m,l+3β
4m,k
l,l+2,2m+S2m,l+3β
4m,k
l,l+3,2m |
l = 0, 1; 1 ≤ k ≤ T }. Denote by V the subspace in (R4m)∗ generated by B. It
is straightforward to see that the elements in B are linearly independent, and so it
suffices to verify V = Ker i∗4m.
First, let ψ ∈ B. Then it is not hard to check that ψ sends all elements in (1)
to zero, namely, ψ(∂4m+1(p4m+1i,j )) = 0 for all 0 ≤ i ≤ 3 and 0 ≤ j ≤ 4m + 1. So
we get ψ(Ker ∂4m) = ψ(Im ∂4m+1) = 0, which shows ψ ∈ Ker i∗4m, since i4m is the
inclusion map. Hence it follows that V ⊆ Ker i∗4m.
Conversely, let φ ∈ Ker i∗4m. By (4), we can write φ = (
∑3
i=0
∑4m
j=0 vi,jβ
4m,0
0,i,j ) +
{
∑3
i=0
∑4m
j=0
∑T
k=1(w
k
0,i,jβ
4m,k
0,i,j + w
k
1,i,jβ
4m,k
1,i,j )} for vi,j , w
k
l,i,j ∈ K (0 ≤ i ≤ 3,
0 ≤ j ≤ 4m, 1 ≤ k ≤ T , l = 0, 1). We always consider the subscripts i of vi,j
and wkl,i,j as modulo 4, and l of w
k
l,i,j as modulo 2. Since φ ∈ Ker i
∗
4m, we get
φ(Im ∂4m+1) = φ(Ker ∂4m) = 0, so that φ(∂4m+1(p4m+1r,u )) = 0 for 0 ≤ r ≤ 3 and
0 ≤ u ≤ 4m + 1. Then, by direct computations of the images of (1) under φ,
we get: for 0 ≤ r ≤ 3, (vr,0 − vr+1,0)erxr +
∑T
k=1(w
k
r,r,0 − w
k
r,r+1,0)erx
4k+1
r = 0,
(S4m−u+1,r+u−1vr,u−1−vr+1,u−1)erx
4T+1
r+1 +(vr,u−Su,rvr+1,u)erxr+
∑T
k=1(w
k
r,r,u−
Su,rw
k
r,r+1,u)erx
4k+1
r = 0 (1 ≤ u ≤ 2m), (S4m−u+1,r+u−1vr,u−1−vr+1,u−1)erxr+1+
(vr,u−Su,rvr+1,u)erx4T+1r +
∑T
k=1(S4m−u+1,r+u−1w
k
r+1,r,u−1−w
k
r+1,r+1,u−1)erx
4k+1
r+1
= 0 (2m+1 ≤ u ≤ 4m), (vr,4m− vr+1,4m)erxr+1+
∑T
k=1(w
k
r+1,r,4m−w
k
r+1,r+1,4m)
erx
4k+1
r+1 = 0, which give the system of equations: for 0 ≤ r ≤ 3 and 1 ≤ k ≤ T ,
vr,u − Su,rvr+1,u = 0 (0 ≤ u ≤ 2m), S4m−u,r+uvr,u − vr+1,u = 0 (0 ≤ u ≤ 2m− 1),
wkr,r,u−Su,rw
k
r,r+1,u = 0 (0 ≤ u ≤ 2m), S4m−u,r+uvr,u−vr+1,u = 0 (2m ≤ u ≤ 4m),
vr,u − Su,rvr+1,u = 0 (2m + 1 ≤ u ≤ 4m), S4m−u,r+uw
k
r+1,r,u − w
k
r+1,r+1,u = 0
(2m ≤ u ≤ 4m). So it follows, for 0 ≤ r ≤ 3 and 1 ≤ k ≤ T , that vr,u = 0
(0 ≤ u ≤ 4m), wkr,r,u = Su,rw
k
r,r+1,u (0 ≤ u ≤ 2m − 1), S4m−u,r+uw
k
r+1,r,u =
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wkr+1,r+1,u (2m+1 ≤ u ≤ 4m), S4m,0w
k
l,l+3,2m = S2m,lw
k
l,l+2,2m = S2m,l+3w
k
l,l,2m =
S2m,l+3S2m,lw
k
l,l+1,2m (l = 0, 1). Then, using these equations, φ can be written as
φ = {
∑3
r=0
∑T
k=1
∑2m−1
u=0 wr,r+1,u(Su,rβ
4m,k
r,r,u + β
4m,k
r,r+1,u)}+ {
∑3
r=0
∑T
k=1
∑4m
u=2m+1
wr,r+1,u(β
4m,k
r,r+1,u+S4m−u,r+u+1β
4m,k
r,r+2,u)}+{
∑T
k=1
∑1
l=0 S
−1
4m,0w
k
l,l,2m(S4m,0β
4m,k
l,l,2m+
S2m,l+2β
4m,k
l,l+1,2m+S2m,l+2S2m,l+3β
4m,k
l,l+2,2m+S2m,l+3β
4m,k
l,l+3,2m)}, which shows φ ∈ V .
Accordingly it follows that Ker i∗4m ⊆ V .
Therefore we get the required K-basis. Similarly, by using (1) and (2), we can
verify the remaining statements. 
By the sequence (3), we get dimK(Ker ∂
n)∗ = dimK Ker i
∗
n+1 for n ≥ −1 (where
Ker∂−1 := A), so that Lemma 3.3 gives us the dimension of (Ker ∂n)∗:
Proposition 3.4. For integers m ≥ −1 and 0 ≤ r ≤ 3 with 4m+ r ≥ −1,
dimK(Ker ∂
4m+r)∗
=


2T + 1 if m = −1 and r = 3
8T + 6 if m = r = 0 and charK | 2T + 1
8T + 5 if m = r = 0 and charK ∤ 2T + 1
2(8m+ 3) + 8T (2m+ 1) if m ≥ 1, r = 0 and charK | 2T + 1
4(4m+ 1) + 8T (2m+ 1) if m ≥ 1, r = 0 and charK ∤ 2T + 1
4(4m+ 3) + 2T (8m+ 5) if m ≥ 0 and r = 1
16T (m+ 1) if m ≥ 0 and r = 2
2T (8m+ 9) if m ≥ 0 and r = 3.
Now, by using the sequence (3) and Proposition 3.4, we immediately get the di-
mensions of the Hochschild cohomology groups of A = AT (q0, q1, q2, q3):
Theorem 3.5. Let T ≥ 0 be an integer, and let qi (0 ≤ i ≤ 3) be any element in
K×. Suppose that the product q0q1q2q3 is not a root of unity. Then
(a) For m ≥ 0 and 0 ≤ r ≤ 3,
dimK HH
4m+r(A) =


2T + 1 if m = r = 0
2T + 3 if m = 0, r = 1 and charK | 2T + 1
2T + 2 if m = 0, r = 1 and charK ∤ 2T + 1
2T + 2 if m = 0, r = 2 and charK | 2T + 1
2T + 1 if m = 0, r = 2 and charK ∤ 2T + 1
2T if m ≥ 0 and r = 3,
or if m ≥ 1 and r = 0
2T + 2 if m ≥ 1, r = 1 and charK | 2T + 1,
or if m ≥ 1, r = 2 and charK | 2T + 1
2T if m ≥ 1, r = 1 and charK ∤ 2T + 1,
or if m ≥ 1, r = 2 and charK ∤ 2T + 1.
(b) HHn(A) = 0 for all n ≥ 3 if and only if T = 0.
Remark 3.6. If T = 0, since the global dimension of A0(q0, q1, q2, q3) is infinite
for all qi ∈ K× (0 ≤ i ≤ 3), Theorem 3.5 (b) gives us a negative answer to Happel’s
question stated in Section 1.
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We end this paper by describing the Hochschild cohomology ring modulo nilpotence
HH∗(A)/NA of A = AT (q0, q1, q2, q3) for T = 0, where NA is the ideal generated
by all homogeneous nilpotent elements in HH∗(A), and thus HH∗(A)/NA is a com-
mutative graded algebra. As a consequence of Theorem 3.5, we get the following:
Corollary 3.7. Let T = 0 and qi ∈ K× for 0 ≤ i ≤ 3. Suppose that q0q1q2q3 is not
a root of unity. Then HH∗(A) is a 4-dimensional local algebra, and HH∗(A)/NA is
isomorphic to K.
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