Abstract-A path computation element (PCE) is briefly defined as a control plane functional component (physical or logical) that is able to perform constrained path computation on a graph representing (a subset of) a network. A stateful PCE is a PCE that is able to consider the set of active connections, and its development is motivated by the fact that such knowledge enables the deployment of improved, more efficient algorithms. Additionally, a stateful PCE is said to be active if it is also able to affect (modify or suggest the modification of) the state of such connections. A stateful active PCE is thus able not only to use the knowledge of the active connections as available information during the computation, but also to reroute existing ones, resulting in a more efficient use of resources and the ability to dynamically arrange and reoptimize the network. An OpenFlow controller is a logically centralized entity that implements a control plane and configures the forwarding plane of the underlying network devices using the OpenFlow protocol. From a control plane perspective, an OpenFlow controller and the aforementioned stateful PCE have several functions in common, for example, in what concerns network topology or connection management. That said, both entities also complement each other, since a PCE is responsible mainly for path computation accessible via an open, standard, and flexible protocol, and the OpenFlow controller assumes the task of the actual data plane forwarding provisioning. In other words, the stateful PCE becomes active by virtue of relying on an OpenFlow controller for the establishment of connections. In this framework, the integration of both entities presents an opportunity allowing a return on investment, reduction of operational expenses, and reduction of time to market, resulting in an efficient approach to operate transport networks. In this paper, we detail the design, implementation, and experimental evaluation of a centralized control plane based on a stateful PCE, acting as an OpenFlow controller, targeting the control and management of optical networks. We detail the extensions to both the OpenFlow and the PCE communication protocol (PCEP), addressing the requirements of elastic optical networks as well as the system performance, obtained when deployed in a laboratory trial.
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I. INTRODUCTION
A path computation element (PCE) [1] is an entity dedicated to perform the path computation task in a control plane using, as input, the view of the network topology and applying computational constraints. A stateful PCE, as opposed to a stateless one, is also defined in the main architecture as a PCE that utilizes, for the purposes of computation, not only the network state in terms of links and nodes and their traffic engineering (TE) attributes (known collectively as the traffic engineering database or TED), but also a database of active connections, which in the original MPLS/GMPLS scope is commonly referred to as the label switched path (LSP) database (LSPDB). This statefulness has key advantages, such as enabling better global optimization opportunities [2, 3] . In this line, PCEs can start assuming roles usually reserved for the management plane, given their well-defined, flexible protocol interface, and the ease of integration with business and operations support systems as well as with operators' policies. This formal decoupling of the path computation function, involved in the provisioning of connectivity services, facilitates the deployment of PCEs within diverse control plane architectures (beyond the original MPLS/GMPLS), in which it is then possible to offload computations to dedicated PCEs and benefit from distributed computations among collaborative PCEs.
OpenFlow [4] is commonly defined as an open standard around a centralized control model, along with its associated communications protocol and the concepts of a network controller and operating system. OpenFlow exploits the fact that most modern switches and routers (and, by extension, network nodes in circuit switched technologies) can be abstracted, identifying a common set of functions. These key ideas enable, regardless of the actual vendor of a device, an approach of controlling a heterogeneous network based on the concept of a centralized entity that abstracts the details of the underlying network and on top of which an application ecosystem can be developed and deployed. OpenFlow is a concrete implementation and has established the main ideas of a more generic concept referred to as software defined networking (SDN) as a way of operating a network that is based on some pillars:
• The separation of the data and control planes. This implies, among other things, that the different aspects concerning the behavior of a device, notably regarding the way the device forwards data, are now remotely configurable, and that a single centralized controller can program the behavior of the network. At the same time, the controller can expose programming interfaces to end applications, allowing a better match between application requirements and network behavior.
• The global idea of network and device programmability.
Network devices are growing in features and such features can be programmed, which means that their behavior can be changed or reconfigured dynamically by software.
• The development of the concept of network and infrastructure virtualization, which means that the elements constituting the underlying physical infrastructure can be sliced and aggregated in such a way that specific network views can be offered to clients, in a similar way to which a virtualization layer abstracts a system and virtual instances can run in parallel, isolated from the rest.
Overall, this means that once the network has been abstracted and isolated by means of virtualization and the use of SDN controllers, application programming interfaces (APIs) are offered to applications and third parties to develop their solutions on top of the managed or controlled network, enabling optimization of the network based on application requirements. SDN solutions are expected to be based, at least in part, on open standards, with welldefined APIs, protocols, and modular architectures, rather than on closed systems. With this framework, the network can be operated and optimized based on application requirements, covering all segments from access, aggregation, metro or core, and heterogeneous technologies. SDN allows the network functionality to be extended to aspects that may not have been foreseen. Finally, operating support systems (OSSs) are quite complex in nature, and adopting SDN principles could improve the way they are controlled and managed.
In this particular context, optical networks are challenging to manage, due to the intrinsics of the optical technology and the need to fully exploit advances in systems and components such as the fact that optical transmission systems are becoming more and more configurable (for instance, an operator can select aspects such as the modulation format or forward error correction codes dynamically). In this scope, the use of OpenFlow to control such networks is getting a lot of attention; regarding the protocol extensions, see, for example, [5, 6] and the references within. The authors in [7] considered the control of OpenFlow-based flexible optical networks with enhanced monitoring functionalities.
In view of this, the particular integration of stateful PCEs within the OpenFlow centralized control model becomes an opportunity, notably, since a stateful PCE, extended with connection management capabilities, has several functions in common with an OpenFlow controller and, when automated, can act as an entity able to decide where and when to set up, reoptimize, and release data connections. In practice, the integration is also motivated by the following reasons: i) to leverage a flexible, mature and feature-complete protocol (PCE communication protocol, PCEP [8] ), developed for requesting path computations; ii) to use the OFP to configure optical switches and to obtain the status and topology of the network, by means of extensions to the current OFP; iii) to reuse the PCE know-how developed regarding TED management and path computation algorithms, since both the PCE and the OpenFlow controller can share the same view of the topology in a centralized setting; and iv) the dual role as an OpenFlow controller and stateful PCE, both sharing a unique common active connection database. A first discussion on integration of OpenFlow and PCE is given in [9] .
In this paper, we present the design and development of such a system, with an integrated stateful PCE/OpenFlow controller (SPOC, for short). Note that, by definition, the SPOC can be seen as an active PCE, as per the aforementioned definitions, by its ability to set up, reroute, and release connections, by virtue of its OpenFlow controller component. This paper extends the work that initially considered such integration [10] . The rest of our previous work [11, 12] only considered stateless PCE/OpenFlow interworking for a fixed-grid wavelength switched optical network (WSON).
Given the nature of the PCE architecture and the real decoupling of the path computation function, an active PCE can be equally deployed relying on an underlying GMPLS control plane, triggering signaling events by means of PCEP extensions, rather than using the OFP to directly program the cross-connects. In this latter case, the stateful PCE is able to delegate the actual establishment of lightpaths to the RSVP-TE signaling protocol. Such an approach (the combination of an active PCE with a GMPLS control plane) is justified in cases where the stateful PCE needs to interwork with a deployed GMPLS controlled optical network, since the GMPLS architecture relies on a set of mature, well-tested protocols for link management, topology dissemination, and signaling, and such protocols have been extended to cover WSONs. However, GMPLS extensions for flexi-grid are still not defined (the authors are involved in the IETF/CCAMP standardization efforts for this). The approach is more complex, requiring extra synchronization procedures to synchronize the database of active connections.
The OFP seems a straightforward choice for the so-called southbound API. It is relatively simple to extend it to cover other switching technologies (such as flexi-grid), and there is some basic (although incomplete) support in the OFP for programming optical cross-connects in WSONs. Although the OFP is not perfect and additional extensions would be required in order to fully address the control and management of optical networks, it provides a solid basis for development and research.
Other protocols and interfaces such as a ForCES, I2RS, or the combination of NETCONF and YANG could also be used for the same purposes, but they are either not conceived for this, require some extra effort, or are still in the early stages of design, considering requirements and use cases. There is a clear interest to compare both control approaches, either based on GMPLS and OpenFlow, as in [13] .
The rest of the paper is structured as follows. Section II provides a basic overview of what a flexi-grid DWDM optical network is. Section III briefly presents the basic models in which a PCE and OpenFlow controller can be integrated. Section IV presents the system design and block diagram. Section V summarizes the main protocol extensions used in this work, and Section VI presents the performance evaluation that has been carried out. Finally, Section VII concludes the paper.
II. FLEXI-GRID DWDM OPTICAL NETWORKS
The term flexi-grid [14] refers to the updated set of nominal central frequencies (grid), lower spacing values, and optical spectrum management considerations that have been defined in order to allow an efficient and flexible allocation of optical spectral bandwidth for high-bit-rate systems. A key concept is the frequency slot, a variable-size optical frequency range that can be allocated to a data connection, characterized by its nominal central frequency, selected from the set of reference frequencies (f 193.1 THz n × 6.25 GHz), and its slot width (m × 12.5 GHz, m ≥ 1). Alternatively, it can also be seen as a set of contiguous indivisible basic slots (referred to as slices), e.g., a base slice and a slice count. Data plane switching is based on the concept of frequency slots, and such a media channel itself can be dimensioned to contain one or more optical channels (OCh-P) [15] .
Compared to a traditional fixed grid network, which uses fixed-size optical spectrum frequency ranges or frequency slots with typical channel separations of 50 GHz, a flexible grid network can select its media channels with a more flexible choice of slot widths, allocating as much optical spectrum as required, and allowing higher bit rates (e.g., 400 Gbits∕s, 1 Tbit∕s, or higher).
From a networking perspective, a flexible grid network is assumed to be a layered network [15, 16] in which the flexi-grid layer (also referred to as the media layer) is the server layer and the signal layer is the client layer. In the media layer, switching is based on a frequency slot; media elements (fibers, amplifiers, filters, switching matrices) only direct the optical signal or affect the properties of an optical signal and do not modify the properties of the information that has been modulated to produce the optical signal. The media channel is a media association that represents both the topology (i.e., path through the media) and the resource (frequency slot) that it occupies. As a topological construct, it represents a (effective) frequency slot supported by a concatenation of media elements (fibers, amplifiers, filters, switching matrices …). This term is used to identify the end-to-end physical layer entity with its corresponding (one or more) frequency slots local at each link filter. This paper deals with the dynamic establishment and release of media channels. The mapping of optical channel payloads to media channels is out of its scope.
III. INTEGRATION OF OPENFLOW CONTROLLERS AND PATH COMPUTATION ELEMENTS
The integration of a stateful PCE and an OpenFlow controller involves the design of a system that can act as a stateful PCE in terms of path computation and resource allocation and as an OpenFlow controller in order to provision, reroute, and release (proactively or on demand) data plane connections. The PCE component thus becomes active by virtue of relying on the OpenFlow controller and protocol to configure the forwarding behavior of the nodes, and the OpenFlow controller benefits from the path computation capabilities (and existing related know-how and implementations) of PCEs.
Such integration can be carried out by following different deployment models, differing in how the functional components are deployed, in the interfaces that are required to interact, and whether these interfaces are internal or external to a given implementation. This section briefly discusses the main ones (shown in Fig. 1 ), detailed below on the selected approach.
• The most straightforward approach is to consider the path computation function external to the OpenFlow controller. This means that the PCE is formally separated from the controller, and it is deployed autonomously. The PCE can be queried by an application running on top of the OpenFlow controller. Such an application would play the role of a path computation client (PCC) and send a path computation request (PCReq) message either at the time of actively provisioning a connection or upon a certain event coming from the controller, process the path computation reply (PCRep) message, and request the controller to set up the corresponding path. This approach requires that the application have access to the profile of the request and a means to return the path route to the controller for its provisioning. The PCEP protocol is thus used by the PCC as usual. How the PCE obtains the TED (and the LSPDB if it is a stateful PCE) is unspecified, a possibility being the definition of new interfaces and or protocols (for instance, if the OpenFlow controller exports this information or if it is accessible via a Web service).
• A variant of the previous approach is to place the PCE directly as an application on top of the OpenFlow controller. Thus, the use of the PCEP becomes a detail of the interface between the controller and its applications. Similarly, this approach requires that the PCE needs to be able to construct its own local TED (or retrieve it, obtain it from an external entity). If the PCE is stateful it also needs access to the LSPDB and related information. The main difference with the previous one is that the databases are accessible via a more complex API between the PCE and the OpenFlow controller.
• The final approach is full integration of the OpenFlow controller and a stateful PCE extended with connection management capabilities, in which interfaces are internal and both components have access to a single instance of the TED and LSPDB.
All models can be functionally equivalent, depending on the flexibility and features of the involved programming and protocol interfaces. In this work, we have focused on the full integration. This is motivated by the fact that having common, shared date structures and states simplifies concurrent access and updates. Note that the PCEP interface and protocol is still accessible and can be used by third-party applications. With minor modifications, it can be used as a SPOC northbound interface, becoming the API to request the active provisioning of connections. This approach also allows the reuse of the know-how of algorithms developed in the scope of the PCE in the OpenFlow controller.
IV. SYSTEM DESIGN AND FUNCTIONAL ARCHITECTURE

A. Integrated SPOC Block Diagram
The block diagram is shown in Fig. 2 . The upper part of the diagram corresponds to the stateful PCE component, which receives provisioning requests, for example, from a network management system, using a northbound API and interface. In this work, the PCEP protocol with extensions is used as such a northbound interface. Requests are enqueued in a priority queue and served by a pool of worker threads. For a successful connection establishment [after the path computation by means of the execution of the selected routing and spectrum assignment (RSA) algorithm], the PCE stores the result in the LSPDB [containing, notably, the path encoded as an explicit route object (ERO) and the allocated frequency slot] and notifies the OpenFlow controller component. Note that the stateful PCE component has read access to the TED and read/write access to the LSPDB. Although the initial TED may be preconfigured in the PCE with static information and with TE attributes that are not conveyed in the OFP, the OpenFlow controller component, shown in the lower part, may also be responsible for dynamically updating the TED after parsing OpenFlow messages coming from the OpenFlow agents, as detailed below. Once the OpenFlow controller gets a request for the establishment of a connection from the stateful PCE component, it proceeds to set up the connection. Only when the connection is established does the PCEP component reply with a PCEP response in a PCRep message as usual (so the requester is also aware of the allocated path and resources). In the case of a failure, a response containing a NO_PATH object is replied, and, if needed, the LSPDB entry is removed from the database (in the case the provisioning failed).
B. OpenFlow Agents for OXC/ROADMs and BV-OXC
In order to map and translate OpenFlow messages to configure the underlying optical hardware, we have developed specific OpenFlow agents that are co-located with ROADMs and OXC nodes and which use the API offered by a hardware abstraction layer. Basically, the agents are responsible for connecting to the OpenFlow controller, for performing the OpenFlow handshake where the optical hardware static features are announced and discovered, and, finally, for configuring the optical hardware upon request (i.e., upon reception of the OFP_CFLOW_MOD message for the establishment or release of an optical cross-connect). The agents are processes developed in C++ that run in a dedicated Intel PCE running GNU/Linux. The architecture is shown in Fig. 3 .
V. CONTROL PLANE/OPENFLOW REQUIREMENTS, AND PROPOSED EXTENSIONS
A. OpenFlow Protocol
Our OFP extensions for flexi-grid networks extend the circuit addendum version 0.3 defined for OpenFlow Protocol v1.0 in a similar way as done in [17, 18] . Specifically, the extensions involve modifying the initial handshake between an agent and a controller (and the contents of the OFP_FEATURES_REPLY message) and the messages used for the configuration of cross-connects (CFLOW_MOD and CPORT_STATUS), encoding the parameters that characterize a frequency slot. For topology discovery, Fig. 3 . Diagram of the OpenFlow agent that connects to the OpenFlow controller and configures the underlying optical hardware using a hardware abstraction library. OFP has a basic mechanism by which the controller can build the flexi-grid network topology and the associated directed graph used for computation, parsing the CPORT (circuit port) structures of the OFP_FEATURES_REPLY message. Such data structures convey port identifiers and capabilities along with the neighboring node identifier or datapath_id (see Figs. 4 
and 5).
Since neither a supervisory channel nor a discovery protocol between neighbors is assumed, nor the ability to inject test messages for port identifier correlation [19] , local or remote port identifier mappings are locally preconfigured. In addition, for dynamic network status management, there is limited OFP support to convey the state of the central nominal frequencies, so the SPOC authoritatively manages the TED, the status of the nominal central frequencies (i.e., the available frequency slots), and the monitored link physical impairments. Regarding the path computation, the SPOC executes a routing, modulation and spectrum assignment (RMSA or RSA for short) algorithm based on a distance-adaptive, iterative approach that combines off-line path characterization assuming coherent optical orthogonal frequency division multiplexing (CO-OFDM) transmission, and storing the results of such characterization in precached tables used for dynamic on-line forward error correction, modulation, and spectrum assignment, depending on bandwidth profile, path hop count, and physical distance [20, 21] .
For the actual cross-connect, we define a synchronous mode if the SPOC waits for the successful confirmation of the cross-connect (via CPORT_STATUS message), and asynchronous otherwise. In both cases, the SPOC may serialize (process sequentially) each cross-connect or parallelize them. The service setup delay thus depends on the latency (round-trip time) between the requester and SPOC, the latency between the SPOC and the agent, and, in synchronous mode, the hardware configuration delay. A synchronous mode with full parallelization allows early detection of errors and minimizes latency associated with the path length/hop count. Both modes are illustrated in Fig. 6 .
B. Path Computation Element Communications Protocol
Finally, for service establishment and release, the PCEP protocol is used as a service activation protocol for the provisioning of connectivity. The main reason is that PCEP is a mature, stable, and extendable protocol that already provides several of the required features: First, it allows for indicating the endpoints in a request, allows for a set of heterogeneous traffic parameters, and supports other features such as allowing synchronized computation requests or global concurrent optimization. The PCEP protocol was also extended for RSA, providing frequency slot assignment [20] , so it can report back the allocated resources.
To this end, the PCEP request parameter object, which is mandatory in any request, has been extended with a) a type, length, value tuple (TLV) that specifies whether the request is a computation, a report query, a setup request, or a release request and b) new TLVs so the request parameter object unambiguously identifies a given 
VI. EXPERIMENTAL EVALUATION
We have tested the network control and management system comprising the integrated stateful PCE and OpenFlow controller in a control plane-only testbed with emulated flexi-grid hardware (Fig. 7) , composed of 14 nodes (Japan core network topology). Each link is bidirectional and, on each direction, links have 128 nominal central frequencies (slices). Connection requests for the establishment of a media channel are randomly selected between all distinct node pairs. The bandwidth profile of each request is random, mapped to a CO-OFDM transmission requiring from 1 to 16 slices.
First, to roughly quantify the involved control plane overhead imposed by the extended OFP, we carried out a stress test of 10 3 connections requests. The selected approach is to work in synchronous mode (waiting for the acknowledgment from the OpenFlow agent) and serializing the configuration of the cross-connects. The stress test lasted, overall, approximately 70 s, generating 20,594 OpenFlow messages total. This implies an OFP message rate of 296 msg∕s, and, in this particular case, the average size (in bytes) of a message is approximately 100 bytes on-wire (in particular, 70 packets with [40-79] bytes and 20,524 with [80-159]). If we consider a single OFP adjacency (a control connection between the SPOC and a given agent), the test involved 16 msg∕s, yielding a control plane rate of roughly 1.5 kbytes∕s, with a SPOC-agent round trip time of 0.25 ms, assuming a scenario deployed in an Ethernet LAN. For the protocol details, Fig. 8 shows the PCEP response object conveying the ERO for the physical path, the allocated modulation format, the assigned forward error correction code, and the optical spectrum frequency slot for a successful request [ Fig. 8(a) ] and a sample CFLOW_MOD message used to program the cross-connect and sent to an OpenFlow agent [ Fig. 8(b) ].
Finally, Fig. 9 shows the obtained performance (in terms of blocking probability seen by the requester) in which we carried out the tests assuming 10 4 requests per data point. The requests were generated by following a Poisson arrival point process, in which the average interarrival time was set to a fixed value of 3 s. Regarding the connection duration, the connection holding time was generated following a 9 . Obtained blocking probability (percent) when flow arrivals follow a Poisson point process, with requests randomly selected between distinct node pairs. The demand bandwidth profile is random, mapped to a CO-OFDM transmission requiring 1) from 1 to 16 slices and 2) always 16 slices. Measurements obtained using 10 4 requests per data point, with average interarrival time set to 3 s, and exponential holding time set depending on the offered traffic in erlangs.
negative exponential random variable, with the average set depending on the overall offered traffic (denoted A, expressed in erlangs).
To have better insight into the setup delay (time seen by the requester from the moment it requests a path establishment to the reception of the confirming PCEP message), we performed another test with 1000 requests. The OpenFlow agents were configured emulating a 50 ms hardware delay, and the offered traffic was set to A 80 erlangs. With this test, we obtained an average hop count of 2.38 (ranging from a min 1 hop, to a max value of 8 hops). We tested both approaches, with full parallelization and serialized. With full parallelization, the delay was quite constant, ranging from around 51 to 56 ms. Finally, Fig. 10 shows, quantitatively, the histogram of the setup delay in serial mode.
VII. CONCLUSION
We have designed and validated a centralized control plane integrating a stateful PCE and an OpenFlow controller for a flexi-grid network, within the scope of network control and management techniques for optical networks. This involved extending the OFP for the establishment and release of media layer connections (known as media channels). Further work is required in order to address specific aspects of transport networks and optical networks in particular, such as intranode connectivity that may impose additional constraints on the resource allocation and/or information regarding physical impairments. In this context, we have developed a prototype of an integrated stateful PCE and OpenFlow controller, and we have evaluated the solution in a testbed, focusing on the blocking probability of the selected RSA algorithm as well as the setup delay in different configurations.
