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ABSTRACT 
Portfolio Management is the process of allocating an investor's wealth to in-
vestment opportunities over a given planning period. Not only should Portfolio 
Management be treated within a multi-period framework, but one should also 
take into consideration the stochastic nature of related parameters. 
After a short review of key concepts from Finance Theory, e.g. utility function, 
risk attitude, Value-at-Risk estimation methods, and mean-variance efficiency, 
this work describes a framework for the formulation of the Portfolio Management 
problem in a Stochastic Programming setting. Classical solution techniques for 
the resolution of the resulting Stochastic Programs (e.g. L-shaped Decompo-
sition, Approximation of the probability function) are presented. These are 
discussed within both the two-stage and the multi-stage case with a special em-
phasis on the former. A description of how Importance Sampling and EVPI are 
used to improve the efficiency of classical methods is presented. Postoptimality 
Analysis, a sensitivity analysis method, is also described. 
Keywords: Approximation Schemes; Extreme Value Theory; Importance Sam-
pling; Nested Decomposition; Portfolio Management; Postoptimality Analysis; 
Progressive Hedging; Scenario Aggregation; Stochastic Programming; Stochas-
tic Quasi-gradient; Value-at-Risk 
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Chapter 1 
Introduction 
Simply speaking, portfolio management is the process of allocating an investor's 
wealth to investment opportunities over a given planning period. Hence, it 
is a dynamic decision making process, one that is aimed at maximising the 
expected terminal wealth, or its utility, while allowing the investor to meet 
future obligations and an investment objective. 
There are 6 main categories of investors: 
- banks, 
- individuals, 
- insurance companies, 
- mutual funds, 
- non-profit organisations, and 
- pension funds. 
Different investors have different investment objectives and are subjected to 
different sets of constraints. However, the investment opportunities do have 
a common characteristic: their future returns are not always known with cer-
tainty, and are, therefore, subject to risk. This requires a periodic revision of the 
portfolio. To model inter-temporal decision making processes subject to risky 
conditions, an interesting tool is available: Stochastic linear programs with re-
course; that is, linear programs whose solutions are corrective actions after the 
random events have taken place. 
In some instances, it is very simple to solve the resulting stochastic program. 
This is the case when the random variables assume discrete values and the sam-
ple space is finite and small; in this case, the integral which appears in the 
objective function of the program is replaced by a finite sum. 
5 
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It can also happen that the objective function is separable with respect to the 
components of the random elements; in this case, the integral becomes a sum 
of m( m the number of random variables) one-dimensional integrals. 
In both cases, the deterministic equivalent of the stochastic program can be 
solved directly using standard techniques, e.g. simplex method, interior point. 
However, for more complicated cases, one has to make use of more sophisticated 
solution techniques. These techniques fall into 3 main categories: 
- Approximation schemes 
These schemes approximate the integrand or the probability function. Un-
der certain conditions, the solution of the resulting approximate problems 
will converge to the solution of the original problem. 
- Stochastic approximations 
Stochastic approximation methods are iterative methods. At each iter-
ation, the expected recourse function is replaced with a randomly gen-
erated gradient. The sequence of feasible solutions obtained by solving 
the approximate problems will, under appropriate conditions, converge in 
probability to the solution of the true problem. 
- Mathematical programming techniques 
These techniques exploit the structure of the original problem to devise 
efficient solution algorithms. 
The objective of this thesis is to discuss representatives of these solution tech-
niques. 
The discussion is articulated around three main parts. In chapter 2, the fi-
nancial theory behind portfolio management is introduced. First, we discuss 
the existence of a utility function, and explain its meaning in terms of the in-
vestor's willingness to take a risk. We also discuss important concepts such 
as certainty equivalent, risk and mean-variance efficiency and related selection 
models. Some value-at-risk estimation methods are discussed as well. A frame-
work for multi-period modelling is described at the end of that chapter. 
In chapter 3, we discuss two-stage stochastic programs. After a brief defini-
tion of a linear stochastic program with recourse and a brief description of 
its properties, we present some solution techniques. First, we present the L-
shaped decomposition method, a representative of the mathematical program-
ming techniques. Next, we discuss approximation schemes i.e., approximation 
of the probability function. In the last part of this chapter, we present Monte 
Carlo sampling techniques and discuss how they can be used in conjunction with 
the L-shaped method to secure the efficient resolution of large-scale problems. 
In chapter 4, we discuss multi-stage problems. We give an extension of the L-
shaped decomposition method to the multi-stage case, and discuss how Monte 
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Carlo techniques can be combined with the L-shaped method. We also discuss 
how the expected value of perfect information, EVPI, can be used in conjunction 
with Monte Carlo sampling to enhanced the effectiveness of the L-shaped decom-
position method. Scenario analysis and related techniques are also discussed. 
The last solution technique (which is a stochastic approximation scheme) is the 
stochastic quasi-gradient method, SQG, which will be applied to the two-stage 
case. Note that, unlike the other method, the SQG can also be used to solve 
nonlinear and nonconvex problems. 
Chapter 2 
Financial background 
Portfolio management is a very versatile discipline which encompasses all the 
different facets of Finance (see [2], [22], [60]). It includes activities as diverse 
as security analysis, pricing, assessment of risk, risk control as well as finan-
cial engineering. In spite of this diversity, one should, however, note that these 
activities are very often integrated and interdependent. The discussion will be 
restricted to the portfolio manager's primary concern; that is, the construction 
and maintenance of portfolios with or without specific risk-return characteris-
tics. 
As discussed in the introduction, there are different types of investors. Due 
to the nature of their activities, some investors prefer current income over high 
(even exceptionally high) future returns, while others are more interested in 
always staying fully funded. There are also investors who are prepared to take 
a bet on their market's views, while others, less "risk seeking", hedge their po-
sitions to protect their investment. In other cases, the investor wants the future 
stream of cash flows to match her liabilities. 
The portfolio manager's problem may, therefore, be summarised by the fol-
lowing question: 
How do I build my client's portfolio (i.e. what assets should be in-
cluded in the portfolio and in what quantity), in order to match her 
profile? 
In order to solve this problem, the portfolio manager will need, among other 
things, to: 
- assess the client risk profile, 
- assess her needs, 
- find out the options that are available, and 
8 
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- specify how to choose among those options. 
Once this analysis is completed, a mathematical model is formulated and solved. 
In what follows, tools that will assist the portfolio manager in solving the men-
tioned problem will be presented. We start with an introduction of impor-
tant concepts such as "utility function", "risk", "certainty equivalent", "risk 
aversion" and "mean-variance efficiency" . Next, we discuss portfolio selection 
models. To conclude the chapter, we present some strategies for asset allocation. 
2.1 The investor's utility function 
Let us consider that N assets are traded. The lh asset, Xj, is characterised 
by its price Pi, its future cash flow Xj, the corresponding return fj and the 
probability density function of the future cash flow. 
Let us assume that the set X = { X 1, ... , X N}, i.e. the set of traded assets, is 
a mixture set; that is, it satisfies the following four postulates (see [41]:70-72): 
Postulate 1 If X;, Xj EX, then the portfolio Z, composed of pX; and 
(1 - p )Xj with p E [O, 1 J and i 'I- j, is also a traded asset. 
Postulate 2 If X;, Xj E X and p E [O, 1], then holding the portfolio Z, made 
up of pX; and (1- p)Xj, or holding the portfolio Y, composed of IX; and OXj, 
is equivalent to holding only asset X;. 
Postulate 3 If X;, Xi E X and p, q, r E [O, 1], then holding the portfolio Z, 
composed of pY and (1 - p)V (where Y is the portfolio containing r X; and 
(1- r)Xj, and Vis the portfolio containing qX;and (1- q)Xj) is equivalent to 
holding a portfolio containing (pr+ (1 - p)q)X; and (1 - pr - (1- p)q)Xj. 
We further assume that the investor is endowed with a preference relation 7r 
having the following properties: 
Property 1 (Reflexivity) If X; EX, then the investor is indifferent between 
holding a portfolio containing only asset X; and holding a different portfolio 
having the same composition. 
Property 2 (Comparability) If X;, Xi EX (i 'I- j) the investor will either 
prefer asset X; or prefer asset Xi; she is otherwise indifferent to them. 
Property 3 (Transitivity) For any X;,Xj,Xk EX, if asset X; is preferred 
(or indifferent) to asset Xi and asset Xi is preferred (or indifferent} to asset 
Xk, then asset X; is preferred (or indifferent} to asset Xk. 
Property 4 (Order Preserving) For any X;,Xj EX (i 'I- j) where asset 
X; is preferred to asset Xi and a, (3 E [O, 1], the portfolio composed of aX; and 
(1 - a)Xj is preferred to the portfolio composed of (3X; and (1 - (3)Xj if and 
only if a> (3. 
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Property 5 (Intermediate Value) For any Xi,Xj,Xk EX, if asset Xi is 
preferred to asset Xi and asset Xj is preferred to asset Xk, then there exists 
a unique p E [O, 1] such that the portfolio composed of pXiand (1 - p)Xk is 
equivalent to asset Xi. 
Property 6 (Boundedness) It is possible to find the investor's least preferred 
and the most preferred assets among the traded assets. 
Property 7 (Strong Independence) For any Xi,Xj EX (i =J- j), if asset 
Xi is preferred to asset Xi, then for any Xk E X, the portfolio composed of pXi 
and (1- p)Xk is also preferred to the portfolio composed of pXi and (1 - p)Xk; 
that is, the introduction of further uncertainty does not change preferences. 
Then the investor will be characterised by a utility function, U ( ·), such that 
every asset Xi (i.e. investment opportunity)can be represented by a real value 
corresponding to the utility of its expected future cash flow (for a proof, see 
[41]:75 ). For all j, we have 
(2.1) 
Remark 2.1 Note that, though an investor can compare the utility level of 
different assets, the utility of an asset cannot be compared across investors. 
2.2 Characterisation of risk attitudes 
Consider the asset Xk; its expected utility level to the investor is 
(2.2) 
We would like to know the minimum amount of money, C, that will make the 
investor indifferent, in terms of utility, between holding asset Xk and having C; 
that is, we are looking for the real value C such that 
U(C) = E[U(xk)]. (2.3) 
The amount C, if it exists, is called the certainty-equivalent to Xk. 
We will, now, use the notion of certainty-equivalent to characterise the investor's 
risk attitude. An investor is said to be 
risk averse 
risk neutral 
risk seeking 
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Remark 2.2 The certainty-equivalent can also be used to compare the attitude 
toward risk of two different investors. Thus, investor A is said to be more risk 
averse than investor B if, for every portfolio, the certainty-equivalent to the 
portfolio for investor A is less than or equal to the certainty-equivalent to the 
corresponding portfolio for investor B. 
Alternatively, the investor's attitude toward risk may be found using the second 
derivative of her utility function; that is, the investor is: 
risk averse if U"(x)<O, 
risk neutral if U"(x)=O,or 
risk seeking if U"(x) >0. 
Note that this set of definitions and the previous one (coupled with the definition 
of C ) establish a correspondence between the investor's risk attitude and the 
shape of the utility function. 
The Arrow-Pratt measure 
U"(x) 
A(x) = - U'(x)' 
where x is the investor's level of wealth, 
can be used to measure the investor's absolute risk aversion. 
(2.4) 
The Arrow-Pratt measure's first derivative A'(x) will describe the evolution 
of the investor's absolute risk aversion with respect to changes in wealth; that 
is, 
A'(x) > 0 
A'(x) = O 
A'(x) < O 
increasing absolute 
risk aversion, 
constant absolute 
risk aversion, or 
decreasing absolute 
risk aversion. 
2.3 Standard risk measures 
Risk may be perceived in different ways depending on the investor's preoccupa-
tion. Different risk measures can be used; below, we give two examples of risk 
measures: 
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The Standard deviation 
(2.5) 
where i'p is the return of the portfolio, and /(-) is the probability density 
function of the return, 
measures the deviation about the mean. It is used to measure the total risk of 
a portfolio by opposition to the risk relative to a benchmark (e.g. the market). 
The semi-standard deviation 
(2.6) 
where T is a given target return, 
measures the deviation below the target return, r. 
Already in the early years of modern finance, Roy (see [59]) claimed that an 
investor would prefer safety of principal first, and would choose the investment 
with the smallest probability of going below the principal. The return corre-
sponding to the principal was called the Minimum Acceptable Return (MAR). 
Markowitz (see [49]) agreed that: 
1- only downside risk or safety first is relevant to an investor, and 
2- in the case of non-normal asset return distributions, a downside risk mea-
sure would be more appropriate. 
Indeed, in the case of non-normal distributions (e.g. asymmetric distributions), 
a negative skewness of the probability function will result in downside returns 
with larger magnitude of returns than the upside returns. A positive skewness 
will have upside returns with larger magnitude of returns than the downside 
returns. The deviation below the MAR appears, therefore, to be a more suit-
able measure. However, the implicit assumption of risk aversion embedded in 
the risk measures presented above limits their application to a particular type 
of investors . 
A more general family of downside risk measures was introduced by Bawa (see 
[3]); i.e. the Lower Partial Moment (LPM) defined as: 
1 N a 
LPM(a,r)= NL:max(o,(r-R)), (2.7) 
i=l 
where N is the number of observations, r is the target return, a (a > 0) is the 
degree of the lower partial moment, and Ri is the return on the asset during 
the period i. 
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The LP M is directly related to the risk tolerance of the investor through the 
parameter a; we have 
a<l 
a=l 
a>l 
risk seeking investor, 
risk neutral investor, or 
risk averse investor. 
For a = 2, the LP M(2, T) corresponds to the semi-variance presented earlier. 
The parameter a can take any positive value; i.e. the measure includes all types 
of investor behaviour (see (26]). 
2.4 Value-at-risk 
Let tl.S = St+l - St be the change in the value of a portfolio between time 
t and time t + 1. St+l and St are the value of the portfolio at t + 1 and t 
respectively. Let f t:.s be the probability density function of tl.S. Then the 
value-at-risk (VaR), the maximum loss for a given level of confidence (i.e. a) 
incurred by holding a position during a determined time interval, is the number 
which satisfies the following equation: 
! -VaR 1- a= -oo f t:.s(x)dx, (2.8) 
that is, 
P(tl.S:::; -VaR) = 1- a. (2.9) 
In the remaining part of the section we will present some of the methods used 
to estimate VaR. 
2.4.1 Analytical method 
The standard variance-covariance method 
Let the price of the shares follow the process (see (39]) 
S _ S e(µ-~u2 )t+uB, t - 0 ' (2.10) 
where Bt ""N(O, v't), µand u are the mean and the standard deviation of the 
rate of return on the shares. 
The logarithmic return, from time t to time T, of a portfolio containing one 
share is 
(2.11) 
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and equation (2.11) can be written 
(2.12) 
where i:,..., N(O, 1). 
Since the mean of the logarithmic return is very small compared to its vari-
ance for short horizons (a few days), it is common to consider that µ = ~u2 ; 
equation (2.12) becomes 
that is, 
flS 
Tt T = un/T - t; 
St(ert,T - 1) 
St(e'"v"JCt - 1). 
(2.13) 
(2.14) 
Using the approximation ex = 1 + x + o(x), the previous equality becomes 
(2.15) 
and the a confidence level VaR is 
(2.16) 
where Za is the a-quantile of a standard normal distribution. 
If we consider a portfolio of N shares with covariance matrix V containing 
Wj shares of type j, we have 
VaR = ZaV< wSt, VwSt >. vT-t, 
where< wSt, VwSt >= u;s;; the variance of the portfolio is 
N N 
u; = :Lwfuf + 2 L L WiWjO"ij· 
i=l i=l j=l,j<i 
Note that for a multi-period return, e.g. 
log(St+2) 
St 
log( St+1) +log( St+2 ) 
St St+1 
Tt,t+l + Tt+l,t+2, 
(2.17) 
(2.18) 
(2.19) 
the time varying standard deviation of the returns, Ut, can be obtained using 
any of the following methods (see [9], [36]): 
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- Equally weighted moving average approaches 
t-1 
<Tt = (k ~ 1) I: (xi - µ)2, 
i=t-k 
(2.20) 
where <Tt denotes the estimated standard deviation at the beginning of day t. 
The parameter k is the number of days included in the moving average (i.e. the 
observation window); Xi is the rate of return of the share at time i, andµ is the 
mean of the rate of return. 
- Exponentially weighted moving average approaches 
t-1 
<Tt = (1 _ .x) I: .xt-i-l(xi _ µ)2, (2.21) 
i=t-k 
where .A is a decay factor. 
- Generalised autoregressive heteroscedastic (GARCH) approaches 
t 
2 ao ~ (3k 2 171+1 = 1 _ (3 + 0!1 ~ rt-k' k=O 
(2.22) 
where the parameters a 0 , a 1 and (3 can be obtained using the maximum likeli-
hood method. 
For nonlinear instruments ( instruments whose payoff function is not linear, 
e.g. options), one can use a Taylor based approximation of the portfolio value 
function (e.g. delta approximation), or consider the portfolio value correspond-
ing to the VaR to be the price of the underlying asset at the maturity date and 
calculate the current price of the instrument using the appropriate formula. 
Cornish-Fisher approximation 
In the previous discussion the return is assumed to follow a normal distri-
bution. However, this assumption is true only for very large samples. The 
Cornish-Fisher expression, Wa, approximates the a-quantile of an empirical 
distribution using its moments (see [31], [39]), i.e. 
1( 2 ) 1 3 1 3 ) 2 Wa = Za + 6 Za - 1 m3 + 24 (za - 3za)m4 + 36 (2za - 5za m 3 , (2.23) 
where: 
(2.24) 
(2.25) 
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The parameters µ 3 and µ4 are the third and fourth moment of the rate of return . 
In this case, VaR is 
(2.26) 
2.4.2 Monte Carlo simulation 
From the previous derivation of VaR, we know that 
(2.27) 
where i:,..., N(O, 1). 
The simulation proceeds as follows: 
1- Use equation ( 2.27) to simulate n returns, i.e. r 1 , r 2 , ... , rn; where 
(2.28) 
2- For each simulated return ri, we calculate the corresponding change in 
the share value, !:!..Si= S;(er' - 1). 
3- Sort the changes in the share value from the lowest value to the highest 
value and determine VaR based on the desired confidence level. 
2.4.3 Historical simulation 
The historical simulation is a non-parametric approach; no assumptions about 
the distribution are needed. It uses the empirical distribution of past data to 
find an estimate of VaR. One uses the actual changes in the market factors 
(risk factors, e.g. market prices and interest rates) that occurred between past 
consecutive pairs of dates to construct the distribution. In order to understand 
the method, let S0 , ... , SN-l be the value of the share for N consecutive days 
starting at t = O; the price change is 
!:l.S = S; - Si-1· (2.29) 
Once the change for every period has been calculated, the value-at-risk is read 
from a list containing all the observed changes. The resulting VaR reflects 
the dynamics of the past history of the risk factor. Hence, its accuracy will 
depend on how well past values are representative of future ones. The method 
is simple and, therefore, easy to implement. Unfortunately, depending on its 
nature, the historical sample data may not contain extreme market movements; 
the consequence is an underestimation of VaR. If the sample contains several 
extreme movements, VaR can be overestimated. The same problems can be 
experienced in the case of a conjunction of a trend in the sample and a reversal 
of the trend in the prediction period. 
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2.4.4 VaR methods based on extreme value theory 
The distribution of extreme values 
From extreme value theory, it is known that (see [23]), under certain conditions, 
the distribution of the extreme values of a non overlapping series of observations, 
F, converges asymptotically to 
H (x) = { exp[-(l+~(x~µ))]f.1 
~,µ,u [ (•-µ)] 
exp -e ~ 
where 1 + ~(x-µ) > 0. 
u 
if h~ 0 
if ~ = 0, 
(2.30) 
JL and a represent the location and scale parameters while ~' the shape pa-
rameter or tail index, indicates the thickness of the tail of the distribution. 
Another important result from extreme value theory is that the limiting dis-
tribution of excess over a given (high) threshold is a generalised Pareto distri-
bution; i.e. the conditional distribution of excesses over a high threshold u 
Fu(x) = p(X - u :S x\X > u), 
can be approximated by 
Gca(u)(x) = { exp[l - (1 + ~)]t 
exp[l - e ~,· ] 
if ~ ¥0 
if ~ = 0, 
(2.31) 
(2.32) 
where X is the random variable representing the extreme value of a series; 
that is, 
Fu(x) ~ G~,/3(u)(x), as x-+ oo. (2.33) 
VaR estimates 
- The parametric case 
H~,µ.u(x) described above is assumed to be the exact distribution of the extreme 
observations; the p-quantile is given by 
(2.34) 
where~' fl and a are obtained using the maximum likelihood estimation method. 
- The semi-parametric case 
It is now assumed that the extreme events are only roughly distributed like 
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H~,µ,u(x); in this case, we have: 
* In-sample estimate 
a- ' P, + -,,[(n(l - p))-~ -1]. 
~ 
(2.35) 
* Out-of-sample estimate 
(2.36) 
where Xk is a very high value from the ordered data set, and the estimate, ~, 
of the tail index is obtained using the Hill estimation method (see [37]). 
* Fitting excesses over a high threshold 
Assuming a very high threshold, u, and using the fact that the limiting dis-
tribution of excesses over this threshold is a generalised Pareto distribution, we 
have 
0- n . 
= u+-:c[(-N (l-p))-~-1], 
~ u 
(2.37) 
where Nu is the random number of exceedances of u and n is the number of 
observations. 
These results can be combined with other methods (e.g. historical simulation, 
GARCH models) to produce new VaR estimation methods. 
2.4.5 Extreme value theory and historical simulation 
This methods integrates the distribution of the tail, F(x), obtained using ex-
treme value theory into the empirical distribution of the data producing a new 
distribution (see [14]). This is described in the following algorithm: 
Draw xi from the data set {xt}[=1 with replacement 
if xi < xlower then 
draw xi from F(x) for the lower tail 
else 
if xi < xupper then 
draw xi from F(x) for the upper tail 
else 
keep xi 
end if 
end if 
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where xupper and x 10wer are the thresholds for the upper and lower tail respec-
tively. {xt}f=1 is the data from time t = 1 to time T. 
The resulting data set is then treated within a standard historical simulation 
framework. 
2.4.6 Extreme value theory and G ARCH models 
It is assumed that the stationary time series (Xt, t E Z) representing the daily 
negative logarithmic returns satisfies 
(2.38) 
where the Zt's are iid with zero mean, variance 1 and distribution Fz(z). It is 
also assumed that µt and at are measurable with respect to Yt-i, the informa-
tion about the return process available up to time t - 1. 
Consider Fx(x) the marginal distribution of Xt, and Fx,+ 1 \Q, (x) the predictive 
distribution of the return for next day given the information available up to 
time t. Hence, the conditional q-quantile is defined by 
and since 
we have 
x~ = inf{x ER: Fx,+1 w,(x) 2: q}, 
Fx,+ 1 \Q, (x) = P(at+IZt+I + µt+I ~ x\9t) 
Fz(x - µt+I ), 
Ut+l 
(2.39) 
(2.40) 
(2.41) 
where Zq is the upper qth quantile of the marginal distribution of Zt which, by 
definition, does not depend on t. 
This method uses extreme value theory to find an estimate of Zq (see [50]). 
The method is summarised below: 
1. Estimate µt+I and Ut+I using a GARCH-type model and calculate the 
implied residuals z. 
2. Use extreme value theory to model the tail of Zz(z) and estimate Zq· 
The VaR at q level confidence is then 
VaR xt q 
flt+I + Ut+IZq, 
where the"'" refers to an estimated value. 
(2.42) 
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2.4. 7 L-moments based approach 
This method, proposed by Gabriel Bonti, Jonathan Hosking and Dirk Siegel 
(see [10]), is based on the logarithmic daily returns 
(2.43) 
where St is the market variable (e.g. closing price) on trading day t. The 
stochastic nature of the volatility is introduced by scaling the daily returns. 
The distribution of the scaled returns 
rt 
St = --, (2.44) 
Vtjt-1 
where Vt/t-l is the volatility of trading day t estimated using data up to 
day t - 1. 
is obtained using the L-moments methods (see [38]). 
The resulting distribution is then transformed to obtained a Gaussian distri-
bution using the probability integral transform, i.e. 
(2.45) 
where F is the cumulative distribution function of St and <I>-1 is the inverse 
cumulative distribution function of the standard Gaussian distribution. 
In the multi-factor case, the joint distribution of the transformed variables is 
multivariate Gaussian (or Meta-Gaussian, see [45]). 
The resulting simulation procedure is 
1. Generate z from the Gaussian distribution. 
2. Transform it to have the required marginal distribution, s = p-1 (<I>(z)). 
3. Form the rescaled return r = SVt+l/t· 
4. Convert to the original variable St+i = Ster. 
The simulation procedure can be repeated to generate as many scenarios as 
required. The VaR is obtained using an approach similar to the one described 
for the Monte Carlo simulation method. 
2.5 Mean-variance efficient portfolio 
The concept of mean-variance efficiency was introduced by Markowitz in his 
pioneering article(see [48]). He argues that "the investor does (or should) 
consider expected return a desirable thing and variance of the return 
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an undesirable thing". That is, the knowledge of both the return and its 
variance is sufficient to choose between two assets. 
In essence, a portfolio ( a:1 , ... , a:N) of risky assets with expected return 8 is 
said to be mean-variance efficient if 
N N 
var( L ltjTj) :S var( L 7/jTj) (2.46) 
j=l j=l 
for every portfolio ( 711 , ... , 7/N) such that 
N N 
8 = E[L ltjTj] = E[L 7/jTj], (2.47) 
j=l j=l 
where ltj and 7/j represent the fraction of the portfolio's value allocated to asset 
Xi· 
In other words, a mean-variance efficient portfolio for a given expected return 
8, is the portfolio, among all the portfolios having expected return 8, which has 
the smallest variance. 
Alternatively, the portfolio ( a:1 , ... , ctN) with variance 'Y, is said to be mean-
variance efficient if 
N N 
L ltjTj :'.:". L 7/jTj (2.48) 
j=l j=l 
for every portfolio ( 711 , ... , 71 N) such that 
N N 
'Y =var( L ltjTj) =var( L 7/jTj). (2.49) 
j=l j=l 
That is, a mean-variance efficient portfolio for a given variance"(, is the portfo-
lio, among all the portfolios having variance 'Y, which has the highest return. 
Remark 2.3 Note that in the case where the investor has to choose between 
two assets such that E[f1] = E[f2], var(f1 ) = var(f2 ) but with different third 
moments (i.e. one is skewed to the right while the other one has a symmetric 
density function), she will probably choose the asset whose density function is 
skewed. This observation suggests a limitation of the mean-variance efficiency 
concept (when the variance, var is assumed to be the measure of risk). 
The mean-variance efficiency is compatible with utility maximisation when the 
investor has a quadratic utility function (a quadratic utility function also implies 
that the investor is risk averse). This is also true if the returns are normally 
distributed. 
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2.6 Models based on mean-variance efficiency 
2.6.1 Single period models 
We will again consider the N assets introduced earlier, and we let 
- V be the variance-covariance matrix (Vis assumed to be positive definite), 
- Tj be the expected return of the j-th assets, 
- f be a vector whose components represent the returns on individual assets; 
i.e., f= (r1, ... ,rN)r, and 
- a be a vector whose components represent the fraction of the portfolio 
total value allocated to individual assets, i.e. a = (a1 , ... , O'.N )T. 
The mean-variance efficient portfolio( for a given variance!') is obtained by solv-
ing the problem (see [54]) 
max fTa 
s.t. 
(aTVa)1;2 ')', 
N 
I:aj 1, (2.50) 
j=l 
where the abbreviation "s.t." stands for "subject to"; this convention will be 
used in the rest of the document as well. 
The derivation of the previous model assumes that all the available assets are 
Risky. It is also assumed that short-selling is allowed. What happens when the 
conditions are no longer the same? We describe below variants of model (2.50) 
and the conditions under which they can be used (see [48], [48], [54], [12]): 
- Same assumptions as above, but short-selling is not allowed 
s.t. 
(aTVa)1/2 ')', 
N 
I:aj 1, (2.51) 
j=l 
ai > 0, Vj. 
- Short-selling and risk free assets are permitted 
max 
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s.t. 
1. (2.52) 
- No short sales but risk free assets are permitted 
max 
s.t. 
1, (2.53) 
j=l 
ai > 0, Vj. 
Remark 2.4 Several critiques have been formulated against these models; they 
are related to: 1- The unrealistic assumptions (e.g. normal distribution of 
returns) attached to their derivation. 2- Their single period nature. 3- Ex-
pensive computation resulting from the use of the variance-covariance matrix, 
V. 4- These models very often result in "error-maximised" and "investment-
irrelevant" portfolios (see [52]). 
Modifications can, however, be made to the original formulations in order to 
improve their attractiveness. Indeed, index models (i.e. single index and multi-
index models) can be used instead of the variance-covariance based models. One 
can also make use of alternative definitions of risk (e.g. semi-variance, mean ab-
solute deviation) in order to capture the investor's perception ofrisk. The use of 
scenarios have been useful to extend single period model to multi-period mod-
els, and to reduce the "error-maximised" and "investment-irrelevant" tendency 
of the resulting portfolios. 
Additional constraints may be used to fit the investor's circumstances. 
2.6.2 Multi-period models 
We consider the investments made from time t = 1 up to time t = T. At each 
time tan information is revealed to us. A scenarios is a description of a possible 
future state of nature. It includes the information uncovered at each time t. We 
assume that there are S scenarios. For each scenarios (s = 1, ... , S), let: 
r stk be the return earned on asset k at time t, 
Ps be the probability of occurrence of scenarios, 
es be the total value of the portfolio at time T, 
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Wstk be the decision variable representing the amount of cash allocated to asset 
k at time t, 
W be the expected value of the investor's wealth at time T, and 
estk be the contribution of the return on asset k to the value of the portfo-
lio at time t. We have estk = 1 + rstk· 
If we assume that the initial wealth of the investor is 1 and that the portfo-
lio allocation can be changed at the beginning of each time period, then the 
multi-period mean-variance problem can be formulated as follows: 
s 
mm LPs(es - W) 2 (2.54) 
s=l 
s.t. 
N N 
L Ws,t+l,k - L €st1Wst1 0, Vt,s, (2.55) 
k=l l=l 
N 
LesTkWsTk e., (2.56) 
k=l 
s 
LPses w, (2.57) 
s=l 
N 
LWslk 1, Vs, (2.58) 
k=l 
Wstk > 0, Vt,k,s. (2.59) 
- The objective of the investor is to minimise the variance of his final wealth; 
this is expressed by (2.54). 
- Constraints (2.55) ensure the cash flow conservation; that is, the money 
that will be spent at time ( t + 1) must be equal to the value of the portfolio 
at time t plus the gain resulting from the investment at time t. 
- Constraint (2.56) determines the value of the portfolio at time T for sce-
nario s. 
- Constraint (2.57) gives the expected value of the investor's wealth at T. 
- Constraint (2.58) is the time t = 1 budget constraint; it forces the initial 
investment to be equal to the initial wealth of the investor. 
- Constraints (2.59) imply that short sales are not allowed. 
Remark 2.5 This model is a stochastic programming problem. Solution tech-
niques used to address problems of that nature are discussed in the remaining 
CHAPTER 2. FINANCIAL BACKGROUND 25 
chapters of the document. 
The above model is slightly different from those discussed earlier: Here, we 
seek to minimise the variance of the portfolio's return. The advantage of the 
new form is that we do not have non-linear constraints. Therefore, the problem 
becomes easier to solve. 
2. 7 Beyond the classical mean-variance frame-
work 
One of the strongest limitations of the classical mean variance framework, be--
side the normality assumption, is the instability due to the non-uniqueness of 
the efficient frontier. 
Indeed, given any point on the assumed unique frontier, there is a neighbour-
hood of the point (on and below the frontier) that includes an infinite number of 
statistically equivalent points. This fact was illustrated by Jobson and Korkie 
(see [42]). They used Monte Carlo methods and an historical set of means, 
standard deviations and correlations of monthly returns for 20 shares to simu-
late new sets of returns, and for each simulation (i.e. each new set of returns), 
a new efficient frontier was constructed. This experiment resulted in the con-
struction of a collection of efficient frontiers located below the assumed unique 
frontier. 
All the points located in the resampled region are efficient, and correspond 
to the statistical equivalence region's efficient portfolios. Two assets, with re--
turn f 1 and f 2 , are said to be statistically equivalent if the returns have almost 
identical sample spaces (i.e. they can be superposed) when we take into account 
the estimation errors. A portfolio located within this region does not need to be 
rebalanced though from the point of view of the classical mean-variance frame--
work it should. 
Any of the following methods may be used to reduce the effect of the prob-
lem mentioned above (see [52]): 
- statistical inference, 
- the resampled efficient frontier, 
- improved input estimation, and 
- defining priors and benchmark. 
Statistical inference 
Before rebalancing a portfolio, one has to determine whether the portfolio needs 
revision. The portfolio manager has to find out if the portfolio (i.e. elements 
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of the portfolio) belongs to the statistical equivalence region; that is, if the 
portfolio is statistically equivalent to a portfolio located on the efficient frontier. 
If it belongs to the region, then the portfolio does not need to be rebalanced. 
The resampled efficient frontier 
This method, introduced by R. 0. Michaud (see [51]), is inspired from the 
work of J. D. Jobson and B. Korkie (see [42], [43]). The resampled efficient 
portfolios can be obtained using the following procedure: 
1- Find the monthly expected excess return for each individual asset, and 
the covariance matrix. 
2- Simulate n monthly returns from a multivariate normal distribution with 
parameters obtained from the previous step. 
3- Calculate the new monthly expected excess returns and covariance matrix 
from the simulated data. 
4- Determine the optimal portfolio for a given risk target. 
The steps are repeated N times, and N portfolios are obtained. The resampled 
efficient portfolio is obtained by taking the average of the weights of each asset 
in the N trials. 
In practice the use of the resampled efficient frontier has deliver superior results 
(see, for example, Fletcher and Hillier [27]). They compare the January 1983 
to May 2000 out-of-sample performance of the monthly mean-variance efficient 
strategy in international asset allocation and the monthly resampled efficient 
strategy. Their work investigates also the influence of different procedures for 
the estimation of the expected returns on the performance of the two methods. 
After an intensive examination, they conclude that the use of the resampled ef-
ficient frontier results in an increase of the Sharpe performance ratio and higher 
returns than those obtained using the traditional mean-variance framework. 
These results are essentially due to the fact that the traditional approach con-
siders the data as being a true representation of the state of nature in both 
the past and the future. Furthermore, the optimisation algorithm used to solve 
the resulting mathematical programming problem gives more weight to extreme 
points. Therefore, a small difference between the input data and the realisation 
of the random elements in the future will produce extremely bad results. When 
they are not counter-intuitive, they will recommend unnecessary changes of the 
portfolio's composition. This will result in an increase of the transaction's costs 
and a low performance. 
The resampled efficient paradigm, however, explicitly takes into account the 
fact that the input data have estimation error. The data do not have to repre-
sent the future. R. 0. Michaud and R. Michaud have developed this paradigm 
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around this unfortunate truth. As a matter of fact, they have used recent ad-
vances in statistics and this paradigm to design their patented online portfolio 
optimisation optimiser. 
Improved input estimation 
Another way to enhance the quality of the results obtained using the traditional 
framework is to improve the accuracy of the input. This is done by using 
Bayes-Stein estimators or share valuation models instead of historical data (see 
[52]:83-99). 
Defining priors and benchmarks 
The benchmark optimisation framework is based on residual return or the return 
of an asset minus the return of the benchmark (see [51]). The value of the 
procedure depends on the benchmark. This method will enhance the investment 
value for a good benchmark choice. 
2.8 A framework for multi-period modelling 
In the introduction, we mentioned that, the portfolio management process covers 
a given period of time. Within that time window, key parameters related to the 
value of the portfolio will quasi-continuously change; for example: 
- The price of shares, X(t), whose dynamics are given by the following 
stochastic differential equation 
dX(t) = o:(X(t), t) dt + a(X(t), t) dZ(t), (2.60) 
where: 
- o:(X(t), t) is the instantaneous return on the asset at time t. 
- a(X(t), t) is the volatility of the price at time t. 
- Zt ,..., N(O, Vt). 
- The time t price of a default-free zero-coupon bond maturing at time T 
using the Heath-Jarrow-Morton methodology (see [35]) is 
P(t,T) =exp (- [T f(t,s)ds), (2.61) 
with the forward rate, f (t, T), following the multi-factor risk neutral pro-
cess 
n 
d/(t, T) = µ(t, T, f (t, T)) dt + L a;(t, T, f (t, T)) dW;(t), (2.62) 
i=l 
where a; is the volatility of the i-th factor, and µ is the drift of the process. 
The W;'s are independent brownian motion. 
CHAPTER 2. FINANCIAL BACKGROUND 28 
In order to avoid arbitrage, we must have the following relation between 
the drift and the volatility of the process: 
n IT µ(t,T,f(t,T)) = ~o-i(t,T,f(t,T)) t o-i(t,u,f(t,u))du. (2.63) 
This suggests the necessity of a multi-period framework; multi-period models 
are the appropriate tools for portfolio management. In what follows, we describe 
important elements related to multi-period models (see [46], (53], [64]). 
2.8.l Determination of periods and stages 
The stages should coincide with dates at which we expect something to happen; 
e.g. liability repayment dates, portfolio expected revision and rebalancing dates. 
The time intervals between the stages are called periods. One should note that, 
the periods do not necessarily have the same length. When using a multi-
period approach, one would like to make a decision for the first period taking 
into account what might happen in the future. 
2.8.2 Forecasts of the parameters 
The forecast of the parameters or scenario generation is a very important part 
of the portfolio management process. The quality of the solution obtained using 
the models will depend on the accuracy of that information. 
A scenario is built using the stage-period structure; that is, a scenario is a 
sequence of joint outcomes of future parameters obtained for each stage t. The 
objective of the scenario generation process is to construct a realistic set of sce-
narios containing both optimistic and pessimistic cases. The portfolio manager 
may use outside sources or specially designed software to determine these pa-
rameters. 
In general, the scenario generation process can be described as follows: 
- Collect the historical data from the relevant time series. 
- Use the data to find a suitable model for the dynamics of the asset under 
consideration. One may also make use of the opinion of an expert. 
- Use the model to generate the scenarios. 
2.8.3 The objective function 
As mentioned in the introduction, the objective of the portfolio management 
process is to maximise the expected terminal wealth or its utility. Note, however, 
that the investors do not need to agree on the definition of the word "wealth". 
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2.8.4 The constraints 
Although the constraints will vary from one investor to the next one, there are 
some very common ones: 
- bounds and nonnegativity constraints on assets allocation, 
- budget constraints at all stages, 
- description of the Asset accumulation and revision process, 
- wealth definition, 
- restrictions on asset class allocation, and 
- cardinality constraints. 
2.9 Strategies for asset allocation 
As mentioned earlier, key parameters related to the value of the assets fluctuate 
over time. These fluctuations will induce changes in the value and the composi-
tion of the portfolio. Indeed, if the risky assets increase in value, the proportion 
of the portfolio they represent is likely to increase as well. The resulting in-
crease in the proportion of risky assets will ,of course, increase the exposure 
of the portfolio to risk. Therefore, one must devise explicit rules or strategies 
for rebalancing the portfolio in response to such changes. We present 3 such 
strategies: 
- buy-and-hold, 
- constant-mix, and 
- constant-proportion. 
2.9.1 Buy-and-hold strategy 
When using a buy-and-hold strategy, an initial mix is determined, e.g. 60/40 
shares/bills, assuming that the portfolio contains only these two assets classes. 
Assets from both classes are bought according to the given proportions at the 
beginning of the planning period and then held. No matter what happens to 
relative values, no rebalancing is required. Such a strategy corresponds to in-
vestors with zero tolerance to risk when the value of the assets has reached the 
amount invested in bills. 
The value of the portfolio changes linearly with respect to the value of the 
share. Given the initial mix, every dollar of additional share value increases the 
value of the portfolio by 60 cents. The value of the portfolio will never fall below 
the value of the initial investment in bills (this value is referred to as : floor). 
There is a downside protection while the upside potential is unlimited. 
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The performance of this strategy is directly proportional to the initial mix; that 
is, the greater the initial percentage invested in bills, the better the performance 
of the strategy when bills outperform shares, and the worse the performance 
when shares outperform bills. 
2.9.2 Constant-mix 
Unlike the buy-and-hold strategy, the constant-mix strategy is dynamic. The 
idea is to maintain an exposure to shares that is a constant proportion of wealth; 
that is, shares are held at all wealth levels. Therefore, a frequent portfolio re-
balancing is required. This strategy is consistent with an investor whose risk 
attitude varies proportionally with her wealth. 
A decrease in the value of shares will result in a decrease of the proportion 
of the portfolio value invested in shares. This change in the mix of the port-
folio will necessitate a rebalancing of the portfolio; i.e. more shares have to be 
bought to keep the mix at the required level. Similarly, an increase in the value 
of shares will increase the proportion of the portfolio value invested in shares. In 
this case, rebalancing to constant-mix requires the sale of shares and a purchase 
of bills. This strategy buys shares as their price falls, and sells shares as their 
price rises. 
2.9.3 Constant-proportion portfolio insurance 
The amount of money invested in shares when using this strategy is 
Money invested in shares = a·(total value of portfolio - floor), 
where o: is a fixed multiplier. 
Here, the floor should be understood as earlier; it is arbitrarily chosen by the 
investor, but it is expected that 
floor < total value of the portfolio. 
Several variants of this strategy may be obtained by changing the value of a. 
For example, when a > 1 we have the constant-proportion portfolio insurance 
(CPPI). The strategy, here, is to keep the exposure to equities a constant mul-
tiple of the cushion; i.e. 
cushion = total value of the portfolio at time t - floor at time t. 
This is achieved by selling shares as their price falls and buying shares as their 
price rises. Note, however, that it can be difficult to implement this strategy 
during periods of high volatility. This was the case during the 1987 US equity 
crash, for example. 
The value of the portfolio will never fall below the floor except if the market 
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falls strongly before the rebalancing takes place. This strategy will do very well 
in a bull market and poorly in a flat market. The constant-proportion strategy 
can accommodate different risk's profiles. This is done by adjusting the value 
of the multiplier, a, to a suitable level. 
Remark 2.6 In general, a constant-mix strategy will outperform a comparable 
(i.e. having identical mix) buy-and-hold strategy if markets are characterised 
by reversals rather than by trends (see [55]). 
Buy-and-hold strategies are constant-proportion strategies with a 
floor equal to the amount of money invested in bills. 
1 and a 
Constant-mix strategies are special cases of constant-proportion strategies with 
the floor equal to zero and 0 < a < 1. 
More about dynamic strategies can be found in Perold (see [55]) and Arnott 
(see [2]). 
Chapter 3 
Two-stage stochastic 
• programming 
In the previous chapter we introduced the portfolio management problem. We 
presented the rationale behind the investor's decisions; that is, she will choose 
the assets that will maximise the expected utility of her final wealth. From the 
discussion related to the dynamics of the parameters determining the value of 
the portfolio (e.g. the interest rate and the return), it became clear that this 
problem should be formulated in a multi-period framework. It was also estab-
lished that stochastic programming was the appropriate tool. 
We put those ideas to work in the following section. They are applied to the 
case of an investor who has to manage a portfolio of bonds. 
3.1 The bond portfolio management problem 
We illustrate this problem with an example inspired by Golub, Holmer, McK-
endall and Pohlman (see [34], [21]). Consider a planning period starting now, 
time t = 0, and ending at time T. The composition of the portfolio can be 
changed at any time t (t :.:::; T). The uncertain future is represented by a set 
of scenarios S, and each element s E S has probability of occurrence p8 • The 
objective of the portfolio manager is to maximise the expected utility of the 
wealth at time T. She must also make sure that the future liability payments 
are made. This is done in two stages: 
1. She makes an initial decision about the composition of her portfolio; that 
is, she decides which of her bonds (from her initial portfolio) to sell and 
in what quantity (i.e. for what value). She must also decide which of the 
available bonds (available in the market) to buy and in what quantity. 
There is no restriction on which bond to buy or to sell. She chooses the 
investment that will maximise the expected utility value of her final wealth 
32 
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under the set of constraints. Note that her utility function is U(·). 
2. She compares the total cash flow to the value of the liabilities. Depending 
on whether the total cash flow allows the payment of the liabilities or not, 
she will have to make additional changes to the portfolio holdings. 
In order to formulate this problem, we consider: 
- b0 : the initial holding (in face value) of the risk free asset. 
- bi: the initial holdings of bond j (j = 1, ... , J). 
- r[: the short term interest rate during the period ( t, t + 1) under scenario 
s. 
- Jft: the cash flow generated from bond j at time t under scenario s ex-
pressed as a fraction of the face value. 
- ~Jt: the selling price of bond j at time t under scenario s. This price 
corresponds to the actual price of the bond (i.e. sum of the discounted 
cash flows) minus the transaction cost. The price at time t = 0, ~jo, is not 
scenario dependent. 
- (jt: the purchasing price of bond j at time t under scenarios. This price 
corresponds to the actual price of the bond (i.e. sum of the discounted 
cash flows) and the transaction cost. The price at time t = 0, (jo, is not 
scenario dependent. 
- Lt: the liability due at time t. 
Next, we consider the following first-stage variables: 
- xi: the face value of bond j purchased at the beginning of the planning 
period. This variable is assumed to be a non-negative real number. 
- Yi: the face value of bond j sold at the beginning of the planning period. 
This is also a non-negative real number. 
- Zjo: the face value of bond j held in the portfolio after the initial decisions, 
Xj and Yi, have been made. 
- y(i: the initial surplus. It is also a non-negative real number. 
We also consider the second-stage variables: 
- x]t: the face value of bond j purchased at time t under scenarios. 
- Y]t: the face value of bond j sold at time t under scenarios. 
- zJt: the face value of bond j held after bonds have been bought and sold 
at time t under scenarios. 
- Yt 8 : the amount borrowed at time t under scenarios. 
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- Yi": the amount invested in the risk free asset (lending) at time t under 
scenarios. 
- Wf: the total wealth at time T under scenarios. 
The resulting two-stage stochastic problem is 
max I>•· U(Wf), 
under the following constraints: 
1. The first-stage constraints: 
sES 
(3.1) 
- The conservation of the initial holdings; that is, the face value of 
bond j sold plus the value of the bond left, after the implementation 
of the initial decision, is equal to the original holdings of the bond 
plus the value of the bond purchased. 
Yi +zjo = bj +xj, Vj. (3.2) 
- The cash flow conservation constraint 
J J 
y;j + L (joXj = bo + L ~iOYi· (3.3) 
j=l j=l 
2. The second-stage constraints: 
- The conservation of holdings for every bond j at each time t and 
under each scenario s 
zJt + Y}t = zJ,t-1 + xjt, Vj,t, s. (3.4) 
- The cash flow conservation constraints at each time t under every 
scenario s. These constraints take into account the cash generated 
by buy and sell decisions, borrowing and reinvestment decisions as 
well as liability payments. 
J J 
L ~}tYJt + L fJtzJ,t-1 + (1 + r%-1)Yi.!1 + Yt 8 = 
j=l j=l 
J 
Lt+ L (jtx}t + (1 + r%-1)Yt".!1 +Yi•, Vs, t. (3.5) 
j=l 
- The final wealth is obtained by valuing the holding of the portfolio 
at time T and paying off the outstanding debt. 
J 
w:s ~ cs 8 +• -s T = L....,"'iTzjT +Yr -yr ' Vs. (3.6) 
j=l 
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3. The non-negativity constraints of all the variables. Additional constraints 
have to be introduced; they are: y08 = 0, Vs, and Yt• = Yci , Vs. 
The problem formulated above is a two-stage stochastic programming problem. 
The next section gives a formal definition of this type of problems. 
3.2 Definition of the problem 
In order to give a formal definition of the two-stage problem, let us consider a 
decision maker faced with the following problem: 
- At time ti she has to make a decision, xi, assumed to be a vector whose 
components are non-negative real numbers. She makes the decision in or-
der to minimise a given objective function, Ji ( ·) under a set of constraints. 
The function Ji ( ·) is the cost associated with the decision xi. The deci-
sion is made without any concern about the future; that is, Ji ( ·) is not a 
random variable, and the constraints are deterministic. The information 
that will be revealed is represented by the random vector f 
- At time t 2 she observes the realisation of an outcome, ~(w) of the random 
vector~- The outcome observed may force the problem to lose its feasibil-
ity. In order to adjust to any discrepancies caused by the outcome of the 
random vector, she is allowed to make a further decision x2 • This decision 
is made under a new set of constraints. The new decision is also assumed 
to be a vector whose components are non-negative real numbers. The 
constraints are described by the elements of the vector ~. The corrective 
action is made at an additional cost, Q(xi,~). 
In other words, the problem is to find xi and x 2 in order to minimise the 
expected total cost. These decisions are made under two sets of constraints (i.e. 
there is a set of constraints for each time period).This process may be translated 
in the following decision-observation scheme: 
• at time ti: make a decision xi 
• at time t2: observe an outcome ~(w) and make a 2nd decision x 2 
The decision problem above can be formulated as a stochastic programming 
problem with recourse; that is, 
mm fi(xi) + E[Q(xi,~)] 
s.t. 
with Q(xi,~(w)), also called the recourse function, defined as follows: 
(3.7) 
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s.t. 
A2i(w)xi + A22(w)x2(w) b2(w), (3.8) 
x2(w) > 0, 
where, Xi E Rn 1 ' X2 E Rn2, A11 E Rmi•ni, A21 E Rm2 •ni, A22 E Rm2 •n2 
bi E Rm1 , b2 E Rm2 , Ji : Rn1 --+ R, and h : Rn2 --+ R. The random vector 
~ maps the probability space space (0, P) on to (3, F) with F the distribution 
function and 3 ~ Rm, and we have 
~(w) = (h(w),an(w), ... ,a~2 ,n 1 (w),ag(w), ... ,a~2 ,n2 (w), b~(w), ... ,b;'2 (w)f. 
That is, ~(w) is a vector whose components are the components of A2i(w), 
A 22 (w), b2 (w) and elements describing the function h(·) (if h(·) is linear, then 
these elements are the components of a vector f E Rn2 ). We will assume that 
h ( ·) has nice properties; that is, for example, it takes only finite values. 
Note that xi is used as a parameter in problem (3.8); this problem is referred 
to as second stage problem or recourse problem. 
An alternative form for problem (3.7) is 
min fi(xi) + E[min 
X2 
f2(x2)] 
s.t. 
A11xi bi, 
A21Xi + A22X2 h2, a.s. (3.9) 
X2 ~ 0 a.s., and Xi > 0, 
where f2, A 21 , A 21 and b 2 have random components; these are given by the 
components of ~ as described above; 
that is, 
mm fi(xi) + l Q(xi,~(w))P(dw) 
s.t. 
Xi > 0. 
(3.10) 
Assuming that 0 is a finite sample space and that the random elements take 
discrete values, i.e. 0 = {w1,w2 , •.. ,wK}, problem (3.7) becomes 
K 
min Ji (xi) + L Q(xi, ~(wj) )P(wj) 
j=i 
s.t. 
A11xi bi' (3.11) 
Xi > 0, 
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where P(wi) is the probability associated with the realised outcome wi, and for 
all j, we have 
s.t. 
A21 (wi)x1 + A22 (wi)x2(wi) b2(wi), (3.12) 
x2(wi) > 0. 
3.3 Properties of recourse problems 
We will assume that the function h ( ·, w) = h ( x2 ( w)) is continuous for any fixed 
w, and measurable with respect to (n, P) for any fixed first argument. Given 
these assumptions, Q(x1 ,e(w)) is also measurable with respect to (n,P). 
Before to review the different properties of the recourse problem, let us give 
some definitions: 
- When the recourse matrix A22 , is known with certainty, the second prob-
lem is said to have fixed recourse; otherwise, it is said to have random 
recourse. 
- The two-stage stochastic problem is said to have simple recourse when 
A22 = [I,-J] (Iistheidentitymatrixwithm2 rowssuchx2 = (x!,x;-)r), 
b2 = w and, A21 is not random. 
- The stochastic programming problem is said to have complete recourse if 
Q(x1' e) < +oo with probability 1 for all X1 E Rn,. 
When Q(x1,e) < +oo is true only for x1 E X1 = {x1 E Rn' : Anx1 
bi, xi 2:: 0}, the problem is said to have relative recourse. 
Now let, X 2 = {x2 E Rn2 : Q(x1,e) < +oo with probability I}. 
The sets X1, X2 and their intersection X = X1 n X 2, are convex and closed. 
Assuming that the recourse function is bounded from below, that is 
Q(x1,e(w)) > -oo, it has the following properties (see (25], [29], [56], (62]): 
For fixed X1 E Rn' and h E Rn2 , the function e(w) ---+ Q(xi,e(w)) is 
convex and piecewise linear. 
- For fixed X1 E Rn', A21 E Rm2*n2 and b2 E Rm2 , the function h ---+ 
Q ( X1, e ( W)) is concave and piecewise linear. 
- For fixed e ( w)' the function X1 ---+ Q ( X1' e ( w)) is convex and piecewise 
linear on X. 
- If e has finite second moment then the function Q(x1) = f0 Q(x1, e(w))P(dw) 
is finite and convex on X. 
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In order to ensure that our problem is well defined, it is preferable to assume 
that ~ has finite second moment. 
In the first part of this chapter, we have given a formal definition of the two-stage 
stochastic programming problem. We have also reviewed its properties. In the 
remaining half of the chapter, we will discuss some of the solution techniques 
used to solve this class of problems. 
3.4 L-shaped decomposition method 
Let us consider the following stochastic programming problem with recourse: 
K 
min Ji (x1 ) + L Q(x1 , ~(wi))P(wi) 
j=l 
s.t. 
and for all j, we have 
s.t. 
(3.13) 
A21 (wi)x1 + A22 (wi)x2(wi) b2(wi), (3.14) 
xz(wi) > 0. 
We will assume that the functions Ji(-) and fz(-) are both linear. We fur-
ther assume that X1 is bounded and that problem (3.13) is feasible; that is, 
the problem, where L::f=1 Q(x1 ,~(wi))P(wi) = 0, has an optimal solution x. 
Furthermore, there exists x 2 (wi) ?: 0 such that 
(3.15) 
We will also assume that the recourse matrix A22 is known with certainty; i.e. 
the second stage problem has fixed recourse. 
Problem (3.13) becomes 
K 
min f[ x 1 + L F x2(wi)P(wi) 
j=l 
s.t. 
A11x1 bi, 
A2i(wi)x1 + A22 x2(wi) ~(wi), Vj, (3.16) 
x2(wi) > 0, Vj. 
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Problem (3.16) is a linear programming problem, and can be solved using 
straight-forward methods (e.g. simplex, interior point). Depending on K, it 
may be enormous and difficult to solve. However, a special structure exhibited 
by the recourse problem can be exploited to solve problem (3.16); that is, 
s.t. 
A22x2(wi) 
x2(wj) 
K 
L F x2(wj)P(wj) 
j=l 
b2(wj) - A21(wj)x1, 
> 0, \:/j. 
\:/j, (3.17) 
Since x 1 is a parameter in the above problem, the right-hand side of the con-
straints (i.e. [b2(wj) -A21 (wj)x1]) is constant for all j; furthermore, the matrix 
resulting from the left-hand side of the constraints is diagonal with an identical 
element (i.e. A22 which is repeated for all j). 
The feasibility assumption of problem (3.13) implicitly assumes that problem 
(3.17) is feasible as well. This is true since the x 2 (wj)'s which satisfy the system 
of equations (3.15) are the feasible solution of problem (3.17). 
The main idea behind the L-shaped method (see [40], [44], [61]) is to replace the 
expected future cost in (3.13) by a scalar, say 8, whose value is subsequently 
restricted by additional constraints. Hence, problem (3.13) becomes 
where e is a real number. 
minf[x1 + e 
s.t. 
(3.18) 
In order to solve problem (3.18), the L-shaped method operates by dropping 
the constraint 8 2:: Q(x1 ) and sequentially adding new constraints; these new 
constraints are of 2 types: feasibility and optimality constraints. 
Let us now explain how the method works. 
For a given optimal solution of problem (3.18), x, Q(x) can be found by solving 
problem (3.17) or its dual 
K 
max LPj1t"f[b2(wj) 
j=l 
s.t. 
\:/j, (3.19) 
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where, for every j, 7rj E Rn2 and has unrestricted components. Note that the 
dual problem can be decomposed into K smaller problems of the form: 
for every j. 
max Pi7rJlb2 (wi) 
s.t. 
(3.20) 
This method, therefore, splits the original problem (i.e. problem (3.13)) into a 
master problem, problem (3.18) and a subproblem, which in turn decomposed 
into K subproblems (i.e. problem (3.20)) corresponding each to an outcome of 
the random vector. 
By solving the master problem where cuts are initially absent, and later on, 
sequentially added, a trial solution, x, is found. This solution is then used as a 
parameter in problem (3.20) 
3.4.1 The feasibility cuts 
If problem (3.17) was infeasible, its dual, problem (3.19) would be unbounded; 
hence, there would exist, at least, one feasible direction a such that 
T , , 
a [b2(w1 ) -A21(w1)x] > 0, 
and (3.21) 
a-T A22 < 0. 
Hence, to restore feasibility of the primal problem (3.17), a constraint must be 
added to the dual problem (3.19) that will cut off the infeasible part of X 1 . The 
new constraint, the feasibility cut, is 
(3.22) 
This constraint must hold for every x 1 f= x. The direction a is found by solving 
the following problem 
(3.23) 
The constraint !lull :::; 1 has been introduced to bound the maximal value of the 
objective function. 
Since u is unrestricted, we replace it by u+ - u-, where u+, u- ::'.'. O; the problem 
(3.23) then becomes 
max (u+ - u-)T[b2 (wi) A21(wi)x] 
s.t. 
A22u+ - A22u- < 0, 
eT u+ + eT u- < 1, (3.24) 
u+,u- > 0, 
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where e is a vector of ones and e E Rn2 , and x is a paramter. 
The dual of problem (3.24) is 
mm 
s.t. 
A22Y + eT t > b2(wi) - A21 (wi)x, 
-A22Y + ert > -(b2(wi) -A21(wi)x), 
y,t > 0, 
where y, tare the dual variables. 
If t = 0, there exists a y ;?: 0 satisfying 
b2(wi) - A21(wi)x 
0. 
Hence, the j-th dual subproblem (3.20) has a feasible solution. 
41 
(3.25) 
(3.26) 
If the optimal solution of (3.25) is positive, i.e t > 0, the j-th dual subproblem 
(3.20) is unbounded; we can deduce the value of a, and we have 
(3.27) 
Hence, we can construct the new feasibility cut: 
(3.28) 
3.4.2 The optimality cuts 
If on the other hand, the dual subproblem (3.20) has an optimal solution (we 
call itj the optimal solution of the j-th dual subproblem) its primal problem is 
bounded. Since its feasibility was assumed, from the theory of linear program-
ming (see the weak duality lemma in, for example, (47] : 89), we have 
K 
Q(x1):?: L:>JitJ(b2(wi) -A21 (wi)x], (3.29) 
j=l 
for every x 1 , with equality holding for x 1 = x. 
The above inequality is an optimality cut. Note that for both types of cuts, 
x1 is a parameter. 
After N iterations of the L-shaped algorithm, either we have, at each stage, ob-
tained an infeasible master problem, and the number of feasible cuts is 1/ = N, 
or we have experienced a few cases of feasibility. In the second situation, the 
number of optimality cuts is J = N - V. 
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3.4.3 The L-shaped decomposition: Algorithm 
The ideas presented in the previous sections can be implemented using the 
following algorithm: 
step 0: 
Initialize J = V = v = 0. 
step 1: 
Set v = v + 1 and solve the master problem: 
min f[ X1+8 
s.t. 
If infeasible stop. 
Aux1 bi, 
x1 > o,e ER. (3.30) 
Let (xv, ev) be the optimal solution of the master problem. For v = 0, 
we set e = 0 and ev = -00. 
step 2: 
For j = 1, ... , K, solve subproblem (3.25). 
If for some j, we have t > 0, then set V = V + 1 and let ov =a, 
Dv 
dv 
(3.31) 
(3.32) 
We then add a feasibility cut, i.e. constraint of type: D.x1 ~ d. to 
the master problem. 
Return to stepl 
Else 
Let Optj be the optimal value of the objective function the dual 
subproblem (3.20), and JrJ its optimal solution, 
If 8" ~ L:_f=1 Optj, stop: x" is optimal. 
Set J = J + 1 and define 
K 
EJ L T . Pi1rJA21(w1 ), 
j=l 
K 
eJ LPi1rJ~(wi). 
j=l 
and (3.33) 
(3.34) 
If 0" = L:_f=1 Opti, then (x", ev) is the optimal solution of the 
master problem. 
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Otherwise we add a new constraint of type E.x1 + 0 :'.". e., i.e. 
an optimality cut, and return to stepl. 
Remark 3.1 If the dual subproblem (3.20) is feasible, and the set X 1 is bounded, 
the method will terminate after a finite number of iterations. 
The use of the L-shaped method implies having to deal with an enormous 
amount of work at each iteration. When only the right-hand side of the lin-
ear programming problems is random, we have to solve many similar LPs; this 
problem (i.e. solving a large number of similar LPs) has attracted a lot of at-
tention, as a result, several methods have been introduced (e.g. "bunching", see 
[63]). 
It was assumed that problem (3.13) is bounded; to guarantee its boundedness, 
we can just add bounds on the decision variables. 
3.5 Approximation of the probability function 
Consider the problem 
min f (xi) + E[Q(x1, ~)] 
s.t. 
x > 0, 
(3.35) 
where x E Rn, An E Rm1*nl, b1 E Rm1 and f : Rnl ---+ R. The vector ~ is 
defined as earlier. However, we will assume that only the function f2 is random. 
Note that, we have that the expected second stage cost Q(x) can be expressed 
as follows: 
Q(x) E[Q(x,~)] l Q(x,~(w))P(dw) 
J J ... J Q(x,~(w))<jJ(w)dw1dw2 ... dwM, (3.36) 
where </J( w) is the density function of the random vector w = ( w1 , ... , w2) T. 
Note that we have dropped the subscript of x in the expression of the cost; we 
will do the same in the remaining part of the chapter. 
In other words, in order to solve problem (3.35), we need to calculate the mul-
tiple integral (3.36) or a multiple sum; this is a very difficult task. 
A way out (see [7], [25]) is to partition 3 (or n) into a finite number of disjoint 
subsets 21, ... 3£ with probabilities p1 = p{(t E Bi}, ... ,p£ = p{~L E BL} 
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respectively. Using this new probability measure (say, pv), the expectation is 
approximated by 
L 
Qv(x) = LP1Q(x,~i). (3.37) 
l=l 
However, if a good and efficient method for finding pv is not used, Qv(x) will 
be a good approximation to Q(x) only if L -t +oo; i.e., the multiple integral 
or multiple sum is replaced by an infinite sum. In other words, we are still in 
trouble. A good approximation scheme should include: 
- a proper way for replacing the original random vector with a discrete one, 
- a way to estimate the accuracy of the approximation, and 
- a technique, if needed, of improving the accuracy of the approximation. 
The following convergence results are the basis for the design of such schemes: 
Consider { pv, v = 1, ... } , a sequence of probability measures converging in 
distribution to P, and suppose that for x EX= {x: A1x = b1 ,x 2'. O} the 
function Q(x, ~) is uniformly integrable with respect to pv; furthermore, we 
suppose that there exists a bounded set D such that 
D n argmin[Qv(x) = h Q(x,~)Pv(d~): x Ex] # 0, for almost all v, 
then 
and 
then 
inf Q = lim (inf Qv), 
X V---700 X 
and x = lim xv• , 
k---+oo 
x E argminxQmax. 
These results suggest that, pv can be chosen such that 
and pv+l such that 
inf Qv <inf Q, 
x - x 
inf Q < inf Qv+l. 
x - x 
(3.38) 
(3.39) 
(3.40) 
(3.41) 
(3.42) 
An easy way to find such probabilities is to exploit the properties of the function 
Q(x, .). For example, if Q(x, .) is convex, we can use the Jensen inequality to 
construct probability measures that yield lower approximates of Q. 
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3.5.1 Lower bound: The Jensen inequality 
If a function g(fj) is convex over the support of the random variable fj, then, by 
the Jensen inequality, we have 
E[g(iJ)] 2 g(E[f}]). (3.43) 
In other words, for convex function, the Jensen inequality can be used to obtain 
lower bounds. The direction of the inequality is reversed for a concave function. 
We know from the discussion of the properties of problems with recourse that the 
function ~(w)-* Q(x,~(w)) is convex for fixed x. Hence, by Jensen's inequality, 
we have 
Q(x, E[W Q(x, l ~(w)P(dw) 
< E[Q(x,~)] l Q(x, ~(w))P(dw). (3.44) 
The previous bound can be improved by using Be (£ = 1, ... , L), a partition of 
Let e = E[~IBe] and Pt = p(~ E Bt) so that Q(x, E[~IBt]) = Q(x, ~t). 
Then applying inequality (3.44) to each Bt and summing over B, we get 
E[Q(x,~)] 2 LPtQ(x,e). 
3.5.2 The Edmundson-Madansky inequality 
The main idea here is to find a new probability measure, p, with support 
(3.45) 
ext B = { e, e, ... , e} (the set of extreme points of the convex hull of B) such 
that 
j=l 
and 
J 
L:efij(~) = ~-
j=l 
Using this idea for our recourse function, we obtain 
J 
Q(x,~) =Q(x,L:~jfij(rn. 
j=l 
Since the function Q(x, .) is convex, the following inequality holds 
J 
Q(x, ~) :S LPj(~)Q(x, e). 
j=l 
(3.46) 
(3.47) 
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Taking the expectation on both sides, we obtain 
J 
Q(x) ~ h LPi(~)Q(x,e)P(d~) 
- J=l 
J 
L, [J>i(~)Q(x,e)P(d0] 
J=l -
J 
LPiQ(x,e), 
j=l 
(3.48) 
where the Pi 's represent a discrete probability function on ext 3, and we have 
Pi= fsPi(~)P(d~). 
To find the best possible approximation to Q(x), we solve the following problem 
J 
LPiQ(x,e) min 
ii; j=l 
s.t. 
(3.49) 
i=l 
j=l 
We will first apply these ideas to the case where ~ is a one-dimensional random 
variable defined on an interval; that is,~= 6 and 3 = [a, b]. 
Consider the convex function <J>(~) : [a, b] -t R. Consider, also, the linear 
function h(~) : [a, b] -t R whose equation is of the form: h(~) = ~ + d. 
We assume that the graph of h(O goes through the points (a, <J>(a)) and (b, <J>(b)). 
Hence, the equation of h(~) is 
h(~) <J>(b) - <J>(a) ~ + _b_<J>(a) _ _ a_<J>(b) b-a b-a b-a 
b-~ ~-a 
b - a <J>(a) + b - a <J>(b). (3.50) 
The expected value of h( ~) is 
E[h(~)] = b - E[~] <J>(a) + E[~] - a <J>(b), 
b-a b-a (3.51) 
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where 
If we let 
and 
then 
b-~ p(~=a) = -, b-a 
p(~ = b) = ~ - a' 
b-a 
h(~) = p(~ = a)<P(a) + p(~ = b)<P(b) 
= Eft[<P(O]. 
(3.52) 
(3.53) 
(3.54) 
We have found a way to replace an arbitrary probability density function ( P) 
by a discrete probability function (p). The expectation with respect to the new 
probability is Er,. 
Hence, for any ~ E 3, we have 
and 
~ Efi[~] 
p(~ = a)a + p(~ = b)b 
b-~ ~-a 
-b-a+-b-b, 
-a -a 
<P(~) =<P(b-~a+ ~-ab). 
b-a b-a 
Using the convexity of <P(·), we can write 
<P(~) :::; : =: <P(a) + ! =: <P(b). 
(3.55) 
(3.56) 
(3.57) 
We have just established the Edmundson-Madansky inequality which gives an 
upper bound to the value of E[<P(OJ. 
Hence, since the recourse function of our problem is stochastic, we can apply 
inequality (3.57) to find an upper bound: 
Q(x) E[Q(x,~)] 
lb Q(x,~)P(d~) 
rb b- ~ ~ - a 
< la [b_aQ(x,a)+ b-aQ(x,b)]P(d~) 
b; !l~] Q(x, a)+ Ei~~ ~a Q(x, b), (3.58) 
CHAPTER 3. TWO-STAGE STOCHASTIC PROGRAMMING 48 
that is, 
where 
and 
Q(x) < PaQ(x,a) + PbQ(x,b) 
Ep[Q(x,~)], 
b-E[~] 
Pa= b- a ' 
E[~]-a 
Pb= b- a . 
(3.59) 
(3.60) 
(3.61) 
The best choice for the new probability function is obtained by solving the 
problem 
mjn Ep[Q(x,~)] 
p 
PaQ(x, a)+ PbQ(x, b) 
s.t. 
Paa+ Pbb EP[~], (3.62) 
Pa +Pb 1, 
Pa,Pb 2: 0. 
As was explained earlier, the bound can be tightened by partitioning 3. 
We will first consider the case where the number of subsets is equal to 2 (i.e. 
L=2); that is, 
[a, b] = [a, ~0] U [~0 , b]. (3.63) 
Hence, 
Q(x) E[Q(x,~)] 
lb Q(x,~)P(d~) 
{o b 
{ Q(x, 0P(d0 + { Q(x, ~)P(d~). la }{o (3.64) 
We can, now, apply the Edmunson-Madansky inequality on both intervals, 
[a, ~0], and [~0 , b]; we obtain the following inequality 
0 - -
Q(x) :S P1 ( ~o-=-~ Q(x, a)+ ~~ =: Q(x, ~o)) + 
( b - ~2 o ~2 - ~o ) P2 b-~0 Q(x,~ )+ b-~o Q(x,b), (3.65) 
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where 
~o E{~l[a,b]}, 
[1 E{~l[a,~0]}, and 
[2 E{W~0 ,b]}; 
and 
PI =p(~ E [a,e]), P2 =p(~ E [~0 ,b]). 
The best choices for p1 and p2 are found by solving a problem equivalent to 
problem (3.62). 
The inequality (3.65) can be generalised for L :?: 2. In order to do that, let 
the intervals 
le = [et-1 , etJ for £ = 1, ... , L, 
such that 
le n Im = 0 for £ =/= m, and Pe = p(~ E le), 
be a partition of 3 = [a, b], where ~o = a and ~£ = b. 
Hence, we obtain the following generalisation of inequality (3.65): 
L 
Q(x) ::; I: (e !~e-1 [(et - [e)Q(x, et-1 ) + ([e - et-1 )Q(x, et)]), (3.66) 
e=l 
where [e = E[~lle]. 
In the above discussion, w was assumed to be of dimension one and we had ~ = 
~i; we will, now, derive the inequality for the case where w is a K-dimensional 
vector with independent components and we have~= (6, ... ,~K)T. 
If K = 2, we have 
~ = (6,6)T such that 
2 
~kE[ak,bk] for k=l,2 and B=Il[ak,bk]· 
k=l 
Then 
Q(x) = E[Q(x,6,6)], 
and since 6 and 6 are independent, we can write 
(3.67) 
(3.68) 
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where, Fk (~k) : [ak, bk] -+ R[O, 1] is the distribution function of ~k for k = 1, 2. 
Now, we introduce a discrete probability function on [a1,b1] and [a2,b2]: 
where, for k = 1, 2, we have 
and 
p~ + p~ = 1. 
Hence, using the discrete density functions introduced above, the possible out-
comes of t are: 
with probabilities 
ih = p( ~ = e) = ( b2 - ~2 ) (bi - ~i ) , fi2 = p( ~ = e) = ( b2 - ~2 ) ( ~i - a1 ) b2 - a2 bi - a1 b2 - a2 bi - a1 
p3 = p( ~ = e) = (bi - ~1 ) ( b2 - ~2 ) , fi4 = p( ~ = e) = ( ~1 - a1 ) ( ~2 - a2) 
bi - a1 b2 - a2 bi - a1 b2 - a2 
Hence, we obtain the following inequality 
Q(x) ~ fi1 Q(x, e) + f52Q(x, e) + p3Q(x, e) + p4Q(x, ~4 ). (3.69) 
Suppose, now, that K 2: 2; that is 
K 
~k E [ak, bk] for every k = 1, ... , K and 3 = JJ[ak, bk]· 
k=l 
If the function Fk(~k): [ak,bk]-+ R[0,1] is the distribution of ~k, then 
Q(x) 
(3.70) 
As earlier, we apply the Edmunson-Madansky inequality to the each interval 
[ak, bk] while leaving the other intervals and the corresponding components unat-
tended: 
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First, we apply the inequality to the interval [ai, bi] while leaving 6, ... , f.K 
and their corresponding intervals unattended; we obtain 
Q(x,f,i, ... ,fr) < 
+ 
Integrating with respect to f. yields 
+ ( ~i - ai) - Q(x,bi,6, · · · ,f.K). bi - ai 
(3.71) 
(3.72) 
Next, we leave 6, ... , f.K unattended, and repeat the above procedure for 6 E 
[a2 , b2 ] on expression (3.72) to obtain 
(3.73) 
where 
The same procedure is repeated for 6, ... , ~Ki finally, we obtain 
K K 
Q(x) ~ (II (bk - ak)-i) L ( (II l~k -'Ykl)Q(x,"(i, ... ,"fK)), (3.74) 
k=i -iEr k=i 
where, r = {'Y =('Yi, ... ,"fK): 'Yi= a; or bi,i = 1, ... ,K}. 
Note that, r = ext 3. 
As for the one dimensional case, we can tighten this inequality. It is done 
by partitioning each interval [bk, ak]; therefore, we have 
K 
31 = II [aL b~] for every £ = 1, ... , L. 
k=i 
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In this case, we have 
Q(x) E[Q(x,~)] 
L 
L, L Q(x,~)P(d~) 
t=l ""' 
L 
LPt L Q(x,~)Pt(d~) 
t=l ""' 
L 
L_peEt[Q(x, ~)], 
l=l 
where P = pePt, and Ee is the expectation with respect to Pt. 
52 
(3.75) 
The expectation, Ee[Q(x, OJ, is dealt with separately using the corresponding 
intervals; hence, we obtain 
L 
Q(x) < L_peEe[Q(x,e)J, (3.76) 
f=l 
where, e is the random element associated with the probability function defined 
on 2e by 
with probability 
-t e 
with probability b~f - bL 
k - ak 
(3. 77) 
where ~k = E[~l2e], and Pt = p(~ E Bt) for every £ = 1, ... , Lk and k 
l, ... ,K. 
Remark 3.2 The inequalities were derived for the case where a random vari-
able is defined on an interval; the derivation for the case where the random 
variables are defined on simplices can be found in Frauendorfer (see [29]). 
If we have randomness in both the objective and the right-hand side of the con-
straints, and the corresponding random variables are different and independent, 
then we get a lower bound by applying the Jensen inequality on the right-hand 
side random variables and the Edmunson-Madansky inequality in the objective. 
An upper bound is obtained if we apply these inequalities the other way around. 
The inequalities resulting from the approximation schemes will give us a lower 
(LB) and an upper (UB) bound for the expected recourse function, i.e. 
LB::; E[Q(x,~)]::; UB. 
If (UB - LB :=:; Tolerance level), then we have found a solution; otherwise we 
need to tighten the bounds. 
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The L-shaped method can be be used within the approximation schemes. 
The approximation of the probability function is not the only approximation 
scheme available; it is also possible to approximate the objective function itself. 
However, this technique works only for certain types of functions. 
One should also note that there are several other approximation schemes. One 
such scheme is the Barycentric approximation which exploits the saddle prop-
erty of the recourse function with respect to the random variables. This scheme 
is a powerful alternative to the Jensen and the Edmunson-Madansky inequalities 
when the number of random elements is large. Note that both these approx-
imation schemes are special cases of the Barycentric approximation. Useful 
information on this scheme can be found in Frauendorfer (see [29]). 
The discussion was focused on the case where the components of~ are inde-
pendent; the derivation of the inequalities for the case where these components 
are dependent can be found in Frauendorfer (see [28]). Note, however, that 
in practice these components are always assumed to be independent since it is 
extremely difficult to find an accurate description of their relationship. 
The extension to the multi-stage case can be found in Frauendorfer (see [30]) 
and Birge (see [8]). 
3.6 Monte Carlo sampling method 
3.6.1 Monte Carlo method: A simple scheme 
Approximation schemes have been used to tackle the difficulties resulting from 
the existence of multiple integrals, multiple sums and continuous distributions. 
However, when the number of independent variables is large, these schemes 
become extremely difficult to implement. In this case, Monte Carlo sampling 
method appears to be the only effective way to calculate the integral. 
Suppose that we want to calculate the following integral: 
I l J(w)<f>(w)dw 
J j ... J f(w)<f>(w)dw1dw2 ... dwK, (3.78) 
where w = (w1,w2, ... ,wK)T has probability density function <f>(w1,w2, ... ,wK)-
The main idea behind Monte Carlo simulation is to find l an estimate of, I 
using a randomly and independently generated sample of vectors of size N, i.e. 
(wl, w2' ... , wN). 
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Since I is unlikely to be equal to I, two questions should be answered during 
the process: 
- What should the sample size be in order to ensure a specific statistical 
accuracy? 
- Given a sample of size N, how accurate is the estimated solution? 
Different Monte Carlo techniques can be used to find the estimate, and for each 
of them, there is a different answer to the above questions. 
Using the simple Monte Carlo technique, we generate N scenarios (w1, w2 , •.• , wN) 
independently from their joint probability density function, and the estimate of 
I is 
(3. 79) 
Note that I is a random variable, and E[f] = I; its accuracy is given by its 
variance 
2 var(!) <71=~, (3.80) 
where var(!) is the variance of I. 
We see that, though ui does not depend on K, the number of components 
of w, it does, however, depend on the sample size. If we want to obtain a good 
accuracy using this technique, we must use a very large sample. Unfortunately, 
this is a very expensive option. Therefore, we will have to rely on a different 
technique. 
3.6.2 Importance sampling 
The idea here is (see [15], [16], [33], [40]) to find a probability density function 
g( ·) such that, 
firstly we have 
I l f(w)</>(w)dw 
r J(w)</>(w)g(w) dw 
lo g(w) 
E [f(fj)</>(fj)] 
g g(fj) ' (3.81) 
where fj = (f11, f12, ... , fj K) T is a random vector with outcome y E Y, and 
whose probability density function is also g(·). 
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Once we have generated N scenarios y1 , y2, ... , yN, we can calculate the es-
timate 
(3.82) 
Its variance is 
(3.83) 
Secondly, the probability density function g(·) should be chosen in such a way 
that the objective of the improved technique is achieved, i.e. the variance of 
the estimate must be reduced. In this case, the best result possible would be: 
aJ = 0, that is we have the correct value of I in just one observation !!! 
This implies that 
g*(y) = J(y)</J(y) 
LyEY J(y)</J(y) (3.84) 
Unfortunately, the expression of g* can not be used since its denominator, 
LyEY f (y)</J(y), is what we are looking for, i.e. I. The way out is to replace 
LyEY J(y)</J(y) by an approximation. A simple approximation is obtained by 
assuming that f(y) is roughly additive (see [15]), i.e. f(y) ~ L:f=1 fk(Yk); 
where fk is the marginal contribution due to the kth component of y, Yk· Using 
this approximation, we obtain a new expression for g(·); that is, 
(3.85) 
Note that, the quality of this approximation will directly affect the variance-
reduction capability of the importance sampling technique for this particular 
problem; i.e. if the additivity assumption is a reasonable one, we will be able 
to reduce the variance of l using a small sample. A further treatment of the 
previous expression gives 
g(y) = 
2=!1 LyEY f1(Yk)</J(y) 
<f>(y) Lf=1 fk(Yk) 
2:!1 E[f1(iit)] 
fr </Jk(Yk) t ( K E[fi(ih)] ) (Ef1(Y0 ) 
k=l l=l Lm=l E[f m(i/m)] [J1(Y1)] 
t ( :[fk(J/k)] ) (</Jk(i/k)J~(Yk) II </Jm(Ym)), 
k=l Ll=l E[Ji(i/1)] E[fk(Yk)] m# 
(3.86) 
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where E[fk(Yk)] is estimated by sampling the marginal distribution of Wk. 
Using this result, we can derive a new expression for I, i.e. 
I 
where the use of Ek means that the component Yk of the sample vector yn is 
independently sampled using the marginal distribution, 
(3.88) 
Note that, the above calculations make use of the fk(Yk)'s; however, they are 
not given, and need to be calculated. In order to do that, we consider the cost 
in the (!,ti, ... , tK )-space so that we have 
where the point T = (r1 , .. . TK)T is arbitrarily chosen from the set of possible 
outcomes of 'fj. 
If F is the additive approximation of f, then we have 
K 
F(y) = J(r) + L fk(Yk)· (3.90) 
k=l 
Hence, 
I f(r) + E9 [f(y) - J(r)] 
J(r) + L(f(y) - J(r))g(y) 
yEY 
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where 
~( ) _ f(y) - f(r) 
y - L~l E[f1(Yi)J° 
To find the estimate of I, we partition the sample space into K non-empty 
subsets such that Nk the size of the subset k is approximately proportional to 
E[fk(lik)]. 
Using 
Nk 
µk = ~k 2: ~(yn), 
n=l 
(3.92) 
the estimate of the k-th sum, 
(3.93) 
we obtain 
K 
l = f(r) + LE[fk(llk)]µk, (3.94) 
k=l 
and its variance is given by 
ay = t E[fk(;ijk)JCT%, 
k=l Nk 
(3.95) 
where u% is the sample variance of the k-th expectation (note that, u~ = 0 if 
Nk = 1). 
Now that we have found, g(·), the probability function that has the poten-
tial to reduce the variance of the estimate when a small sample is used, we can 
go back to our original problem. 
3.6.3 Importance sampling within the L-shaped method 
After N iterations of the L-shaped methods, we have the following master prob-
lem: 
min ![xi+ e 
s.t. 
Aux1 
a'{ Az1 (wj)x1 
K K 
(s = 1, ... , V), 
LPj1r; Az1(wj)x1 + e > LPj1r'[~(wj) (s = 1, ... , J), (3.96) 
j=l j=l 
xi > o, e ER, 
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which can assume the new form: 
min ff xi+ e 
s.t. 
An xi bi, 
K K 
La'[ A2i (wj)xi > l:a'['bfz(wj) (s = 1, ... , V), (3.97) 
j=i j=i 
K K 
L T . Pflr s A2i ( wJ )xi + 0 > LPrir'['b~(wi) (s = 1, ... , J), 
j=i j=i 
Xi > o,e ER, 
that is, 
min ff xi+ e 
s.t. 
An xi bi, 
E[a'[' A2i(w)]xi > E[a'['b2(w)] (s = 1, ... , V), (3.98) 
E[pj1r'[' A2i(w)]xi + 0 > E[pi1r'['b2(w)] (s = 1, ... , J), 
Xi > o,e ER, 
where the terminology is the same as the one introduced earlier (see section 3.4). 
The importance sampling methodology will be applied to estimate the expected 
values embedded in the constraints of problem (3.98), and to find the expected 
second-stage objective value (see (40]: 22-43); i.e. the objective value of the 
subproblems. 
Using x as a parameter in the expression of ~(·), the terminology and the 
ideas presented in the previous section, we can write 
where 
af(w,x)A2i(w) - af(r,x)A2i(r) 
"'':'12 E[MD] L..,J=i J 
af(w,x)b2(w) - af(r,x)b2(r) 
"'m2 E[Md] L..,J=i J 
7rf(w,x)A2i(w)-7rf(r,x)A21(r) 
"'m2 E[ME] L..,J=i J 
7rf(w,x)b2(w) - 7rf(r,x)b2(r) 
"'':'12 E[M~] L..,J=i J 
(3.99) 
(3.100) 
(3.101) 
(3.102) 
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which can assume the new form: 
min ff xi+ e 
s.t. 
Au xi bi, 
K K 1:>·I' Azi (wj)xi > l:aI'~(wi) (s = 1, ... , V), (3.97) 
j=i j=i 
K K 
L T . Pflrs Azi(w3 )xi + E> > LPrrrI'~(wi) (s=l, ... ,J), 
j=i j=i 
Xi > o,e ER, 
that is, 
min ff xi+ e 
s.t. 
Au xi bi, 
E[aI' Azi (w )]xi > E[aI'b2(w)] (s=l, ... ,V), (3.98) 
E[pr1rI' Azi(w)]xi + E> > E[pi1rI'b2(w)] (s=l, ... ,J), 
Xi > o,e ER, 
where the terminology is the same as the one introduced earlier (see section 3.4). 
The importance sampling methodology will be applied to estimate the expected 
values embedded in the constraints of problem (3.98), and to find the expected 
second-stage objective value (see [40]: 22-43); i.e. the objective value of the 
subproblems. 
Using x as a parameter in the expression of ~(-), the terminology and the 
ideas presented in the previous section, we can write 
where 
aI'(w,x)A2i(w) - aI'(r,x)A2i(r) 
....,m2 E[MD] 
L....3=i 1 
a'[(w,x)b2(w) - aI'(r,x)b2(r) 
....,m2 E[Md] 
L....3=i 1 
7r'[(w,x)A2i(w) - 7r'[(r,x)A2i(r) 
"°"'~2 E[ME] L....3=i 1 
Jr'[(w,x)b2(w) - Jr'[(r,x)b2(r) 
....,m2 E[Me] 
L....3=i 1 
(3.99) 
(3.100) 
(3.101) 
(3.102) 
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- Mf = aI(wj,x)A21(wj), is the marginal contribution of Wj· 
- Mf = aI(wj,x)b2(wj), is the marginal contribution of Wj· 
- Mf = 7rI(wj,x)A21(wj), is the marginal contribution of Wj· 
- MJ = 7rI(wj,x)b2(wj), is the marginal contribution of Wj· 
The expected values used in the constraints are 
(3.103) 
(3.105) 
Their estimates are 
(3.107) 
(3.108) 
(3.109) 
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K 
f4 = 7r;(r,x}b2(r} + LE[MJJµj, (3.110) 
j=l 
where 
µ j = l,l\D(wi x) D N; ' ' 
µj = _LL\E(wi x} E N; ' ' µi = l,l\e(wi x) e N; ' ' 
Using these estimates, problem(3.98} becomes 
mm f[x1 +e 
s.t. 
Anx1 b1, (3.111} 
l1x1 > 12 (s = 1, ... , V), 
f3x1 + e > f4 (s = 1, ... , J), 
X1 > o,e ER, 
- The Algorithm(see [40] : 42-43) 
Step 0 
Initialise: 11 = 0, - 0 UB = oo. 
Step 1 
Solve the relaxed master problem: 
min f[x1 +e 
s.t. 
Anx1 =bi, 
x1 2: o, e ER, 
and let a lower bound be, LEV = JT j;V + ev. 
Step 2 
Let 11=11+1 
Solve the dual subproblems and obtain an upper bound: 
UBv = min{U-Bv-l' f[ xv+ E[h(xv}]}. 
(3.112} 
Add a new cut, computed using importance sampling, to the master prob-
lem. 
Step 3 
Solve the master problem, and let a lower bound be, LEV = JT xv + ev. 
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Step 4 
If LBv and U-Bv ( note that both are random variables) are indistinguish-
able in distribution, then go to Step 2. 
Otherwise calculate a new solution (xv, ~Y). 
Step 5 
If the solution is satisfactory, stop. 
Otherwise go to Step 6. 
Step 6 
Increase the sample size, and go to Step 2. 
Remark 3.3 To find the estimate of the expected cost of the second-stage 
problem, it suffices to follow the same steps using the appropriate integral. 
The use of Monte Carlo techniques implies not solving the whole problem; the 
solution is obtained for the sample set but not for all possible outcomes, w E 0. 
However, it is reasonable to assume that the error made while estimating an 
integral is normally distributed with variance zero (see [40] : 32-34). 
In general, for a reasonably large sample set, the variance of the estimate is 
small. 
Cuts obtained using Monte Carlo techniques are not necessarily valid cuts; that 
is, they do sometimes cut off the feasible region of the second-stage problem 
(see [40] : 34-35). 
Chapter 4 
Multi-stage stochastic 
• programming 
4.1 The bond portfolio management problem 
We illustrate this problem with an extension of the example introduced in the 
previous. Consider a planning period starting now, time t = 0, and ending at 
time T. The portfolio manager has to make a decision regarding the composition 
of her portfolio at each point in time. The decisions, at time t (t ~ 0), are made 
taking into account the history up to date, wt-l E nt. This history represents 
the realisations, Wt E nt' of the random parameters observed at each time point 
from t = 0 up to and including the previous date (i.e. wt = (wo, ... , Wt-1)T 
where w0 is the value of the parameters at t = 0). The manager must also 
consider the possible state of nature, Wt, at this time point. The objective of 
the portfolio manager is to maximise the expected utility of the wealth at time 
T. Note that her utility function is U ( ·). She must also make sure that the 
future liability payments are made. This is done in T + 1 stages: 
1. In the first stage (i.e. time t = 0), she starts with an initial portfolio, 
and makes the first stage decision about the composition of her portfolio; 
that is, she chooses the investment that will maximise the expected utility 
value of her final wealth under the set of constraints. 
2. In the (t + 1)-th stage (1 :::; t::::; T), she investigates the possible scenarios 
(i.e. wt) and has to assess the value of her portfolio. She compares the 
total cash flow to the value of the liabilities. Depending on whether the 
total cash flow allows the payment of the liabilities or not, she will have 
to make additional changes to the portfolio holdings. 
In order to formulate this problem, we consider: 
- bo: the initial holding (in face value) of the risk free asset. 
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- bi: the initial holdings of bond j (j = 1, ... , J). 
- rt(wt): the short term interest rate during the period (t, t + 1) given the 
history wt. 
- fit(wt): the cash flow generated from bond j at time t given the history 
wt; the cash flow is expressed as a fraction of the face value. 
- qt (wt): the selling price of bond j at time t given the history wt. This price 
corresponds to the actual price of the bond (i.e. sum of the discounted 
cash flows) minus the transaction cost. The price at time t = 0, ~jo, is not 
scenario dependent. 
- (Jt(wt): the purchasing price of bond j at time t given the history wt. 
This price corresponds to the actual price of the bond (i.e. sum of the 
discounted cash flows) and the transaction cost. The price at time t = 0, 
(jo, is not scenario dependent. 
- Lt(wt): the liability due at time t given the history wt. 
Next, we consider the following first-stage variables: 
- Xj: the face value of bond j purchased at the beginning of the planning 
period. This variable is assumed to be a non-negative real number. 
- Yi= the face value of bond j sold at the beginning of the planning period. 
This is also a non-negative real number. 
- Zjo: the face value of bond j held in the portfolio after the initial decisions, 
Xj and Yi, have been made. 
- y;j: the initial surplus. It is also a non-negative real number. 
We also consider the (t + 1)-th stage variables (1 :::; t:::; T - 1): 
- Xjt (wt): the face value of bond j purchased at time t given the history wt. 
- Yit(w'): the face value of bond j sold at time t given the history wt. 
- Zjt(wt): the face value of bond j held after bonds have been bought and 
sold at time t given the history wt. 
- y;(wt): the amount borrowed at time t given the history wt. 
- Yi(wt): the amount invested in the risk free asset (lending) at time t given 
the history wt. 
Finally, we consider the (T + 1)-th stage variables: 
- Xj,T(wT): the face value of bond j purchased at time t given the history 
WT. 
- YiT(wT): the face value of bond j sold at time T given the history wT. 
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- ZjT(wT): the face value of bond j held after bonds have been bought and 
sold at time T given the history wT. 
- Yr(wT): the amount borrowed at time T given the history wT. 
- y;j;(wT): the amount invested in the risk free asset (lending) at time T 
given the history wT. 
- WT(wT): the total wealth at time T given the history wT. 
The resulting multi-stage stochastic problem is 
max L p(wT) · U (WT(wT)) , 
wTEQT 
under the following constraints: 
1. The first-stage constraints: 
(4.1) 
- The conservation of the initial holdings; that is, the face value of 
bond j sold plus the value of the bond left, after the implementation 
of the initial decision, is equal to the original holdings of the bond 
plus the value of the bond purchased. 
'Vj. (4.2) 
- The cash flow conservation constraint. 
J J 
y;j + L (joXj = bo + L ~iOYi· (4.3) 
j=l j=l 
2. The (t + 1)-th stage constraints (1 ::; t::; T - 2): 
- The conservation of holdings for every bond j given every possible 
outcome of the random elements. 
- The cash flow conservation constraints at each time t for every out-
come of the random elements. These constraints take into account 
the cash generated by buy and sell decisions, borrowing and reinvest-
ment decisions as well as liability payments. 
J J L ~it(wt)Yit(wt) + L fit(wth,t-i(wt) + y;(wt) 
j=l j=l 
J 
= Lt(wt) + L (jt (wt)Xjt(wt) + (1 +rt-I (wt)) Yt-I (wt) 
j=l 
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3. The (T + 1 )-th stage constraints: 
- The conservation of holdings for every bond j given every possible 
outcome of the random elements. 
Zjr(wT) + Yjr(wT) = Zj,T-1(wT) + XjT(wT), (4.6) 
Vj and VwT E nr. 
- The cash flow conservation constraints for every outcome of the ran-
dom elements. These constraints take into account the cash gener-
ated by buy and sell decisions, borrowing and reinvestment decisions 
as well as liability payments. 
J J L ejr(wT)Yjr(wT) + L fjr(wT)Zj,T-1(wT) + y:;,(wT) 
j=l j=l 
J 
= Lr(wT) + L (jr(wT)xjr(wT) + (1 + rr-1 (wr)) Yr-i (wT) 
j=l 
- The final wealth is obtained by valuing the holding of the portfolio 
at time T and paying off the outstanding debt. 
J 
Wr(wr) = L:ejr(wT)zjr(wT) + Yf(wr) - y:;,(wr), (4.8) 
j=l 
4. The non-negativity constraints of all the variables. 
- All the variables are non-negative real numbers. 
5. The non-anticipativity constraints. 
4.2 Definition of the problem 
The portfolio manager has to make a series of decisions over a given planning 
period; there are T time stages, t = 1, ... , T. 
At t = 1, a decision, x1 , is made. At every time t = 2, ... , T, an outcome, 
Wt, is observed and a decision Xt is made. As was explained for the two-stage 
case, the decision, x1 , is made without any knowledge of future outcomes (in 
the best cases, only their probability density functions are known). 
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At t = 2, a realisation of the random element, w2 , is observed and a deci-
sion, x 2 , is made. The decision, x2 , is made in such a way that the objective 
function is minimised (maximised) with respect to the decision x1, on the one 
hand, and the outcome of the random elements Wt, for t = 3, ... , Ton the 
other hand. 
The decision, x 3 , is made in such a way that the objective function is min-
imised (maximised) with respect to the decisions x 1 , and x 2 , on the one hand, 
and the outcome of the random elements Wt, for t = 4, ... , T, on the other hand. 
The process is repeated until t = T. 
This observation-decision process is best captured in the following represen-
tation: 
and is modelled as follows: 
minx, fi(x 1 ) + Ew2{ minx2 h(x2 (w 2 )) + ... + EwT\wT [ minxT fT(xT(wT))]} 
s.t. 
where 
Aux1 
L:!=1 Ati(wt)x;(wt) 
Xt(wt) 
bi, 
bt(wt) a.s. Vt, 
> 0 a.s. Vt, 
- Each Xt(wt) is a vector of dimension nt. 
(4.9) 
- For each t = 2, ... , T we have At,t-1 E Rm,•n•- 1 , Au E Rm,m, and bt E 
Rm'. 
- For each t = 1, ... ,T, the decision variable Xt E Rn',xt = (x1, ... ,xt)r, 
and we have, x = (x1 , ... , xr )T E Rn(n = L:;"{'=1 nt). 
- For each t = 2, ... , T, the random vectors Wt(t ~ 2), are defined in the 
probability space (flt, Pt), and wt = ( w1 , ... , Wt-I) T and the sequence 
{wt}~=l is assumed to be auto-correlated, i.e. they are dependent between 
stages. 
- Ew, \w' is the conditional expectation with respect to the random variable 
Wt given the history process wt. 
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- For each t = 2, ... , T, the decision process xt = (x1, ... , Xtf, is assumed 
to be adapted or nonanticipative, i.e. for a given history, wt, we must have 
a unique solution xt. 
If, for each, t = 2, ... , T, we let Bt(xt-1, wt) = I:~-;;,11 Atr(wt)xn and 
At(Xt) = Au(wt)xt, the previous model becomes: 
minx 1 fi(x 1 ) + Ew2{ minx2 h(x2 (w2 )) + ... + EwT\wT [ minxT fr(xT(wT))]} 
s.t. 
Aix1 
Bt(wt)xt-1 (wt-1) 
Xt(Wt) 
a.s. Vt, 
a.s. Vt. 
( 4.10) 
Problem (4.10) can also be expressed in the same form as the one used for the 
two-stage case; that is, 
mm Ji (xi) + Ew2 [Q2(x1, w2)] 
s.t. 
Aix1 bi, 
X1 > 0, 
where, for every t = 2, ... , T, we have: 
Qt(Xt-l (wt-l ), wt) = min ft(xt(wt)) + Ew,+1 \w•+l [Qt+l (xti wt+l )] 
s.t. 
(4.11) 
bt(wt)a.s. Bt(wt)Xt-1 (wt-I)+ At(wt)xt(wt) 
Xt(Wt) > 0. (4.12) 
4.3 The L-shaped method applied to multi-stage 
problems 
The L-shaped method introduced earlier is extended to the multi-stage case; 
This is achieved by means of the nested Benders' decomposition method (see 
[6], [32]). This methods splits the multi-stage problem into a collection of two-
stage relations that are connected by a nesting scheme. 
We assume that the function ft(xt) is linear, i.e. ft(xt) = ft Xt, and that 
the second stage problems have fixed recourse. We also assume that the ran-
dom variables take discrete values and that their respective sample spaces are 
finite. At stage t = 2, ... , T - 1, for each outcome of the random vector Wt, we 
have the subproblem 
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s.t. 
Bt(wt)Xt-1(wt-1) + At(wt)xt(wt) bt(wt) a.s. 
Xt(Wt) > 0, ( 4.13) 
where 
Qt+i(Xt, wt+l) =min fl;-1 Xt+i (wt+l) + Ew,+2\w•+2 [Qt+2(Xt+1, wt+2 )] 
s.t. 
Bt+1 (wt+l )xt(wt) + At+l (wt+1 )xt+l (wt+l) 
Xt+l (wt+l) 
bt+1 (wt+1 )a.s. 
> 0. (4.14) 
At stage T, for each outcome of the random vector wr, we have 
min ff xr(wT) 
s.t. 
Br(wT)xr-1 (wT-l) + Ar(wT)xr(wT) 
xr(wT) 
br(wT) a.s. 
> 0. (4.15) 
Since we have assumed that the random vector Wt, assumes discrete values and 
that the sample space Otis finite, then for the krth outcome of Wt, the problem 
(4.13) is 
b~2 - B~2 xo, 
b;3 - B;3 x~2 , k3 E d3(k2), (4.16) 
where, for each t and each node k, dt(k;) represents the set of all nodes in period 
t which are descendants of node k;, and a(kt) refers to the immediate ancestor 
of node kt. The probabilities Pk, = Pk,/Pk2 are the conditional probabilities 
given that the realisation k2 has been observed. The following figure (where 
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T = 3) will help to understand the notation used: 
t = 1 t=2 t=3 
A3x3 = b~ - B~x~ (k = 3) 
/ 
A2x~ = b~ - B~x1 (k = 1) -t A3x4 =bi - B~x~ (k = 4) 
/ 
X1 (k = 0) 
\,i 
A2x§ = b§ - B5x1 (k = 2) -t A3x5 = b~ - B~x§ (k = 5) 
\,i 
A3x~ = b~ - B~x§ (k = 6) 
Figure 1 
We have: d3(2) = {5,6}, d3(1) = {3,4}, a(6) = 2 Xa(6) = x§. 
Since, at each stage t and for each outcome of the random vector Wt, we have 
a two-stage stochastic programming problem, the L-shaped method discussed 
earlier can be used to solve the different subproblems; starting from t = 1 and 
working sequentially towards t = T, the resulting overall method proceeds by 
first obtaining feasible solutions that are passed on as parameters to the next 
stage ( forward pass), and then to moving towards optimality by working se-
quentially from t = T down tot= 1 (backward pass). 
That is, each period sends its optimal solution to the following period (except 
t = T), and its optimal cost to the preceding period where it is used to generate 
cuts. 
So, using the L-shaped method, the corresponding master problems are: 
- For t = 1: 
min/Tx1+01 
s.t. 
Aix1 
a'[ B1x1 
L Pk1r; B~x~ + e~ 
kEd2(l) 
- For t = 2, ... ,T-1: 
min JT x~' + 0~' 
s.t. 
( 4.17) 
(s = 1, ... , V(k1)) 
> L Pk1r'[b~, (s = 1, ... , J(k1)). 
kEd2(l) 
bk, Bk' t - t Xa(k,), (4.18) 
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(s = 1, ... , V(kt)) 
(s = 1, ... , J(kt)). 
- For t = T: 
ATxkTT - bkT BkT 
- T - T Xa(kT)" ( 4.19) 
4.3.1 The nested decomposition for stochastic program-
ming algorithm 
The ideas presented in the previous sections can be implemented using the 
following algorithm: 
Step 0: 
Fort= 1, set kt = 0k, = 0, and J(kt) = V(kt) = 0 in the stage 1 master 
problem (4.17), and solve it. 
Step 1: 
If the stage 1 master problem is infeasible, then STOP. The multi-
stage problem is infeasible. 
Otherwise, for t = 2 and for all possible outcomes of the random 
vector, w2 , i.e. for k2 = 1, ... , K 2 , solve the corresponding master 
problem (where the solution obtained previously, is used as a pa-
rameter). The master problem is treated as a two-stage problem; a 
feasibility cut is added to the master problem in the case of infeasi-
bility, and we go back to Step 1. 
Step 2: 
For t = 2 up to t = T, and for all possible outcomes of the random 
vector, Wt, having the same immediate ancestor as the current outcome, 
kt, i.e. Wt E dt(a(kt)), solve the corresponding master problem, where 
the appropriate ancestor solution, Xa(k,)' is used as a parameter. Here, 
feasibility cuts are added to the master problem using principles similar to 
those presented in the case of two-stage problems, and V(kt) is updated 
accordingly. 
Step 3: 
For t = T down tot = 1, and for all outcomes of the random vector Wt, 
having the same immediate ancestor as the current outcome (kt), that is 
Wt E dt(a(kt)), solve the corresponding master problem, where the appro-
priate ancestor solution, Xa(k,)' is used as a parameter. Now, the 0k,'s 
are no longer constrained to be equal to zero. Using the rules introduced 
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in the two-stage case, we add optimality cuts to the master problem, and 
update J(kt)· 
The optimal solution is found for t = 1. 
Remark 4.1 At any stage, t, of the procedure and for any outcome, kt, the 
optimal solution of the master problem is a lower bound, and the expected cost 
at this stage gives an upper bound of the expected costs of all scenarios descen-
dant from this stage. When the difference between both values is small enough, 
the optimal solution of the master problem can be assumed to represent the 
future expected costs, and the master problem is said to be balanced with its 
descendants. 
The method will yield an optimal solution after a finite number of steps. 
Note that, like for the two stage case, techniques like bunching can be used 
to improve the efficiency of the algorithm. 
In the case of unboundedness, we can set bounds on the value of the decision 
variables. 
4.4 Monte Carlo importance sampling 
For real life problems, the evaluation of the expected cost by direct summation 
is not always practical (because, for example, of multiple sums). The ideas 
contained in the above remarks (see remark 4.1 on this page) are combined 
with the Monte Carlo importance sampling method to produce a new solution 
technique (see [40] : 79-120) 
4.4.1 The upper bound estimate 
An upper bound for the total costs of the multi-stage problem is given by the 
expected costs of the first-stage problem. 
Let w1 = (w2,W3, ... ,wr)T be a possible outcome of the random vector w; 
the vector (path) w1 may be obtained using the Monte Carlo importance sam-
pling method (this process is called the path-sampling procedure). Using this 
information, we can find, x1 , the optimal solution of the first stage subproblem 
and the resulting total cost. Similarly, we can find Xt (for t = 2, ... , T) using 
Xt-1 as parameter in the subproblem at stage t and 'Ii/= (wt+iWt+2, ... ,wr)T 
as the future state of nature from stage t. The resulting total cost given scenario 
w1 is 
T 
C(x(w1 )) = 'LJTxf~ 1 • (4.20) 
t=l 
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Hence, the expected total cost is 
E[C(x(w1 ) )] 
wEfl 
T 
'""''""' T -1 ~~ft xf-1· 
wEfl t=l 
(4.21) 
(4.22) 
The importance sampling scheme is used to find E[C(x(w1 ))] as in section 3.6.2. 
4.4.2 The lower bound estimate 
The cost of scenario w1 obtained earlier 
T 
C(x(w1 )) = LIT xf~u ( 4.23) 
t=l 
is a lower bound of the total cost of the multi-stage problem. 
4.4.3 Importance sampling for multi-stage problems: Al-
gorithm 
The corresponding algorithm is described below (see [40] : 118-119): 
Step 1: 
Solve stage 1 problem. The solution obtained is the trial solution, x1, and 
the resulting cost is a lower bound estimate of the expected cost of the 
multi stage problem, LB. 
Step 2: 
Using the path-sampling procedure, we sample a number of paths and 
calculate an upper bound, u·B of the expected cost of the multi-stage 
problem. 
If u·s - LB :::; TOL (TOL= tolerance level) then X1 is the optimal 
solution to the multi-stage problem. STOP. 
Otherwise go to Step 3. 
Step 3: 
Starting at stage T-1 and moving backwards until time t = 1, and using 
W1 obtained during the path-sampling procedure, and xf as ancestor 
solution, we take the corresponding subproblem as master problem and 
compute cuts by sampling again wt+1 descendant subproblems. This step 
is repeated until an acceptable solution is obtained for each scenarios Wt 
in stage t. Arriving at stage 1, a new solution, x1 and a new lower bound 
are found. 
Go to Step 2, and repeat the process until u·B - LB:::; TOL. 
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4.5 EVPI-based importance sampling 
The expected value of perfect information, EVPI, is (see [5]) 
EVPI = ZHN - Zws, (4.24) 
where ZHN, the optimal cost obtained using the "here-and-now" approach, is 
(4.25) 
Zws, the optimal cost obtained using the "wait-and-see" approach ,is 
(4.26) 
At any time t = 2, ... , T - 1, the local EVPI is 
( 4.27) 
The EVPI which represents the level of stochasticity of a stochastic program-
ming problem, can be used to decide whether the random variables of the prob-
lem may be replaced by their expected values or not (i.e. if the problem is to 
be considered stochastic or not). 
In the multi-stage case, the same idea can be exploited. Indeed, if at each time 
t and for each possible future state of nature (i.e. each outcome of the random 
vector at each time t), the EVPI of the resulting stochastic programming prob-
lem (i.e. local EVPI) is evaluated, problems with low level of stochasticity will 
be identified and replaced by a deterministic one (the new problem is obtained 
by replacing random variables by their expected values). Therefore, more time 
and resources will be allocated to the other problems (i.e. problems with high 
level of stochasticity). The result is a refinement of the whole resolution process. 
To illustrate what has just been explained consider the following scenario tree: 
t = 1 t=2 t=3 
3 
4 
5 
6 
7 
Figure 2 
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This tree represents all the possible states of nature from t = 1 up to time t = 3. 
It is clear that the level of stochasticity at node 1 is higher than the one at node 
2; there are more paths originating at one 1 than there are paths leaving node 
2. Furthermore, we know (this is also apparent on the tree) that as time passes, 
more information becomes available; that is, the level of stochasticity decreases 
with time. These observations lead to the following remarks: 
- If the EVPI at a node is zero, all its descendant nodes have zero EVPI. 
- The EVPI of a node whose descendants have no branching, is zero. A 
consequence is that, at time T, all nodes have zero EVPI. 
- If the EVPI of a node is non-zero, all its ancestors have non-zero EVPI. 
From the above discussion, it appears that, while the second stage realisation 
of the random variable in the case of a two-stage stochastic programming prob-
lem can be sampled using a single joint probability density function, it is not a 
reasonable choice for sampling in the multi-stage case (see [17]). 
In what follows, we will describe how the information on local EVPI can be used 
as the importance sampling criterion for the sampling procedure (see [17]). The 
result will be a sampling procedure different from the one presented earlier. 
In general, the sampling method employed replaces the scenario tree T, repre-
senting the possible data paths, by a sequence of sampled subtrees T1 , ... , TN; 
a subtree Tn is obtained by increasing the number of sampled branches from 
a node of Tn-1 with high EVPI, and decreasing or resampling the branches of 
a node with negligible EVPI. As n increases, the subtrees will become more 
representative of T. 
At iteration n, one of the following may occur: 
- At a node whose local EVPI is not negligible (i.e. they are not below 
a given tolerance level) and there is no branching from its descendants 
in Tn-1, the tree is expanded to a depth of one or more stages. The 
expansion is done by independent sampling conditional on the appropriate 
nodal data. The resulting subtree (i.e. Tn) will have more branches. 
- At a node where the local EVPI is negligible, since the true local EVPI 
may not be negligible (though that may be the case), the subtree generated 
from it is resampled. 
- If after a few resampling iterations the local EVPI at a node is fixed at zero 
(or is negligible), we assume that the true local EVPI is negligible; we will, 
therefore, assume that it is sufficient to represent the local problem by a 
single scenario from that node. Note that, as discussed earlier, the random 
variables of the local problem may also be replaced by their expected 
values. 
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Once these points have been investigated and the necessary actions taken, we 
have a new tree Tn. The process is repeated until the resulting tree is assumed to 
be reasonably representative of T (or just until we have reached a given number 
of iterations.) 
4.6 Scenario analysis 
4.6.1 The scenario aggregation method 
An other decomposition method used to solve multi-stage problems is scenario 
aggregation or scenario analysis. 
This method uses a finite number of scenarios (see [56]). Each scenario repre-
sents a possible state of nature for the given planning period, and has a known 
probability of occurrence. Furthermore, each scenario will yield a different multi-
stage subproblem. The resulting overall multi-stage problem seeks to optimise 
the expected objective values of this collection of problems. 
As earlier, we consider a planning period with horizon T. At each time 
t = 2, ... , Tan outcome of the random vector, Wt, is observed. A vector 
s = (w2, ... ,wf)T whose components represent a realisation of Wt for 
t = 2, ... , T, is called a scenario; s represents a possible state of nature for the 
whole planning period. 
Consider the set of scenarios S = { s1, ... , s N} c O; for every element of S, the 
resulting multi-stage subproblem is 
minf.(X(s)) = {fi(x0 + h(x~) + ... + fr(x'T)} 
s.t. 
or 
min J.(X(s)) 
s.t. 
X(s) E Cs c Rn. 
(4.28) 
( 4.29) 
The solution of problem (4.28), i.e. X(s) = (xf, ... ,x'f)r, is sometimes called 
an admissible solution. 
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The solution obtained for each t = 2, ... , T must be consistent with the state 
of nature; i.e. if the two scenarios up to time t = 3 are s 1 = (1, 3, 6)T and 
s2 = (1, 3, 8)r, then we must have xi =xi and x~ = x~ but x~ =I- x~; two sce-
narios having a common history up to time t, must also have identical solutions 
for that time interval. This constraint is known as nonanticipativity require-
ment. The policies (solutions) satisfying the nonanticipativity requirement are 
said to be implementable. 
The purpose of this method is to find an admissible policy which is imple-
mentable and optimises the overall multi-stage problem. In order to formalise 
these ideas, let us consider : 
- At, the set of bundles of scenarios such that the scenarios in each bundle 
share a common history from time 1 up to time t. Of course, the elements 
of At, the A's, are disjoint and exhaust S; i.e. 
UAEA,A = S, for every t = 1, ... ,T. 
- The set of implementable policies, 
N ={XE Rnlx: is constant on each bundle A E At, and Vs ES}. 
- The set of admissible policies, 
C ={XE RnlX(s) EC., for every s ES}. 
We will assume that the probability of occurrence of scenario s is Ps > 0, and 
we have L:sES Ps = 1. 
If for all s E S, we introduce the functions 
F.(X(s)) = { fs(X(s)) 
+oo otherwise. 
if X(s) EC., 
We have the overall multi-stage problem 
sES 
s.t. 
XEN. (4.30) 
The set C is known since it is defined by the constraints of the individual scenario 
subproblem. However, we do not have an explicit definition of N. A way out 
of this situation is to determine, for every t, the weighted average 
( 4.31) 
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for every bundle A E At. 
Using this average, we define an element of N, xf by xf = x 1 (A), for every 
s E A. In other words, we have found a transformation, J : Rn ---+ N defined 
by J(X) = X. 
Note that, though X is guaranteed to be in N, we are not sure that it will 
be in C. We, therefore, need to modify the constraint of problem (4.30); the 
new problem is 
minF(X) = LPsFs(X(s)) 
sES 
s.t. 
X ECnN. (4.32) 
The constraint X E N can be reformulated as X = JX (since J is a linear 
transformation) or KX = 0, where K =I - J (I is the identity operator). 
Problem (4.32) becomes 
minF(X) = LPsFs(X(s)) 
s.t. 
KX=O, 
XEC. 
sES 
(4.33) 
The transformation K = I - J is a projection of Rn onto the subspace M, 
defined by 
M = {WERnlJW=O} 
= {WE RnlE[W1(s)] = 0 for every A E At, t = 1, ... , T}. 
Note that M is the complement of N with respect to the transformation J. 
Therefore, if we introduce the operator < ·, · > defined by 
< X, Y > E[X(s), Y(s)] 
= LPsX(s)Y(s) 
sES 
(this operator is slightly different from the actual inner product), 
then the constraint KX = 0 is equivalent to< X, W >= 0. 
Hence, problem ( 4.33) becomes 
minF(X) = LPsFs(X(s)) 
s.t. 
sES 
< X,W >=0, 
XEC. 
(4.34) 
(4.35) 
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This problem is solved using the augmented Lagrangian method (see [47] 
423-454); its augmented Lagrangian is the function 
1 
Lc(X, W) = F(X) + < X, W > + 2cilKXll 2 , 
and the resulting problem is 
minLc(X, W) 
s.t. 
XEC. 
( 4.36) 
(4.37) 
Solving problem ( 4.37) will give us a good approximation to the optimal solu-
tion of problem (4.35). However, to solve problem (4.37) may not be an easy 
task; indeed, while the expressions F(X) and < X, W > are separable (with 
respect to the scenarios), it is not the case for llKXll 2 . 
The difficulty resulting from the inseparability of llKXll 2 lies in the fact that, 
using the augmented Lagrangian method, we minimise Lc(X, W) with respect 
to X for a given W and repeat the process for different values of W. At each 
iteration we need to compute Lc(X, W). Hence, the simpler its components the 
better. 
The progressive hedging algorithm uses a modification of Lc(X, W) to solve 
the problem. The idea behind this algorithm is first to replace the expression 
llK X 11 2 by a separable one. To understand how it is done, suppose that we know 
an element of N, say }(k, and that j(k is not too far away from JX. If these 
suppositions are true, it will mean that X is close to j(k (since j(k = JXk). 
Hence, we can replace K X, which is X - J X, by X _ j(k. We, therefore, obtain 
a new expression for the Lagrangian, 
Lc(X, W) = F(X) + < X, W > + ~cjX - Xkl 2 , (4.38) 
which is separable, and can be minimised by minimising the Lagrangian of the 
individual scenario subproblems 
L~(X, W) = J.(X(s)) + < X(s), W(s) > + ~clX(s) - Xk(s)l2, 
'v'X(s) EC., 
that is, 
min { J.(X(s)) + < X(s), W(s) > + ~clX(s) - Xk(s)l2} 
s.t. 
XE C8 • 
(4.39) 
( 4.40) 
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4.6.2 The progressive hedging algorithm 
The solution of ( 4.35) is obtained using the following algorithm (see [56]): 
Step 0: 
Initialise 'Y = 0. For every scenarios E S, solve the scenario subproblem 
(4.29). 
Let X 0 (s) be the solution for scenarios, and set W 0 = 0. 
Step 1: 
Compute j(k = J Xk. 
Step 2: 
For every scenarios ES, solve the subproblem: 
min { fs(X(s)) + < X(s), Wk(s) > + ~clX(s) - Xk(s)l2} 
s.t. 
XE C •. ( 4.41) 
If X(s) is an optimal solution to the problem, then set Xk(s) = X(s). 
Step 3: 
Let Wk+ 1 = Wk + cK Xk+l, k = k + 1, and go to step 2. 
Remark 4.2 The solution is improved at each iteration of the algorithm, and 
the sequence {Xk, k = 0, 1, 2, ... } converges to the solution X* (for a proof see, 
for example, [58]). 
The rate of convergence will depend on c. Therefore, small values of c will 
speed up the process, while large values will an opposite effect. 
4.6.3 Postoptimality analysis: The contamination tech-
nique 
Definition of the problem 
Consider the problem 
minf(x,P) 
s.t. 
( 4.42) 
It is assumed that, f(.,P) is convex and J(x, .) is linear and Xis a convex set. 
P is a discrete probability function assigning probability Ps to the scenario s. 
The scenarios and their respective probabilities may be obtained from different 
sources. However, since the set S does not necessarily represent the universe 
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of all possible scenarios, one is interested in both the robustness of the solution 
obtained by solving problem (4.42) and the optimal objective value. 
Hence, the scenario generation procedure should be such that small pertur-
bations of both the probability function P and the set S, alter the outcome 
only slightly so that the new results remain close to the original ones. We 
also expect larger perturbations not to yield a catastrophe. The contamination 
technique investigates the effects of these perturbations and gives corresponding 
error bounds (see [18], [19], [20]). 
The contamination technique 
Let 
- X be a nonempty convex closed set of feasible solutions and X does not 
depend on P, 
- </J(P) be the minimal value of the objective function, 
- X(P) be the set of optimal solutions, 
and consider the family of probability functions P>., of the form 
P>. = (1 - A.)P + A.Q. (4.43) 
where Q is a given fixed probability function, and A. E [O, l]. 
P>. is obtained by contamination of the original probability function P by the 
probability function Q; for fixed density functions P and Q, the contaminated 
density P>. depends only on A.. 
Hence, using P>. instead of Pin problem (4.42), we obtain a family of optimi-
sation problems parameterised by A., and 
f (x, P>.) = fQ(x, A.) ( 4.44) 
is the corresponding objective function; f (., P>.) is convex and f (x, .) is concave. 
The resulting stochastic programming formulation is 
minf(x,P>.) = fQ(x,A.) 
s.t. 
x EX C Rn. ( 4.45) 
The optimal value function and the set of optimal solutions of the perturbed 
problem (4.45) are 
<PQ(A.) 
inf fQ(x, A.), 
xEX 
( 4.46) 
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and 
XQ(A.) 
argmaxxEX f Q(x, A.), ( 4.47) 
respectively. 
Information about persistence, stability and sensitivity for parametric problems 
similar to problem ( 4.45) can be deduced from any of the following claims: 
- If we further assume that the set X(P) = XQ(O) is nonempty and bounded 
and X(Q) = XQ(l) f= 0, then the function </>Q is finite and concave on 
[O, 1], continuous at A.= 0 and its value at A.= 0 is such that 
min f(x, P) 
xEX 
</>(P). ( 4.48) 
- If the function fQ is jointly continuous with respect to x and A., then its 
derivative with respect to A. at A. = 0 for all x from a neighbourhood, say 
X of X(P) exists, and if the difference quotient 
1 
A[fQ(x, A.) - fQ(x, O)] ( 4.49) 
converges uniformly in x on X as A. --+ o+, then the derivative of the 
optimal value of the problem (4.45) at A.= o+ is 
:A. </>Q(o+) 
min d~ fQ(x, o+). 
xEX(P) A 
Since f(x, .) is linear, the function 
fQ(x, A.) = (1 - A.)f (x, P) + Af(x, Q) 
(4.50) 
(4.51) 
is also linear in A., and the sequence of difference quotients is stationary 
for fixed x. 
Hence, expression (4.50) becomes 
min [f(x,Q) - f(x,P)] 
xEX(I') 
min f (x, Q) - </>Q· 
xEX(I') 
Since </>Q(-) is concave on [O, 1], we have the following inequalities 
(4.52) 
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which gives the bounds (upper and lower) on the perturbed optimal value func-
tion, and bounds on the relative change of the perturbed optimal value due to 
contamination is 
Both expressions, (4.53) and (4.54), can be expressed in terms of P and Q as 
follows: 
(1- >..)¢(P) + >..¢(Q) :S </J(P>.) :S </J(P) + >..¢0(o+), VA. E [O, 1), (4.55) 
and 
respectively. 
Note that, if problem (4.42) has a unique solution, say x(P), for all>.. E [O, 1), 
the expressions ( 4.52) and( 4.55) become 
<P0(o+) = J (x(P), Q) - <P(P), (4.57) 
and 
(1- >..)</J(P) + A.</J(Q) :S </J(P>.) :S (1- >..)¢(P) + >..j(x(P),Q), '</>.. E [O, 1)(4.58) 
respectively. 
Suppose, now, that the set of optimal solutions of problem (4.45) 
for>..= 1, X(Q) = XQ(l), is nonempty and bounded, then similar bounds can 
be derived for the optimal value </J(P>.) using the solution x(Q) and the optimal 
value ¢( Q) of minxEX f(x,Q); that is 
(1- >..)¢(P) + >..¢(Q) :S </J(P>.) :S >..¢(Q) + (1 - >..)J(x(Q), P), '</>.. E [O, 1)(4.59) 
so that, 
(1- >..)¢(P) + >..¢(Q) :S ¢(P>.) :S min{(l - >..)¢(P) + >..j(x(P), Q), >..¢(Q) 
+(1 - >..)J(x(Q), P) }, VA. E [O, 1). 
Remark 4.3 The derivation of the bounds relies only on the assumed proper-
ties of the function f ( x, . ) . 
In the case where problem (4.42) has multiple optimal solutions, the corre-
sponding bounds can be computed at any one of the solutions. The resulting 
bounds will be valid but not necessarily tight. 
The derivatives of the optimal value of problem (4.45) can be used to derive 
further characteristics of robustness. 
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If the expectation of the random parameter, w, is to be preserved, then the 
contamination is done using a probability function Q such that EQ[w] = Ep[w]. 
The extension of this method to multi-stage problems can be found in Dupacova 
(see [19]). The case where the objective function is nonlinear in P can be found 
in Dupafova (see [20]). 
The contamination technique (which is derived from parametric programming) 
discussed here is not the only tool available for optimality analysis; a statisti-
cal approach based on statistical properties of X(P), </>(P) and those of their 
estimate, can also be used. 
4. 7 Stochastic quasi-gradient ( SQG) methods 
The different solution techniques discussed earlier exploit the special structures 
and properties exhibited either by the objective function or by the set of con-
straints. For problems having the same features or more complicated ones, the 
SQG methods can be used to find the solution. 
4.7.1 General Idea 
Let us consider the following stochastic programming problem 
min F 0 
s.t. 
pi(x)::::: 0, i = 1, ... ,m, 
x::::: 0, 
(4.60) 
where x E Rn, and Fi(x) = E[fi(x,w)] is assumed to be convex (for the mo-
ment). 
The main idea (see [24]) behind the SQG methods is to construct a sequence 
of approximate solutions { x•} using the following two-relations scheme 
x•+l x• - Ps~(s), and 
Fi(x*) - pi(x•) > ')';(s) + < F~(x), x* - x• >, 
where x* is an optimal solution, and 
F~(x) E[f~(x,w)] 
f) . 
E[ 0xf'(x,w)] 
(4.61) 
( 4.62) 
is a subgradient. The variable Psis the step size. The vector ~(s), with compo-
nents ~i ( s) (or ~i , i = 1, ... , m), is the direction of the movement and is also 
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called a stochastic quasi-gradient. 
However, since it can be difficult to calculate the functions Ji(x) and their 
respective subgradients, the SQG will use their statistic estimate; i.e. 
1 N, 
'°' fi(x• w•) N~ , k, 
s k=l 
T/i(s) = 
and 
1 N, 
"Ji( s •) = N ~ xx ,wk, 
s k=l 
where N. represents the size of a collection of independent samples wk 
k=l, ... ,N •. 
(4.63) 
(4.64) 
These estimate are obtained using information about the past history of the 
process (that is, x• = (x0, ... ,x•)T, and, possibly, some other variables); we 
have 
and 
E[~i(s)jx•j 
where E(s) ER, and E'(s) E Rn. 
( 4.65) 
(4.66) 
Since the objective of the procedure is to improve the quality of the solution, 
x•, at each step, we expect both €( s) and € 1 ( s) to decrease as s goes to infinity, 
and, at some point, we must have E(s)-+ 0 and llE'(s)ii-+ 0. 
Hence, we obtain the following new scheme 
x•+l x• - Ps~(s), and 
T/i(x*) - rii(x•) ~ < E[~i1x•j,x* - x• > +'Yi(s), 
where ')';(s)-+ 0 ass-+ +oo. 
(4.67) 
(4.68) 
The formulas used for the computation of the estimate will depend on the nature 
of the problem. Suppose that we can calculate the values of Ji(x,w); i.e. 
1 N, 
T/i(s) = N L fi(x•, w•k), 
s k=l 
(4.69) 
and we have 
E[rii(s)jx•j 
1 N, 
N Lfi(x•,w•k) 
s k=l 
pi(x•), (4.70) 
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then 
- If the functions /i(x) have uniformly bounded second derivatives, then 
(4.71) 
and 
E[~;(s)jx•] = F~ + E1(s), ( 4. 72) 
where ei is the unit vector on the jthd axis, and ~.d is the mesh for the finite 
difference approximation of the gradient; N is the size of a collection of inde-
pendent samples of w•. 
- If the functions Fi ( x) are non-differentiable, then 
N 
~;(s) = Lf~(x•,w•k), at x = x•. 
j=l 
4. 7 .2 Application to the two-stage recourse problem 
Let us consider the following stochastic problem: 
where 
mm Fo =ff x1 + E[Q(x1,~(w))] 
s.t. 
X1 > 0, 
(4.73) 
(4.74) 
For every realisation, w, of the random vector w. The function Q(x1, t), also 
called the recourse function, is defined as follows: 
s.t. 
A21 (w)x1 + A22x2 a.s., 
X2 > 0. 
The function F0 is continuous and convex. The dual of problem (4.75) is 
max y(b2 (w) - A21 (w)xi) 
s.t. 
yA22 ~ h, 
(4.75) 
(4.76) 
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where y E Rn2 , and £1 is the optimal solution of the first stage problem. 
Hence, 
and the estimate of the gradient of F0 at x• is 
(4.77) 
where w• is obtained by random sampling from n using P and 
Note that, we have 
F 0 (x) - F 0 (x 8 ) > < E[~0 1X"],x - x• >. ( 4. 78) 
The resulting procedure for solving the two-stage recourse problem is 
1. At iteration s, for a given x•, observe a realisation, w•, of the random 
vector and determine the vector e = (f2,Ah,b~)T. 
2. Solve the dual problem (4.76) using e, and £1 = x• to find y•. 
3. Calculate the estimate 
( 4. 79) 
and find a new value for x• 
x•+I = max[O,x" - p.~0 (x)]. ( 4.80) 
The procedure is repeated until a satisfactory solution is obtained. 
Chapter 5 
Conclusion 
Stochastic programming has been used to model financial problems for more 
than 20 years (see [11]). 
More recent applications include the award winning model of Russel-Yasuda 
Kasai (see [13]). This model, designed for a Japanese insurance company, in-
corporates the random nature of both the liabilities and the investment returns 
in a multi-stage setting. The implementation of this model resulted in an addi-
tional income of $79 million for the company in the first two years of use. 
Golub, Holmer, McKendall, Pohlman and Zenios (see [34]) report on a stochas-
tic programming model for money management specially designed for fixed-
income securities. This model hedges against related uncertainty (interest rates, 
risk premia, interest rate volatility and other uncertainty) and outperforms clas-
sical techniques (e.g. immunisation). They establish the superiority of multi-
period stochastic models for active portfolio management over the dynamic use 
of a single-period stochastic model as well. 
Furthermore, Andrea Beltratti, Andrea Consiglio and S.A. Zenios (see [4]) 
develop a stochastic programming model for the management of an interna-
tional bond portfolio which incorporates interest rate risk in the local market 
and exchange rate volatility across markets. Having these two parameters in 
the same model is extremely important since the volatilities of the fixed-income 
markets (especially bond markets) are typically lower than the volatilities of 
exchange rates, and hence the currency risk of an international bond portfolio 
can offset any benefits from international diversification. 
As a matter of fact, the theoretical advances, the availability of good com-
mercial software and the affordability of parallel computing have resulted in an 
ever increasing use of stochastic programming in Finance. 
However, despite promising advances, the solutions obtained using these models 
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should always be considered with caution. The quality of the solutions will de-
pend on the quality of the data. Bad predictions will result in inferior solutions. 
References 
[1) S. Arnold, K. Ord, and A. Stuart (1999), Kendall's advanced theory of 
statistics. Volume 2A: Classical inference and the linear model, Edward 
Arnold, London. 
[2) Robert D. Arnott and Frank J. Fabozzi (eds) (1988), Asset Allocation : A 
handbook of Portfolio Policies, Strategies and Tactics, Probus Publishing 
Company, Chicago, Illinois. 
[3) Vijay S. Bawa (1975), "Optimal rules for ordering uncertain prospects", 
Journal of Financial Economics, 2(1):95-121. 
[4) Andrea Beltratti, Andrea Consiglio and S.A. Zenios (1999), "Scenario mod-
elling for the management of international bond portfolios", Annals of Op-
erations Research, 85:227-247. 
[5) John R. Birge (1982), "The value of the stochastic solution in stochastic 
linear programs with fixed recourse", Mathematical Programming, 24:314-
325. 
[6) John R. Birge (1985), "Decomposition and partitioning methods for multi-
stage stochastic linear programs", Operations Research, 33:989-1007. 
[7) John R. Birge and J. B. Wets (1986), "Designing approximation schemes 
for stochastic optimization problems, in particular for stochastic programs 
with recourse", Mathematical Programming Study, 27:54-102. 
[8] John R. Birge, Francois Louveaux (1997), Introduction to Stochastic Pro-
gramming, Springer, New York, NY. 
[9) Tim Bollerslev, Ray Y. Chou, Kenneth F. Kroner (1992), "ARCH modeling 
in finance", Journal of Econometrics, 52:5-59. 
[10) Gabriel Bonti, Jonathan Hosking and Dirk Siegel (2000), "Beyond the log-
normal", Risk, 13(5):59-62. 
[11) S.P. Bradley and D.B. Crane (1972), "A dynamic model for bond portfolio 
management", Management Science, 19:139-151. 
89 
REFERENCES 90 
[12) R. Brooks-Hill, C. Parkan, W.T. Ziemba (1974), "Calculation of invest-
ment portfolios with risk free borrowing and lending", Management Sci-
ence, 21(2):209-222. 
[13) D.R. Carino, T. Kent , D.H. Meyers, C. Stacy, M. Sylvanus, A.L. Turner, 
K. Watanabe and W.T. Ziemba (1994), "The Russel-Yasuda Kasai Model: 
An asset/liability model for a Japanese insurance company using multistage 
stochastic programming", Interfaces, 24(1):29-49. 
[14) Jon Danielson and Casper G. de Vries (1997), "Value -at-Risk and extreme 
returns", London School of economics, Financial Markets group Discussion 
Paper no. 273. 
[15) G.B. Dantzig and Peter W. Glynn (1990), "Parallel processors for planning 
under uncertainty", Annals of Operations Research, 22:1-21. 
[16) G.B. Dantzig and Gerd lnfanger (1993), "Multi-stage stochastic linear pro-
grams for portfolio optimization", Annals of Operations Research, 45:59-76. 
[17) M.A.H. Dempster and R.T. Thompson (1999),"EVPI-based importance 
sampling solution procedures for multi-stage stochastic linear programs on 
parallel MIMD architectures", Annals of Operations Research, 90:161-184. 
[18) Jitka Dupaeova (1990), "On statistical sensitivity analysis in stochastic 
programming", Annals of Operations Research, 30:199-214. 
[19) Jitka Dupacova (1995), "Postoptimality for multi-stage stochastic linear 
programs", Annals of Operations Research, 56:65-78. 
[20) Jitka Dupaeova (1996), "Scenario-based stochastic programs: Resistance 
with respect to sample", Annals of Operations Research, 64:21-38. 
[21) Jitka Dupaeova, Marida Bertocchi and Vittorio Moriggia (1997), "Postop-
timality for scenario based financial planning models with an application 
to bond portfolio management", in: Worldwide asset and liability model-
ing, William T. Ziemba and John M. Mulvey (eds), Cambridge University 
Press, Cambridge, 263-285. 
[22] E.J. Elton and M.J: Gruber (1995), Modern portfolio theory and investment 
analysis, John Wiley, New York. 
[23) P. Embrechts, C. Kliippelberg and T. Mikosch (1997), Modelling extremal 
events for insurance and finance, Springer, Berlin. 
[24) Y. Ermoliev (1988), "Stochastic quasi-gradient methods", in: Numerical 
techniques for stochastic optimization, Y. Ermoliev and R. Wets (eds), 
Springer-Verlag, Berlin, 141-185. 
[25) Y. Ermoliev and R. Wets (eds) (1988), "Stochastic Programming, an in-
troduction", in: Numerical techniques for stochastic optimization, Springer-
Verlag, Berlin, 1-32. 
REFERENCES 91 
[26] Peter C. Fishburn (1977), "Mean-risk analysis with risk associated with 
below-target returns", American Economic Review, 67(2):116-126. 
[27] Jonathan Fletcher and Joe Hillier (2001), "An examination of resampled 
portfolio efficiency", Financial Analysts Journal", 57(5), 66-75. 
[28] Karl Frauendorfer (1988), "Solving SLP recourse problems with arbitrary 
multivariate distributions- The dependent case", Mathematics of Opera-
tions Research, 13(3):377-394. 
[29] Karl Frauendorfer (1992), Stochastic Two-Stage Programming, Springer-
Verlag, Berlin. 
[30] Karl Frauendorfer (1996), "Barycentric scenario trees in convex multistage 
stochastic programming", Mathematical Programming, 75:277-293. 
[31] S. Arnold, K. Ord, and A. Stuart(1999), Kendall's advanced theory of statis-
tics 
[32] Horand I. Gassman (1990), "MSLiP: A computer code for the multi-
stage stochastic linear programming problem", Mathematical Programing, 
47:407-423. 
[33] Peter W. Glynn and Donnald L. Iglehart (1989), "Importance sampling for 
stochastic simulations", Management Science, 35(11):1367-1392. 
[34] Bennett Golub, Martin Holmer, Raymond McKendall, Lawrence Pohlman, 
Stravos A. Zenios(1995), "A stochastic programming model for money man-
agement ", European Journal of Operational Research, 85:282-296. 
[35] David Heath, Robert Jarrow and Andrew Morton (1992), "Bond pricing 
and the term structure of interest rates : A new methodology for contingent 
claims valuation", Econometrica, 60(1) :77-105. 
[36] D. Hendricks (1996), "Evaluation of value-at-risk models using historical 
data", Federal Reserve Bank of New York Economic Policy Review, 2:39-69. 
[37] B. M. Hill (1975), "A simple general approach to inference about the tail 
of a distribution," Annals of Statistics, 35:1163-1173. 
[38] J. Hosking (1990), "L-moments: analysis and estimation of distributions 
using linear combinations of order statistics", Journal of the Royal Statis-
tical Society, series B, 52:105-124. 
[39] J.C. Hull (2000), Options, futures and other derivatives, Prentice Hall, New 
Jersey. 
[40] Gerd Infanger (1994), Planning under uncertainty: Solving large-scale 
stochastic linear programs, Boyd Fraser publishing company, Danvers, Mas-
sachusetts. 
REFERENCES 92 
[41] Robert A. Jarrow (1988), Finance theory, Prentice-Hall, Englewood Cliffs, 
NJ. 
[42] J.D. Jobson, Bob Korkie (1981), "Putting Markowitz theory to work", 
Journal of Portfolio Management, 7(4):70-74. 
[43] J.D. Jobson and Bob Korkie (1981), " Estimation for Markowitz efficient 
portfolios", Journal of the American Statistical Association , 75(371):544-
554. 
[44] P. Kall and S.W. Wallace (1994), Stochastic Programming, John Wiley, 
Chichester. 
[45] K.S. Kelly and R. Krzysztofowicz (1997), "A bivariate meta-gaussian den-
sity for use in hydrology", Stochastic Hydrology and Hydraulics, 11:17-31. 
[46] Yiannis A. Koskosidis and Antonio M. Duarte (1997), "A scenario-based 
approach to active asset allocation", Journal of Portfolio Management, 
23(2):74-85. 
[47] David G. Luenberger (1989), Linear and nonlinear programming (2nd edi-
tion), Addison-Wesley Publishing Company, p. 89. 
[48] Harry Markowitz (1952), "Portfolio selection", Journal of Finance, 7:77-91. 
[49] Harry Markowitz (1952), "The optimization of a quadratic function subject 
to linear constraints", Naval Research Logistics Quaterly, 3:111-133. 
[50] A. J. McNeil and R. Frey (1999), "Estimation of tail-related risk mea-
sures for heteroscedastic financial time series: An Extreme value approach", 
Mimeo, ETH Zurich. 
[51] Richard 0. Michaud (1989), "The Markowitz optimisation enigma: Is "op-
timised" Optimal?", Financial Analysts Journal, 45(1):31-42. 
[52] Richard 0. Michaud (1998), Efficient asset management: A practical 
guide to stock portfolio optimization and asset allocation, Harvard Busi-
ness School Press, Boston, Massachusetts. 
[53] John M. Mulvey, Daniel P. Rosenbaum, Bala Shetty (1997), "Strategic 
financial risk management and Operations Research", European Journal of 
Operational Research, 97:1-16. 
[54] P.M. Pardalos (1997), "Optimization techniques for portfolio selection", in: 
New Operational Approaches for Financial Modeling, Constantin Zopouni-
dis(ed.), Physica-Verlag, 19-33. 
[55] A.F. Perold and William F. Sharpe (1988), "Dynamic strategies for asset 
allocation", Financial Analysts Journal, Jan-Feb:16-27. 
[56] A. Prekopa (1995), Stochastic Programming, Kluwer Academic Publishers. 
[57] Stephen M. Robinson (1991), "Extended scenario analysis ", Annals of 
Operations Research, 31:385-398. 
[58] R. T. Rockafellar and R. J-B. Wets (1991), "Scenarios and policy aggre-
gation in optimization under uncertainty", Mathematics of Operations Re-
search, 16:119-147. 
[59] A. D. Roy (1952), "Safety first and the holding of assets", Econometrica, 
20(3):431-449. 
[60] Jaap Spronk and Winfried Hallerbach (1997), "Financial modeling: where 
to go ? With an illustration for portfolio management", European Journal 
of Operational Research, 99:113-125. 
[61] R. Van Slyke and R. Wets (1969), "L-shaped linear programs with appli-
cation to optimal control and stochastic progamming", SIAM Journal on 
Applied Mathematics, 17:638-663. 
[62] R. Wets (1983), "Stochastic programming: Solution techniques and ap-
proximation schemes", Mathematical Programming: The State of the Art 
,A. Bachem,M. Grotschel, B. Koste (eds), Springer-Verlag, Berlin, 566-603. 
[63] R. Wets (1988), "Large-scale linear programming techniques in stochastic 
programming", in: Numerical techniques for stochastic optimization, Y. 
Ermoliev and R. Wets (eds), Springer-Verlag, Berlin. 
[64] William T. Ziemba and John M. Mulvey (eds) (1998), Worldwide Asset 
and Liability Modeling, Cambridge University Press, Cambridge, UK. 
93 
