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Alors qu’Airbus, un des plus grands constructeurs aéronautiques mondial, prévoit le doublement du 
trafic aérien d’ici quinze ans (Airbus, 2009), l’impact environnemental de l’aviation civile devient 
un sujet de plus en plus préoccupant. Cet impact, qui doit être non seulement compris, mais 
également évalué et quantifié, peut avoir diverses origines. Il y a, par exemple, une pollution 
sonore, chimique ou bien encore une pollution engendrée par des effets radiatifs. 
Les sources sonores proviennent majoritairement de la turbulence du jet en sortie de tuyère et sont 
diminuées par la conception de nouvelles nacelles.  
La pollution atmosphérique provient des émissions des turboréacteurs. Ces dernières sont à la fois 
particulaires et gazeuses. Les particules primaires sont principalement des suies générées par une 
combustion incomplète du carburant. Les gaz sont composés notamment de dioxyde de carbone 
2
CO  (gaz inerte mais bien connu pour sa participation à l’effet de serre) et d’oxydes d’azote 
x
NO . 
Ces oxydes d’azote interviennent dans plusieurs réactions chimiques avec d’autres composants 
présents dans l’atmosphère et les effluents d’avion. Ils participent à la destruction ou à la 
production d’ozone suivant l’altitude de vol. La pollution atmosphérique peut être réduite par 
l’utilisation de nouveaux carburants alternatifs permettant la réduction d’émissions de 
2
CO  et de 
x
NO .  




NO  qui contribuent à la production ou à la destruction de l’ozone 
3
O  suivant leur lieu 
d’émission, haute troposphère et stratosphère respectivement, etc.) et des particules de suie elles-
mêmes, à la formation, en aval des avions en vol de croisière, de longues traînées blanches, appelées 
traînées de condensation ou contrails (diminutif anglo saxon pour Condensation Trail). En effet, à 
l’altitude de croisière, la température proche de 50 C− °  est favorable à la cristallisation (sous forme 
de glace) de la vapeur d’eau émise par les moteurs. Ces traînées peuvent augmenter la nébulosité 
modifiant ainsi l’équilibre radiatif naturel de la terre. L’impact radiatif provient à la fois de la 
traînée elle-même, mais également des cirrus artificiels qui peuvent être induits par ces mêmes 
traînées. On parle alors de traînées persistantes. Il n’est possible de distinguer les nuages artificiels 
des cirrus naturels qu’en connaissant précisément l’historique de la traînée. C’est pourquoi, il est 
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encore difficile d’avoir une estimation précise de la contribution de l’aviation sur le forçage radiatif 
dû aux cirrus induits. Une estimation du forçage radiatif dû à l’aviation en 2000 est donnée par 
(Sausen et al., 2005) et réévaluée par (Lee et al., 2009) en se basant sur les données collectées lors 
du programme TRADEOFF. Le forçage radiatif attribué aux traînées y est estimé à 210 .mW m− . 
Celui imputé aux cirrus induits reste encore très mal connu et l’incertitude est encore importante 
suivant les études. Il est estimé entre 228 .mW m−  et 280 .mW m− . 
Les premières observations des traînées de condensation ont été faites durant la période 1914-1919, 
période durant laquelle le nouveau record d’altitude de vol s’élève à 9520 m  (14-06-1919, Jean 
Casale, FRANCE). Dans les années qui suivirent, ce phénomène fut l’objet de peu d’attention 
jusqu’à ce que la « furtivité » des avions devienne un sujet majeur dans les années 1940-1945. 
La possibilité que la vapeur d’eau émise par les moteurs soit à l’origine de ce phénomène a été 
rapidement evoquée (Varney, 1921). Mais cette explication a été longtemps jugée comme 
irrecevable puisque l’air ambiant était considéré comme trop sec et la quantité d’eau émise par les 
moteurs trop faible pour pouvoir expliquer la taille, parfois très importante, des traînées de 
condensation observées. De plus il était déjà connu, à cette époque, que la sursaturation présente 
dans le panache devait être considérable pour apporter l’énergie nécessaire à la formation de 
gouttes ou de particules de glace sans la présence de particules préexistantes, catalyseurs de la 
condensation. C’est pourquoi plusieurs auteurs (Weickmann, 1919) et (Baschin, 1919) ont suggéré 
que les moteurs émettaient des poussières ou des particules de suie. Ces dernières permettaient 
alors la condensation de la vapeur dans de l’air sous-saturé par rapport à l’eau liquide mais saturé 
par rapport à la glace. Dans les années quarantes, il est connu que la condensation homogène 
(vapeur d’eau vers eau solide sans aucun germe), est un phénomène rare dans l’atmosphère 
(lorqu’elle est sursaturée) puisque cette dernière contient naturellement de nombreux noyaux de 
condensation ( 3100 cm− ). Dans le panache des avions, ces noyaux de condensation peuvent 
également résulter de la nucléation d’un mélange d’eau et d’acide sulfurique (Mirabel et Katz, 
1974) et (Hofmann et Rosen, 1978). L’acide sulfurique provient de la combustion de fuels qui 
contiennent du soufre (Reiner et Arnold, 1993). La phase des particules formées est également très 
importante. A conditions thermodynamiques égales (Pression et Température), une particule d’eau 
sous forme de glace grossira plus rapidement qu’une particule d’eau liquide puisque la sursaturation 
au dessus de cette dernière est plus importante. A titre d’exemple, à 220K , la pression de vapeur 
saturante par rapport à la glace est de 2,65 Pa  alors qu’elle est de 4,36 Pa  par rapport à l’eau 




Figure 1.1 : Principe schématique du critère de Schmidt Appleman 
Un premier critère sur les conditions nécessaires à la formation d’une traînée a été proposé par 
(Schmidt, 1941) puis par (Appleman, 1953). Ce critère ainsi nommé « critère de Schmidt-
Appleman » repose uniquement sur des conditions thermodynamiques. La Figure 1.1 en donne le 
principe. L’axe des abscisses représente la température et l’axe des ordonnées l’humidité. La courbe 
bleue représente la saturation par rapport à l’eau liquide tandis que la courbe grise représente la 
saturation par rapport à la glace. Le point B  correspond aux conditions en sortie des jets chauds 
et humides des turboréacteurs, tandis que le point 
1
A  représente les conditions de l’atmosphère qui 
est froide et sèche. La ligne reliant ces deux points correspond au mélange et au refroidissement des 
jets dans l’atmosphère. Lorsque cette dernière coupe la courbe bleue, il y a apparition d’une 
traînée. Au point 
1
A , la traînée n’a une durée de vie que très courte, cf. Figure 1.2. Si l’atmosphère 
est plus froide et de même humidité (déplacement horizontal vers la gauche du point 
1
A ), la 
traînée aura une durée de vie beaucoup plus importante, cf. Figure 1.3(a). Par contre, si 
l’atmosphère est plus humide et à même température (déplacement vertical vers le haut), elle sera 
persistante, s’étalera pour évoluer en nuage artificiel de type cirrus, cf. Figure 1.3(b).  
 
Figure 1.2 : Traînée de condensation à courte durée de vie 
 
Figure 1.3 : Traînée de condensation à longue durée de vie 







Ce critère a ensuite été repris par (Schumann, 2000) afin d’y apporter de nouvelles considérations 
qui jouent un rôle important dans la formation de la traînée, notamment le rendement du moteur, 
c'est-à-dire la conversion entre la chaleur libérée par la combustion et la poussée obtenue. 
Ainsi, les traînées de condensation se forment pour plusieurs raisons. La plus importante est le rejet 
par les moteurs de vapeur d’eau en grande quantité. Pour former une traînée, l’air ambiant doit 
être suffisamment froid, typiquement une température inférieure à 40 C− ° . Néanmoins, de 
nombreux autres paramètres comme l’humidité relative, la pression ainsi que le processus de 
mélange du jet avec l’atmosphère et les différents processus de formations de nouvelles particules 
dans le panache participent à l’apparition des traînées (Schuman, 1996). Si le critère de Schmidt-
Appleman permet de savoir si les conditions thermodynamiques (notamment celles de 
l’atmosphère) sont favorables à l’apparition d’une traînée, il ne donne aucune information sur son 
épaisseur optique. Ni sa visibilité, ni son impact radiatif ne peuvent alors être connus. 
L’épaisseur optique τ  d’une traînée dépend de la surface des cristaux de glace de rayon r , de leur 
concentration N , de l’épaisseur géométrique de la traînée 
c
l  ainsi que d’un coefficient 
ext
Q  appelé 
coefficient d’extinction efficace.  
 2  .
ext c
r Q N lτ pi=  (0.1) 
Ce critère de visibilité utilisé, par exemple, par (Kärcher, 1996), permet de prendre en compte non 
seulement la concentration des cristaux mais également les conditions d’éclairage, la distance 
séparant le point d’observation de la traînée ou bien encore l’angle de vue. 
ext
Q  est compris entre 0  et 4 . Il est issu d’un calcul de Mie pour des particules de glace sphériques 
avec un indice de réfraction de 1, 311  pour un photon de longueur d’onde 0,55 mµ  (Warren, 1984). 




≥ , dépendant de 
la longueur d’onde considérée, des conditions d’éclairage, de la distance et de l’angle de vue. 
Ainsi, cette limite inférieure d’épaisseur optique peut être utilisée en tant que critère de visibilité. 
Toute traînée de condensation dont l’épaisseur optique est supérieure à 
v
τ  sera donc considérée 
comme visible. Celles d’épaisseur optique moindre seront considérées comme invisibles. 
 
Afin de déterminer cette grandeur, il est donc indispensable de connaître précisément la taille des 
cristaux de glace, leur concentration ainsi que leur distribution spatiale et leur distribution en 
taille. Pour cela, l’ensemble des mécanismes aérodynamiques et microphysiques intervenant dans la 
formation et dans l’évolution d’une traînée de condensation doit être appréhendé sur l’ensemble des 
échelles de temps et d’espace qu’elle fait intervenir, puisque sa durée de vie peut être de plusieurs 
heures et son étendue jusqu’à plusieurs centaines de kilomètres en aval de l’avion. 
A l’échelle locale, au niveau de l’avion, déjà, apparaissent les premiers cristaux de glace, 
responsables de la couleur blanche de la traînée. Ces cristaux résultent de phénomènes 
microphysiques et notamment de la condensation de la vapeur d’eau sur les particules de suies 
émises par les moteurs. L’évaluation de ces processus microphysiques est difficile car ils prennent 
place lors de l’interaction du jet, émis par le moteur, et le tourbillon de bout d’aile. Le tourbillon 
de bout d’aile appelé tourbillon marginal résulte de la différence de pression entre le haut 
(extrados) et le bas (intrados) de l’aile. L’air est aspiré vers les zones où la pression est plus basse. 
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Cet air contourne donc le bout d’aile en s’enroulant le long du saumon, de l’intrados (zone de forte 
pression) vers l’extrados (zone de basse pression). Le jet est alors, dans un premier temps étiré, 
puis totalement enroulé autours du tourbillon marginal, cf. Figure 1.4. 
Plus en aval de l’avion (jusqu’à environ 20 km ), la dynamique de la traînée est dominée par 
l’interaction entre les deux tourbillons contra rotatifs générés par chacune des deux ailes de l’avion. 
Des instabilités peuvent se développer, comme l’instabilité de Crow (Crow, 1970) et conduire 
rapidement à la destruction du système tourbillonnaire. Les cristaux de glace sont alors rapidement 
diffusés par la turbulence atmosphérique et la traînée devient de moins en moins visible et peut 
parfois même disparaître. 
Néanmoins, sous certaines conditions, notamment lorsque l’atmosphère est sursaturée par rapport à 
la glace, ces traînées peuvent s’étendre sur des échelles spatiales beaucoup plus importantes, 
plusieurs centaines de kilomètres. On parle de méso-échelle. Elles persistent alors sous forme de 
nuages artificiels de haute altitude. Il s’agit de cirrus qui, sans le passage de l’avion, n’auraient pas 
pu se former naturellement. Ces nuages artificiels ont un impact substantiel sur le bilan radiatif de 
la terre. En effet, ces derniers ont pour effet de filtrer et de piéger certains types de rayonnement 
notamment les infra rouges qui contribuent au réchauffement de la planète. Les nuages 
représentent le paramètre le plus important dans le contrôle de la température de l’atmosphère 
terrestre et le climat. Un changement de la nébulosité peut contribuer à des changements à long 
terme sur le climat de la Terre. Les traînées de condensation, plus particulièrement celles qui sont 
persistantes induisent une augmentation de la nébulosité due à l’activité humaine, cf. Figure 1.5. 
Connaître précisément où, quand et comment se forment les traînées de condensation permettra de 
déterminer leur contribution à la couverture nuageuse et ainsi leurs effets sur le climat. 
 
Figure 1.4 : Enroulement des jets et des cristaux de glace 
autour des deux tourbillons marginaux 
 
Figure 1.5 : Image satellite illustrant l’augmentation de la 
nébulosité par les traînées de condensation 
Au niveau de la méso-échelle, de nombreuses études ont été menées. Du point de vue 
aérodynamique, sur des échelles de temps allant de 15 à 180 min, (Dürbeck et Gerz, 1996) ont 
étudié l’influene de la stratification de l’atmosphère et (Dörnback et Dürbeck, 1998) l’effet de la 
turbulence atmosphérique, sur la durée de vie du système tourbillonnaire. Les processus de 
croissance des cristaux dans une atmosphère stratifiée, sur ces mêmes échelles de temps, ont été 
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étudiés par (Jensen et al., 1998). Dans son travail de Doctorat, (Paugam, 2008) y a ajouté la 
turbulence atmosphérique. Il a également étudié les processus microphysiques opérant durant les 
premières phases d’instabilités (instabilité de Crow) des deux tourbillons contra rotatifs qui 
débutent environ à 20 s  en aval de l’avion. Quant à l’échelle locale, juste au niveau de l’avion, du 
point de vue aérodynamique, (Labbé, Maglaras et Garnier, 2007) et (Cago, Brunet et Garnier, 
2002) ont étudié l’enroulement de la turbulence du jet sur le vortex marginal pour différentes 
distances jet tourbillon. (Garnier, Brunet et Jacquin, 1997), (Paoli et Garnier, 2005)  ainsi que 
(Paoli et al., 2008) ont proposé une approche temporelle simplifiée pour simuler numériquement la 
formation de la traînée, c'est-à-dire les processus microphysiques qui interviennent lors de 
l’interaction d’un jet turbulent et d’un tourbillon théorique. Pour cela, une approche LES a été 
utilisée. Le calcul a été effectué en deux étapes : la première consiste à simuler le développement de 
la turbulence dans le jet, un tourbillon de Lamb (cf. Annexes) est ensuite ajouté au champ ainsi 
obtenu. Il s’agit d’une simulation temporelle ne permettant pas de bien décrire le développement 
du jet. En effet, des conditions limites de périodicité sont imposées dans la direction axiale du jet. 
Les gradients axiaux de l’écoulement s’en trouvent négligés. Néanmoins, (Brancher, 1996) a montré 
que l’instabilité primaire qui se développe dans le jet (l’instabilité de Kelvin Helmoltz) est de 
nature convective et peut être parfaitement simulée à l’aide d’une approche temporelle à la 
différence des instabilités absolues, cf. Annexes. Toutes ces études ont permis non seulement 
d’obtenir les premiers résultats sur la répartition spatiale des cristaux et sur leur taille dans le 
champ proche, mais également de quantifier, par exemple, l’effet du nombre de Mach du jet sur la 
croissance des cristaux (Maglaras, 2007). Néanmoins, cette stratégie de calcul ne permet pas, d’une 
part, de calculer l’écoulement réel autour et dans le sillage de l’avion (formation du tourbillon de 
bout d’aile, écoulement en sortie moteur) et, d’autre part, de correctement simuler la transition 
entre la phase dite « jet » et la phase de son enroulement autour du tourbillon marginal, puisque, 
seul, le jet est simulé dans un premier temps, puis, seulement, l’écoulement tourbillonnaire est 
ajouté à un temps t  arbitraire. Or il a été montré que ce temps t  a une influence directe sur la 
croissance et la cinétique des cristaux de glace (Maglaras, 2007). Il reste donc beaucoup à faire sur 
la compréhension de la formation de la traînée au niveau de l’avion, et sur le rôle de certains 
paramètres clés liés à la structure même de l’avion (la géométrie de l’aile, les positions des nacelles 
etc.), comme le souligne le rapport de l’IPCC (IPCC, 2007). 
Dans cette perspective, et pour palier aux inconvénients de l’approche temporelle décrits ci-dessus, 
ce travail propose une approche dite spatiale de l’écoulement avec une modélisation de la 
turbulence de type RANS. Cette approche permet, non seulement de résoudre l’écoulement autour 
de l’avion et d’obtenir un écoulement de son sillage plus précis, mais également de ne pas scinder la 
simulation en deux parties (jet puis interaction jet tourbillon), rendant ainsi l’interaction jet 
tourbillon plus précise. Un code de calcul compressible (nombre de Mach élevé du jet) résolvant des 
écoulements multi espèces (mélange gazeux issu des moteurs) sur des maillages non structurés a été 
choisi. Il s’agit du code CEDRE développé à l’ONERA. L’utilisation de maillages non structurés 
permet de mailler des géométries complexes comme un avion, de manière moins laborieuse, très 
favorable à l’utilisation de l’outil dans un contexte industriel. L’objectif à moyen terme est de 
proposer un outil aux avionneurs capable de déterminer la signature radiative en terme de traînée 
de condensation d’un avion. Il pourra ainsi être utilisé en amont, pour l’aide à la conception 
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d’avions plus verts. Il s’agit là, à ma connaissance, des premières simulations de ce type pour 
l’étude de la formation d’une traînée de condensation. 
Dans cette perspective, une description précise des mécanismes aérodynamiques et microphysiques 
intervenant dans le sillage d’un avion en vol de croisière est donnée dans le Chapitre 1 . Le 
Chapitre 2 décrit, d’une part, le modèle microphysique retenu et ajouté au Code CEDRE pour la 
modélisation de la condensation sur les particules émises par les turboréacteurs, et, d’autre part, le 
modèle aérodynamique déjà existant, pour la simulation de l’écoulement et du mélange des gaz 
avec l’atmosphère. Les méthodes numériques utilisées pour résoudre ces équations sont exposées au 
Chapitre 3 . Le Chapitre 4 est consacré à la validation du modèle microphysique sur des études 
simplifiées. Ensuite, à travers une simulation tridimensionnelle, de type RANS, de la dynamique du 
sillage en aval d’une maquette composée d’une aile de type NACA0012 et de deux injecteurs d’air 
chaud, pour lequel des résultats expérimentaux existent, le Chapitre 5 présente les aptitudes de 
l’outil numérique à résoudre un tel écoulement issu de l’interaction jet tourbillon. Il s’agit d’une 
étape très importante, puisque l’outil résout la dynamique sur des maillages non structurés 
généraux, très intéressants, d’un point de vue industriel, dans le cadre de maillages complexes 
d’avions plus faciles à mettre en oeuvre, mais plutôt moins favorables à la résolution de 
l’aérodynamique. Finalement, le Chapitre 6 est consacré à une simulation complète de la formation 
de la traînée dans le sillage de cette même maquette, en activant le modèle de 
condensation/évaporation présenté au Chapitre 2 et au Chapitre 4 . L’influence de certains 
paramètres sur les caractéristiques microphysiques de la traînée, comme la taille des particules de 
suie émises par les moteurs et l’humidité de l’atmosphère y est également discutée. Ceci constitue, 
à ma connaissance, la première étude sur la formation de la traînée, qui prend en compte 
l’écoulement autour et en aval d’un profil sustentateur et de deux injecteurs. Elle propose une 
nouvelle approche sur la caractérisation de la formation de la traînée et permet de fournir des 
données plus fines (distribution spatiale en taille et en nombre des cristaux de glace à la fin de 
l’enroulement du jet autour du tourbillon marginal) pour les scientifiques qui étudient le 
vieillissement de la traînée sur des échelles spatiales et temporelles plus importantes. Elle ouvre 
surtout de nouvelles perspectives pour la conception d’avions plus « verts » en terme de traînées de 
condensation puisqu’elle propose un outil capable, à terme, de tester de nouvelles solutions 
technologiques ou de design d’avions sur leur « signature radiative ». De même, pour un type 
d’avion et connaissant les conditions atmosphériques, on peut imaginer que cet outil pourrait 
constituer une aide à la gestion du trafic aérien en adaptant les plans de vol (changement de 





CHAPITRE 1  MECANISMES 
INTERVENANT DANS LA FORMATION ET 
L’EVOLUTION D’UNE TRAINEE DE 
CONDENSATION  
 
Comme il a été évoqué en introduction, les mécanismes qui interviennent dans la formation d’une 
traînée de condensation sont nombreux. Il s’agit de mécanismes aérodynamiques, l’écoulement de 
l’air autour de l’avion et dans son sillage notamment, qui contribuent au mélange des effluents 
émis par les turboréacteurs avec l’atmosphère. Ces mécanismes aérodynamiques favorisent ainsi les 
transformations physico chimiques des espèces dans le panache et plus particulièrement les 
processus microphysiques de condensation de la vapeur d’eau en cristaux de glace. 
1.1. Effluents d’avion 
Les effluents d’avion sont composés principalement de dioxyde et de monoxyde de carbone, de 
vapeur d’eau, d’oxydes d’azote et de soufre, mais également d’hydrocarbures imbrûlés et de suies 
(Figure 1.1).  
 















En sortie de tuyère, se trouvent également des charges électriques (particules ou composés 
chimiques chargés électriquement). Ces dernières interviennent dans les processus de croissance des 
particules volatiles en favorisant la coagulation de particules portant des charges opposées. 
Afin de caractériser quantitativement ces émissions, on définit un certain nombre de grandeurs : 
l’indice d’émission, la concentration initiale de particules, l’indice d’émission apparent et la pression 
de vapeur. 
1.1.1. Indice d’émission 
L’indice d’émission EI  d’un composé gazeux A  émis par un moteur d’avion se définit comme 
étant la masse de ce gaz 
A
m  produite par la combustion d’un kilogramme de carburant 
carburant
m







=  (1.1) 
Le Tableau 1.1 présente l’indice d’émission des principaux constituants émis par un turboréacteur. 
Espèces 
Indice d’émission EI  en g kg  





H O  
1230  
X
NO  7,9 15, 4−  
CO  1 3,5−  
X
SO  1 3−  
HC  0,2 1, 3−  
Tableau 1.1 : Evaluation quantitative des espèces émises en sortie de réacteur (IPCC, 1999) 
L’indice d’émission EIP  de particules A  est défini par le nombre de particules 
A
n  émises par la 







=  (1.2) 
L’indice d’émission typique des suies pour un avion de transport civil moderne en régime de 
croisière est : 14 13,5.10  
suies carb
EIP kg−=  
En ce qui concerne les réacteurs d’avion, on définit un indice d’émission particulier noté AFR  pour 
« Air to Fuel Ratio ». Il s’agit de la masse d’air 
air
m  nécessaire à la combustion d’un kilogramme 









=  (1.3) 
Pour un avion de transport civil, le rapport air carburant est environ 60AFR ≈   
Les indices d’émissions doivent absolument être connus si l’on s’intéresse à la composition chimique 
du panache et aux transformations que les composés chimiques subissent. 
1.1.2. Concentration initiale de particules 
Afin de connaître la concentration initiale des particules émises par un turboréacteur, en plus de 
leur indice d’émission, il est nécessaire de connaître le volume des gaz rejeté par kilogramme de 
kérosène consommé. Il s’agit du volume du panache. Il est composé d’une part, du volume d’air de 
masse volumique
 air
ρ  nécessaire à la combustion, et, d’autre part, du volume des gaz brûlés de 
masse volumique 
_carburant gaz
ρ . Ainsi, le volume du panache émis par kilogramme de kérosène 













=  (1.4) 
En faisant l’approximation que la masse volumique des gaz brûlés est peu différente de celle de 
l’air  
_carburant gaz air











=  (1.5) 
La valeur de la  masse volumique de l’air est celle prise à la température de sortie de tuyère 
exit
T  . 
La concentration initiale de particules est ainsi donnée par le rapport entre leur indice d’émission 
et le volume du panache, soit : 
 .
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Cette formule permet par exemple de déterminer la concentration des suies en sortie moteur. Si 
l’on considère que le rapport air/fuel est 60AFR ≈ , que l’indice d’émission de suies est 
14 13,5.10  
suies carb
EIP kg−=  et que les gaz chauds s’écoulent à la température 600
exit
T K=  (température 
typique des gaz à la sortie d’un turboréacteur) dans une atmosphère où la pression est 
22000 P Pa=  (pression à 10000 m  d’altitude), soit une masse volumique de 30,14 .
air
kg mρ −= , la 









1.1.3. Indice d’émission apparent 
Il est parfois intéressant d’estimer un indice d’émission de particules à partir de leur concentration 
dans le panache à un instant t  donné, pour des mesures en vol par exemple. On considère que le 
principal phénomène qui modifie leur concentration est la dilution ( )d t  du panache par 
entraînement d’air. La dilution représente le rapport entre le volume initial du panache par 










=  (1.7) 
Ainsi, l’équation (1.6) devient : 












Et l’indice d’émission apparent est : 
 












=  (1.9) 
1.1.4. Pression de vapeur 
1.1.4.1. Eau 
L’eau, au même titre que tous les autres composés gazeux émis par un moteur, a son propre indice 
d’émission. Il est donc aisé de connaître la concentration initiale des molécules d’eau vapeur. 
Néanmoins, on préfère bien souvent quantifier ce nombre de molécules d’eau gazeuse à l’aide de la 
pression de vapeur lorsque l’on s’intéresse aux processus microphysiques. Si l’on considère que le 
turboréacteur émet de la vapeur d’eau de masse molaire 
2
H O
M  à la température 
exit
T , avec 


















=  (1.10) 



















En supposant que le panache évolue de manière isobare dans une atmosphère où la pression est 
atm












ρ =  (1.12) 

































On peut donc estimer la pression de vapeur en sortie moteur pour un avion en vol de croisière où la 
pression atmosphérique est 22000 
atm









P Pa= . 
1.2. Transformations  physico-chimiques des 
effluents dans le sillage 
Les effluents, émis par les turboréacteurs, subissent dans le sillage de l’avion, un certain nombre de 
transformations et de réactions chimiques qui vont provoquer la création de nouvelles particules et 
favoriser la croissance des particules pré-existantes et nouvellement formées. 
1.2.1. Processus de formation de particules 
Le processus fondamental qui intervient dans la création de nouvelles particules est la nucléation. 
On entend par nouvelles particules, des particules d’un nouveau type (une particule de suie 
devenant un cristal de glace par exemple) ou bien encore des particules fraîchement formées. Le 
terme de  « nucléation », quant à lui, désigne le processus permettant de générer à partir d’une 
phase mère devenue instable du point de vue thermodynamique, des fragments d’une nouvelle 
phase plus stable. La nucléation est, par conséquent, la manifestation d’une diminution de l’énergie 
libre du système. A titre d’exemple, les cristaux de glace représentent un état de la matière où 
l’énergie libre est plus petite que celle de l’état à partir duquel ils se sont formés (eau liquide ou 
vapeur). La nucléation est donc l’agglomération d’atomes en vue de diminuer l’énergie libre du 
système devenue trop grande (on parle également de système devenu instable du point de vue 
thermodynamique). 




On peut distinguer deux types de nucléation : la nucléation homogène et la nucléation hétérogène. 
Qu’elle soit homogène ou hétérogène, elle peut être homo ou hétéro moléculaire, suivant que la 
phase mère est constituée d’une ou plusieurs vapeurs condensables, comme un mélange d’eau et 
d’alcool ou d’acide. 
1.2.1.1. Nucléation homogène 
La nucléation homogène se produit en l’absence d’éléments étrangers à la phase mère (poussières 
par exemple). Notons que cet état de « pureté » n’est jamais atteint dans l’atmosphère. Sans 
surfaces préexistantes, le système doit fournir une énergie importante à la création d’une interface 
entre la phase mère et la nouvelle phase, étape essentielle à la création d’une particule. Son énergie 
libre doit ainsi être extrêmement élevée. 
A titre d’exemple, considérons un volume d’air contenant un certain nombre de molécules d’eau 
sous forme vapeur. La nucléation d’une particule d’eau correspond à un nombre relativement 
important de molécules d'eau sous forme vapeur rassemblées en un même point : de 50  à 100  
environ pour former un embryon de germe liquide. Cette probabilité statistique de rencontre, au 
même instant, au même point, d'un aussi grand nombre de molécules isolées suppose un nombre 
considérable de molécules d’eau présent dans le volume d’air. C’est pourquoi, jamais en phase 
homogène pure, une quelconque condensation ne pourrait intervenir sans que soit au préalable 
réalisée une sursaturation considérable, c'est-à-dire sans que le système soit extrêmement instable.  
Ainsi, ce processus de nucléation homogène homomoléculaire est très rare dans l’atmosphère 
puisque la phase instable va d’abord nucléer sur les particules préexistantes diminuant l’énergie 
libre du système qui n’atteindra que très rarement une énergie libre suffisamment importante pour 
nucléer de manière homogène. 
 
 
Figure 1.2 : Schématisation du processus de nucléation homogène homomoléculaire 
La Figure 1.2 présente une schématisation du processus de nucléation homogène homomoléculaire. 
Les molécules de vapeur d’eau (coloriées en rouge) peuvent, sous certaines conditions de pression et 
de température notamment, se trouver en nombre suffisant (50  à 100 ) au même instant et au 
même endroit pour permettre de nucléer et former une nouvelle particule d’eau (coloriée en bleu) 
sous une nouvelle phase. 




1.2.1.2. Nucléation hétérogène 
La nucléation hétérogène, quant à elle, fait intervenir des particules préexistantes, qui agissent 
comme des noyaux de condensation dans le cas de la nucléation d’une vapeur. La présence de telles 
surfaces permet d’abaisser la quantité d’énergie nécessaire à la formation d’une particule puisque le 
système fait l’économie de la création d’une interface entre deux phases. La nucléation est alors 
catalysée et ainsi plus efficace. 
 
Figure 1.3 : Schématisation du processus de nucléation hétérogène 
La Figure 1.3 présente une schématisation du processus de nucléation hétérogène. Les molécules de 
vapeur d’eau (en rouge) au contact d’une particule de poussière change de phase. Une nouvelle 
particule est donc formée composée d’une poussière en son centre et d’eau liquide ou solide en 
périphérie. 
Il s’agit bien évidemment du processus que l’on retrouve majoritairement dans l’atmosphère 
lorsqu’il s’agit de nucléation. 
1.2.2. Processus de croissance des particules 
 
La croissance des particules préexistantes ou fraîchement formées est pilotée majoritairement par 
deux processus majeurs que sont la coagulation et la condensation. 
 
1.2.2.1. La coagulation 
Les particules en suspension (aérosols) dans le panache subissent en permanence des collisions avec 
leurs proches. Ces collisions peuvent être dues à l’agitation thermique aléatoire qui anime chaque 
molécule. On appelle ce type de coagulation la coagulation Brownienne. 
Molécule d’eau Particule d’eau liquide ou solide Poussière 
 
 




Mais elle peut être également provoquée par la turbulence ou la gravitation dès lors que les 
particules sont suffisamment grosses (supérieures au micron). La coagulation due aux effets 
gravitationnels est appelée sédimentation. En outre, la coagulation entre deux particules peut être 
catalysée par des phénomènes d’attraction ou de répulsion lorsque des charges électriques sont 
portées par ces dernières. 
1.2.2.2. La condensation 
Le phénomène 
La condensation est un phénomène thermodynamique à l’échelle microscopique, c'est-à-dire à 
l’échelle de l’atome et des particules. Elle a pour origine un changement de phase vapeur/liquide ou 
vapeur/solide. La vapeur se condense vers une nouvelle phase sous un plus faible volume.  
En pratique, un volume d’air, à une température donnée, ne peut contenir qu’un certain nombre de 
molécules d’eau sous forme vapeur. Ce nombre maximum de molécules peut être évalué par la 
pression de vapeur saturante notée 
sat
P  qui ne dépend que de la température T  soit ( )
sat
P T . Si la 
pression de vapeur, 
v
P , d’un volume d’air, est supérieure à ( )
sat
P T , celui-ci se trouve en équilibre 
instable que la moindre impureté permettra de rompre en favorisant la condensation de la vapeur 
jusqu’à un équilibre stable où ( )
v sat
P P T= . La condensation de la vapeur est donc pilotée par le 
rapport entre la pression de vapeur régnant dans le milieu et la pression de vapeur à saturation. Ce 









=  (1.15) 
La valeur de la saturation permet de distinguer trois configurations : 
• 1S <  : le milieu est sous-saturé 
• 1S =  : le milieu est à l’équilibre 
• 1S >  : le milieu est sur-saturé 
Notons que la pression d’équilibre (i.e : ( )
sat
P T ) entre la phase condensée et la phase vapeur 
dépend également de la nature de la phase condensée, qui peut être sous forme liquide ou solide. 
On fera donc la distinction entre la pression à l’équilibre de la vapeur par rapport à sa forme 
liquide : ( )/sat liqP T  et par rapport à sa forme solide : ( )/sat solP T . Cette différence vient du fait que 
les interfaces liquide/vapeur et solide/vapeur ne sont pas de même nature et possèdent des 
propriétés différentes. 
L’humidité relative RH  est un cas particulier du rapport de saturation S . Il s’agit du rapport 
entre la pression de vapeur d’eau et la pression de vapeur à saturation par rapport à l’eau liquide. 











= ×  (1.16) 
Il existe un nombre important d’équations permettant d’évaluer la valeur de la pression de 
saturation au dessus d’une surface plane d’eau liquide ou solide. Parmi elles, (Murphy et Koop, 
2005) propose lorsque la température est en dessous de 273 K : 
- Par rapport à une surface d’eau liquide : 
 
( ) ( )
( )
( )
/ln 54.842763 6763.22 4.21ln 0.000367
                tanh 0.0415 218.8
                 53.878 1331.22 9.44523 ln 0.014025 .
sat liq
P T T T
T
T T T
= − − +
 + −
 
 − − +  
 (1.17) 
- Par rapport à une surface d’eau solide : 
 ( ) ( )/ln 9.550426 5723.265 3.53068 ln 0.00728332sat solP T T T= − + −  (1.18) 
,  
sat
T K P Pa   = =
   
 
La Figure 1.4 représente l’évolution de la pression de vapeur saturante par rapport à une interface 
d’eau liquide et par rapport à une interface d’eau solide, sur une plage de température rencontrée 
lors d’un vol. 
 
Figure 1.4 : Evolution, en fonction de la température, de la pression de vapeur saturante par rapport à l’eau liquide 
/sat liqP  et par rapport à l’eau solide /sat solP  
La courbe représentant la pression saturante par rapport à l’eau liquide possède les mêmes 
caractéristiques que celle représentant la pression saturante par rapport à l’eau solide. On 
remarque néanmoins, que la pression de vapeur saturante (ou pression d’équilibre) au-dessus d’une 
surface plane d’eau liquide, /sat liqP , est plus grande qu’au-dessus d’une surface plande de glace, 
/sat solP . Ainsi, aux altitudes de croisière des avions, il est courant que l’atmosphère soit sursaturée 


























 Cette différence montre que l’air doit contenir plus de molécules de vapeur d’eau, à une 
température donnée, pour que ces dernières se condensent sous forme d’eau surfondue. 
 
Figure 1.5 : Evolution, en fonction de la température, du rapport de la pression de vapeur saturante par rapport à l’eau 
liquide et l’eau solide 
D’ailleurs, si l’on regarde le rapport entre la pression de vapeur saurante par rapport à l’eau liquide 
et l’eau solide en fonction de la température (Figure 1.5), on constate qu’il vaut près de 1,65  à 
220 K  (température de l’atmosphère à l’altitude de vol) 
 
 
Figure 1.6 : Schématisation du processus de la condensation de la vapeur d’eau sur une particule d’eau liquide ou solide 
La schématisation du processus de la condensation de la vapeur d’eau sur une particule d’eau 
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Les formulations de la pression saturante données ci-dessus ne sont valables que pour une interface 
liquide/vapeur (ou solide/vapeur) plane. 
L’effet Kelvin permet de prendre en compte l’énergie supplémentaire qu’il est nécessaire d’apporter 
pour que la phase condensée soit sous une forme sphérique. Notons que la sphère est la forme de 
surface la plus petite possible. L’énergie supplémentaire provient du fait que l’interface entre la 
phase vapeur et la phase condensée n’est plus plane mais sphérique. Ainsi, la pression de vapeur 
saturante par rapport à une interface sphérique 
,sat S
P  sera plus importante que son équivalent par 
rapport à une surface plane 
,sat P
P  (Seinfeld et Pandis, 2006). 
Pour une particule sphérique de rayon 
p
r , de masse volumique 
p
ρ , de masse molaire 
p
M  à la 
température 
p












  =    
 (1.19) 






Pour l’eau à 273 K , la tension superficielle est 2 17,6.10 .N mσ − −=  
R  est a constante des gaz parfaits en 1 1. .J K mol− −     
 
Figure 1.7 : Evolution de la pression de vapeur saturante de l’eau en fonction du rayon d’une particule pour une 
température fixée à 220K. « Psat,S»  représente la valeur de la pression de vapeur saturante en prenant en compte l’effet 
Kelvin. « Psat,P »  représente la valeur de la pression de vapeur saturante en négligeant l’effet Kelvin. « Erreur » rend 
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La Figure 1.7 représente l’évolution de la pression de la vapeur saturante de l’eau en fonction du 
rayon d’une particule pour une température fixée à 220 K  ainsi que de l’erreur commise lorsque 
l’effet Kelvin est négligé. Cette Figure met en évidence que l’effet Kelvin agit notamment sur les 
petites particules. En effet, plus le rayon de la particule croît et plus elle s’apparente à un plan. 
Ainsi, l’erreur commise sur l’évaluation de la pression de vapeur saturante en négligeant l’effet 
Kelvin est inférieure à 5%  dès lors que la particule atteint un rayon de cinquante nanomètres et 
inférieure à 15%  pour des particules dont le rayon est de l’ordre de la dizaine de nanomètres.  
1.2.3. Conclusion 
Ainsi, ces divers processus de création et de croissance de particules font que la composition du 
panache évolue continuellement. On retrouvera ainsi, outre les émissions issues de la combustion, 
de nouvelles particules, notamment des composés d’eau et d’acide sulfurique. Ces aérosols créés par 
nucléation et coagulation ainsi que les particules de suie vont favoriser la condensation de la vapeur 
d’eau pour donner naissance à des cristaux de glace. La condensation dépend fortement des 
conditions thermodynamiques locales mais également des propriétés des noyaux de condensation. 
Etant donné la nature de l’écoulement du sillage décrit dans le paragraphe 1.3 suivant, le panache 
contient des cristaux de glace de tailles différentes, présentant une répartition spatiale inhomogène. 
1.3. Mécanismes aérodynamiques 
La dynamique du sillage d’un avion dans l’atmosphère implique différents processus physiques 
comme l’écoulement du jet, la dynamique des tourbillons marginaux, leur interaction et la 
turbulence atmosphérique qui ont chacun leurs échelles caractéristiques. Basé sur les travaux de 
(Gerz, Dübeck et Konopka, 1998), (Lewellen et Lewellen, 2001), (Sussmann et Gierens, 1999), 
l’évolution du panache peut être qualitativement décrite suivant quatre régimes successifs, cf. 
Figure 1.8, que sont : le régime jet, le régime tourbillonnaire, le régime de dispersion et enfin, le 





Figure 1.8 : Schématisation de l’évolution temporelle du sillage d’un avion commercial 
Le régime jet est ici davantage décrit puisqu’il est directement lié à la présente étude. 
1.3.1. Régime jet 
Durant ce régime, deux écoulements bien distincts se mettent en place pour ensuite interagir 
ensemble. Il s’agit du développement du jet en sortie du réacteur et de la formation en bout d’aile 
d’un tourbillon, appelé tourbillon marginal. 
 
Figure 1.9 : Schématisation du régime jet. Le jet émis du turboréacteur s’enroule autour du tourbillon marginal 
















1.3.1.1. Ecoulement de type jet 
En sortie de tuyère, les gaz chauds provenant de la combustion du kérosène sont expulsés à des 
températures et vitesses élevées. L’ordre de grandeur de la température et de la vitesse des gaz, 
pour un avion de transport civil, est typiquement 580
j




=  (Jacquin et Garnier, 
1996). La structure aérodynamique d’un jet chaud subsonique a fait l’objet de nombreuses études 
dans les années 50-60 (Hinze et Zijnen, 1949) et (Abramovich, 1963). Toutes ces études ont mis en 
évidence un certain nombre de points communs. On peut généralement distinguer trois régions 
dans un jet libre. Le jet est initialement formé d’un cône potentiel (région où les différentes 
grandeurs thermodynamiques sont constantes et égales aux valeurs en sortie de moteur)  entouré 
par une zone de mélange axisymétrique. L’épaisseur de la couche de mélange augmente 
longitudinalement. La section du jet croît et la région potentielle interne est graduellement 
absorbée par la zone de mélange pour disparaître ensuite. Une zone de transition raccorde la région 
initiale à une région où le jet devient pleinement développé et turbulent (Cf. Figure 1.10). Cette 
zone de mélange favorise le refroidissement du jet chaud avec l’atmosphère froide. La température 
étant plus froide dans cette zone, la saturation (Paragraphe 1.2.2.2) est plus facilement atteinte et 
déjà se forment les premiers cristaux de glace.  
Figure 1.10 : Illustration d’un écoulement de type jet en sortie moteur. En rouge : le cône potentiel. En bleu : la zone de 
mélange. 
L'accroissement de la couche cisaillée est le résultat de deux phénomènes distincts : la diffusion 
visqueuse et un phénomène d'entraînement. La diffusion visqueuse, qui est toujours présente, est 
produite par la diffusion linéaire de la quantité de mouvement à travers la couche cisaillée. Le 
phénomène d'entraînement, quant à lui, est propre à la turbulence et est causé par la présence à la 
fois de structures macroscopiques cohérentes et de plus petites structures incohérentes. Ce 
phénomène est prépondérant par rapport à la diffusion visqueuse pour un écoulement turbulent. 
D’ailleurs, dans de tels écoulements, la turbulence résulte de l'amplification de petites 









tous les jets dès que l'on considère un nombre de Reynolds assez important (Mattingly et Chang, 
1974).  
La transition vers la turbulence pleinement développée provient de différentes instabilités : 
• Instabilité primaire :  
 
Figure 1.11 : Schématisation du développement spatial du jet axisymétrique homogène 
Il s’agit de l’instabilité de  Kelvin-Helmholtz. Cette dernière est causée par la différence de vitesse 
de part et d’autre de la couche cisaillée qui engendre l’apparition d’anneaux tourbillonnaires. 
L'espace entre deux anneaux est lié à la fréquence de lâcher des tourbillons, définie par l'instabilité 
de Kelvin-Helmholtz. Ces anneaux grossissent par entraînement du fluide extérieur mais également 
parfois par fusion entre deux tourbillons voisins, cf. Figure 1.11.  Ce processus, qui peut se 
poursuivre jusqu'à la fin du cône potentiel, est donc très important dans le développement 
tridimensionnel du jet (Verzicco et Orlandi, 1994). Les caractéristiques de ces anneaux 
tourbillonnaires ont été étudiées  théoriquement par une analyse de stabilité linéaire (Morris, 1976), 
(Michalke et Herman, 1982) et (Batchelor et Gill, 1962).  
• Instabilités secondaires : 
Les instabilités primaires sont suivies d'instabilités azimutales des anneaux tourbillonnaires (Yule, 
1978) . L'anneau se déforme en n  « vagues » où n  correspond au nombre d'onde de l'instabilité. 
La déformation azimutale des anneaux est suivie par l'apparition de paires de tourbillons 
longitudinaux contrarotatifs. Une fois que ces derniers sont suffisamment intenses, ils se libèrent de 
l’influence des anneaux. Ils peuvent alors s'expulser par induction mutuelle et s’étendre 
spatialement par diffusion visqueuse. Cette dernière étape est responsable de l'expansion important 
du jet à la fin de la transition par entraînement du fluide extérieur. Après l'émergence de ces 
tourbillons longitudinaux, la transition s'achève par une augmentation brutale de la turbulence au 
niveau des petites échelles due à une étape complexe de déchirure et d'appariement fractionnel des 
structures tourbillonnaires, conduisant ainsi le jet à une turbulence pleinement développée.  
 
Les observations expérimentales des jets libres ont également montré que : 
- La vitesse moyenne transversale reste faible par rapport à la vitesse longitudinale 
- Les variations longitudinales sont faibles devant les variations transverses 
- Les épaisseurs de la zone de mélange initiale et de la zone développée varient linéairement dans 
le sens longitudinal 




- Les profils de vitesse et de température dans la zone initiale sont similaires. Ces profils ont une 
forme proche d’une tangente hyperbolique 
- Les profils de vitesse et de température dans la zone pleinement développée sont similaires et 
présentent  une forme de type gaussien. 
Si toutes ces premières études ont permis de décrire la topologie de l’écoulement et les lois de 
variations axiales des vitesses et températures, elles révèlent aussi une grande disparité dans les 
coefficients de croissance des différentes couches. Ces dernières sont attribuées notamment à des 
différences sur les conditions initiales. De même, l’effet d’un écoulement externe, d’une différence 
de température entre cet écoulement et le jet ainsi qu’une différence de densités restent à être 
défini. Les effets de compressibilité liés  à un nombre de mach élevé restent également mal connus.  
(Lau, 1981) a étudié ces effets (nombre de Mach et température initiale du jet) sur les grandeurs 
moyennes et turbulentes de l’écoulement. Cette étude expérimentale a permis de constater 
notamment que : 
- Le cône potentiel se rétrécit lorsque la température de sortie augmente ou le nombre de Mach 
diminue 
- Le pic de turbulence que l’on retrouve à la fin de la zone potentielle  chute lorsque le nombre 
de Mach augmente mais reste insensible à la température se sortie du jet. 
Notre Etude ne consiste pas à améliorer la connaissance des processus fondamentaux qui 
conduisent à l’expansion du jet. Néanmoins, il est important d’en connaître les mécanismes afin 
d’isoler ceux qui paraissent importants dans la formation de la traînée de condensation et ainsi 
adapter au mieux notre approche numérique. De plus la topologie de l’écoulement, c'est-à-dire le 
mélange fort des effluents avec l’air extérieur dans la zone de mélange explique pourquoi c’est lors 
de ce régime qu’à lieu l’essentiel des transformations chimiques en phase gazeuse (Kärcher, 1994). 
 
1.3.1.2. Formation du tourbillon marginal 
 
Tout profil sustentateur génère à son extrémité un tourbillon appelé tourbillon marginal. Cet 
écoulement rotationnel peut s’expliquer par le champ de pression sur la surface de l’aile. 
L’utilisation de la relation de Bernoulli sur une géométrie d’aile bidimensionnelle, met en évidence 
qu’une aile portante génère un champ de pression plus faible sur son extrados (le dessus de l’aile) 
que sur son intrados (le dessous de l’aile). Ainsi, en considérant une aile tridimensionnelle, la 
discontinuité de pression entre l’extrados et l’intrados présente en bout d’aile (le saumon), génère 
un écoulement rotationnel. En effet, l’air est aspiré vers les zones ou la pression est plus basse. Cet 
air contourne donc le bout d’aile en s’enroulant le long du saumon, de l’intrados (zone de forte 
pression) vers l’extrados (zone de basse pression), cf. Figure 1.12. Cet écoulement rotationnel très 
stable peut persister plusieurs dizaines de minutes. Il a été à l’origine de nombreux accidents en 




contexte que plusieurs études sur la caractérisation précise du tourbillon marginal ont été menées 
(Rossow et James, 1999), (Jacquin, Fabre et Geffroy, 2001). 
 
Figure 1.12 : Visualisation de l’écoulement aérodynamique par analogie hydraulique, au tunnel hydrodynamique de 
l'ONERA. Tourbillon marginal à l'extrémité d'une aile rectangulaire. (Visualisation à l'aide de traceurs liquides colorés). 
Les diverses grandeurs qui permettent de caractériser un tourbillon sont sa circulation, sa 
distribution de vitesse tangentielle et de vorticité ainsi que ses rayons caractéristiques, cf. Annexes. 
L’évolution temporelle de ces grandeurs n’est pas forcément corrélée. Si les vitesses et vorticités 
maximales peuvent diminuer, la circulation d’un tourbillon reste constante. 
La théorie de Prandtl détermine uniquement le niveau de circulation des tourbillons après 
enroulement. La conservation des moments de vorticité fixe leur position latérale mais ne donne 
aucune information sur la formation de ces derniers. 
(Birch et Lee, 2003) ont étudié expérimentalement l’influence du nombre de Reynolds et de la 
valeur de l’angle d’attaque d’un profil d’aile sur les grandeurs caractéristiques du tourbillon 
marginal. Les deux nombres de Reynolds retenus sont 5Re 1.63.10
c
=  et 5Re 3.25.10
c
= . Les valeurs 
de l’angle d’attaque varient, quant à elles, entre 2α = °  et 16α = ° . Si, à nombre de Reynolds 
élevé, le tourbillon marginal généré au bord de fuite résulte de l’interaction de plusieurs structures 
tourbillonnaires se développant le long de la corde, pour 5Re 1.63.10
c
=  la présence de ces multiples 
structures tourbillonnaires est moins évidente et le tourbillon marginal résultant est beaucoup 
moins symétrique. Mais ces structures dans les deux cas existent et le tourbillon marginal résulte 
de la fusion de ces dernières le long de la corde au niveau du saumon, cf. Figure 1.13. 






Figure 1.13 : Formation du tourbillon marginal. Isocontours de vorticité à différentes sections le long de la corde, du bord 
d’attaque jusqu’au bord de fuite (de gauche à droite et de haut en bas) (Birch et Lee, 2003) 
La circulation du tourbillon principal augmente le long de la corde pour atteindre son maximum au 
niveau du bord de fuite. Ce niveau de circulation reste ensuite constant dans le sillage proche. 
Lorsque l’angle α  augmente, la distribution de la circulation sur l’aile augmente ayant pour effet 
un accroissement de la circulation du tourbillon marginal. De plus, la circulation de ce tourbillon 
diminue lorsque le nombre de Reynolds augmente. Le rayon visqueux du vortex marginal dans le 
sillage proche croit notablement avec α . La vitesse axiale au centre du tourbillon adimensionnée 
par celle de l’écoulement est plus petite que 1  pour des angles 4α <  puis pour des angles plus 
grands devient supérieure à l’unité. Une interprétation possible est que cette vitesse axiale du 
tourbillon possède une contribution venant de la couche limite et une autre de l’écoulement proche 
extrados. A partir d’un certain angle, la vitesse accélérée de l’écoulement sur l’extrados permet de 
contrebalancer le déficit de vitesse axiale que l’on retrouve dans la couche limite.  
La topologie de la formation du tourbillon marginale est donc bien comprise. Il résulte de la fusion 
de multiples structures tourbillonnaires se développant au niveau du saumon le long de la corde du 
profil d’aile. Il s’agit donc d’une région cruciale sur laquelle une attention particulière doit être 




1.3.1.3. Stabilité du tourbillon de sillage 
La topologie de l’écoulement derrière un avion de transport dans le champ proche est bien comprise 
(Spalart, 1998) et (Rossow et James, 1999). Une nappe de vorticité se détache du bord de fuite et  
s’enroule rapidement autour des deux vortex de bout d’aile : les tourbillons marginaux. Sur le plan 
expérimental, de  fortes instationnarités sont observées derrière une aile d'avion. Celles-ci sont 
obtenues dans toutes les expériences à grand nombre de Reynolds comme celles de (Devenport et 
al., 1996) ou celles effectuée à l'ONERA dans le cadre du projet EUROWAKE (Labbé et Sagaut, 
2003). Ces mouvements instationnaires rendent la caractérisation de la structure interne du 
tourbillon difficile. 
BOF a compléter 
 
 
1.3.1.4. Interaction jet tourbillon 
A une demi-envergure derrière l’avion, le jet issu du moteur commence déjà à subir les forces 
tangentielles imposées par le tourbillon marginal. Il est alors dans un premier temps étiré. Il est 
ensuite complètement enroulé autour du tourbillon marginal plusieurs envergures en aval de 
l’avion. L’enroulement complet du jet s’effectue sur des distances plus ou moins longues dans le 
sillage puisqu’il dépend fortement des caractéristiques de l’avion (poids, vitesse d’émission des jets, 
envergure, position des nacelles). 
(Margaris, Marles et Gursul, 2008) ont étudié expérimentalement l’interaction d’un jet froid avec 
un tourbillon de bout d’aile afin de mieux en comprendre les mécanismes. Cette étude met en 
évidence que la cinétique de l’interaction jet tourbillon est d’autant plus élevée que la position 
initiale du jet est proche et que le nombre proposé par (Long, 1961) est petit. Ce nombre 
adimensionné représente le rapport entre la quantité de mouvement axiale du jet et la circulation 
du tourbillon. Il met donc en évidence le phénomène prédominant de l’écoulement jet/tourbillon. 
Pour un jet de masse volumique 
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Dans le champ proche, l’écoulement est dominé par la turbulence du jet et de son enroulement sur 
le tourbillon. Si le jet est suffisamment près du bout d’aile, sa propre turbulence va entraîner des 
instabilités qui vont diffuser rapidement le tourbillon. La turbulence du jet est très supérieure à 
celle du tourbillon, mais décroît rapidement en aval de l’écoulement. C’est pourquoi la position 
initiale jet  par rapport au vortex est très importante. En effet, si le jet est enroulé alors que la 
majorité de sa turbulence a diffusé, il n’aura que peu d’influence sur le tourbillon. 




Si cette étude précise que la turbulence du jet génère des instabilités dans le tourbillon, elle ne 
permet pas d’affirmer qu’il s’agit du seul phénomène à l’origine des fluctuations. La vitesse axiale 
du jet est également importante puisque si ce dernier pénètre le tourbillon, ce dernier acquiert alors 
une vitesse axiale (tourbillon de Batchelor), (Batchelor, 1964), c'est-à-dire que ce dernier possède 
une vitesse axiale. Des instabilités se développent dues à l’injection, dans le coeur du tourbillon, 
d’une forte quantité de mouvement axial par le jet (Margaris, Marles et Gursul, 2008). 
D’ailleurs, toujours dans l’étude de (Margaris, Marles et Gursul, 2008), la comparaison du champ 
moyen (moyenne temporelle) avec plusieurs visualisations instantanées met en évidence, d’une 
part, que certaines structures peuvent être invisibles sur le champ moyen et, d’autre part, que les 
fluctuations des vitesses tangentielles du tourbillons peuvent avoir pour origine le phénomène 
aléatoire de la position exacte du tourbillon connu sous le nom de « wandering vortex 
phenomena ». A titre d’exemple, les structures tourbillonnaires autour du jet semblent avoir un 
niveau de vorticité bien plus faible que celui du tourbillon marginal. Le champ instantané révèle, 
quant à lui, que ces niveaux de vorticité sont tout à fait comparables. (Wang et K. M. Q. Zaman, 
2002) montrent, d’ailleurs, que la création de ces tourbillons secondaires autour du jet est induite 
par l’écoulement rotationnel provoqué par le tourbillon marginal et que ces derniers ont, en effet, 
des niveaux de vorticité importantes. Ainsi, la visualisation du champ moyen diffuse 
artificiellement certaines grandeurs caractéristiques. D’ailleurs (Devenport et al., 1996) montrent 
que sur un cas de référence, la valeur instantanée est de l’ordre de 15%  supérieure à celle 
moyennée. Ce phénomène aléatoire du tourbillon est amplifié par la présence du jet. Il augmente 
avec la valeur du nombre de Long (augmentation de la quantité de mouvement axiale du jet, la 
circulation du tourbillon reste fixe). Néanmoins, même si l’interaction jet tourbillon est 
instationnaire, la comparaison champ moyen et champ instantané  permet d’affirmer que ces deux 
méthodes donnent les mêmes tendances. 
1.3.2. Régime tourbillonnaire 
Une fois les jets complètement enroulés par les deux tourbillons marginaux, ces derniers, par 
induction mutuelle, vont acquérir une vitesse verticale de descente. Ainsi, les émissions des jets 
sont entraînées par les tourbillons en dessous de l’altitude de vol, de 150 m  jusqu’à 300 m  
(Paugam, 2008). Lorsque le système tourbillonnaire (constitué des deux tourbillons contra rotatifs) 
descend dans une atmosphère stratifiée, un second système tourbillonnaire se forme (Spalart, 1996). 
Cette structure porte le nom de « torque barocline ». Elle est pilotée à la fois par le nouveau 
système de vortex contra rotatifs et par la poussée d’Archimède. Ce second sillage remonte vers le 
niveau de vol et entraîne une partie des émissions qui évolue alors dans des conditions différentes 
de celles restées dans le premier sillage. La Figure 1.14 donne une illustration de la descente des 
deux tourbillons contrarotatifs ainsi que de la remonté du « torque barocline ». Selon (Gerz, 
Dübeck et Konopka, 1998) environ 30%  des émissions sont piégées dans le second sillage. Les 




dans le sillage puisque les conditions thermodynamqies locales sont très différentes entre l’altitude 
du premier système tourbillonnaire (jusqu’à 300 m  en dessous de l’altitude de vol) et du deuxième 
qui remonte au niveau de l’altitude de vol. 
 
Figure 1.14 : Visualisation de la descente des deux tourbillons contrarotatifs  et du « torque barocline » qui remonte à 
l’altitude de vol. Extrait de  (Paugam, 2008) 
Le régime tourbillonnaire peut être également marqué par l’effondrement du système 
tourbillonnaire principal qui subit des instabilités sinusoïdales expliquées pour la première fois par 
(Crow, 1970). Basé sur le théorème de transport de la vorticité ainsi que sur les relations entre la  
vitesse et la  vorticité du système tourbillonnaire et sur une linéarisation du système d’équations 
obtenu, (Crow, 1970) évalue le taux d’amplification des instabilités 
Crow
σ  ainsi que la longueur 
d’onde la plus instable 
Crow
λ  en fonction du rapport entre le rayon visqueux du tourbillon 
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Dans le cas d’une atmosphère stratifiée turbulente, ces valeurs ne sont correctes que pour les 
premiers instants de ce régime car l’échelle de temps du développement de l’instabilité est 
fortement influencée par la turbulence atmosphérique. Durant  ce régime, la température maximale 
du panache augmente par compression adiabatique lors de la descente du système tourbillonnaire 
principal. 




A la fin de ce régime, les structures tourbillonnaires s’effondrent là où la distance entre les deux 
vortex est minimale, cf. Figure 1.8. Il y a une réorganisation de la vorticité sous forme d’anneaux 
qui continuent leur descente jusqu’à être diffusée par la turbulence. 
1.3.3. Régime de dispersion 
Dans cette phase, qui débute environ 130 s  après le passage de l’avion, les deux tourbillons contra 
rotatifs se détruisent et génèrent de la turbulence. C’est la fin du régime tourbillonnaire. Le 
panache se disperse, s’étend et se mélange dans l’atmosphère sous l’effet de forces de flottabilité 
provoquées par une ou deux fréquences de Brunt-Väïsälä (Lewellen et Lewellen, 2001). La taille des 
particules est hautement non linéaire. On peut distinguer trois groupes de particules. Le premier 
groupe est formé par des particules de taille relativement petite ( 1 10 r mµ−∼ ) en concentration 
élevée ( 9 31.10  N m−∼ ). Ce premier groupe correspond aux particules contenues dans les anneaux 
de vorticité. Le second groupe est constitué des particules localisées là où les deux tourbillons se 
sont touchés et détruits. Ces particules sont diluées dans l’atmosphère et ne subissent plus, ou peu, 
la dynamique provoquée par les tourbillons et leur destruction. Le dernier groupe est localisé dans 
le second système tourbillonnaire. Les particules des deux derniers groupes subissent beaucoup plus 
les conditions atmosphériques et peuvent être plus ou moins grosses suivant l’humidité relative de 
l’atmosphère. 
1.3.4. Régime de diffusion 
Le régime de diffusion commence lorsque la dynamique du sillage provoquée par le passage de 
l’avion cesse. Le panache ne subit alors plus que les interactions avec l’atmosphère. Le cisaillement 
provoqué par des vents transversaux, la stratification ainsi que la turbulence atmosphérique 
continuent de mélanger les effluents, typiquement jusqu’à 2  à 12  heures (Gerz, Dübeck et 
Konopka, 1998). Dans des conditions de cisaillement favorables, le panache peut s’étendre sur près 
d’ un kilomètre verticalement et quatre kilomètres horizontalement (Dürbeck et Gerz, 1996). Dans 
les premiers instants de ce régime, environ trente minutes, il y a soit une évaporation complète de 
toutes les particules de glace lorsque l’humidité de l’atmosphère est faible, soit croissance des 
particules dépendant de leur localisation dans le panache lorsque l’humidité relative de 
l’atmosphère est élevée. Dans de telles conditions, les cristaux de glace peuvent atteindre un rayon 
d’environ 10 mµ  et des concentrations très élevées 6 310 200.10  N m−−∼  comparées à celles 
rencontrées dans des cirrus naturels ( 6 31.10  N m−∼ ). 
 
La description de l’évolution temporelle du sillage en aval d’un avion de croisière montre toute la 




dynamique est très complexe et s’étale sur des échelles de temps et d’espace très importantes. Le 
mélange des effluents avec l’atmosphère est alors très différent suivant les régimes. Pour évaluer 
précisément la croissance des cristaux de glace durant les régime tourbillonnaire, de dispersion et 
de diffusion, Il est donc déjà très important de connaître précisément comment la traînée de 
condensation se forme durant le tout premier régime : le régime jet. C’est l’objet de ce travail qui, 






CHAPITRE 2  MODELISATION  
 
Afin de mener des simulations numériques sur la formation d’une traînée de condensation, il est 
nécessaire de modéliser les processus et phénomènes que l’on souhaite prendre en compte. Cette 
modélisation passe tout d’abord par les effluents d’avion et leurs transformations, en ce qui 
concerne la microphysique, mais également par la thermodynamique et l’aérodynamique de 
l’écoulement.  
2.1. Modélisation des effluents d’avion 
2.1.1. Mélange considéré 
La composition des effluents d’avion a été donnée au paragraphe 1.1. Comme il a été évoqué au 
paragraphe 1.2, ces effluents subissent, dans le sillage, des transformations physico chimiques qui 
sont à l’origine notamment de la création de nouvelles espèces et aérosols. Dans cette étude, nous 
nous intéressons uniquement à la condensation et à l’évaporation de la vapeur d’eau sur les 
particules déjà existantes en sortie du turboréacteur, c'est-à-dire les suies. Nous étudions donc la 
croissance des cristaux de glace dans le sillage, formées uniquement à partir des suies et non pas à 
partir des aérosols, dont nous ne connaissons absolument pas les évolutions dans ce travail. Un 
modèle plus complexe en mécanismes de transformation des effluents ne pourra être mis en place 
que lorsque les super calculateurs seront plus performants. 
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Figure 2.1 : Composition réelle du panache (en Haut) et composition du mélange considéré pour le modèle (en Bas) 
Nous considérons ainsi, uniquement un mélange constitué d’air, d’eau sous forme vapeur, de 
particules de suie et de cristaux de glace (Figure 2.1). Les suies ont une concentration N , sont 
mono dispersées, i.e. même rayon initial 
s
r . Lorsque l’eau en phase vapeur se condense sur les 
suies, ces dernières deviennent des cristaux de glace, supposés sphériques (Kärcher, 1998), de tailles 
différentes et de rayon r  (Figure 2.2). Ce rayon r  va croître ou diminuer selon que la particule se 
trouve dans des conditions sur saturantes (condensation) ou sous saturantes (évaporation) 
respectivement.  
 
Figure 2.2 : Schématisation d’une particule de glace, composée d’une suie (gris) sur laquelle se condense de l’eau 
Le mélange considéré est ainsi composé d’une phase porteuse (air, vapeur d’eau) et d’une phase 
dispersée (suies, eau condensée). En pratique, la distinction entre eau condensée et suie n’est pas 
faite, puisque l’eau, si elle se condense, se dépose sur les suies. On considère alors les suies comme 
des cristaux de glace. Le paragraphe suivant 2.1.2 présente la manière dont est traitée 



























2.1.2. Traitement de la phase dispersée 
Afin de résoudre l’évolution du mélange émis par les turboréacteurs, c'est-à-dire l’évolution, à la 
fois des gaz et des particules, deux approches peuvent être envisagées : l’approche diphasique 
Eulérienne à écoulements séparés SF (Separated Flow) et l’approche diphasique Eulérienne à 
écoulement homogène LHF (Locally Homogeneous Flow) 
 
2.1.2.1. Approche diphasique Eulérienne à 
écoulements séparés (Separated Flow) 
L’approche diphasique Eulérienne à flux séparés consiste à résoudre séparément le système 
d’équations gouvernant la phase gazeuse (phase porteuse) et celui gouvernant une ou plusieurs 
classes de particules (phase dispersée), chacune de ces classes étant caractérisée par une vitesse, 
une température, un diamètre et un nombre de particules. Le système d’équations gouvernant la 
phase porteuse est alors couplé à celui régissant la phase dispersée via des termes sources liés à leur 
interaction, typiquement la traînée (loi de Stokes), l’échange de chaleur et le changement de phase. 
 
2.1.2.2. Approche diphasique Eulérienne à 
écoulement homogène LHF (Locally 
Homogeneous Flow) 
Dans l’approche LHF, les particules de suie qui vont former les cristaux de glace sont supposées en 
équilibre dynamique (même vitesse) et thermique (même température) avec la phase porteuse. 
Dans ce cas, il est justifié de décrire ces cristaux de glace de façon analogue à la phase porteuse. 
Néanmoins, il faudra veiller à ce que les cristaux de glace possèdent leur propre équation d’état.  
 
En sortie de moteur, les particules de suie sont nanométriques. D’après l’étude de (Delhaye, 2007), 
la distribution en taille des particules primaires, en sortie d’un moteur CFM56-5B, a une forme en 
log-normale et possède un rayon géométrique moyen de 4 0,1nm ± . Il est communément admis que 
ces particules primaires forment rapidement, dès la sortie de la chambre de combustion, des 
agrégats. Ces derniers possèdent, toujours pour un CFM56-5B, un rayon moyen de 27 1nm ± . 
Dans le sillage, les agrégats de suie vont constituer des germes catalyseurs et favoriser la 
condensation de la vapeur d’eau. Ainsi, par des processus de condensation, ces suies vont 
cristalliser. Devenues alors des cristaux de glace, elles vont continuer à croître jusqu’à des tailles de 
l’ordre du micromètre à quelques envergures en aval de l’avion. Des mesures in situ dans une 
traînée de condensation âgée d’une seconde, soit 250 m  en aval de l’avion, montrent que le pic de 
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concentration des cristaux de glace est atteint pour un rayon de l’ordre du micromètre (IPCC, 
1999). 
Le temps caractéristique de mise en équilibre dynamique d’une particule de rayon  r  et de masse 
volumique 
p
ρ  avec sa phase porteuse de viscosité dynamique 
g













=  (2.1) 
En considérant une particule uniquement composée de glace ( 3924 .
p
kg mρ −≃ ) en mouvement dans 
de l’air à pression et température 22000P Pa= , 220T K=  ( 5 1 11.4.10 . .
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=  pour une particule de rayon 61.10r m−=  
Ce temps étant plus contraignant que le temps caractéristique de mise en équilibre thermique, 
cette étude est menée avec l’hypothèse d’équilibre thermique et dynamique des cristaux de glace 
avec le gaz et donc suivant une approche Eulérienne LHF. Une approche SF avec de si petites 
particules engendrerait des temps numériques excessifs liés aux critères de stabilité des schémas, cf. 
paragraphe 3.2. 
En outre, l’approche LHF est plus économique en terme de nombre d’équations à résoudre (huit 
équations contre douze pour la méthode SF). 
Dès lors que l’hypothèse d’équilibre thermique et dynamique des cristaux de glace avec le gaz n’est 
plus valide, il sera possible de poursuivre les calculs en utilisant une approche Separated Flow. 
2.2. Modélisation des processus microphysiques 
2.2.1. Hypothèses 
Le modèle microphysique a pour vocation d’être couplé à une résolution spatiale tridimensionnelle 
de l’écoulement aérothermodynamique du panache d’un avion jusqu’à plusieurs envergures. La 
résolution numérique d’un tel écoulement déjà complexe et riche en mécanismes physiques, cf. 
paragraphe 1.3, impose, dans un premier temps, la mise en place et l’utilisation d’un modèle 
microphysique simplifié. Ainsi, dans un souci de restitution raisonnable des résultats, en terme de 
temps de calcul, un certain nombre d’hypothèses sont faites. Elles sont évoquées dans ce 
paragraphe. 
− (Wyslouzil et al., 1994) ont montré que les particules de suie sont plutôt hydrophobes. Leur 
hydratation a été observée en laboratoire après qu’elles aient été en contact avec de l’acide 
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sulfurique, ce dernier les rendant alors hydrophiles. Cependant le degré d’exposition à l’acide 
nécessaire à activer la particule de suie reste encore mal défini. Nous supposons donc que les 
particules de suies sont hydrophiles. Ainsi ces particules, si elles sont dans des conditions 
favorables, permettront systématiquement la condensation de la vapeur. 
− On néglige  les phénomènes de nucléation qui donnent naissance à de nouvelles particules 
notamment les aérosols constitués d’eau et d’acide sulfurique. Les seules particules présentes 
dans le panache sont donc les particules de suie émises par le moteur, cristallisées ou sèches.  
− On néglige les phénomènes de coagulation qu’elle soit brownienne ou turbulente (Kärcher, 
1998). De même la coagulation entre particules chargées n’est pas prise en compte. 
− Les processus de sédimentation ne sont pas pris en compte puisque la vitesse de sédimentation 
d’une particule de cent nanomètres dans l’atmosphère est de l’ordre de 6 110 .m s− −  (Jacobson 
2005). Cette hypothèse est d’autant plus valable que, dans cette étude, les particules sont 
soumises aux forces aérodynamiques du sillage de l’avion. Les forces d’inertie sont donc 
prépondérantes aux forces de gravitation. 
− Concernant la croissance des particules par condensation, l’hypothèse principale est faite sur 
l’effet Kelvin expliqué au paragraphe 1.2.2.2. En effet, comme il a été évoqué dans la section 
2.1.2, les agrégats en sortie moteur ont un rayon moyen de 27 1nm ±  et grossissent très 
rapidement par condensation. Or, le paragraphe 1.2.2.2 précise que la sous évaluation faite sur 
la valeur de la pression de vapeur saturante en négligeant l’effet Kelvin est inférieure à 5%  dès 
lors que la particule atteint un rayon de cinquante nanomètres. On néglige donc, dans un 
premier temps, l’effet Kelvin. 
2.2.2. Croissance des particules par condensation : 
équations de conservation de la masse  
Le mélange, de masse volumique ρ , étant constitué d’air, d’eau en phase vapeur et solide, trois 
équations de conservation de masse sont nécessaires afin de connaître leur évolution. Les grandeurs 











Pour chaque espèce j , de fraction massique 
j
y , sa masse volumique 
j
ρ  est donnée par la relation : 
 .
j j
yρ ρ=  (2.2) 









L’air et la vapeur d’eau sont assimilés à des gaz parfaits, l’eau condensée à un liquide faiblement 
compressible. Ils obéissent donc chacun à leur propre loi d’état, cf. paragraphe 2.4.1. Dans cette 
étude, le mélange est supposé idéal, cf. paragraphe 2.4.2. 
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En utilisant la convention d’Einstein sur les indices répétés, les évolutions temporelles de ces 
grandeurs conservatives, dans le mélange possédant une vitesse u , sont données sous la forme 
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d  est le coefficient de diffusion de l’espèce j  dans le mélange en 2 1.m s−    . 








ϖ , 3 1. .kg m s− −    , 
permettent de modéliser les transferts de masse entre la phase solide et la phase vapeur. L’eau, 
qu’elle soit sous forme vapeur ou qu’elle soit condensée, est conservée et le taux de transfert 
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ϖ  dépend bien évidemment des conditions de saturation et 
plus précisément de l’écart entre la pression de vapeur d’eau 
v
P  et de son équivalent à saturation 
sat
v
P . Il est positif dans des conditions de condensation ( sat
v v
P P> ) et négatif dans des conditions 
d’évaporation ( sat
v v
P P< ). Il dépend de la concentration des particules N  et de leur rayon r . Plus 
le nombre de particules est important et leur rayon grand, plus elles offrent de surface pour 




ϖ  est grand. Ainsi, ce taux de 
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= ∏  (2.6) 
 
• La fonction ∏  n’a aucun sens physique mais, permet numériquement, de stopper les transferts 
de masse, dans des conditions d’évaporation, lorsqu’il n’y a plus d’eau sur la particule : 
 
1            ( )
,      est le rayon de la suie.





pour P P ou r r condensation
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M  est la masse molaire de l’eau 1.kg mol−     
• R  est la constante des gaz parfaits 1 1. .J mol K− −     





Le coefficient de diffusion de la vapeur d’eau dans l’air 
2
H o
d  2 1.m s−     est donné par l’expression 
















273,15 T K=  et 
0
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ϖ  est une loi de Fick modifiée (Sedunov, 1974). Il est dédié à l’étude des 
phénomènes d’évaporation et de condensation sur des particules dont le rayon est de l’ordre de 
grandeur du libre parcours moyen. Ainsi, il prend en compte, grâce à la fonction G , le fait que près 
d’une telle particule, le transport d’une molécule d’eau n’est plus régi par les équations du régime 
de diffusion mais par les équations données par la théorie cinétique des gaz (Figure 2.3). 
 
Figure 2.3 : Schématisation des régimes d’écoulement autour d’une particule dont le rayon est de l’ordre du libre 
parcours moyen 
Ainsi la fonction G  est une fonction paramétrique caractérisant le passage du régime de diffusion 
au régime cinétique près de la particule nanométrique grâce au nombre de Knudsen Kn . Selon 









− = +    +
 (2.8) 
α est le coefficient de déposition des molécules d’eau sur la glace (Pruppacher et Klett, 1978) et 
(Mozurkewich, 1986). On utilise ici la valeur proposée par (Kärcher, 1996) soit 0,1α =  
Le nombre de Knudsen est défini par le rapport entre le libre parcours moyen des molécules dans le 




=  (2.9) 
Le libre parcours moyen est une grandeur caractéristique importante pour un fluide. En effet, un 
fluide est un agencement d’un très grand nombre de molécules. Pour de l’air, à pression 
atmosphérique, la concentration des molécules est de l’ordre 19 32,17.10 cm− . Le libre parcours moyen 
représente la distance moyenne parcourue par une molécule avant que celle-ci entre en collision 





Régime de diffusion 
Régime 
Chapitre 2 -Modélisation  
 46
précisément, la trajectoire d'une molécule est une ligne brisée constituée de segments, le long 
desquels la molécule se meut librement, raccordés par des coudes brusques qui se produisent quand 
deux molécules se rencontrent (collision binaire). 
Le nombre de Knudsen permet donc de distinguer les régimes moléculaires, régime où les collisions 
d’une molécule dans la masse du gaz sont négligeables, des régimes de fluide quasi continu où les 
collisions d’une molécule dans la masse du gaz sont très fréquentes. 
Le libre parcours moyen est, par définition, inversement proportionnel à la concentration des 







=  (2.10) 
où ( )
ref




= , 293,15refT K=  et 
051, 01325.10
ref
P Pa=  ) 
Lorsque le nombre de Knudsen tend vers zéro, i.e. le rayon de la particule tend vers l’infini, la 
fonction G  tend vers l’unité ( 0Kn →  i.e. (r → ∞ ), 1G → ). On retrouve une loi de Fick classique 
(régime de diffusion). Les collisions entre les molécules d’eau et la particule, de plus grand rayon 
que le libre parcours moyen, sont statistiquement beaucoup plus élevées et plus favorables à la 
condensation. 
A contrario, quand le nombre de Knudsen est très grand devant l’unité, i.e. le rayon de la particule 
est très petit par rapport au libre parcours moyen, la fonction G  tend vers une valeur plus petite 






→ ). Il s’agit du régime cinétique. Les probabilités de 
rencontre entre la molécule d’eau et la particule sont faibles. C’est ce que reflète la valeur vers 
laquelle tend la fonction G . 
 
Figure 2.4 : Evolution théorique du rayon des particules pour différents nombres de Knudsen, ( ) ( )0 0Kn rλ=  avec 
( )0 20 r nm= . Le trait continu correspond à ( )0 2,5Kn = , le trait en pointillé correspond à ( )0 10Kn =  et le 
trait en petits points correspond à ( )0 36Kn =  (Paoli, Hélie et poinsot, 2004) 
La Figure 2.4 représente l’évolution théorique du rayon des particules pour différents nombres de 
Knudsen. Elle met en évidence que plus le libre parcours moyen λ  est faible (i.e. plus le nombre de 
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Knudsen initial est faible,) plus le taux de croissance des particules est important. La taille finale 
des particules n’en est pas affectée puisqu’elle ne dépend que des conditions thermodynamiques à 
l’équilibre. 
2.3. Modélisation aérodynamique de l’écoulement 
En ce qui concerne le sillage de l’avion, l’écoulement est pleinement turbulent, qu’il s’agisse des gaz 
émis par les turboréacteurs ou tout simplement l’écoulement de l’air autour, et en aval de l’avion. 
L’objet de ce paragraphe 2.3 est donc de présenter la modélisation de tels écoulements, ainsi que la 
manière dont ils sont modélisés en vue d’une résolution numérique. 
2.3.1. Ecoulements turbulents 
La turbulence est un phénomène que l’on rencontre dans la nature (turbulence atmosphérique) 
mais également dans de nombreuses problématiques industrielles telles que l’étude de 
l’aérodynamique interne: combustion, ou encore de l’aérodynamique externe: sillage d’avion. 
La turbulence a un caractère aléatoire, désordonné, chaotique et fluctuant. C’est un phénomène 
imprévisible, non déterministe qui est sensible à la moindre perturbation, puisque sous l’effet 
d’interactions non linéaires, elle va s’amplifier.  La turbulence englobe une très large gamme de 
longueurs caractéristiques, des plus petits tourbillons aux plus gros.  
Malgré ce caractère aléatoire, certaines grandeurs macroscopiques de phénomènes turbulents sont 
reproductibles comme la traînée et la portance d’un avion, la durée de persistance du sillage d’un 
avion de ligne ou bien encore la puissance d’un moteur à combustion. Il existe deux régimes 
d’écoulement : l'un régulier dit « laminaire », l'autre irrégulier dit « turbulent ». Pour étudier la 
transition d’un écoulement laminaire vers un écoulement turbulent, Osborne Reynolds a introduit 
en 1883 le nombre de Reynolds (Reynolds, 1883). Ce nombre compare les termes de convection 
(non linéaires) aux termes de dissipation visqueuse. Pour un fluide en écoulement à la vitesse u , de 




=  (2.11) 
A partir d’une certaine valeur critique Re
c
, on observe un changement de topologie de 
l'écoulement. C’est la transition laminaire turbulent. Ce nombre de Reynolds prend des valeurs 
différentes selon le type d'écoulement. Quand le nombre de Reynolds est plus petit que l’unité (
Re 1<< ), les termes non linéaires (convectifs) sont masqués par la diffusion visqueuse, les 
équations se rapprochent donc d'équations linéaires. Quand, au contraire, le nombre de Reynolds 
est plus grand que un (Re 1>> ), les termes non linéaires deviennent prépondérants, et 
l'approximation linéaire n'est plus possible. 
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En mécanique des fluides, la plupart des écoulements que l’on souhaite étudier, dans un contexte 
industriel, sont turbulents. Un écoulement pleinement turbulent combine des structures 
tourbillonnaires dont les échelles couvrent une gamme large et continue, et qui sont toutes en forte 
interaction en raison de la non linéarité des équations de Navier Stokes. L'effet des petites 
structures affecte donc le comportement des grosses et inversement.  
Il existe une théorie qui a contribué de façon majeure à la compréhension de la turbulence : la 
théorie de Kolmogorov (1941). Elle repose sur une vision « statistique » de la turbulence.  
Elle stipule que dans l’écoulement turbulent, la taille des tourbillons est comprise entre deux 
valeurs : la plus grande échelle de l’écoulement (imposée par sa géométrie) appelée « échelle 
intégrale » L  et la plus petite échelle appelée « échelle de Kolmogorov » ou « échelle de dissipation 
visqueuse » η  (imposée par la viscosité du fluide). Selon la théorie classique de la cascade 
d’énergie, l’énergie cinétique turbulente est produite par les grosses structures de l’écoulement, qui 
interagissent avec l’écoulement moyen. Cette énergie est ensuite transférée par étirement 
tourbillonnaire sans être dissipée, entre des structures de tailles de plus en plus petites sur une 
plage de nombres d’ondes nommée « zone inertielle », cf. Figure 2.5. 
 
Figure 2.5 : Spectre de Kolmogorov pour une turbulence homogène et isotrope (Bertier, 2006) 
L’étendue de cette zone croît avec l’intensité de la turbulence et par conséquent, avec le nombre de 
Reynolds. L’énergie est enfin dissipée lorsque la taille des structures est du même ordre que 
l’échelle de longueur associée aux tensions visqueuses. On notera que cette échelle de dissipation est 
d’autant plus petite que le nombre de Reynolds de l’écoulement à grande échelle est élevé. Plus 
précisément, des considérations dimensionnelles nous permettent d’écrire : 
 ( )ο 3 4Re .LL
η
=  (2.12) 
On remarquera à cet égard que tous ces phénomènes sont complètement tridimensionnels puisque 
les transferts d’énergie s’effectuent par étirement tourbillonnaire. 
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2.3.2. Approche numérique de la turbulence 
En simulation numérique des écoulements turbulents, il existe trois grands types d’approches: la 
simulation numérique directe (DNS), dans laquelle on cherche à représenter la totalité des 
phénomènes physiques et donc des échelles, la simulation des grandes échelles (LES), dans laquelle 
on représente seulement les plus gros tourbillons en fonction du temps, et la simulation moyennée 
(RANS) dans laquelle on représente seulement l'écoulement moyen, cf. Figure 2.6. 
 
Figure 2.6 : Schématisation du principe sur lequel repose les trois grands types d’approche pour la résolution 
d’écoulements turbulents (Bertier, 2006) 
• Dans l’approche DNS, aucune modélisation de la turbulence n’est faite. Ainsi,  toutes les 
échelles de la turbulence sont résolues. Il est donc nécessaire que toutes les échelles de 
résolution spatiales soient de la taille de l’échelle de Kolmogorov. Le nombre de mailles, 




. Cette approche est par conséquent 
extrêmement coûteuse et limitée à l’étude de cas académiques à très faible nombre de Reynolds, 
typiquement inférieur à 1000 . 
• Afin de résoudre des écoulements à nombre de Reynolds plus important, la simulation des 
grandes échelles (LES pour Large Eddy Simulation) ne résout que les échelles de l’écoulement 
supérieures à une taille de coupure donnée. On suppose qu’en dessous de cette taille, la 
turbulence est isotrope et peut être modélisée par une viscosité turbulente supplémentaire. 
L’intérêt de cette approche réside dans le fait qu’elle permet théoriquement de s’affranchir de la 
simulation d’échelles qui sont à la fois extrêmement petites, et relativement simples à modéliser 
puisque supposées isotropes. Il s’agit d’un filtrage spatial lié à la taille de coupures des 
structures tourbillonnaires non résolues. 
• L’approche RANS consiste à ne simuler que l’écoulement moyen en temps. Toutes les 
fluctuations temporelles sont filtrées et leurs effets sur l’écoulement moyen sont modélisés par 
une viscosité turbulente, ce qui redéfinit complètement la notion d’échelle de longueur dans 
l’écoulement. En effet, dans les approches précédentes, les échelles de longueur étaient liées à 
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des structures représentatives de phénomènes physiques instationnaires. En revanche, les 
échelles de longueur considérées dans l’approche RANS ne sont que des moyennes à grandes 
échelles : les tailles de maille peuvent être, par conséquent, beaucoup plus importantes. 
L’avantage de cette approche est lié à son coût, très réduit : non seulement les maillages 
peuvent être plus grossiers, mais on peut souvent se contenter de calculs 2D (ce qui est 
impossible en LES et DNS). De plus, du point de vue de la résolution en temps, le fait de ne 
s’intéresser qu’à un unique état stationnaire permet de prendre des pas de temps décorrelés, 
cf. paragraphe 3.2, par rapport à la physique des phénomènes, et uniquement limités par la 
stabilité des méthodes numériques (ce qui rend extrêmement avantageuse l’utilisation de 
schémas implicites), cf. paragraphe 3.2.2. Cependant, ces approches butent sur un problème 
conceptuel : les modélisations simples (k ε− ,k ω− )donnent des résultats assez peu prédictifs, 
cf. paragraphe 2.3.7, et les modélisations plus poussées (ASM, v2f, RSM) font apparaître des 
termes que l’on ne sait pas toujours évaluer, ainsi que de nombreuses constantes à calibrer. 
2.3.3. Equations de Navier Stokes 
Les équations de Navier Stokes, tout comme les équations de conservation de masse, sont obtenues 
en effectuant un bilan sur un volume de contrôle d’une quantité, ici la quantité de mouvement. On 
présente ici aussi l’équation de conservation d’énergie. Toutes ces équations, couplées avec les 
équations de conservation de masse, présentées au paragraphe 2.2.2, forment un système 
d’équations qui permet de connaître totalement l’évolution de l’écoulement du mélange, i.e. 
l’évolution du sillage. 
 
2.3.3.1. Bilan de conservation de la quantité de 
mouvement 




, à la 
pression p , cf. paragraphe 2.4.2, un bilan sur la quantité de mouvement donne trois équations : 








+ = − + =
∂ ∂ ∂ ∂
 (2.13) 
On rappelle que la convention d’Einstein sur les indices répétés est utilisée. L’effet des forces de 
pesanteur est ici négligé. 
La matrice 
ij
τ  est appelée « tenseur des contraintes visqueuses ». Pour un fluide Newtonien, de 











La déformation d’un fluide Newtonien est donc directement proportionnelle à la force qu'on lui 











 ∂∂ ∂ = + −  ∂ ∂ ∂ 
 (2.15) 





yµ µ= ∑ . La viscosité dynamique moléculaire jµ  peut, dans le cas d’un fluide Newtonien, être 
définie à l’aide de la loi de Sutherland. Cette loi précise que la viscosité d’un fluide Newtonien ne 
dépend plus que de la température T  ; et non plus de la température et des actions mécaniques 



















Tµ µ=  est la viscosité à la température 
0
T , S  est la température de Sutherland. Pour l'air, 




kg m sµ − − −= , 
0
273,15T K=  et 110,4S K= , ce qui donne une bonne approximation sur une plage de 
températures de l'ordre de 170K  à 1900K  environ. 
 
2.3.3.2. Bilan de conservation de l’énergie 





à la pression p , un bilan de conservation sur l’énergie totale du mélange 
t
e  donne : 
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ρ
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∂ ∂ ∂ ∂ ∂
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∂ ∂ ∂ ∂ ∂
 (2.17) 
L’énergie totale du mélange 
t
e  est une combinaison linéaire des énergies totales partielles des 
espèces 
,t j




t j t j
j
e y e=∑  (2.18) 
La détermination de l’énergie totale, pour un mélange idéal est donnée au paragraphe 2.4.2. 
Le flux de chaleur 
i
q , pour un fluide de conductivité thermique κ , est donné par la loi de Fourier, 
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2.3.3.3. Bilan de conservation d’un scalaire passif 
Un scalaire passif z  est un scalaire qui est convecté et diffusé par l’écoulement sans en modifier le 














 ∂ ∂ ∂  + − =  ∂ ∂ ∂ 
 (2.20) 
 
Dans cette étude, le scalaire passif z  représente le rapport entre la concentration des particules N  
et la masse volumique du mélange ρ  : z N ρ= . Il permet de suivre la concentration des particules 
dans le sillage. 
2.3.4. Filtrage des équations de Navier Stokes 
Comme évoqué aux paragraphes 2.2.2 et 2.3.3, les équations de conservation de la masse, de la 
quantité de mouvement ainsi que de l’énergie régissent l’écoulement d’un fluide. Simuler 
numériquement un écoulement revient à résoudre ces équations sur un domaine Ω , représentatif de 
l’étude considérée, délimité par la surface ∂Ω . Ici, il s’agit de l’écoulement dans le sillage d’un 
avion. On l’a vu au paragraphe 2.3.2, lorsqu’un écoulement est turbulent, il existe plusieurs 
approches pour résoudre ces équations et les interactions entre les petites structures 
tourbillonnaires liées à la turbulence avec l’écoulement macroscopique. Dans le cadre des approches 
RANS et LES, toutes les échelles ne sont pas résolues et l’interaction turbulence écoulement 
macroscopique est modélisée. Pour cela, un traitement particulier est appliqué aux équations de 
conservation. La turbulence ayant un comportement aléatoire, il apparaît pertinent d’appliquer un 
traitement statistique. 
Dans le cadre de cette approche, il existe plusieurs opérateurs de séparation des échelles. Ceux-ci 
conduisent formellement au même système d'équations constitutives. Ils doivent également vérifier 
les axiomes de Reynolds qui postulent, que pour toute fonction ( ),if x t  et ( ),ig x t  et pour toute 









Idempotent: .fg f g=  (2.22) 















La décomposition de Reynolds consiste à écrire toute fonction f  en la somme d’une contribution 
moyenne f et d’une fluctuation f ′  : 
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 .f f f ′= +  (2.24) 









Dans le cas d’écoulements compressibles, il est avantageux d’introduire la moyenne de Favre. Il 
s’agit d’une moyenne pondérée par la masse. L’écriture des équations de conservation est alors 
considérablement simplifiée puisque de nombreux termes de corrélations ne sont plus apparents. La 







ɶ  (2.26) 
En explicitant f f f ′= +  où f ′  est la fluctuation par rapport à la moyenne de Reynolds, on 








ɶ  (2.27) 
On note en général f ′′  la fluctuation de f  par rapport à sa moyenne de Favre : 
 .f f f ′′= +ɶ  (2.28) 
Ainsi, contrairement à la fluctuation de Reynolds ( 0f ′ = par définition) la moyenne statistique de 






′′ = − ) 
Les deux principaux opérateurs de séparation des échelles sont la moyenne d’ensemble ainsi que la 
moyenne temporelle. Ils sont présentés ci-après. 
 
2.3.4.1. La moyenne d’ensemble 
Celle-ci, encore appelée moyenne stochastique ou bien encore espérance mathématique est définie, 
pour une fonction aléatoire f , par: 







f x t f x t
n
=→∞
= ∑  (2.29) 
La fonction ( )1,...,kf k n=  représente les valeurs prises par f  au cours de n  réalisations 
indépendantes du même phénomène. Il s’agit finalement de la moyenne des résultats obtenus sur n  
réalisations identiques. Cependant cette moyenne nécessite la production de nombreuses 
réalisations indépendantes, ce qui est souvent irréalisable. 
 
2.3.4.2. La moyenne temporelle 
La moyenne temporelle permet de palier le problème de la moyenne d’ensemble évoqué ci-dessus, 
en définissant l'intégration suivante: 













= ∫  (2.30) 
L'inconvénient de cette moyenne réside principalement dans la nécessité, pour l'écoulement, d'être 
permanent (définition en Annexe).  
Une version modifiée de la moyenne temporelle permet d'étendre son utilisation aux cas 
instationnaires (formulation Unsteady RANS ou URANS), c'est-à-dire pour les écoulements non 














= ∫  (2.31) 
Le temps d'intégration T  doit être « suffisamment grand » par rapport aux temps caractéristiques 
de la turbulence et « suffisamment petit » par rapport aux temps caractérisant l'évolution, à très 
grande échelle, de l'écoulement, ce qui conduit à une définition un peu floue de T . Il s’agit de 
l’hypothèse dite d’ergodicité qui permet de considérer que la moyenne temporelle est représentative 
de la moyenne d’ensemble. 
2.3.5. Equations filtrées 
Le principe de l’approche RANS consiste à moyenner au sens de Reynolds les équations de Navier 




e ) pour prendre en compte les effets de 
compressibilité. Les équations (2.3), (2.13), (2.17) et (2.20) s’écrivent alors: 
• Bilan de masse: 
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 (2.32) 
• Bilan de quantité de mouvement: 
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∂ ∂ ∂ ∂ ∂
′ ′+ = − + −
∂ ∂ ∂ ∂ ∂
 (2.33)  
• Bilan d’énergie: 
 

( ) ( ) ( ) ( ) ( ).t l t l il l l lm m l l t
l l l l l
e
u e u pu q u p u u e
t x x x x x
ρ
ρ τ τ ρ
∂ ∂ ∂ ∂ ∂ ∂
′′ ′ ′ ′′ ′′+ = − − + − −
∂ ∂ ∂ ∂ ∂ ∂
 (2.34) 
• Bilan du scalaire passif: 
  0.z z z
i z z z
i i i
u d d
t x x x
ρ ρ ρ
ρ
 ′   ∂ ∂ ∂∂    ′  + − + =    ∂ ∂ ∂ ∂   
 (2.35) 
Le filtrage des équations de Navier Stokes fait apparaître un certain nombre de corrélations. Ces 
termes turbulents, inconnus, doivent être modélisés. C’est l’objet du paragraphe  2.3.7. 
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2.3.6. Introduction d’un formalisme compact 
Dans un soucis de commodité pour la suite de l’étude, les équations (2.32), (2.33), (2.34) et (2.35) 
sont réécrites suivant une formulation intégrale, c'est-à-dire intégrées sur le domaine Ω , délimité 
par ∂Ω . En introduisant le vecteur  des quantités conservées q , on obtient une seule équation de 
conservation : 
 ( )q f ϖ .
d
d nd d
dt Ω ∂Ω Ω
Ω = − + ∂Ω + Ω∫ ∫ ∫φ  (2.36) 
Il s’agit de cette équation qu’il conviendra de résoudre numériquement, cf. Chapitre 3 . 
Dans un souci de clarté, on ne fait plus apparaître l’opérateur « moyenne » sur les grandeurs. 




















      =        
 (2.37) 






















    +  =   +      
 (2.38) 
• Le vecteur φ  est appelé flux Navier Stokes. Il contient une contribution laminaire à laquelle 
peut s’ajouter l’effet de la turbulence. Il s’agit en fait, des termes de corrélations qui 





















       = = +      
φ φ φ  (2.39) 
- Le flux des espèces 
i
y
ϕ  se décompose de la manière suivante : 
 
i yi
y i i t
dϕ ρ ϕ= ∇ +  (2.40) 







=  (2.41) 
Le nombre de Schmidt laminaire 
i
Sc  de l’espèce i  est un nombre sans dimension qui représente le 
rapport entre la diffusion de la quantité de mouvement ν  (ou viscosité cinématique) et de la 
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diffusion de l’espèce i . Il est utilisé pour caractériser les écoulements de fluides dans lesquels 







=  (2.42) 
Losque le nombre de Schmidt est très petit devant la valeur unité, 1
i
Sc ≪ , cela veut dire que la 
diffusion de l’espèce i  dans le mélange est prépondérante par rapport à la diffusion de la quantité 
de mouvement. Dans cette étude, le nombre de Schmidt laminaire est fixé à 1  pour toutes les 
espèces. 
La contribution turbulente de la diffusion de l’espèce i  est représentée par 
yi
t
ϕ . Elle est évaluée par 
le modèle de turbulence présenté au paragraphe 2.3.7. 
- Le flux de la quantité de mouvement 
u





= +φ τ τ  (2.43) 
La contribution turbulente de la diffusion de la quantité de mouvement est représentée par le 
tenseur des contraintes turbulentes ou tenseur de Reynolds 
ij
t
τ . Elle est évaluée par le modèle de 
turbulence présenté au paragraphe 2.3.7. 
- Le flux de l’énergie totale est la contribution du flux de chaleur 
c







ϕ ϕ ϕ= + u  (2.44) 
Le flux de chaleur 
c




Tϕ κ ϕ= − ∇ +  (2.45) 
La conductivité thermique du fluide κ  est reliée à la viscosité dynamique par l’intermédiaire de la 
capacité calorifique massique à pression constante 
p
c  et du nombre de Prandtl laminaire suivant la 





κ =  (2.46) 
La capacité calorifique à pression constante du mélange est déterminée par une loi polynomiale. 
Le nombre de Prandtl laminaire Pr  est un nombre sans dimension qui représente le rapport entre 




=  (2.47) 
Le nombre de Prandtl compare la rapidité des phénomènes thermiques et des phénomènes 
hydrodynamiques dans un fluide. Un nombre de Prandtl élevé indique que le profil de température 
dans le fluide sera fortement influencé par le profil de vitesse. Un nombre de Prandtl faible (les 
métaux ou liquides par exemple) indique que la conduction thermique est tellement rapide que le 
profil de vitesse a peu d'effet sur le profil de température. Dans cette étude, les nombres de Prandtl 
sont fixés à 0,708 , 6,53  et 0,713  pour l’air, la glace et la vapeur d’eau respectivement. 
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la contribution turbulente de la diffusion de la chaleur est représentée par 
c
t
ϕ . Elle est évaluée par 
le modèle de turbulence présenté au paragraphe 2.3.7. 
 










      =        
 (2.48) 
Les sources de masse 
j
y
ϖ  sont  déterminées par le modèle développé lors de cette étude et décrit 
au paragraphe 2.2.2. 
Les sources de scalaires 
z
ϖ  liées au modèle de turbulence sont explicitées dans le chapitre suivant 
2.3.7. Pour le suivi des particules de suie, puisqu’il s’agit d’un scalaire passif (il n’y a pas de 
créations ou de pertes de suies), le terme source est nul. 
2.3.7. Modélisation de la turbulence 
Comme on vient de le voir dans les paragraphes 2.3.5 et 2.3.6, la turbulence apparaît sous forme de 
corrélations, de termes turbulents, dans chacune des équations du système à résoudre. Il s’agit des 
équations de conservation de masse, de quantité de mouvement, d’énergie et de transport d’un 
scalaire passif. 
Ces termes turbulents sont la diffusion turbulente 
yi
t




τ  (relation (2.43)) et la diffusion turbulente de la chaleur 
c
t
ϕ  (relation (2.45)). 
La modélisation de la turbulence consiste à évaluer ces nouveaux termes. Pour cela, il existe 
différents modèles reposants sur différentes hypothèses. L’hypothèse utilisée dans cette étude est l’ 
« hypothèse de Boussinesq ». 
 
2.3.7.1. Hypothèse de Boussinesq 
 
• Suivant l’hypothèse de Boussinesq, la diffusion turbulente 
yi
t
ϕ  de l’espèce i  est évaluée, à 









ϕ ρ= − ∇ = − ∇  (2.49) 
Le coefficient 
t
µ  est appelé coefficient de diffusion turbulente. Il doit être évalué par le modèle de 
turbulence. A priori, celui-ci dépend des propriétés locales du champ turbulent et de divers 
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paramètres, tels que la viscosité moléculaire de l’écoulement µ  et de la distance à la paroi la plus 
proche 
p
y . La formulation précise dépendra du modèle de turbulence choisi, cf. paragraphe 2.3.7.2. 
Le nombre 
t
Sc  est le nombre de Schmidt turbulent. Dans le cadre de ce travail, ce nombre est fixé 
à 0,9 . 
 
• De même, le tenseur de Reynolds, à l’image du tenseur des contraintes visqueuses, est une 












 ∂∂  = − + −  ∂ ∂ 
τ  (2.50) 






k u u′ ′=  (2.51) 
Tout comme le coefficient de diffusion turbulente 
t
µ , l’énergie cinétique turbulente k  doit être 
évaluée par le modèle de turbulence, cf. paragraphe 2.3.7.2.  
 
• La diffusion turbulente de la chaleur 
c
t
ϕ  est évaluée, à l’image de la diffusion laminaire, par 









ϕ = − ∇  (2.52) 
Le nombre Pr
t
 est le nombre Prandtl turbulent. Dans le cadre de ce travail, ce nombre est fixé à 
0,9 .  
 
Il existe d’autres hypothèses, notamment celle sur laquelle repose « les modèles ASM » (Algebric 
Stress model). Dans l’hypothèse de Boussinesq, le tenseur de Reynolds est supposé proportionnel 
au tenseur taux de déformation  S  et plus précisément à son déviateurD , cf. paragraphe 2.3.7.2. 
Cette hypothèse est forte est présuppose que les axes principaux du tenseur de Reynolds sont 
confondus avec ceux du tenseur des déformations de l’écoulement moyen. Ceci est à peu près exact 
dans des configurations simples telles que des jets plans ou axisymétriques, couches de mélanges ou 
couches limites planes. Mais elle est d’autant plus en défaut que la courbure de l’écoulement moyen 
est importante. Les modèles ASM, qui sont une généralisation du modèle de Boussinesq, tentent de 
prendre en compte ces phénomènes. 
 
Basés sur l’hypothèse de Boussinesq, divers modèles de turbulence existent pour évaluer la viscosité 
turbulente 
t
µ  :  
- Les modèles algébriques sont des modèles qui ne nécessitent aucune équation de bilan 
supplémentaire. Toutes les propriétés du « milieu turbulent » sont liées algébriquement aux 
variables aérothermiques du champ moyen calculé. 
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- Le modèle à une équation consiste à évaluer la valeur de la viscosité turbulente à l’aide d’une 
seule propriété du « milieu turbulent »: l’énergie cinétique turbulente k . 
- Le modèle à deux équations consiste à évaluer la valeur de la viscosité turbulente à l’aide de 
deux  propriétés du « milieu turbulent »: l’énergie cinétique turbulente k  couplée à une autre 
propriété telle que la dissipation turbulente ε , une échelle de longueur caractéristique de la 
taille des plus grosses structures turbulentes (échelle intégrale) l , ou bien encore la fréquence 
de la turbulence ω . 
- Le modèle à quatre équations. Les modèles à deux équations permettent, via deux échelles 




ϕ  (cf. équation (2.52)) repose sur l’hypothèse du nombre de Prandtl 
turbulent constant. Cette hypothèse est loin d’être vérifiée expérimentalement. Des mesures  
expérimentales montrent en effet que le nombre de Prandtl turbulent varie non seulement d’un 
écoulement à l’autre mais également au sein d’un même écoulement. L’idée du modèle à quatre 
équations est d’introduire deux équations supplémentaires sur des échelles caractéristiques de la 
turbulence thermique pour évaluer une «diffusivité turbulente» 
t
α  analogue à la viscosité 
turbulente. 
Pour cette étude, c’est le modèle à deux équations qui a été utilisé et plus précisément le modèle 
k l−  présenté ci-après. 
2.3.7.2. Modèle à deux équations k-l 
Comme on l’a vu au paragraphe précédent, le modèle k l−  utilise deux équations supplémentaires, 
l’une pour l’énergie cinétique k  (2.53) et l’autre pour l’échelle intégrale l  (2.54). Il s’agit  
d’équations de transport de convection diffusion: 







+ ∇ ⋅ + =
∂
 (2.53) 












ϕ  et 
l
ϕ  sont les flux de diffusion des quantités k  et l  respectivement. 
A partir de ces deux propriétés particulières de la turbulence, toutes les autres, comme les 
coefficients de diffusion turbulents ou bien encore les composantes du tenseur de Reynolds peuvent 
être déduites. Tout comme les flux de diffusion de la masse 
yi
t
ϕ , de la quantité de mouvement 
u
ϕ  
ou bien encore de l’énergie 
t
e
ϕ , les flux de diffusion des quantités k  et l  sont composés d’une 
partie laminaire et d’une partie turbulente. L’approximation de Boussinesq est également utilisée 





















  = + ∇   
 (2.56) 









 est le nombre de Prandtl turbulent pour l . Il est fixé à 1 . 
Il reste à évaluer la viscosité turbulente 
t
µ . Pour cela, il est nécessaire de distinguer deux régions 
de l’écoulement: 
- La région loin des parois où la turbulence est pleinement développée. Elle n’est pas influencée 
par les phénomènes visqueux qui se produisent près d’une paroi (
t
µ µ≫ ). 
- La région près des parois, appelée « région pariétale » où la turbulence est amortie (
t
µ µ≪ ). 
L’évaluation de la viscosité turbulente doit ainsi tenir compte de ces deux types de région. Dans ce 
paragraphe nous présentons d’abord le modèle dit « Haut Reynolds » qui est valable lorsque la 
turbulence est pleinement développée. La partie « Bas Reynolds » présente ensuite les 
modifications apportées au modèle « haut Reynolds » afin que ce dernier soit également valable 
près des parois. 
Les sources des quantités k  et l , 
k
ϖ  et 
l
ϖ  sont évaluées par le modèle haut et bas Reynolds. 
Modèle Haut Reynolds 
Dans l’hypothèse où la turbulence est homogène et isotrope, la viscosité turbulente 
t





µ ρ=  (2.57) 
c
ν
 est une constante du modèle. 





=  (2.58) 
avec 0, 09c
µ
=  pour le modèle standard. 
D’après la théorie de Prandtl Kolmogorov, valable si les effets visqueux sont négligeables, le taux 












ε+ =  (2.59) 
où c
ε
 est une constante du modèle. 
Pour les mêmes raisons que pour la constante c
ν





=  (2.60) 









ω+ =  (2.61) 
La source 
k
ϖ  de l’énergie cinétique turbulente est égale à la production d’énergie cinétique 





Pϖ ρε= −  (2.62) 






P D kµ ρ θ= −  (2.63) 
Le tenseur d’ordre 2 D  est le déviateur (de trace nulle) du tenseur du taux de déformation 
( )TS u + u∇ ∇1 2= , qui est lui-même la partie symétrique du gradient du vecteur vitesse u∇ : 
 ( )D S u I∇1
3
= − ⋅  (2.64) 
2
ij ij
D D D=  
Le scalaire θ  est la divergence du champ de vitesse, u∇θ = ⋅ . 
Si les effets de compressibilité sont négligés, c'est-à-dire que la divergence du vecteur vitesse est 
négligeable devant la somme des composantes du déviateur au carré, i.e. 2Dθ << , alors l’équation 
(2.63) donnant la production d’énergie cinétique turbulente devient: 
 22 .
t
P Dµ≃  (2.65) 
Ainsi, la source 
k











ϖ µ= −  (2.66) 
Quant à la source  
l
ϖ  de  l’échelle intégrale l , elle s’écrit: 






l l l k k l
t
P





       = + −  − − −             
 (2.67) 
l














1,44c =  et 
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= ∇ , 
l






= ∇  
Modèle Bas Reynolds: Corrections du modèle Haut Reynolds 
Pour prendre en compte les effets d’amortissement liés à la viscosité moléculaireµ , en particulier 
au voisinage immédiat des parois, les équations (2.57), (2.59) et (2.61) sont réécrites en ajoutant 
des termes correctifs. La viscosité turbulente s’écrit désormais: 
 .
t l
f f c l k
ν ν
µ ρ=  (2.68) 






















Le coefficient α  est un coefficient de réalisabilité. Il est fixé à 0, 3α = . 
Cette fonction permet de limiter les coefficients de corrélation dans les zones de très forte 
déformation et ainsi satisfaire les contraintes de réalisabilité du tenseur de Reynolds. Il s’agit de 
conditions mathématiques sur la modélisation évitant que des comportements aberrants, de type 
énergie cinétique turbulente k  négative, se produisent. Ainsi, les termes diagonaux du tenseur de 
Reynolds, représentant des carrés de vitesses fluctuantes, doivent être positifs. Les tensions de 
cisaillement doivent, quant à elles, vérifier la relation de Cauchy-Schwartz. 
 
11 22 22
0,    0,    0.
t t t
τ τ τ≥ ≥ ≥  (2.70) 
 
12 11 22 13 11 33 13 11 33
,    ,    ,    (Cauchy-Schwartz)
t t t t t t t t t
τ τ τ τ τ τ τ τ τ≤ ≤ ≤  (2.71) 
La fonction 
v
f  simule l’effet d’amortissement dû à la viscosité moléculaire. Elle varie de zéro 
lorsque le nombre de Reynolds turbulent est très petit devant l’unité, à un lorsque ce nombre de 













 est une constante et vaut 21, 3 . 











ω ω ω κ= + = +  (2.73) 
La fonction f
ε
 simule l’effet d’amortissement dû à la viscosité moléculaire. Elle varie de zéro 
(lorsque Re 1
t














 est une constante et vaut 16,8 . 














ε ω ω κ= + = +  (2.75) 
La constante κ  est la constante de Karman, 0,4κ = . 
Ici, l’échelle de dissipation l
ε
 est supposée égale à l  avec, pour éviter des divisions par zéro, une 
borne inférieure liée à la taille de la maille δ : 
 ( )
min min
max ,  avec 0, 01 à 0,1.
l l
l l c c
ε
δ= =  (2.76) 
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Ainsi, le premier terme 
lam
ε  de l’équation (2.75) représente la dissipation directe des tourbillons par 
effets visqueux. Il est négligeable devant le second membre 
turb
ε  lorsque la turbulence est 
pleinement développée, mais il devient prépondérant au voisinage immédiat des parois (dans la 
sous couche visqueuse, cf. paragraphe 2.3.7.3): 
 
2





ε ν κ→ <<∼  (2.77) 
 
Quant à la source de l’énergie cinétique turbulente 
k














ϖ µ ρ κ
    = − +     
 (2.78) 
La source de  l’échelle intégrale  
l
ϖ , afin que près des parois l yκ= , s’écrit: 
 ( )2 2 2 2 21 2 31 1 . .tl l l l k k l
l
P
g c b g b g b g g
l l
µµ
ϖ β κ κ
σ ρε
       = − + + −  − − −             
 (2.79) 
Il est important de noter que ces corrections sont indispensables lorsque le maillage pariétal est fin, 
c'est-à-dire lorsque la première maille se trouve dans la sous couche visqueuse, sous peine d’une 
erreur grossière sur un résultat global, comme la perte de charge dans un canal. Néanmoins, elles 
ne sont pas nécessairement adaptées à d’autres régions loin des parois où le nombre de Reynolds 
turbulent est faible puisqu’elles peuvent inhiber la transition laminaire turbulent. C’est pourquoi il 
est souvent utile de faire appel à des lois de parois qui ne nécessitent pas de corrections Bas 
Reynolds. 
 
2.3.7.3. Couche limite et loi de paroi 
 
En zone pariétale, il est commode d’introduire la vitesse de frottement u
τ
, une échelle de longueur 
l
τ
, ainsi qu’une température de frottement 
τ
θ , en fonction des flux pariétaux que sont la 
contrainte de cisaillement  
p
τ  et le flux de chaleur 
p
q . Toutes ces nouvelles fonctions sont la 
combinaison d’autres variables comme la masse volumique à la paroi 
p
ρ , la capacité thermique 
massique à pression constante 
p






















=  (2.82) 
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Ces grandeurs permettent d’adimensionner les grandeurs aérothermiques traditionnelles afin de 
raisonner en valeurs pariétales représentées par le symbole « +  ». Ainsi, la distance à la paroi 
p
y  







=  (2.83) 







=  (2.84) 








=  (2.85) 
En proche paroi, région de l’écoulement où les effets visqueux sont aussi importants que les effets 
inertiels, se développe, ce que l’on appelle une couche limite. La Figure 2.7 illustre le 
développement d’une couche limite, de hauteur δ , le long d’une plaque plane.  Ce développement 
comprend une zone où la couche limite est laminaire puis une zone où elle devient turbulente entre 
coupée d’une zone de transition. Pour des écoulements le long de profils d’aile, la couche limite 
devient très rapidement turbulente. Cette dernière peut être décomposée principalement en trois 
zones: 
• La sous-couche visqueuse correspond à une zone où les valeurs de y+  sont comprises entre 0  et 
5 . L’écoulement y est de type Couette, c'est-à-dire que l’évolution de la vitesse transversale 
moyenne ( )u y  et celle de la température moyenne ( )T y  est linéaire.  
• La zone tampon est une zone de transition entre la sous-couche laminaire et la couche 
turbulente. Elle est comprise entre 5y+ ≈  et 50y+ ≈ . 
• La zone logarithmique est la zone de la couche limite turbulente où le profil de vitesse ( )u y  et 
de température ( )T y  suit une loi logarithmique jusqu’à atteindre la valeur de l’écoulement 
externe. 
 
Figure 2.7 : Schématisation du développement d’une couche limite sur une plaque plane 













Les lois de paroi permettent d’évaluer les échanges pariétaux 
p
τ  et 
p
q  ainsi que les grandeurs 
aérothermiques de l’écoulement externe dans des conditions de maillage où le centre de la première 
maille ne se situe pas dans la sous-couche visqueuse. En effet, lorsque le centre de la première 
maille se situe dans la sous-couche visqueuse, il est très facile de calculer les échanges pariétaux 
puisque la variation des grandeurs ( )u y  et ( )T y  est linéaire (cf. écoulement de Couette). 
Néanmoins mailler la sous-couche visqueuse nécessite des densités de mailles proche de la paroi très 
importantes. Par ailleurs, les maillages pariétaux fins  exigent l’utilisation des corrections bas 
Reynolds qui peuvent fausser la solution dans d’autres régions comme évoqué au paragraphe 
2.3.7.2. 
C’est dans cette logique que l’on est souvent amené à construire un maillage normal à la paroi un 
peu plus grossier. Le centre de la première maille ne se trouve alors plus dans la sous-couche 
visqueuse et il est plus délicat d’évaluer les flux pariétaux: c’est le rôle des lois de paroi. Notons, 
dès à présent, que ces lois de paroi ne sont valables que si le centre de la première maille ne se situe 




Pour développer, de façon simplifiée, le principe de fonctionnement d’une loi de paroi, on considère 
un écoulement bidimensionnel dans le plan ( )x,y . La plaque se situe le long de l’axe x . 
L’hypothèse fondamentale est de supposer que l’écoulement dans la zone proche paroi est de type 
écoulement de Couette. La viscosité laminaire, la masse volumique, la pression et la chaleur 
spécifique à pression constante du mélange sont alors supposées constantes. Seule la vitesse axiale 
x
u  est non nulle ( 0
y
u = ). De plus, les gradients normaux à la paroi sont supposés prépondérants (
x y∂ ∂ ∂ ∂≪ ). Ainsi ( )
x x
u u y= . 
Avec ces hypothèses, les équations de quantités de mouvement (2.33) se réduisent à: 




τ µ ρ µ µ
∂ ∂
′ ′= − = +
∂ ∂
 (2.86) 









µµ ∂ = +   ∂ 
 (2.87) 
En variables pariétales les équations (2.86) et (2.87) s’écrivent: 




























=  (2.90) 
L’obtention des équations (2.88) et (2.89) s’étant faite sous de fortes hypothèses (écoulement de 
Couette), il est important de correctement modéliser la viscosité adimensionnée afin d’être capable 
de décrire la zone logarithmique pour le calcul de  
x
u  dans la première maille. 
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Cette dernière s’écrit, selon le modèle de longueur de mélange de Prandtl avec fonction correctrice 
Bas Reynolds de Van Driest : 













avec L yκ+ += , (κ  constante de Karman) 
La fonction correctrice 
c





+  = − −   
 (2.92) 
Elle permet de rendre compatible cette loi de paroi avec l’utilisation d’un modèle de turbulence Bas 
Reynolds puisque ainsi, la loi a pour limite une loi type Couette laminaire. 
L’intégration des équations (2.88) et (2.89) donne deux résultats différents suivant que le centre de 
la première maille soit dans la sous-couche visqueuse ou dans la couche turbulente: 







∼  soit u y+ +=  












= + , C  étant une constante d’intégration. 
Il est désormais possible de connaître les grandeurs aérothermiques de l’écoulement dans la 
première maille quelque soit le raffinement du maillage pariétal, ainsi que des flux pariétaux 
p
τ  et 
p




Fin ( 1y+ = ) 
• Evaluation des flux pariétaux 
très bonne et facile (zone 
laminaire, écoulement de 
Couette) 
• Nécessité d’activer la 
correction bas Reynolds du 
modèle de turbulence 






• Gain en terme de mailles 
• La correction bas Reynolds 
peut être désactivée 
• Nécessite une loi de paroi qui 
peut manquer de précision 
sur le calcul des flux 
Tableau 2.1: Tableau récapitulatif des avantages et inconvénients de l’utilisation de maillages pariétaux fins et plus 
grossiers 
Le Tableau 2.1 résume les avantages et les inconvénients de l’utilisation de maillages pariétaux fins 
et plus grossiers. 
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2.4. Modélisation de la thermodynamique de 
l’écoulement 
La modélisation de la thermodynamique permet de fermer le système d’équations bilan, présenté au 
paragraphe 2.3.3. Le volume massique du mélange correspond à la somme des contributions de 
chaque espèce. Ces espèces possèdent un comportement qui diffère selon qu’il s’agisse d’un gaz, 
d’un liquide ou d’un solide. Leur volume massique n’est pas régi par les mêmes lois de variation. Il 
en est de même pour leur énergie. C’est l’objet de cette section. 
2.4.1. Equation d’un corps pur 
2.4.1.1. Loi d’état d’un gaz parfait 
La loi d’état d’un gaz parfait de volume massique 
j
v , de masse molaire 
j
Μ  à la pression p  et à la 










R  est la constante des gaz parfait 1 18.314 . .R J K mol− −=  
 
2.4.1.2. Loi d’état d’un fluide faiblement 
compressible 
La loi d’état d’un fluide faiblement compressible de volume massique 
j
v  à la pression p  et à la 




















v  est le volume massique de référence de l’espèce j  dans des conditions de température et de 
pression de référence 
ref
























 ∂  =   ∂  
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=  et le coefficient 
de compressibilité à température constante est 105.10
ref
β −= . 
 
2.4.2. Propriétés thermodynamiques d’un mélange 
idéal 
2.4.2.1. Pression du mélange 
La pression p  d’un mélange idéal, correspond à la somme des pressions partielles 
j
p  de chaque 









= ∑  (2.95) 
 
2.4.2.2. Energie totale d’un mélange idéal 
Pour un mélange idéal, l’énergie interne 
,t j
e  d’une espèce correspond à celle prise par l’espèce, 








t j t j
j
e y e= ∑  (2.96) 
On rappelle que l’énergie totale 0
,t j
e  est la somme de l’énergie interne 0
j
e  et de l’énergie cinétique : 





t j j i




e  s’écrit en fonction de l’enthalpie massique 0
j
h , de la pression p  du mélange et 
du volume massique 1
j j
v ρ=  : 
 0 0 .
j j j
e h pv= −  (2.98) 




















































h h T p c dT v T dp
T
 ∂  = + + −   ∂ 
∫ ∫  (2.103) 
 
Energie interne d’un gaz parfait 









et l’expression (2.100) devient : 





h h T p c dT= + ∫  (2.105) 
Ainsi, d’après l’expression (2.98), on obtient : 
 ( )0 0 0,, .
ref
T
j j ref ref p j j
T
e h T p c dT pv= + −∫  (2.106) 
avec 
, ,p j v j j
c c r− =  
et 
j
r  la constante de Mariotte 
j j
r R M= , on obtient finalement : 
 ( )0 0 ,, .
ref
T
j j ref ref v j
T






c dT∫  est approchée par une méthode polynomiale. 
 
Energie interne d’un liquide faiblement compressible 
En ce qui concerne l’enthalpie massique d’un liquide faiblement compressible, l’expression (2.100) 
devient : 







h h T p c dT v T dp
T
 ∂  = + + −   ∂ 







, ln 1 .
ref
T j ref ref ref
ref ref p ref ref
T
v T T





   = + + − −






c dT∫  est approchée par une méthode polynomiale. 
 
Chapitre 2 -Modélisation  
 70
 
Pour conclure ce Chapitre 2 , dans le cadre de cette étude qui porte sur la simulation numérique 
des processus microphysiques dans le sillage turbulent d’un avion en vol de croisière, le système 
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 ∂ ∂∂  + − =  ∂ ∂ ∂ 
 ∂ ∂ ∂  + − = ∂ ∂ ∂  
 ∂ ∂ ∂  + − = ∂ ∂ ∂  
( )
( ) ( ) ( ) ( )
2
.
Trois équations de conservation de la quantité de mouvement:
,  1, 3
Une équation de conservation d'énergie:
.
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+ = − + =
∂ ∂ ∂ ∂
∂ ∂ ∂ ∂ ∂
+ = − −
∂ ∂ ∂ ∂ ∂
( )
( )
convection diffusion d'un scalaire passif:
0.
























 ∂ ∂ ∂  + − =  ∂ ∂ ∂ 
∂
+ ∇ ⋅ + =
∂
∂






Ce système d’équations peut se mettre sous le formalisme compact suivant : 
 ( )q f ϖ .
d
d nd d
dt Ω ∂Ω Ω
Ω = − + ∂Ω + Ω∫ ∫ ∫φ  (2.111) 
avec 
 q f ϖ
, 1,3
, 1,3
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      =        
 (2.112) 
L’outil numérique utilisé pour résoudre ce système d’équations est le code CEDRE développé à 
l’ONERA. Il est utilisé dans de nombreux domaines d’application comme l’aérodynamique, 
l’aéroacoustique ou bien encore la combustion (Huet, Vuillot et Rahier, 2008), (Murrone et 
Scherrer, 2005) et (Tesse et al., 2006). Ce dernier permet l’utilisation de maillages non structurés 
généralisés. Ce type de maillage est le mieux adapté lorsque les géométries à mailler sont 
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complexes, puisqu’il en facilite la mise en œuvre. Une utilisation pour des études d’écoulements 
autour d’avions commerciaux, dans un contexte industriel, est ainsi envisageable. 
Les méthodes numériques utilisées par cet outil pour la résolution des équations sont présentées 





CHAPITRE 3  METHODES 
NUMERIQUES 
 
La résolution numérique du système d’équations (2.111) présenté dans le paragraphe 2.3.6 se fait 
principalement en deux étapes distinctes qui sont la discrétisation spatiale présentée, au 
paragraphe 3.1, et l’intégration temporelle qui fait l’objet du paragraphe 3.2. 
3.1. Discrétisation spatiale 
La discrétisation spatiale permet de transformer les équations continues aux dérivées partielles 
(EDP) de Navier Stokes (système (2.36), paragraphe 2.3.6) en équations différentielles ordinaires 
(EDO), cf. Annexes. Le système initialement continu devient ainsi discret. 
Pour cela, un maillage discret du domaine continu Ω , à modéliser, doit être créé. Ce maillage est 
constitué  d’un nombre fini d’entités géométriques appelées « cellules » ou bien encore « mailles ». 
Ces cellules sont délimitées par des faces, elles mêmes constituées de sommets ou de points. 
Il existe trois principaux types de discrétisation des équations aux dérivées partielles sur un 
maillage discret en mécanique des fluides : 
• Les différences finies. Ces méthodes fonctionnent bien sur des maillages réguliers, et permettent 
d’atteindre des précisions d'ordre élevé. Elles ne permettent néanmoins pas de s'assurer que les 
flux intégraux sont conservés. De même, elles ne permettent pas de traiter des géométries 
complexes. 
• Les volumes finis. On utilise la forme intégrale des équations sur chaque volume élémentaire. 
Cela garantit la conservation des flux et permet de traiter des géométries complexes, mais il est 
plus difficile d'augmenter l'ordre des schémas. 
• Les éléments finis. Ces méthodes exigent l’introduction d’une fonction test (un polynôme 
d'ordre faible), les équations sont ensuite intégrées et les résidus minimisés. Cela permet de 
traiter des géométries complexes (maillages composés de tétraèdres), et la validité 
mathématique des équations est bien démontrée. 
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Le code CEDRE, choisi pour mener cette étude, est basé sur une approche « volumes finis » qui 
consiste à effectuer les bilans des différentes grandeurs de l’écoulement sur des volumes de contrôle. 
Ces derniers peuvent être définis de plusieurs façons : 
- Les volumes de contrôle coïncident avec les cellules du maillage. Il s’agit d’une approche « cell 
centered ». Les quantités q  sont alors les quantités conservatives moyennes de la cellule. Cette 
approche est la plus simple car elle ne nécessite pas la reconstruction d’un maillage dit 
« dual ». 
- Le volume de contrôle est associé à une arête. Il est alors constitué de la réunion des 
barycentres des triangles adjacents à cette arrête avec les sommets de celle-ci. On parle alors 
d’éléments barycentriques. 
- Une troisième méthode consiste à associer à chaque sommet du maillage le volume s’appuyant 
sur les centres de gravité des triangles ayant ce sommet en commun. 
- La quatrième méthode est une variante de la troisième. En effet, est associé à chaque sommet 
du maillage le volume s’appuyant sur les milieux des arrêtes ayant ce sommet en commun. 
Le code CEDRE utilise une approche « cell centered ». 
3.1.1. Espace discret et bilan discret 
Afin de résoudre numériquement l’évolution de l’écoulement dans le domaine Ω  délimité par la 
surface ∂Ω , ce dernier est découpé en un nombre fini de sous ensembles appelés mailles ou cellules. 
Ces mailles permettent de définir des volumes de contrôle sur lesquels peuvent être  effectués les 
bilans des différentes grandeurs caractéristiques de l’écoulement, cf. paragraphe 3.1. 
Pour une cellule interne i  du domaine, on note 
i
υ  l’ensemble des cellules ayant une face en 
commun avec cette dernière. Cet ensemble constitue le premier voisinage de la cellule i . Par 
extension, le second voisinage de la cellule i  sera l’ensemble des cellules ayant une face en commun 
avec les cellules appartenant au premier voisinage. Le domaine étudié est alors constitué de 
int
m  
cellules internes ainsi que 
lim
m  cellules limites. Ces cellules limites sont fictives puisqu’elles ne font 
pas partiez du domaine Ω  proprement dit mais sont nécessaires afin de rendre compte de 
l’interaction de l’écoulement avec l’ « extérieur ». L’ « extérieur » peut être représenté par une 





Figure 3.1 : représentation du découpage du domaine Ω  en un nombre fini de cellules 
Le système d’équations (2.111) sur le volume de contrôle 
i
V  constitué par la cellule i  peut alors 
s’écrire : 











 sont respectivement les flux hyperboliques (Euler) et les flux dissipatifs (Navier Stokes) 
entrant dans la cellule i  en provenance de la cellule voisine j  et ϖ
i
 la densité moyenne de source : 
 E fn n ϖ ϖ,    ,    .
ij ij i
i j i j i i
A A V
dA dA V dV
← ←
= − = − =∫ ∫ ∫Φ φ  (3.2) 
Les sources ϖ
i i
V  peuvent, en pratique, être évaluées comme une somme de contributions dans des 
sous cellules de volume 
ij
V associées aux faces où la densité moyenne de source est ϖ
ij
 : 
 ϖ ϖ .
i i ij ij
j
V V=∑  (3.3) 
En adoptant cette formulation, les bilans (3.1) deviennent : 




= + +∑ Φ
i
 (3.4) 
En supposant le maillage fixe on a : 




= + +∑ Φ
i
 (3.5) 
Cette façon de procéder permet de réunir dans une même unité de traitement les flux et les 
sources. 
Pour les cellules limites, indicées l , l’évolution des états q
l








Cellule limite « fictive » 














 est une matrice de dimension  
q
n  contenant les temps de relaxation associés à la cellule limite 
l . 
lΛ  est un vecteur de dimension qn  contenant les paramètres liés à la condition limite utilisée. 











Cette écriture est valable pour des conditions limites de type entrée/sortie, paroi et symétrie 
notamment. 
Les équations différentielles ordinaires valables pour les cellules internes (3.5) et aux limites (3.7) 
peuvent se rassembler au sein d’un formalisme global : 
 ( )MQ F Q .=ɺ  (3.8) 
La matrice Μ  est diagonale par blocs. Elle contient les volumes des cellules internes et les temps 

























































⋮ ⋱ ⋮ ⋮ ⋮
⋮ ⋱ ⋮ ⋮ ⋮
… … … …
… … …
⋮ ⋮ ⋱ ⋮
… … … ⋮
(3.9) 
i
V  représente le volume de la cellule i , I
q
n




n  représente le nombre de grandeurs conservées. Dans notre étude 10
q
n = . Il y a en effet trois 















uρ  et 
3
uρ ), une équation de conservation de l’énergie totale (
t
e
ρ ), deux équations pour le 
modèle de turbulence ( kρ  et lρ ) et enfin une équation pour le scalaire passif représentant les suies 
( zρ ). 
Q  représente l’ensemble des quantités conservées. Il s’agit d’un vecteur contenant ( )int limm m+  





























                 
  = =   





  (3.10)              
Ainsi, Q
1
 est un vecteur contenant l’ensemble des quantités conservées de la cellule numéroté 1  
soit 
q
n  grandeurs. 
On utilisera indifféremment le vecteur des quantités conservées Q  ou le vecteur des variables 
primaires U  puisqu’il y a équivalence entre ces deux vecteurs. 




















































          
                  = =                     













































 est un vecteur contenant l’ensemble des flux de la cellule numéroté 1  soit 
q
n  




 est un vecteur contenant l’ensemble des temps caractéristiques lié à la cellule limite 
numéroté 
int
1m + . 
( ) ( ) ( ) ( )Fk k k ki j i j i j i jf ϕ ϖ← ← ← ←= + +  représente la somme des contributions des flux Euler, Navier 
Stokes et sources de la quantité conservative k  des faces j  constituants la cellule i . 
La discrétisation spatiale permet d’évaluer les déséquilibres c'est-à-dire les flux aux interfaces. Elle 
peut s’effectuer à différents ordres. Plus l’ordre est élevé et plus l’évaluation des flux (déséquilibres) 
est précise.  
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Evaluer les flux à l’ordre 1  de la cellule i  nécessite seulement la connaissance des grandeurs 
conservatives dans les cellule i . 
Evaluer les flux à l’ordre 2  de la cellule i  nécessite la connaissance des grandeurs conservatives 
dans les cellule i  et dans les cellules de son premier voisinage 
i
υ . 
Evaluer les flux à l’ordre 3  de la cellule i  nécessite la connaissance des grandeurs conservatives 
dans les cellule i , dans les cellules de son premier voisinage 
i
υ  ainsi que dans les cellules 
constituants le premier voisinage de toutes les cellules appartenant à 
i
υ . 
Ainsi, monter en ordre nécessite de connaître toujours plus loin les cellules voisines de la cellule i . 
En maillage non structuré, utilisé dans cette étude, il est relativement facile de déterminer les 
cellules du premier voisinage de la cellule i  mais il est extrêmement complexe de déterminer son 
deuxième voisinage. C’est pourquoi, la discrétisation spatiale est ici d’ordre 2 . 
Elle se décompose en trois étapes successives : l’interpolation des grandeurs moyennes de maille à 
droite et à gauche des interfaces, l’évaluation de ces grandeurs aux interfaces et enfin le calcul du 
flux numérique proprement dit. Ces étapes sont détaillées aux paragraphes 3.1.2.1, 3.1.2.2, 3.1.2.3 
et 3.1.2.4. 
3.1.2. Evaluation des flux numériques 
 
3.1.2.1. Méthode d’interpolation des grandeurs 
 
Cette étape permet d’interpoler la valeur moyenne des grandeurs conservatives connue au centre 
des cellules au niveau de leur interface commune. 
En maillages structurés généraux, la face constitue l’entité géométrique de base. En effet, 
contrairement aux mailles qui peuvent posséder un nombre quelconque de faces, une face sera 
toujours en contact avec deux cellules. Elle constitue alors leur interface commune. En outre, c’est 




Figure 3.2 : Schématisation de deux cellules voisines et de leur interface commune, sur laquelle doit être évalués les flux 
La Figure 3.2 permet d’illustrer un certain nombre de points possédant des caractéristiques 
géométriques particulières : 
• G
i
 et Gj  sont les centres de gravité des cellules i  et j . 
• K  est le centre de la face commune aux cellules i  et j , d’aire A  et de normale extérieure n . 
• H  est le point de courbure de la face, défini à partir de la projection de K  sur la droite 
( )G Gi j . 
Y sont également représentés les vecteurs unitaires orthogonaux a et b , respectivement colinéaires 
aux droites ( )G Gi j  et ( )HK . 
A partir de ces entités, trois grandeurs scalaires sont construites afin d’apprécier les irrégularités 
géométriques locales, au niveau de chaque interface : 
• La non orthogonalité : ( )1 1 cos ,a nα = − , ce critère permet de savoir si la droite reliant les 
centres de gravité des deux cellules est orthogonale à leur interface commune. 





α = − , ce critère permet d’évaluer la courbure de la courbe reliant les 
points K , G
i
 et Gj . Plus cette valeur est importante et moins ces points sont alignés. 








= , ce critère permet d’évaluer la différence de dimensions 
entre les deux cellules. 
Il est important de noter que les méthodes numériques, développées ci-après, sont optimales dans le 
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ces critères peuvent avoir des valeurs importantes et dégrader la qualité de grandeurs aux 
interfaces et donc la solution recherchée (Leterrier, 2003). 
Interpolation linéaire d’ordre 2 




 à droite et à gauche de l’interface commune 
aux deux cellules sur laquelle doit être calculé le flux. L’état u
i
 correspond à l’état moyen  de la 
cellule i . L’état u
j
 correspond à l’état moyen  de la cellule j .  
Les grandeurs u  correspondent aux variables naturelles qui se déduisent des variables conservatives 
q  : 
 ( ) ( )q q u u u q .= ⇔ =  (3.12) 
 
Figure 3.3 : Schéma d’interpolation des états à l’interface.[a] : Interpolation d’ordre 1. [b] : Interpolation d’ordre 2 




 de part et d’autre de la face 





, aucune opération d’interpolation n’est nécessaire, et la discrétisation spatiale 
est dite « d’ordre 1 », Figure 3.3[a]. L’inconvénient de cette méthode est qu’elle rend les schémas 
de discrétisation spatiale très diffusifs, cf. Annexe. Afin d’éviter une diffusion numérique excessive 
qui peut être souvent rédhibitoire, il est nécessaire de monter en ordre. Pour cela, les grandeurs 




 sont interpolées linéairement jusqu’à l’interface, là où doivent être 
calculés les flux (résolution du problème de Riemann), Figure 3.3[b]. 
Le modèle fondamental d’interpolation adopté est une représentation linéaire par cellule. Ce dernier 
s’écrit en un point quelconque M  de la cellule de coordonnées r  et en prenant comme origine un 
point quelconque X  fixe de coordonnées r
X
: 
 ( ) ( ) ( )( )u r u r u r r r∇ .X X X= + −  (3.13) 
En intégrant l’expression (3.13) sur le volume de contrôle, on obtient : 
Interface 


















  = + −    
∫ ∫  (3.14) 











=∫  où G  est le centre de gravité du volume de 
contrôle. 
D’où, ( ) ( )( )u u r u r r r∇ .X X G X= + −  (3.15) 
Ainsi, la moyenne de maille s’identifie à la valeur prise au centre de gravité de la cellule (
( )u u rX=  lorsque r rG X= ) 
L’expression (3.13) se réécrit alors : 
 ( ) ( )u r u u r r∇ .G G G= + −  (3.16) 
La valeur u
G
 au centre de gravité s’identifie à la moyenne de maille donnée par la résolution du 
système des équations de Navier Stokes. Les gradients  moyens de maille u∇
G
 sont des variables 
dérivées qui doivent être évaluées et font l’objet de la section suivante. 
 u u u u u u∇ ∇   et    .
Ki i i i Kj j j j
G K G K= + ⋅ = + ⋅  (3.17) 
Calcul du gradient moyen de maille 




 il est donc nécessaire d’évaluer le gradient moyen de 
maille. Plusieurs méthodes existent notamment la méthode de Green et celle des moindres carrés 
qui sont présentées ci-dessous. 
 
• Formules de Green : 
La méthode est issue du théorème du flux-divergence, aussi appelé le théorème de Green-
Ostrogradski. Ce dernier relie la divergence d'un champ vectoriel à la valeur de l'intégrale de 
surface du flux défini par ce champ. Il énonce ainsi que le flux d'un vecteur à travers une surface 
fermée est égal à l'intégrale de la divergence de ce vecteur sur le volume délimité par cette surface. 
Soit : 
 ( )u u n∇ .d r dA
Ω ∂Ω
Ω =∫ ∫  (3.18) 
En supposant u  continue le long du contour ∂Ω , on peut écrire : 








∇ = ∑ ∫  (3.19) 
On notera que les gradients moyens de maille seront assimilés au gradient calculé au centre de 
gravité de la cellule. 
Or, on peut exprimer ( )u r sur chaque face ijA  en fonction de sa valeur au centre K  de la face : 
 ( ) ( )u u u r r∇k k kr = + −  (3.20) 
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Ainsi, (3.19) s’écrit : 
 ( )u u u r r n∇ ∇ .
ij
i





 = + −
 ∑ ∫  (3.21) 
Afin de décomposer cette expression en trois sous ensembles, dont certains pourront être négligés 
dans certaines configurations, on interpole une seconde fois pour se placer au point de courbure H
 : 
 ( ) ( )u u u r r u u b.∇ ∇H k k H k k kHK= + − = +  (3.22) 
Avec u
H





 u u u .
j i
H i j
i j i j
HG HG
GG GG
= +  (3.23) 
D’où, ( )u u u b∇ .k H kHK= −  (3.24) 
(3.21) s’écrit alors : 
 ( ) ( )u u u b u r r n∇ ∇ ∇ .
ij
i





 = − + ⋅ −
 ∑ ∫  (3.25) 
Les deux premiers membres de cette intégrale ne dépendant pas de la variable d’intégration, on a : 
 ( ) ( )u u n u b n u r r n∇ ∇ ∇ .
ij
i i i
i H ij k ij k k
A
j j j
V A HK A dA
υ υ υ∈ ∈ ∈
 = + + −
 ∑ ∑ ∑ ∫  (3.26) 
Le premier terme du second membre ne dépend que de la géométrie, de la moyenne de la maille 
courante ainsi que des moyennes dans les cellules voisines. Le deuxième terme s’annule lorsque la 
courbure est nulle, c'est-à-dire lorsque le point de courbure H  est confondu avec le centre de la 
face 
ij
A . Pour un maillage quelconque, le deuxième et le troisième terme ne peuvent pas être 
négligés. Il faut donc en tenir compte pour évaluer correctement le gradient moyen de maille. Or le 
gradient u∇
k
 présent au deuxième et troisième terme est égal, à l’ordre 1 , au gradient moyen de la 
maille. La substitution du gradient de maille en G  au gradient en K , se traduit donc par une 
erreur à l’ordre 1  mais donne un résultat consistant, cf. Annexe. 
Le calcul de u∇  s’effectue en résolvant un système linéaire de taille ( 3 3× ) pour chaque cellule. 
Néanmoins, des maillages comportant des effets de courbure importants peuvent conduire à une 
matrice singulière. Pour éviter de se trouver dans cette situation, on applique une limitation au 
terme de courbure rendant alors le calcul du gradient non-consistant. 
 
• Formules des moindres carrées :  
Cette méthode constitue une alternative à la méthode de Green et consiste à rechercher la 
reconstruction linéaire qui minimise, au sens de la norme euclidienne, la différence entre les valeurs 
interpolées par la reconstruction et les valeurs discrètes utilisées pour l’évaluation des flux. Ce 
procédé, introduit par T.J. Barth (Barth et Frederickson, 1990) et détaillée dans la thèse de N. 
Leterrier (Leterrier, 2003) permet, dans le cas simplifié de l’équation de convection-diffusion, 




Par cette méthode, le calcul du gradient est toujours consistant. Cependant, cette dernière peut se 
révéler parfois instable, notamment sur des maillages triangulaires ou composés de tétraèdres. On 
peut empêcher ces instabilités a posteriori en appliquant une limitation isotrope au gradient de 
maille calculé, mais le limiteur prévu à cet effet par P. Villedieu (Villedieu, 1996) induit alors une 
dissipation supplémentaire très importante qui affecte significativement la précision de la méthode 
numérique. 
Limiteur 
Les schémas dits à « haute précision » c'est-à-dire d’ordre 2  ou supérieur en espace, permettant de 
palier à une diffusion excessive des schémas d’ordre 1 , sont peu stables et engendre des 






 peuvent ne 




. Le limiteur de pente a pour but de remédier à ces 
défauts. Il a été introduit par Van Leer en 1977 (Van Leer, 1977). Il consiste à introduire des 
fonctions non linéaires Ψ  destinées à limiter les pentes des interpolations et à ainsi rendre, aux 
schémas numériques, leur caractère TVD (Total Variation Diminuishing), (Hirsh, 1988). Cela 
permet d’assurer la monotonie entre les valeurs moyennes et les valeurs interpolées, cf. Figure 3.4.  
  
Figure 3.4 : Schéma d’interpolation d’ordre 2 des états à l’interface. [a] : sans limiteur. [b] : avec limiteur 
Les valeurs à gauche et à droite limitées s’écrivent : 
 ( )( )u u u u u u u u
,
, .
i l i i i i i
K K B K K B K
= − Ψ − − −  (3.27) 
 ( )( )u u u u u u u u
,
, .
j l j j j j j
K K B K K B K
= − Ψ − − −  (3.28) 
où u
B
 est l’une des moyennes définies par (3.29) 
La forme de la fonction Ψ  dépend du limiteur utilisé. 




, min 2 1, 1 .Cψ
 +  = − −   
 
Interface 
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Limiteur Superbee : ( )
X Y X Y
X Y
X X
, min max 2 1, 3 , 1 .Cψ
   + + = − − −    
 
Limiteur Van Leer : 
( )
( )
X Y X Y






+ − − −
+ + − −
 
C  est une constante appelée paramètre de décentrement qui prend généralement la valeur 0,5  
 
3.1.2.2. Evaluation des états aux interfaces 
 




 constitue une bonne approche pour obtenir très 
simplement et à moindre coût, une évaluation modeste de l’état intermédiaire. La valeur de la 
moyenne arithmétique u
B
 est donnée par la relation : 
 u u u .
B i i j j
α α= +  (3.29) 
Avec 1
i j
α α+ =  et 0, 0
i j
α α≥ ≥ . 
Nous nous intéressons ici à deux choix particulier des coefficients 
i
α  et 
j
α : 





α α= =  (3.30) 
L’ordre 2  est atteint si le maillage est homogène (
i j
HG HG= ) et si la courbure est nulle ( 0HK = ) 
• Dans le second cas, B  s’identifie à H , c’est une moyenne barycentrique. 
    et   .
j i
i j
i j i j
HG HG
GG GG
α α= =  (3.31) 
L’ordre 2  est atteint  dès que la courbure est nulle. Ainsi, cette approximation de la moyenne de 





Malgré sa précision en général assez médiocre, la moyenne arithmétique est intéressante puisque : 
- Son calcul est très simple (il ne fait pas intervenir les gradients moyens de maille) et pourra 
être utilisé dans tous les cas où une précision modeste suffit comme l’évaluation de quantités 
dépendant peu de l’état, par exemple les coefficients de diffusion. 




. Elle est donc monotone, ce 
qui rend son usage utile comme valeur de référence pour les limiteurs par exemple. 
- Moyennant certaines précautions, elle pourra servir dans l’évaluation des gradients moyens de 
mailles par la formule de Green. 
 




Parmi les nombreuses méthodes existant pour le calcul des flux Euler f , cf. paragraphe 3.1.1, nous 
nous intéressons ici aux schémas de type flux difference splitting (FDS) qui utilisent un opérateur 






. L’expression de cet état 
intermédiaire noté u
K
 est donné dans le paragraphe 3.1.2.2. Il s’agit de schémas dérivés du schéma 
de  Roe.  
Le flux Euler calculé à l’interface, suivant un schéma de Roe fRoe , est donné par : 
 
( ) ( )
( )
( ) ( )f u f u f u f u
f J u .
2 2
i j i j




= +  (3.32) 
Le flux Euler calculé à l’interface, suivant un schéma de ODF fODF , est donné par : 
 
( ) ( )
( )( )
( ) ( )f u f u f u f u
f J usgn .
2 2
i j i j




= +  (3.33) 
la décomposition du jacobien introduite par D. Dutoya et M.P. Errera (Dutoya et Errera, 1992) 
permet un calcul relativement simple du Jacobien.  
Ainsi, ( )F F u u u, , .
i j
i j i j K K K← ←
=  
 
3.1.2.4. Détermination des flux diffusifs 
 
Les Flux diffusifs 
i j←
Φ , cf. paragraphe3.1.2.1, sont calculés à partir du gradient à l’interface u∇
k
  
Evaluation du gradient d’interface 
L’évaluation des flux numériques de Navier Stokes exige la connaissance des gradients aux 
interfaces. Une première évaluation possible repose sur une simple moyenne arithmétique des 
gradients identique à celle définie pour le calcul de l’état u
K
 : 
 u u u∇ ∇ ∇ .
B i i j j
α α= +  (3.34) 
Plus précisément, on prendra ici la moyenne barycentrique (pondération au barycentre H ) qui 
donne la meilleure précision soit :  
 u u u∇ ∇ ∇ .j i
H i j
i j i j
HG HG
GG GG
= +  (3.35) 
Afin de monter en précision, de nombreux schémas ont été élaborés. Néanmoins, ces derniers 
exigent une régularité minimale du maillage et sont non applicables sur des maillages non 
structurés généralisés, cf. paragraphe 3.1.1. Dans son travail de Thèse, N. Leterrier (Leterrier, 
2003) propose un schéma suffisamment polyvalent pour pouvoir s’adapter à n’importe quel type de 
maillage non structuré et qui a la particularité d’être aisément paramétrable selon les irrégularités 
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locales du maillage. Cela permet d’éviter que des singularités n’entraînent des instabilités ou des 
pertes de précision. La forme de schéma d’interpolation aux interfaces est alors donnée par : 
 
u u
u u u a∇ ∇ ∇ .j i





 = + − 
  
 (3.36) 




ν  et 
g
θ  sont  des variables locales. Ces variables 
locales sont susceptibles de changer à chaque interface considérée, ce qui permet de construire des 
schémas adaptatifs aux irrégularités locales. Cette famille de schémas à deux paramètres est 
applicable en dimension quelconque. 
Le schéma pour la diffusion de termes scalaires est donné par :  
 n n a
a n










θ  est un réel constant pour tout le maillage. 













θ  − = + − 
  
 (3.38) 
Les coefficients des lois physiques (viscosité, conductivité thermique, diffusion des espèces) sont, 
quant à eux, évalués à l’état moyen u
K
. 
Ainsi, ( )u u∇,i j i j K k← ←=Φ Φ  
 
La discrétisation spatiale du système (3.8) est terminée, tous les termes dépendant de l’espace sont 
désormais connus. Le système ne dépend plus que de la variable temps t . L’intégration temporelle 
du système peut alors être effectuée. Elle fait l’objet du paragraphe suivant 3.2. 
3.2. Intégration temporelle  
L’intégration temporelle a pour but de résoudre le système d’équations ordinaires (3.8) en 
remplaçant la solution exacte ( )Q t  par une suite de valeurs discrètes. Entre les deux instants nt  et 
1n
t
+ , l’intégration temporelle de (3.8) consiste à évaluer :  






















ɺ  et 1n nt t t+∆ = − . 
Il existe de nombreuses méthodes numériques pour intégrer ce système. Parmi elles, on peut 
distinguer tout d’abord les méthodes dites « explicites » des méthodes « implicites ». Ces deux 
méthodes peuvent être à un pas, multi évaluations, ou multi pas (Cf. Figure 3.5). Les méthodes à 
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un pas effectuent l’intégration du système en utilisant seulement les états aux instants physiques 
n
t  et 1nt + , contrairement aux méthodes multi pas qui utilisent des instants antérieurs à nt . Les 
méthodes à un pas peuvent néanmoins gagner en précision en utilisant des états intermédiaires 
calculés entre les temps nt  et 1nt +  (multi évaluations). Ces états intermédiaires n’ont pas de 
signification physique mais permettent d’obtenir un meilleure évaluation de l’état au temps 1nt + . A 
la différence des méthodes à un pas, les méthodes multi pas nécessitent autant de conditions 
initiales qu’ils n’ont de pas. Ainsi, une méthode à deux pas aura besoin de deux conditions initiales. 
Ces conditions initiales supplémentaires, qui n’ont, elles non plus, pas de signification physique, 
doivent être correctement choisies pour qu’elles n’induisent pas de perturbations dans la solution 
calculée. 
 
Figure 3.5 : Schématisation des méthodes à un pas multi étapes et des méthodes multi pas à une étape 
3.2.1. Méthodes explicites 
Ces méthodes sont les plus immédiates et les plus simples à mettre en œuvre puisque le calcul de 
l’état au temps 1nt +  ne fait intervenir que l’état au temps nt . L’inconvénient de ces méthodes est 
leur limite de stabilité souvent très réduite car fortement conditionnée par une contrainte dite CFL
  (Courant Friedrichs lewy). Pour un problème monodimensionnel, où la vitesse convective est 















Méthodes à un pas multi étapes (deux étapes)
Méthodes multi pas (deux pas) une étape
Etat intermédiaire












La méthode explicite la plus connue est celle d’Euler qui s’écrit : 
 ( )MQ F Un=ɺ  (3.42) 
La matrice M  étant diagonale, la résolution de ce système (3.42) ne nécessite pas une mise en 
œuvre lourde et coûteuse. Néanmoins, la méthode d’Euler est peu précise car seulement d’ordre 1  
en temps et son domaine de stabilité est extrêmement réduit. 
La méthode de Runge Kutta propose, en plus du schéma Euler, une évaluation supplémentaire 
entre les temps nt  et 1nt + . Il s’agit donc d’une méthode à un pas et deux étapes. Ceci permet 
d’augmenter le domaine de stabilité de la méthode Euler et de la rendre plus précise. La méthode 




MQ F U Q Q Q











  = = + ∆ 
 




Pour 0.5θ = , la méthode est précise à l’ordre 2  et la stabilité est obtenue pour un pas de temps 
tel que 0.5
max
CFL <  
Ces méthodes étant à un pas et calculant l’état au temps 1nt +  en ne faisant intervenir que l’état au 
temps nt , donnent, à chaque pas de temps, la solution exacte du problème discrétisé. Elles sont 
donc couramment utilisées pour la résolution de phénomènes instationnaires (dont la solution 
physique varie avec le temps) lorsque l’on s’interesse à leur évolution entre deux états par exemple.  
3.2.2. Méthodes implicites 
A la différence des méthodes explicites très contraignantes en terme de 
max
CFL , les méthodes 
implicites permettent d’obtenir une plage de stabilité beaucoup plus importante avec des 
max
CFL  
bien plus élevés et même parfois infiniment grand. On parle alors de schémas inconditionnellement 
stables. Plus le 
max
CFL  est grand et plus il est possible d’utiliser des pas de temps de résolution 
grand. Ce qui n’est pas forcément recherché lorsque l’on s’intéresse à un phénomène instationnaire 
dont le temps caractéristique est petit, mais qui peut être très avantageux lorsque l’on s’intéresse 
uniquement à un état stationnaire (qui ne varie pas avec le temps) d’un écoulement dans une 
canalisation à débit constant par exemple. L’implicitation du schéma temporel permet ainsi 
d’accélérer la convergence du système à résoudre vers son état stationnaire, s’il existe. On entend 
par convergence du schéma, les étapes successives d’itérations, qui permettent au système de passer 
d’un état initial vers un état final stationnaire recherché. Bien sûr, l’utilisation de schémas 
implicites est possible pour l’étude de phénomènes instationnaires mais le pas de temps choisi devra 
être bien inférieur au temps caractéristique du phénomène. L’intérêt ici n’est plus d’accélérer la 
convergence mais d’améliorer la précision des schémas en montant en ordre. On parle 
d’avancement dans le temps lorsqu’une solution instationnaire d’un problème physique est 
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recherchée numériquement, mais plutôt d’itérations lorsqu’il s’agit d’une solution stationnaire 
puisque les états intermédiaires, avant convergence, n’ont aucun sens physique. Dans cette étude, 
les schémas implicites sont utilisés uniquement pour la recherche de solutions stationnaires.  
Cette stabilité accrue s’obtient au prix d’une mise en œuvre plus complexe, faisant intervenir au 
second membre l’évaluation des flux non plus à l’instant nt  mais à l’instant 1nt + . (3.42) s’écrit 
alors : 
 ( )MQ F U 1 .n+=ɺ  (3.44) 
De manière plus générale, on écrit le θ -schéma suivant : 
 ( )MQ F U U1 1 .n nθ θ+ = + −  ɺ  (3.45) 
qui admet également comme variante : 
 ( ) ( ) ( )MQ F U F U1 1 .n nθ θ+= + −ɺ  (3.46)  
Ainsi, selon les valeurs de θ , on obtient différents schémas: 
- 0θ =  : méthode d’Euler explicite 
- 0.5θ =  : méthode de Crank Nicolson 
- 1θ =  : méthode d’Euler implicite 
La résolution de ce nouveau système nécessite trois étapes : 
• La linéarisation du second membre. 
• L’approximation du Jacobien qui apparaît une fois la linéarisation effectuée. 
• Enfin, la résolution itérative du système linéaire ainsi obtenu. 
 
3.2.2.1. Linéarisation du second membre 
 
Le second membre du système (3.44) est une fonction non linéaire de l’état U 1n+ . Un 
développement de Taylor au premier ordre de ( )F U 1n+  autour de l’état Un  permet d’écrire : 





n n n n n n+ + +
∂  = + − + −  ∂
 (3.47) 
La linéarisation ( )F U 1n+  par rapport à Un  consiste à négliger les termes d’ordre deux et 





 la matrice Jacobienne par blocs des flux F  par rapport aux états Q . 
La matrice Jacobienne est une matrice carrée de dimension ( )
2
int lim
m m+ . 




Elle s’écrit : 

























 ∂ ∂ ∂     ∂ ∂ ∂    ∂ ∂     ∂ ∂      =               ∂ ∂     ∂ ∂  
⋯ ⋯
⋯ ⋯ ⋯
⋮ ⋯ ⋱ ⋯ ⋯
⋮ ⋯ ⋯ ⋱ ⋯
⋯ ⋯ ⋯
 (3.48) 
On remarque que les termes diagonaux correspondent aux dérivées des flux de la cellule i  par 
rapport aux grandeurs conservatives de cette même cellule i . 
Les termes extra diagonaux correspondent aux dérivées des flux de la cellule i  par rapport aux 
grandeurs conservatives de toutes les autres cellules du domaine. 












































  ∂ ∂ ∂     ∂ ∂ ∂      ∂ ∂    ∂ ∂        ∂  =  ∂                ∂ ∂     ∂  ∂   
⋯ ⋯
⋯ ⋯ ⋯
⋮ ⋯ ⋱ ⋯ ⋯
⋮ ⋯ ⋯ ⋱ ⋯
⋯ ⋯ ⋯
 (3.49) 
Comme il a déjà été précisé au paragraphe 3.1.1, ( ) ( ) ( ) ( )Fk k k ki i i if ϕ ϖ= + +  représente la somme 
des contributions des flux Euler, Navier Stokes et sources de la quantité conservative k  des faces 
constituants la cellule i  
Le θ -schéma (3.46) s’écrit alors : 
 ( ) ( )M J Q F U .n ntθ− ∆ =ɺ  (3.50) 
 
3.2.2.2. Approximation du Jacobien 
 
En toute rigueur, le calcul du Jacobien  J  devrait faire intervenir les cellules du second voisinage 
pour gagner en précision et atteindre l’ordre 2 . En pratique, de nombreux schémas implicites 
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n’utilisent qu’une approximation du Jacobien à l’aide d’une discrétisation d’ordre 1  noté Jˆ . Les 
dérivées des flux de la cellule i  ne sont calculées que par rapport aux grandeurs conservatives de 
cette même cellule ( F Q
,
0
i j j i≠
∂ ∂ = ). Le système (3.50) se réécrit donc : 
 ( ) ( )M J Q F Uˆ .n ntθ− ∆ =ɺ  (3.51) 
Puisque les termes extra diagonaux de la matrice J  correspondent aux dérivées des flux de la 
cellule i  par rapport aux grandeurs conservatives de toutes les autres cellules du domaine, ces 
























 ∂     ∂    ∂     ∂      =               ∂     ∂  
⋯ ⋯
⋱ ⋯ ⋯
⋮ ⋱ ⋱ ⋱ ⋯




3.2.2.3. Résolution itérative du système linéaire 
 
Le système (3.51) peut être résolu par une méthode directe (factorisation LU  par exemple), mais 
ces méthodes sont difficiles à appliquer informatiquement à cause de l’espace mémoire exigé. Il est 
donc résolu à l’aide d’une méthode itérative. Parmi les méthodes existantes, Jacobi, Bicgstab entre 
autres, celle retenue ici est la méthode de minimisation du résidu (GMRES), mise au point par 
(Saad et Schultz, 1986), basée sur la méthode de Krylov. La méthode donne un approximation de 
la solution par un vecteur appartenant à un espace de Krylov avec un résidu minimal. Pour 
déterminer ce vecteur, on utilise la méthode itérative d' Arnoldi. 
 
3.2.2.4. Solution stationnaire 
 
Comme il a été dit au début du paragraphe 3.2, les méthodes implicites sont particulièrement 
utilisées lors de la recherche d’une solution stationnaire. Dans un tel cas de figure, les méthodes 
numériques sont optimisées afin de faire converger rapidement le système vers la solution 
stationnaire recherchée, au détriment de l’évolution temporelle de la solution.  
A titre d’exemple, le schéma implicite Euler est une méthode robuste d’ordre 1  en temps qui 
conviendra parfaitement pour la recherche d’un état stationnaire avec un grand pas de temps, mais 
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sa précision temporelle médiocre ne permettra aucunement la recherche d’une solution 
instationnaire. 
La recherche d’une solution stationnaire peut être parfois délicate. En effet, cette dernière peut être 
stable ou bien instable. Prenons par exemple le cas d’un pendule avec frottement. 
Lorsque celui-ci se trouve à sa position d’équilibre basse, si on le bouge légèrement, il retourne, au 
bout d’un certain temps, à sa position initiale. On parle d’ « équilibre stable ». 
Par contre, lorsque celui-ci se trouve à sa position d’équilibre haute, si on le bouge légèrement, ce 
dernier ne va pas retrouver sa position initiale, mais va tendre vers une nouvelle position 
d’équilibre stable, celle du bas. On parle d’ « équilibre instable ». 
Considérons le système suivant : 
( )






où ( )u t  est dans un espace de dimension m . Si ce système possède une ou des solutions 
stationnaires u
s
, elles sont telles que ( )F u 0
s
= . Si l’on s’intéresse à une solution ( )u t  proche de 
u
s












Une linéarisation au premier ordre autour de la solution stationnaire u
s
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L’indice i  désigne la i ème composante du vecteur( )u u
s
− . Ainsi, la stabilité asymptotique ( ( )u t  
tend vers u
s
) est obtenue lorsque chaque composante ( )u us i−  décroît. C'est-à-dire lorsque les 
valeurs propres de la matrice Jacobienne des flux sont à valeurs réelles négatives. 
Il s’agit de la théorie de stabilité des systèmes non linéaires et plus précisément de la méthode 
indirecte de Liapunov, (Hahn, 1963) et (Slotine et Li, 1991), dont le théorème est le suivant : 






 ont une partie réelle strictement 
négative, alors la solution u
s
 est asymptotiquement stable. 
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Il est à noter que certains systèmes ne possèdent aucune solution stationnaire. D’autres possèdent  
une ou des solutions stationnaires et que ces dernières peuvent être inconditionnellement, ou pas,  
stables ou instables.    
 
3.2.2.5. Développement de l’implicitation du terme 






Dans le cadre de notre étude, nous nous intéressons à la condensation de la vapeur d’eau sur les 
particules de suie dans le sillage proche d’un avion en vol de croisière. Comme il a été évoqué en 
introduction de ce mémoire, la méthode numérique retenue repose sur une approche RANS, cf. 
paragraphe 2.3.2. C'est-à-dire que l’on recherche uniquement la solution stationnaire de 
l’écoulement dans le sillage. L’utilisation de schémas implicites est donc privilégiée afin d’optimiser 
les méthodes numériques pour la recherche de solutions stationnaires et ainsi diminuer les temps de 
restitution des calculs. Pour ces schémas, il est nécessaire de calculer la matrice Jacobienne des flux 




ϖ  apparaissant dans les équations de conservation de masse de 
vapeur d’eau et d’eau condensée (paragraphe 2.2.2). 
La Figure 3.6 donne typiquement l’évolution de la masse d’eau condensée sur des particules sur-
saturées en fonction du temps. Cette courbe est représentative d’un système qui présente deux 
équilibres, l’un instable, avant la condensation, et l’autre asymptotiquement stable, lorsque la 
vapeur d’eau en excès s’est condensée sur les particules. Ainsi, le système « atmosphère sur-
saturée » est instable. La pression de vapeur est supérieure à la pression de vapeur saturante. Une 
simple poussière permet alors de rompre cet équilibre instable et la vapeur d’eau se condense 
jusqu’à ce que la pression de vapeur soit égale à la pression de vapeur saturante, cf. paragraphe 
1.2.2.2. Le système atteint alors un nouvel équilibre, stable cette fois. Ainsi, dans le cadre de la 
recherche d’une solution stationnaire de ce système à l’aide de schémas implicites, il est important, 
comme il a été expliqué au paragraphe précédent 3.2.2.4 (théorie de Lyapunov), de contrôler les 




ϖ , sous peine de 
ne jamais faire converger le système vers sa solution stationnaire stable. 
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Figure 3.6 : Evolution temporelle de la masse d’eau condensée sur des particules. Mise en évidence de deux équilibres : 
stable et instable 
Ainsi, dans la résolution implicite du modèle de condensation/évaporation, il est important de 
veiller à ce que les valeurs propres de la matrice Jacobienne des flux soient à valeurs réelles 
négatives (Cf. paragraphe intitulé « Solution stationnaire » page 91). On a vu que l’implicitation 
du système d’équations menait à la résolution d’un nouveau système donné par : 
 ( ) ( )M J Q Uˆ .n nt Fθ− ∆ =ɺ  (3.57) 
 Le vecteur flux F  des grandeurs conservées Q  se décompose en trois contributions, cf.  paragraphe 
3.1.1: le flux Euler E , le flux Navier Stokes Φ  ainsi que la source ϖ . 
Ainsi, pour une cellule i  délimitée par j  faces on a : 
 ( )F E Φ ϖ .i ij ij ij ij
j
V= + +∑  (3.58) 
Le modèle de condensation n’intervient que sur les sources. Et plus précisément sur les sources de 








ϖ  avec 
2 2
v s
H o H o
ϖ ϖ= − .  
Pour impliciter le terme source, il faut donc calculer son Jacobien par rapport aux grandeurs 
conservatives. 
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
 ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂∂ ∂
∂ ∂ ∂ ∂ ∂ ∂
∂ ∂ ∂ ∂∂ ∂
∂ ∂ ∂ ∂ ∂ ∂
∂ ∂ ∂ ∂∂ ∂
.
                    
 (3.60) 
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                                                         
 (3.61) 
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 ∂ ∂      ∂ ∂∂  =   ∂ ∂ ∂     ∂ ∂  
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 ∂ ∂    −   ∂ ∂∂  =   ∂ ∂ ∂   −  ∂ ∂  
 (3.62) 
On note cette matrice A  
Ainsi l’implicitation du terme source se réduit à l’évaluation de A . 
On a vu que le signe des valeurs propres de la matrice A  était important lorsque l’on s’intéressait 
à la solution stationnaire stable. 
Les valeurs propres λ  de A  sont solutions du polynôme caractéristique donné par : 
 ( )A Idet 0.λ− =  (3.63) 
Afin de pouvoir contrôler le signe de ces valeurs propres, la matrice A  est multipliée par un réel γ  
qui sera l’unité si les valeurs propres de A  sont négatives ou une autre valeur qui sera déterminée a 
posteriori afin de contraindre la nouvelle matrice Aγ  à posséder des valeurs propres négatives et 
ainsi forcer le système à converger vers la solution stationnaire stable recherchée. 
Le nouveau polynôme caractéristique s’écrit donc :  
 ( )A Idet 0.γ λ− =  (3.64) 












, on obtient : 
 2 2 0.Xλ γ λ− =  (3.65) 
Ce polynôme a deux racines réelles 0λ =  ou 2 Xλ γ=  
0λ <  implique donc 0Xγ <  


























 alors 1γ = −  
Notons que γ  n’agit que sur la matrice Jacobienne du terme source de masse. 
Les méthodes numériques présentées et le modèle microphysique implicité pour la recherche de 





CHAPITRE 4  VALIDATION DU 
MODELE MICROPHYSIQUE 
 
Le modèle de condensation a été développé et ajouté au code CEDRE (paragraphe 2.2.2). On a 
veillé à ce que ce dernier puisse être utilisé lors de la recherche de solutions stationnaires stables 
avec l’utilisation de schémas implicites (paragraphe 3.2.2.5). L’objet de ce chapitre est de vérifier 
que le modèle de condensation fonctionne correctement avec l’utilisation de schémas explicites 
(recherche de l’évolution temporelle de la solution) puis implicites (recherche de la solution 
stationnaire). Pour cela, on s’intéresse tout d’abord à la simulation de la croissances de cristaux de 
glace dans une atmosphère au repos, puis à la simulation de la croissance des cristaux dans un jet 
plan bi dimensionnel.  
4.1. Simulation 0D de la croissance des cristaux 
de glace dans une atmosphère au repos 
4.1.1. Effet de la concentration des suies sur la 
cinétique de croissance des cristaux de glace et 
sur leur taille à l’équilibre. 
Dans cette section, nous simulons la condensation de la vapeur d’eau sur des particules de suie. 
Nous nous intéressons à l’évolution temporelle (utilisation de schémas explicites) de la masse d’eau 
condensée et de la taille des particules. Les suies ont toutes un rayon initial 20 
s
r nm= , elles sont 
donc mono dispersées, et sont dans une atmosphère au repos dont la température est 223,45
a
T K=  
et la pression 30230 Pa
a
P = . L’humidité relative est initialisée à 187%RH = . (La pression partielle 
de vapeur d’eau initiale est donc 12,33 Pa
v
P =  avec une pression de vapeur saturante par rapport 
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à la phase liquide de ( )/ 6,57 Pasat liq aP T = ), cf. paragraphe 1.2.2.2. La saturation initiale par 
rapport à la glace vaut alors / 3,11v sat glaceS P P= = , avec ( )/ 3,96 Pasat glace aP T = .  
Cas 1 Cas 2 
20 
s
r nm=  
223,45
a
T K=  
30230 Pa
a
P =  
187%RH =  
09 -3
10  mN =  11 -310  mN =  
Tableau 4.1 : Conditions initiales : Effet de la concentration initiale des suies sur la cinétique de croissance des cristaux 
Un premier calcul est effectué avec une concentration initiale de suies fixée à 09 -310  mN = . Un 
deuxième calcul est effectué avec une concentration initiale de suies plus élevée, soit 11 -310  mN = . 
Ainsi, le seul paramètre qui différencie ces deux cas est la concentration initiale des suies. Cela va 
permettre de quantifier l’effet de ce paramètre sur la cinétique de la croissance des cristaux de 
glace ainsi que sur leur taille maximale. 
Toutes ces conditions ont été choisies afin de reproduire l’étude de (Kärcher, 1996). Le Tableau 4.1 
synthétise l’ensemble des conditions initiales pour les deux simulations. 
 
Figure 4.1 : Evolution du rayon des cristaux de glace ( )r t  et de la masse de glace ( )m t  en fonction du temps pour 
deux concentrations initiales de particules N . [a] : calcul CEDRE. [b] : Résultats de (Kärcher, 1996) 
Sur la Figure 4.1 sont tracées les résultats des deux simulations. Les courbes continues sont 
relatives au cas où 09 -310  mN = , les courbes en pointillés concernent le cas où 11 -310  mN = . Cette 
Figure représente l’évolution de la taille des particules ( )r t  ainsi que l’évolution de la masse d’eau 
condensée ( )m t  pour les deux concentrations initiales de particules. La relation entre la masse 



























3 H o glace
m t N r tpi ρ=  (4.1) 
2
,H o glace
ρ  représente la masse volumique de l’eau sous forme de glace. Elle ne dépend que de la 
température T  et est donnée par la relation (Tabazadeh, Martin et Lin, 2000) : 








= − − − −  (4.2) 
Les particules atteignent leur taille maximale d’autant plus rapidement que leur concentration est 
importante. Le rayon final 
max
0,6 r mµ=  est plus petit dans le cas où 11 -310  mN =  que dans le cas 
09 -3
10  mN =  où 
max
2,75 r mµ=  . En effet 1/3maxr N
−
∝  et la même quantité de vapeur d’eau est 
distribuée sur plus de particules. La quantité finale d’eau condensée 2 3
max
7,76.10 .m gm− −=  reste la 
même dans les deux cas. Ces résultats calculés avec le code CEDRE Figure 4.1[a] sont parfaitement 
en accord avec ceux présentés par (Kärcher, 1996), Figure 4.1[b]. 
4.1.2. Effet de la taille des suies sur la cinétique de 
croissance des cristaux de glace et sur leur 
taille à l’équilibre 
Dans cette section, nous nous intéressons à l’effet de la taille initiale des particules de suie sur la 
cinétique de croissance des cristaux. Des schémas d’intégration explicites sont donc utilisés. Comme 
dans la section 4.1.1, l’atmosphère est au repos, la température est 223,45
a
T K=  et la pression 
30230 Pa
a
P = . L’humidité relative est initialisée à 187%RH =  et la concentration des suies est 
fixée à 11 -310  mN = . Leur taille, quant à elle, est fixée soit à 20 
s
r nm=  soit à 200 
s
r nm= . 
L’ensemble des conditions initiales pour les deux simulations est regroupé dans le Tableau 4.2. 
Cas 1 Cas 2 
20 
s
r nm=  200 
s
r nm=  
223,45
a
T K=  
30230 Pa
a
P =  
187%RH =  
11 -3
10  mN =  
Tableau 4.2 : Conditions initiales : Effet de la taille initiale des suies sur la cinétique de croissance des cristaux 




ϖ , cf. eq. (2.6), les deux 
paramètres qui varient au cours du temps sont le rayon des particules ainsi que la saturation. 
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Figure 4.2 : Evolution du rayon des cristaux de glace ( )r t  et de la masse de glace ( )m t  en fonction du temps pour 
deux tailles initiales de suie 
s
r . Calcul CEDRE. 
La Figure 4.2 représente l’évolution de la taille des particules ainsi que celle de la masse d’eau 
condensée. Les courbes en traits pointillés font référence au cas où la taille des suies est 20 
s
r nm=
. Celles en trait continu concernent le cas où la taille des suies est 200 
s
r nm= . La condensation 
débute plus tôt lorsque le rayon des suies est plus grand. En effet, au tout début du phénomène de 
condensation, tandis que la saturation est identique dans les deux cas, une particule de suie de plus 
grand rayon, offre une plus grande surface sur laquelle la vapeur d’eau va pouvoir se condenser. 
Ensuite, puisque les suies de plus grand rayon vont permettre dans un premier temps une 
condensation plus rapide, la saturation va chuter plus rapidement que dans le cas de petites suies. 
La compétition entre taille de particules et saturation fait que, même si la condensation s’effectue 
plus tôt lorsque les particules sont plus grandes, à partir de 0,08  seconde environ, la cinétique de 
condensation est plus rapide dans le cas ou les suies étaient plus petites. La courbe représentant la 
masse d’eau condensée possède une pente plus accentuée dans le cas des plus petites particules de 
suie. En ce qui concerne l’évolution du rayon des particules, on note que le taux de croissance, dans 
le cas des petites suies, est beaucoup plus important.  Ainsi, même si, dans la première dixième de 
seconde, la masse d’eau condensée totale est plus faible dans le cas des petites suies, elle se répartie 




















4.1.3. Effet de l’humidité relative sur la cinétique de 
croissance des cristaux de glace et sur leur 
taille à l’équilibre 
Comme précédemment, l’atmosphère est au repos, la température est 223,45
a
T K=  et la pression 
30230 Pa
a
P = . La concentration des suies est fixée à 11 -310  mN =  et leur taille initiale est 
20 
s
r nm= . L’humidité relative est initialisée soit à 187%RH =  ( / 3,11v sat glaceS P P= = ) soit à 
91%RH =  ( / 1,5v sat glaceS P P= = ). L’humidité relative initiale est donc environ deux fois moins 
importante dans le deuxième cas mais les particules restent néanmoins sursaturées par rapport à la 
glace. L’ensemble des conditions initiales pour les deux simulations est regroupé dans le Tableau 
4.3. 
Cas 1 Cas 2 
20 
s
r nm=  
223,45
a
T K=  
30230 Pa
a
P =  
187%RH =  91%RH =  
11 -3
10  mN =  
Tableau 4.3 : Conditions initiales : Effet de l’humidité relative initiale sur la cinétique de croissance des cristaux 
La Figure 4.3 représente l’évolution de la taille des particules ainsi que celle de la densité d’eau 
condensée pour ces deux humidités relatives initiales. Les courbes à trait continu correspondent à 
une humidité relative initiale de 187%RH = . Celles en traits pointillés concerne le cas où 
91%RH = . 
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Figure 4.3 : Evolution du rayon des cristaux de glace ( )r t  et de la masse de glace ( )m t  en fonction du temps pour 
deux valeurs initiales de l’humidité relative RH . Calcul CEDRE. 
On remarque que la condensation est beaucoup plus rapide lorsque l’humidité relative est plus 
élevée. De même, à l’équilibre, la densité de glace est plus importante dans le cas ou 187%RH =  (
2 3
max
7,5.10 .m gm− −=  contre 2 3
max
1, 8.10 .m gm− −= ). En effet, afin que le système soit à l’équilibre, 
la quantité d’eau vapeur présente se condense jusqu’à ce que la pression partielle de vapeur 
v
P  
atteigne la pression à saturation /sat glaceP . Or ( ) ( )187% 91%v vRH RHP P= => . La densité de suies étant 
identique et constante dans les deux cas, pour les mêmes raisons, la taille finale des particules est 
plus importante lorsque que l’humidité relative est plus grande 
max
0.58r mµ=  contre 
max
0.36r mµ=
. L’équilibre est atteint en 0.7t s=  pour 187%RH =  et 1.7t s=  pour 91%RH = . 
 
Dans le cadre de la simulation temporelle 0D de la croissance des cristaux de glace dans une 
atmosphère au repos, le modèle de condensation, ajouté dans le code CEDRE, fournit les résultats 




ϖ , le paragraphe 4.1.4 propose de déterminer la solution stationnaire stable du cas 1  du 
paragraphe 4.1.1, avec l’utilisation du schéma implicite.   
4.1.4. Obtention d’une solution stationnaire. 
Validation du schéma implicite 
Dans le cadre d’une simulation 0D, c'est-à-dire sur une seule maille, de la croissance des cristaux de 
glace dans une atmosphère au repos, les flux Euler et Navier Stokes sont nuls et l’expression du 






































      = =       
⋮  (4.3) 
Puisqu’il n’y a qu’une seule cellule, le Jacobien J , cf. équation (3.48), est simplifié et est donné, 







 ∂  =   ∂ 
 (4.4) 
et puisque le vecteur flux n’est désormais composé que des termes sources ϖ , 
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Puisque les Jacobiens des sources de quantité de mouvement et d’énergie sont déjà pris en compte 
et calculés dans la version de CEDRE avant le développement du modèle de condensation. Cette 
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 ∂ ∂      ∂ ∂∂  ∂ = ≈   ∂ ∂ ∂ ∂     ∂ ∂  
 (4.5) 
Cette simulation permet ainsi d’isoler la matrice A , cf. équation (3.62). 
 
4.1.4.1. Comportement du système sans 
conditionnement de la matrice A  
Afin de mettre en évidence le problème de solution stationnaire stable et instable évoqué dans le 
paragraphe 3.2.2.4, nous utilisons dans cette section, un schéma implicite sans conditionnement de 
la matrice A  par le scalaire γ .  
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Les conditions initiales sont identiques au cas 1  du paragraphe 4.1.1. 
Nous recherchons donc la solution stationnaire de la condensation de la vapeur d’eau sur des 
particules de suie ayant un rayon initial 20 
s
r nm= , dans une atmosphère au repos dont la 
température est 223,45
a
T K=  et la pression 30230 Pa
a
P = . La concentration des suies est fixée à 
09 -3
10  mN = . L’humidité relative au temps 0 t s=  est initialisée à 187%RH = . 
Dans de telles conditions, comme nous l’avons vu à la section 4.1.1, une simulation instationnaire, 
en utilisant des schémas explicites, permet d’obtenir l’évolution de la masse condensée sur les 
particules de suie sèches en fonction du temps (Figure 4.4). Sur cette dernière, nous constatons 
tout d’abord que l’équilibre est atteint au bout d’une seconde et que la masse d’eau condensée 
maximale est 2 3
max
7,76.10 .m gm− −= . On remarque également sur cette courbe, un point d’inflexion 
vers 0,17 t s≈  pour une masse de glace d’environ 30,01 .m gm−≈ . 
 
Figure 4.4 : Evolution de la masse d’eau condensée ( )m t  en fonction du temps 
Ce point d’inflexion correspond à un changement de signe de la dérivée seconde de ( )m t . Au point 


































cstϖ =  (4.8) 











tϖ∂ ∂ < , et le taux de transfert de masse diminue avec le temps. 
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tρ∂ ∂ > ). On en conclut que : 
- Avant le point d’inflexion, la valeur propre λ  de la matrice A  est supérieure à zéro. 
- Après le point d’inflexion, la valeur propre λ  de la matrice A  est inférieure à zéro. 
 
L’idée, ic,i est de mener quatre simulations autour de ce point d’inflexion en utilisant le schéma 
implicite. 





=  qui représente aussi la masse d’eau totale du système (eau vapeur et eau 
condensée) puisque les suies sont initialement sèches. 30,116 .
t v c
m m m gm cst−= + = = . Ces 
conditions sont représentées par le point orange de la Figure 4.4. Il s’agit de la simulation numéro 
1 . 
La simulation 2  consiste à se placer au niveau du point rouge. On débute ainsi la convergence du 





= . La masse d’eau sous forme vapeur restante dans le système est 
30,11 .
v t c
m m m gm
−
= − = . 
Ainsi les simulations 1  et 2  représentent des conditions pour lesquelles la valeur de la masse d’eau 
condensée se situe en amont du point d’inflexion. 






















Ainsi, pour les simulations 3  et 4 , les conditions initiales du calcul sont telles que la valeur de la 
masse d’eau condensée se situe en aval du point d’inflexion. 
La Figure 4.5 représente la convergence des calculs pour les quatre simulations après vingt 
itérations. La courbe continue bleue représente l’évolution de la valeur de la masse d’eau condensée 
à chaque itération. La courbe en pointillés rouge représente les valeurs que prennent la valeur 
propre de la matrice A . On constate que pour les simulations 1  et 2 , les valeurs propres de la 





=  qui est la solution stationnaire instable. Pour les simulations 3  et 4 , les 
valeurs propres de la matrice A  sont négatives. Le système converge alors naturellement vers la 
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= . On retrouve bien la même quantité de 
glace calculée en instationnaire dans la section 4.1.1. 
        
        
Figure 4.5 : Visualisation de la convergence de la masse d’eau condensée  m  vers l’état stationnaire ainsi que de la 


















=  [d] 
Ainsi la Figure 4.5 corrobore le fait que les valeurs propres de la matrice A  doivent être négatives 
si l’on souhaite obtenir la solution stationnaire stable, comme il a été évoqué au paragraphe 3.2.2.4. 
Il est donc nécessaire de contrôler ces valeurs propres en conditionnant la matrice A  à l’aide du 
scalaire γ  si l’on veut s’assurer de converger vers la bonne solution et ceci quelques soient les 
conditions initiales. 
4.1.4.2. Comportement du système avec 
conditionnement de la matrice A  
Dans cette section la matrice A  est conditionnée à l’aide du scalaire γ  (cf. paragraphe 3.2.2.4). 
On rappelle ici, qu’à chaque itération, et ceci jusqu’à passage du point d’inflexion, sont calculées les 
valeurs propres λ  de la matrice A . Le polynôme caractéristique de cette matrice possède deux 



























































































négatives, il suffit de contrôler le signe de X  où X  représente le Jacobien de la source de glace par 
rapport à la masse volumique de la glace dans le mélange. Si 0X ≥  alors on impose 1γ = −  et si 
0X < , c'est-à-dire une fois le point d’inflexion dépassé, alors γ  prend la valeur neutre 1 . 
        
Figure 4.6 Convergence du calcul pour différentes initialisations de la masse d’eau condensée avec conditionnement de la 









On effectue alors de nouveau les simulations 1  et 2  pour lesquelles, comme l’a révélé la section 
précédente, les valeurs propres de A  sont positives. On active désormais le conditionnement de la 
matrice A . Les résultats sont donnés sur la Figure 4.6. La courbe continue bleue représente 
l’évolution de la valeur de la masse d’eau condensée à chaque itération. La courbe en pointillés 
rouge représente les valeurs que prennent les valeurs propres de la matrice A  conditionnée. 
On constate que le conditionnement a permis de contraindre les valeurs propres de la nouvelle 
matrice Aγ  a être négatives dans la première partie de la condensation (avant le point d’inflexion), 
et que le système converge au bout de quelques itérations vers la solution recherchée à savoir 





4.2. Simulation de la croissance des cristaux de 
glace dans un jet chaud subsonique 
bidimensionnel 
Nous nous intéressons désormais à la croissance des cristaux de glace dans la zone de mélange d’un 
jet bidimensionnel. A la différence de la section précédente, le flux F
i
, pour chaque cellule i  
délimitée par j  faces, comporte en plus du terme source, les flux Euler et Navier Stokes, c'est-à-
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 ( ) ( ) ( )F f ϖ .i j i j i j i j← ← ← ←= + +φ  (4.10) 
La matrice Jacobienne de ce flux n’est plus constituée uniquement des Jacobiens des termes sources 
mais également des Jacobiens des Flux Euler et Navier Stokes. La détermination des valeurs 
propres de cette nouvelle matrice est alors beaucoup plus complexe. L’implicitation des Flux Euler 
et Navier Stokes existe déjà dans le code CEDRE. On a vu dans la section précédente que 
l’implicitation du terme source « isolé » c'est-à-dire en 0D, sans les flux Euler et Navier Stokes 
fonctionnait en contrôlant les valeurs propres de la matrice A .  
Le schéma implicite fonctionne lorsque,  
 ( ) ( )F f .i j i j i j← ← ←= + φ  (4.11) 
Il fonctionne également lorsque, 
 ( )F ϖ .i j i j← ←=  (4.12) 
L’objet de cette section consiste alors à étudier le comportement de ce schéma implicite lorsque, 
 ( ) ( ) ( )F f ϖ .i j i j i j i j← ← ← ←= + +φ  (4.13) 
Pour cela nous nous intéressons à la croissance des cristaux de glace dans la zone de mélange d’un 
jet subsonique chaud, là où les effets visqueux et les gradients de vitesse sont forts. 
 
Afin de simuler l’écoulement d’un jet de moteur d’avion commercial en vol de croisière à 10000m  
d’altitude, la pression de l’écoulement externe est fixée à 22000
a
P Pa= , sa température 220
a
T K=  




= . L’humidité relative de l’air ambiant est 60%
a
RH = . Ainsi, 
l’atmosphère est sous-saturée par rapport à l’eau liquide 0,60
liquide
S =  mais également par rapport 
à la glace 0,98
glace
S =  avec ( )/ 2,65 Pasat glace aP T = . 
Concernant, le jet, sa température est 544
j




= . Le diamètre de 
la buse est 0,6
j







EIP kg−=  et 60AFR = ), cf. paragraphe 1.1. Ces dernières sont mono dispersées 
et possèdent un rayon 10
s
r nm= . La pression de vapeur, quant à elle, est 660
v
P Pa=  (le jet est 
supposé isobare 
j a
P P= ). Le taux de turbulence du jet est 5%τ = . Soit, si l’on considère que la 




1 2 . 250 .
j
k V m sτ
−




= = . Concernant le 
domaine de calcul, il s’agit d’un rectangle de dimensions ( ) ( )800 ,1700 ; 800 , 800j j j jD D D D − −  . Le 
centre de la buse est situé aux coordonnées 0;0 
 
. Les dimensions de ce domaine sont spatialement 
très importantes et ne sont pas celles utilisées classiquement dans les études numériques 
d’écoulement de type jet chaud subsonique (Lau, 1981), (Abramovich, 1963), (Brown et Roshko, 
1974). Ces études s’intéressent particulièrement à la propagation de la turbulence et de la diffusion 
de la zone de cisaillement d’un jet dans une atmosphère au repos, pour différentes valeurs de 
rapports de températures entre l’écoulement libre et le jet 
j a
T T  notamment. Ainsi, seule la 
connaissance des grandeurs de l’écoulement jusqu’à seulement quelques dizaines de diamètre de jet 
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est importante. Dans cette étude, nous privilégions l’évolution des grandeurs microphysiques et la 
connaissance de ces dernières jusqu’à huit envergures en aval de l’avion c'est-à-dire environ huit 
cents diamètres de jet. De plus, cette étude permettra notamment de valider notre modèle de 
condensation/évaporation avec l’utilisation de schémas implicites. 
Le maillage est constitué d’environ 29000  points, 58000  faces et 29000  éléments. Une vue de ce 
maillage est donnée Figure 4.7.  
        
Figure 4.7 : Maillage 2-D construit autour de la buse de l’injecteur. Maillage complet à droite. Zoom de la zone proche de 
la buse à gauche. 
Afin de valider l’implicitation du terme source, deux calculs sont menés : un calcul utilisant un 
schéma d’intégration temporel explicite de type Runge Kutta 2 avec recherche de la solution 
instationnaire, et un autre utilisant un schéma implicite à un pas, où seule la solution stationnaire 
est recherchée. 
4.2.1. Utilisation du schéma explicite de type Runge 
Kutta 2 
La chronologie du calcul ainsi que ses caractéristiques sont données par le Tableau 4.4 et le 
Tableau 4.5 respectivement. La date de fin de calcul est imposée de manière à ce que l’écoulement 
ait atteint un peu plus la distance de huit envergures d’un avion commercial c'est-à-dire environ 
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Chronologie du calcul  
Date de début de 
calcul 
0 s  
Date de fin de calcul 3 s  
Pas de temps 51.10 s−  
Nombre d’itérations 300000  
Tableau 4.4 : Chronologie du calcul d’un jet turbulent en explicite 
 
Caractéristiques du calcul  
Calculateur 1  processeur NEC SX-8R 
Temps de calcul 46  heures 
Tableau 4.5 : Caractéristiques du calcul d’un jet turbulent en explicite 
La visualisation du champ de vitesse longitudinale du jet jusqu’à dix diamètres est donnée sur la 
Figure 4.8, celle du champ de température sur la Figure 4.9. On y voit le développement de la zone 
de mélange provoquée par la différence de vitesse et de température entre l’écoulement du jet et 
l’écoulement externe. Dans cette zone, à la fois, la vitesse longitudinale et la température du jet 
décroissent pour atteindre les grandeurs de l’air ambiant. Il s’agit d’une zone où se développe 
également la turbulence comme le montre la Figure 4.10. 
 
Figure 4.8 : Visualisation de la vitesse longitudinale 
 
 

































Figure 4.10 : Visualisation de l’énergie cinétique turbulente 
Le profil axial de la vitesse longitudinale adimensionnée par la vitesse en sortie de buse est donné 
sur la Figure 4.11 jusqu’à 1000 
j
D . On remarque que le cône potentiel a une dimension importante 
puisqu’il se termine à environ une vingtaine de diamètres. Dans cette zone la vitesse longitudinale 
est égale à celle en sortie de buse, c'est-à-dire que la zone de mélange ne s’est pas encore 
suffisamment développée pour atteindre le centre du jet. A partir de 
j
x D , la vitesse décroît pour 
atteindre celle de l’écoulement externe. Si la longueur du cône potentiel est si importante c’est que 
la buse ne débouche pas dans une atmosphère au repos mais dans un écoulement possédant lui-
même une vitesse longitudinale de 1250 .ms− . Quant au profil radial à 10
j
x D = , il est donné par 
la Figure 4.12. On y voit la zone de mélange, zone de transition entre la vitesse du jet et la vitesse 
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Figure 4.11 : Profil axial de la vitesse longitudinale 
 
 
Figure 4.12 : Profil radial de la vitesse longitudinale à 
10
j
x D =  
Dans cette zone de mélange,  la température également décroît passant de la température du jet 
j
T  
à celle de l’écoulement 
a
T . Puisque la pression de vapeur à saturation ne dépend que de la 
température, et diminue avec celle-ci, cette dernière décroît également dans la zone de mélange 
(courbe bleue en pointillés points de la Figure 4.13). Concernant la masse de vapeur et donc la 
pression de vapeur, puisque le jet est isobare, de même, par diffusion moléculaire, diffusion 
turbulente et convection (développement de structures tourbillonnaires, cf. paragraphe 1.3.1.1), elle 
décroît vers la valeur de l’écoulement externe (courbe en pointillés verte de la Figure 4.13). La 
température de l’écoulement externe est suffisamment basse pour que, localement dans la zone de 
mélange, la valeur de la pression de vapeur à saturation devienne plus faible que la pression de 
vapeur d’eau. La saturation 
v sat
S P P=  devient alors supérieure à l’unité (courbe continue rouge 
de la Figure 4.13), les particules sont sursaturées et la condensation peut avoir lieu. La vapeur 
d’eau se condense sur les particules de suie faisant croître leur rayon (Figure 4.14). On remarque 
que l’épaisseur de la couche de sursaturation est bien inférieure à la couche de mélange puisqu’il ne 
suffit pas que la température diminue mais il faut qu’elle diminue suffisamment pour que, 


























Figure 4.13 : Visualisation spatiale à 800
j
x D = , en aval de 
la buse, de la pression de vapeur (
v
P ), de la pression de 
vapeur saturante (
sat
P ) ainsi que du rapport de saturation (S
) 
 
Figure 4.14 : Cartographie spatiale de la taille des 
cristaux de glace en aval de la buse 
 
 
Bien sûr, lorsque la condensation a lieu, une partie de la vapeur se condense sur les particules 
faisant diminuer la pression de vapeur et donc la saturation. L’évolution de la saturation dans le 
jet à 800
j
x D =  est donnée sur la Figure 4.15 avec le modèle de condensation activé [a] et 
desactivé [b]. Le pic de saturation passe alors 2,4  à 1,6 . On remarque que la condensation n’a pas 
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Figure 4.15 : Visualisation spatiale à 800
j
x D = , en aval de la buse, de la pression de vapeur (
v
P ), de la pression de 
vapeur saturante (
sat
P ) ainsi que du rapport de saturation (S ). [a] modèle de condensation activé. [b] modèle de 
condensation désactivé 
La Figure 4.16, donne pour trois positions en aval de la buse, 100;  500;  800
j
x D = , la distribution 
spatiale de la taille des cristaux de glace. On remarque, d’une part, que plus l’on s’éloigne de la 
buse, plus la taille maximale des cristaux est importante (le rayon maximal passe de 
max
0,04r mµ=  
à 
max
0,8r mµ= , soit un rayon maximal multiplié par vingt lorsque la distance est multipliée par 
huit), et d’autre part, que l’épaisseur de la couche de sursaturation augmente. Au cœur du jet, la 
zone de mélange n’est pas suffisamment importante pour que les particules de suie soient 
sursaturées. Leur rayon reste alors égal à dix nanomètres et ceci jusqu’à 800
j
x D = . Ceci 
s’explique notamment par le fait qu’il s’agit d’une simulation bidimensionnelle d’un jet turbulent et 
qu’elle n’est pas représentative d’un jet tridimensionnel, la turbulence étant elle-même un 





0 50 100 150 200

























0 50 100 150 200

























Figure 4.16 : Visualisation spatiale de la taille des cristaux de glace à trois différentes distances de la buse 
100;  500;  800
j
x D =  
Si l’on regarde l’évolution du rayon moyen des cristaux de glace jusqu’à 1000
j
x D =  (Figure 4.17 
carrés bleus), celui-ci varie de 10 nm  à 240 nm . A partir d’environ 500
j
x D ≃ , la pente de la 
courbe est moins importante puisqu’il y a de moins en moins de vapeur disponible qui se condense 
sur de plus en plus de particules qui deviennent sursaturées (Figure 4.17 points rouges). Le nombre 
de cristaux de glace passe d’à peine 10%  dans le plan 100
j
x D =  à près de 70%  dans le plan 
1000
j
x D =  
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La Figure 4.18 donne la distribution en taille des cristaux de glace dans les plans 
100;  300; 500 et 800
j
x D = . Les cristaux les plus nombreux appartiennent à la classe 
10 20 nm r nm< ≤ . Ils représentent 20%  à 30%  de la distribution. Il s’agit des particules de suie 
au centre du jet qui se trouvent à la limite de la couche de sursaturation, là où la concentration des 
particules sursaturées est la plus importante. Elles ne grossissent que très peu puisque dans cette 
zone, non seulement leur concentration est importante mais également la sursaturation y est très 
faible. 
 
Figure 4.18 : Distribution en taille des cristaux de glace à 100
j
x D =  [a], 300
j
x D =  [b], 500
j
x D =  [c], 
800
j
x D =  [d] 
Plus l’on s’éloigne de la buse, plus la distribution s’étale vers des rayons de cristaux importants. 
Ainsi, les particules les plus grosses dans le plan 100
j
x D =  ont un rayon compris entre 90 nm  et 
100 nm , tandis que celles dans le plan 800
j

































































































































































































Dans chacun des plans, hormis les deux, trois premières classes de particules, la distribution semble 
très homogène et s’explique par le fait que la valeur de la concentration des particules est 
quasiment la même dans la zone de sursaturation, et plus précisément là où la saturation est 
supérieure à un et commence à croître. La concentration des particules décroît, vers les bords du 
jet, en même temps que la saturation (Figure 4.19). 
 
Figure 4.19 : Evolution de la saturation et de la concentration des particules de suie dans le plan 500
j
x D =   
4.2.2. Utilisation du schéma d’intégration temporel 
implicite à un pas 
La chronologie du calcul ainsi que ses caractéristiques sont données par le Tableau 4.6 et le 
Tableau 4.7 respectivement. La date de fin de calcul est imposée de manière à ce que l’écoulement 
ait traversé cinq fois un peu plus la distance de huit envergures d’un avion commercial c'est-à-dire 
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Chronologie du calcul  
Date de début de 
calcul 
0 s  
Date de fin de calcul 10 s  
Pas de temps 41.10 s−  
Nombre d’itérations 100000  
Tableau 4.6 : Chronologie du calcul d’un jet turbulent en implicite 
 
Caractéristiques du calcul  
Calculateur 1  processeur NEC SX-8R 
Temps de calcul 16  heures 
Tableau 4.7 : Caractéristiques du calcul d’un jet turbulent en implicite 
Dans ce paragraphe, les résultats microphysiques obtenus avec le modèle de condensation implicité 
sont comparés avec ceux du paragraphe précédent, c'est-à-dire lorsque le schéma d’intégration 
temporel est explicite et ne nécessite pas le calcul de la matrice Jacobienne des flux (Paragraphe 
3.2.2). 




P  et S  dans le plan 800
j
x D =  
lorsque le calcul est implicite et lorsqu’il est explicite. Ces courbes ne sont pas commentées ici (cf. 
Paragraphe 4.2.1) et permettent simplement de constater que les résultats sont identiques que le 
schéma d’intégration temporel soit explicite ou implicite. 
 
Figure 4.20 : Visualisation spatiale à 800
j
x D = , en aval de la buse, de la pression de vapeur (
v
P ), de la pression de 
vapeur saturante (
sat
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La quantité de masse condensée étant correctement calculée, le constat est donc le même sur la 
distribution spatiale de la taille des cristaux de glace. La Figure 4.21 donne un exemple de cette 
distribution dans le plan 800
j
x D = . 
 
Figure 4.21 : Visualisation spatiale à 800
j
x D = , en aval de la buse, du rayon des particules (
p
r ) ainsi que de leur 
densité (N ). A gauche : Calcul implicite. A droite : Calcul explicite 
Le modèle de condensation ainsi que la méthode numérique développée pour sa résolution implicite 
en temps fonctionne et permet un gain en temps de calcul considérable puisque ce dernier est de 
16h  avec l’utilisation d’un schéma d’intégration temporel implicite contre 46h  avec son équivalent 
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