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Abstract—Failure incidents result in temporarily preventing
the network from delivering services properly. Such a deterioration in services called service unavailability. The traditional
fault management techniques, i.e. protection and restoration,
are inevitably concerned with service unavailability due to the
convergence time that is required to achieve the recovery when a
failure occurs. However, with the global view feature of softwaredefined networking a failure prediction is becoming attainable,
which in turn reduces the service interruptions that originated
by failures. In this paper, we propose a proactive restoration
technique that reconfigure the vulnerable routes which are likely
to be affected if the predicted failure indeed occurs. The proposed
approach allocates the alternative routes based on the probability
of failure. Experimental evaluation on real-world and synthetic
topologies demonstrates that the network service availability can
be improved with the proposed technique to reach up to 97%.
Based on the obtained results, further directions are suggested
towards achieving further advances in this research area.
Index Terms—SDN, openflow, proactive, restoration, recovery,
failure prediction, service availability.

I. I NTRODUCTION AND BACKGROUND
Due to its programmable interfaces, Software-Defined Networking (SDN) offers exciting opportunities for network designers to implement new routing strategies, customised traffic
engineering, dynamic allocation of network resources and
many other programmable functionalities [1]. Its adoption by
leading companies such as Google, Microsoft and Huawei,
who have employed SDNs in their data centers, underlines the
positive perception of its performance capabilities. Currently,
the concept of software-defined ”everything”– SD-{Mobile
[2], Storage [3], IoT [4], Blockchain [5], Cloud [6]}, getting
broader to become an umbrella term for wide range of modern
technologies. Furthermore, in the near future, SDN is expected
to play crucial a part in 5G [7].
Unlike the traditional IP networks, in SDN, the control
plane, i.e. controller, has been decoupled from the data plane to
construct a centralised networking system whose forwarding
elements are dump and commanded by the controller. Currently, the OpenFlow protocol [8] is commonly used to have
the data plane governed by the controller.
In fact, communication networks are prone to either planned
failures, e.g. maintenance, or unplanned failures, e.g. overload,
bugs, cable cut and disaster situations [9]. Such failures have
a negative impact on the network performance since it could
harm some of its activities such as routing. In addition, failures
could also cause a financial loss to the service providers,
for instance, the financial losses of 28 cloud providers were

estimated at approximately $285 million as a consequence of
infrastructure and application failures for the period 20072013 [10]. Also, an evaluation of the susceptibility to link
failure of business critical processes in a data-centre, which
manages 75% of Europe’s flight bookings, was undertaken
in [11]. Hence, fault management and recovery is a very
necessary requirement for networking systems to ensure their
reliability and service availability. In general, failure recovery
mechanisms of carrier-grade networks can be classified into
two groups, these are: protection (proactive) and restoration
(reactive) [12]. Yet, the concept of fault management in SDNs
is inherited from the legacy networking systems, where the
previous studies were focused on proactive, reactive and hybrid
techniques [13]–[15]. On one hand, from SDN point of view,
the proactive approach is a memory space consuming technique as backups will need to be pre-planned. Therefore, the
Ternary Content Addressable Memory (TCAM) of forwarding
elements will be affected by the additional loaded information
of backups. Moreover, this technique is activated after the
occurrence of failures, which means that it cannot protect the
network from the service disruption and unavailability.
On the other hand, the reactive approach is time consuming.
Given that SDN is a centralised networking system, thus, when
a failure scenario occurs, three steps will need to be performed
by controller. First, the failure detection phase by using some
mechanisms like Loss of Signal (LoS). Second, the alternative
route computation phase by using one of the routing strategies
such as Dijkstra [16]. Third, the reconfiguration phase by
updating the network through removing the old forwarding
rules of faulty routes and installing new ones. This technique is
slower than the former and also, it cannot protect the network
from the service disruption and unavailability.
Obviously, the current recovery techniques are not capable
of preventing network from being affected by service disruption and unavailability. Therefore, we propose a proactiverestoration technique that has the ability to reduce the service disruption and increase the network service availability
through the use of online failure prediction mechanism, thanks
to the global view of SDN.
This paper is organised as follows. In section II, we introduce our proposed method along with the network models
and framework. Our simulation and experimental results are
presented in Section III. Finally, we present our conclusions
and outline our future work in Section IV.

II. P ROPOSED M ETHOD AND F RAMEWORK
A. Online failure prediction
Most of the previous studies that dealt with fault management have succeeded in mitigating the failure impact such
as the downtime, however, they remain far from avoiding
its effects such as service unavailability. This issue stems
from the delay of the convergence scheme that is involved
in every recovery process. Such convergence includes three
factors, these are: failure detection, alternative path planning
and network update. For the purpose of enhancing the network
service availability, an online failure prediction is utilised to
avoid some failure incidents. In fact, the evaluation of failure
prediction by itself is beyond the scope of this paper, as
many studies with remarkable achievements have done so.
Instead, we intend to employ the online failure prediction as a
technique to realise the proactive-restoration technique. Fig. 1
illustrates a generic overview upon the online failure prediction
process and the different time periods involved with it.

i.e. vi and vj , which is defined as a sequence of vertices
(vi , . . . , vj ). Pairs of vertices in a path are members of the
edge-set, (vi , vi+1 ) ∈ E, ∀1 6 i < j. Here, vi and vj are
called the source and destination routers of pij , respectively.
We suppose that pij is a simple path if all of its routers are
distinct. The length of pij isPthe total weights, i.e. cost, of
its edges; that is ω(pij ) =
vi ,vi+1 ∈pij ω(vi , vi+1 ), where
the edge cost can be any additive metric such as hop count,
delay and so on. The shortest path, p̂ij , from vi to vj is the
path with minimal cost among all available paths from vi to
vj . We define p̆ij to be a shortest path instance with link
dis-joint, which could serve as an alternative path that has
no common edges with the former shortest path, such that
E(p̆ij ) ∩ E(p̂ij ) = ∅. We consider that pij is operational
when all its edge pairs can be traversed. Hence, we define
the following test operational function (δ) over a link, which
reflects the current state of links as follows:
(
1 the link is operational
(1)
δ(vi , vi+1 ) =
0 otherwise
We define f ail as the failed links set as follows:
f ail = {(vi , vi+1 ) | (vi , vi+1 ) ∈ E ∧ δ(vi , vi+1 ) = 0} (2)

Fig. 1. Real-time failure prediction, [17].

According to Fig. 1, ∆td represents the historical data used
to forecast the upcoming failure incidents. ∆tl is the lead
time in which a failure alarm is generated, which can be
also defined as the minimum duration between the prediction
and failure. ∆tw is the warning time in which the proactiverestoration solution will need to be activated. ∆tp represents
the time, usually within few minutes, for which the prediction
will be assumed to be true.
The quality of failure prediction is typically evaluated by
two metrics: the unidentified incidents (FN) and the wrongly
identified incidents (FP). While, the overall performance is
measure by the precision, which is ratio of correctly identified
incidents (TP) to the number of both correctly plus wrongly
identified incidents, and recall, which is the ratio of correctly
identified incidents to the total number of actual incidents.
B. Network model
The network is modeled as an undirected graph, which is
widely used to model computer networks [18]. A graph G is
defined as a combination of vertices and edges, G = (V, E),
where V represents the finite set of vertices (i.e. routers) in
G that ranges over by {v1 , . . . , vn } for n ∈ N, while, E
represents the finite set of bidirectional edges (i.e. links) that
connect the vertices to one another. The set of all edges in
a graph can be defined as a 2-element subset of vertices,
E ⊆ V × V . We define fij to be a demand flow traffic
between the router i and j. We also define f low to be a set
of the demand traffic flows that have to be serviced by the
network. A path pij is a route between two given routers,

We define predict to be a set that temporarily holds the
risky flows whose constructed routes encompass at least one
link with a certain level of failure probability, denoted TΩ . In
this paper, three different levels of TΩ are considered; these
are, low: when the probability of failure is less than 50%, med:
when the probability of failure around 50% and high: when
the probability of failure is over 50%.
C. Failure model
Due to the lack of a public network dataset that includes
details such as failures, we have developed and used a failure
model that generates failure events periodically. Two metrics
are considered in this model: mean-time between failure
(MTBF) and mean-time to recover (MTTR). These metrics
are important for calculating the availability and reliability of
each network repairable component [19]. MTBF is defined as
the average time a particular component functions before it
fails. It is calculated using the following equation:
P
(startdown time − startup time )
.
(3)
number of f ailures
MTTR is the average time required to repair a failed component. Each link is characterized by its own values of both
MTBF and MTTR, and they are commonly independent from
other components in the network. Metrics such as cable length,
i.e. `(vi , vi+1 ), and Cable Cut (CC), can be used as alternatives
for measuring the two availability metrics. According to [19],
MTBF can be calculated as follows:
M T BF (hours) =

CC × 365 × 24
`(vi , vi+1 )

(4)

Application Layer

Proactive restoration

Topology discovery and parser

Northbound API
Control Layer

Proactive-Restoration Framework

in order to be able to manipulate and simplify the underlying
network topology.

Network Information Center
and Global View

Data Plane

Southbound API
Network Topology

Fig. 2. Architecture of the proposed framework and its components: the
primary contribution of this paper is on the proactive restoration routing block.
OpenFlow is used on the southbound interface and POX Python APIs are used
on the northbound interface.

For instance, when CC is equal to 100 km, it means that per
100 km there will be on average one cut per year. Besides this,
the MTTR of a link is influenced by its length [20], which
expresses the fact that the longer link has a higher MTTR
value. On this basis, we have designed the following formula
for calculating the MTTR value for each link in the network.
M T T R(hours) = ψ · `(vi , vi+1 )

(5)

The time (per kilometer) required to fix the cable, ψ, has units
hour/kilometer format. Due to the fact that links are physically
distributed in different locations and environments, ψ differs
from one link to another. Even if some links have the same
length, their ψ could be different as it relies on the physical
location and the ambient conditions. A more comprehensive
and detailed description of failure model is given in [21].
D. Framework design
From a high level point of view, Fig. 2 illustrates the main
components of our proposed framework. In next, we discuss
the components we used and developed in this framework in
more detail.
1) SDN controller: The SDN controller represents the network’s brain. It is where the intelligence and decision making
is performed by the framework. We use the POX controller
as it facilitates fast prototyping [22]. The standard OpenFlow
protocol is used as a southbound API for establishing the
communication between the data and control planes, whereas
the set of POX APIs is used on the northbound interface for
developing various network control applications.
2) Topology discovery and parser: This module is responsible for fetching the underlying network topology characteristics and building a topological view with the aid of the
POX OpenFlow discovery1 . In order to represent the network
topology as a graph, G, we utilised the NetworkX [23] tool
1 https://github.com/noxrepo/pox/

Algorithm 1: Proactive restoration
. Initialisation :
1 ∀fij ∈ f low, set p̂ij as a primary path
. Proactive restoration :
2 foreach fij ∈ predict do
3
if P robability > TΩ then
4
Replace each potential p̂ij with p̆ij
5
wait: ∆tp
6
if [ ∃(vi , vi+1 ) ∈ p̂ij ∧ δ(vi , vi+1 ) = 0 ] then
7
Mark as: correctly identified
8
else
9
Mark as: wrongly identified
10
Replace each p̆ij with p̂ij
11
end
12
end
13 end
. Recovery :
14 foreach (vi , vi+1 ) ∈ f ail do
15
Run Dijkstra’s algorithm to find p̂ij for every
affected fij
16 end
3) Proactive restoration: In order to maintain the network
flows, the proactive restoration technique is developed and
illustrated in Algorithm 1. Firstly, the shortest path, based on
Dijkstra’s algorithm with complexity of O(|V |+|E|log|V |),
is constructed for each flow (line 1). Then, based on links
probability of failure, a disjoint path based on Bhandari’s
algorithm [24] with complexity of O((K +1).|E|+|V |log|V |),
is configured for each flow exceeds TΩ (line 2-4). After
that, the reconfiguration is considered valid if the failure is
appeared within the predefined ∆tp (line 5-7). Otherwise,
the reconfiguration is considered invalid and this will incur
another reconfiguration to set the former shortest path again
(line 8-11). Finally, in the presence of link failure that was
not predicted, an alternative path will be appointed based on
Dijkstra’s algorithm for every affected flow (line 14-16).
III. P ERFORMANCE EVALUATION
A. Simulated network topologies
Both real-world and synthetic network topologies were used
to construct the data plane layer and in order to allow us to
evaluate the proposed technique. These topologies are depicted

(a) us [25]

(b) german [25]
Fig. 3. Experimental topologies.

(c) waxman

the wrongly identified incidents. The routing flaps of the
proactive-restoration, denoted by Rf+ , can be arrived at:

TABLE I
T OPOLOGY CHARACTERISTICS
Topology
us
german
waxman

Nodes
26
50
70

Edges
42
88
140

Type
real-world
real-world
synthetic

Rf+ =

in Fig. 3 and their characteristics are detailed in Table I. We
used the Internet topology generator Brite [26] to generate the
synthetic topology based on Waxman model [27].

X

TP +

X

F P + Rfsdn

(8)

where Rfsdn represents the routing flaps of the SDN network
without using the proactive-restoration technique, which is
measured by the number of times that the network is reconfigured due to up and down links incidents.

B. Experiment design

C. Simulation results

The proposed framework was implemented and evaluated
by using the container-based emulator, Mininet [28]. As
evidenced in the survey [29], Mininet is a widely used
emulation system for emulating/simulating network architecture with various experimental scenarios as well as to
evaluate and prototype SDN protocols and applications. The
experiments of this paper were designed based on the outof-band connection mode, where the control and data data
are transmitted over a separated medium. In the emulation
environment, we employed two servers; one acted as the
OpenFlow controller and the other simulated the network
topology. For each server, we used Ubuntu v.14.04 LTS with
Intel Core-i5 CPU and 8 GB RAM. Based on the failure
event model, Sec. II-C, the general reliability theory [30] has
been applied to generate failure events using the exponential
distribution (mean = M T BF ) for the next time to failure
of each link, and lognormal distribution E(µ, σ) with µ =
log(M T T p
R)−((0.5)×log(1+((0.6×M T T R)2 /M T T R2 )))
and σ = log(1 + ((0.6 × M T T R)2 /M T T R2 for time to
recover. For failure anticipation, false and true positive have
been generated during the simulated time using the uniform
distribution following the designated threshold level.
To measure the network service availability, we first measure the unavailability. In general, the network service unavailability over a specific time can be arrived at:

To evaluate our proposed method, each experimental topology was simulated in the system for 48 hours. Fig. 4 shows
the performance of the network service availability with and
without the use of the proactive-restoration method and at three
different levels of TΩ ; namely low, med and high. It can be
clearly seen that the network with proactive-restoration method
presents a better service availability than the performance of
network without using it. Despite the low recall and precision
rates, there is still a gain in service availability. One can
observe a gain in availability of 2% when TΩ is low to achieve
on average 97%, while, up to 1.5% when TΩ is medium to
gain on average 0.964% and almost 1% when TΩ is high to
obtain 0.96% on average. It can also be observed that the
precision and recall are affected by TΩ . The recall is inversely
proportional to TΩ . This is due to the fact that the amount of
captured events is increased when the probability of failure
is at low level. Therefore, the highest rate of recall can be
obtained when the number of identified events is large. In
contrast, precision decreases when recall increases since many
FP have to be accepted.
Although the network service availability is improved, the
rate of the routing flaps generated when use the proactiverestoration is found to be higher than the case of none using
it. The routing instability, by means of unnecessary flaps, is
correlated with the value of precision. The useless flaps that
were generated during the simulation are measured here for
each topology using the three threshold levels.
The amount of useless flaps is shown in Fig. 5, which
shows the unnecessary flaps that have been reported based
on the FP rate of each topology. It can be observed that the
number of unnecessary flaps increases when TΩ decreases. The
largest amount of unnecessary flaps is reported when TΩ is at
low level, while, the smallest amount of unnecessary flaps is
reported when TΩ is at high level. Each FP event is associated
with two useless flaps, that is, one for the reconfiguration,
i.e. switch over to an alternative disjoint path, and the other
for the reversion, i.e. switch back to the primary shortest
path. Therefore, the performance of failure prediction plays an
important role in reducing the quantity of unnecessary routing
flaps. Thus, there is a trade-off to be made by the network
operators in order to determine whether or not the gain in
service availability using the approach of proactive restoration
justifies the cost.

e
P

U=

af f ected fij

i=1

e × `(f low)

(6)

where, e represents the link failure incidents. To measure the
unavailability of the proactive-restoration technique, denoted
by U + , the impact of recall is considered as follows:
U + = (1 − Recall) × U

(7)

Consequently, the network availability is measured by subtracting the unavailability from 1.
Eventually, we measure the routing flaps, Rf , as a metric
to reflect the impact of the proposed method on network’s
stability. In fact, the main goal of proactive-restoration technique is to enhance the network service availability, however,
this would come at the price of network instability due
to the unnecessary reconfiguration that would result from

TΩ is low
0.97
0.97

0.96

0.955

Precision = 0.45
Recall = 0.23

Service availability

0.965

Service availability

Service availability

0.97

Precision = 0.43
Recall = 0.31
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0.96

0.968
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Routing flaps
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Routing flaps
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Routing flaps

TΩ is med
0.962
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0.956
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Fig. 4. Routing flaps and service availability of different TΩ measures based on parameter settings of ∆tl = 120s and ∆tp = 30s. The (
result achieved when using the proactive-restoration technique, while the ( ) represents the results without the proactive-restoration.
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german
waxman

2,000
1,500
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Fig. 5. The measurements of the unnecessary routing flaps that was reported
over the three experimental topologies and by using three T Ω levels. It
indicates that the high the T Ω the less flaps rate.

3,550

Routing flaps

) represents the

IV. C ONCLUSIONS
This paper demonstrated the promise of using a online
failure prediction mechanism to enhance the network service
availability in SDN environment. Despite the fact that network
fault management is a well established research area, the nextgeneration networks, like SDNs, still needs further investigation. We presented a new proactive-restoration algorithm in
which the network controller will have a time window to
reconfigure the network before the anticipated failure occurs
and hence some potential interruption of service availability becomes avoidable. We demonstrated how the proposed
method can be implemented. The performance of the proposed
approach was tested and evaluated through simulation experiments on a real-world and synthetic network topologies. Two
metrics were used to examine our approach, these are: service

availability and routing flaps. The experimental findings have
shown the effectiveness of the proposed method in improving
the SDN service availability and its ability to avoid some
failure events before they take place. The service availability
gain was up to 97% and it can be further improved when use a
good prediction model. In closing, the obtained improvement
came at the cost network stability through generating an
additional routing flaps.
As part of our future work, we intend to incorporate
machine learning techniques for more precise and realistic
prediction. In addition, we will extend this study to consider
multiple-failure scenarios that, for example, could result from
disasters and cause severe disruption in service availability.
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