The use of the hyperspherical harmonic (HH) basis in the description of bound states in an Abody system composed by identical particles is normally preceded by a symmetrization procedure in which the statistic of the system is taken into account. This preliminary step is not strictly necessary; the direct use of the HH basis is possible, even if the basis has not a well defined behavior under particle permutations. In fact, after the diagonalization of the Hamiltonian matrix, the eigenvectors reflect the symmetries present in it. They have well defined symmetry under particle permutation and the identification of the physical states is possible, as it will be shown in specific cases. The problem related to the large degeneration of the basis is circumvented by constructing the Hamiltonian matrix as a sum of products of sparse matrices. This particular representation of the Hamiltonian is well suited for a numerical iterative diagonalization, where only the action of the matrix on a vector is needed. As an example we compute bound states for systems with A = 3 − 6 particles interacting through a short-range central interaction. We also consider the case in which the potential is restricted to act in relative s-waves with and without the inclusion of the Coulomb potential. This very simple model predicts results in qualitative good agreement with the experimental data and it represents a first step in a project dedicated to the use of the HH basis to describe bound and low energy scattering states in light nuclei.
I. INTRODUCTION
The ab initio description of light nuclear systems, starting from the nucleon-nucleon (NN) interaction, requires well established methods to solve the Schrödinger equation. Among them, the Green function Monte Carlo (GFMC) method has been extensively used to describe light nuclei up to A = 10 and the no-core shell model (NCSM) up to A = 12 [1, 2] . In the A ≤ 4 systems, well established methods for treating both bound and scattering states exist as the Faddeev equations (A = 3) and the Faddeev-Yakubovsky equations (A = 4) in configuration or momentum space, and the Hyperspherical Harmonic (HH) expansion. All these methods have proven to be of great accuracy and they have been tested using different benchmarks [3] [4] [5] .
The HH method provides a systematic way of constructing a complete basis for the expansion of the A-particle wave function and its use in the A > 4 systems has been subject of intense investigations over the last years. In the specific case of application to nuclear physics, the wave function has to be antisymmetric and, therefore, the HH basis has been managed to produce basis states having well defined properties under particle permutations. Different schemes to construct hyperspherical functions with an arbitrary permutational symmetry are given in Refs. [6] [7] [8] . Recently, a procedure for constructing HH functions in terms of a single particle basis has been proposed in Ref. [9] .
In a different approach, the authors have used the HH basis, without a previous symmetrization procedure, to describe bound states in three-and four-particle systems [10] .
It has been observed that the eigenvectors of the Hamiltonian matrix reflects the symmetries present in it, even if it has been constructed using the non-symmetrized basis. The only requirement was to include all the HH basis elements having the same grand angular quantum number K. It is a property of the HH basis that basis elements having well defined behavior under particle permutation can be constructed as a linear combination of HH elements having the same value of K. Therefore, if the Hamiltonian commutes with the group of permutations of A objects, S A , the diagonalization procedure generates eigenvectors having well defined permutation symmetry that can be organized in accordance with the irreducible representations of S A . Moreover, identifying those eigenvectors with the desired symmetry, the corresponding energies can be considered variational estimates. In particular, in Ref. [10] , it was possible to identify a subset of eigenvectors and eigenvalues corresponding exactly to those that would be obtained performing the preliminary symmetrization of the states. It should be noticed that the simplicity of using the HH basis without a preliminary antisymmetrization step, has to be counterbalanced with the large dimension of the matrices to be diagonalized. However, at present, different techniques are available to treat (at least partially) this problem.
In the present article we continue the study of the non-symmetrized HH basis, extending the applications to systems with A > 4. In pursuit of this goal, we have developed a particular representation of the Hamiltonian matrix, which is systematic with respect to the number of particles and well suited for a numerical implementation. As mentioned, one of the main problem in using the HH basis is its large degeneracy, resulting in very large matrices. On the other hand, the potential energy matrix, expressed as a sum of pairwise interactions, cannot connect arbitrary basis elements differing in some specific quantum numbers. This means that in some representation each pairwise-interaction term has to be represented by a sparse matrix. For example, the matrix representation of the potential V (1, 2), constructed in terms of basis elements in which the quantum numbers of particles (1, 2) are well defined, is sparse in A ≥ 3 systems. In fact, its matrix elements connecting basis elements with different quantum numbers labelling states which do not involve particles (1, 2) are zero. A problem arises when the matrix elements of the generic term V (i, j), defining the interaction between particles (i, j), has to be calculated using basis elements in which the quantum numbers of particles (i, j) are not well defined. One operative way to solve this problem consists in rotating the basis to a system of coordinates in which particles (i, j) have well defined quantum numbers. This makes the matrix V (i, j) sparse. However, we would like the rotation matrix to be sparse too, which in general it is not true. This last problem is solved noticing that the rotation matrix can be expressed as a product of sparse matrices, each one representing a rotation which involves a permutation of particles of successive numbering. After these manipulations the potential energy matrix results in a sum of products of sparse matrices suitable for numerical implementations.
An advantage in using the non-symmetrized HH basis appears when symmetry breaking terms are present in the Hamiltonian. In the case of the nuclear Hamiltonian with chargesymmetry breaking terms, this means that different total isospin components T are present in the wave function. For example, the three-nucleon bound state wave function includes T = 1/2, 3/2 components and the four-nucleon bound state wave function includes T = 0, 1, 2 components, requiring the inclusion of different spatial symmetries in the wave function. Therefore, considering all the possible spin and isospin components, the number of HH states having well defined spatial symmetries, necessary to construct the wave function, and the dimension of the non-symmetrized basis is comparable. High isospin components are in general a small part of the total wave function. They are difficult to include in the antisymmetrized basis since appreciably increases the number of basis elements and, at the same time, they improve very little the description of the state. In practical cases they are disregarded, or partially included, with the consequence that the occupation probabilities of the high isospin states are not always well determined (see Ref. [11] ). Conversely, using the non-symmetrized basis, all the isospin components are automatically generated. As an example we will show results for A = 3 − 6 systems using short-range central interactions with and without the inclusion of the Coulomb potential.
To summarize, in this paper we present the implementation of the non-symmetrized HH basis for A-body system using the factorization of the potential energy matrix mentioned before. In order to give a detailed description of this construction, we consider only spatial degrees of freedom; accordingly, we show examples using a central interaction. The diagonalization of the Hamiltonian produces eigenvectors organized in multiplets of the dimension of the corresponding irreducible representation of S A , and the different symmetries will be identified using the appropriate Casimir operator. Not all the states belonging to a particular representation can be antisymmetrized using the spin-isospin functions of A nucleons and, therefore, these states are not physical. It should be noticed that the physical states could appear in very high positions of the spectrum, in particular this is the case for A > 4 systems. On the other hand, the iterative methods, as the Lanczos method, used to search selected eigenvalues and eigenvectors of large matrices are more efficient for the extreme ones. To this respect, we have found very convenient to use the symmetry-adapted Lanczos method proposed in Ref. [12] , which restricts the search to those states having a particular symmetry. When possible, comparisons to different results in the literature will be done.
Since we have in mind the description of light nuclear systems using realistic interactions, this study can be considered a preliminary step in the use of this technique.
The paper is organized as follows; section II is devoted to a brief description of the HH basis. In sections III the expression for the potential energy matrix in terms of HH states is given. In section IV the results for the models proposed are shown. Section V includes a brief discussion of the results and the perspectives of the present work.
II. THE HARMONIC HYPERSPHERICAL BASIS FOR A BODIES
In this section we introduce the notation and we present a brief overview of the properties of the HH basis.
A. Basic properties of the HH basis
In accord with Ref. [10] , we start with the following definition of the Jacobi coordinates for an A body system with Cartesian coordinates r 1 . . . r A
where m is a reference mass, N = A − 1, and where we have defined
Let us note that if all the masses are equal, m i = m , Eq. (1) simplifies to
For a given set of Jacobi coordinates x 1 , . . . , x N , we can introduce the hyperradius ρ
and the hyperangular coordinates Ω N
with the hyperangles φ i defined via
The radial components of the Jacobi coordinates can be expressed in terms of the hyperspherical coordinates
. .
Using the above hyperspherical angles Ω N , the surface element becomes
and the Laplacian operator
where the Λ 2 N (Ω N ) is the generalization of the angular momentum and is called grand angular operator.
The HH functions Y [K] (Ω N ) are the eigenvectors of the grand angular momentum operator
They can be expressed in terms of the usual harmonic functions Y lm (x) and of the Jacobi polynomials P a,b n (z). In fact, the explicit expression for the HH functions is
where [K] stands for the set of quantum numbers l 1 , . . . , l N , m 1 , . . . , m N , n 2 , . . . , n N , and the hyperspherical polynomial is
with the K j quantum numbers defined as
The normalization factor is
where, for the special choice of hyperangles given by Eq. (7), α K j = K j + 3j/2 − 1 and
The quantum number K ≡ K N is also known as the grand angular momentum.
The HH functions are normalized
moreover, the HH basis is complete
With the above definitions, the HH functions do not have well defined total orbital angular momentum L and z-projection M. It is possible to construct HH functions having well defined values of LM by coupling the functions Y l j m j (x j ). This can be achieved using different coupling schemes. Accordingly, we can define the following HH function
having well defined values of LM, with the particular coupling scheme in which particles In the definition of the hyperspherical coordinates in terms of the radial components of the Jacobi coordinates it is useful to introduce the hyperspherical tree structure [13] . For example, the particular choice of Eq. (7), in the coupling scheme of Eq. ( 17),corresponds to the one depicted in Fig. 1 , where we can also read the above-mentioned angular-momentum coupling scheme. However, other definitions are possible, and the corresponding hyperspherical functions can be related using the T -coefficients [14, 15] . Schematically, these coefficients relate the following tree structures
and play the same rôle of three-momenta recoupling as the 6j coefficients, but for the grandangular momenta. Here
The explicit definition of the coefficients is
In this expression the value of the coefficients α j depend on the value of the partial grand angular momentum K j or partial angular momentum l j , which labels the node or the leave respectively, and on the topology of the hyperspherical tree. Having in mind that in a binary tree a node and its child nodes form a sub-binary tree with N α j nodes and L α j leaves the coefficients read
Furthermore, the integral in Eq. (19) can be rewritten as an hypergeometrical function using the following identity:
For the sake of completeness, we also report the notation we use for the recoupling of three angular momenta
where we have defined
Both T -and T -coefficients have particular relevance in the construction of HH functions with arbitrary permutational symmetry [8, 16] .
B. Rotation matrices between HH basis elements of different Jacobi coordinates
The Jacobi coordinates explicitly depend on the way of numbering the A particles. In particular, for an equal mass system, we have selected a successive order in Eq. (3) starting from the definition of x N = r 2 − r 1 . In the following we will refer to this set as the reference Jacobi set. However, different choices are possibles, starting for example from x N = r j − r i , with the related HH functions depending differently on the particle variables. In general, the Jacobi coordinates can be defined from a permutation {p ≡ p 1 . . . p A } of the A particles, . The explicit indication of the index p of the permutation allows to trace back the dependence on the particle variables. It is a general property of the HH basis that elements constructed using a permutation p in the arrangement of the particles can be expressed as a linear combination of HH basis elements defined using some other order, both having the same grand angular quantum number. In our case, we use the HH basis constructed with the reference Jacobi set to express bases constructed with other arrangements. Accordingly, the property reads
where the sum runs over all quantum numbers compatible with the condition K = K ′ .
As indicated, in the transformation the total angular momentum LM is conserved. For a given number of particles, N K denotes the number of HH functions having the same value of K. Consequently, the coefficients of the transformation
For A = 3 these matrix elements are the Raynal-Revai coefficients [17] , whose expression is explicitly known. For A > 3 the coefficients cannot be given in a close form, and a few methods have been derived for their calculations [6, [18] [19] [20] .
Here we are interested in a particular set of coefficients relating the reference HH basis to a basis in which the ordering of two adjacent particles have been transposed. It is easy to verify that there are A − 1 sets of Jacobi coordinates of this kind based on the following ordering of the particles:
(r 2 , r 1 , . . . , r A ). This last ordering results in a Jacobi set in which all the Jacobi vectors are equal to those of the reference set except the last one, x N , which is now
The other A − 2 orderings lead to N − 1 Jacobi sets that differ, with respect to the original Jacobi set, in the definition of two Jacobi vectors. In fact, given the transposition between particles j, j + 1, only the Jacobi vectors x i and x i+1 , with i = N − j + 1, are different. We label them x ′ i and x ′ i+1 , and explicitly they are 
are the matrix elements of a matrix A
LM i
that allows to express the transposed HH basis elements in terms of the reference basis. They are a particular case of the general C
defined in Eq. ( 24) and, therefore, the total angular momentum as well as the grand angular quantum number K are conserved in the above integral (
can be calculated analytically using the T -and T -coupling coefficients and the Raynal-
Revai matrix elements [6, 14, 15] . In fact, we have seen that only two Jacobi coordinates are changed in the construction of the transposed HH basis (see Eq. (25)). If the two coordinates are directly coupled both in grand-angular and angular space, as is the case for the pair x 1 and x 2 , corresponding to i = 1, the coefficient reduces to the Raynal-Revai coefficient. Explicitly,
with
whose analytic form has been given in Ref. [17] . When 2 ≤ i ≤ N − 1, we still have a transformation between only two Jacobi coordinates, and the coefficients read
where L N = L and K N = K. From the conservation of partial angular and grand angular momenta and the fact that
, the matrices
A can be obtained from a three-dimensional integral. However, as has been shown in Ref. [15] , they can be reduced to Raynal-Revai coefficients using the T -and T -coefficients to recouple the quantum numbers relative to the Jacobi variables x i and x i+1 . The final expression is 
We are now interested in obtaining the rotation coefficients between the reference HH basis and a basis in which the last Jacobi vector is defined as x ′ N = r j − r i , without loosing generality we consider j > i. A generic rotation coefficient of this kind can be constructed as successive products of the A k,LM
is the last Jacobi vector in which particle j appears, at maximum 2(j − 2) factors have to be included in the product. To see this, we start discussing the case j = 3 resulting in two different bases, one having the vector x ′ N = r 3 − r 1 and the other the vector x ′ N = r 3 − r 2 . The rotation coefficient that relates the basis having the vector x ′ N = r 3 − r 1 to the reference basis, is A
since it corresponds to the transposition of particles (2, 3) . In the second case we have to consider the transpositions of particles (2, 3) and (1, 2) and, the coefficients results the same as before times the phase given by the coefficient A
. Therefore, in the case j = 3, the rotation coefficients includes at maximum the multiplication of two A-coefficients.
There are three vectors x ′ N = r j − r i with j = 4. When i = 1 or i = 2, the transposition (3, 4) leads to the previous case and two and three factors are needed respectively. For the case x ′ N = r 4 − r 3 , the intermediate transposition (2, 3) is needed with the consequence that the rotation coefficient includes four factors, and so on.
the HH basis element constructed in terms of a set of Jacobi coordinates in which the N-th Jacobi vector is defined x ′ N = r j − r i , the rotation coefficient relating this basis to the reference basis can be given in the following form
The particular values of the indices i 1 , . . . , i n , labelling the matrices
in , depend on the pair (i, j). The number of factors cannot be greater than 2(j − 2) and it increases, at maximum, by two units from j to j + 1. The matrix
is written as a product of the sparse matrices A LM i 's, a property which is particularly well suited for a numerical implementation of the potential energy matrix as is discussed in the next section.
III. THE POTENTIAL ENERGY MATRIX IN TERMS OF THE A-COEFFICIENTS
The potential energy of an A-body system constructed in terms of two-body interactions
Considering the case of a central two-body interaction, its matrix elements in terms of the HH basis of Eq. (17) are
In each element
the integral is understood on all the hyperangular variables and depends parametrically on ρ. Explicitly, for the pair (1, 2), it results
The above formula shows that for A > 2 the matrix representation of V (1, 2) is sparse in this basis. Using the rotation coefficients, a general term of the potential V (i, j) results
It should be noticed that
therefore Eq.(37) results
or, in matrix notation,
The complete potential matrix energy results
The matrices B 
where L 
The matrices T (1) and T (2) have an analytical form and are given in Ref. [10] . The matrix
are obtained after integrating the matrix V 12 (ρ) in ρ-space (we will call the corresponding matrix V 12 ). Introducing the diagonal matrix
, and the identity matrix I in K-space, we can rewrite the Hamiltonian schematically as
in which the tensor product character of the kinetic energy is explicitly given. A scheme to diagonalize such a matrix is given in the Appendix.
We choose as central potential the Volkov potential In the present analysis the convergence will be studied with respect to the index K max , therefore, the number of Laguerre polynomials at each step, m max + 1, will be sufficiently large to guarantee independence from β of the physical eigenvalues and eigenvectors.
We found that m max + 1 ≈ 20 Laguerre polynomials (with proper values of β) were sufficient for an accuracy of 0.1% in the calculated eigenvalues.
A. Symmetries of the eigenvectors
Fixing the total angular momentum and parity J π of the state we want to describe, the diagonalization of the Hamiltonian produces eigenvectors with well-defined-permutation symmetry. Since we are using a central potential, the total angular momentum L and total spin S are good quantum numbers. Accordingly, our basis is identified by (L, S, T )J π ,
where T is the total isospin of the state, and the parity corresponds to consider even or odd K values in the expansion. The eigenvalues appear either in singlets, corresponding to symmetric or antisymmetric eigenvectors, or in multiplets, corresponding to mixed symmetry eigenvectors. The identification of the symmetry of each eigenvector can be done applying to it the Casimir operator
where P (i, j) is the permutation operator of particles (i, j). Using the results of the preceding section, the representation of the Casimir operator in the HH basis results
As discussed in Ref. [23] , this Casimir operator corresponds to the class sum [ (2) 
The different symmetries characterizing the spatial eigenvector are identified by λ. The physical state of A nucleons is obtained after multiplying Ψ
) by the proper spin-isospin state in order to obtain an antisymmetric state.
B. A = 3, 4 systems
In Ref. [10] the binding energies E 0 (3) and E 0 (4) corresponding to the ground states of the A = 3, 4 systems has been studied using the Volkov potential. Here we extend the analysis to some more states of the spectrum using, in addition, the s-wave version of the potential. In particular the A = 3 system present a very shallow excited state. This is a consequence of the very shallow two-nucleon binding energy E 2N and the large value of the scattering lenth a 2N that this potential produces. It is known that when the two-body system presents these characteristics, the three-body system could show a certain numbers of bound states close to the two-body threshold called Efimov states (see Ref. [24] and reference therein). In the present case, this behavior is a consequence of the parametrization of the Volkov potential that has been tuned to approximate the binding energy of the A = 3 system. In doing that, the binding energy of the A = 2 system results to be much lower than the experimental deuteron binding energy. Despite this unrealistic situation, here we are interested in studying the HH expansion for systems with A > 4. The analysis of the A = 3, 4 systems serves as a basis for establishing the different thresholds that appear in the description of those systems.
In Table I E 0 and E 1 , has been observed before [25, 26] . Moreover, the pattern of convergence of the all-waves and s-wave potentials is similar. Since the structure of these states corresponds mostly to have the particles in a relative l = 0 state, there is only a small decrease in energy for E 0 , of about 35 keV, when the s-wave potential is considered. In the excited state E 1 this difference is even less, of about 0.5 keV, giving both versions of the potential very close values. This is a manifestation of the particular structure of the Efimov state in which the third particle orbitates around the l = 0 state of the other two in a very far orbit. Increasing the attraction of the two-body potential, the two-body binding energy E 2N increases faster than the E 1 energy and, at some point, the Efimov state starts to be above the two-body threshold (see for example Ref. [27] ). When realistic forces are used to describe the three-nucleon system there is no observation of an excited state, in agreement with the experimental situation. However the effective range function presents a pole close to the two-body threshold [28] , that can be interpreted as an Efimov-like state embedded in the continuum. When the Coulomb interaction is included, the ground state binding energy results E 0 = 7.7594 MeV (all-waves potential) and E 0 = 7.7254 MeV (s-wave potential). In both cases the isospin components T = 1/2 and 3/2 are automatically included. With the repulsion induced by the Coulomb potential the excited state is not any more bounded.
The L = 0 state of the A = 4 system is firstly analyzed. The spatially symmetric state of four nucleons can be antisymmetrized using the S = 0, T = 0 spin-isospin functions.
In Table II S n = 1/2. Physically this state is describing a scattering state between a neutron and an α-particle in J π = 1/2 − and 3/2 − . In the present study we are limiting the description to bound states, however, using the method described in Ref. [31] it would be possible to compute phase-shifts using the L = 0, 1 bound-like states. The extension of the method to describe scattering states is in progress.
In the case of the A = 6 system we concentrate the analysis in the (L, S, T )J π = (0, 0, 1)0 + and (0, 1, 0)1 + states. Using a central potential, and disregarding the Coulomb interaction, these two states are degenerate. Including the Coulomb interaction between two protons, the first state has the quantum numbers of 6 He. A direct diagonalization of the six body
Hamiltonian using the non-symmetrized HH basis, with the Volkov potential, produces a spectrum in which the first two levels belongs to the [6] irreducible representation of S 6 .
They are completely symmetric and cannot be antisymmetrized using the A = 6 spin-isospin functions. The third level belongs to the [5 1] representation and it cannot be antisymetrized too. The fourth level belongs to the [4 2] representation, and it is the first one that can be symmetrized using the A = 6 spin-isospin functions having S = 0, T = 1 or S = 1, T = 0.
The convergence pattern of these four levels in terms of K max are shown in Table VI . It should be noticed that in the computation of the spectrum using the s-wave potential the E s 3 is not anymore the fourth level. Other levels belonging to the [6] and [5 1] representation gain more energy than the [4 2] level, making difficult its correct identification. However, it is possible to restrict the search of the eigenvectors to those having a particular symmetry using a symmetry-adapted Lanczos method [12] (a description of the iterative method used is given in the Appendix). Essentially, starting with a vector having the desired symmetry, after each iteration of the matrix-vector product, the new vector is projected onto the sub-space of the selected symmetry. Following Ref. [12] , an intermediate purification step is also implemented. This method has the characteristic of finding eigenvalues corresponding to eigenvectors of one particular symmetry simplifying the search procedure and the identification of the eigenvectors. 
V. CONCLUSIONS
In this work we have developed a technique devoted to describe bound states in an Abody system without imposing a particular requirement due to the intrinsic statistic of the particles. However, the final aim of the method is to found wave functions that fulfill this requirement.
Starting with the non-symmetrized HH basis set, we have diagonalized the Hamiltonian of the A-body system using that basis at fixed values of K. We have observed that the eigenvectors reflect the symmetries present in the Hamiltonian and, in particular, if the system is composed by identical particles, the eigenvectors belong to the different irreducible representations of the permutation group of A objects, S A . Using a Casimir operator, it was possible to identify those eigenvectors having the required symmetry of the system and, accordingly, study the convergence (in terms of K) of the corresponding eigenvalues. The direct use of the non-symmetrized HH basis has important consequences from a technical point of view. The size of the basis is much bigger than the one limited to a subspace having a particular symmetry. However, it should be noticed that a system of nucleons includes spatial, spin and isospin degrees of freedom, all of them coupled by the NN potential, with the consequence that different spatial symmetries are present in an A-nucleon wave function. Although the construction of HH basis elements having different spatial symmetries is possible (see for example Ref. [8] ), the necessity of including the different symmetries in the description enlarges the dimension of the basis and makes it comparable to the case in which the non-symmetrized basis is used. This is particularly important when one wants to consider the description of the small components of the wave function induced by symmetry breaking terms in the potential, as for example high isospin components.
The method here presented is based in a particular implementation of the potential energy matrix constructed as a sum of products of sparse matrices. This allows to efficiently use iterative algorithms in which the matrix-vector product is a key element. However the iterative methods are well suited to calculate the deepest levels of the spectrum. In our formulation, due to the presence of different symmetries, the physical states could appear very high in the spectrum or in a zone with a high density of levels. In this case we found very convenient to use the symmetry-adapted Lanczos method [12] . Using the particular form of the permutation operator P (i, j) in terms of the sparse matrices (see Eq. (47)), it was possible to project the vector in the iterative procedure to be antisymmetric in selected pairs of particles. In this way the desired symmetry becomes the lowest state of the spectrum.
Though this mechanism is not as fast as searching for the true lowest state of the complete spectrum, it is much faster than searching for certain numbers of levels in high position of the spectrum.
We should also stress that the sparse matrices The calculations presented here have been obtained using a sequential code. We expect that an opportune parallelization of the code (which is under study) will increase the potentiality of the method.
We have limited the analysis to consider a central potential, the Volkov potential, used 
VI. APPENDIX
The diagonalization of the Hamiltonian is obtained by means of an iterative algorithm which requires only the action of the Hamiltonian matrix on a given vector. We used the Lanczos algorithm in the version invented by Cullum and Willoughby [33] which is particularly sparing with memory use. In principle, the iterative procedure should preserve the permutation symmetry of the input vector, as the Hamiltonian commutes with the group elements. However, the round-off errors generate components also in the other irreducible representations. To circumvent this problem, we have used a symmetry adapted Lanczos (SAL) developed in Ref. [12] in which a projection operator is applied after each iterative step. Starting from a random initial vector, in the usual Lancsoz recurrence formula
the product Hv i is replaced by P 
given as the product of the antisymmetrization operator A 12 with respect particles (1, 2), and the antisymmetrization operator A 34 with respect particles (3, 4) . The two antisymmetrization operators have the following expression in terms of the A i matrices (the superscript L, M = 0, 0 is understood)
and Table IV , denoted as E 0 , E 1 , E 2 and the L = 1 levels given in Table V , denoted as all-waves and s-wave, are shown as functions of the non-linear parameter β, at K max = 16 (L = 0 levels) and K max = 17 (L = 1 levels), respectively.
