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Abstract
Kernel based methods provide a way to reconstruct potentially high-
dimensional functions from meshfree samples, i.e., sampling points and
corresponding target values. A crucial ingredient for this to be success-
ful is the distribution of the sampling points. Since the computation of
an optimal selection of sampling points may be an infeasible task, one
promising option is to use greedy methods.
Although these methods may be very effective, depending on the spe-
cific greedy criterion the chosen points might quickly lead to instabilities
in the computation. To circumvent this problem, we introduce and in-
vestigate a new class of stabilized greedy kernel algorithms, which can be
used to create a scale of new selection strategies.
We analyze these algorithms, and in particular we prove convergence
results and quantify in a precise way the distribution of the selected points.
These results allow to prove, in the case of certain Sobolev kernels, that the
algorithms have optimal stability and optimal convergence rates, including
for functions outside the native space of the kernel. The results also apply
to the case of the usual P -greedy algorithm, significantly improving state-
of-the-art results available in the literature. Illustrative experiments are
presented that support the theoretical findings.
1 Introduction
We start with introducing our central terminology and notation, which is well-
known in kernel approximation literature, cf. [6, 7, 19]. For a nonempty set
Ω ⊂ Rd a real valued kernel is defined as a symmetric function k : Ω× Ω → R.
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The kernel matrix A ∈ RN×N associated to this kernel and to an arbitrary
set of points XN = {x1, .., xN} ⊂ Ω is given by entries Aij = k(xi, xj). In
the following the sets XN will always be assumed to consist of pairwise distict
points. A kernel k is called strictly positive definite if the kernel matrix is
positive definite for any such XN ⊂ Ω and any N ∈ N.
For every strictly positive definite kernel on Ω there is a unique native space
Hk(Ω) with inner product (·, ·)Hk(Ω), i.e., a Hilbert space of functions where the
kernel k acts as a reproducing kernel, that is
1. k(·, x) ∈ Hk(Ω) ∀x ∈ Ω,
2. (f, k(·, x))Hk(Ω) = f(x) ∀f ∈ Hk(Ω), ∀x ∈ Ω.
Strictly positive definite kernels can be used to interpolate functions. For
this, consider a function f ∈ Hk(Ω). Then there is a unique interpolant sN of
f on XN , which is given by the orthogonal projection ΠV (XN )(f) of f to the
subspace V (XN ) := span{k(·, xi), xi ∈ XN}. Additionally this interpolant is
the minimum norm interpolant among all interpolants from Hk(Ω). It can be
expressed as
sN (·) = ΠV (XN )(f) =
N∑
i=1
αik(·, xi),
where the coefficients α = (αi)
N
i=1 ∈ RN can be computed by solving the linear
equation system
Aα = b, (1)
with the kernel matrix A of k on XN , and the vector b = (f(xi))
N
i=1 of function
values. Since the kernel is assumed to be strictly positive definite, the kernel
matrix is positive definite and thus Equation (1) possesses a unique solution.
A priori it is usually unclear how to choose an appropriate set of sampling
points, although it is evident that this choice strongly influences the results of
the interpolation process. To overcome this problem, often greedy methods are
applied [4, 12, 15, 17, 21].
Greedy algorithms are largely studied and applied in the fields of approx-
imation and computational mathematics. We refer for example to [18] for a
general treatment of greedy methods. Convergence analysis for several greedy
algorithms, also in reduced basis methods, can be found in [1, 2, 9, 10].
In the present setting of kernel interpolation, the greedy algorithms start
with an empty set X0 := ∅ and then they iteratively add another interpolation
point as XN+1 := XN ∪ {xN+1} at each step which is optimal with regard to
some selection criterion η(N):
xN+1 = argmax
x∈Ω
η(N)(x). (2)
These greedy algorithms stop if the interpolant is exact or if some predefined
stopping criterion is met, and they are practicable and fast.
In the greedy kernel literature there are three main selection criteria, namely
f -greedy, P -greedy and f/P -greedy [4,12,17], that we will recall in the following.
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Depending on the chosen selection criterion different interpolation point distri-
butions may result, and they lead to different effects concerning convergence
speed or stability of the numerical scheme.
The convergence is closely linked to the fill distance hXN ,Ω which describes
the largest ball which can be centered in Ω without intersecting any interpolation
point xi ∈ XN . The separation distance qXN measures instead the distance of
the two closest interpolation points and it can be related to the stability of the
interpolation procedure via the condition number of the kernel matrix. Thus
we define
hN := hXN ,Ω := sup
x∈Ω
min
xi∈XN
‖x− xi‖2,
qN := qXN := min
xi 6=xj∈XN
‖xi − xj‖2.
(3)
Roughly speaking, a small fill distance implies a small error, while a large sep-
aration distance guarantees stability. If a sequence of sets of points satisfies
hN ≤ C · qN for some C > 0 and all N ∈ N, then the uniformity constant
ρN := hN/qN ≤ C is bounded and the sequence is called asymptotically uni-
formly distributed and, intuitively, it possesses both the desirable properties and
it is thus particularly suitable for interpolation.
In this paper we introduce a new class of greedy kernel approximation algo-
rithms, the so called stabilized or restricted greedy algorithms. They are obtained
as a modification of existing selection strategies by introducing a restriction on
the set of admissible points, which is steered by a parameter γ ∈ (0, 1]. This
modification creates, for each selection rule, a scale of methods depending on γ.
We prove convergence results for the new scale of algorithms by controlling
the decay of the Power function associated with the selected points. This re-
sult is an extension of a result in [15], and proves that the Power function of
the new algorithms decays algebraically or exponentially, depending on known
convergence rates for interpolation by uniform points.
In the case of certain kernels associated to Sobolev spaces, we also prove
that the known decay rates are optimal up to constants, i.e., no better rate of
decay of the Power function can be obtained, even for points that are globally
optimized instead than selected iteratively.
We then use this decay of the Power function to derive three groups of results.
First, we obtain a refined version of a bound of [4] and use it in combination with
an idea of [15] to obtain a precise decay of the fill distance of the points selected
by the algorithms. This result is a strict improvement of the one of [15], and in
particular it allows to obtain error bounds for the interpolation error w.r.t. a
generic Lp norm (and not necessarily the L∞ norm) and for the approximation
of the derivatives of the target function. These general rates of convergence
coincide with the worst-case optimal ones.
Second, we modify an idea introduced in [4] to deduce precise lower bounds
for the decay of the separation distance. Thanks to this result, we can guarantee
a control on the condition number of the interpolation matrices and on the
Lebesgue constant, and thus on the stability of the algorithms.
Third, combining the first two results we prove that the selected points are
asymptotically uniform. Since these algorithms can be run very efficiently on
very general geometries, they can be used to generate uniform point distribu-
tions for other methods such as meshless PDE solvers. Moreover, a result of [14]
applies to the interpolation by these new algorithms, and in particular we prove
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that they can be used to approximate with optimal rates of convergence func-
tions which are outside the native space of the kernel.
All these results apply to any of the γ-stabilized greedy algorithms, with
constants depending on γ. In particular, they cover the case of P -greedy, for
which the results of this paper provide new or refined results. The f - and f/P -
greedy selections are also covered. In this case the modified algorithms allow to
obtain for the first time convergence rates that are at least worst-case optimal.
The paper is organized as follows. We start by recalling some additional
details on kernel theory in Section 2, while in Section 3 the stabilized greedy
algorithms are introduced. The following Section 4 gives precise bounds on the
decay of the maximal Power function values, and these bounds allow to prove
in Section 5 that the resulting sampling points are distributed asymptotically
uniformly by providing upper bounds on the fill distance and lower bounds on
the separation distance. Using this uniformity, further results are drawn on the
stability and convergence of the algorithms in Section 6. Section 7 concludes
with some numerical experiments which complement the analytic results.
2 Kernel interpolation and greedy algorithms
To begin with we start with some additional background about kernel based
approximation. A thorough introduction and more details can be found e.g. in
the monographs [6, 7, 19] already mentioned in the previous section.
A way to measure the interpolation error ‖f − ΠV (XN )(f)‖L∞ is given by
the Power function PN := PXN : Ω → R, which can be defined as the norm of
the pointwise error functional, i.e.,
PN (x) = sup
06=f∈Hk(Ω)
|f(x)−ΠV (XN )(f)(x)|
‖f‖Hk(Ω)
, (4)
and it can be proven that it can be expressed in the following way:
PN (x) =‖k(·, x)−ΠV (XN )(k(·, x))‖Hk(Ω). (5)
Reshaping Equation (4) defining PN and taking the supremum norm directly
yields the standard estimate on the interpolation error in the L∞ norm, namely
‖f − ΠV (XN )(f)‖L∞(Ω) ≤ ‖PN‖L∞(Ω) · ‖f‖Hk(Ω), f ∈ Hk(Ω). (6)
Instead of expressing the interpolant in terms of the basis of so called kernel
translates k(·, xi), it is sometimes useful to consider the Lagrange basis. The
following proposition collects some classical results in this direction (see e.g.
[19]).
Proposition 1. Let XN ⊂ Ω be pairwise distinct points. Then there exists a
unique Lagrange basis {lj}Nj=1 of V (XN ), i.e., V (XN ) = span{lj, 1 ≤ j ≤ N}
and lj(xi) = δij for all 1 ≤ i, j ≤ N . Furthermore, for any f ∈ H the unique
interpolant of f on XN can be expressed as
ΠV (XN )(f)(x) =
N∑
j=1
f(xj)lj(x) for all x ∈ Ω,
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and the square of the Power function is given by
PN (x)
2 = k(x, x) −
N∑
j=1
k(x, xj)lj(x) for all x ∈ Ω.
Moreover, the Lebesgue constant
ΛXN := max
x∈Ω
N∑
j=1
|lj(x)|
gives an upper bound on the sampling stability of the interpolation process, i.e.∥∥ΠV (XN )(f)∥∥L∞(Ω) ≤ ΛXN ‖f |X‖∞ for all f ∈ H.
As mentioned in the introduction, the success of this interpolation process
depends crucially on the distribution of the points XN inside Ω, which we will
quantify by means of the fill distance and the separation distance defined in
(3). Using simple geometric arguments, which relate the volume of the domain
Ω or a surrounding ball to the sum of the volumes of balls around the points
xi ∈ XN , one can conclude some basic estimates on the fill distance and on the
separation distance (see e.g. [12]).
Theorem 2. Let Ω ⊂ Rd be bounded, (XN )N∈N be a sequence of sets of points
within Ω. Then there are constants cΩ > 0, C
′
Ω > 0 such that
hN ≥ cΩ ·N−1/d,
qN ≤ C′Ω ·N−1/d.
(7)
We recall that whenever for a given sequence of point sets there exists C > 0
such that additionally hN ≤ C · qN holds for all N ∈ N, then (XN )N∈N is said
to be asymptotically uniformly distributed.
For the selection of these sampling points we are interested in greedy al-
gorithms which, as mentioned, construct a nested sequence of points (XN )N∈N
starting fromX0 := ∅ and updating it at each iteration asXN+1 := XN∪{xN+1}
by selecting a point that maximizes a given selection criterion η(N) over Ω. In
particular, the commonly used f -, P -, and f/P -greedy selection rules use the
following error indicators:
i. f -greedy: η
(N)
f (x) = |f(x)−ΠV (XN )(f)(x)|
ii. P -greedy: η
(N)
P (x) = PXN (x)
iii. f/P -greedy: η
(N)
f/P (x) = |f(x)−ΠV (XN )(f)(x)|/PXN (x).
The first two criteria are clearly aiming at reducing the pointwise interpolation
error either directly, or via (6) by reducing the Power function. The f/P -
greedy (”f over P greedy”) selection, instead, combines the two and it can be
proven to be locally optimal, i.e., it provides the best possible reduction of the
interpolation error in the native space norm, at each iteration. However, for
f/P -greedy it is necessary to perform the maximization over Ω \ XN as the
fraction is not well-defined in already selected points XN .
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We remark that here and in the following if the maximum in a selection rule
is not unique then any of the points realizing the maximal value can be chosen
arbitrarily. Whenever we will prove or recall results about the distribution of
the sequence of points selected by a greedy algorithm we refer to any possible
sequence.
So far our discussion applies to any given strictly positive definite kernel, but
most of the analytical results of this paper are specialized to the remarkable case
of kernels generating Sobolev spaces. To be more precise, we consider the class
of translational invariant kernels, i.e., there exists a function Φ : Rd → R such
that the kernel can be expressed as k(x, y) = Φ(x − y). A special case is given
by radial basis function kernels which can be expressed as k(x, y) = Φ(‖x−y‖2)
with a radial basis function Φ : Rd → R. Depending on the Fourier transform of
this function Φ, the native spaceHk(Ω) can be characterized in terms of Sobolev
spaces. That means that if there exist constants cΦ, CΦ > 0 and τ > d/2 such
that
cΦ(1 + ‖ω‖22)−τ ≤ Φˆ(ω) ≤ CΦ(1 + ‖ω‖22)−τ ∀ω ∈ Rd, (8)
then the native space Hk(Rd) is norm equivalent to the Sobolev space W τ2 (Rd).
Under some mild conditions on the boundary this result also holds for domains
Ω ⊂ Rd, which will be assumed in the following. Kernels whose native space
is norm equivalent to such a Sobolev space W τ2 will be called kernels of finite
smoothness τ .
Generally, on the Sobolev spaces W kp (Ω), we use the following notation to
denote the usual (semi-)norms for k ∈ N,
|u|Wkp (Ω) :=

∑
|α|=k
‖Dαu‖pLp(Ω)

1/p for 1 ≤ p <∞,
|u|Wk
∞
(Ω) := sup
|α|=k
‖Dαu‖L∞(Ω),
where α ∈ Nd is a multiindex and |α| := α1 + · · ·+ αd is its length.
Moreover, for this class of kernels error estimates are available. A very
general way to introduce them is provided by the following Theorem 3. A first
version of this theorem was first proved in [13, Theorem 2.12] and [20, Theorem
2.6] with slightly different assumptions on the indices. The improvements on
these indices were justified in [14]. The final form stated here in Theorem 3 was
taken from [8, Theorem 2.2], with notation adapted to this paper.
Theorem 3. Suppose Ω ⊂ Rd is a bounded domain satisfying an interior cone
condition and having a Lipschitz boundary. Let X ⊂ Ω be a discrete set with
sufficiently small fill distance h = hX,Ω. Let τ = k + s with k ∈ N, 0 ≤ s <
1, 1 ≤ p <∞, 1 ≤ q ≤ ∞,m ∈ N0 with k > m+ n/p if p > 1 or k ≥ m+ n/p if
p = 1. Then for each u ∈W τp (Ω) we have that
|u|Wmq (Ω) ≤ C
(
h(τ−m−d(1/p−1/q)+) · |u|W τp (Ω) + h−m‖u|X‖∞
)
where C > 0 is a constant independent of u and h and (x)+ = max{x, 0}.
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Replacing u with the residual f−ΠV (XN ) makes the second term in the right
hand side vanish, and this idea is used to obtain error bounds for the error of
the interpolation of f and its derivatives, w.r.t. a suitable Lq norm.
We recall that for these kernels of finite smoothness, several convergence
results also for the three greedy algorithms are available. In particular, quasi-
optimal rates have been proven in [15] for the P -greedy algorithm, while the
results for f -greedy (see [12]) and for f/P -greedy (see [21]) are optimal only
under some restrictive assumptions, and when these are not satisfied there is a
significant gap between these proved rates and the one observed in numerical
experiments. As mentioned in the introduction, one of the goals of this paper
is to show that under small modifications, also these algorithms can be proven
to have worst-case optimal convergence rates.
Remark 4. Although this paper is focused on the interpolation of scalar-valued
functions, we would like to mention that most of the results can be extended to
deal with vector-valued functions. Indeed, it is possible to define a notion of
strictly positive definite matrix-valued kernel (see [11]), which allows to gener-
alize the theory of kernels and native spaces to the case of vectorial functions.
Among a vast variety of matrix-valued kernels, a particularly simple class is
given by the so-called separable kernels, which are obtained by linear combina-
tions of scalar kernels with positive definite matrices [22].
In particular, a very effective and common choice to approximate func-
tions with values in Rq for some q ≥ 1 is to consider a matrix valued kernel
K(x, y) := k(x, y)I, where I is the q × q identity matrix and k is a standard
scalar-valued kernel. This choice is one of the fundamental tools of the Vec-
torial Kernel Orthogonal Greedy Algorithm (VKOGA) of [21], which extends
the greedy algorithms to vectorial functions by selecting a set of points which
is shared over the q components, thus resulting in an interpolant with fewer
centers, which is hence faster to evaluate.
It has been proven in [22] (see Remark 1 and Lemma 3.8 in that paper) that
the native space of this matrix-valued kernel K is given by the tensor product
of q copies of the standard native space of the scalar-valued kernel k, and in
particular that the Power function of K is defined as a vector-valued function
whose components are identical and equal to the usual Power function of k.
Thus, the upper and lower bounds on the scalar-valued Power function and
the related results obtained in this paper can immediately be translated to the
vectorial case by component-wise application, if this matrix valued kernel K :=
kI is used.
3 Stabilized greedy algorithms
As a motivation for the introduction of stabilized greedy algorithms one can
observe that the f/P -greedy algorithm does not need to be well defined. The
reason is that there might not exist a maximum of |f −ΠV (XN )(f)|/PN within
Ω \XN . This set is open, so the supremum of |f − ΠV (XN )(f)|/PN needs not
to be attained. This situation is presented in the following example.
Example 5. Consider the interval [0, 1] and the unscaled linear Mate´rn kernel
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k(x, y) = (1 + |x− y|) · exp(−|x− y|), and take
f(x) := −x+ x2 + k(x, 0) x≥0= −x+ x2 + (1 + x) · exp(−x).
The maximum of f is attained in 0, thus the residual r1 is given by
r1(x) := f(x)− s1(x) = f(x)− f(0) · k(x, 0) = −x+ x2.
The Power function P1 is given by P1(x) =
√
1− (1 + x)2 · exp(−2x). The
calculation of limxց0 |r1|2/P 21 with l’Hoˆpital’s rule shows that limxց0 r1(x)
2
P1(x)2
=
1. Furthermore for 0 < x ≤ 1 it can be estimated that r1(x)2/P1(x)2 < 1. Thus
|r1|/P1 approaches its supremum for x→ 0, but 0 /∈ Ω \X1 since X1 = {x1} =
{0}. Thus the f/P greedy procedure is not well defined.
A plot of the function f , the residual r1, the Power functions P0, P1 and the
ratio |r1|/P1 as well as the first interpolation point x1 is given in Figure 1.
0 0.2 0.4 0.6 0.8 1
0
0.5
1
P0
P1
f
r1
|r1|/P1
x1
Figure 1: Motivating example for the γ-stabilized algorithm based on the linear
Mate´rn kernel: The maximum of |r1|/P1 is attained in x1, which is not element
of Ω \ X1. The horizontal axis describes the domain Ω = [0, 1] whereas the
vertical axis describes the function values.
In numerical implementations the point selection is performed on a dis-
cretization of the set Ω, such that the algorithm will still work. Nevertheless
it might still happen that the next point is chosen close to an old interpolation
point such that the separation distance drops significantly, which worsens the
stability of the interpolation procedure.
One way to circumvent this limitation is given by the γ-stabilized or γ-restricted
greedy algorithms, which will be introduced in the following definition. The no-
tation restricted will be clear after the definition, while the notation stabilized
will be explained in Section 5 based on derived stability results.
Definition 6. Let X0 := ∅ and 0 < γ ≤ 1. For every N ∈ N ∪ {0}, define
Ω
(N)
γ := {x ∈ Ω : PXN (x) ≥ γ · ‖PXN‖∞}.
8
Then the γ-stabilized or γ-restricted greedy selection criterion is defined as
xN+1 = argmax
x∈Ω
(N)
γ
η(N)(x),
where η(N) : Ω→ R≥0 is some given selection criterion.
The naming restricted of the selection criterion is clearly based on the re-
striction of the admissible set of points from the set Ω to Ω
(N)
γ . Moreover in
the following, when we want to focus on the restricted set Ω
(N)
γ of admissible
points while the concrete error indicator η(N) is not of decisive importance, we
will denote this as any γ-stabilized algorithm.
We stress that the definition can be applied to any already existing selection
criterion. This yields for example the γ-stabilized f/P -greedy algorithm, which
selects the next points according to
xN+1 = argmax
x∈Ω
(N)
γ
|(f −ΠV (XN )(f))(x)|
PN (x)
.
Moreover, for γ = 0 it holds Ω
(N)
γ = Ω, thus there is no restriction at all
and the algorithm coincides with the standard greedy algorithm with selection
criterion η(N). For example, the γ-stabilized f/P -greedy reduces in this case
to the usual f/P -greedy algorithm. That is the reason why the case γ = 0 is
excluded from the definition.
For γ = 1, instead, it holds Ω
(N)
1 = {x ∈ Ω : PXN (x) = ‖PXN ‖∞}, i.e., the
selection criterion reduces to the usual P -greedy criterion.
All together, these stabilized algorithms provide all the intermediate cases
between γ = 0 and γ = 1, i.e., they interpolate between standard, known meth-
ods to produce a new scale of selection criteria with a potentially significantly
increased flexibility.
4 Convergence rate of the Power function
In this section we give two results. First we prove an upper bound on the
decay of the maximal value of the Power function by generalizing results of [15].
This, using the bound (6), immediately leads to convergence of the interpolation
procedure with the help of any γ-stabilized greedy algorithm, independently of
the chosen selection rule. Then we prove a lower bound on the decay of the
maximal value of the Power function, which implies it cannot drop arbitrarily
fast. Since the lower and upper bounds coincide up to constants, we can conclude
that they are quasi-optimal.
Note that in the next theorem, and in most of the results of this paper, the
bounds contain constants that depend on negative powers of γ, i.e., a smaller
restriction parameter yields a larger constant. For the limit γ → 0 this factor
tends to infinity, thus no statements on the unstabilized algorithms are possible.
In all other cases the restriction parameter is positive and a fixed parameter of
the problem.
The proof of the following Theorem 7 is along the lines of the analysis within
[15], with some modifications required to include the effect of the parameter γ.
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Theorem 7. Assume that Ω ⊂ Rd is a compact domain which satisfies an in-
terior cone condition and has a Lipschitz boundary. Suppose that k is a trans-
lational invariant kernel of finite smoothness τ > d/2. Then any γ-stabilized
algorithm applied to a function in f ∈ Hk(Ω) gives a sequence of point sets
XN ⊂ Ω such that
‖PN‖L∞(Ω) ≤ CP · γ−2 ·N 12− τd (9)
holds with CP = 2
5τ/d−1/2 · c1. The constant c1 is independent of γ and N . In
particular, it holds
‖f −ΠV (XN )(f)‖L∞(Ω) ≤ CP · γ−2 ·N
1
2−
τ
d ‖f‖Hk(Ω). (10)
Proof. To prove the decay rate, one does not need the concrete selection crite-
rion, it is only necessary to focus on the constraint given by the γ-restriction to
Ω
(N)
γ ≡ {x ∈ Ω | PN (x) ≥ γ · ‖PN‖∞}, i.e., the case where in any step a point
is chosen arbitrarily from the restricted set. this case includes the proof for the
decay rates of the γ-stabilized algorithms.
Since the proof is based on a Corollary from [5] and a linkage which was used
in [15], an overview will be given in the following:
i. To begin, we describe the setting within [5] which will be called abstract
setting. Although the cited paper deals with general Banach spaces, we
report the results already adapted to the Hilbert space setting.
Consider a Hilbert space (H, ‖ · ‖) and a compact subset F ⊂ H which
is assumed to satisfy ‖f‖ ≤ 1 ∀f ∈ F . For elements f1, .., fN ∈ F define
VN := span{f1, .., fN} ⊂ H. The question is how well does the subspace
VN approximate F . For this reason the following two definitions are in-
troduced:
σN :=σN (F)H := sup
f∈F
‖f −ΠVN (f)‖H,
dN :=dN (F)H := inf
Y⊂H
dim(Y )=N
sup
f∈F
‖f −ΠY (f)‖H.
In the literature, dN (FH) is usually called the Kolmogorov N-width. For
N = 0 we set Y = {0} respective VN = {0}. Moreover, the subscript H
will be mostly dropped, and the quantity σN is further defined for single
elements f ∈ H via σN (f) := σN ({f}).
The following algorithm, which was called weak greedy algorithm with
constant γ in a Hilbert space H, was investigated in [5]:
• First step: Choose f1 ∈ F such that σ0(f1) = ‖f1‖
!≥ γ · σ0(F)H.
• Iterative step: Given {f1, .., fN} already chosen, and defining VN :=
span{f1, .., fN}, choose fN+1 ∈ F such that
σN (fN+1) = ‖fN+1 −ΠVN (fN+1)‖
!≥ γ · σN (F).
The following statement is a result within [5], namely Corollary 3.3, ii).
It will be used for this proof:
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(⋆) For the weak greedy algorithm with constant γ in a Hilbert space H
we have the following:
ii) If dN (F) ≤ C0 · N−α ∀N ∈ N, then it holds σN (F) ≤ C1 ·
N−α ∀N ∈ N with C1 = 25α+1 · γ−2 · C0.
ii. The paper [15] used this previously stated result and applied it to the
setting of kernel interpolation, which will be called kernel setting in the
following.
For this purpose choose H = Hk(Ω) and F = {k(·, x) : x ∈ Ω}. Without
loss of generality, we assume ‖k(·, x)‖Hk(Ω) ≤ 1, otherwise consider the
kernel normalized with ‖k(·, x)‖Hk(Ω) = k(x, x)1/2 ≡ const. The fact that
the choice of F satisfies the requirements can be seen in Lemma 3.1. of [15].
The choice of F = {k(·, x) : x ∈ Ω} means that any f = k(·, x) ∈ F can
be uniquely associated with an x ∈ Ω and vice versa. This is the key
ingredient to link the abstract setting with the kernel setting. Thus it
holds VN ≡ span{f1, .., fN} = span{k(·, xi), xi ∈ XN} where XN is the
set of points which correspond to the functions f1, .., fN of the abstract
setting. Furthermore for f ∈ F we get
σN (f) ≡‖f −ΠVN (f)‖Hk(Ω) = ‖k(·, x)−ΠVN (k(·, x))‖Hk(Ω)
=PN (x), (11)
σN (Fh) ≡ sup
f∈Fh
‖f −ΠVN (f)‖Hk(Ω) = sup
x∈Ω
‖k(·, x)−ΠVN (k(·, x))‖Hk(Ω)
=‖PN‖L∞(Ω), (12)
where the representation of the Power function from Equation (5) was
used.
iii. Now we turn to the current algorithm:
• First step: Choose f1 = k(·, x1) ∈ F ≡ {k(·, x) : x ∈ Ω} such that
‖f1‖ = ‖k(·, x1)‖ ≥ γ · σ0(F) = γ · ‖P0‖L∞(Ω).
• Iterative step: {f1, .., fN} = {k(·, x1), .., k(·, xN )} ⊂ F is already
chosen, and VN = span{f1, .., fN} = span{k(·, x1), .., k(·, xN )}. This
means that we have already chosen points {x1, .., xN} =: XN . Now
choose fN+1 ∈ F (associated with xN+1) such that
σN (fN+1) ≥ γ ·max
f∈F
σN (f) = γ · σN (F),
(11)⇔ PN (xN+1) ≥ γ ·max
x∈Ω
PN (x) = ‖PN‖L∞(Ω),
where Equation (11) was used. Thus weak greedy algorithms with
constant γ in the Hilbert space Hk(Ω) exactly correspond to γ–
stabilized greedy kernel algorithms which select any point within
Ω
(N)
γ .
Thus the results from the abstract setting can be used, especially the
Corollary (⋆) which was stated in the end of the first point. The require-
ments on dN (F) are satisfied due to Lemma 3.1. in [15], which states
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dN (F) ≤ c1 · N−α1 . Thus the same decay can be concluded for any γ-
stabilized greedy algorithm. In detail, using the stated decay rates for
dN (F) from Lemma 3.1. in [15] it holds for kernels k with finite smooth-
ness τ > d/2:
‖PN‖L∞(Ω) ≤ CP · γ−2 ·N 12− τd
with CP = 2
5τ/d−1/2 · c1 (since α = τ/d− 1/2).
Thus Inequality (9) is proven and an application of (6) yields the bound (10).
Remark 8. Observe that Theorem 7 is formulated in terms of a fixed function
f ∈ Hk(Ω). This is done since a general selection rule η(N) may be function
dependent, and thus a target function needs to be specified. Nevertheless, the
error bound (10) is based on the Power function only, and thus it applies also
to any g ∈ H with g 6= f .
Moreover, if a function independent selection rule is used, there is no need
to specify target values to run the corresponding γ-stabilized version of the algo-
rithm.
Theorem 7 is the only result of this paper that applies not only to the class
of kernels of finite smoothness, and it can indeed be extended to any kernel
for which there exists known algebraic or exponential convergence results for
fixed point distributions, which can be transfered to the ones of the γ-greedy
Power function. We refer to [15] for more details on this idea, and we mention
here only the following additional result, which covers the case of the Gaussian
kernel.
Theorem 9. Assume that Ω ⊂ Rd is a compact domain which satisfies an in-
terior cone condition and has a Lipschitz boundary. Suppose that k is a trans-
lational invariant kernel of infinite smoothness like the Gaussian kernel. Then
any γ-stabilized algorithm applied to a function in f ∈ Hk(Ω) gives a sequence
of point sets XN ⊂ Ω such that
‖PN‖L∞(Ω) ≤ c2 · γ−1 · e−c3·N
−1/d
holds. The constants c2 and c3 are independent of γ and N . In particular, we
obtain
‖f −ΠV (XN )(f)‖L∞(Ω) ≤ c2 · γ−1 · e−c3·N
−1/d‖f‖Hk(Ω). (13)
The next Theorem 11 gives a lower bound on the decay of the maximal value
of the Power function. The proof requires the following preliminary Lemma 10,
which estimates the native space norm of a bump function. It is part of a proof
within [3, Theorem 1], where we corrected a minor mistake in an exponent.
Lemma 10. Let Ψ ∈ C∞(Rd) be a bump function, i.e., having support within
the unit ball and satisfying Ψ(0) = 1, ‖Ψ‖L∞(Rd) = 1. Consider a bounded
domain Ω ⊂ Rd satisfying an interior cone condition and a native space which
is norm equivalent to W τ2 (Ω) with τ >
d
2 . Then the native space norm of a
rescaled version of Ψ with 0 < p ≤ 1 can be estimated as∥∥∥∥Ψ
( ·
p
)∥∥∥∥
Hk(Ω)
≤ C · p d2−τ · ‖Ψ‖Hk(Ω).
12
Now the following Theorem 11 states a lower bound on the decay of the
Power function. The result holds in general for any distribution of the points
and hence especially for the point distribution created by any greedy algorithm.
Theorem 11. Assume that k is a translational invariant kernel with finite
smoothness τ > d/2. Let Ω ⊂ Rd be bounded, (XN )N∈N be a sequence of sets of
points within Ω. Then there exists a constant cP > 0 such that
‖PN‖L∞(Ω) ≥ cP ·N
1
2−
τ
d .
Proof. The setting of Lemma 10 with p := hN is considered. Thus the following
inequality on the native space norm of a bump function rescaled and shifted to
some point x˜ ∈ Ω holds:
1∥∥∥Ψ( ·−x˜hN )∥∥∥Hk(Ω)
≥ 1
C
· h
τ−d/2
N
‖Ψ‖Hk(Ω)
. (14)
Since the bump function is smooth and the native space is norm equivalent
to a Sobolev space, the bump function and any rescaled and shifted version of
it are in the native space. Moreover, if we fix a set XN ⊂ Ω of points, since
the rescaled function ΨhN ,x˜ := Ψ((· − x˜)/hN ) has only support within a ball of
radius hN , it can be placed among the sampling points such that no sampling
point lies in the interior of the support of ΨhN ,x˜
1. Thus the interpolant to
ΨhN ,x˜ is the zero function. Therewith one can conclude:
PN (x) = sup
06=f∈Hk(Ω)
|(f −ΠV (XN )(f))(x)|
‖f‖Hk(Ω)
≥ ΨhN ,x˜(x)−ΠV (XN )(ΨhN ,x˜)(x)‖ΨhN ,x˜‖Hk(Ω)
=
ΨhN ,x˜(x)
‖ΨhN ,x˜‖Hk(Ω)
⇒ ‖PN‖∞ = sup
x∈Ω
ΨhN ,x˜(x)
‖ΨhN ,x˜‖Hk(Ω)
=
1
‖ΨhN ,x˜‖Hk(Ω)
(14)
≥ 1
C
· h
τ−d/2
N
‖Ψ‖Hk(Ω)
.
Using the lower bound on the fill distance hN ≥ cΩ · N−1/d from Theorem 2
and remembering that τ > d/2⇔ τ − d/2 > 0 finally yields
‖PN‖∞ ≥ 1
C · ‖Ψ‖Hk(Ω)
· cτ−d/2Ω ·
(
N−1/d
)τ−d/2
=
c
τ−d/2
Ω
C · ‖Ψ‖Hk(Ω)
·N 12− τd .
Setting cP := c
τ−d/2
Ω · C−1 · ‖Ψ‖−1Hk(Ω) gives the desired result.
This result can be applied to the case of the γ-stabilized greedy algorithms,
i.e., to the sequence of points obtained by such an algorithm. Thus it gives a
lower bound on the decay of the Power function. If one compares this lower
bound with the upper bound within Theorem 7, it is clear that the decay rates
coincide. Thus, as mentioned in the beginning of this section, both results give
exact rates and cannot be improved up to constants. Especially, this means
that the optimal decay rate for the maximal value of the Power function can
be achieved with greedy methods, for example with the proposed γ-stabilized
greedy method.
1In fact it is needed to rescale with (1 + ǫ)hN with ǫ > 0 fixed, e.g. ǫ = 0.01. The reason
is that the supremum within the definition of the fill distance needs not to be attained. This
means we choose x˜ ∈ Ω such that hN ≡ supx∈Ωminxi∈XN ‖x−xi‖2 ≤ (1+ǫ)·minxi∈XN ‖x˜−
xi‖2. For the sake of simplicity we drop these technical details here.
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5 Uniformity of the selected points
Based on the previous results some statements about the point distribution of
the selected points using kernels of finite smoothness τ can be derived. The first
subsection gives an upper estimate on the fill distance, whereas the second sub-
section derives lower estimates on the separation distance. These results prove
that the points selected by any γ-stabilized greedy algorithm are asymptotically
uniformly distributed.
5.1 Estimate on the fill distance
For a first result on the fill distance we use the following Lemma 12, which is a
refinement of Theorem 3.1 in [3].
Lemma 12. Let Ω be a compact domain in Rd satisfying an interior cone
condition. Suppose that the kernel k is a translational invariant kernel with
finite smoothness τ . Then there exists a constant M > 0 with the following
property: If ǫ > 0 and XN = {x1, .., xN} ⊂ Ω are given such that
‖f −ΠV (XN )(f)‖L∞ ≤ ǫ · ‖f‖Hk(Ω) for all f ∈ Hk(Ω), (15)
then the fill distance of XN satisfies
hXN ≤M · ǫ1/(τ−d/2).
Proof. The same argumentation as in the proof of Theorem 11 is used, i.e., the
bump function Ψ from Lemma 10 as well as its rescaled and shifted function
ΨhN ≡ Ψ((· − x˜)/hN ) are considered. The interpolant ΠV (XN )(ΨhN ) to ΨhN is
again the zero function, so we can conclude
1 = ‖ΨhN‖L∞ = ‖ΨhN −ΠV (XN )(ΨhN )‖∞ ≤ ǫ · ‖ΨhN‖Hk(Ω)
≤ C · ǫ · hd/2−τN · ‖Ψ‖Hk(Ω).
where in the last line Lemma 10 was used. This can be rearranged to conclude
the result
h
τ−d/2
N ≤ C · ǫ · ‖Ψ‖Hk(Ω)
⇔ hN ≤M · ǫ1/(τ−d/2)
with M := (C · ‖Ψ‖Hk(Ω))1/(τ−d/2).
Remark 13. We remark that the original proof of Theorem 3.1 in [4] provided,
under the same assumptions, a bound hXN ≤ Mα · ǫ1/(α−d/2) for all α > τ ,
though not for α = τ .
Observe that any bound on the Power function yields a way to satisfy the
condition stated in Inequality (15) with ǫ = ‖PN‖L∞(Ω). This can be combined
with the upper bound on the decay of the Power function from Inequality (9)
to conclude the following estimate on the fill distance.
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Theorem 14. Assume that k is a translational invariant kernel with finite
smoothness τ . Then there exists a constant c > 0 with the following property:
Any γ-stabilized algorithm applied to a function on a compact set Ω ⊂ Rd which
satisfies an interior cone condition and has a Lipschitz boundary gives a sequence
of point sets XN ⊂ Ω such that it holds
hN ≤ c · γ−2/(τ−d/2) ·N−1/d.
This upper bound has a decay of N−1/d. Recalling Theorem 2 which gives
a lower bound with the same decay of N−1/d shows that these decay rates are
exact and cannot be improved further.
5.2 Estimate on the separation distance
Based on the lower bound of the decay of the Power function, even statements
on the separation distance are possible.
In the following we prove two different results. First, in Theorem 11 we
obtain an optimal rate of decay of the separation distance. Since the proof is
mainly based on the application of the mean value theorem, further smoothness
is needed, namely τ > d/2 + 1.
To circumvent this limitation we show another proof strategy in Theorem
19, which gives, however, rates which are optimal only under certain conditions,
which are discussed at the end of this section.
First of all, the following simple Lemma 15 is stated. Since the proof easily
follows by induction on N , we omit it here.
Lemma 15. If there exist constants c, α > 0, such that for all N ∈ N it holds
dist(Ω
(N)
γ , XN ) ≥ c ·N−α, then it follows qN+1 ≥ c ·N−α ∀N ∈ N.
To prove the first main result Theorem 18, an estimate on the derivative of
the residual is needed. This is achieved by using Theorem 3 with X = XN for
u ∈W τp (Ω) satisfying u|XN = 0 and setting, for τ > d/2, the values m = 1, q =
∞, s = 0, k = τ, p = 2. Thus the following lemma holds.
Lemma 16. Suppose Ω ⊂ Rd is a bounded domain satisfying an interior cone
condition and having a Lipschitz boundary. Let XN ⊂ Ω be a discrete set with
sufficiently small fill distance h = hXN ,Ω. Let τ > 1 + d/2. Then for each
u ∈W τ2 (Ω) with u|XN = 0 we have that
|u|W 1
∞
(Ω) ≡ sup
|α|=1
‖Dαu‖∞ ≤ Chτ−1−d/2 · |u|W τ2 (Ω), (16)
where C > 0 is a constant independent of u and h.
Moreover, in the proof of Theorem 18 we need a bound on the derivative of
the Power function. This will turn out to involve a generalized Power function,
which can be used to bound the error in the interpolation of derivatives of f ,
exactly as the standard Power function bounds the error in the interpolation of
pointwise values of f . We recall a construction of this bound in the following
theorem. Observe that the condition on the functionals is in particular realized
if k is a translational invariant kernel with smoothness τ > d/2 + 1 (see e.g.
Chapter 16 in [19]).
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Lemma 17. Suppose Ω ⊂ Rd and let k be a strictly positive definite kernel. Let
δx ◦ ∂i : Hk(Ω)→ R be the linear functional given by the evaluation in x ∈ Ω of
the the derivative in the i-th coordinate direction.
If δx ◦ ∂i ∈ Hk(Ω)′ for all x ∈ Ω and for all i = 1, .., d, then it holds that
PN (δx ◦ ∂i) :=
∥∥∥∥∥∥∂1i k(x, ·)−
N∑
j=1
∂1i k(x, xj)lj
∥∥∥∥∥∥
Hk(Ω)
= sup
06=f∈Hk(Ω)
|∂if(x) − ∂iΠV (XN )f(x)|
‖f‖Hk(Ω)
,
(17)
where {lj}Nj=1 denotes the Lagrange basis of Proposition 1.
Proof. We have that the composition of the point evaluation with the partial
derivative is a continuous functional, and the corresponding Riesz representer
is vλ = ∂
1
i k(x, ·), i.e., it holds λ(f) = (δx ◦ ∂i)(f) = (f, vλ)Hk(Ω) = (∂if)(x).
Now the proof is quite similar to the proof which shows the equivalence of the
two expressions in (17) above for the ordinary Power function, i.e., without the
partial derivative.
Recall from Proposition 1 that the interpolant of a function g can be ex-
pressed in terms of the Lagrange basis as ΠV (Xn)g(·) =
∑N
j=1 g(xj)lj(·). Set
g = vλ and calculate
λ(f)− λ(ΠV (XN )(f)) = (vλ, (Id−ΠV (XN ))(f))Hk(Ω)
= ((Id−ΠV (XN ))(vλ), f)Hk(Ω)
= (vλ −
N∑
j=1
vλ(xj)lj(·), f)Hk(Ω).
Thus it holds
sup
06=f∈Hk(Ω)
|∂if(x)− ∂iΠV (XN )f(x)|
‖f‖Hk(Ω)
= sup
06=f∈Hk(Ω)
|λ(f)− λ(ΠV (XN )(f))|
‖f‖Hk(Ω)
= sup
06=f∈Hk(Ω)
|(vλ −
∑N
j=1 vλ(xj)lj(·), f)Hk(Ω)|
‖f‖Hk(Ω)
≤ sup
06=f∈Hk(Ω)
‖vλ −
∑N
j=1 vλ(xj)lj(·)‖Hk(Ω) · ‖f‖Hk(Ω)
‖f‖Hk(Ω)
=
∥∥∥∥∥∥vλ −
N∑
j=1
vλ(xj)lj(·)
∥∥∥∥∥∥
Hk(Ω)
=
∥∥∥∥∥∥∂ik(x, ·)−
N∑
j=1
∂1i k(x, xj)lj(·)
∥∥∥∥∥∥
Hk(Ω)
.
Equality is attained by choosing f = vλ −
∑N
j=1 vλ(xj)lj(·), hence both expres-
sions are equal and the proof is finished.
Now the first main theorem concerning the separation distance can be for-
mulated. The proof follows the lines of the ones of Lemma 4.2 and Theorem
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4.3 of [4], although we include a refined estimate of the derivative of the Power
function. Moreover, while the original theorem was used to obtain a decay of
the Power function, we use exactly this decay here to derive a bound on the
separation distance.
Theorem 18. Let Ω ⊂ Rd be a compact domain satisfying an interior cone
condition and having a Lipschitz boundary. Suppose that k is a kernel of finite
smoothness τ such that τ > d/2 + 1.
Then any γ-stabilized algorithm yields a sequence of set of points such that
qN+1 ≥ C · γ4−
2
τ−d/2 ·N−1/d ∀N ∈ N.
Proof. For structural reasons the proof is split up into two parts:
i. The representation of the Power function in terms of the Lagrange basis
(see Proposition 1) yields a possibility to evaluate the partial derivative
in the i-th direction, i ∈ {1, .., d}. Here ∂1i denotes the partial derivative
in the i-th direction with respect to the first argument:
∂iP
2
N (x) =∂i

k(x, ·) − N∑
j=1
k(x, xj)lj , k(x, ·)−
N∑
j=1
ljk(x, xj)


Hk(Ω)
=2 ·

∂1i k(x, ·)− N∑
j=1
∂1i k(x, xj)lj , k(x, ·)−
N∑
j=1
ljk(x, xj)


Hk(Ω)
⇒ |∂iP 2N (x)| ≤2 ·
∥∥∥∥∥∥∂1i k(x, ·)−
N∑
j=1
∂1i k(x, xj)lj
∥∥∥∥∥∥
Hk(Ω)︸ ︷︷ ︸
=:PN (δx◦∂i)
·PN (x)
=2 · PN (δx ◦ ∂i) · PN (x). (18)
Lemma 17 can be used together with Equation (16) to estimate PN (δx◦∂i):
PN (δx ◦ ∂i) = sup
06=f∈Hk(Ω)
|∂if(x)− ∂iΠV (XN )f(x)|
‖f‖Hk(Ω)
≤ sup
06=f∈Hk(Ω)
sup|α|=1 ‖Dα(f −ΠV (XN )f)‖∞
‖f‖Hk(Ω)
(16)
≤ sup
06=f∈Hk(Ω)
C · hτ−d/2−1N · |f −ΠV (XN )f |W τ2 (Ω)
‖f‖Hk(Ω)
.
The application of Equation (16) was possible since due to Theorem 14
the fill distance hN will be sufficiently small for N sufficiently large. Now
the semi-norm | · |W τ2 can be estimated from above by the full norm ‖·‖W τ2
and then the norm equivalence ‖ · ‖W τ2 (Ω) ≍ ‖ · ‖Hk(Ω) can be used as well
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as ‖Id−ΠV (XN )‖L(Hk(Ω)) ≤ 1 due to orthogonality of the projection:
PN (δx ◦ ∂i) ≤ C · hτ−d/2−1N · sup
06=f∈Hk(Ω)
‖f −ΠV (XN )f‖W τ2 (Ω)
‖f‖Hk(Ω)
≤ C′ · hτ−d/2−1N · sup
06=f∈Hk(Ω)
‖f −ΠV (XN )f‖Hk(Ω)
‖f‖Hk(Ω)
≤ C′ · hτ−d/2−1N .
This estimate for PN (δx ◦∂i) can be plugged into Inequality (18) to obtain
|∂iP 2N (x)| ≤ 2C′ · hτ−d/2−1N · PN (x). (19)
ii. Now the mean value theorem can be used to estimate dist(Ω
(N)
γ , XN ).
Thus, we consider x˜ ∈ Ω(N)γ and apply the mean value theorem to P 2N
on the line segment between x˜ and xj ∈ XN . This gives a point η =
(1− t)x˜+ txj with t ∈ [0, 1]. Since it holds P 2N (xj) = 0, we have
γ2 · ‖PN‖2∞ ≤P 2N (x˜) = (∇P 2N )(η) · (x˜− xj)
≤‖(∇P 2N )(η)‖2 · ‖x˜− xj‖2. (20)
The first factor on the right hand side can be estimated further with help
of Equation (19) from above:
‖(∇P 2N )(η)‖2 =
(
d∑
i=1
((∂iP
2
N )(η))
2
)1/2
(19)
≤
(
d∑
i=1
(C′ · hτ−d/2−1N · PN (η))2
)1/2
≤C′ · hτ−d/2−1N · d · ‖PN‖L∞ .
Plugging that estimate for ‖(∇P 2N )(η)‖2 into the Estimate (20) yields
γ2 · ‖PN‖2∞ ≤C′ · hτ−d/2−1N · d · ‖PN‖∞ · ‖x˜− xj‖2
⇔ ‖x˜− xj‖2 ≥ γ
2
C′ · d ·
‖PN‖∞
h
τ−d/2−1
N
.
Now, the upper estimate on the fill distance from Theorem 14, namely
hN ≤ c2γ−
2
τ−d/2N−1/d and the lower estimate on the Power function from
Theorem 11, namely ‖PN‖∞ ≥ cP ·N1/2−τ/d can be applied to obtain:
‖x˜− xj‖2 ≥ cp
C′ · d · cτ−d/2−12︸ ︷︷ ︸
=:C˜
· γ
2
γ−
2(τ−d/2−1)
τ−d/2
· N
1/2−τ/d
N1/2−τ/d+1/d
.
A simplification of the occurring exponents finally leads to
‖x˜− xj‖2 ≥ C˜ · γ4−
2
τ−d/2 ·N−1/d.
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Since x˜ ∈ Ω(N)γ was arbitrary, it holds dist(Ω(N)γ , XN) ≥ C˜ · γ4−
2
τ−d/2 · N−1/d
and Lemma 15 can be applied which directly yields qN+1 ≥ C˜ ·γ4−
2
τ−d/2 ·N−1/d.
This argumentation holds for N sufficiently large. For small N we can simply
adjust the constant C˜. Thus taking a proper constant C finishes the proof.
Observe that since τ > d/2 + 1 it holds 2 < 4 − 2/(τ − d/2) < 4, i.e., the
exponent of γ is positive.
Altogether Theorem 18 states a lower bound on the separation distance which
decays as N−1/d. Remind that Theorem 14 gives an upper bound on the fill
distance which decays also as N−1/d. Thus this shows that these decay rates
are exact and cannot be improved further.
5.2.1 A weaker result under weaker conditions
Theorem 18 needed a further restriction on the smoothness of the kernel, namely
τ > d/2+1. To circumvent this limitation another way to estimate the distance
is proposed in the following, which does not need this assumption.
Theorem 19. Consider a continuous radial basis function kernel k(x, y) =
Φ(‖x− y‖) with Φ(0) = 1 and Φ(r) monotonically decreasing for 0 ≤ r ≤ r0 for
a given r0 > 0. Furthermore Φ is assumed to satisfy an estimate like 1−Φ(r) ≤
c · rb with c > 0, b ∈ N for 0 ≤ r ≤ r0.
If any γ-stabilized greedy algorithm is applied to a function on a compact set
Ω ⊂ Rd which satisfies an interior cone condition and has a Lipschitz boundary,
then the following asymptotic estimate holds with C > 0:
qN+1 ≥ C · γ2/b ·
(
N
1
2−
τ
d
)2/b
.
Proof. The representation of the Power function from Equation (5) will be used.
Projecting to a smaller subspace yields a worse approximation, and in particular
using V (xj) := span{k(·, xj)} ⊂ span{k(·, xi)|xi ∈ XN} ≡ V (XN ) gives the
following for all j ∈ {1, .., N}:
PN (x)
2 ≡‖k(·, x)−ΠVN (k(·, x))‖2Hk(Ω)
≤ min
i=1,..,N
‖k(·, x)−ΠV (xi)(k(·, x))‖2Hk(Ω)
= min
i=1,..,N
‖k(·, x)− k(xi, x) · k(·, xi)‖2Hk(Ω)
where ‖k(·, xi)‖Hk(Ω) = k(xi, xi)1/2 = Φ(0)1/2 = 1 was used in the last step.
The norm can be expressed via the dot product, then the reproducing property
of the kernel can be used. Thus it holds
PN (x)
2 ≤ min
i=1,..,N
‖k(·, x)− k(xi, x) · k(·, xi)‖2Hk(Ω)
= min
i=1,..,N
k(x, x)− 2 · k(xi, x) · k(x, xi) + k(xi, x)2 · k(xi, xi)︸ ︷︷ ︸
=Φ(0)=1
= min
i=1,..,N
1− k(xi, x)2
= min
i=1,..,N
1− Φ(‖x− xi‖)2.
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Theorem 14 gives an estimate on the fill distance as hN ≤ Cγ−2/(τ−d/2) ·N−1/d.
Thus for N large enough it holds hN < r0, i.e., mini=1,..,N ‖x − xi‖ < hN <
r0 ∀x ∈ Ω, hence the monotonicity of Φ can be used in the following.
Theorem 11 provides a lower bound on the decay of the Power function, i.e.,
‖PN‖L∞ ≥ cP ·N1/2−τ/d. Any γ-stabilized greedy algorithm restricts the point
selection to Ω
(N)
γ ≡ {x ∈ Ω : PN (x) ≥ γ · ‖PN‖∞}, therefore the distance from
such a point x ∈ Ω(N)γ from the old points xi ∈ XN can be estimated:
c2P ·
(
N
1
2−
τ
d
)2
≤‖PN‖2∞ ≤ γ−2 · PN (x)2
≤γ−2 · min
i=1,..,N
1− Φ(‖x− xi‖)2
≤γ−2 · min
i=1,..,N
2c‖x− xi‖b
⇒
(
c2P · γ2
2c
)1/b
·
(
N
1
2−
τ
d
)2/b
≤ min
i=1,..,N
‖x− xi‖ (21)
In the last step 1 − Φ(‖x − xi‖)2 = (1 + Φ(‖x − xi‖)) · (1 − Φ(‖x − xi‖)) was
estimated from above with help of the assumption 1 − Φ(r) ≤ c · rb and the
estimate Φ(‖x−xi‖) ≤ Φ(0) = 1. Since x ∈ Ω(N)γ was arbitrary, Inequality (21)
is valid for all x ∈ Ω(N)γ . Thus it holds
dist(Ω(N)γ , XN) = inf
x∈Ω
(N)
γ
min
i=1,..,N
‖x− xi‖
≥
(
c2P · γ2
2c
)1/b
·
(
N
1
2−
τ
d
)2/b
.
Now define C = c
2/b
P ·(2c)−1/b and apply Lemma 15 which finishes the proof.
Remark 20. Theorem 19 allows to derive statements about the separation dis-
tance for a larger class of kernels, since no further restriction τ > d/2 + 1 is
needed. Although the derived result is weaker, it is still optimal in certain cases,
even not covered by the first theorem. For example, if one applies the theorem
to the basic Mate´rn kernel whose radial basis function is given by Φ(r) = e−r,
the estimate yields qN+1 ≥ C · γ−2 ·N−1/d which shows uniformity also for this
kernel.
6 Stability and refined error estimates
As anticipated, we can now use the results derived in the previous sections
to draw some additional conclusions on the stability and convergence of the
interpolation by any γ-stabilized algorithm.
Despite all the following results are just the combination of known results
with properties of the selected points, it is worth mentioning them here to high-
light the features of the new algorithm. These features are indeed either refined
versions of the ones proven in [15] for the P -greedy selection, or completely new
results. In particular, they prove for the first time that a kernel-greedy algo-
rithm can achieve stability, provide error bounds w.r.t. to general Lp norm for
the approximation of derivatives, and approximate functions which are outside
of the native space.
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Corollary 21. Assume that k is a translational invariant kernel with finite
smoothness τ , and let Ω ⊂ Rd be a bounded domain which satisfies an interior
cone condition. Let (XN ) ⊂ Ω be the sequence of sets of points selected by any
γ-stabilized algorithm, and let c, c′ > 0 denote generic constants independent of
N and γ.
i. Bounds on λmin: Assume additional smoothness τ > d/2 + 1. Then the
minimal eigenvalue λmin(XN ) of the kernel matrix of k on XN can be
bounded as
c · γ8τ−4d−4 ·N1−2τ/d ≤ λmin(XN ) ≤ c′ · γ−4 ·N1−2τ/d
ii. Bound on the Lebesgue constant: Assume additional smoothness τ > d/2+
1. Then there exists N0 ∈ N and a constant c > 0 such that for all N ≥ N0
the Lebesgue constant is bounded as
ΛXN ≤ cγ−4(τ−d/2)
√
N.
iii. Bounds for derivatives: Under the conditions of Theorem 3, there exists
N0 ∈ N and a constant c > 0 such that for all f ∈ W τp (Ω) and all N ≥ N0
it holds∣∣f −ΠV (XN )f ∣∣Wmq (Ω) ≤ cγ −2(τ−m−d(1/p−1/q)+)τ−d/2 N
(
− τ−md +(
1
p−
1
q )+
)
‖f‖W τp (Ω) ,
where the bound holds in particular for all f ∈ Hk(Ω), by using a different
constant, p = 2, and the norm ‖f‖Hk(Ω) in the right hand side.
iv. Asymptotic point distribution: Assume additional smoothness τ > d/2+1.
Then the sequence of points is asymptotically uniformly distributed, and
in particular there exists a constant c > 0 such that
ρXN :=
hN
qN
≤ c γ−4 for all N ∈ N.
v. Escaping the native space: For all d/2 < β ≤ τ and for all 0 ≤ µ ≤ β
there exists N0 ∈ N and a constant c > 0 such that for all f ∈ W β2 (Ω) and
for all N ≥ N0 it holds∣∣f −ΠV (XN )f ∣∣Wµ2 (Ω) = cγ− 2(β−µ)τ−d/2 −4(τ−µ)N− β−µd ‖f‖Wβ2 (Ω) .
Proof. We prove the five points separately:
i. In the case of kernel of finite smoothness it is known that the smallest
eigenvalue can be bounded from below with help of the separation distance
qN by λmin(XN ) ≥ c˜ · q2τ−dN , see e.g. [19, Chap. 12.2]. The lower estimate
on the seperation distance from Theorem 18 can be applied to conclude
the stated lower estimate.
For the upper estimate we use λmin(XN ) ≤ |PN−1(xN )|2 [19, Chap. 12.1]
and estimate the right hand side further by applying the upper bound on
the maximal value of the Power function from Theorem 7 which yields the
result.
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ii. This is simply the application of point (iv.) to Theorem 1 of [3].
iii. Here we just substitute the decay of the fill distance of Theorem 14 into
the estimate of Theorem 3. The rate of decay on the right hand side is
thus given by
h
τ−m−d(1/p−1/q)+
N ≤
(
c · γ−2/(τ−d/2) ·N−1/d
)τ−m−d(1/p−1/q)+
≤ cγ
−2(τ−m−d(1/p−1/q)+)
τ−d/2 N
− τ−md +(
1
p−
1
q )+ .
To obtain the bound for f ∈ Hk(Ω), it is sufficient to recall that Hk(Ω) is
norm equivalent to W τ2 (Ω).
iv. This points is just a direct computation using the estimates of Theorem
14 and Theorem 18.
v. Theorem 4.2 from [14] gives that for all f ∈W β2 (Ω) with d/2 < β ≤ τ , and
for all 0 ≤ µ ≤ β, there exists h0 such that for all X ⊂ Ω with hX ≤ h0 it
holds ∣∣f −ΠV (X)f ∣∣Wµ2 (Ω) ≤ Chβ−µX ρτ−µX ‖f‖Wβ2 (Ω) .
We can then use the bounds of Theorem 14 and the bound on the unifor-
mity constant proven in the previous point to obtain that∣∣f −ΠV (XN )f ∣∣Wµ2 (Ω) ≤ C′γ− 2(β−µ)τ−d/2 γ−4(τ−µ)N− β−µd ‖f‖Wβ2 (Ω)
= C′γ−
2(β−µ)
τ−d/2
−4(τ−µ)N−
β−µ
d ‖f‖Wβ2 (Ω) .
Observe that point (i.) implies that using a γ-stabilized greedy algorithm
yields a provable stable interpolation process, since the condition number of the
interpolation matrix cannot grow arbitrary fast. Thus it is justified to name
any γ-restricted algorithm also γ-stabilized algorithm.
Remark 22. We remark that precise error bounds w.r.t. an Lq norm and for
the approximation of derivatives are difficult to obtain having only bounds on
the L∞ norm of the Power function as the ones of Theorem 7. For example, if
k is smooth enough then any f ∈ H is continuous, and thus if Ω is bounded it
holds∥∥f −ΠV (XN )(f)∥∥Lq(Ω) ≤ ∥∥f −ΠV (XN )(f)∥∥L∞(Ω)meas(Ω)1/q
≤ meas(Ω)1/q ‖PN‖L∞(Ω)
∥∥f −ΠV (XN )(f)∥∥Hk(Ω)
≤ cmeas(Ω)1/qγ−2 ·N 12− τd ∥∥f −ΠV (XN )(f)∥∥Hk(Ω) .
This technique, which was used in [15], gives an extra factor of N1/2−(1/2−1/q)+
which is in general suboptimal compared to the one of the point (iii.) of the
corollary.
This improvement is relevant also for other scenarios that have been dis-
cussed in the literature. For example, for q = 2 and m = 0 the estimate within
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point (iii.) of the corollary gives a rate of convergence of order N−
τ
d , and not
just N
1
2−
τ
d . This improved rate of convergence was observed numerically in [16]
in the setting of superconvergence with uniformly distributed points, though not
proven (see the discussion at p. 21–22).
7 Numerical experiments
7.1 Decay rates of Power function
To complement the analytically derived upper and lower bound on the decay of
the value of the Power function for any γ-stabilized algorithm, some numerical
experiments are performed.
To stay as general as possible, no concrete selection criterion was chosen,
and instead arbitrary points within the restricted area Ω
(N)
γ were chosen. In
practice this is done by selecting a random point within the restricted set and,
to minimize the effect of this non-deterministic selection, every run was repeated
10 times. However, we remark that the computed values still slightly depend
on the computer that was used.
The experiments were performed on Ω = [0, 1]d for d ∈ {1, 3, 5} using γ ∈
{0.1, 0.2, .., 0.9, 1}. The set Ω was discretized with 3 · 104 uniformly randomly
sampled points.
The basic Mate´rn and the linear Mate´rn kernel were used, whose radial basis
functions are given by
Φbas(r) =e
−r
Φlin(r) =(1 + r) · e−r.
Up to N = 800 sampling points were chosen in each run, and they correspond
to up to 800 values of the maximal value of the Power function which are denoted
as {‖PN‖L∞(Ω)}N∈[1:800].
To estimate the numerical rate of convergence, we first computed a fit
to the values {log(‖PN‖L∞(Ω))}N∈I for I ∈ {[a, b] | a ∈ {50, 75, 100}, b ∈
{600, 700, 800}} with functions of the form y2(n) = log(α) + λ · log(n). Then,
the mean value of these nine fit parameters α is regarded as a meaningful es-
timation of the numerical decay value. Using this procedure, we compensate
the effect of the values of the Power function for the first iterates (which are
affected the most by the non-deterministic point selection) and the ones for the
final iterates. This mean value and the standard deviation of these nine values
is displayed in Figure 2 for the different experimental settings. Additionally,
the dotted line indicates the expected theoretical value of 1/2− τ/d.
We can confirm that the computed numerical values are in accordance with
the analytical result. Taking into account that the numerically computed values
are fit parameters, whereas the analytically derived quantity 1/2 − τ/d is the
decay rate of an upper and lower bound, the results are matching.
7.2 Improved accuracy of f/P-greedy
In the following, an example is provided which shows that the γ-stabilized f/P -
greedy algorithm is able to yield a better interpolant than the plain f/P -greedy
algorithm in terms of expansion size and accuracy.
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Figure 2: Convergence rates for the decay of the maximal values ‖PN‖L∞(Ω)
of the Power function according to stabilized greedy algorithm for varying re-
striction parameters γ applied to Ω = [0, 1]d. The horizontal axis describes the
restriction parameter γ and the vertical axis describes the convergence rate.
From top to bottom the dimensions d = 1, 3, 5 were used. On the left side the
unscaled basic Mate´rn kernel was applied, on the right side the unscaled lin-
ear Mate´rn kernel was used. The computed decay rates are scattered around a
mean. The dashed line marks the proven decay rate of 1/2− τ/d.
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For this, functions of the form
fα : [−0.5, 0.5]→ R, x 7→ |x|α · e−x
2
are considered which depend on a parameter α > 0. A calculation of the Fourier
transform of fα : R → R shows that fα ∈Wα+1/2−ǫ2 (R) ∀ǫ > 0 and thus we also
have fα ∈ Wα+1/2−ǫ2 (R) ∀ǫ > 0.
The function fα is investigated with the γ-stabilized f/P -greedy algorithm
and the unstabilized f/P -greedy algorithm using the linear Mate´rn kernel. The
native space of the linear Mate´rn kernel on [−0.5, 0.5] is norm equivalent to
W 22 ([−0.5, 0.5]). Thus α = 1.51 is chosen, since it yields a function with smooth-
ness almost 2.01, which is close to the smoothness of the native space. Further-
more, α = 3.5 is chosen, which yields a function with approximately double the
smoothness of the native space.
The training and the test set consists of each 105 uniformly sampled distinct
points within Ω. The algorithm was run until the condition number of the kernel
matrix exceeded a bound of 1014. The application of the γ-stabilized f/P -greedy
algorithms for γ ∈ {10−4, 10−3, 10−2, 10−1, 100} as well as the unstabilized f/P -
greedy yielded different decays of the residuals. Figure 3 displays the results and
Table 1 collects some numbers, namely the number Nmax of chosen sampling
points and the remaining error, i.e., the maximal error of the final residual
‖rNmax‖∞.
From the values in Table 1 and Figure 3 we can draw the following conclu-
sions:
i. In the case of α = 3.5, γ = 0 the interpolant explodes due to numerical
inaccuracies. Apart from this the unstabilized f/P -greedy algorithm (i.e.,
γ = 0) and the barely stabilized ones yields the fastest residual decay
rates such that their lines partly hide each other in the first figure. The
reason is presumably that the restriction parameter is that small, that the
limitation due to Ω
(N)
γ is not an actual restriction and thus almost the
same points are chosen all the time.
With increasing value of γ the decay behaviours become worse, but they
are always between the decay behaviours for the unstabilized greedy (γ =
0) and the P -greedy (γ = 1).
ii. Increasing the value of the restriction parameter γ yields more sampling
points. This can be observed best within the table.
For intermediate values of γ similar accuracies compared to γ = 1 can be
achieved but with way less sampling points. This speeds up the evaluation
of the interpolant.
Thus there is a tradeoff between speed of the residual decay and the amount of
chosen sampling points. In fact for α = 3.5 the minimal error is attained using
an intermediate restriction parameter, namely γ = 10−3. The reason is that the
unstabilized f/P -greedy algorithm and the one with a very small restriction
parameter γ stop too early due to the criterion on the condition number. With
increasing restriction parameter γ more and more points are chosen which yield
a better approximation.
As a result it can be concluded that the γ-stabilized algorithms yield also
in practice a more stabilized algorithm, such that more points can be selected.
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Especially for the γ-stabilized f/P -greedy the restriction yields a better approx-
imation, since the algorithm does not stop that early due to the exceed of the
bound on the condition number. The additional sampling points help to reach a
better approximation. Since the f/P selection criterion incorporates the Power
function in the denominator, the sampling points are sometimes chosen close
nearby already selected points.
Moreover, when these stability conditions are satisfied, it is evident that
the use of a function-dependent selection rule improves the convergence speed
with respect to a pure P -greedy selection. This effect, as mentioned before, is
not appearing in our estimates, but it is an expected behavior that we plan to
investigate further.
For any practical use of the algorithm this tradeoff can be faced by select-
ing the restriction parameter γ with K-fold cross validation, so that an almost
optimal value is used for a given problem.
Table 1: Minimal error as well as number of chosen points depending on the
restriction parameter γ for the function fα with α ∈ {1.51, 3.5}.
f/P α = 1.51 α = 3.5
γ = Nmax ‖rNmax‖∞ Nmax ‖rNmax‖∞
0 13 1.61 · 10−3 29 4.88 · 1031
10−4 43 1.80 · 10−5 17 3.54 · 10−6
10−3 74 9.63 · 10−7 53 4.85 · 10−7
10−2 198 2.31 · 10−6 242 5.35 · 10−8
10−1 815 2.23 · 10−6 766 3.91 · 10−8
100 1380 1.47 · 10−6 1380 3.53 · 10−8
7.3 Distribution of sampling points
Finally we provide examples to visualize the distribution of the selected sampling
points on some arbitrarily chosen domain for several values of γ. For this we
consider
g(ϕ) = 0.35 · (cos
(
π
(ϕ
π
)2)
+ 2) · (0.15 · cos(ϕ)2 + 0.3).
Let θ(x) ∈ [0, 2π) denote the standard angular coordinate of x ∈ R2 in the polar
coordinate system and define a := (0.17, 0.17)T ∈ R2. The domain Ω ⊂ R2 is
given by Ω = Ω1 \ Ω2 with
Ω1 := {x+ (0.1, 0)T ∈ R2 | ‖x‖2 < g(θ(x) + π)}
Ω2 := {x ∈ R2 | ‖x− a‖22 ≤ 0.003}.
For the numerical implementation of the greedy selection algorithm, the do-
main Ω was discretized with 831 uniformly randomly distributed points. Now
the linear Mate´rn kernel and the γ-stabilized f/P -greedy algorithm with γ ∈
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{0, 0.04, 0.15, 1} was applied to the function
f(x) =
1
‖x− a‖2
and 50 sampling points were selected for each γ-value. The different point
distributions are displayed in Figure 4. One can observe that for γ = 0 all the
points are clustered close to the point a, which is the midpoint of the ”cut out”
hole Ω2. For γ = 1 the points are uniformly distributed within Ω. The cases
γ = 0.04 and γ = 0.15 provide intermediate distributions.
8 Conclusion and Outlook
In this paper the class of γ-stabilized greedy kernel algorithms was introduced
and investigated analytically, especially for kernels of finite smoothness τ > d/2.
Precise estimates for the decay of the Power function were derived, and these
lead to convergence rates. Furthermore, the resulting point distribution was
quantified and their asymptotical uniform distribution was proven. This strong
result leads to improved convergence rates and stability statements. The results
were illustrated with numerical examples.
However, some questions remain open. Notably, though the γ-stabilized
algorithm can be specialized to single functions, we derived in this paper only
general convergence statements that hold for the entire set of functions of the
native space. Refined statements on the adaptive behavior which could be
observed in the numerical examples for specific functions will be the focus of
further investigations.
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Figure 3: Residual decay for functions given by fα(x) = |x|α · exp(−x2) for
the linear Mate´rn kernel for α = 1.51 (top) and α = 3.5 (bottom) using the
γ-stabilized f/P -greedy. The horizontal axis describes the number of chosen
sampling points, the vertical axis describes the maximal residual value. For
small values of γ or γ = 0 the algorithm stopped early, since the condition
number exceeded a predefined bound of 1014.
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Figure 4: Selected sampling points (red) of the γ-stabilized f/P -greedy al-
gorithm using the linear Mate´rn kernel. From left to right, top to bottom
γ ∈ {0, 0.04, 0.15, 1} was used. For small γ values the point distribution is
better adopted to the given data function f .
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