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Abstract
We study Parseval frame wavelets in L2(Rn) with matrix dilations of the form (Df )(x) = √2f (Ax), where A
is an arbitrary expanding n× n matrix with integer coefficients, such that |detA| = 2. We show that each A-MRA
admits either Parseval frame wavelets, or Parseval frame bi-wavelets. The minimal number of generators for a Par-
seval frame associated with an A-MRA (i.e. 1 or 2) is determined in terms of a scaling function. All Parseval frame
(bi)wavelets associated with A-MRA’s are described. We then introduce new classes of filter induced wavelets and
bi-wavelets. It is proved that these new classes strictly contain the classes of all A-MRA Parseval frame wavelets
and bi-wavelets, respectively. Finally, we demonstrate a method of constructing all filter induced Parseval frame
(bi)wavelets from generalized low-pass filters.
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Let E(2)n denote the set of all expanding matrices A ∈ Mn(Z) such that |detA| = 2. By expanding, we
mean that all eigenvalues have magnitude greater than 1. For A ∈ E(2)n we denote by B the transpose of
A: B = At . Notice that B ∈ E(2)n .
Our standard example that will be frequently used is the quincunx matrix Q = [ 1 −11 1 ] ∈ E(2)2 . Observe
that Q acts on R2 as rotation by π4 composed with dilation by
√
2.
As in the classical theory of wavelets on the real line, we will work with two families of unitary
operators on L2(Rn). The first one consists of all translation operators Tk :L2(Rn) → L2(Rn), k ∈ Zn,
defined by (Tkf )(x) = f (x − k). The second one plays the role of dyadic dilations on R and is generated
by a fixed matrix A ∈ E(2)n . This family consists of all integer powers of the dilation operator D =
DA :L
2(Rn) → L2(Rn) defined by (Df )(x) = √|detA|f (Ax) = √2f (Ax).
Let us now fix an arbitrary matrix A ∈ E(2)n . For a function ψ ∈ L2(Rn), we will consider the affine
system Ψ defined by
Ψ = {ψj,k = DjTkψ = 2j/2ψ(Aj · −k): j ∈ Z, k ∈ Zn}. (1.1)
We will also work with affine systems Ψ1,2 in L2(Rn) of the form
Ψ1,2 =
{
DjTkψ
l = 2j/2ψl(Aj · −k): j ∈ Z, k ∈ Zn, l = 1,2} (1.2)
generated by two functions ψ1,ψ2 ∈ L2(Rn).
Let us recall the definition of a Parseval frame. We say that a countable family (fj ), j ∈ J , in a
separable Hilbert space H , is a Parseval frame for H if the equality ‖f ‖2 =∑j∈J |〈f,fj 〉|2 is satisfied
for all f ∈ H .
Definition 1.1. We say that ψ ∈ L2(Rn) is a Parseval frame wavelet (briefly: PFW) if the system (1.1) is
a Parseval frame for L2(Rn).
A pair (ψ1,ψ2) of functions in L2(Rn) is a Parseval frame bi-wavelet (PFbW) if the system (1.2) is a
Parseval frame for L2(Rn).
A general purpose of these notes is to provide the answers to some basic questions about PF wavelets
and bi-wavelets for arbitrary A ∈ E(2)n : how they arise, what the underlying MRA structure looks like
(if it exists), how one can describe those PF (bi)wavelets that are associated with MRA’s. Besides the
classical theory of wavelets, our exposition basically follows [10]. In particular, in the last section we
extend the method introduced in [10] to construct PF (bi)wavelets from generalized low-pass filters.
There are many results in the literature about similar reproducing systems in L2(Rn) in even more
general situations. Throughout these notes we shall make appropriate comments and try to explain the
interrelations with the existing results. At this point we want to recall only a result from [6] that charac-
terizes Parseval frame wavelets associated with more general matrix dilations. We state the special case
of that theorem appropriate to the discussion in this paper.
Theorem 1.2 [6, Theorem 6.12]. Let A be an arbitrary matrix in E(2)n and ψ1,ψ2 ∈ L2(Rn). Then the
system (1.2) is a PFbW if and only if the following two conditions are satisfied:
2∑∑∣∣ψˆ l(Bjξ)∣∣2 = 1 a.e., (1.3)
l=1 j∈Z
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l=1
∑
j∈Pq
ψˆ l
(
B−j ξ
)
ψˆ l
(
B−j (ξ + q))= 0 a.e., ∀q ∈ Zn \BZn, (1.4)
where Pq denotes the set {j ∈ Z: B−j q ∈ Zn}, q ∈ Zn \BZn.
Theorem 1.2 also applies to systems of the form (1.1). In this case the above conditions reduce to∑
j∈Z
∣∣ψˆ(Bjξ)∣∣2 = 1 a.e., (1.5)
∑
j∈Pq
ψˆ
(
B−j ξ
)
ψˆ
(
B−j (ξ + q))= 0 a.e., ∀q ∈ Zn \BZn. (1.6)
Observe that in the case n = 1, A = 2I , we have B = 2I , Z \ BZ = 2Z + 1 and, consequently,
Pq = {j ∈ Z: j  0}. Hence, in this situation, the above condition (1.6) reduces to the well-known “tq”
condition (cf. [7, Theorem 7.1.1]) for wavelets on the real line:∑
j0
ψˆ
(
2j ξ
)
ψˆ
(
2j (ξ + q))= 0 a.e., ∀q ∈ 2Z + 1.
We will find a similar simplification of (1.6) and (1.4) for general A ∈ E(2)n (see Eqs. (2.1) and (2.2) in
Section 2) after obtaining some auxiliary results on matrices.
Let us now describe the organization of the material that follows.
Section 2 is of a preliminary character: it contains various results on matrices belonging to the class
E(2)n . The key results are Lemmas 2.1 and 2.3. They provide us with necessary tools for solving various
functional equations that appear naturally in the context of E(2)n -dilations. In particular, Lemma 2.3 is
needed for the proof of another useful technical result, namely the “peeling off” lemma (Lemma 5.3).
In Section 3 we discuss A-MRA structures and MRA PF wavelets and bi-wavelets. First we describe
the properties of scaling functions and prove Proposition 3.7 characterizing such functions. Then we
characterize those A-MRA’s that possess associated PFW’s. All such wavelets are explicitly described in
Theorems 3.26, 3.26, and 3.29.
The rest of Section 3 is devoted to those A-MRA’s that do not admit associated PFW’s. We prove that
all such A-MRA’s admit associated Parseval frame bi-wavelets (Corollary 3.36) and give their explicit
description (Theorems 3.37 and 3.39). These results appear to be new even in the case of dyadic dilations
on the real line; they complement the study of PF wavelets on the real line from [3] and [8].
In Section 4, in Theorems 4.2 and 4.1, we introduce a more general class of MRA PF wavelets and bi-
wavelets. We prove in Corollary 4.4 that these new classes contain all MRA PFW’s, respectively MRA
PFbW’s. In Theorem 4.9, we then characterize MRA PF (bi)wavelets among all PF (bi)wavelets that
belong to these newly introduced classes.
Section 5 is devoted to a method of constructing PF (bi)wavelets from generalized low-pass filters.
This is a direct generalization of the method introduced in [10]. The novelty in our approach is a study of
generalized filters m that satisfy the Smith–Barnwell equation of the form |m(ξ)|2+|m(ξ+ 12)|2 = χΣ(ξ),
where Σ is an arbitrary measurable 1-periodic set. This enables us to extend the method developed in [10]
of constructing PF wavelets (see Theorem 5.11). We then show in Theorem 5.12 that the class of all PF
(bi)wavelets constructed by our method coincides with the more general class of (bi)wavelets discussed
in Section 4.
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and their interrelations as well as their relations with the existing results in the literature.
Let us now establish our notation.
We denote by Tn the n-dimensional torus. By Lp(Tn) we denote the space of all Zn-periodic functions
f (i.e., f is 1-periodic in each variable) such that ∫
Tn
|f (ξ)|p dξ < ∞. The standard unit cube [− 12 , 12)n
in Rn will be denoted by C. The subsets of Rn invariant under Zn translations and the subsets of Tn are
often identified.
For f,g ∈ L2(Rn) we denote by [f,g] the function defined a.e. by [f,g](x) =∑k∈Zn f (x + k)×
g(x + k). In particular, for f ∈ L2(Rn), we will write σf = [fˆ , fˆ ].
For a function ϕ ∈ L2(Rn) we denote by 〈ϕ〉 the principal shift invariant space generated by ϕ; i.e.,
〈ϕ〉 is the closed linear space generated by T (ϕ) = {Tkϕ: k ∈ Zn}.
The Lebesgue measure of a set S ⊆ Rn will be denoted by |S|. When measurable sets X and Y are
equal up to a set of measure zero, we write X ◦= Y .
We use the Fourier transform in the form fˆ (ξ) = ∫
Rn
f (x)e−2πi〈x,ξ〉 dx, where 〈· , ·〉 denotes the stan-
dard inner product in Rn.
Let us conclude this introductory section by noting that many of the results that follow can be proved
for dilations by expanding integer matrices with arbitrary determinant. Some of these extensions are
obtained easily with essentially the same proofs, others require subtler and more involved arguments.
A systematic study of PF wavelets and PF systems with such dilations will appear elsewhere.
2. Our toolkit
This section consists of two parts. The second one contains basic facts from the theory of shift invariant
spaces used throughout the paper. The purpose of the first part is to collect various properties of expanding
matrices. These results can be proved for expanding integer matrices with arbitrary determinant. But, for
the sake of simplicity, we restrict ourselves to the class E(2)n .
Let us begin with the quincunx matrix Q = [ 1 −11 1 ] ∈ E(2)2 . Since B = Qt = [ 1 1−1 1 ], one eas-
ily concludes that the image of the unit square C under B−1 is a smaller square with vertices at(
0, 12
)
,
(− 12 ,0), (0,− 12), and ( 12 ,0). It follows that B−1C ⊆ C, and this has many useful consequences.
For example, we immediately conclude that the family {Bj(C \B−1C): j ∈ Z} is a partition of R2. Also,
it is not hard to see that the function ψ defined by ψˆ = χBC\C is an orthonormal Q-wavelet that serves
as an analog of the Shannon wavelet ψS = χ2I1\I1 ∈ L2(R), where I1 denotes the unit interval
[− 12 , 12).
Since the inverse of an expanding matrix is not necessarily a contraction, the relation B−1C ⊆ C may
fail. As an example, we offer
A =

0 1 0 0
0 0 1 0
0 0 −1 2
−1 0 −1 1
 ∈ E(2)4 .
The reader may observe that there are simpler examples in E(2)3 . However, we will see later that the
above matrix provides us with an important counter-example in the discussion about Haar wavelets.
When B−1C is not contained in C, the following lemma allows us to replace C by a bounded neighbor-
hood of zero.
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(i) There exists j0 ∈ N such that B−jC ⊂ C, ∀j  j0.
(ii) For each bounded set K ⊂ Rn there exists jK ∈ N such that K ⊆ BjC, ∀j  jK .
(iii) There exists an open bounded neighborhood F of 0 such that F ⊆ BF .
The first two assertions are easy consequences of Lemma 5.2 in [6] which is proved using the spectral
radius formula.
The last assertion is borrowed from [5] where the proof is based on a suitable change of the Jordan
basis for B . Let us note in passing that the same assertion is used in [5] in the proof of the existence of
Shannon-type wavelets for any A ∈ E(2)n .
In developing the theory of PFW’s, we will frequently use the lattice BZn. Notice that BZn plays a
significant role in the condition (1.6) in Theorem 1.2. In the quincunx case, one easily obtains BZ2 =
{k = (k1, k2): k1 + k2 ∈ 2Z}. Here the condition (1.4) becomes
2∑
l=1
∞∑
j=0
ψˆ l
(
Bjξ
)
ψˆ l
(
Bj(ξ + q))= 0 a.e., ∀q ∈ Z2, q1 + q2 ∈ 2Z + 1.
The following elementary lemma provides us with a convenient description of BZn for an arbitrary
A ∈ E(2)n .
Lemma 2.2. Let B ∈ Mn(Z) be any integer matrix such that |detB| = 2. Then the group Zn/BZn is
isomorphic to B−1Zn/Zn and the order of Zn/BZn is equal to 2. In particular, if α ∈ Zn \ BZn and
β = B−1α, then Zn = BZn ∪ (BZn + α) and B−1Zn = Zn ∪ (Zn + β).
Observe that the second assertion of Lemma 2.2 is valid independently of the particular choice of α
and β . In the quincunx case, our standard choice will be α = (1,0), β = ( 12 , 12).
Now we can restate conditions (1.4) and (1.6) in Theorem 1.2 in a more convenient form. Let A ∈ E(2)n
and let α and β be as in the above lemma. Observe that each q ∈ Zn \BZn is of the form q = Bk +α for
some k ∈ Zn; hence, Pq = {j ∈ Z: B−j q ∈ Zn} = {j ∈ Z: j  0}. Thus, we can rewrite (1.6) as
∞∑
j=0
ψˆ
(
Bjξ
)
ψˆ
(
Bj(ξ +Bk + α))= 0 a.e., ∀k ∈ Zn, (2.1)
and (1.4) as
2∑
l=1
∞∑
j=0
ψˆ l
(
Bjξ
)
ψˆ l
(
Bj(ξ +Bk + α))= 0 a.e., ∀k ∈ Zn. (2.2)
Let us take again A = Q and recall the inclusion B−1C ⊆ C. Then B−1C + β is Z2-translation con-
gruent to C0 = C \B−1C. This can be easily verified if one takes β =
( 1
2 ,
1
2
)
.
Denote by {D1,D2,D3,D4} and {P1,P2,P3,P4} partitions of B−1C and C \ B−1C, respectively (as
shown in Fig. 1). Then it is clear that Dj +
( 1
2 ,
1
2
) + kj = Pj , j = 1,2,3,4, where k1 = (0,0), k2 =
(−1,0), k3 = (−1,−1), and k4 = (0,−1).
Now the same conclusion follows for arbitrary β ′ since Lemma 2.2 implies β ′ − β ∈ Z2.
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It will be seen that this property and the fact that
⋂
j∈N B
−jC = {0} play an important role in our con-
structions, so we will need similar results for an arbitrary A ∈ E(2)n . Again, the main technical difficulty
lies in the fact that B−1C need not be contained in C. Hence, we need a more elaborate (though basically
simple) argument in the general case.
For ξ ∈ Rn we denote by ξ the corresponding coset ξ + Zn in the quotient group Tn = Rn/Zn.
Let A ∈ E(2)n and α,β be as in Lemma 2.2. Notice that the map B :Tn → Tn defined by B(ξ) = Bξ is
a well-defined group homomorphism. Moreover, B is a 2–1 map. Indeed, Bξ1 = Bξ2 ⇔ B(ξ1 − ξ2) ∈
Zn ⇔ ξ1 − ξ2 ∈ B−1Zn = Zn ∪ (Zn + β). (The last equality is ensured by Lemma 2.2.) From this, we
conclude that either ξ1 = ξ2 or ξ1 = ξ2 + β .
The following lemma basically consists of providing a measurable cross-section for the map B . It
states that, although the set B−1C may not be contained in C, this set has the same properties, up to Zn-
translations, as in the quincunx case. When C is the unit cube (or, more generally, any Zn-tiling domain),
the map ξ → ξ is 1–1 from C onto C = Tn and hence yields a 1–1 correspondence between subsets S of
C and their images S in Tn.
Lemma 2.3. Let B ∈ Mn(Z) be any matrix such that |detB| = 2, let α ∈ Zn \BZn and β = B−1α.
(i) There is a measurable set C1 ⊂ C such that B|C1 :C1 → C is a bijection.
(ii) Let C0 = C \C1. Then the map J :C1 → C0 defined by J (ξ) = ξ + β is an involutive bijection.
(iii) Let B−1 :C → C1 denote the inverse of B|C1 from (i) and Cj := B−j (C), j ∈ N. Then |
⋂∞
j=1 Cj | =
0, C1 =⋃∞j=1(Cj \ Cj+1), C =⋃∞j=0(Cj \ Cj+1) and B−1 maps Cj \ Cj+1 bijectively onto Cj+1 \
Cj+2, ∀j ∈ N.
Proof. We begin the proof by showing that the set C˜ = C ∪ (C + α) is a BZn-tiling domain. Take any
ξ ∈ Rn. There exist uniquely determined η ∈ C and k ∈ Zn such that ξ = η + k. Using Lemma 2.2, we
see that ξ − η ∈ Zn = BZn ∪ (BZn + α); thus, we have either ξ − η = Bk1 or ξ − η = Bk2 + α, with
k1, k2 ∈ Zn. Since α ∈ Zn \BZn, the decomposition obtained is unique.
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η ∈ C and k ∈ Zn, and put σ(ξ) = η. We claim that σ is a bijection. To see this, let us first assume
σ(ξ1) = σ(ξ2) = η with ξ1, ξ2 ∈ C˜. This means B−1ξ1 = η+ k1 and B−1ξ2 = η+ k2 for some k1, k2 ∈ Zn;
in other words Bη = ξ1 − Bk1 = ξ2 − Bk2. Since C˜ is a BZn-tiling domain we now conclude ξ1 = ξ2
(and also k1 = k2). To prove the surjectivity, let us take η ∈ C and write Bη = ξ + Bk, with ξ ∈ C˜ and
k ∈ Zn; this is possible because C˜ is a BZn-tiling domain. Then clearly σ(ξ) = η.
Let us now define C1 := σ(C) and C0 := σ(C + α). Since σ is a bijection, C0 and C1 make up a
partition of C. Now we claim that B|C1 :C1 → C is a bijection whose inverse map B−1 :C → C1 is, up
to the identification of C with Tn, the restriction of σ to C. This follows easily from the definition of σ .
Indeed, for ξ ∈ C we have B−1ξ = η + k for some η in C and k in Zn. This means that σ(ξ) = η and,
since ξ ∈ C, we know that η ∈ C1. Now B(σ(ξ)) = Bη = ξ −Bk which means B(σ(ξ)) = ξ . It remains
to see that the map B restricted to the set C1 is an injection. So let us assume B(σ(ξ1)) = B(σ(ξ2)) with
ξ1, ξ2 ∈ C. Since by definition of σ we have B−1ξ1 = σ(ξ1) + k1 and B−1ξ2 = σ(ξ2) + k2, k1, k2 ∈ Zn,
this implies ξ1 = B(σ(ξ1)) = B(σ(ξ2)) = ξ2.
Next we show that the map J :C1 → C0 defined by J (η) = η + β is a bijection. Notice first that
J (η) ∈ C0, ∀η ∈ C1; since otherwise we would have J (η) = ξ + β ∈ C1 (recall that {C0,C1} is a partition
of C) and this would be in contradiction with the injectivity of B on C1. Suppose now that J (η1) = J (η2)
for η1, η2 ∈ C0. This means η1 + β = η2 + β which implies B(η1) = B(η1 + β) = B(η2 + β) = B(η2).
By the injectivity of B on C1, we conclude η1 = η2. To prove that J is surjective, take any η ∈ C0 =
σ(C + α). Then there exist ξ ∈ C + α and k ∈ Zn such that B−1ξ = η + k. Writing ξ = ξ ′ + α with
ξ ′ ∈ C, we obtain η + k = B−1ξ = B−1ξ ′ + B−1α = B−1ξ ′ + β . If we now define η′ = σ(ξ ′), then it is
clear that η′ ∈ C1 and J (η′) = η.
To conclude the proof let us observe that B−1 = σ |C :C → C1 halves Haar measure on Tn in the sense
|B−1S| = 12 |S| for any measurable set S ⊆ Tn and that Haar measure on Tn corresponds to Lebesgue
measure on C. Thus, |C1| = 12 |C|, |Cj | = 12j , ∀j ∈ N and |
⋂∞
j=1 Cj | = 0. We also have immediately
from definition of the Cj ’s, that Cj+1 ⊂ Cj , ∀j ∈ N, and this implies C = C0 ∪ C1 = C0 ∪ (⋃∞j=1(Cj \
Cj+1)). 
Remark 2.4. (a) Notice that the preceding lemma is proved for any choice of α ∈ Zn \BZn.
(b) If B has the property B−1C ⊆ C we have C1 = B−1C. But, even if this is the case, the set C1 + β
is not contained in C, so it is necessary to apply an appropriate integer translation in the definition of the
map J .
As an example, we can take again B = Qt and β = ( 12 , 12) (see Fig. 1). Observe that we have ξ +β ∈ C
only for ξ ∈ D1. To obtain the values of the map J in the remaining part of B−1C, translation by β must
be followed by a suitable integer translation.
As an easy corollary, we obtain two simple rules for integration of Zn-periodic functions over C.
Corollary 2.5. Let B ∈ Mn(Z) be any matrix such that |detB| = 2, let α ∈ Zn \ BZn, and β = B−1α.
Suppose that m ∈ L1(Tn). Then
(i) ∫
C
m(B−1ξ)dξ = 2 ∫
C1
m(η)dη;
(ii) ∫
Cj
m(η)dη = ∫
C1−j m(η + β)dη, j = 0,1.
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change of variable. The second statement is a consequence of translation invariance of the Haar integral.
We omit the details. 
We end the first part of this section with two lemmas solving two important functional equations
that arise naturally from constructions with multipliers. Both statements appear in [15] as special cases
(n = 1) and our proofs essentially follow the original arguments.
In these lemmas and in what follows, a function is understood to be unimodular if it is measurable and
its absolute value is equal to 1 a.e.
Lemma 2.6. Let B ∈ Mn(Z) be any matrix such that |detB| = 2, let α ∈ Zn \ BZn and β = B−1α.
Suppose that s is a Zn-periodic, unimodular function on Rn. Then there exists a Zn-periodic, unimodular
function t on Rn such that
t (ξ) = t (Bξ)t (ξ + β)s(Bξ) a.e. (2.3)
Proof. Consider C0 and Cj, j ∈ N, as in Lemma 2.3. We use these sets to define a unimodular function
t on C such that (2.3) is satisfied on C. Then we can extend t to Rn by Zn-periodicity. Since both sides
of (2.3) will then be Zn-periodic, the equality (2.3) extends to Rn.
Let us choose any unimodular function t on C0. The idea is to define t on C1 such that (2.3) is satisfied
for all ξ in C1. To do that, we first need to extend t by Zn-periodicity to the set C0 +Zn. Now we observe
that t (ξ + β) is defined for each ξ ∈ C, and t (Bξ) is defined for ξ ∈ C1 \C2.
Let us start with the set C1 \C2, and define t (ξ) by the equality (2.3) for ξ ∈ C1 \C2. Clearly, we can
proceed inductively using (2.3) as the definition of t on each of the sets Cj \Cj+1, ∀j ∈ N.
This gives us a measurable function t defined on C (up to a set of measure 0), which we extend by
Zn-periodicity. By construction, we know that (2.3) is satisfied on the set C \C0. Hence, we only need to
ensure this equality for all ξ ∈ C0. First, observe that (2.3) can be rewritten in the form
t (Bξ)s(Bξ) = t (ξ)t (ξ + β). (2.4)
Notice that the functions on both sides of (2.4) are β-periodic. Indeed, the left-hand side of (2.4) remains
unchanged when we replace ξ by ξ +β because Bβ = α ∈ Zn and s and t are Zn-periodic functions. The
right-hand side remains the same because 2β ∈ Zn and t is Zn-periodic.
Let us now take any η ∈ C0. Since, by Lemma 2.3, η + β ∈ C1 (up to an integer translation), we
know that (2.4) is satisfied at the point η + β . This and the preceding observation give us t (Bη)s(Bη) =
t (B(η + β))s(B(η + β)) = t (η + β)t (η + β + β) = t (η)t (η + β). 
Remark 2.7. The second paragraph of the proof shows that Eq. (2.3) for a fixed α ∈ Zn \ BZn and
β = B−1α has infinitely many solutions.
The second functional equation we need to solve is different in the sense that the solution is not a
Zn-periodic function. This time the argument will be based on Lemma 2.1.
Lemma 2.8. Let B ∈ Mn(Z) be an expanding matrix. Let µ be a Zn-periodic, unimodular function. Then
there exists a unimodular function t that satisfies
µ(ξ) = t (Bξ)t (ξ). (2.5)
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immediate consequence is Bj(BF \ F) = Bj+1F \ BjF, ∀j ∈ Z; moreover, all these sets are pairwise
disjoint.
Since B is expanding, it is easy to see that
⋃
j∈Z B
j(BF \ F) = Rn \ {0}.
Now we can construct the desired function t . Let t be any unimodular function on the set BF \F . For
ξ ∈ BF \ F , put t (B(ξ)) = t (ξ)µ(ξ). Since t is unimodular on BF \ F , this gives us an extension of t
that is unimodular on the set B(BF \ F) = B2F \ BF and satisfies (2.5) for all ξ ∈ BF \ F . We then
proceed inductively to extend t to the set Bj+1F \BjF in such a way that (2.5) holds on BjF \Bj−1F .
For ξ ∈ F \ B−1F , we put t (ξ) = t (Bξ)µ(ξ). This gives us a unimodular extension of t to the set
F \B−1F , such that (2.5) is satisfied on B−1F . The proof is then completed by another inductive proce-
dure. 
Remark 2.9. Again, the proof shows that there are infinitely many solutions. This follows from the fact
that our construction starts with an arbitrary unimodular function on the set BF \ F .
Let us now move on to the second part of the toolkit—basic elements of the theory of shift invariant
spaces.
A shift invariant space in L2(Rn) is a closed subspace V ⊆ L2(Rn) for which TkV = V for all k ∈ Zn.
As mentioned in Section 1, by 〈ϕ〉 we denote the principal shift invariant space generated by ϕ ∈ L2(Rn).
Since the operators Tk are unitary with (Tkf )ˆ = ekfˆ for ek(ξ) = e−2πiξ ·k , the orthogonal complement
V ⊥ of any shift invariant space is also shift invariant and Vˆ = {fˆ : f ∈ V } is a closed subspace of L2(Rn)
invariant under multiplication by trigonometric polynomials. In fact, as indicated below, Vˆ is invariant
under multiplication by members of L∞(Tn).
Again, as mentioned in Section 1, for f,g ∈ L2(Rn), we denote by [f,g] the Zn-periodic function
[f,g](ξ) =∑k∈Zn f (ξ + k)g(ξ + k) a.e. It is easily seen that [·, ·] is a sesquilinear form, [f,g] ∈ L1(Tn)
for all f,g ∈ L2(Rn), and
〈f,g〉 = 〈fˆ , gˆ〉 =
∫
Tn
[fˆ , gˆ](ξ)dξ. (2.6)
For σf = [fˆ , fˆ ] we let Ωf be the Zn-translation invariant subset of Rn defined, modulo a null set, by
Ωf = suppσf =
{
ξ ∈ Rn: fˆ (ξ + k) = 0 for some k ∈ Zn}. (2.7)
The following elementary proposition is well known. The reader is referred to Section 5 in [10] for
certain details.
Proposition 2.10. Let f ∈ L2(Rn)\{0}.
(i) For g ∈ L2(Rn) and k ∈ Zn, 〈Tkf, g〉 is the kth Fourier coefficient of the function [fˆ , gˆ] ∈ L1(Tn).
(ii) 〈f 〉 ⊥ 〈g〉 if and only if [fˆ , gˆ] = 0 a.e.
(iii) 〈f 〉ˆ = {mfˆ : m is Zn-periodic with mσ 1/2f ∈ L2(Tn)}.
(iv) T (f ) = {Tkf : k ∈ Zn} is a Parseval frame for 〈f 〉 if and only if σf = χΩf a.e. T (f ) is an ortho-
normal basis for 〈f 〉 if and only if σf = 1 a.e.
(v) If ϕ is the unique function such that Ωϕ = Ωf and σ 1/2f ϕˆ = fˆ , then 〈f 〉 = 〈ϕ〉 and T (ϕ) is a Parseval
frame for 〈f 〉.
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particular, g ∈ 〈f 〉 if and only if gˆ = [gˆ, ϕˆ]ϕˆ.
Proof. (i) Using (2.6) and the fact that [mfˆ , gˆ] = m[fˆ , gˆ] for all Zn-periodic functions m, we obtain
〈Tkf, g〉 = 〈e¯kfˆ , fˆ 〉 =
〈[fˆ , fˆ ], ek〉L2(Tn).
(ii) follows immediately from (i).
(iii) By (ii), (〈f 〉ˆ )⊥ is closed under the C∗-algebra consisting of multiplication by members of L∞(Tn)
and, hence, 〈f 〉ˆ is also closed under this algebra. Then 〈f 〉ˆ = {mfˆ : m ∈ L∞(Tn)} = {mfˆ : mσ 1/2f ∈
L2(Tn)} in view of ‖mfˆ ‖2 = ∫
Tn
|m(ξ)|2σf (ξ)dξ .
(iv) follows from (iii) and the observation that for g = (mfˆ )ˇ ∈ 〈f 〉, (i) implies∑
k∈Zn
∣∣〈g,Tkf 〉∣∣2 = ∥∥[gˆ, fˆ ]∥∥2L2(Tn) = ∫
Tn
∣∣m(ξ)∣∣2σ 2f (ξ)dξ.
(v) follows from (iii) and (iv).
(vi) follows from (ii) and (v) since [gˆ − [gˆ, ϕˆ]ϕˆ, ϕˆ] = [gˆ, ϕˆ] − [gˆ, ϕˆ]χΩϕ = 0. 
The following lemma is frequently used throughout the paper.
Lemma 2.11. Let ϕ ∈ L2(Rn). For i = 1,2, suppose fi ∈ 〈ϕ〉, and let mi ∈ L2(Tn) be such that fˆi(Bξ) =
mi(ξ)ϕˆ(ξ) a.e. Then
[fˆ1, fˆ2](Bξ) = m1(ξ)m2(ξ)σϕ(ξ)+m1(ξ + β)m2(ξ + β)σϕ(ξ + β) a.e. (2.8)
Proof. By definition,
[fˆ1, fˆ2](Bξ) =
∑
k∈Zn
fˆ1(Bξ + k)fˆ2(Bξ + k) =
∑
k∈Zn
m1
(
ξ +B−1k)m2(ξ +B−1k)∣∣ϕˆ(ξ +B−1k)∣∣2.
Using Zn-periodicity of mi , i = 1,2, and Lemma 2.2 to split the last sum into two parts, we ob-
tain (2.8). 
3. MRA wavelets
This section is entirely devoted to MRA structures, MRA PFW’s and MRA PFbW’s for arbitrary
A ∈ E(2)n . We study MRA’s in L2(Rn) with A-dilations such that the system of all Zn-translates of a
scaling function forms a Parseval frame for the principal shift invariant space V0. Such MRA’s with
dyadic dilations on the real line are first introduced in [3].
In the first part of the section we summarize basic facts about A-MRA’s and scaling functions. Some
of these results can be found in the literature even for more general dilations in L2(Rn). In order to make
these notes self contained as much as possible, we will include all relevant proofs. The main result is
Proposition 3.7 that characterizes scaling functions for A-MRA’s.
Our principal goal in this section is to describe all PF wavelets and bi-wavelets associated with A-
MRA’s. It is already observed in [3] and [8] that there exist MRA’s in L2(R) that possess associated
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lary 3.14 and Theorem 3.26, we provide another convenient characterization of such A-MRA’s for
arbitrary A ∈ E(2)n : if ϕ is a scaling function for an A-MRA (Vj ) and Ωϕ = supp σϕ , then (Vj ) admits
associated PF wavelets if and only if the measure of the set N = Ωϕ ∩ (Ωϕ − β) ∩ (B−1Ωϕ)c is equal
to 0. The set N does not depend on the particular choice of a scaling function ϕ; it depends only on
the A-MRA in question (see Remark 3.2). When |N | = 0, Theorems 3.26 and 3.29 give an explicit de-
scription of associated PF wavelets. Our description is expressed in terms of the canonical low-pass filter
introduced in Proposition 3.19. Theorem 3.29 is inspired by Theorem 1 in [15] and plays a special role
in our work by indicating the way in which more general PF wavelets will be constructed in subsequent
sections.
The rest of the section is devoted to those A-MRA’s that do not admit associated PF wavelets, i.e. those
A-MRA’s for which |N | > 0. We show in Corollary 3.36 that such A-MRA’s always admit associated PF
bi-wavelets. These bi-wavelets are explicitly described in Theorems 3.37 and 3.39. Again, this is done
by making use of the canonical low-pass filter. These theorems complement the results from [3] and [8]
and complete our analysis of PF systems that arise from A-MRA’s.
Throughout the section, let A denote a fixed, but arbitrary, matrix in E(2)n . We will also fix α ∈ Zn \BZn
and let β = B−1α; however, it will be seen that neither the results nor the proofs depend on the choice
of α.
Let us begin with the definition of an MRA associated with A.
We note that Definition 3.1 below is a generalization to n dimensions of the concept of a Parseval
frame MRA of L2(R) that is introduced in [3]. More general MRA structures appear elsewhere, see,
e.g., [1] and [12].
Definition 3.1. An MRA for L2(Rn) associated with A (briefly: A-MRA) is a sequence (Vj ), j ∈ Z, of
closed subspaces of L2(Rn) such that
(i) Vj ⊆ Vj+1, ∀j ∈ Z;
(ii) DVj = Vj+1, ∀j ∈ Z;
(iii) ⋂j∈Z Vj = {0};
(iv) ⋃j∈Z Vj = L2(Rn);
(v) There exists a function ϕ in V0 such that the system T (ϕ) is a Parseval frame for V0. We say that ϕ
is a scaling function for (Vj ).
Notice that we only assume that T (ϕ) is a Parseval frame for V0 = 〈ϕ〉. The subclass of all A-MRA’s
such that T (ϕ) is an orthonormal basis for V0 will be treated simultaneously as a special case.
Remark 3.2. A scaling function ϕ for an A-MRA (Vj ) is not unique. But if ϕ and φ are scaling func-
tions for (Vj ), then Ωϕ = supp σϕ = supp σφ = Ωφ . To see this, let m = [φˆ, ϕˆ] ∈ L2(Tn). Then, by
Proposition 2.10, we have χΩφ = [φˆ, φˆ] = [mϕˆ,mϕˆ] = |m|2σϕ = |m|2χΩϕ This shows that Ωφ ⊆ Ωϕ .
The opposite inclusion follows by symmetry.
Our first goal is to obtain a characterization of scaling functions. We begin with some basic properties
that are well known in the special case n = 1. Basically, our exposition follows Chapter 7 from [7].
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Z, and take an arbitrary f ∈ Dj 〈ϕ〉. Then, by definition, f (A−j ·) ∈ 〈ϕ〉, and, since ̂f (A−j ·)(ξ) =
2j fˆ (Bjξ), Proposition 2.10 (iii)–(iv) gives us
Dj 〈ϕ〉 = {f ∈ L2(Rn): fˆ (Bjξ)= m(ξ)ϕˆ(ξ) a.e., m ∈ L2(Tn)}, j ∈ Z. (3.1)
Moreover, using Proposition 2.10 (vi), we conclude that for each f ∈ Dj 〈ϕ〉, there exists a unique
function m = [fˆ (Bj ·), ϕˆ] ∈ L2(Tn) with the property fˆ (Bjξ) = m(ξ)ϕˆ(ξ) a.e. and such that m(ξ) = 0,
∀ξ /∈ Ωϕ .
Definition 3.3. For f ∈ V1, we call the function mf = [fˆ (B·), ϕˆ] ∈ L2(Tn) a minimal filter for f .
Since ϕ ∈ V0 ⊂ V1, we have
ϕˆ(Bξ) = mϕ(ξ)ϕˆ(ξ) a.e. (3.2)
The function mϕ will sometimes be called the minimal low-pass filter. Any other function m ∈ L2(Tn)
that satisfies ϕˆ(Bξ) = m(ξ)ϕˆ(ξ) a.e. must coincide with the minimal filter mϕ on the set Ωϕ due to
Proposition 2.10 (vi). Any such function m will be called a low-pass filter.
In the next proposition, we establish an analog of the well-known Smith–Barnwell equation.
Proposition 3.4. Let (Vj ) be an A-MRA with a scaling function ϕ whose minimal filter is mϕ . Then∣∣mϕ(ξ)∣∣2 + ∣∣mϕ(ξ + β)∣∣2 = χΩϕ(Bξ) a.e. (3.3)
In particular, if T (ϕ) is an orthonormal basis for V0, then∣∣mϕ(ξ)∣∣2 + ∣∣mϕ(ξ + β)∣∣2 = 1 a.e. (3.4)
Proof. We apply Lemma 2.11 with f1 = f2 = ϕ and m1 = m2 = mϕ . 
Proposition 3.5. Let (Vj ) be an A-MRA with a scaling function ϕ. Then
lim
j→∞
∣∣ϕˆ(B−j ξ)∣∣= 1 a.e. (3.5)
Proof. For j ∈ Z denote by Pj the orthogonal projection onto Vj . Since ⋃j∈Z Vj = L2(Rn), we have
‖Pjf ‖ → ‖f ‖ as j → ∞ for all f ∈ L2(Rn).
Take the standard unit cube C and f ∈ L2(Rn) defined by fˆ = χC .
Let us denote DjTkϕ = ϕj,k . Observe that ϕj,k(x) = 2 j2 ϕ(Ajx − k), ∀j, k. Since T (ϕ) is a Parseval
frame for V0 and Dj is a unitary operator, we know that the system Dj(T (ϕ)) is a Parseval frame for
DjV0 for each j ∈ Z. This gives us
‖Pjf ‖2 =
∑
k∈Zn
∣∣〈fˆ , ϕ̂j,k〉∣∣2. (3.6)
Observing that ϕ̂j,k = 2− j2 e2πi〈k,B−j ξ〉ϕˆ(B−j ξ ), we then have
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∑
k∈Zn
∣∣∣∣∣
∫
Rn
fˆ (ξ)2−
j
2 e−2πi〈k,B
−j ξ〉ϕˆ
(
B−j ξ
)
dξ
∣∣∣∣∣
2
=
∑
k∈Zn
∣∣∣∣∣
∫
Rn
fˆ
(
Bjη
)
2
j
2 e−2πi〈k,η〉ϕˆ(η)dη
∣∣∣∣∣
2
= 2j
∑
k∈Zn
∣∣∣∣∣
∫
B−j (C)
ϕˆ(η)e−2πi〈k,η〉 dη
∣∣∣∣∣
2
.
The last expression is 2j times the sum of squares of the absolute values of the Fourier coefficients
of the function χB−j (C)ϕˆ. Now we need a fact from Lemma 2.1: B−j (C) ⊆ C, ∀j  j0 for some j0.
Therefore, the preceding calculation tells us that ‖Pjf ‖2 = 2j
∫
B−j (C) |ϕˆ(η)|2 dη for j large enough.
Since ‖Pjf ‖2 → 1 as j → ∞, this gives us (with η = B−j ξ )
lim
j→∞
∫
C
∣∣ϕˆ(B−j ξ)∣∣2 dξ = 1. (3.7)
Let us now take the minimal filter mϕ for ϕ. If we rewrite (3.2) with ξ instead of Bξ , we get
ϕˆ(ξ) = mϕ(B−1ξ)ϕˆ(B−1ξ). From this we obtain by induction ϕˆ(ξ) = mϕ(B−1ξ)mϕ(B−2ξ) · · · · ·
mϕ(B
−j ξ )ϕˆ(B−j ξ ), ∀j ∈ N. Since (3.3) implies |mϕ(ξ)|  1 a.e., this shows that |ϕˆ(B−j ξ )| is non-
decreasing as j → ∞ for a.e. ξ .
Let g(ξ) = limj→∞ |ϕˆ(B−j ξ )|2. Observe that an immediate consequence of Proposition 2.10 (iv) is
|ϕˆ(ξ)|  1 a.e. Now the dominated convergence theorem and (3.7) imply ∫
C
g(ξ)dξ = 1. Since 0 
g(ξ) 1 a.e., this gives us the desired formula (3.5). 
Proposition 3.6. Let ϕ be a scaling function for an A-MRA (Vj ) and let mϕ be the minimal filter for ϕ.
Then ∣∣ϕˆ(ξ)∣∣= ∞∏
j=1
∣∣mϕ(B−j ξ)∣∣ a.e. (3.8)
Proof. As in the preceding proof we have ϕˆ(ξ) =∏pj=1 mϕ(B−j ξ )ϕˆ(B−pξ), ∀p ∈ N. If we now take the
absolute values and let p → ∞, we obtain (3.8) as a direct consequence of (3.5). 
Proposition 3.7. A function ϕ ∈ L2(Rn) is a scaling function for an A-MRA if and only if the following
three conditions are satisfied:
(i) ϕˆ(Bξ) = m(ξ)ϕˆ(ξ) for some m ∈ L2(Tn);
(ii) limj→∞ |ϕˆ(B−j ξ )| = 1 a.e.;
(iii) ∑k∈Zn |ϕˆ(ξ + k)|2 = χΩϕ(ξ) a.e.
Proof. We already know that the above conditions are necessary (cf. (3.2), Propositions 3.5 and 2.10 (iv)).
Let us prove the converse.
Let us define V0 := 〈ϕ〉 and Vj = DjV0, j ∈ Z. Proposition 2.10 allows us to assume without loss of
generality that m = mϕ . Similar to Proposition 3.4, we obtain |mϕ(ξ)|2 + |mϕ(ξ + β)|2 = χΩϕ(Bξ) a.e.
Now take any f ∈ V0. Using Proposition 2.10 (iii) and (3.2), we obtain
fˆ (Bξ) = t (Bξ)ϕˆ(Bξ) = t (Bξ)mϕ(ξ)ϕˆ(ξ). (3.9)
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shows, using (3.1), that f ∈ V1. This proves V0 ⊆ V1 and then Vj ⊆ Vj+1, ∀j ∈ Z, is an immediate
consequence.
The rest of the argument is the same as in the classical case. First, we can show that
⋃
j∈Z Vj = L2(Rn)
exactly as in the proof of Theorem 7.5.2 in [7]. The only difference is that in our situation the system
(ϕj,k) is a Parseval frame for Vj , j ∈ Z, but the reader can easily convince herself that the aforementioned
argument from [7] survives.
The remaining property, namely
⋂
j∈Z Vj = {0}, follows from (i), (ii), and (v) in Definition 3.1 as
demonstrated in [7, Theorem 2.1.6]. Here we can use essentially the same argument combined with the
fact (a consequence of Corollary 2.5) that∫
Bp+1C\BpC
∣∣t (ξ)∣∣2 dξ = ∫
BpC
∣∣t (ξ)∣∣2 dξ = 2p ∫
C
∣∣t (ξ)∣∣2 dξ, ∀p ∈ N ∪ {0},
for any Zn-periodic function t . We omit the details. 
Remark 3.8. (a) A similar characterization of MRA’s in L2(R) with dyadic dilations can be found in [3].
(b) The proof shows that the conditions in Definition 3.1 are not independent; more precisely, (iii) is a
consequence of the other 4 properties from Definition 3.1.
(c) Suppose that ϕ ∈ L2(Rn) satisfies (i) and (iii) from Proposition 3.7. Let V0 = 〈ϕ〉 and Vj =
DjV0, j ∈ Z. The proof of Proposition 3.5 then shows that ϕ also has the property (ii) from Proposi-
tion 3.7 if and only if
⋃
j∈Z Vj is a dense subspace of L2(Rn).
Corollary 3.9. If ϕ is a scaling function for an A-MRA then the function ϕ˜ defined by ˆ˜ϕ = |ϕˆ| is also a
scaling function for an A-MRA.
Now we turn to A-MRA PF wavelets.
If (Vj ) is an A-MRA we denote by Wj, j ∈ Z, the orthogonal complement of Vj in Vj+1, i.e. Wj =
Vj+1  Vj . Notice that L2(Rn) =⊕j∈Z Wj .
Suppose that ψ is a function in W0 such that the system T (ψ) is a Parseval frame for W0. Then it is
clear that the system Ψ = {ψj,k: j ∈ Z, k ∈ Zn} is a Parseval frame for L2(Rn); thus, ψ is a PFW. In
particular, if T (ψ) is an orthonormal basis for W0, then ψ is an orthonormal wavelet.
Definition 3.10. Let (Vj ) be an A-MRA. A function ψ ∈ W0 such that T (ψ) is a Parseval frame for W0
is said to be a PFW associated with (Vj ). The collection of all such PFW’s will be referred to as the set
of all MRA PFW’s.
We begin with some basic properties of MRA PFW’s that follow easily from the definition.
First, we see from (3.1) that any function ψ in W0 satisfies
ψˆ(Bξ) = mψ(ξ)ϕˆ(ξ), (3.10)
where ϕ is a scaling function for (Vj ) and mψ = [ψˆ(B·), ϕˆ] ∈ L2(Tn) is a minimal high-pass filter. Any
other function m ∈ L2(Tn) that satisfies ψˆ(Bξ) = m(ξ)ϕˆ(ξ) a.e. must coincide with the minimal filter
mψ on the set Ωϕ due to Proposition 2.10 (vi). Any such function m will be called a high-pass filter.
400 D. Bakic´ et al. / Appl. Comput. Harmon. Anal. 19 (2005) 386–431Second, observe that ψ ⊥ V0 implies, by Proposition 2.10 (ii),
[ψˆ, ϕˆ] = 0 a.e. (3.11)
Next, for any low-pass filter m0, Lemma 2.11, with f1 = ψ , f2 = ϕ and m1 = mψ , m2 = m0 yields
mψ(ξ)m0(ξ)+mψ(ξ + β)m0(ξ + β) = 0 a.e. (3.12)
Suppose that ψ is an MRA PFW associated with an A-MRA (Vj ). Notice that V1 is invariant under
integer translations. This follows immediately since V1 = DV0, V0 is, by definition, invariant under in-
teger translations, and TkDj = DjTAj k , ∀j ∈ Z, ∀k ∈ Zn. On the other hand, ψ ⊥ V0 implies Tkψ ⊥ V0,
∀k ∈ Zn. This shows that the system T (ψ) is contained in W0; hence, 〈ψ〉 ⊆ W0. The opposite inclusion
is obvious since {ψj,k} is a Parseval frame for L2(Rn).
Thus, we have shown that the system T (ψ) is a Parseval frame for 〈ψ〉. Therefore, cf. Proposition 2.10
(iv),
σψ = χΩψ a.e., (3.13)
where Ωψ = suppσψ is a measurable Zn-periodic set.
Applying Lemma 2.11 with f1 = f2 = ψ and m1 = m2 = mψ , we get
χΩψ (Bξ) =
∣∣mψ(ξ)∣∣2 + ∣∣mψ(ξ + β)∣∣2 a.e. (3.14)
This equality is the last one on the list of easy consequences of the definition of MRA PFW’s. Observe
that there is one more piece of information about an MRA PFW ψ that has not been used so far. The fact
that V1 = V0 ⊕ 〈ψ〉 allows us to obtain a few more relations involving the minimal low and high-pass
filters (cf. [10]).
Lemma 3.11. Let ψ be an MRA PFW associated with an A-MRA (Vj ) whose scaling function is ϕ. Then∣∣mϕ(ξ)∣∣2 + ∣∣mψ(ξ)∣∣2 = χΩϕ(ξ) a.e., and (3.15)
mϕ(ξ)mϕ(ξ + β)+mψ(ξ)mψ(ξ + β) = 0 a.e. (3.16)
Proof. Take an arbitrary f ∈ V1. First, using (3.1), we have
fˆ (Bξ) = mf (ξ)ϕˆ(ξ). (3.17)
Second, since V1 = V0 ⊕ 〈ψ〉, Proposition 2.10 (vi) gives us
fˆ (ξ) = [fˆ , ϕˆ](ξ)ϕˆ(ξ)+ [fˆ , ψˆ](ξ)ψˆ(ξ). (3.18)
Next we replace ξ by Bξ in (3.18) and use Lemma 2.11 to compute [fˆ , ϕˆ](Bξ) and [fˆ , ψˆ](Bξ).
By (3.2), (3.10), and (3.17), we obtain
mf (ξ)ϕˆ(ξ) =
(
mf (ξ)mϕ(ξ)+mf (ξ + β)mϕ(ξ + β)
)
mϕ(ξ)ϕˆ(ξ)
+ (mf (ξ)mψ(ξ)+mf (ξ + β)mψ(ξ + β))mψ(ξ)ϕˆ(ξ) a.e. (3.19)
Since mf is the unique member of L2(Tn) vanishing off Ωϕ for which (3.17) holds, we conclude that
mf (ξ) =
(
mf (ξ)mϕ(ξ)+mf (ξ + β)mϕ(ξ + β)
)
mϕ(ξ)
+ (mf (ξ)mψ(ξ)+mf (ξ + β)mψ(ξ + β))mψ(ξ) a.e. (3.20)
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mf (ξ) = mf (ξ)
(∣∣mϕ(ξ)∣∣2 + ∣∣mψ(ξ)∣∣2)+mf (ξ + β)(mϕ(ξ)mϕ(ξ + β)
+mψ(ξ)mψ(ξ + β)
)
a.e. (3.21)
We now observe that, every m ∈ L2(Ωϕ) is of the form mf for some f in V1. Take again the partition
{C0,C1} of C from Lemma 2.3 and apply (3.21) to the L2(Ωϕ)-functions χ(C0+Zn)∩Ωϕ and χ(C1+Zn)∩Ωϕ .
This gives us (3.15) and (3.16). 
Definition 3.12. Let ψ be an MRA PFW associated with an A-MRA (Vj ) whose scaling function is ϕ,
m0 be a low-pass filter, and m1 be a high-pass filter. The filter matrix is defined by
M(ξ) =
[
m0(ξ) m0(ξ + β)
m1(ξ) m1(ξ + β)
]
. (3.22)
If m0 = mϕ and m1 = mψ then the matrix M = Mmin is called the minimal fitter matrix.
It turns out that, using the minimal filter matrix, we can summarize the above results on filters and
obtain the following key condition.
Lemma 3.13. Let ψ be an MRA PFW associated with an A-MRA (Vj ) whose scaling function is ϕ. Then
rank
[
χB−1Ωϕ(ξ) 0
0 χB−1Ωψ (ξ)
]
= rank
[
χΩϕ(ξ) 0
0 χ(Ωϕ−β)(ξ)
]
a.e. (3.23)
Proof. Using (3.3), (3.12), and (3.14), we find
Mmin(ξ)Mmin(ξ)
∗ =
[
mϕ(ξ) mϕ(ξ + β)
mψ(ξ) mψ(ξ + β)
] [
mϕξ) mψ(ξ)
mϕ(ξ + β) mψ(ξ + β)
]
=
[
χΩϕ(Bξ) 0
0 χΩψ (Bξ)
]
a.e. (3.24)
On the other hand, (3.15) and (3.16) imply
Mmin(ξ)
∗Mmin(ξ) =
[
mϕξ) mψ(ξ)
mϕ(ξ + β) mψ(ξ + β)
] [
mϕ(ξ) mϕ(ξ + β)
mψ(ξ) mψ(ξ + β)
]
=
[
χΩϕ(ξ) 0
0 χ(Ωφ−β)(ξ)
]
a.e. (3.25)
We complete the proof by recalling the equality rank(MM∗) = rank(M∗M) that holds for every matrix
M with complex entries. 
Let (Vj ) be an A-MRA with a scaling function ϕ. Let us define
N = Ωϕ ∩ (Ωϕ − β)∩
(
B−1Ωϕ
)c
. (3.26)
The set N plays a fundamental role in our study. Note that Remark 3.2 shows that it does not depend on
the choice of a scaling function ϕ for (Vj ).
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Corollary 3.14. An A-MRA (Vj ) admits associated PFW’s only if
|N | = 0. (3.27)
Proof. Observe that rank
[ χΩϕ (ξ) 0
0 χ(Ωϕ−β)(ξ)
]= 2 for all ξ in the set Ωϕ ∩ (Ωϕ −β). For all such ξ , the two
matrices from Lemma 3.13 can have equal ranks only if ξ belongs to the set B−1(Ωϕ). 
This simple necessary condition for the existence of associated PFW’s does not assume any previous
information on associated MRA wavelets. Thus, it serves as an intrinsic property of the A-MRA (Vj ).
Observe that if a scaling function ϕ is such that T (ϕ) is an orthonormal basis for V0, then Ωϕ
◦= Rn
and (3.27) is satisfied in a trivial way. We also have the following simple consequence of Lemma 3.13.
Corollary 3.15. Let ψ be an MRA PFW associated with an A-MRA (Vj ) whose scaling function ϕ has
the property that T (ϕ) is an orthonormal basis for V0. Then ψ is an orthonormal wavelet.
Proof. We only need to show that Ωψ
◦= Rn. By assumption, we have Ωϕ ◦= Rn; hence, both matrices
from Lemma 3.13 have rank equal to 2 a.e. 
The next example shows that condition (3.27) is not always vacuous. Thus, there exists an A-MRA
without associated PFW’s.
Example 3.16. Consider again Q = [ 1 −11 1 ] and B = Qt , choose β = ( 12 , 12). Take the unit square C in R2
and denote by S the set B−3C; observe that S is the square with vertices at
( 1
4 ,0
)
,
(
0, 14
)
,
(− 14 ,0), (0, 14).
Let T be the union of four triangles Tj , j = 1,2,3,4, at the corners of C as shown in Fig. 2. Notice
that the set S + β is Z2-translation congruent to T .
Let us now take the sets P =⋃∞j=1 B−jT and R = S ∪ T ∪ P . Observe that each of the sets B−1T
and B−2T consists of four new triangles, while the rest, namely
⋃∞
j=3 B
−jT , is contained in S. Thus, we
have R = S ∪ T ∪B−1T ∪B−2T . Since B−1S ⊂ S, we conclude that B−1R ⊂ R.
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Clearly, we have limj→∞ |ϕˆ(B−j ξ )| = 1 and σϕ(ξ) =∑k∈Z2 |ϕˆ(ξ + k)|2 = χR+Z2(ξ) for every ξ in
R2. If we define the function m0 on C by m0 = χB−1R and extend m0 to R2 by Z2-periodicity, then
m0 ∈ L2(T2), and one easily verifies that ϕˆ(Bξ) = m0(ξ)ϕˆ(ξ) for all ξ . Proposition 3.7 now tells us that
ϕ is a scaling function for a Q-MRA (Vj ).
Let us now consider the set B−3T that consists of 4 small triangles in the corners of S. Define a new
set, K := S \ (B−1S ∪ B−3T ). One easily concludes that the set K has positive measure. We claim that
K is contained in N = Ωϕ ∩ (Ωϕ −β)∩ (B−1Ωϕ)c. Observe that this would imply that the admissibility
condition (3.27) is not satisfied; hence, our Q-MRA cannot possess associated PFW’s.
To prove our claim, first recall that Ωϕ = R + Z2. Obviously, K ⊆ Ωϕ . Since K + β is Z2-translation
congruent to a subset of T , we also conclude that K + β ⊆ Ωϕ . By construction, BK ∩Ωϕ = ∅ and this
clearly implies K ⊆ (B−1Ωϕ)c.
Finally, we observe that an easy adaptation of this example provides an MRA with dyadic dilations on
the real line for which there is no associated PF wavelets.
In the last part of this section we will see that A-MRA’s always admit associated Parseval frames
with two generators. So far, our next goal is to show that condition (3.27) is not only necessary but also
sufficient for the existence of singly generated MRA Parseval frames. Thus, we will show that an A-MRA
admits an associated PFW if and only if |N | = 0. The first step toward this goal is the following auxiliary
result that is an easy generalization of Lemma 2.14 in [10].
Lemma 3.17. Suppose that f ∈ L1(Rn) is a non-negative function. Then limj→∞ f (Bjξ) = 0 a.e.
Proof. By the monotone convergence theorem, we have∫
Rn
∞∑
j=1
f
(
Bjξ
)
dξ =
∞∑
j=1
∫
Rn
f
(
Bjξ
)
dξ =
∞∑
j=1
1
2j
∫
Rn
f (η)dη = ‖f ‖1.
From this we conclude that
∑∞
j=1 f (B
jξ) is finite a.e., and this obviously implies limj→∞ f (Bjξ) = 0
a.e. 
Theorem 3.18. Let ϕ ∈ L2(Rn) be a scaling function of an A-MRA (Vj ). Suppose that functions m0,m1 ∈
L2(Tn) and ψ ∈ L2(Rn) are such that
(i) ϕˆ(Bξ) = m0(ξ)ϕ(ξ) a.e.;
(ii) ψˆ(Bξ) = m1(ξ)ϕ(ξ) a.e.;
(iii) The filter matrix M(ξ) defined by (3.22) is unitary a.e.
Then ψ is an MRA PFW associated with (Vj ).
Proof. According to Definition 3.10, we must show that ψ is such that the system of integer translates
T (ψ) is a Parseval frame for W0 = V1  V0.
Let us first show that T (ψ) is a Parseval frame for 〈ψ〉. Using Lemma 2.11, we obtain the following
relations:
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∑
k∈Zn
∣∣ψ(Bξ + k)∣∣2 = ∣∣m0(ξ)∣∣2χΩϕ(ξ)+ ∣∣m0(ξ + β)∣∣2χΩϕ(ξ + β), (3.28)
σψ(Bξ) =
∑
k∈Zn
∣∣ψ(Bξ + k)∣∣2 = ∣∣m1(ξ)∣∣2χΩϕ(ξ)+ ∣∣m1(ξ + β)∣∣2χΩϕ(ξ + β). (3.29)
Adding these relations and using unitarity of the filter matrix, we obtain
σψ(Bξ) = χΩϕ(ξ)+ χΩϕ(ξ + β)− χΩϕ(Bξ) = χΩϕ∪(Ωϕ+β)\B−1Ωϕ(ξ), (3.30)
where the last equation follows from
B−1Ωϕ = B−1
(
supp ϕˆ + Zn)= B−1(supp ϕˆ)+B−1Zn ⊆ supp ϕˆ +B−1Zn
= (supp ϕˆ +Zn)∪ (supp ϕˆ +Zn + β)= Ωϕ ∪ (Ωϕ + β). (3.31)
We deduce that T (ψ) is a Parseval frame for the space 〈ψ〉.
Now let us show that 〈ψ〉 = W0 or, equivalently, V1 = V0 ⊕〈ψ〉. Using (3.1), we conclude that ψ ∈ V1.
Further, by Lemma 2.11 and hypothesis (iii) of the theorem, [ψˆ, ϕˆ] = 0 a.e. Hence, by Proposition 2.10
(ii), 〈ψ〉 ⊥ V0. Thus, it is enough to show that V1 = V0 + 〈ψ〉. Consider an arbitrary f ∈ V1. By (3.1),
fˆ (Bξ) = m(ξ)ϕˆ(ξ). Again, using hypothesis (iii), for a.e. ξ , we get
fˆ (Bξ) = m(ξ)ϕˆ(ξ)+ 0 = m(ξ)(∣∣m0(ξ)∣∣2 + ∣∣m1(ξ)∣∣2)ϕˆ(ξ)
+m(ξ + β)(m0(ξ)m0(ξ + β)+m1(ξ)m1(ξ + β))ϕˆ(ξ)
= (m(ξ)m0(ξ)+m(ξ + β)m0(ξ + β))m0(ξ)ϕˆ(ξ)+ (m(ξ)m1(ξ)
+m(ξ + β)m1(ξ + β)
)
m1(ξ)ϕˆ(ξ)
= ν0(Bξ)ϕˆ(Bξ)+ ν1(Bξ)ψˆ(Bξ),
where νi(ξ) = m(B−1ξ)mi(B−1ξ)+m(B−1ξ +β)mi(B−1ξ + β) for i = 0,1. Since Zn = BZn∪ (BZn+
α) implies νi ∈ L2(Tn), we have f = (ν0ϕˆ + ν1ψˆ )ˇ ∈ V0 + 〈ψ〉. This completes the proof. 
Let us go on with showing sufficiency of the condition |N | = 0. Theorem 3.18 tells us that this goal will
be achieved if we prove that, under this condition, we can always find low-pass and high-pass filters m0
and m1, which satisfy the assumptions of the theorem. Observe that, for any point ξ ∈ N = Ωϕ ∩ (Ωϕ −
β)∩ (B−1Ωϕ)c, formula (3.3) implies mϕ(ξ) = mϕ(ξ +β) = 0. Since each filter m0 for ϕ coincides with
mϕ on Ωϕ , we conclude that the equality |m0(ξ)|2 +|m0(ξ +β)|2 = 1 is impossible on the set N . Hence,
if the admissibility condition |N | = 0 is not satisfied then there does not exist a filter m0 for ϕ such that
the filter matrix M(ξ) is unitary a.e. It turns out that this is the only obstruction. The next proposition
provides us with the desired low-pass filter.
Proposition 3.19. Let (Vj ) be an A-MRA with a scaling function ϕ such that |N | = 0. Then there exists
a function m0 ∈ L2(Tn) such that
ϕˆ(Bξ) = m0(ξ)ϕˆ(ξ) a.e. and (3.32)∣∣m0(ξ)∣∣2 + ∣∣m0(ξ + β)∣∣2 = 1 a.e. (3.33)
D. Bakic´ et al. / Appl. Comput. Harmon. Anal. 19 (2005) 386–431 405Fig. 3. The domains of the canonical low-pass filter.
Proof. We will define m0 by changing values of mϕ on the set (Ωϕ ∪B−1Ωϕ)c. Let us define
m0(ξ) =

1, if ξ ∈ (Ωϕ + β)\(Ωϕ ∪B−1Ωϕ); (I)√
2
2 , if ξ /∈ Ωϕ ∪ (Ωϕ + β); (II)
mϕ(ξ), otherwise. (III)
(3.34)
Clearly, m0 is a Zn-periodic function that belongs to L2(Tn). We claim that m0 satisfies (3.32)
and (3.33). First, observe that the sets (I)–(III) where m0 is defined differently can be pictured as in
Fig. 3. This follows because of the assumption |N | = 0 and the inequality (3.31). Second, notice that, on
the set (II), the filter m0 is β-periodic and relation (3.32) is satisfied regardless of m0; hence, the values of
the filter at ξ and at ξ + β can be chosen as the coordinates of any point on the unit circle in the complex
plane. Next, we see that the needed conditions are satisfied on the set B−1Ωϕ because of (3.3). The only
set left is Ωϕ ∪ (Ωϕ + β)\B−1Ωϕ . There we have mϕ = 0; hence, putting m0 = 1 on the set (II) makes it
satisfy (3.33) while (3.32), trivially, remains valid. 
Definition 3.20. Let (Vj ) be an A-MRA with a scaling function ϕ. The filter m0 defined by (3.34) is
called the canonical low-pass filter for ϕ.
Remark 3.21. The proof shows that (3.32) and (3.33), in general, do not determine the canonical low-
pass filter m0 uniquely.
Example 3.22. Consider again the quincunx case and take β = ( 12 , 12).
Let S = B−3C, where C denotes the unit square. Let us define ϕˆ = χS and let m be the function
defined on C by m = χB−1S and then extended to R2 by Z2-periodicity. Then it is not hard to see (applying
Proposition 3.7) that ϕ is a scaling function for a Q-MRA (Vj ) and that m = mϕ is the minimal low-pass
filter for ϕ. Clearly, Ωϕ = S + Zn.
If we again (as in Example 3.16) denote by T the union of four triangles Ti, i = 1,2,3,4, in the
corners of C, then Ωϕ + β = T + Zn (we show the intersections of Ωϕ and Ωϕ + β with the unit square
C in Fig. 4).
Observe that Ωϕ ∩ (Ωϕ + β) = ∅ and, therefore, the admissibility condition (3.27) is satisfied in a
trivial way.
Now one can easily determine the set B−1Ωϕ . The intersection B−1Ωϕ ∩ C consists of B−1S and of
four small squares Si, i = 1,2,3,4, in the corners of C whose union is translation congruent to B−1(S)+
β; see Fig. 5.
Then it is easy to obtain the canonical low-pass filter m0. Applying definition of m0 (3.34), we see that
m0 takes the value
√
2 on the set S \B−1(S) while m0 = 1 on each of the sets Ti − Si , i = 1,2,3,4.2
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Fig. 5. The set B−1Ωϕ ∩C.
In the next proposition, we use some simple linear algebra to obtain a high-pass filter that satisfies The-
orem 3.18 and, thus, achieve our goal of proving sufficiency of condition (3.27). To state the proposition
we first need to make one more simple observation on matrices in the class E(2)n .
Remark 3.23. Since β /∈ Zn, there exists a coordinate index j (β), 1  j (β)  n, such that βj(β) /∈ Z.
Notice that 2β ∈ Zn implies βj(β) = 12(2r + 1) for some integer r .
In general, j (β) is not uniquely determined; as an example, we can take β = ( 12 , 12) in the quincunx
case. On the other hand, in the case B = [ 0 2−1 0 ], α = (1,0), β = (0, 12), the only possibility is j (β) = 2.
Now suppose that we have α,α′ ∈ Zn \ B(Zn) and β = B−1α, β ′ = B−1α′ for our fixed matrix A ∈
E(2)n . Since β − β ′ ∈ Zn (see Lemma 2.2), we conclude βj(β) /∈ Z ⇒ β ′ /∈ Z. This shows that thej (β)
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(and ultimately on A). Hence, it is appropriate to denote such an index by j (A) and we will do so from
now on.
Proposition 3.24. Let m0 ∈ L2(Tn) be the canonical low-pass filter. Then a function m1 ∈ L2(Tn) satisfies
assumption (iii) of Theorem 3.18 if and only if there exists a unimodular function s ∈ L2(Tn) such that
m1(ξ) = e2πiξj (A)s(Bξ)m0(ξ + β). (3.35)
Proof. Sufficiency of condition (3.35) follows from (3.33) and the fact that e2πiβj (A) = −1. Indeed, (3.33)
ensures that each row and column of the filter matrix is a unit vector for a.e. ξ . The orthogonality of rows
and columns of the matrix follows from the following equalities:
m0(ξ)m1(ξ)+m0(ξ + β)m1(ξ + β)
= e−2πiξj (A)s(Bξ)(m0(ξ)m0(ξ + β)+ e2πiβj (A)m0(ξ + β)m0(ξ))= 0;
m0(ξ)m0(ξ + β)+m1(ξ)m1(ξ + β)
= m0(ξ)m0(ξ + β)+ e2πiβj (A)s(Bξ)s(Bξ)m0(ξ + β)m0(ξ) = 0.
Let us now prove that condition (3.35) is necessary. By (3.33), vector (m0(ξ),m0(ξ + β)) is non-
trivial for a.e. ξ . By assumption, (m1(ξ),m1(ξ + β)) ⊥ (m0(ξ),m0(ξ + β)). Since the orthogonal
complement of the one-dimensional subspace of C2 generated by (m0(ξ),m0(ξ + β)) is spanned by
(m0(ξ + β),−m0(ξ)), there exists a uniquely determined complex number denoted by −λ(ξ + β) such
that (
m1(ξ),m1(ξ + β)
)= −λ(ξ + β)(m0(ξ + β),−m0(ξ)). (3.36)
The function λ defined by (3.36) is obviously Zn-periodic. Substituting ξ +β instead of ξ we get (m1(ξ +
β),m1(ξ)) = −λ(ξ + 2β)(m0(ξ),−m0(ξ + β)), which, in turn, can be written as(
m1(ξ),m1(ξ + β)
)= λ(ξ)(m0(ξ + β),−m0(ξ)). (3.37)
Comparing (3.36) with (3.37), we find
−λ(ξ + β) = λ(ξ). (3.38)
Let us now define
s(Bξ) = λ(ξ)e−2πiξj (A) . (3.39)
The function s, obviously, must be unimodular. We claim that s is a Zn-periodic function. Let us write
s in the form s(ξ) = λ(B−1ξ)e−2πi(B−1ξ)j (A) and recall that Zn = BZn ∪ (BZn + α). Since λ is Zn-
periodic, we have s(ξ +Bk) = λ(B−1ξ + k)e−2πi((B−1ξ)j (A)+kj (A)) = s(ξ) and s(ξ +Bk +α) = λ(B−1ξ +
k + β)e−2πi((B−1ξ)j (A)+kj (A)+βj(A)) = λ(B−1ξ + β)e−2πi(B−1ξ)j (A)e−2πiβj (A) = s(ξ), where the last equality is
ensured by (3.38) and the fact that e−2πiβj (A) = −1.
From (3.39), we have λ(ξ) = e2πiξj (A)s(Bξ) and then, using (3.37), m1(ξ) = λ(ξ)m0(ξ + β) =
e2πiξj (A)s(Bξ)m0(ξ + β). 
Theorem 3.18 and Propositions 3.19, 3.24 show that the admissibility condition |N | = 0 is sufficient
for the existence of PFW’s associated with an A-MRA. This, together with Corollary 3.14, gives us
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We note that a necessary and sufficient condition for the existence of PF wavelets associated with an
MRA with dyadic dilations on the real line is derived in [8]. The necessity of that condition is already
observed in [3]. In both of these papers the condition is formulated in terms of the values of the low-pass
filter on some subsets of the real line.
Our next goal is to describe all MRA PFW’s using formula (3.35).
Theorem 3.26. Let ϕ be a scaling function for an A-MRA (Vj ) and m0 be its canonical low-pass filter.
Then ψ ∈ L2(Rn) is an MRA PFW associated with (Vj ) if and only if
ψˆ(Bξ) = e2πiξj (A)s(Bξ)m0(ξ + β)ϕˆ(ξ) a.e. (3.40)
for some unimodular function s ∈ L2(Tn).
Proof. The ‘if ’ part follows immediately from Theorem 3.18 and Proposition 3.24. Let us prove the
‘only if ’ part.
By (3.12), we can use the argument in the proof of Proposition 3.24 to show that the minimal filter
mψ satisfies mψ(ξ) = e2πiξj (A)s1(Bξ)m0(ξ + β) for some function s1 ∈ L2(Tn). It remains to verify that
this function s1 can be replaced by a Zn-periodic unimodular function s which coincides with s1 on Ωψ .
Since mψ(ξ) = 0 on B−1Ωψ , the function s1 is itself unimodular on Ωψ by the same argument. The set
(B−1Ωψ)c is B−1Zn-periodic and we have either ϕˆ(ξ) = 0 or m0(ξ + β) = 0 for a.e. ξ in this set (see
Fig. 3 and the proof of Proposition 3.19). Hence, we can simply let s(ξ) = 1 off Ωψ . This completes the
proof. 
Remark 3.27. It is easy to see that any low-pass filter m ∈ L2(Tn) satisfying |m(ξ)|2 + |m(ξ + β)|2 = 1
a.e. can be used in (3.40) instead of the canonical low-pass filter.
Suppose again that (Vj ) is an A-MRA such that |N | = 0. As an immediate consequence of Theo-
rem 3.26 we get a formula that enables us to recover the absolute value of the Fourier transform of a
scaling function ϕ from any associated MRA PFW.
Corollary 3.28. Let ψ be an MRA PFW. If ϕ is a corresponding scaling function, then∣∣ϕˆ(ξ)∣∣2 = ∞∑
j=1
∣∣ψˆ(Bjξ)∣∣2 a.e. and (3.41)
‖ϕ‖ = ‖ψ‖. (3.42)
Proof. Using formulae (3.32), (3.40), and taking into account that s is unimodular, we obtain |ψˆ(Bξ)|2 +
|ϕˆ(Bξ)|2 = |ϕˆ(ξ)|2(|m0(ξ + β)|2 + |m0(ξ)|2) = |ϕˆ(ξ)|2. By induction, we get |ϕˆ(ξ)|2 = |ϕˆ(Bpξ)|2 +∑p
j=1 |ψˆ(Bjξ)|2. Now an application of Lemma 3.17 gives us (3.41). The equalities
‖ϕ‖2 =
∫
Rn
∣∣ϕˆ(ξ)∣∣2 dξ = ∫
Rn
∞∑
j=1
∣∣ψˆ(Bjξ)∣∣2 dξ = ∞∑
j=1
2−j
∫
Rn
∣∣ψˆ(ξ)∣∣2 dξ = ‖ψ‖2
complete the proof. 
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new scaling function and a new filter (that depend on ψ), such that ψˆ is expressed by a formula simpler
than (3.40). The proof follows the original argument in [15].
Theorem 3.29. Let ψ be an MRA PFW associated with an A-MRA (Vj ) whose scaling function is ϕ.
Then there exists a scaling function ϕψ for (Vj ) and a function mψ0 ∈ L2(Tn) such that
ψˆ(Bξ) = e2πiξj (A)mψ0 (ξ + β)ϕ̂ψ(ξ). (3.43)
Proof. We know that ψ satisfies (3.40) where s is Zn-periodic and unimodular. The proof consists of
finding a new scaling function ϕψ for the same A-MRA (Vj ), such that (3.43) holds.
By (3.1), ϕψ must be of the form ϕ̂ψ(ξ) = t (ξ)ϕˆ(ξ), where t is a (temporarily unspecified) unimodular
function in L2(Tn). This will ensure ϕψ ∈ V0.
Further, let mψ0 (ξ) = t (Bξ)t (ξ)m0(ξ), where m0 is the canonical filter for ϕ. Clearly, mψ0 is Zn-
periodic and ϕ̂ψ(Bξ) = t (Bξ)ϕˆ(Bξ) = t (Bξ)m0(ξ)ϕˆ(ξ) = t (Bξ)m0(ξ)t (ξ)ϕ̂ψ(ξ) = mψ0 (ξ)ϕ̂ψ(ξ). This,
together with the unimodularity of t , shows that ϕψ is a scaling function for some A-MRA. Obviously,
since V0 is shift invariant, 〈ϕψ〉 ⊆ V0. On the other hand, since t is unimodular, we have ϕˆ(ξ) = t (ξ)ϕ̂ψ(ξ)
which shows that V0 ⊆ 〈ϕψ〉. Thus, ϕψ is a scaling function for the same A-MRA (Vj ).
We claim that we can choose t and, consequently, mψ0 in such a way that
ψˆ(Bξ) = e2πiξj (A)mψ0 (ξ + β)ϕ̂ψ(ξ);
in other words,
e2πiξj (A)s(Bξ)m0(ξ + β)ϕˆ(ξ) = e2πiξj (A) t (Bξ +Bβ)t (ξ + β)m0(ξ + β)t (ξ)ϕˆ(ξ).
Obviously, to obtain this equality, it suffices to have
s(Bξ) = t (Bξ +Bβ)t (ξ + β)t (ξ).
Since Bβ = α ∈ Zn and t is Zn-periodic, the last equality is equivalent to
s(Bξ) = t (Bξ)t (ξ + β)t (ξ)
which can be written, using the unimodularity of t , as
t (ξ) = t (Bξ)t (ξ + β)s(Bξ). (3.44)
This shows that the theorem will be proved if we can find a unimodular and Zn-periodic solution t of the
functional equation (3.44). Now an application of Lemma 2.6 finishes the proof. 
Notice that ϕψ and mψ0 are not uniquely determined by (3.43) since Remark 2.7 shows that the func-
tional equation (3.44) has infinitely many solutions.
We end our description of MRA PFW’s by a brief comment on Shannon and Haar wavelets.
As we mentioned in Section 2, the existence of Shannon-type wavelets is proved in [5] for each
A ∈ E(2)n . The proof there consists of finding a measurable neighborhood F of 0 in Rn such that F ⊆ BF
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scaling function for an A-MRA (Vj ) such that T (ϕ) is an orthonormal basis for V0. Clearly, we then have
mϕ = χB−1F+Zn and, in this situation, the canonical filter m0 coincides with mϕ . Applying Theorem 3.26
and Corollary 3.15, we conclude that the function ψ defined by ψˆ(Bξ) = e2πiξj (A)s(Bξ)m0(ξ + β)ϕˆ(ξ) is
an orthonormal wavelet for each unimodular function s ∈ L2(Tn). In particular, we can choose s(Bξ) =
e−2πiξj (A) for ξ ∈ F \B−1F and then extend s to a unimodular function on F . Now, using the fact that F
is a Zn-tiling domain, we can extend s to a function that is Zn-periodic and unimodular. Then the above
formula gives us the orthonormal wavelet ψS such that ψ̂S = χBF\F , so we can conclude that ψS is an
analog of the classical Shannon wavelet on the real line.
The question about Haar wavelets with matrix dilations is far more complicated. An analog of the
classical Haar wavelet should be an orthonormal wavelet arising from an A-MRA (Vj ) whose scaling
function ϕ is of the form ϕ = χS for a Zn-tiling domain S ⊂ Rn. This question goes back to [4]. By
the results in [4] and [9], the existence of such a set S for an arbitrary expanding matrix A with integer
coefficients is equivalent to the existence of a set of representatives D = {d1, d2, . . . , dN } of N = |detA|
different co-sets in Zn/AZn such that the set
S(D) =
{
x ∈ Rn: x =
∞∑
j=1
A−j εj , εj ∈D
}
has measure equal to 1.
It is proved in [9] that there exists a set D with |S(D)| = 1 whenever A is an expending matrix with
integer coefficients of order n 3 (irrespective of detA). In general, if n 4, such a set D may not exist,
even if we restrict ourselves to the case |detA| = 2. The simplest example of such a matrix (borrowed
from [2]) is already mentioned in a different context in Section 2:
A =

0 1 0 0
0 0 1 0
0 0 −1 2
−1 0 −1 1
 ∈ E(2)4 .
Notice that the Haar wavelet ψH on the real line has the property |ψ̂H | > 0 a.e. In the absence of
Haar wavelets in higher dimensions, it would be convenient (e.g., for generalization of multiplier tech-
niques developed in [15]) to have another orthonormal A-MRA wavelet whose Fourier transform is
non-vanishing a.e. After providing necessary tools, we will construct such wavelets, for an arbitrary
A ∈ E(2)n , at the end of Section 5.
The remaining part of this section is devoted to A-MRA’s that do not satisfy the admissibility con-
dition |N | = 0. It will be seen that such A-MRA’s always admit associated Parseval frames for L2(Rn),
generated by two functions. More precisely, we will show that for each A-MRA (Vj ) such that |N | > 0,
there exists a pair (ψ1,ψ2) of functions in V1 such that T (ψl) is a Parseval frame for 〈ψl〉, l = 1,2, and
V1 = 〈ϕ〉⊕ 〈ψ1〉⊕ 〈ψ2〉. It is clear, then, that the system {DjTkψl: j ∈ Z, k ∈ Zn, l = 1,2} is a Parseval
frame for L2(Rn).
Definition 3.30. Let (Vj ) be an A-MRA. A pair of functions ψ1,ψ2 ∈ W0 such that T (ψl) is a Parseval
frame for 〈ψl〉, l = 1,2, and V1 = 〈ϕ〉 ⊕ 〈ψ1〉 ⊕ 〈ψ2〉 is said to be a PF bi-wavelet (PFbW) associated
with (Vj ). The collection of all such PFbW’s will be referred to as the set of all MRA PFbW’s.
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minimal filter is mϕ , such that |N | > 0. Recall that
N = Ωϕ ∩ (Ωϕ − β)∩
(
B−1Ωϕ
)c
and S = Nc.
Notice that the set N is B−1Zn-periodic. Since S = Rn \N , the same conclusion applies to S.
We shall begin by obtaining necessary conditions for a pair of functions (ψ1,ψ2) to be a PFbW
associated with (Vj ). First, there exist measurable Zn-periodic sets Ωψl , l = 1,2, such that
σψl = χΩψl , l = 1,2. (3.45)
Next, since ψl ∈ V1, l = 1,2, the high-pass filters mψl = [ψˆ l(B·), ϕˆ] ∈ L2(Tn) satisfy
ψˆ l(Bξ) = mψl (ξ)ϕˆ(ξ), l = 1,2. (3.46)
Using Lemma 2.11, we also have
χΩ
ψl
(Bξ) = ∣∣mψl (ξ)∣∣2 + ∣∣mψl (ξ + β)∣∣2 a.e., l = 1,2, (3.47)
mψ1(ξ)mψ2(ξ)+mψ1(ξ + β)mψ2(ξ + β) = 0 a.e. and (3.48)
m0(ξ)mψl ξ)+m0(ξ + β)mψl (ξ + β) = 0 a.e., l = 1,2, (3.49)
for any low-pass filter m0.
Finally, repeating the computation from the proof of Lemma 3.11,∣∣mϕ(ξ)∣∣2 + ∣∣mψ1(ξ)∣∣2 + ∣∣mψ2(ξ)∣∣2 = χΩϕ a.e. and (3.50)
mϕ(ξ)mϕ(ξ + β)+mψ1(ξ)mψ1(ξ + β)+mψ2(ξ)mψ2(ξ + β) = 0 a.e. (3.51)
Now we need to redefine the filter matrix (cf. Definition 3.12).
Definition 3.31. Let (ψ1,ψ2) be an MRA PFbW associated with an A-MRA (Vj ) with |N | > 0. Let ϕ
be a scaling function for (Vj ) with associated low-pass filter m0 and high-pass filters m1, m2. The filter
matrix M and extended filter matrix Me are defined by
M(ξ) =
[
m0(ξ) m0(ξ + β)
m1(ξ) m1(ξ + β)
m2(ξ) m2(ξ + β)
]
, Me(ξ) =
[
m0(ξ) m0(ξ + β) χN(ξ)
m1(ξ) m1(ξ + β) χS2(ξ)
m2(ξ) m2(ξ + β) χS1(ξ)
]
, (3.52)
where {S1, S2} is a partition of S = Nc consisting of measurable B−1Zn-periodic sets. If m0 = mϕ ,
ml = mψl , l = 1,2, then the matrix M = Mmin (respectively, Me = Memin) is called the minimal
(extended) filter matrix.
First, we present the result that will play the role of Lemma 3.13.
Lemma 3.32. Let (ψ1,ψ2) be a PFbW associated with (Vj ). Then
rank
χB−1Ωϕ 0 00 χB−1Ω
ψ1
0
0 0 χB−1Ω
ψ2
= rank[χΩϕ 00 χ(Ωϕ−β)
]
a.e. (3.53)
412 D. Bakic´ et al. / Appl. Comput. Harmon. Anal. 19 (2005) 386–431Proof. We omit the proof since it is completely analogous to the one of Lemma 3.13. 
Corollary 3.33. Let (ψ1,ψ2) be a PFbW associated with (Vj ). Then N
◦= B−1Ωψ1 ∩B−1Ωψ2 .
Proof. Immediate from Lemma 3.32. 
Now we would like to show that any A-MRA (Vj ) admits associated PFbW’s. We start with presenting
an analog of Theorem 3.18.
Theorem 3.34. Let ϕ ∈ L2(Rn) be a scaling function of an A-MRA (Vj ). Suppose that functions
m0,m1,m2 ∈ L2(Tn) and ψ1,ψ2 ∈ L2(Rn) satisfy
(i) ϕˆ(Bξ) = m0(ξ)ϕ(ξ) a.e.;
(ii) ψˆ l(Bξ) = ml(ξ)ϕ(ξ) a.e., l = 1,2;
(iii) The extended filter matrix Me(ξ) defined by (3.52) is unitary a.e.
Then (ψ1,ψ2) is an MRA PFbW associated with (Vj ).
Proof. The assertion can be obtained via slight modification of the proof of Theorem 3.18. Moreover,
this result will follow from what will be proved in Section 4. 
Now we choose the low-pass filter to be the canonical one, that is we take m0 as in (3.34):
m0(ξ) =

1, if ξ ∈ (Ωϕ + β)\(Ωϕ ∪B−1Ωϕ);√
2
2 , if ξ /∈ Ωϕ ∪ (Ωϕ + β);
mϕ(ξ), otherwise.
The key property of the canonical filter in the case |N | = 0 was the fact that the Smith–Barnwell
equation |m0(ξ)|2 +|m0(ξ +β)|2 = 1 was satisfied a.e. As pointed out in the paragraph preceding Propo-
sition 3.19, this cannot be the case when |N | > 0. The next proposition shows that, even in this situation,
the canonical filter is the most convenient choice for m0. As a corollary, we obtain the existence of
Parseval frame bi-wavelets associated with an A-MRA.
Proposition 3.35. Let m0 be the canonical filter for ϕ. Then functions m1,m2 ∈ L2(Tn) satisfy assump-
tion (iii) of Theorem 3.34 if and only if there exist two unimodular functions s1, s2 ∈ L2(Tn) and a
measurable Zn-periodic map r = [ r1r2 ] :N → C2 with the property that R(ξ) = [ r1(ξ) r1(ξ+β)r2(ξ) r2(ξ+β) ] is a uni-
tary matrix for a.e. ξ ∈ N , such that, for l = 1,2,
ml(ξ) = e2πiξj (A)
(
m0(ξ + β)sl(Bξ)χSl (ξ)+ rl(ξ)χN(ξ)
)
a.e. (3.54)
Proof. Just as in the proof of Proposition 3.24, one can directly verify, using B−1Zn-periodicity of the
sets S1, S2, and N , that condition (3.54) makes the extended filter matrix unitary. So, we omit the details.
The proof of the converse also follows the guidelines from Proposition 3.24. First, suppose that ξ ∈ Sl ,
l = 1 or 2. Then, unitarity of the extended filter matrix immediately implies unitarity of the matrix[
m0(ξ) m0(ξ+β) ] for a.e. ξ ∈ Sl . Now the argument in the proof of Proposition 3.24 gives ml(ξ)χSl (ξ) =ml(ξ) ml(ξ+β)
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because it implies unitarity of the matrix
[
m1(ξ) m1(ξ+β)
m2(ξ) m2(ξ+β)
]
. 
Corollary 3.36. Each A-MRA (Vj ) admits associated Parseval frame bi-wavelets.
The next theorem shows that condition (3.54) on high-pass filters is, in some sense, necessary.
Theorem 3.37. Let ϕ be a scaling function for an A-MRA (Vj ) and m0 be its canonical low-pass filter.
Then a pair (ψ1,ψ2) of L2(Rn)-functions is an MRA PFbW associated with (Vj ) if and only if, for a.e. ξ ,[
ψˆ1(Bξ)
ψˆ2(Bξ)
]
= e2πiξj (A) ϕˆ(ξ)
(
m0(ξ + β)
[
s1(Bξ)χS1(ξ)
s2(Bξ)χS2(ξ)
]
+ χN(ξ)
[
r1(ξ)
r2(ξ)
])
(3.55)
for some partition {S1, S2} of S consisting of B−1Zn-periodic measurable sets, a pair (s1, s2) of unimod-
ular Zn-periodic functions, and a measurable Zn-periodic map r = [ r1r2 ] :N → C2, with the property that
R(ξ) = [ r1(ξ) r1(ξ+β)r2(ξ) r2(ξ+β) ] is a unitary matrix for a.e. ξ ∈ N .
Proof. Again, the ‘if ’ part is immediate due to Theorem 3.34 and Proposition 3.35. For the ‘only if ’
part we observe that (3.55) is immediate for ξ ∈ N by formula (3.47). We obtain (3.55) for ξ ∈ S by
defining S2 = S ∩ B−1Ωψ2 and S1 = S \ S2 ◦= S ∩ B−1Ωψ1 and following the argument in the proof of
Theorem 3.26. 
As a simple concrete example of an A-MRA Parseval frame bi-wavelet, we can take S1 = S, S2 = ∅,
s1 ≡ 1, and R(ξ) =
[ 0 1
1 0
]
. Then formula (3.55) gives us[
ψˆ1(Bξ)
ψˆ2(Bξ)
]
= e2πiξj (A) ϕˆ(ξ)
(
m0(ξ + β)
[
χS(ξ)
0
]
+ χN(ξ)
[
0
1
])
a.e.
A similar formula (in the case of dyadic dilations on the real line) appears in Theorem 3.9 in [8].
The following corollary is an analog of Corollary 3.28. We omit the proof since the argument is
essentially the same. On the other hand, the same assertion will be proved in Proposition 4.6 for a more
general class of PF bi-wavelets.
Corollary 3.38. Let (Vj ) be an A-MRA such that |N | > 0 with a scaling function ϕ. Then each PF
bi-wavelet (ψ1,ψ2) associated with (Vj ) satisfies
∣∣ϕˆ(ξ)∣∣2 = ∞∑
j=1
∣∣ψˆ1(Bjξ)∣∣2 + ∞∑
j=1
∣∣ψˆ2(Bjξ)∣∣2 a.e. and (3.56)
‖ϕ‖2 = ∥∥ψ1∥∥2 + ∥∥ψ2∥∥2. (3.57)
We end the section with a result analogous to Theorem 3.29 providing a formula that simplifies (3.55).
Theorem 3.39. Let (ψ1,ψ2) be an MRA PF bi-wavelet given by (3.55) from Theorem 3.37. Then there
exists a scaling function ϕψ for (Vj ), a function mψ ∈ L2(Tn), and a Zn-periodic unimodular map u =0
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u1
u2
]
:N → C2 with the property that U(ξ) = [ u1(ξ) u1(ξ+β)u2(ξ) u2(ξ+β) ] is a unitary matrix for a.e. ξ ∈ N , such that,for a.e. ξ ,[
ψˆ1(Bξ)
ψˆ2(Bξ)
]
= e2πiξj (A) ϕ̂ψ(ξ)
(
m
ψ
0 (ξ + β)
[
χS1(ξ)
χS2(ξ)
]
+ χN(ξ)
[
u1(ξ)
u2(ξ)
])
. (3.58)
Proof. Basically, we follow the proof of Theorem 3.29.
First, let ϕ̂ψ = t (ξ)ϕˆ(ξ), where t is a unimodular Zn-periodic function. Further, let mψ0 (ξ) =
t (Bξ)t (ξ)m0(ξ), where m0 is the canonical low-pass filter for ϕ. Then the first part of the proof of
Theorem 3.29 shows that ϕψ is a scaling function for (Vj ).
Now comparing (3.55) with (3.58) we easily conclude that t must satisfy
t (ξ)t
(
B(ξ + β))t (ξ + β)χS1(ξ) = s1(Bξ)χS1(ξ) and (3.59)
t (ξ)t
(
B(ξ + β))t (ξ + β)χS2(ξ) = s2(Bξ)χS2(ξ). (3.60)
Let us now take an arbitrary Zn-periodic function sN on BN and define
s(Bξ) =
{
s1(Bξ), ξ ∈ S1;
s2(Bξ), ξ ∈ S2;
sN(Bξ), ξ ∈ N.
(3.61)
It is easy to see that a function t such that
s(Bξ) = t (ξ)t (Bξ)t (ξ + β) (3.62)
satisfies (3.59) and (3.60). Again, the existence of such a function t is ensured by Lemma 2.6.
For t satisfying (3.62), we see that (3.55) can be rewritten as[
ψˆ1(Bξ)
ψˆ2(Bξ)
]
= e2πiξj (A) ϕ̂ψ(ξ)
(
m
ψ
0 (ξ + β)
[
χS1(ξ)
χS2(ξ)
]
+ t (ξ)χN(ξ)
[
r1(ξ)
r2(ξ)
])
a.e. It only remains to observe that U(ξ) = [ t (ξ)r1(ξ) t (ξ+β)r1(ξ+β)
t (ξ)r2(ξ) t (ξ+β)r2(ξ+β)
]
is a unitary matrix for a.e. ξ ∈ N . 
In conclusion, we observe that the preceding discussion about PF bi-wavelets applies also to the case
|N | = 0. However, since we have shown that in this situation the minimal number of generators is equal
to 1, the emphasis in our study of Parseval frame bi-wavelets was on the case |N | > 0.
4. Filter induced MRA PF wavelets
In this section, we introduce a new class of PF wavelets and PF bi-wavelets. Our approach is motivated
by a simple question that arises from Theorems 3.29 and 3.39: given a pair of functions ϕ ∈ L2(Rn),
m0 ∈ L2(Tn) such that ϕˆ(Bξ) = m0(ξ)ϕˆ(ξ) a.e., are there weaker conditions on ϕ and m0 ensuring that
formulae (3.43) and (3.58) define a PF (bi)wavelet? We provide the answers in Theorems 4.1 and 4.2.
This leads us to the new classes of PF wavelets and PF bi-wavelets introduced in Definition 4.3. Later,
in Section 5, we will show that all PF wavelets and PF bi-wavelets belonging to these newly introduced
classes can be constructed from generalized low-pass filters. For that reason, these wavelets are called
filter induced Parseval frame (bi)wavelets, and the corresponding classes are labeled as FI PFW and FI
PFbW, respectively.
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two examples that conclude this section, we show that these inclusions are strict.
The rest of the section is devoted to the characterization of all MRA (bi)wavelets in the classes FI
PFW and FI PFbW. The concept of semiorthogonality plays a significant role in our characterization.
In Definition 4.8, we introduce the concept of strictly semiorthogonal PF bi-wavelets; this definition is
motivated by the results of Section 3 and naturally extends the well-known concept of semiorthogonal
PF wavelets.
In Theorem 4.9, we provide several equivalent conditions that characterize MRA PF (bi)wavelets
among all FI PF (bi)wavelets.
Let us begin by re-establishing some notations.
As before, we fix a matrix A ∈ E(2)n and put B = At . For a fixed co-set representative α ∈ Zn \ BZn,
we put β = B−1α. Also, as in Remark 3.23, we denote by j (A) an index j, 1 j  n, with the property
βj /∈ Z.
For an arbitrary function ϕ ∈ L2(Rn), the set Ωϕ stands for the support of the function σϕ(ξ) =∑
k∈Zn |ϕ(ξ + k)|2. Let
N = Ωϕ ∩ (Ωϕ − β)∩
(
B−1Ωϕ
)c
and S = Nc. (4.1)
As before, we will need to treat the cases |N | = 0 and |N | > 0 separately.
Suppose that there exists a function m0 ∈ L2(Tn) for which we have
ϕˆ(Bξ) = m0(ξ)ϕˆ(ξ) a.e., (4.2)∣∣m0(ξ)∣∣2 + ∣∣m0(ξ + β)∣∣2 = 1 for a.e. ξ in S, and (4.3)
m0(ξ) = m0(ξ + β) = 0, ∀ξ ∈ N. (4.4)
Our first few results will concern such functions m0.
Notice that we do not assume that ϕ is a scaling function of an A-MRA, since we do not require T (ϕ)
to be a Parseval frame for 〈ϕ〉. However, we prove in our first two theorems useful results that motivate
our approach.
Theorem 4.1. Suppose ϕ ∈ L2(Rn) and m0 ∈ L2(Tn) satisfies (4.2)–(4.4). Let {S1, S2} be a partition of
S consisting of measurable B−1Zn-periodic sets and u = [ u1u2 ] :N → C2 be a measurable map such that
U(ξ) = [ u1(ξ) u1(ξ+β)u2(ξ) u2(ξ+β) ] is a unitary matrix for a.e. ξ in N . Then the pair of functions (ψ1,ψ2) defined a.e.
by [
ψˆ1(Bξ)
ψˆ2(Bξ)
]
= e2πiξj (A) ϕˆ(ξ)
(
m0(ξ + β)
[
χS1(ξ)
χS2(ξ)
]
+ χN(ξ)
[
u1(ξ)
u2(ξ)
])
(4.5)
is a PF bi-wavelet precisely when
lim
j→∞
∣∣ϕˆ(B−j ξ)∣∣= 1 a.e. (4.6)
Proof. We will prove the theorem by verifying conditions (1.3) and (2.2).
Let us denote
ml(ξ) = e2πiξj (A)
(
m0(ξ + β)χSl (ξ)+ χN(ξ)ul(ξ)
)
, l = 1,2, (4.7)
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a.e. ξ . Using this and Lemma 3.17, we obtain
2∑
l=1
∑
j∈Z
∣∣ψˆ(Bjξ)∣∣2 =∑
j∈Z
(∣∣m1(Bj−1ξ)∣∣2 + ∣∣m2(Bj−1ξ)∣∣2)∣∣ϕˆ(Bj−1ξ)∣∣2
=
∑
j∈Z
(
1 − ∣∣m0(Bj−1ξ)∣∣2)∣∣ϕˆ(Bj−1ξ)∣∣2 = lim
p→∞
p∑
j=−p
(∣∣ϕˆ(Bj−1ξ)∣∣2 − ∣∣ϕˆ(Bjξ)∣∣2)
= lim
p→∞
(∣∣ϕˆ(B−p−1ξ)∣∣2 − ∣∣ϕˆ(Bpξ)∣∣2)= lim
p→∞
∣∣ϕˆ(B−p−1ξ)∣∣2.
This computation shows that the first characterizing condition (1.3) is satisfied precisely when (4.6) holds.
Let us now prove that the pair (ψ1,ψ2) given by (4.5) satisfies (2.2). It turns out that here we do not
need the completeness condition (4.6) on ϕ.
Let us fix ξ and q = Bk + α ∈ BZn + α = Zn \BZn, and write
2∑
l=1
∞∑
j=0
ψˆ l(Bjξ)ψˆ l
(
Bj(ξ + q))= 2∑
l=1
ψˆ l(ξ)ψˆ l(ξ + q)+
2∑
l=1
∞∑
j=1
ψˆ l
(
Bjξ
)
ψˆ l
(
Bj(ξ + q)). (4.8)
To compute the first term on the right-hand side of (4.8), we use orthogonality of the columns of the filter
matrix M(ξ) and periodicity of its entries:
2∑
l=1
ψˆ l(ξ)ψˆ l(ξ + q) =
( 2∑
l=1
ml
(
B−1ξ
)
ml
(
B−1(ξ + q)))ϕˆ(B−1ξ)ϕˆ(B−1(ξ + q))
= −m0
(
B−1ξ
)
m0
(
B−1(ξ + q))ϕˆ(B−1ξ)ϕˆ(B−1(ξ + q))= −ϕˆ(ξ)ϕˆ(ξ + q).
To compute the second term on the right-hand side of (4.8), we use unimodularity of columns of M(ξ),
periodicity of its entries, and Lemma 3.17:
2∑
l=1
∞∑
j=1
ψˆl
(
Bjξ
)
ψˆl
(
Bj(ξ + q))= ∞∑
j=0
2∑
l=1
∣∣ml(Bjξ)∣∣2ϕˆ(Bjξ)ϕˆ(Bj(ξ + q))
=
∞∑
j=0
(
1 − ∣∣m0(Bj−1ξ)∣∣2)ϕˆ(Bjξ)ϕˆ(Bj(ξ + q))
=
∞∑
j=1
(
ϕˆ
(
Bj−1ξ
)
ϕˆ
(
Bj−1(ξ + q))− ϕˆ(Bjξ)ϕˆ(Bj(ξ + q)))
= lim
p→∞
(
ϕˆ(ξ)ϕˆ(ξ + q)− ϕˆ(Bp+1ξ)ϕˆ(Bp+1(ξ + q)))= ϕˆ(ξ)ϕˆ(ξ + q).
This shows that the expression in (4.8) is equal to 0. Hence, (ψ1,ψ2) satisfies (2.2) and is a PFbW. 
Theorem 4.2. Let ϕ ∈ L2(Rn) be a function such that |N | = 0 and m0 ∈ L2(Tn) be as above. Then the
function ψ given by
ψˆ(Bξ) = e2πiξj (A)m0(ξ + β)ϕˆ(ξ) (4.9)
is a PFW precisely when limj→∞ |ϕˆ(B−j ξ )| = 1 a.e.
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Definition 4.3. A PF wavelet of the form (4.9) is said to be a filter induced Parseval frame wavelet (briefly:
FI PFW). A PF bi-wavelet of the form (4.5) is said to be a filter induced Parseval frame bi-wavelet (FI
PFbW).
Corollary 4.4. The classes of all MRA PF wavelets and MRA PF bi-wavelets are contained in the classes
of all FI PFW’s and FI PFbW’s, respectively.
Proof. Follows immediate from Theorems 3.29, 3.39, 4.1, 4.2, and Remark 3.27. 
Remark 4.5. (a) We will see in Section 5 that all FI PF (bi)wavelets can be constructed from so
called generalized low-pass filters. This will justify the names of these newly introduced classes of PF
(bi)wavelets. Our method of constructing FI PF (bi)wavelets is an extension of the method introduced
in [10] in the sense that we work with a more general class of filters. For the details, we refer the reader
to the introduction to Section 5.
(b) One should also mention that the class FI PFW in the case of dyadic dilations on the real line
is introduced in [10] under the name MRA tight frame wavelets (MRA TFW). The new name is chosen
in the present article to emphasize the fact that a FI PF (bi)wavelet is not necessarily associated with an
A-MRA in the sense of Definitions 3.10 and 3.30. We will see later that the inclusions from Corollary 4.4
are strict.
We continue with two simple propositions that provide us with a collection of useful properties of FI
PFW’s and FI PFbW’s. The first one extends the assertions of Corollaries 3.28 and 3.38.
Proposition 4.6. Let ϕ and m0 satisfy (4.2), (4.3), (4.4), and (4.6).
(i) Suppose that |N | = 0. Let ψ be a PF wavelet given by (4.9). Then∣∣ϕˆ(ξ)∣∣2 = ∞∑
j=1
∣∣ψˆ(Bjξ)∣∣2 a.e. and (4.10)
‖ϕ‖ = ‖ψ‖. (4.11)
(ii) In case |N | > 0, let (ψ1,ψ2) be a PF bi-wavelet given by (4.5). Then∣∣ϕˆ(ξ)∣∣2 = ∞∑
j=1
∣∣ψˆ1(Bjξ)∣∣2 + ∞∑
j=1
∣∣ψˆ2(Bjξ)∣∣2 a.e. and (4.12)
‖ϕ‖2 = ∥∥ψ1∥∥2 + ∥∥ψ2∥∥2. (4.13)
Proof. (i) |ψˆ(Bξ)|2 + |ϕˆ(Bξ)|2 = (|m0(ξ + β)|2 + |m0(ξ)|2)|ϕˆ(ξ)|2 = |ϕˆ(ξ)|2 a.e. since in this case we
have S ◦= Rn. By induction, we obtain |ϕˆ(ξ)|2 = |ϕˆ(Bpξ)|2 +∑pj=1 |ψˆ(Bjξ)|2 and then Lemma 3.17
implies (4.10). Integrating both sides of (4.10) over Rn, we get (4.11).
(ii) We have |ψˆ1(Bξ)|2 + |ψˆ2(Bξ)|2 = (|m0(ξ + β)|2χS(ξ) + χN(ξ))|ϕˆ(Bξ)|2 and this gives us
|ψˆ1(Bξ)|2 + |ψˆ2(Bξ)|2 + |ϕˆ(Bξ)|2 = (|m0(ξ + β)|2χS(ξ) + χN(ξ) + |m0(ξ)|2)|ϕˆ(Bξ)|2 = |ϕˆ(Bξ)|2,
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we then obtain |ϕˆ(ξ)|2 = |ϕˆ(Bpξ)|2 +∑2l=1∑pj=1 |ψˆ l(Bjξ)|2. The rest of the argument is the same as
in (i). 
In Proposition 4.7, we present several useful formulae, some of which are already known [14]. All
these formulae follow from Lemma 2.11 after appropriate choice of functions and filters. In case |N | > 0,
high-pass filters from (4.7) are used. In case |N | = 0, we use
m1(ξ) = e2πiξj (A)m0(ξ + β). (4.14)
Proposition 4.7. Let ϕ and m0 satisfy (4.2), (4.3), (4.4), and (4.6). In case |N | = 0, let ψ a the PF
wavelet given by (4.9). In case |N | > 0, let (ψ1,ψ2) be a PF bi-wavelet given by (4.5). Then for a.e. ξ
and l = 1,2, we have
σϕ(Bξ) =
∣∣m0(ξ)∣∣2σϕ(ξ)+ ∣∣m0(ξ + β)∣∣2σϕ(ξ + β); (4.15)
σψ(Bξ) =
∣∣m0(ξ + β)∣∣2σϕ(ξ)+ ∣∣m0(ξ)∣∣2σϕ(ξ + β); (4.16)
[ψˆ, ϕˆ](Bξ) = e2πiξj (A)m0(ξ)m0(ξ + β)
(
σϕ(ξ)− σϕ(ξ + β)
); (4.17)
σψl (Bξ) =
(∣∣m0(ξ + β)∣∣2χSl (ξ)+ ∣∣ul(ξ)∣∣2χN(ξ))σϕ(ξ)
+ (∣∣m0(ξ)∣∣2χSl (ξ)+ ∣∣ul(ξ + β)∣∣2χN(ξ))σϕ(ξ + β); (4.18)
[ψˆ l, ϕˆ](Bξ) = e2πiξj (A)m0(ξ)m0(ξ + β)χSl (ξ)
(
σϕ(ξ)− σϕ(ξ + β)
); (4.19)
[ψˆ1, ψˆ2](Bξ) = (u1(ξ)u2(ξ)σϕ(ξ)+ u1(ξ + β)u2(ξ + β)σϕ(ξ + β))χN(ξ). (4.20)
By Corollary 4.4, the classes FI PFW and FI PFbW contain all MRA PF wavelets and all MRA PF
bi-wavelets, respectively. This leads us to the question of characterization of MRA (bi)wavelets among
all FI PFW’s and FI PFbW’s. We start with the following
Definition 4.8. A PF wavelet ψ is said to be semiorthogonal if Dj1Tk1ψ ⊥ Dj2Tk2ψ, ∀j1 = j2, ∀k1, k2.
We say that a PF bi-wavelet (ψ1,ψ2) is strictly semiorthogonal if 〈ψ1〉 ⊥ 〈ψ2〉 and Dj1Tk1ψl1 ⊥
Dj2Tk2ψ
l2, ∀j1 = j2, ∀k1, k2, ∀l1, l2 ∈ {1,2}.
Notice that our definition of strictly semiorthogonal PFbW’s is stronger than what should be a more di-
rect generalization of the concept of semiorthogonality: we require not only the orthogonality of different
resolution levels, but also the orthogonality of principal shift invariant spaces 〈ψ1〉 and 〈ψ2〉.
It is clear that all MRA PFW’s are semiorthogonal and that all MRA PFbW’s are strictly semiorthog-
onal. In general, the converse statements are not true. However, the next theorem shows that, when we
restrict ourselves to the class FI PFW (or FI PFbW), semiorthogonality (or strict semiorthogonality) is
the characterizing property of MRA objects in this class.
Theorem 4.9. (i) Let ψ be a FI PF wavelet given by (4.9). The following conditions are equivalent:
(a) ψ is an MRA PF wavelet with a scaling function ϕ.
(b) ψ is semiorthogonal.
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(d) [ψˆ, ϕˆ] = 0 a.e.
(ii) Let (ψ1,ψ2) be a FI PF bi-wavelet given by (4.5). The following conditions are equivalent:
(a) (ψ1,ψ2) is an MRA PF bi-wavelet with a scaling function ϕ.
(b) (ψ1,ψ2) is strictly semiorthogonal.
(c) σϕ = χΩϕ a.e.
(d) [ψˆ l, ϕˆ] = 0 a.e. for l = 1,2, and [ψˆ1, ψˆ2] = 0 a.e.
Proof. Notice that (i) follows from (ii) by taking S2 = ∅. The proof of (ii) will follow the scheme (a) ⇒
(c) ⇒ (d) ⇒ (b) ⇒ (a). Observe that (a) ⇒ (c) and (d) ⇒ (b) are obvious, while (c) ⇒ (d) follows from
(4.15), (4.19), and (4.20). Thus, the only non-trivial implication is (b) ⇒ (a).
Assume that (ψ1,ψ2) is a strictly semiorthogonal FI PFbW. Our task is to show that it is an MRA
PFbW and σϕ = χΩϕ . Let W0 = 〈ψ1〉⊕ 〈ψ2〉 and Wj = DjAW0. By assumption, L2(Rn) =
⊕
j∈Z W
j
. Let
V0 = ⊕j−1 Wj . Observe that V0 ⊆ 〈ϕ〉. Indeed, since ψˆ l(Bj ξ) = ml(ξ)∏j−1k=0 m0(Bkξ)ϕˆ(ξ), j > 0,
l = 1,2, and m0 satisfies (4.3), the assertion follows from Proposition 2.10 (iii). Let ϕ′ be the orthogonal
projection of ϕ onto V0. Clearly, V0 = 〈ϕ′〉 and, due to Proposition 2.10 (v), we can choose a function
ϕ′′ such that the system T (ϕ′′) is a Parseval frame for V0. Hence, (ψ1,ψ2) is an MRA PFbW with
a scaling function ϕ′′. However, formula (4.12) from Proposition 4.6 (ii) implies |ϕˆ(ξ)| = |ϕˆ′′(ξ)| a.e.
Hence, σϕ = σϕ′′ = χΩϕ . 
Remark 4.10. The results in the above proposition can also be achieved by making use of the dimension
function Df , f ∈ L2(Rn), which is defined by
Df (ξ) =
∞∑
j=1
∑
k∈Zn
∣∣fˆ (Bj(ξ + k))∣∣2. (4.21)
It is not hard to see that Df is well defined and Df ∈ L1(Tn). Following [11] and Chapter 7 in [7], one
can also prove the following:
(i) A PF wavelet ψ is a semiorthogonal if and only if Dψ is integer valued a.e. A PF bi-wavelet (ψ1,ψ2)
is strictly semiorthogonal if and only if Dψ1 and Dψ2 are integer valued a.e.
(ii) If ψ is a FI PF wavelet given by (4.9), then σϕ(ξ) = Dψ(ξ) a.e. If (ψ1,ψ2) is a FI PF bi-wavelet
given by (4.5), then σϕ(ξ) = Dψ1(ξ)+Dψ2(ξ) a.e.
We end the section by two examples that will show that the new classes of FI PF wavelets and bi-
wavelets strictly contain the classes of MRA PFW and MRA PFbW, respectively.
Example 4.11. Consider again the quincunx case, i.e. A = Q. Recall that here we have BjC ⊆
Bj+1C, ∀j ∈ N, where C is the standard unit square in R2 and B = Qt . Let us define
ϕˆ(ξ) =

1
2 , ξ ∈ B−1C \B−2C;
1, ξ ∈ B−2C;
−10, ξ /∈ B C.
420 D. Bakic´ et al. / Appl. Comput. Harmon. Anal. 19 (2005) 386–431Further, define the function m on B−1C
m(ξ) =
0, ξ ∈ B
−1C \B−2C;
1
2 , ξ ∈ B−2C \B−3C;
1, ξ ∈ B−3C.
Let us now extend m first to C in such a way that the equality |m(ξ)|2 + |m(ξ + β)|2 = 1 is satisfied for
all ξ ∈ C, and secondly, to R2 by Z2-periodicity.
Clearly, this gives us a pair of functions that satisfy (4.2), (4.3), and (4.6). Notice also that here we
have
σϕ(ξ) = χB−2C+Z2(ξ)+ 14χ(B−1C\B−2C)+Z2(ξ)
and, consequently,
Ωϕ = B−1C + Z2.
In particular, this shows that N = ∅. By Theorem 4.2, we get a PF wavelet and Theorem 4.9 (i) shows
that this wavelet cannot be an MRA PF wavelet.
Notice that the same construction applies to all matrices A ∈ E(2)n with the property BjC ⊆
Bj+1C, ∀j ∈ N.
Example 4.12. Again we demonstrate an example in the quincunx case.
Since this will be a modification of Example 3.16 from Section 3, we will use the notation established
there.
Take the set P =⋃∞j=1 B−jT and denote R = S ∪T ∪P . Recall that each of the sets B−1T and B−2T
consists of four new triangles, while
⋃∞
j=3 B
−jT is contained in S. Thus, we have R = S ∪ T ∪B−1T ∪
B−2T . Since B−1S ⊆ S, we have B−1R ⊆ R.
Let us now define
ϕˆ(ξ) = χB−1R(ξ)+ 12χT (ξ).
Then we have
σϕ(ξ) = χB−1R+Z2(ξ)+ 14χT+Z2(ξ);
thus,
Ωϕ = R + Z2.
Repeating the argument from Example 3.16 we conclude that |N | > 0.
Now we define the function m on B−1C by
m(ξ) =

1
2 , ξ ∈ B−1T ;
1, ξ ∈ B−1R \B−1T ;
0, ξ /∈ B−1R.
As before, we now extend m to C so that the equality |m(ξ)|2 + |m(ξ +β)|2 = 1 is satisfied for all ξ ∈ C
and, in the second step, we extend m by Z2-periodicity to the function m ∈ L2(T2).
In this way we obtain a pair of functions that satisfy (4.2), (4.3), (4.4), and (4.6); thus, Theorem 4.1
applies. This gives us a PF bi-wavelet that is, by Theorem 4.9 (ii), not an MRA PF bi-wavelet.
D. Bakic´ et al. / Appl. Comput. Harmon. Anal. 19 (2005) 386–431 4215. Generalized low-pass filters
Now we turn to the construction of FI PFW’s and FI PFbW’s. Our method is a generalization of the
construction of PF wavelets from generalized low-pass filters that is introduced in [10]. Recall that the
starting point for the construction in [10] is a 1-periodic function m ∈ L2(T) such that |m(ξ)|2 + |m(ξ +
1
2)|2 = 1 a.e.
For obvious reasons we will work in our context with Zn-periodic functions m ∈ L2(Tn) and the
expression |m(ξ)|2 + |m(ξ + 12)|2 will be replaced by |m(ξ)|2 + |m(ξ + β)|2. However, the main novelty
in our approach is in the weakening of the above condition on m: we will assume that the values of
the expression |m(ξ)|2 + |m(ξ + β)|2 are 0 or 1 a.e. In other words, the set of all points ξ such that
|m(ξ)|2 + |m(ξ + β)|2 = 0 is allowed to have positive measure.
Let us explain in more detail the role of this new, weakened assumption. Suppose that we have a
function m ∈ L2(Tn) such that∣∣m(ξ)∣∣2 + ∣∣m(ξ + β)∣∣2 = 1 a.e. (5.1)
Then we could follow the method from [10] to find a function ϕ ∈ L2(Rn) such that
ϕˆ(Bξ) = m(ξ)ϕˆ(ξ) a.e. (5.2)
and, proceeding further as in [10], define a PF wavelet ψ by
ψˆ(Bξ) = e2πiξj (A)m(ξ + β)ϕˆ(ξ),
provided that a certain completeness condition on m is satisfied.
However, this approach is not general enough for our purposes. Observe that Lemma 2.11 implies
σϕ(Bξ) =
∣∣m(ξ)∣∣2σϕ(ξ)+ ∣∣m(ξ + β)∣∣2σϕ(ξ + β) a.e. (5.3)
Now (5.3) shows that condition (5.1) is too strong. Indeed, from (5.3) and (5.1), one easily concludes:
ξ ∈ Ωϕ ∩ (Ωϕ − β) ⇒ ξ ∈ B−1Ωϕ (up to a set of measure zero). In other words, we have |N | = 0,
where N , as before, denotes the set Ωϕ ∩ (Ωϕ − β) ∩ (B−1Ωϕ)c. This shows that, if we choose to
work with the class of functions m that satisfy (5.1), then all A-MRA’s such that |N | > 0 together with
associated PF bi-wavelets would stay beyond the scope of our construction method. For this reason we
will work with those functions m that satisfy |m(ξ)|2 + |m(ξ + β)|2 = χΣ(ξ) a.e. for some measurable
B−1Zn-periodic set Σ , instead of |m(ξ)|2 + |m(ξ + β)|2 = 1 a.e.
Our class of generalized filters is introduced below in Definition 5.1. We then follow [10] as a
blueprint. Using Lemma 5.3, we show in Theorem 5.5 that, for each generalized filter m, there exists
a function ϕ ∈ L2(Rn) such that ϕˆ(Bξ) = m(ξ)ϕˆ(ξ) a.e. In order to fulfill the condition (4.6) from
Theorems 4.1 and 4.2, we restrict ourselves to the class of generalized low-pass filters introduced in De-
finition 5.7. We then again make use of the canonical low-pass filter m0 to ensure the conditions (4.3)
and (4.4) needed in Theorems 4.1 and 4.2. In Theorem 5.11, we then prove that formulae (4.9) and (4.5)
define PF wavelets and PF bi-wavelets, respectively. Another important result is given in Theorem 5.12,
in which we show that all FI PF (bi)wavelets are obtained by our construction method.
Finally, in Theorem 5.13, we prove that each generalized low-pass filter m naturally yields an A-MRA
and each A-MRA can be obtained in this way. The proof will first use m to construct a possibly non-MRA
(bi)wavelet and, second, describe a semiorthogonalization procedure to pass to an A-MRA.
The section ends with an example of an orthonormal MRA wavelet whose Fourier transform is non-
zero a.e.
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equation∣∣m(ξ)∣∣2 + ∣∣m(ξ + β)∣∣2 = χB−1Ω(ξ) a.e. (5.4)
for some set Ω such that |Ω| > 0.
We denote by F˜ the set of all generalized filters and put F˜+ = {m ∈ F˜: m 0}. Observe that m ∈ F˜ ⇒
|m| ∈ F˜+.
Note that, in Definition 5.1, the set Ω is necessarily measurable and Zn-periodic. In the sequel, we
will often express (5.4) in the equivalent form:∣∣m(ξ)∣∣2 + ∣∣m(ξ + β)∣∣2 = χΩ(Bξ) a.e. (5.5)
Definition 5.2. A function ϕ ∈ L2(Rn) is called a pseudo-scaling function if there exists a filter m ∈ F˜
such that
ϕˆ(Bξ) = m(ξ)ϕˆ(ξ) a.e. (5.6)
Given a pseudo-scaling function ϕ, we denote by F˜ϕ the set of all m ∈ F˜ that satisfy (5.6). Note that,
if ϕ is a scaling function of an orthonormal MRA wavelet, then F˜ϕ is a singleton; its only element is
the low-pass filter m associated with ϕ. In general, a corresponding filter is far from being unique. For
example, for ϕ = 0 we have F˜ϕ = F˜. Notice that for a pseudo-scaling function ϕ, the function |ϕˆ|ˇ is also
a pseudo-scaling function, and if m ∈ F˜ϕ , then |m| ∈ F˜|ϕˆ |ˇ.
Suppose now we have m ∈ F˜+. Since 0m(ξ) 1 a.e. (because of (5.4)), the function
ϕ̂m(ξ) =
∞∏
j=1
m
(
B−j ξ
) (5.7)
is well defined a.e. Moreover, we have
ϕ̂m(Bξ) = m(ξ)ϕ̂m(ξ). (5.8)
Next we will justify our notation by showing that ϕ̂m is an L2-function. This property is an easy
consequence of the following version of a result known as the “peeling off” lemma (cf. [7,15]).
Lemma 5.3. For m ∈ F˜+ let
µj(ξ) = χΩ∩C
(
B−j ξ
) j∏
p=1
m
(
B−pξ
)
, j ∈ N, (5.9)
where C is the standard unit cube in Rn. Then
(i) ϕˆm(ξ) = limj→∞ µj(ξ), a.e.;
(ii) ‖µj+1‖ ‖µj‖, ∀j ∈ N;
(iii) ‖µ1‖2  |Ω ∩C|.
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non-zero only if B−pξ ∈ Ω for all p  0. Indeed, if B−pξ /∈ Ω for some non-negative integer p, then
m
(
B−p−1ξ
)2 +m(B−p−1ξ + β)2 = χΩ(B−pξ)= 0
and, consequently, both m(B−p−1ξ) and ϕ̂m(ξ) are 0. Second, recall from Lemma 2.1 that, for each ξ ∈
Rn, there exists an integer j0 = j0(ξ) such that B−j ξ ∈ C, ∀j  j0. If we have B−j ξ ∈ Ω, ∀j  j0, then,
obviously, ϕ̂m(ξ) = limj→∞ µj(ξ). Otherwise, B−j1ξ /∈ Ω for some j1  j0, and then m(B−j1−1ξ) = 0
by (5.4), which yields ϕ̂m(ξ) = 0 = µj(ξ) for all j  j1.
(ii) For a fixed j > 1, we have
‖µj‖2 =
∫
Bj (Ω∩C)
m2
(
B−j ξ
) j−1∏
p=1
m2
(
B−pξ
)
dξ = 2j
∫
Ω∩C
m2(η)
j−1∏
p=1
m2
(
Bj−pη
)
dη
= 2j
∫
Ω∩C
m2(η)
j−1∏
p=1
m2
(
Bpη
)
dη = 2j
∫
C
χΩ∩C(η)m2(η)
j−1∏
p=1
m2
(
Bpη
)
dη. (5.10)
Now we shall use the partition {C0,C1} of C obtained in Lemma 2.3. From (5.10), using the Zn-
periodicity of m, Corollary 2.5, and the fact that the map J :C1 → C0, J (η) = η + β , is an involution,
we obtain
‖µj‖2 = 2j
∫
C1
χΩ∩C(η)m2(η)
j−1∏
p=1
m2
(
Bpη
)
dη + 2j
∫
C0
χΩ∩C(η)m2(η)
j−1∏
p=1
m2
(
Bpη
)
dη
= 2j
∫
C1
χΩ∩C(η)m2(η)
j−1∏
p=1
m
(
Bpη
)
dη + 2j
∫
C1
χΩ∩C(η + β)m2(η + β)
j−1∏
p=1
m2
(
Bpη
)
dη
= 2j
∫
C1
(
χΩ∩C(η)m2(η)+ χΩ∩C(η + β)m2(η + β)
) j−1∏
p=1
m2
(
Bpη
)
dη.
Now we want to conclude that χΩ∩C(η)m2(η) + χΩ∩C(η + β)m2(η + β) χΩ∩C(Bη) for a.e. η in C1.
Since we have η ∈ C1 ⇒ η,η+ β,Bη ∈ C, this is equivalent to χΩ(η)m2(η)+ χΩ(η + β)m2(η + β)
χΩ(Bη) for η in C1. But, the last inequality is obvious because, by assumption, we have m(η)2 +m(η+
β)2 = χΩ(Bη) a.e. Then the above computation gives us
‖µj‖2  2j
∫
C1
χΩ∩C(Bη)
j−1∏
p=1
m2
(
Bpη
)
dη = 2j−1
∫
C
χΩ∩C(η)
j−1∏
p=1
m2
(
Bp−1η
)
dη = ‖µj−1‖2.
(iii) From (5.10), using the same idea, we have
‖µ1‖2 = 2
∫
C
χΩ∩C(η)m2(η)dη = 2
∫
C1
(
χΩ∩C(η)m2(η)+ χΩ∩C(η + β)m2(η + β)
)
dη
 2
∫
χΩ∩C(Bη)dη =
∫
χΩ∩C(η)dη = |Ω ∩C|. 
C1 C
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Proof. Follows immediately from Lemma 5.3 and Fatou’s lemma. 
This corollary shows that, for m ∈ F˜+, the function ϕm is a pseudo-scaling function and m ∈ F˜ϕm .
Consequently, if m ∈ F˜ is an arbitrary generalized filter, then the function ϕ̂|m| is a pseudo-scaling
function and |m| ∈ F˜ϕ|m| . The following theorem provides us with a pseudo-scaling function ϕ such that
m ∈ F˜ϕ . In the proof, we use the multiplier techniques developed in [15].
Theorem 5.5. Let m be an arbitrary generalized filter as in (5.4). Then there exists a function ϕ ∈ L2(Rn)
with the following properties:
(i) ϕˆ(Bξ) = m(ξ)ϕˆ(ξ) a.e.
(ii) |ϕˆ| = ϕ̂|m|.
(iii) Ωϕ ⊆ Ω , where Ωϕ = supp σϕ .
Proof. (i) Consider first the signum function µ for m:
µ(ξ) =
{
m(ξ)
|m(ξ)| , if m(ξ) = 0;
1, if m(ξ) = 0.
Clearly, µ is a measurable unimodular function such that for all ξ ,
m(ξ) = µ(ξ)∣∣m(ξ)∣∣. (5.11)
By Lemma 2.8, there exists a unimodular measurable function ν such that
ν(Bξ)ν(ξ) = µ(ξ) a.e. (5.12)
Now take the function ϕ̂|m| constructed from |m| by (5.7) and put
ϕˆ(ξ) = ν(ξ)ϕ̂|m|(ξ). (5.13)
Obviously, ϕ ∈ L2(Rn). Using (5.8), (5.11), (5.12), and (5.13) we find ϕˆ(Bξ) = ν(Bξ)ϕ̂|m|(Bξ) =
ν(Bξ)|m(ξ)|ϕ̂|m|(ξ) = ν(Bξ)|m(ξ)|ν(ξ)ϕˆ(ξ) = µ(ξ)|m(ξ)|ϕˆ(ξ) = m(ξ)ϕˆ(ξ).
(ii) Since ν is unimodular, this follows immediately from (5.13).
(iii) Using the equality ϕˆ(Bξ) = m(ξ)ϕˆ(ξ), one easily obtains
σϕ(Bξ) =
∣∣m(ξ)∣∣2σϕ(ξ)+ ∣∣m(ξ + β)∣∣2σϕ(ξ + β). (5.14)
If Bξ /∈ Ω , then |m(ξ)|2 + |m(ξ + β)|2 = χB−1Ω(ξ) implies m(ξ) = m(ξ + β) = 0. Using (5.14), we
conclude σϕ(Bξ) = 0; hence, Bξ /∈ Ωϕ . This clearly gives us Ωϕ ⊆ Ω . 
Notice that our construction of a pseudo-scaling function ϕ depends on the choice of the function ν in
(5.13). Recall that the existence of an appropriate function ν is ensured by Lemma 2.8. By Remark 2.9,
Eq. (5.12) has infinitely many solutions; consequently, a function ϕ with the properties (i)–(iii) from
Theorem 5.5 is not unique. Nevertheless, this theorem shows that each generalized filter m gives rise
to a pseudo-scaling function ϕ such that ϕˆ(Bξ) = m(ξ)ϕˆ(ξ). This opens up a possibility to construct
PF (bi)wavelets using Theorems 4.1 and 4.2. The following lemma helps us to identify a subclass of F˜
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note that Lemma 5.6 below is an easy generalization of Lemma 1 from [13].
Lemma 5.6. For m ∈ F˜+ define
Ni(m) =
{
ξ ∈ Rn: lim
j→∞
ϕ̂m
(
B−j ξ
)= i}, i = 0,1.
Then the complement of the set N0(m)∪N1(m) has measure 0.
Proof. Let E = {ξ ∈ Rn: 0  m(ξ)  1} and F0 = Rn\E; by assumption, |F0| = 0. Then the set⋃∞
j=1 B
jF0 has measure 0 and ϕˆm is well defined on its complement F = Rn\⋃∞j=1 BjF0. Fix an ar-
bitrary ξ ∈ F and observe that, for any j0 ∈ N, we have
ϕ̂m
(
B−j−j0ξ
) · j∏
p=1
m
(
B−p−j0ξ
)= ϕ̂m(B−j0ξ). (5.15)
Let us now consider the limit of the left-hand side of this equation as j → ∞. The second factor,
by definition, tends to ϕ̂m(B−j0ξ). If we assume that there exists j0 such that ϕ̂m(B−j0ξ) = 0, we get∏j
p=1 m(B
−p−j0ξ) = 0 for all j ∈ N; hence,
lim
j→∞ ϕ̂m
(
B−j−j0ξ
)= lim
j→∞
ϕ̂m(B
−j0ξ)∏j
p=1 m(B−p−j0ξ)
= 1,
and ξ ∈ N1(m). Otherwise, we have ϕ̂m(B−j0ξ) = 0 for all j0 ∈ N. In this case limj→∞ ϕ̂m(B−j−j0ξ) = 0
and ξ ∈ N0(m). 
Definition 5.7. We say that m ∈ F˜ is a generalized low-pass filter if |N0(|m|)| = 0. The set of all general-
ized low-pass filters is denoted by F˜0.
Remark 5.8. (a) By definition of the class F˜0, the function ϕ̂|m| satisfies condition (4.6):
limj→∞ |ϕ̂|m|(B−j ξ )| = 1 a.e.
(b) Let m ∈ F˜0 and let ϕ be a function obtained from m as in Theorem 5.5. Then (a) and Theorem 5.5
(ii) show that ϕ satisfies (4.6).
(c) We have already observed that a function ϕ constructed from a filter m in Theorem 5.5 is not
unique. On the other hand, it is not hard to see that m is not the only generalized filter that satisfies the
equality ϕˆ(Bξ) = m(ξ)ϕˆ(ξ) with ϕ constructed as in Theorem 5.5.
However, if m ∈ F˜0 and ϕ is as in Theorem 5.5, then any other generalized filter n that satisfies
ϕˆ(Bξ) = n(ξ)ϕˆ(ξ) a.e. necessarily belongs to the class F˜0. To see this, first observe that we have |ϕˆ(ξ)| =∏p
j=1 |n(B−j ξ )||ϕˆ(B−pξ)|. If we now let p → ∞, (b) implies |ϕˆ(ξ)| = ϕ̂|n|(ξ). Another application of
(b) implies then n ∈ F˜0.
Suppose now that we are given a generalized filter m. Using Theorem 5.5, we can find a function ϕ
such that ϕˆ(Bξ) = m(ξ)ϕˆ(ξ) a.e. Let
N = Ωϕ ∩ (Ωϕ − β)∩
(
B−1Ωϕ
)c
and S = Nc.
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Note, in passing, that Theorem 5.5 (ii) shows that these sets do not depend on the particular choice of the
multiplier ν used to define ϕ; they only depend on m. Recall also that Lemma 2.11 implies (5.14):
σϕ(Bξ) =
∣∣m(ξ)∣∣2σϕ(ξ)+ ∣∣m(ξ + β)∣∣2σϕ(ξ + β) a.e.
In order to apply Theorems 4.1 and 4.2, we only need to know whether m satisfies (4.3) and (4.4):∣∣m(ξ)∣∣2 + ∣∣m(ξ + β)∣∣2 = 1 for a.e. ξ ∈ S,
m(ξ) = m(ξ + β) = 0, ∀ξ ∈ N.
In general, this is not true. To overcome this difficulty we shall replace the original filter m with a more
appropriate one. Again, it turns out that a convenient replacement is the canonical low-pass filter m0, that
was used in Section 2 in our study of A-MRA’s.
Proposition 5.9. Let m be a generalized low-pass filter and let ϕ be a pseudo-scaling function as in
Theorem 5.5. Just as in (3.34), let
m0(ξ) =

1, if ξ ∈ (Ωϕ + β)\(Ωϕ ∪B−1Ωϕ); (I)√
2
2 , if ξ /∈ Ωϕ ∪ (Ωϕ + β); (II)
m0(ξ), otherwise. (III ∪N)
Then
(i) ϕˆ(Bξ) = m0(ξ)ϕˆ(Bξ) a.e.;
(ii) m0 ∈ F˜0;
(iii) |m0(ξ)|2 + |m0(ξ + β)|2 = 1 for a.e. ξ ∈ S;
(iv) m0(ξ) = m0(ξ + β) = 0, ∀ξ ∈ N .
Proof. The assertions immediately follow from the proof of Proposition 3.19 and the diagram in
Fig. 6. 
Remark 5.10. Theorem 5.5 (ii) shows that the definition of m0 is independent of ϕ; it depends only on m.
Theorem 5.11. Let m be a generalized low-pass filter. Let ϕ be a pseudo-scaling function as in Theo-
rem 5.5 and m0 as in Proposition 5.9. Denote N = Ωϕ ∩ (Ωϕ − β)∩ (B−1Ωϕ)c and S = Nc.
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ψˆ(Bξ) = e2πiξj (A)m0(ξ + β)ϕˆ(ξ) (5.16)
is a PF wavelet.
(ii) Let |N | > 0. Suppose that u = [ u1u2 ] :N → C2 is a measurable map such that U(ξ) = [ u1(ξ) u1(ξ+β)u2(ξ) u2(ξ+β) ]
is a unitary matrix for a.e. ξ in N . Then, for any partition {S1, S2} of S consisting of measurable
B−1Zn-periodic sets, the pair of functions (ψ1,ψ2) defined by[
ψˆ1(Bξ)
ψˆ2(Bξ)
]
= e2πiξj (A) ϕˆ(ξ)
(
m0(ξ + β)
[
χS1(ξ)
χS2(ξ)
]
+ χN(ξ)
[
u1(ξ)
u2(ξ)
])
(5.17)
is a PF bi-wavelet.
Proof. Both assertions are already proved in Theorems 4.1 and 4.2. Let us just summarize the main steps
in our construction.
(a) Take |m| and use (5.7) to define ϕ̂|m|.
(b) Define µ by (5.11) and use Lemma 2.8 to find ν that satisfies (5.12).
(c) Define ϕ using (5.13).
(d) Identify the sets N and S.
(e) If m satisfies∣∣m(ξ)∣∣2 + ∣∣m(ξ + β)∣∣2 = 1 for a.e. ξ ∈ S, and
m(ξ) = m(ξ + β) = 0, ∀ξ ∈ N
put m0 = m. (Notice that this is always the case when we start with m such that |m(ξ)|2 + |m(ξ +
β)|2 = 1 a.e., since then we have Ω ◦= Rn and, consequently, |N | = 0.)
Otherwise, define m0 by (3.34).
(f1) If |N | = 0, use (5.16) to define ψ , and Theorem 4.2 to verify that ψ is a PF wavelet.
(f2) If |N | > 0, use (5.17) to define ψ1 and ψ2, and Theorem 4.1 to verify that (ψ1,ψ2) is a PF bi-
wavelet. 
The above theorem concludes the description of our method of constructing FI PF (bi)wavelets. Our
next goal is to prove that each FI PF (bi)wavelet arises from the construction described in the proof of
Theorem 5.11.
Theorem 5.12. All FI PFW’s and FI PFbW’s can be obtained by the construction described in the proof
of Theorem 5.11.
Proof. Suppose ψ is a FI PFW or a FI PFbW. Let ϕ ∈ L2(Rn) and m0 ∈ L2(Tn) be functions that satisfy
(4.9) or (4.5), respectively. By Remark 5.8, we know that |ϕˆ| = ϕ̂|m0| and m0 ∈ F˜0.
Let µ be the signum function for m0:
µ(ξ) =
{
m0(ξ)
|m0(ξ)| , if m0(ξ) = 0;
1, if m (ξ) = 0.0
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t (ξ) =
{
ϕˆ(ξ)
|ϕˆ(ξ)| , if ϕˆ(ξ) = 0;
1, if ϕˆ(ξ) = 0.
Notice that we have
ϕˆ(ξ) = t (ξ)∣∣ϕˆ(ξ)∣∣= t (ξ)ϕ̂|m0|(ξ).
As the proof of Theorem 5.5 shows, in order to conclude that ψ arises by the construction in Theo-
rem 5.11, we only need to find a unimodular function ν such that
ν coincides with t when ϕˆ(ξ) = 0, and (5.18)
ν(Bξ)ν(ξ) = µ(ξ) a.e. (5.19)
To do that, we borrow the argument from Theorem 2.19 in [10].
First, consider a point ξ such that ϕˆ(Bξ) = 0. Then ϕˆ(ξ) = 0 and m0(ξ) = 0. Now
µ(ξ)
∣∣m0(ξ)∣∣ϕˆ(ξ) = m0(ξ)ϕˆ(ξ) = ϕˆ(Bξ) = t (Bξ)∣∣ϕˆ(Bξ)∣∣
= t (Bξ)∣∣m0(ξ)∣∣ ∣∣ϕˆ(ξ)∣∣= t (Bξ)t (ξ)∣∣m0(ξ)∣∣ϕˆ(ξ).
After dividing by |m0(ξ)|ϕˆ(ξ), we find that t (Bξ)t (ξ) = µ(ξ).
Next, recall that limj→∞ |ϕˆ(B−j ξ )| = 1 a.e. If ϕˆ(Bjξ) = 0, ∀j ∈ Z, we define ν(Bjξ) = t (Bjξ). If
this is not the case, the limit relation shows that there exists a smallest j0 satisfying ϕˆ(Bj0ξ) = 0. Notice
also that ϕˆ(Bjξ) = 0 for some j implies ϕˆ(Bj+1ξ) = 0. Therefore, we have ϕˆ(Bjξ) = 0, ∀j < j0, and
ϕˆ(Bjξ) = 0, ∀j  j0. This enables us to define
ν
(
Bjξ
)= t(Bjξ), ∀j < j0, and
ν
(
Bjξ
)= ν(Bj−1ξ)µ(Bj−1ξ), ∀j  j0.
Assertions (5.18) and (5.19) follow. 
In the preceding theorem, we have seen that generalized low-pass filters generate all FI PF
(bi)wavelets. We know from the results of Section 4 that these wavelets are not necessarily associated
with A-MRA’s. However, we will show that each generalized low-pass filter induces an A-MRA as well.
To do that, we first recall from Proposition 2.10 (v) that, for any ϕ ∈ L2(Rn), there exists ϕ0 ∈ 〈ϕ〉
such that T (ϕ0) is a Parseval frame for 〈ϕ0〉 = 〈ϕ〉. Moreover, we have
ϕ̂0(ξ) = s−(ξ)ϕˆ(ξ), where s±(ξ) =
{
σ
± 12
ϕ (ξ), ξ ∈ Ωϕ;
0, ξ /∈ Ωϕ.
(5.20)
Now we can prove the following theorem:
Theorem 5.13. Let m ∈ F˜0 be an arbitrary generalized low-pass filter and ϕ ∈ L2(Rn) a function (see
Theorem 5.5) such that ϕˆ(Bξ) = m(ξ)ϕˆ(ξ) a.e. Denote by V0 the principal shift invariant space 〈ϕ〉
generated by ϕ, and let Vj = DjV0, ∀j ∈ Z. Then (Vj ) is an A-MRA and the function ϕ0 defined by (5.20)
is a scaling function for (Vj ).
Each A-MRA arises in this way.
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We already know that T (ϕ0) is a Parseval frame for V0.
Let us define
m0(ξ) = s−(Bξ)s+(ξ)m(ξ). (5.21)
Obviously, m0 is a Zn-periodic function. Furthermore, using (5.20), we find
ϕ̂0(Bξ) = s−(Bξ)ϕˆ(Bξ) = s−(Bξ)m(ξ)ϕˆ(ξ) = s−(Bξ)m(ξ)s+(ξ)ϕ̂0(ξ) = m0(ξ)ϕ̂0(ξ).
Observe from (5.21) that m0 vanishes outside the set Ωϕ . As usual, we obtain |m0(ξ)|2 + |m0(ξ +β)|2 =
χΩϕ(Bξ) a.e., which obviously implies m0 ∈ L2(Tn).
It remains to verify that ϕ0 satisfies condition (ii) from Proposition 3.7. By Remark 3.8 (c), it is enough
to show that
⋃
j∈Z Vj is a dense subspace of L2(Rn). To see this, we use Theorem 5.11. Depending on
|N |, we have a PF wavelet ψ given by (5.16) or a PF bi-wavelet (ψ1,ψ2) given by (5.17).
Consider the case |N | > 0.
Since the system {DjTkψl ∈ Vj+1: j ∈ Z, k ∈ Zn, l ∈ {1,2}} is a Parseval frame for L2(Rn), we have
f = ∑2l=1∑j∈Z∑k∈Zn〈f,DjTkψl〉DjTkψl , for all f ∈ L2(Rn). From (5.17) we see that DjTkψl ∈
Vj+1, ∀j ∈ Z, ∀k ∈ Zn, ∀l ∈ {1,2}; hence, ⋃j∈Z Vj is dense in L2(Rn).
Clearly, in the case |N | = 0, one can argue in the same way.
Let us now prove the converse. Suppose that (Vj ) is an A-MRA with a scaling function ϕ. Denote by
mϕ the minimal filter for ϕ. By Proposition 3.6, we have |ϕˆ| = ϕ̂|mϕ |. Proposition 3.5 shows that mϕ is a
generalized low-pass filter.
Consider the signum functions µ and t for mϕ and ϕ, respectively, defined in the proof of Theo-
rem 5.12. We can find a unimodular function ν such that ν(ξ) coincides with t (ξ) when ϕ(ξ) = 0 and
ν(Bξ)ν(ξ) = µ(ξ) for a.e. ξ .
As in the proof of Theorem 5.5, define the function ϕ′ by ϕˆ′ = νϕ̂|mϕ |. We claim that ϕ′ = ϕ. Obviously,
it is enough to show that ϕˆ′ = ϕˆ. By our construction, we already know that ϕˆ′(ξ) = 0 ⇔ ϕˆ(ξ) = 0.
Suppose now that ϕˆ(ξ) = 0. Then we have ϕˆ′(ξ) = ν(ξ)ϕ̂|mϕ |(ξ) = ν(ξ)|ϕˆ(ξ)| = ν(ξ)t (ξ)t (ξ)|ϕˆ(ξ)| =
ν(ξ)t (ξ)ϕˆ(ξ) = ϕˆ(ξ). 
We end the paper by an example of an orthonormal MRA wavelet ψ that has the property ψˆ(ξ) = 0 a.e.
To construct such a wavelet, we will make use of Theorem 5.13. Basically, our construction is facilitated
by the existence of a generalized low-pass filter m with the property m(ξ) = 0 a.e.
Example 5.14. Let {C0,C1} be the partition of the standard unit cube C as in Lemma 2.3. Recall that
C1 + β and C0 are Zn-translation congruent sets. Furthermore, the sequence (Cj ) in Lemma 2.3 has the
following properties: Cj is Zn-translation congruent to B−jC, ∀j ∈ N, C = C0 ∪⋃∞j=1(Cj \Cj+1), and
|⋂∞j=1(Cj \Cj+1)| = 0.
Let (γj ) be a sequence of real numbers such that 0 < γj < 1, ∀j ∈ N, and ∑∞j=1 γj = 1.
Define
m(ξ) =
{
e−γj if ξ ∈ Cj \Cj+1, j  1;√
1 −m(ξ + β)2 if ξ ∈ C0. (5.22)
Clearly, m is well defined, non-negative, measurable on C (up to a set of measure 0), and satisfies
|m(ξ)|2 + |m(ξ + β)|2 = 1 a.e. Extending m by Zn-periodicity, we obtain the function m ∈ L2(Tn) with
the same properties.
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Claim. ϕˆ(ξ) = 0 a.e. and limj→∞ ϕˆ(B−j ξ ) = 1 a.e.
The second assertion in the above claim will ensure that m is a generalized low-pass filter. Then we can
apply Theorem 5.13. This will give us an A-MRA (Vj ) with the scaling function ϕ0 defined by (5.20).
Since ϕˆ(ξ) = 0 a.e., we conclude that σϕ(ξ) = 0 a.e., and, hence, σϕ0(ξ) = 1 a.e. Thus, T (ϕ0) is an
orthonormal basis for V0. Finally, we define m0, as in the proof of Theorem 5.13, by (5.21); notice that
m0 > 0 a.e. Since the proof of Theorem 5.13 shows that m0 is the minimal filter for ϕ0 and Ωϕ0
◦= Rn,
we conclude, by Proposition 3.4, that m0(ξ)2 + m0(ξ + β)2 = 1 a.e. Hence, we see that m0 is also the
canonical low-pass filter for ϕ0. Applying Theorem 3.26, we see that the function ψ defined by
ψˆ(Bξ) = e2πiξj (A)m0(ξ + β)ϕ̂0(ξ) (5.23)
is an MRA PF wavelet. Moreover, Corollary 3.15 tells us that ψ is an orthonormal wavelet. Clearly,
|ψˆ | > 0 a.e.
It only remains to verify our claim.
First, observe that, for ξ ∈ C0 = C \ C1, we have ϕˆ(ξ) = ∏∞p=1 e−γp = limj→∞ e−∑jp=1 γp = e−1.
A similar computation for ξ ∈ Cp \ Cp+1, p ∈ N, shows that ϕˆ(ξ) = eγ1+···+γpe−1. This clearly implies
limj→∞ ϕˆ(B−j ξ ) = 1 for a.e. ξ in C.
Furthermore, if we now take an arbitrary ξ ∈ Rn, then there exists a natural number j0 such that
B−j ξ ∈ C, ∀j  j0. This obviously implies ϕˆ(ξ) = m(B−1ξ) · · · · · m(B−j0+1ξ)ϕˆ(B−j0+1ξ) = 0, and
limj→∞ ϕˆ(B−j ξ ) = 1.
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