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CHAPTER 1. INTRODUCTION 
Among the metallic elements, cerium exhibits a very rich P-T phase diagram (see 
Fig. 1-1) including a solid state critical point [Koskenmaki and Gschneidner, 1978]. 
It is an antiferromagnet (P-phase only), a superconductor (a-phase, below 7^=20 
mK at 2.0 GPa to below Tg=50 mK at 4.0 GPa) and the only pure element to exhibit 
Kondo scattering. Ce is the first element of the rare-earth metals where the 4-/shell 
starts to fill and, therefore, this single 4-/electron is supposed to play a fundamental 
role in the determination of the magnetic, transport and optical and cohesive 
properties of metallic Ce, including the above mentioned peculiar properties. 
In addition, the isostructural y  - a  phase transition of Ce metal, first discovered 
by Bridgeman [1927], stimulated extensive theoretical and experimental studies 
[Koskenmaki and Gschneidner, 1978]. Both phases have the same fcc-structure, but 
the a-phase has an approximately 17% smaller volume than y -phase. It is also 
believed that the 4-/electron plays an important role in the isostructural phase 
transition. Much experimental work, such as magnetic measurements [MacPherson 
et al. 1971], specific heat measurements [Phillips et al, 1968, Panousis and 
Gschneidner, 1970, Koskimaki and Gschneidner, 1975], positron-annihilation 
experiments [Gustafson et ai, 1969], Compton scattering experiments [Komstadt et 
al, 1980] and photoemission measurements [see Lynch and Weaver, 1987, for a 
review] were performed to clarify the causes of the isostructural phase transition. 
And several theoretical models, such as the promotional model [Zachariasen, 1949, 
Pauling, 1950, Coqblin and Blandin, 1968], the Mott transition model [Johansson, 
1977] and f-sd hybridization [Kmekto and Hill, 1970] were also 
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Fig. 1-1 Pseudo-equilibrium pressure-temperature phase diagram of Ce. 
The lettere C. P. stand for critical point. 
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proposed and there are several band calculations [Kmekto and Hill, 1970, Glotzel, 
1978, Pickett et al., 1981, Podloucky and Glotzel, 1982] but none of them can explain 
the phase transition completely and satisfactorily. No consensus has been reached. 
Despite the above extensive experimental works, only two optical measurements 
were accomplished. Wilkins et al. [1962] measured the reflectance of y -Ce in the 2 
to 25 Jim region and found several absorption peaks. Miyahara et al [1982] 
measured the vacuum ultraviolet absorption spectra for several rare earth metals 
including y -Ce from 6 to 40 eV. None of them include the visible range and both of 
them measured only y -Ce. On the other hand, a lot of work has been published on 
the Ce-compounds, for instance CeBg [van der Heide et al, 1986, Kimura et al, 
1990], CeCug [Mirabelli et al, 1989] and CePdg [Allen et al, 1982, Hillebrands et al, 
1982, Schoenes and Andres, 1982]. All the above materials exhibit some structure in 
the energy range 2 to 5 eV. For CeCug and CePdg these structures are related to 
transitions between the d bands of the host materials, Cu and Pd. For CeBg, these 
are related to the transitions into empty Ce 4/levels. Ce 4/related structures appear 
in the energy range 0 to 2 eV for CeCug and CePdg. 
Photoemission experiments, especially valence band photoemission (ultraviolet 
photoemisson spectroscopy: UPS) is known to be helpful in clarifying the role of the 
4-/electron in the isostructural phase transition. Very intensive work has been 
performed for both phases of Ce and for Ce-compounds [Lynch and Weaver, 1984]. 
Optical measurements can give similar, but rather indirect, information as 
photoemission because UPS essentially measures the occupied states directly, and 
optical methods can measure the correlation between occupied and unoccupied 
states. This stimulates us to investigate the phase transition by optical measurement 
for both a- and y-Ce in the infrared-visible-ultraviolet region. We measured the 
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dielectric functions of a- and y -Ce at various temperatures with various film 
thicknesses using spectroscopic ellipsometry. We could not see many structures, as 
expected, in the measured energy range but found some thickness dependence of 
the measured dielectric functions and analyzed the data using a microscopic surface 
roughness model. The difference of the optical conductivities between the two 
phases was explained by the loss of oscillator strength of valence electrons and 
increased f-sd valence band hybridization. 
This thesis is organized as follows. Chapter 2 introduces some theoretical 
background of metal optics, ellipsometry and other optical techniques and models 
for the isostructural phase transition. Chapter 3 explains the experimental details 
including sample preparation and calibration and initialization of the ellipsometer. 
Chapter 4 gives experimental results and discussions. Finally Chapter 5 concludes 
this thesis and a summary is given. 
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CHAPTER 2. OPTICAL PROPERTIES OF METALS 
2.1 Optics of Metals^ 
2.1.1 W9ve pypp^ggtion in @ metal 
When an electromagnetic wave travels in a metal, it is absorbed and the energy 
is transformed into Joule heat. As a consequence the electromagnetic wave is 
attenuated. This is related to the conductivity a. Metals, because of their high 
conductivity, are practically opaque. In spite of the strong absorption, they exhibit 
high reflectivity, so that a metallic surface is an excellent mirror. 
Consider a homogeneous, isotropic and non-magnetic metal. Since it is non­
magnetic and the magnetic susceptibility has no physical meaning at optical 
frequencies [Landau and Lifshitz, 1960], the magnetic permeability |i=l. Therefore 
the material equations are given by 
D = eÉ (2.1) 
l = aÊ (2.2) 
and 
B = H (2.3) 
where É,  D ,B  and i i  are the electric field, electric displacement, magnetic 
induction and magnetic field, respectively, j is the current density and e is the 
^We followed the discussions of Born and Wolf [1980] and Jackson [1975] 
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dielectric constant of the metal. Using these equations. Maxwell's equations take the 
form2 
V D = Anp (2.4) 
= (2.5) 
c at 
V-5 = 0  (2.6)  
VxH = i ^  + ^ J  (2.7)  
c dt c 
where p is the charge density and j is the current density, p = 0 for metals [Born 
and Wolf, 1980]. Assuming that Ê, D, B, H and j have identical time variation, 
exp(-/CD/)3, and eliminating H from Eqs. (2.5) and (2.7), it is easy to derive the wave 
equation 
= 0 . (2.8) 
dt^ dt 
Since Ê = Êq exp(-iCDf), we have d/dt = -io) where o) is angular frequency of the 
light. Then, Eq. (2.8) becomes 
V^Ê + PÉ = 0 (2 .9)  
where k is the complex wave vector defined as 
=-^fe  + / -^^l  = -^es-^(e i+/e2)  .  (2.10)  
V CO J 
The complex dielectric function ë has a relationship with the refractive index n and 
extinction coefficient k as 
^The Gaussian system of units is used here. 
^With this time dependence, we always have positive 62-
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{n  +  i k )  =  S  = - k  (2.11) 
c 
where both n and k are positive. The absorption coefficient a is defined as 
as^  = ~k  = ~k (2.12)  
a c Aq 
where ^ is vacuum wavelength of the light and d is distance that the energy 
density falls to 1/g. Since îc is complex, the amplitude of the electromagnetic wave 
attenuates as it proceeds. Eq. (2.11) gives 
El — (2.13) 
£2 = 2nk (2.14) 
or 
„ = Jfl±S±i! (2.15) 
t=j2£i±3Bï5!. (2.16) 
For dielectrics, the measurements of dielectric functions are easy because 
dielectrics are transparent in the optical wavelength range, i. e. k =0 and, therefore, 
the measurements of angles of incidence, and of refraction, <j>(, can determine the 
refractive index n by Snell's law 
« = ^  . (2.17) 
Sin 
Measurement of is almost impossible in a metal because it is, in general, a 
complex number and a metal has a large absorption. Therefore the optical 
properties of metals are usually measured by a reflective method. 
8 
Z,12 Reflection and refractwm 
When an electromagnetic wave hits the vacuum-metal interface, part of it is 
reflected and the rest is transmitted. The transmitted part virill attenuate eventually 
losing its all energy. Fig. 2-1 shows a schematic diagram for reflection and 
refraction of a plane wave at a planar interface between vacuum and a metal. In 
this figure, the plane of incidence is the x-z plane and the y-axis is perpendicular to 
it. The subscripts "i", "r" and "t" denote "incident", "reflected" and "transmitted or 
refracted", respectively. The other subscripts "s" and "p" denote "s-polarization" and 
"p-polarization", respectively. The s-direction is perpendicular (s= senkrecht, 
perpendicular in German) to the plane of incidence and the p-direction is parallel to 
Vacuum rs 
Metal 
Fig. 2-1 Reflection and refraction at a planar interface between 
vacuum and a metal 
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it. È is the electric field vector, k is the wave vector and is the angle of 
reflection. 0/ = by the law of reflection. Again <j>( is, in general, a complex 
number in a metal.Applying the boundary conditions, continuities oi B h, D h, 
H xh and Êxh, where n is the unit normal to the boundary, it is straightforward to 
derive the complex reflectance for p-polarization 
(2.18a) 
^ip ëcos<p + yjë-sin (p 
and for s-polarization 
(2.18b) 
^is cos (p + •\jê - sin^ (p 
where 0 = 0/ and È^p, Èip,Éfg and Ë^^are the electric field components of reflected 
and incident light in the p- and s-direction, respectively. These are Fresnel's 
formulas. The complex reflectance ratio is given by 
p4.poexp( /A)  = 4^r^2!É2^S .  (2.19)  
sin <j> +COS (pyjë-sin <j) 
By knowing both real and imaginary parts of the complex reflectance ratio, the 
complex dielectric functions can be completely determined. 
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2.2 Experimental Techniques 
The usual method of determination of the optical properties of a metal is to send 
a monochromatic near-plane-wave light onto a flat surface of the metal and measure 
the reflectance and/or transmittance. There are various experimental techniques 
such as reflectivity, transmittance, absorptivity [Stern, 1962, Phillips, 1966, Wooten, 
1972, Nilsson, 1974, Brown, 1974 and Sokolov, 1967], ellipsometry [Azzam and 
Bashara, 1989 and Aspnes, 1976]. Other methods are photoemission [Cardona and 
Ley, 1978 and Feuerbacher et al, 1978] and energy loss spectroscopy [Raether, 
1980]. The basic information obtained from a particular experiment is almost 
equivalent to that from others. Therefore the main reason for the choice of a 
particular experimental technique is mainly one of convenience, not of the basic 
information obtained. 
In the range from the infrared to the ultraviolet, the optical absorption is 
generally high, so that all metals have a mean absorption depth of the order of only 
100 Â. Because of this, transmittance measurements are not possible unless one can 
make a thin film with a sufficient quality to get meaningful data. Thus, most 
experiments are with reflected radiation. 
2.2.1. Reflectivity 
The measurement of reflectivity is usually performed at normal or near-normal 
incidence. At normal incidence where (j> = 0, = -tp because there is no unique 
plane of incidence. For normal incidence 
11 
Since the reflectivity /?(= |/"p) by itself is not enough to determine both real and 
imaginary parts of complex dielectric functions, the Kramers-Kronig (K-K) 
transformation should be executed to find the phase angle 0 = (ln(r/|r|))//. Because 
of causality, a complex physical quantity for a linear system, such as a complex 
dielectric function or complex reflectance, satisfies a K-K relation between its real 
and imaginary parts [Landau and Lifshitz, I960]. Since a metal is a linear system 
within the optical frequency range and for low levels of photon flux, the real and 
imaginary parts of the complex dielectric function satisfy the K-K relations. 
ei(û>)-1 = -/>r (2.20a) 
£2 (0 ) )  =  -—P (2.20a) 
n JO cû'^-(û^ 
where P means principal value integral. The complex refractive index h = n + ik also 
has similar relationships 
CD'kjo)') 
o ) ' ^ -oP  
2o) _ foo n{û)') — 1 
n{û ) ) - l  =  - f r  \do)' (2.21a) 
t((w) = _i^pr32L2_^' . (2.21a) 
n JO (o'^-cD^ 
We can apply the same relationships to the complex reflectance r = Jr exp(i0) by 
taking the natural log of the complex reflectance. 
12 
(2.22) 
Then 
(2.23) 
This form is mathematically incorrect because ln/?(û)) is unbounded asymptotically, 
i. g., lim ln/?(a)) -> -<» or lim Rico) -> 0. Then we can not make a complete 
£0—>oo 
contour for the complex integration needed to derive the KK relations. In addition 
to that, the log of the complex reflectance is not a response function relating physical 
quantities. In practice, however, using Eq. (2.23) as a reasonable approximation for 
normal incidence is not impossible [Geodecke, 1975, Stern, 1962]. There are many 
other K-K relations, sum rules and superconvergent sum rules for a number of 
functions [Weinstein ef ai, 1971, Altarelli et al, 1972, Smith, 1985]. 
In an actual measurement of reflectivity, the angle of incidence is not zero, i. e. 
non-normal incidence, but near zero. Therefore we need to correct approximately 
the small angular deviation from normal incidence. Furthermore, it is impossible to 
measure the whole range of frequency from 0 to <» in order to apply Eq. (2.23). 
Then it is necessary to extrapolate the data to outside the measured range [Stern, 
1963]. Although these two facts mean that some degree of error is unavoidable, the 
approximate correction and a careful extrapolation just affect the magnitudes of the 
optical constants, but do not significantly change the energy position of the 
characteristic absorption of photons. 
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2,2,2 EHUpsometry 
Ellipsometry is a very powerful tool for measuring the optical properties of 
solids because it can determine both real and imaginary parts of the complex 
dielectric functions by measuring the state of polarization of reflected light or 
transmitted light [Azzam and Bashara, 1989, Ch. 3, Aspnes, 1976]. When light with 
a certain state of polarization is incident on the sample, the sample surface changes 
the state of polarization upon reflection or transmission. If we know the states of 
polarization of both incident and reflected or transmitted light, we can determine 
the dielectric functions of the sample using Fresnel's formulas, Eqs. (2.18a) and 
(2.18b). Although this is the basic idea of ellipsometry, there are three different 
categories of experimental configurations; reflection or surface ellipsometry, 
transmission ellipsometry, and scattering ellipsometry [Azzam and Bashara, 1989]. 
All categories are self-explanatory. Transmission ellipsometry is for the 
measurement of optically anisotropic media and scattering ellipsometry for media 
with spatially inhomogeneous indexes of refraction. The most frequently used 
method is reflection or surface ellipsometry which will be explained in detail. 
Figure 2-2 shows a schematic diagram of a typical reflection ellipsometer. The 
compensator is optional for metallic samples, but essential for dielectric samples. 
Reflection ellipsometry can be used for a) measurement of optical properties of 
materials with any form as long as it has a very shiny and smooth surface, and their 
energy dispersion, i e. spectroscopic ellipsometry, b) monitoring any change of the 
surface such as growth of a thin film from sub-monolayer coverages [Arwin and 
Aspnes, 1984, Aspnes, 1980] or removal of this film, and c) measurement of physical 
factors which can affect the optical properties of materials such as electric and/or 
14 
magnetic field, stress or temperature. Because real-time spectroscopic ellipsometry 
using an optical-multichannel-analyzer detector was developed recently [An et al, 
1990, Kim et al., 1990, Cong et al, 1991], it is possible to monitor real-time changes of 
the surface in a wide range of wavelength. 
Reflection ellipsometry generally determines the complex reflectance ratiop. By 
Eq. (2.19), the complex dielectric function ë is calculated from 
sin^0 l + tan^^ 1-P 
Li+PJ 
2^ 
(2.24) 
This equation is valid only if the ambient medium is vacuum and using an ideal 
two-phase model where dielectric constants change abruptly at the interface. If the 
ambient medium is not vacuum, the left hand side should be divided by the 
Light Source 
Mono-
chromato 
olarizer 
PM-tube 
Analyzer 
Compensator 
Sample 
Fig. 2-2 Schematic diagram of a typical reflection ellipsometor. 
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complex dielectric function of the ambient medium. 
It also has several different experimental arrangements [Aspnes, 1976]. 
First, the null ellipsometer is the prototype of this kind. Measurement in a null 
ellipsometer is accomplished by adjusting the polarizer-compensator combination 
and analyzer azimuth angles. The polarizer-compensator combination is adjusted, 
so that the out-coming light has such ellipticity that the light will be linearly 
polarized after reflection. The analyzer will completely extinguish the linearly 
polarized light by adjusting its azimuth angle perpendicular to the direction of 
polarization of reflected light, p will be given by 
at null, where f is the complex transmittance ratio and P, C and A are the azimuth 
angles of the polarizer, compensator and analyzer, respectively. Since this equation 
contains two independent quantities p and f, these two can be determined by 
measuring two inequivalent null conditions, say (AyPi) and (A2,P^- C is usually 
fixed. From these two measurements, both p and f can be calculated at a single 
wavelength. There are manual and modulated automatic null ellipsometers. The 
manual one has a very simple mechanical setup. However it is tedious and time-
consuming to operate, therefore, not practical for spectroscopic measurements, and 
it has a poor signal-to-noise ratio. Meanwhile, the modulated automatic one has 
good accuracy and is practical for spectroscopy, but the wavelength scanning range 
depends on the compensator. The disadvantage of the modulated one is that it is so 
sensitive to dark current noise that the lab should be kept completely dark. 
Second, the photometric ellipsometer is the most widely used and most adapted 
for spectroscopic purposes. A static photometric ellipsometer measures signals at 
16 
three different sets of polarizer and analyzer azimuth angles, (A^,P%), (A2,P2) and 
The measured signal I is given by [Aspnes, 1976] 
/ = /nFl - cos 2w(cos 2A + cos ) + cos 2Acos 2P + 
, (2.26) 
sin LY/ cos Asin 2 A sin 2PJ 
where Iq is an arbitrary constant. Three sets of analyzer and polarizer azimuth 
angles suffice to find IQ, Y/ and A. This method is simple, but very sensitive to 
unexpected noise. Therefore the dynamic photometric ellipsometer is more 
popular. This essentially measures the time dependence of the detected light 
intensity when one element is rotated at a constant frequency. Knowing the time 
dependence of the intensity and the state of polarization of the incident light and 
measuring the intensity change with analyzer and/or polarizer azimuth change, one 
can calculate the complex reflectance ratio. It also has two different methods, which 
depend on the method of time modulation of the incident and/or reflected light: 
rotating polarizing elements or polarization modulation. 
Jasperson et al. [1969,1973] and Kemp [1969] proposed the arrangement for the 
polarization-modulated ellipsometer (PME). It adds a modulator between the 
polarizer and sample in the usual polarizer-sample-analyzer (PSA) configuration. 
The great advantage of the PME is that all the optical elements remain stationary. 
This freedom of mechanical movement allows very high speed of measurement. 
Drevillon et fl/.[1982] developed a fast PME. They used a piezo-birefringent element 
for polarization modulation with a modulation frequency 50 kHz and a micro­
processor, instead of a lock-in amplifier, with 12.8 MHz A/D speed. 
Several different configurations are possible for a rotating element ellipsometer. 
The possibilities are a rotating-polarizer-ellipsometer (RPE) [Nguyen et ai, 1991] 
and a rota ting-polarizer-rota ting-analyzer-ellipsometer (RPRAE) [Azzam, 1978, 
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Chen and Lynch, 1987a]. For a RPE, the polarization sensitivity of the 
photomultiplier (PM) tube is eliminated. For the RPRAE, if polarizer and analyzer 
are rotating synchronously with angular velocities of to and 2®, respectively, the 
PM-tube output signal has three frequency components, to, 2to and 3to [Chen and 
Lynch, 1987a]. The complex reflectance ratio can be calculated by measuring the 
amplitudes of these three harmonics. The great advantage of the RPRAE is that it is 
less sensitive to the dark current noise and stray light, therefore the measurement 
can be done in a semi-dark room. Nevertheless if there is imperfection of the light 
source, i.e. non-perfectly unpolarized or non-circularly polarized light, the intensity 
of the transmitted light from the polarizer varies, which, in turn, causes a big 
problem. Putting one more polarizer, which should not be an optically active 
polarizer, between the polarizer and the light source can solve this problem, 
however, it introduces some light intensity loss, especially when measurements are 
near the wavelength limit of the polarizer. And the signal has one more harmonic, 4 
to. In addition to that, if an optically active polarizer, e. g. a quartz prism, is used, 
the optical spectra contain some unexpected and spurious peaks. The RPE has the 
same problem. In order to eliminate this, a non-optically active polarizer, such as a 
calcite prism, must be used or an appropriate correction should be applied. 
The most widely used ellipsometer is the rotating-analyzer-ellipsometer (RAE). 
The RAE has been developed by several groups [see, for example, Aspnes, 1976]. 
Among them, Aspnes and his colleagues made a great number of contributions to 
the RAE, using quartz Rochon prisms for its polarizer and analyzer [Aspnes, 1973, 
1974a, 1974b, 1975a, 1975b, Aspnes and Studna, 1975,1977]. Quartz has better 
spectral response range than calcite but is optically active. This point will be 
discussed again in Section 3.2. 
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A PM-tube is placed after the rotating analyzer to measure the time dependence 
of the intensity of the emerging light. If all the optical elements are perfect, the 
electric field E^of the emerging light is given by 
4:2 i%ïn ".itp :rrïn>o (2.27) 
' • p j  sin P cos P 0 ,  
where EQ is the electric field of the incoming light before the polarizer. Since the 
intensity I is proportional to the absolute square of the electric field, I is given by 
/ = /q (1 + q cos 2(0/^t + 51 sin 2o)j[t) (2.28) 
I |2 
where is the angular speed of the analyzer, /q £q / 
q  = l -^^tan^^ ,  (2.29a)  
1+ po tan P 
(2.29b) 
1+ po tan P 
if A = 0 when f = 0. The complex reflectance ratio p = Po expiA can be obtained from 
and 
J('-C')/(1^C,) (2.30) 
tanP 
cosA = -7=^L= . (2.31) 
The Fourier analysis of the actual PM-tube signal has the form 
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I = IQ 1 + ^  {c f i  cos 2no)j\t + s,t sin IncOj^t) 
M=1 
(2.32) 
where c,j and Sfi are, respectively, Fourier cosine and sine components of the PM-
tube output divided by the DC component Iq. The ratio of the first harmonic to the 
optical fundamental •^{c2^ + S2^)/{ci^ + gives a measure of the nonlinearity of 
the PM-tube [Aspnes and Studna, 1977]. In actual measurements, dark current 
would affect the DC component so that the subtraction of dark current is very 
important. Measurement of the dark current can be done by complete blocking of 
the light source using, for example, a mechanical shutter. The higher terms with 
3 are very small compared to the optical fundamental and are neglected. An RAE 
may be initialized automatically by using the fact that the reflected light from the 
sample at non-normal incidence is linearly polarized if the incident light is linearly 
polarized and the polarization azimuth is either the s- or p-direction. As mentioned 
above, the details of the procedures of initialization and optical-component-
imperfection calibration will be presented in Section 3.2. 
The accuracy of an RAE depends strongly on PM-tube linearity and on its 
insensitivity to the state of polarization of the light leaving the analyzer. Overall 
accuracy to the order of lO'® can be achieved under optimum condition [Aspnes, 
1974b]. 
2.2.3. Other techniques 
There are various non-reflective techniques to measure optical properties. 
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One of them is the absorptivity measurement. Bos and Lynch [1970] performed 
an absorptivity measurement using a calorimetric technique. The advantage of an 
absorptivity measurement is that it gives higher absolute accuracy than the 
reflectivity in the infrared range where /? = 1 for metal. An interband transition in 
the infrared usually shows as a very small structure or shoulder in the reflectivity 
spectrum. On the other hand the absorptivity exhibits a relatively large peak on a 
small background because absorptivity A=l-R. In addition, since the measurement 
was made at 7=4.2 K where the free electron contribution is almost suppressed and 
the specific heat of the sample is small, they could see pure interband transitions. 
One of the other experimental techniques is electron energy loss spectroscopy 
(EELS) [Raether, 1980]. Both reflection and transmission methods are possible, but 
the transmission method is largely adopted. For the transmission method, a 
monoenergetic beam of fast electrons (Eq^SO keV) passes through the thin film 
sample. The transmitted electrons have either passed through the thin film without 
scattering or lost some energy by exciting an electron in the film to a higher energy 
level or by exciting a collective mode of excitation. From the EELS spectrum, we 
can obtain Im(l/e((w)) which satisfies another K-K relation, 
Re(l/I((y)) -1 = - P r (2.33a) 
and 
Im(l/ë(6))) = -—pC ^dû)' . (2.33a) 
7C JO (o'^-(ù^ 
From these, it is possible to deduce the optical constants. Although it also has the 
same problem as reflectivity and absorptivity measurements, it can make 
measurements in an energy range not always accessible by traditional optical 
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means. EELS gives us information about elementary excitations, especially volume 
and surface plasmons because Im(l/e((»)) spectra have peaks near the plasma 
energies. Im(l/e(ci))) satisfies the sum rule 
2.3.1 Classical theory 
The classical theory of absorption and dispersion can be explained by the Drude 
and Lorentz models. The Drude model is applicable to free electron metals and the 
Lorentz model to insulators [Wooten, 1972]. Although these are classical models, 
the combination of the two gives a fairly good fitting to real data [Schlesinger et al, 
1987, Tajima et. al, 1985]. 
2.3.1.1. Lorentz model 
The Lorentz model treats the nucleus-electron system as a small mass bound to a 
large mass by a linear spring. If we assume that 1) the nucleus has an infinite mass 
so that it remains stationary and 2) the magnetic force is neglected since the 
magnetic field gives a negligibly small effect in the optical frequency range, the 
equation of motion is given by 
(2.34) 
where cOp is the plasma frequency. 
2.3. Absorption and Dispersion 
22 
m^ + mr^ + mû}o^r  =  -eÈ (2.35)  
dt^ dt 
where m is the electronic mass, r is a damping constant and (ûq is the resonance 
frequency of the bound electron. The first term is the ordinary mass-times-
acceleration term, the second term is a damping term representing energy loss due 
to various scattering mechanisms in a metal, and the third term is a Hooke's law 
restoring force. Since È «= exp(-W), the solution to Eq. (2.35) is 
r=7— 
[(ÛQ^ -(0 )-iT(ù 
and the induced dipole moment is 
p = -er = , = à{(ù)È (2.37) 
\(ù^ •-(ù^]-iT(ù 
where â (û ) )  is the atomic polarizability. Since e(cD) = l + 4;r]^/iyây, if more than 
one electron per atom exists, 
2 
e{o)) = eii(o) + ie2ico) = l + ^ ^^-l—-— (2.38) 
^ j [0 } j ^ - (0^ ) - i r j 0 )  
where Tj and nj are the damping constant and the density of electrons bound with 
resonance frequency (Oj. j governs all existing characteristic resonance frequencies 
for each electron on each atoms. The quantum mechanical expression for Eq.(2.38) 
is 
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(2.39) 
where fj is the oscillator strength of the transition of an electron between two 
atomic states with an energy of ticoj = Ef -Ej and E^and E/ are the energies of the 
final and initial states, fj is a measure of the relative probability of a quantum 
mechanical transition so that it satisfies the sum rule 
Eq. (2.39) is reasonably well fitted to the measured optical data. In the far IR 
region, optical data often represent phonon dispersion and are reasonably well 
fitted by Eq. (2.39) [Schlesinger et al, 1987, Tajima et al, 1985]. For this case 0)j does 
not represent an electronic transition and m is not the electronic mass. Meanwhile, 
the ionic contributions to the optical data are small in the visible region because of 
the large mass of ions compared with electrons, therefore the optical absorption in 
the visible region is related to direct band-to-band transitions of electrons which 
often can be fit by Eq. (2.39). 
2.3.1.2. Prude model 
Since the conduction electrons in a metal are not bound but free to move, there is 
no Hooke's-law restoring force in Eq. (2.35). We can easily derive that 
(2.40) 
J 
(2.41) 
or 
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(Ùn^Tp" 
ei(6)) = l-;  P .  (2.41a) 
and 
62 W = 
6)p^tr^ 
1 + Gp-x^ 
w ion] (2.41b) 
by putting coy = 0 and /y = 1 and 1/r = t , the relaxation time, for Eq. (2.39). In the 
visible and ultraviolet range, since (û ^ lO^^Hz and r « 10"^^ sec typically for 
metals, i. e. aP'T^»\, Eqs. (2.41a) and (2.41b) can be approximated as 
m 2 Êi(û)) = l ^ (2.41a') 
(Û^ 
and 
û) 2 
62(6)) = -^ . (2.41b') 
(ù X 
From Eq. (2.41a'), g; = 0 when o) = œp. In the actual data, a plot of e\ ((w)-vs.-l/aP 
does not tend to 1 but to some constant Therefore û)p^cm. be obtained from the 
slope of a plot of e\ (<y)-vs.-l/aP", then 1/t is calculated with Eq. (2.41b'). In this 
case, ei = 0 when to = cop/yj!^, not co = o)p. It means that the peak in the plot of 
(-Im(l/ë))-vs.-û) does not appear near (û = (ûp but near (o = œpJJëZ [Ehrenreich 
and Phillip, 1962]. This procedure is quite general for subtracting free electron 
contributions from real optical data. Around co = CûpjylëZ e\ changes sign and ei 
has a value close to zero. This means that both n and k have near-zero values. The 
near zero value for n means that the phase velocity, Vp = c/n, is infinite and the 
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wavelength is infinite. The whole body of electrons is oscillating in phase [Wooten, 
1971]. 
In real plotting procedures, it was found that the mean scattering rate is 
frequency dependent, i. e. r~^{o}) = + Pco^, rather than a constant [Thèye, 1970, 
Johnson and Christy, 1972, Beach and Christy, 1977, Parkins et al., 1981] and those 
Drude parameters, to~^' P cop^, appears to be dependent upon the ambient 
medium [Gugger et al, 1984]. Chen and Lynch [1987b] showed that this apparent 
dependence is due to the penetration of the ambient medium into the voids of the 
rough surface overlayer of the sample. Many groups tried to explain the O)^ 
dependence of the scattering rate in terms of electron-phonon scattering [Holstein, 
1954 and 1964], electron-electron scattering [Gurzhi, 1958 a, b, 1959], a two-carrier 
model [Nagel and Schnatterly, 1974], complex energy dependent life-time [Allen 
and Mikkelsen, 1976] and impurity scattering [Smith and Ehrenreich, 1982]. A 
surface plasmon-assisted absorption process was also proposed to explain it 
[Sievers, 1980]. The conclusion is, however, still unclear. Kim et al [1988] 
investigated Ag-In alloys with different compositions to prove the impurity 
scattering model of Smith and Ehrenreich [1982], but the measured results were 
opposite to those of the model calculation. 
2.3.2 Quantum theory; photon absorption by electronic transitions 
The optical properties of a metal give us valuable information about the 
microscopic electronic structure. When a photon falls on the vacuum-metal 
interface, the incident photon is absorbed. The absorption induces a transition of an 
electron from an occupied state below the Fermi level to an unoccupied state above 
the Fermi level. This process is a microscopic one, therefore detailed information on 
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the electronic structure can be deduced from the optical properties of the metals 
under investigation. The interpretation of the optical data is based on a one-electron 
approximation. That is, an electron is assumed to be acted on by the field of the 
fixed atomic nuclei and all the inner shell electron, which are not appreciably 
perturbed by neighboring atom, plus an average field arising from the charge 
distribution of all the other outer shell electrons [Wooten, 1972]. Therefore band 
theory is a very important tool for the interpretation of optical data [Abelès, 1966]. 
In a perfect crystal, the total crystal potential energy V(r) has the periodicity of 
the lattice. Then the solutions of the time-independent Schrodinger equation, 
2 
are Bloch functions, 
= u^^j^{r)exp{ilc -r), (2.43) 
where ^(F) is a function having the periodicity of the lattice, n is a band index 
and k is the wave vector. If V{f) is zero or constant, the total energy E„ is given by 
E,i=^\k + Gnf, (2.44) 
where G„ is reciprocal lattice vector. This is true for the free electron case. 
In a real crystal, the finite periodic perturbation of the lattice removes many of 
the degeneracies of the free electron model, especially at the Brillouin zone 
boundaries and band crossing points in k -space. Further degeneracy can be lifted 
by various interactions such as the spin-orbit interaction if V{r) includes these 
interactions. The agreement between experiments and calculations for various 
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materials ranging from insulators to metals suggests that the one-electron model for 
solids is often quite a good approximation [Wooten, 1972]. 
Intiraband tiransuiomis 
The conduction electrons can be treated as free electrons because they are very 
loosely bound to the core ions in a metal. The response of a free electron gas under 
a time-dependent perturbation is described by the Lindhard dielectric function 
E (k +  q ) ~ E ( k ) - n o )  +  in/t (2.45) 
where f f p i E )  is the Fermi-Dirac distribution function, g  =  \ q \  =  \ k f - k i  = co/c and 
kf and ici are the wave vectors of the final and initial states. Since 
tiO)»^E{k + q)- E(^)| in the optical range, Eq. (2.45) becomes Eq.(2.41) [Ziman, 
1972]. 
The frequency range for a free electron gas is divided into three regions. 
a) Reflecting or Hagen-Rubens region: o ) t « 1  
b) Relaxation region: cm: » 1 but O) « CDp 
c) Transparent region: (ù»œp 
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but here ei = 1 - {cOp/T)^>0 and £2«i, hence 
[Ziman, 1972]. 
If we define "thermal mass" from the intercept of a plot of C^/T-vs.-T^, 
where Cy is the specific heat of a metal at constant volume and "optical mass" m^pt 
where vp is the electron velocity at the Fermi surface and Sp^ is the area of a sphere 
whose volume is the same as the volume enclosed by the real Fermi surface whose 
area is Sp. Therefore the ratio of the two gives a measure of the deviation of the 
Fermi surface from a sphere. 
2.3.2.2. Interband transitions 
The imaginary part of the dielectric function can be calculated using time-
dependent perturbation theory. It is known that [Lynch, 1985] 
from the slope of a plot of ej (û))-vs.-l/o)^, the ratio of the two is given by [Cohen, 
1958] 
(2.46) 
where ê = ^|Ê| and pif = {f\p\i) the momentum matrix element. The Dirac delta-
function ô{Ef - El - Hû)) assures energy conservation in the transition. 
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One can show that Pif = in^Ef - where erff is the transition dipole 
matrix element. When Bloch states are used, the dipole matrix element leads to the 
selection rule that kf =ki, i. e. direct band-to-band transitions. This means that in 
optical transitions usually momentum is conserved because kp^oton - c/o) « 
^electron- Group theory is a useful tool to decide when the dipole matrix elements 
vanish, as well as for calculating the band structure [Nussbaum, 1966]. The dipole 
matrix elements can be evaluated during a band calculation by keeping the wave 
functions. 
In the zero-temperature approximation,/y?/)(£/) = [l - fpoi^f )] = 1 if ^ 
and Ef^ Ep. If we assume constant dipole matrix elements, Eq. (2.47) can be 
rewritten as 
2 
e2io)) = —^j-^ê'Piff\d^kô{Ef-Ei-nû)) . (2.47a) 
im (o ' 
Therefore, 
(2.48) 0 ) ^ 6 2 ( ( w ) «  f d ^ k Ô ( E f - E i - f i ( ù ) = \  — , — ^ ^  
i  ^ V k \ E A k ) - E i ( k )  
where dSp is a surface element on the Fermi surface. At the critical points where 
V^|Ey(^)-E;(^)| = 0, the integrand of Eq. (2.48) becomes maximum, giving 
structure in the experimental spectrum. The characteristic shapes of (o)) and 
û)^e2(û)) from interband critical points are well summarized in Lynch [1985]. 
y 
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2.4. Cerium: 4/electron 
It is largely believed that the one 4/electron of Ce plays a fundamental role in 
the 7-a isostructural phase transition. Several theoretical models were proposed. 
The promotion model was the first model, proposed independently by Zachariasen 
[1949] and Pauling [1950] after the discovery of the 7-a isostructural phase 
transition. It explains the increased cohesive energy by the promotion of the 
localized 4/electron in 7-Ce ((5(f6s)3^-configuration) to the conduction band 
((5d6s)44/0-configuration) upon entering the a-phase, which means that the valence 
of metallic Ce changes from 3 to 4. The promoted electron participates in metallic 
bonding and it increases the cohesive energy. Then the volume collapses. Coqblin 
and Blandin [1968] gave theoretical support for this model by using an Anderson 
local moment model. It explains the magnetic susceptibility change from Curie-
Weiss type to Pauli type upon entering the a-phase. The localized 4/electron has a 
local moment and it vanishes when promoted. This model also explains the rather 
big electronic specific heat term for the a-phase (see Table 1-1). This model also 
shows that there is a critical point in the phase diagram and the formation of the 
Table 1-1 Some physical properties of a-Ce and 7-Ce 
Property a-Ce 7-Ce 
Crystal Structure FCC FCC 
Lattice Parameter (A) 4.85 @ 77K 5.16@298K 
Density (gm/cm^) 8.24 @90K 6.77@ 298K 
Electronic Specific Heat Coeff., 7 (mj/gm-at K^) 12.8 @90K 7.5@300K 
Debye Temperature (K) 179® OK 138@300K 
Magnetic Susceptibility Pauli Curie-Weiss 
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"intermediate" or "mixed" valence or non-integral valences associated with two 
phases. Lengeler et al. [1983] measured L-edge x-ray absorption spectra for both 
phases. They observed an additional peak 9 eV above the white line of the L2 and 
L3 edges for a-Ce and concluded that a-Ce is a mixed-valence phase with ratio 
[Ce3+] to [Ce^+l of about 4. 
This model received serious doubt because subsequent experiments did not 
confirm it. A positron-annihilation experiment [Gustafson et al, 1969], Compton 
scattering [Kornstadt et al, 1980] and many photoemission experiments [Wieliczka 
et al, 1982,1984, Mârtensson et al, 1982, Patthey et al, 1985, Weschke et al, 1991] 
showed that the promotional model fails to explain the phase transition 
successfully. All the above experiments show little change in /-level occupancy 
during the phase transition. 
The above failure led a new model. Johansson [1977] has argued that the 
promotion energy from (5d6s)Mf^ to (5d6s)Mp is too big to manifest the phase 
transition. Instead he suggested that 7-Ce lies on the low-density side of a Mott 
transition [Mott, 1991]. The Mott transition was first proposed for the metal-
insulator transition in some transition metal oxides. Conductivity as a function of 
temperature exhibits an abrupt change at the transition temperature. Johansson's 
arguments contain two important features: 1) /-electron occupancy does not change 
much as pressure increases and there is some degree of delocalization, which is 
consistent with positron-annihilation measurements [Gustafson et al, 1969] and 
Compton scattering measurements [Kornstadt et al, 1980], and 2) because of no 
change in symmetry, a critical point in the (P, T) phase diagram is expected [Pickett 
et al, 1981]. 
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Another type of delocalization is the/-srf hybridization picture. Kmekto and 
Hill [1970] calculated the self-consistent band structure. It shows little difference in 
/-electron occupancy in 7-Ce and a'-Ce, which are trivalent and tetravalent, 
respectively, in the intermediate valence picture and there is increasing 
hybridization between/and the other states with reduction in atomic volume, 
w h i c h  t h e n  l e a d s  t o  a  d e c r e a s e d  d e n s i t y  o f  s t a t e s  a t  t h e  F e r m i  l e v e l ,  N { E f ) .  
Decreasing N{Ef) means the vanishing of the 7-Ce moment. 
Since the early band structure calculation of Kmekto and Hill [1970], there have 
been many band structure calculations, although the "band picture" for describing 
localized 4/electrons has been strongly questioned [Dimmock and Freeman, 1964]. 
Glotzel [1978] reported self-consistent relativistic linear muffin-tin orbital (LMTO) 
calculations within the atomic sphere approximation (ASA) and found 1.2/ 
electrons in a-Ce, consistent with the idea of Johansson and similar to the results of 
Kmekto and Hill. He also found that the/electron number changes very slightly 
under pressure and a ferromagnetic instability was found approximately at the 7-Ce 
lattice constant. Later Podloucky and Glotzel [1982] used the same method to 
calculate the Compton profile [Kornstadt et al, 1980] and found that the/electron 
number remains almost unchanged and that the observed Compton profile change 
can be well accounted for. They also concluded that the promotional model fails to 
explain the above result which, however, can be well understood by the Mott-
transition model. Furthermore, for a-Ce in the (5d6s)34/l-configuration, the 
cohesive energy is 5.4 eV/atom, in good agreement with the experimental value of 
4.3 eV/atom [Kittel, 1976]. Recently lonova and Nikolaev [1990] calculated the 
band structure of both 7-Ce and a-Ce using the linearized augmented plane wave 
(LAPW) method with the full potential proposed and developed by Koelling and 
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Arbman [1975] and concluded that the transition is a Mott-type 4/localized-itinerant 
transition. Pickett et al. [1981] studied the transition using a very sophisticated 
method. They calculated the energy band structure by means of a fully self-
consistent (non-muffin-tin potential) LAPW method for five different values of 
lattice constant. These calculations included relativistic effects. The resulting band 
structure for both phases are very similar and show that essentially one 4/electron is 
occupied for both phases but the/-band becomes broader with decreasing lattice 
constant. This indicates that the 4/level becomes more band-like in the a-phase and 
a 4/localized-itinerant transition picture is more adequate to explain the phase 
transition. 
Photoemission is a very good tool to study the transition, especially to 
determine the position of the 4/-related energy levels. Mârtensson et al. [1982] 
measured temperature-dependent resonant photoemission to investigate the change 
in the 4/electronic states of Ceo.gTho.i. The Th impurity stabilizes the fee structure 
and this system undergoes a phase transition directly from the 7 to the a phase 
without going through the p phase. They observed the "famous" two peak 
structure, one at 2 eV below the Fermi level and the other just below or at the Fermi 
level for both phases and found little change in the peak intensities. They 
concluded that the promotion model was ruled out to explain the transition. 
Wieliczka et al. [1982] measured the photoemission spectrum for 7-Ce and a-Ce by 
direct deposition of a thin film at room temperature and at 50K, respectively. They 
found that relative intensities of the two 4/related features changed somewhat and 
explained the transition by the increasing hybridization of the 4/wave function 
upon entering the a-phase [Liu and Ho, 1982]. Later Wieliczka et al. [1984] 
measured high resolution photoemission and found some peak position change as 
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well as a relative intensity change. The locations of the two peaks in the 7-phase are 
-0.2 and -2.0 eV, while in the a-phase they are at the Fermi level and -2.1 eV. These 
shifts are not just temperature effects because the two features change in opposite 
direction. Patthey et fl/.[1985] used very high resolution (20 meV) photoemission 
and found that the peak close to Fermi level is not a single peak, but a double peak, 
with a separation of 280 meV. Although 280 meV equals to the energy separation of 
the 4/7/2 and 4/5/2 levels in atomic Ce [Buchanan et al., 1966], they correspond to a 
rather complicated many-body response of the system to the creation of a hole by 
photoionization. They concluded that the two peak structure arises from the 
hybridization between/and valence band and the reduction of the intensity of 280 
meV peak upon entering a phase is due to the increased hybridization. Recently 
Weschke et al. [1991] re-examined this in a high-resolution photoemission 
experiment and discovered a substantial surface change of the 4/ electronic structure 
of a-Ce towards 7-like behavior. Eriksson et al. [1990] calculated the surface 
electronic structure of Ce in both phases using a film LMTO method and predicted 
that the surface of a-Ce is 7-like, which is consistent with the results of Weschke et 
al. Jensen and Wieliczka [1984] measured angle resolved photoemission from single 
crystal 7-Ce(100) and observed valence band peaks which disperse with electron exit 
angle. Meanwhile, the two 4/-related peaks do not disperse and do not obey a one-
electron symmetry selection rule based on Bloch wave functions. They arise from 
atomic like states. Later Rosina et al. [1985] confirmed the same results. 
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CHAPTER 3. EXPERIMENTAL 
3.1. Sample Preparation 
The samples were thin films evaporated in situ. The thickness of the sample was 
monitored by a quartz crystal oscillator. We used high purity electropolished bulk 
Ce prepared by the Ames Laboratory and a tungsten basket to evaporate it. The 
laser-source mass spectrometric analysis of impurities in the bulk Ce used for 
evaporation is given in Table 3-1. The 7-Ce and a-Ce were made with films 
evaporated onto substrates at room temperature and 25 K, respectively. The 
substrates were sapphire because of its good thermal conductivity. a-Ce condensed 
at 25 K contains a negligible amount of 7-Ce [Wieliczka et al., 1982]. A closed-cycle 
helium refrigerator (CVI Inc., model CGR-409) was used to cool the sample and 
substrate. The pressure went up to 2x10"^ Torr for the first deposition on the bare 
sapphire substrate and returned back to less than 1x10"^® Torr immediately. This is 
probably due to the intense outgassing from the bulk Ce sample for the first 
melting. For subsequent depositions, the pressures were below 2x10'^® Torr during 
deposition and were well below 1x10"^^ Torr at 25 K. The ellipsometric 
measurements for both phases were made at pressures lower than 1x10"^^ Torr, less 
than 1 hour after evaporation. Therefore oxide layer formation is negligible. In 
order to see the temperature dependence, we measured the samples at various 
temperatures ranging from 25 K to 300 K. Because our sample holder has no heater, 
we simply turned off the refrigerator to warm up the sample. It takes 
approximately 40 minutes to measure a whole spectrum (1.5-5.5 eV) and 
36 
Table 3-1 Chemical analysis of Ce (Units are atomic ppm). 
Impur­ Concen. Impur­ Concen. Impur­ Concen. Impur­ Concen, 
ity (ppm) ity (ppm) ity (ppm) ity (ppm) 
Li 0.002 V 0.25 Rh <0.02 % <0.2 
Be <0.001 Cr 0.23 Pd <0.08 Tl <0.04 
B 0.18 Mn 0.12 <0.04 Pb <0.06 
c® 140. Fe® 25. Cd <0.08 Bi <0.03 
N® 55. Co 0.09 In <0.02 Ra <0.03 
0® 400. Ni 1.0 Sn <0.07 La 1.8 
f® 73. Cu 0.75 Sb <0.04 Pr 0.50 
Ne <0.03 Zn <0.2 Te <.01 Nd <0.2 
Na <2. Ge <0.2 I <0.04 Sm <0.2 
Mg <0.08 As <0.02 Xe <0.1 Eu <0.06 
Al 0.63 Se <0.2 Cs <0.04 Gd <0.4 
Si 0.50 Br <0.04 Ba <0.6 Tb 1.7 
P 0.10 Kr <0.03 H/ <0.1 Dy <0.2 
S <0.8 Rb <0.03 Ta 2.5 Ho <0.06 
a 8.3 Sr <0.01 W <0.1 Er <0.2 
Ar <0.2 Y 0.17 Re <0.05 Tm <0.06 
K 1.6 Zr <0.02 Os <0.2 Yb <0.08 
Ca 0.15 Nb 1.0 Ir <0.1 Lu <0.03 
Sc <0.7 Mo <0.09 Pt <0.2 Th 0.35 
Ti <0.8 Ru <0.07 Au <.06 U 0.23 
®: by combustion and chromatographic method. 
by vacuum fusion. 
®: determined chemically. 
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the temperature changes very slowly (~7-8° / 1 hour) so that the temperature 
change during a measurement at a temperature other than room temperature and 25 
K had little effect on the spectra. The temperature was monitored by a type-K 
(Alumel-Chromel) thermocouple attached to the back of the sample holder. The 
sample holder is attached to the cold head of the refrigerator. It is made of OFHC 
copper. The refrigerator and sample holder assembly sit on a differentially pumped 
rotary seal (Thermionics, model RNN-250 rotary seal) which can rotate freely. 
The measured dielectric functions depend on the sample thickness so that we 
prepared thin films with various thicknesses. The deposition rate was 20 Â/min. 
The sample designation and thickness are summarized in Table 3-1. "Frequency" in 
the third and the last rows means the frequency change of the quartz crystal 
thickness monitor. For 7-Ce, the frequency change in the thickness monitor was 228 
Â/kHz and for a-Ce it is 188 A/kHz. 
Table 3-2 Summary of sample designation and thickness 
a-Ce Desif^nation A06 A17 A21 A33 
ThicknessiA) 119 334 411 625 
FrequencyÇHz) 635 1775 2186 3325 
7-Ce Desif^nation G06 G15 G21 G31 
ThicknessiA) 140 333 477 705 
FrequencyÇHz) 606 1460 2092 3090 
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3.2. Ellipsometer: Rotating-Analyzer Type 
A rota ting-analyzer ellipsometer (RAE) [Aspnes, 1973,1974b and 1975b] was 
constructed. We used a high pressure 75W Xe-arc lamp for a continuum light 
source and a high-intensity quarter-meter grating monochromator (Schoeffel Inst. 
Co., model GM 252) with a spectral dispersion of 3.3 nm/mm for an 1180-line/mm 
grating blazed at 240 nm. Two glass color filters, with threshold wavelengths of 
6200 and 4200 Â, respectively, were used to block the second order radiation from 
the monochromator. For a detector, we used a photomultiplier (EMI, model 
9695QB). The polarizer was rotated by a 5-phase high-resolution stepping motor 
(Oriental Motor, model PH-569M-NAA) with fine-angle resolution of 0.18°/step in 
the half-step mode'. The analyzer was rotated by a 2-phase hybrid stepping motor 
(Oriental Motor, model PH-264-01) for faster rotation of the analyzer than the 
polarizer with an angular resolution of 1.8°/step or 200 steps/rev. in the full-step 
mode. The angle of incidence was fixed to 70° for the vacuum ellipsometer but it 
can have any value in air. 
A pair of crystal quartz Rochon prism was used for both polarizer and analyzer. 
A quartz Rochon prism has a better spectral transmittance for both infrared and 
ultraviolet and a smaller angle of deviation of the centrally-transmitted light beam 
than a calcite one. Despite the above advantages, quartz is optically active. The 
optical activity means that two different things are happening simultaneously when 
light travels through such a medium [Nye, 1957]; 1) if linearly polarized light enters 
the optically active medium, the direction of polarization of light rotates and the 
^ We used a 2:1 gear to increase the angular resolution of the polarizer to 4000 steps/rev. or 
0.09°/step 
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amount of rotation is proportional to the distance traveled and 2) the linearly 
polarized light becomes slightly elliptically polarized in any direction of 
propagation except 56° 10' from the optic axis of quartz. The first problem can be 
solved by the proper choice of the direction of the quartz Rochon prism [Aspnes, 
1974b]. For the second problem, Aspnes [1974b, 1975b] developed a first-order 
calibration procedure. The optical activity coefficient 7 is proportional to photon 
energy h(û (in eV) [Aspnes, 1974b] as 
y = ±0.0010 xi^tw. (3.1) 
± denotes the right-handed and left-handed rotation of polarization, respectively. 
This seems to cause very small effects on the measurement because we measure in 
the 1.5-5.5 eV range, therefore the effects would be of the order of 10'3. But this 
correction is very important in null ellipsometry [Aspnes, 1971] and when 
measuring anisotropic samples. We made measurements at fixed polarizer angles 
of ±45°2 and the two measurements showed an appreciable difference (=3-5% in 
dielectric constants) without this correction. Fig. 3-1 shows typical measurements of 
the two different polarizer angles with the optical activity corrections. The sample 
was a NigAl single crystal. The difference in the complex dielectric function spectra 
is less than 0.1 for real and imaginary parts. 
We followed exactly the same procedure developed by Aspnes but with a 
slightly different way of determining Pg and Ag, the s-direction azimuths of 
thepolarizer and analyzer, respectively. We choose A = P = 0 when f = 0 and the 
polarizer and the analyzer are not in the s- or p-directions. The calibration and 
^The sign of the polarizer azimuth is determined by the direction of rotation of the 
analyzer. 
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initialization procedures are the following. At first we roughly aligned the 
polarizer and analyzer to the s-direction. The emerging electric field is slightly 
different from Eq. (2.27) because of the optical activity coefficient: 
E f = { \  - i y )  rs 0 ' cos(i4-i4j) sin(/4-/i^)' 
^ -s in(A-Aj  c o ^ { A - A S ) ^ ^  _ 
( M P - P S )  -sin(/'-P,)Yn 
[ s i n ( P - / ' j )  c o s { P - P s )  j ^ i y )  
and the resultant intensity measured by the PM-tube is given by 
/ = /o[l + q cos(2/l) + sin(2i4)], (3.3) 
where IQ is the average value of the signal. For a perfect ellipsometer, j 
when the polarizer is fixed at the s- or p-direction, because the reflected light is also 
linearly polarized. But this is not the case for a real ellipsometer. Because of system 
imperfections such as imperfect polarization of both polarizer and analyzer, optical 
activity and signal attenuation in the electronic circuit due to the fast rotation of 
analyzer, •^q^ +5i^ <1, even if the polarizer is fixed exactly at the s- or p-direction. 
q and q are given by 
q = (a coslAg - fi sin 2) / 77 (3.4a) 
Si = {a sinlAg + p coslA^)/1] (3.4b) 
where I/7; is the relative attenuation of the ac component of the signal voltage with 
respect to the intensity. 
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a = 
PO 
>2 
D 
2(l-y^)po cos A' 
and 
/2 
D = (l + y^)^l + PO ~ | + 4}Po sin A'. 
Here p' is defined as 
P' = P0 exp/A' 
_ , sin(P-P^) + /ycos(P-Pj) 
^ cos(P - ) -/ysin(P - Pj ) ' 
Therefore the complex reflectance ratio p = /p//j can be obtained from 
where 
cos(P-Pj-/ysin(P-P^) 
sin(P -Ps) + iy cos(P - ) 
sin((2 - + cos(g -AgY 
c o ^ { Q - A S ) -  i a  s i n  { Q - A g )  
c o s { P  - P g ) -  i y  sin(P - Pj ) 
J[sin(P-P^) + /ycos(P-Pj) 
Q  =  ^ t a n  ^ ® ( - < ^ 1  ) ) /  
±( i - r^) ( i - f2) ' ' ^ -2K 
( i+f ) - r2( i_f )  
and 
43 
^ = Tj^ci^+si^ = + . (3.10) 
0(x) and sgnix) are defined as 
and 
^«"'^' = 1-1 otorwise. 
There is a sign ambiguity in Eq. (3.9). Aspnes argued that this ambiguity can not be 
resolved in a RAE and can be determined either by an approximate null 
ellipsometric measurement, or by using the fact that a ^  0 for a bare reflecting 
surface in polarizer-sample-analyzer operation [Aspnes, 1974b]. But the sign in Eq. 
(3.9) can be determined in the computer software calculating the complex 
ref lec tance  or  complex  d ie lec t r ic  funct ions  us ing  the  fac t  tha t  e i ther  7 t^A<2n or  
£2 - Im(e) > 0, respectively. 
A series of residuals rj[Pj) defined as 
Vj (Pj ) = 1 - (ci/ + si/ ) (;=1,2,3...) (3.13) 
are measured for a series of polarizer azimuths Pj centered approximately about Pg 
and the plot f ' j { P j )  v s . P j  has a minimum near Pg. The experimental data set {7^, Pj] 
was fitted to the parabola and the minimum point can be obtained explicitly by 
means of least squares fit. Using this, and measuring for three more azimuths of the 
polarizer i. e. P= 0° and ±45°, we can find P^ and by iteration. 
Since Ce is very reactive in air and the temperature should be kept below 100 K 
for the a-phase, we ought to prepare and keep the sample in ultra high vacuum. 
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Windows cause some retardation and polarization change. A fused quartz 
viewport and a crystal sapphire window with the c-axis perpendicular to the 
window surface also have this problem, probably because of the strian biréfringent 
from the strain produced when attached to the UHV chamber. We tried a Pyrex 
glass window and it gives little trouble, but it has a cutoff energy of about 4.3 eV. 
Finally a low-retardance fused-quartz window [Studna et al, 1989] was used. It still 
causes a small but negligible effect. Fig. 3-2 shows the imaginary part of the 
complex dielectric function of a Au film under various window conditions. "None" 
means there was no window, "Window" means that window was attached but just 
hand tightened, "Tighten" means that the window flange was tightened for vacuum 
and "Vacuum" means that the chamber was evacuated. As we can see in the graph, 
the changes in dielectric functions due to the different window conditions were 
small enough to neglect, because the change between "None" and "Vacuum" was 
less than 2%. This change causes big differences when measuring anisotropic 
samples. But our sample was isotropic and we did not measure the change of 
optical constants in a very short time. We only measured the spectra for different 
phases and at different, but fixed, temperatures so that we did not try to make fine 
adjustments like small counterstresses [Studna et al, 1989] or 'calibration.' 
We checked the reproducibility of the ellipsometer by measuring the optical 
constants twice for the same sample. We did not change any alignment of the 
optical system but did the initialization and calibration procedure again. Though 
the detailed results are not reproduced here, the difference between two successive 
measurements is very small. The change in \\f is less than 0.05° and the change in A 
is less than 0.2°. This is excellent reproducibility for this kind of ellipsometer. 
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A mechanical shutter is placed between the monochromator and the polarizer. 
For the corrections for dark current and stray light, this shutter is closed to block the 
light emerging from the monochromator. Then the PM-tube signal is measured and 
this is subtracted the from DC-component. 
All measurements and control of the monochromator, polarizer, analyzer, filters 
and shutter are performed automatically by a personal computer (HP Vectra 
286/12). 
The optical properties of thin films are very sample dependent. Even for 
nominally the same sample, one will obtain different dielectric functions, 
depending on the method of measurement and the model used [Arndt et al, 1984] 
Surface roughness and sample thickness are the most important factors which 
determine them, assuming the absence of an oxide overlayer. For a bulk sample 
they depend on the method of surface preparation. If one uses a polishing machine 
to prepare a flat surface the sample surface may have unidirectional scratches. 
These scratches can cause unexpected surface anisotropy. Therefore it is almost 
impossible to reach quantitative agreement between two measurements on the same 
sample but with different methods of surface preparation. In our case we tried to 
use fused quartz substrates but we failed to make a-Ce on them. The tungsten 
basket produces almost white radiation during evaporation and the radiation makes 
the substrate surface hot. Because of the poor thermal conductivity of quartz the 
refrigerator could not cool the surfaces of these substrates efficiently. For 7-Ce the 
difference between optical conductivities of samples deposited on the quartz and 
sapphire substrates is less than 20 % in the whole measured energy spectrum. 
Aspnes et al, [1980] also see the differences among Au thin film samples prepared 
differently (see also Section 4.2 ). 
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CHAPTER 4. RESULTS AND DISCUSSIONS 
4.1 Thickness Dependence 
The measured dielectric functions are dependent upon the sample thickness. 
Figures 4-1 and 4-2 show the optical conductivities of a- and 7-Ce with various 
thicknesses, respectively. The optical conductivity decreases as thickness increases. 
A roughened surface makes the optical conductivity decrease in the energy range of 
interband transitions. Therefore the reduction of the measured optical conductivity 
of thicker samples can be interpreted as an indication of increased surface 
roughness. As the film grows, grains grow directionally and these grains are 
aligned randomly. This then makes the film surface rougher as it grows. We fit the 
data to the microscopic surface roughness model using the Bruggeman effective 
medium model [Bruggeman, 1935]. Aspnes et al. [1979] tested all existing effective 
medium approximations to investigate the surface roughness of a-Si and 
microscopically roughened polycrystalline Si. The Lorentz-Lorenz (LL), Maxwell-
Garnett (MG) and Bruggeman (BEMA) effective medium approximation models 
have the general form of 
{ ë ) + 2 h  
where (ê) is the measured pseudo-dielectric function, 1/ and v; are the dielectric 
function and the volume fraction of the i-th medium and ê/, is the dielectric function 
of the host medium. Therefore 
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Fig. 4-1 Optical conductivity of a-Ce with various film thickness. 
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Fig. 4-2 Optical conductivity of 7-Ce with various film thickness. 
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Zv, .=l .  (4 .2)  
i 
The only differences in the different effective medium approximations are in the 
choice of ê/,, the host medium dielectric function, because we assume that we know 
all 1; 's and (ê), but we do not know ê/j. The LL model chooses ê/j = 1, vacuum. 
The MG model chooses one of the media for the host, the one with the largest 
volume fraction. For the case of the LL model, the approximation depends on the 
choice of ê/. Consider, for instance, a medium composed of two different media 
with the same volume fractions. Even though the two have the same volume 
fraction, different choices of the host medium give different results [Aspnes et al, 
1979]. BEMA chooses ë/, = (ë), then it treats all the media on an equal footing. 
Aspnes et al. [1979] examined these three models and concluded that the BEMA is 
the best model for surface roughness for two reasons; first, a theoretical reason, it 
treats the void and host media on an equal footing and second, a practical reason, it 
gives the best fit to the real data. We fitted our data to a three-parameter model. 
The three parameters are overlayer thickness d, the void fraction in the overlayer 
film Vf and the void fraction in the bulk v^. In the fitting procedure, we used the 
three-phase model to find the calculated complex reflectance ratio [Azzam and 
Bashara, 1989]. Aspnes et al. [1979] tried a five-parameter model with double 
overlayers for the rougher samples and got better results. We do not try to use this 
model because our samples are thinner and smoother than theirs. In the three-
phase model the complex reflectance ratio is given by 
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+ hp exp(2/^) j roi^ + /'i2j exp(2/j3) 
[ 1 + ^oip'hp exp(2//3 ) J/ 11 + rois/i2s exp(2j/3 ) j'  (4.3) 
where 
(4.4) 
(4.5) 
and 
(4.6) 
Here d is the overlayer thickness, X is the vacuum wavelength and i and j represent 
the vacuum, overlayer film (/) and bulk (b). The three angles (p, (pf and 0^ satisfy 
Snell's law. 
By choosing ë/j = (ê), the left-hand side of Eq. (4.1) vanishes and an appropriate 
choice of three parameters gives effective dielectric functions for the overlayer and 
bulk using Eq. (4.1). These dielectric functions are used in Eq. (4.3) to calculate the 
complex reflectance ratio p and find ècaic.- The ëcaic. is compared with measured 
data. All three parameters should remain constant for all wavelengths. By 
minimizing 
(4.7) 
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X|êcafc.(ej)-W.(£jf (4.8) 
we can find the appropriate parameters. Here E j  is the energy of the /-th 
measurement and is the number of measurements. In our experiment we 
measured from 1.505 eV to 5.385 eV with an energy step of 0.02 eV, therefore 
yjnax=195. We used a modified Levenberg-Marquardt algorithm for a nonlinear 
least squares fitting^ 
One should be careful in finding the square root of a complex number using a 
FORTRAN program because FORTRAN sometimes gives the incorrect argument of 
the square root of a complex number in the 3rd or 4th quadrants of the complex 
plane. Therefore one should be aware of the fact that lm[^) ^  0 and 
The results are summarized in Table 4-1 and Fig 4-3 shows the difference 
between the measured and calculated complex reflectance ratio of sample G21. The 
relatively larger difference between measured and calculated data above 5 eV may 
be due to the spectral response limit of the PM-tube. Above 5 eV the PM-tube has 
poor spectral response, the Xe-arc lamp has lower intensity and the diffraction 
grating of the monochromator has a low efficiency. Hence the data measured above 
5 eV may not be accurate. As we can see in Table 4-1, both the thickness and the 
void fraction of the overlayer for both phases increase as the sample thickness 
increases. But the bulk has a negligible (< 10"^% ) void fraction, except sample G21. 
^ We used IMSL subroutine DBCLSF for fitting. 
53 
The reduction of the magnitude of the optical conductivity as the film grows is due 
to increasing surface roughness. 
When a metal is evaporated on a substrate the thin film has a polycrystalline 
form with very fine grains.^ The average size of the grains depends on the surface 
mobility of the évaporant. The substrate temperature, source (of impinging species) 
temperature, and the chemical nature and topography of the substrate can affect the 
surface mobility. For the very first stage of deposition, the impinging species hit the 
substrate and lose their momentum perpendicular to the substrate surface and 
become physically attached to the substrate surface. The adsorbed species move 
over the substrate surface because at first they are not in thermal equilibrium with 
Table 4-1 Three-parameter fitting results 
Overlayer Bulk â 
Desig- Thickness Thickness Void Void Stand. Dev.b 
nadonB (A) (A) Fraction (%) Fraction (%) 
A21 411 127.5 2.90 0.00 7.4x10-3 
A32 625 144.7 7.87 0.00 1.0x10-2 
AonG 1006 529.5 7.33 0.00 1.9x10-2 
G21 477 58.2 4.13 0.21 2.3x10-3 
G31 705 69.2 5.98 0.00 5.9x10-3 
GonA 1164 223.3 12.20 0.00 2.2x10-2 
® AonG a-Ce on 7-Ce (G31) 
GonA : y-Ce on a-Ce (A32) 
b<T = t/nux I / \ t \l2 / X \^j ) ~ ^ meas.\^J )| /(Vmax ~ l) 
M / 
^We followed the discussion in Chopra [1969] and Chopra and Kaur [1983] for this paragraph. 
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the substrate. The moving species interact each other and form clusters. The clusters 
grow in lateral size as more atoms impinge, and finally reaching a certain critical 
size. At this moment thermal equilibrium is established. A critical-sized cluster is 
called a "nucleus" and this stage is called nucleation. Although nuclei can grow both 
in a direction perpendicular to the surface by direct adsorption of the incident 
species and in a direction parallel by diffusion, the rate of lateral growth is much 
larger than the rate of perpendicular growth. The grown nuclei are called "islands" 
or grains. There is still a large area which is not covered by évaporant at this stage. 
When two small islands contact each other they will coalesce and form a larger 
island. This stage is called agglomeration. Large islands grow together, leaving 
uncovered part of the substrate. Further deposition makes the film continuous. The 
grain size normal to the substrate surface is essentially the same as the film thickness 
for small thickness, ^  1 fim [Chopra and Kaur, 1983]. Because the crystallographic 
and topographic orientations of the grains are randomly distributed, grain 
boundaries and various point and line defects are formed when two grains touch 
each other. Therefore these randomly oriented grains cause surface roughness and 
the surface roughness is enhanced by, for example, oblique deposition. 
The surface roughness depends on the statistical process of nucleation and 
growth and the adatom surface mobility [Chopra, 1969]. A thin film deposited at 
low substrate temperature has a rougher surface than one deposited at high 
substrate temperature because of the small atomic mobility. At low temperature the 
roughness is proportional to the square root of thickness [Chopra, 1969]. At high 
temperature the increased adatom mobility tends to fill the concavities and thus 
make a smoother film surface. On the other hand the grain has a preferential 
direction of growing. The direction of growth depends on the orientation and the 
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crystal structure of the substrate. For example, fee metals grow epitaxially with 
parallel ( both planes and directions coincident) orientation on (100), (110) and (111) 
surfaces of NaCl, but with a (111) plane parallel to a (001) mica cleavage plane 
forming a hexagonal arrangement of atoms and ions [Chopra, 1969]. It is believed 
that the (111) direction is the most preferred direction for fee metals, when a film is 
non-epitaxially grown, because the (111) surface is a close-packed surface with a 
lower surface energy than other surfaces. Either the large anisotropy of the surface 
energy or the presence of faceted roughness on the substrate enhance the surface 
roughness [Chopra, 1969]. Therefore the film becomes rougher as the film grows. 
Our data fit is consistent with this picture. 
It is usually assumed that the sample with the largest optical conductivity, or 
imaginary part of the complex dielectric function, has the better surface and then 
better represents the real bulk sample [Aspnes, 1980]. Although samples G06 and 
A06 have the largest optical conductivities, we do not use those for the "real" optical 
conductivity because each of the two has rather large values of optical conductivity 
and the shape of the spectra does not resemble that of the other three of the same 
phases. We believe that those two samples have too small a thickness and, 
therefore, the films are strained. If the thin film sample has too a small thickness 
both the lattice constant and the average density of thin film is different from those 
of bulk samples. In general the lattice constant of normal, thick films is the same as 
that of bulk material. For ultra thin films the change in the lattice constant ôa is 
given by [Chopra, 1969] 
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ôa iA (4.9) 
a 3BD 
where a is the lattice constant, Eg is the surface energy, B is the bulk modulus and D 
is the diameter of a spherical crystallite. Thus the lattice constant increases 
(decreases) if Eg is negative (positive). Therefore the dielectric function of a very 
thin film is different from that of a bulk sample. We do not know the sign of Eg for 
Ce but, if it is positive, the lattice constant decreases when the film is very thin. If 
this is the case the optical conductivity of a Ce film with a very small thickness is 
larger than that of a thick film (see Section 4-2). Since we did not see any trace of 
multiple reflection from the metal-substrate interface due to the small thickness, for 
example a periodic oscillation in the optical conductivity spectrum, we believe that 
these samples are thick enough to be opaque even though these have thicknesses of 
around 120 Â. Furthermore using those two as "real" optical constants gave a very 
poor fit. Thus we used the dielectric functions of sample G15 and A17 as the "real" 
dielectric functions of 7-Ce and a-Ce, respectively, in the fitting procedure. The 
samples "AonG" and "ConA" have relatively large overlayer thicknesses and void 
fractions. At the end of the multiple deposition, we carried out heating-cooling and 
cooling-heating cycles twice. These samples are made after such cycles, therefore 
the "substrate" is already very rough. The extra deposition on top of the already-
roughened surface makes the film even rougher. This is the reason why the two 
samples have larger overlayer thicknesses and void fractions. We measured the 
dielectric functions during the cooling-heating-cooling (CHC) cycle at room 
temperature and at 25 K. For these data sets we used a five-parameter model. The 
five parameters are overlayer thickness d, volume fractions of a-Ce and 7-Ce in the 
overlayer and volume fractions of a-Ce and 7-Ce in the bulk. The results and 
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sample designations are summarized in Table 4-2. As can be seen in Table 4-2, the 
overlayer thickness and void fraction of the overlayer increases as CHC cycles are 
repeated. This discloses the fact that the repeated CHC cycles make the surface 
rougher and more voids are produced because the repeated CHC cycles cause 
repeated expansion and contraction of the sample. The expansion and contraction is 
caused not only by thermal expansion, a small effect, but more importantly by the 
phase transition (17 % volume change). 
Both phases coexist in the samples during CHC cycling. This is consistent with 
the fact that the phase transition is not complete if the temperature changes slowly 
and, furthermore, the phase transition has very large hysteresis. For example, 
Table 4-2 Five-parameter fitting results. 
Sample Overlayer Bulk 
Desig­ d a-Ce y-Ce Void a-Ce 7-Ce Void Stand. 
nation^ (A) (%) (%) (%) (%) (%) (%) Dev. 
GAl 469.7 42.8 49.4 7.8 34.4 64.6 0.0 2.6x10-2 
GA2 494.9 22.5 59.7 17.8 47.1 51.9 0.0 4.2x10-2 
CRTl 416.8 19.5 56.3 24.2 48.3 51.5 0.2 1.1x10'^ 
AGRT 543.3 25.1 62.5 12.3 46.4 52.6 1.0 3.0x10-2 
ARTl 345.6 20.4 56.6 23.0 46.9 51.7 1.4 2.8x10-2 
ART2 354.9 20.5 57.3 22.2 34.2 64.8 1.0 3.5x10-2 
AAl 171.5 30.6 68.4 1.0 47.3 51.3 1.4 9.5x10-2 
GAA 265.5 26.5 62.8 10.7 44.6 54.4 1.0 3.4x10-2 
a GAl: 7-Ce (G31) @ 25K, First Cycle 
GA2: 7-Ce (G31) @ 25K, Second Cycle 
GRTl: 7-Ce (G31) @ Room Temperature after GAl 
AGRT: AonG @ Room Temperature 
ARTl: a-Ce (A32) @ Room Temperature, First Cycle 
ART2: a-Ce (A32) ® Room Temperature, Second Cycle 
AAl: a-Ce (A32) @ 25K after ARTl 
GAA: GonA@25K 
See Table 4-1. 
59 
the 7->a transition occurs at around 101 K (cooling) but the a->7+p transition occurs 
at around 169 K (heating) [Gschneidner, 1988]. Gschneidner et al. [1962] showed by 
extrapolation that the cooling rate should be 107 K/min. to prevent the formation of 
the P phase. It is almost impossible to attain this high a cooling rate; therefore, there 
is always a certain amount of p-Ce. P-Ce has almost the same interatomic spacing as 
7-Ce (fl=3.681 Â for p-Ce which is very close to 5.161 Â/V2) and is also close-packed 
(hep vs. fee). P-Ce has almost the same dielectric functions as y-Ce. Figure 4-4 
shows the optical conductivities of G21 and at T= 120 K. There is some difference 
but it is negligible. Hence we neglected the existence of P-Ce in the fitting 
procedure. This probably is, however, the reason for the relatively poor fit of these 
samples as compared with the freshly deposited ones. The void fraction of the 
overlayer keeps increasing as the number of CHC cycles increases, but that of the 
bulk remains constant. The volume fraction of a-Ce in the overlayer keeps 
decreasing, which is consistent with the fact that repeated CHC cycles make more P-
Ce and 7-Ce [Gschneidner et al, 1962]. 
One interesting result of the five-parameter fit is that the relative volume fraction 
ratios of a-Ce to 7-Ce to void remain almost the same in the bulk, approximately 
47:52:1. This means that, if the phase transition occurs once in the bulk, then an 
equilibrium ratio is established and never changes again upon repeated CHC cycles 
and only the surface overlayer keeps changing. At this point we do not know the 
reason for this but it probably is due to the strain from the sapphire substrate. For 
both phases, the whole sample thicknesses were 1000-1200 Â and the overlayer 
thicknesses were about 500 A, almost half that of the whole sample. This might 
mislead us in the interpretation of experiments for thin films of both phases just by 
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Fig 4-4 Optical conductivity of G31 and at T= 120 K. 
61 
changing the temperature because both phases always coexist in considerable 
amounts whatever the temperature is. 
4.2 Structural Phase Transition 
By comparing Figs. 4-1 and 4-2 we can determine the difference between the two 
phases. a-Ce has, in general, a larger optical conductivity than 7-Ce. We draw the 
optical conductivity of samples A17 and G15 again in Fig. 4-5 for comparison 
purposes. The difference between these two is shown in Fig. 4-6. For Ce the 
"collapsed" a-phase has larger values of the optical conductivity in the whole 
spectral range. 
Aspnes et al. [1980] made Au thin films on cleaved NaCl substrates using Ar+ 
sputtering at three different substrate temperatures, say 250°C, room temperature 
and liquid nitrogen temperature, and measured dielectric functions using 
spectroscopic ellipsometry similar to ours. The imaginary part of the measured 
dielectric functions of the film made at liquid nitrogen temperature had the smallest 
values at the interband transition range but had the largest values in the intraband 
transition range. They took TEM micrographs of these samples and realized that 
the sample made at liquid nitrogen temperature was full of voids and defects. 
Therefore it has smaller values in the interband region but, in the intraband region, 
has larger values because of more scattering due to the defects and voids. Although 
a-Ce has a thicker overlayer than 7-Ce, as shown in Table 4-1, it has a larger optical 
conductivity than 7-Ce. A rough surface makes in the optical conductivity smaller. 
Therefore the increase of optical conductivity is a change in the opposite direction to 
that expected if we consider only surface roughness Then the difference in optical 
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conductivity between the two phases is due to the 7-a isostructural phase transition 
and the magnitude of the real difference might be larger than the measured 
difference, which is drawn in Fig. 4-5, because of the thicker overlayer on a-Ce. 
The optical conductivity of a-Ce is expected to be larger than that of 7-Ce for two 
reasons. The first effect is a volume effect. a-Ce has a collapsed volume, therefore it 
has more electrons per unit volume. Since the optical conductivity scales with this 
quantity (Eq. (2.39)), a-Ce has a larger optical conductivity. But volume collapse 
can cause the band structure to change and some oscillator strength in this energy 
range may decrease or even vanish because some of the resonance frequencies coj 
change so much that they move to outside the measured energy range. This would 
make the optical conductivity smaller. The second effect is the hybridization of 4/ 
electrons with the conduction bands (5rf6s). Many band structure calculations 
[Glotzel, 1978, Podloucky and Glotzel, 1983, lonova and Nikolaev, 1990, Pickett et 
al, 1981] show that both phases have similar band structures but a 4/localized—> 
itinerant transition occurs upon entering the a-phase due to the hybridization. They 
also showed that the 4/ occupation number is relatively unchanged. Pickett et al. 
[1981] showed that the 4f "band" becomes slightly wider in the collapsed phase. 
To check this point we applied the sum rule 
j^ci}e2((o)dco = ^7to)p^. (4.10) 
The plasma frequencyis given by 
,2 
m 
(4.11) 
where e and m are the electronic charge and mass, respectively, and n is the 
electronic density. By applying the sum rule (4.10) to measured dielectric functions. 
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we can find the electron concentration of the sample by Eq. (4.11). If we can 
measure the dielectric function of Ce in the whole energy range and apply this sum 
rule, n multiplied by the atomic volume should give 58. This is one way to check 
the measured data. But we can not apply this sum rule directly to the measured 
data because we measured in the energy range from 1.5 to 5.4 eV. Therefore we 
have to apply a partial or finite energy sum rule [ Smith, 1985] 
where co/ and cof are the lower and the upper bounds of the measured spectrum. 
Here we have to interpret n^jf carefully, n^ff is interpreted as the number of 
electrons per unit volume that participate in electronic transitions due to the 
absorption of photons within the measured energy range. And multiplied by 
the atomic volume gives the number of electrons per atom. 
Figure 4-6 shows the optical conductivity difference between a- and 7-Ce along 
with piezoreflectance data of Ni from Jiles and Staines [1984], multiplied by the 
same volume change fraction as Ce. These are spectra of the difference of optical 
conductivities between the "normal" phase and the collapsed phase, i. e. between 7-
Ce or Ni at room temperature and a-Ce or fictitiously compressed Ni. There are 
two reasons we chose Ni piezoreflectance measurements for the comparison. First, 
piezoreflectance is the only modulation spectroscopy which resembles a volume 
collapse like that of Ce. Piezoreflectance measures the reflectance change by 
applying a periodic uniaxial stress to the sample. Piezoreflectance measurements 
give information about interband transitions because the applied stress causes 
symmetry breaking, often making large signals from the singularities in the joint 
œe2i(o)dcû (4.12) 
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Fig. 4-6 The optical conductivity difference between samples A17 and G15 
(filled squares). The open squares are data taken from the piezo-
reflectance spectrum of Ni [Jiles and Staines, 1984] multiplied by the 
same volume change fraction as Ce. 
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density of states. The differential dielectric constant spectrum Ae2((w) derived from 
the measured differential reflectance spectra shows very accurately the positions of 
the interband critical-point transitions. And more importantly the strain-
normalized complex dielectric functions, del de where ê is the strain amplitude, can 
be derived. Second, Ni has the same crystal structure as Ce, fee, and has a partially 
filled d-band (Ni: {Ar}3d®4s2), but the differences are the /-electron (Ce: 
{Xe}4/l(5d^6s)3), the occupancy of the rf-band and d-band spin splitting for Ni which 
is ferromagnetic. Therefore piezoreflectance measurements might give us some 
insight for the interpretation of Ce data. Here we do not attempt to use the results 
of the Ni piezoreflectance measurement directly for identifying interband 
transitions in Ce, but only to gain some reasonable reference points for the 
interpretation of the optical conductivity change due to the s-p-d band structure 
change due to the volume collapse of Ce, i. e. as an aid. It would be better to use 
piezoreflectance data for an fee transition metal with a nearly empty d-band, but 
there is none. 
We applied the partial sum rule and found the number of electrons per atom. 
These results are summarized in Table 4-3. In Table 4-3, we include the piezo­
reflectance data of Jiles and Staines [1984] for comparison purposes. In this process 
we digitized the plot of differential dielectric function derived from piezo­
reflectance measurements (Fig. 4 of Jiles and Staines' paper) and multiplied by the 
same volume change fraction as Ce (17.07% volume collapse upon entering the a-
phase). We subtract this from the imaginary part of the complex dielectric functions 
(Fig. 2 of Jiles and Staines' paper) because the differential dielectric constant derived 
from piezoreflectance is usually represented by the dielectric constant change due to 
volume expansion. 
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As we can see in Table 4-3, there are only very small differences in the numbers 
of electrons per atom participating in electronic transitions in our spectral region. 
Typically a-Ce has 1.39 electrons/atom (A17) and 7-Ce also has 1.39 electrons/atom 
(G15) and the samples have thicknesses of 334 Â and 333 Â, respectively. Other 
samples with different thicknesses have almost the same small differences in 
electrons per atom too. Meanwhile, Ni in its normal state has 0.57 electrons/atom 
and its fictitious "collapsed" state has 0.48 electrons/atom contributing to the partial 
sum rule. The difference is 0.09 electrons/atom. This is rather a large difference 
compared with the Ce results. If the positions and strengths of interband transitions 
do not change upon volume collapse, the only thing that affects the optical 
conductivity is the electron concentration. Then the optical conductivity increases 
rigidly, but the number of electrons per atom does not change because the electron 
concentration is inversely proportional to the sample volume and the atomic volume 
is proportional to the sample volume. Let N^ff be the total number of 
Table 4-3 Results of the application of the partial sum rule 
7-Ce G06 G15 G21 G31 
Neff/NA 
(elec-jatom) 
1.52 1.39 1.34 1.32 
a-Ce A06 A17 A21 A32 
Neffl^A 
(elec./atom) 
1.45 1.39 1.34 1.26 
Difference 
(elec./atom) 
0.02 0.00 0.00 0.06 
Ni Normal Contracted Difference 
(elec.latom) 0.57 0.48 0.09 
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electrons participating in the transition, V be the sample volume and be the total 
number of atoms in the sample, then is given by 
,,13) 
Neff and N/^ do not change upon volume collapse provided that the positions and 
strengths of interband ti ansitions do not change. Therefore the ratio does 
not change. But the positions and strengths of interband transitions do change upon 
volume collapse, and the ratio jN^. does change. Figure 4-5 shows this case. 
For Ni, the optical conductivity decreases in the range of 1.5 to 2.7 eV and 4.5 eV 
and up, and it increases in the range of 2.7 to 4.5 eV upon volume collapse. 
Furthermore, there is a rather large change in the number of electrons per atom, 
approximately 0.1 electrons/atom. For the collapsed state of Ni, JN^ is smaller 
than for the normal state in the range of 1.5 to 5.4 eV. And this is certainly due to 
the loss of oscillator strength of d- and s-electrons. 
The optical conductivity of Ce increases upon entering the a-phase, but JN^, 
does not change appreciably (see Table 4-3). Especially sample A17 and sample G15, 
which have the same thickness, have very close numbers and there is essentially no 
difference within experimental accuracy. If we can apply the results of Ni to the 
isostructural transition of Ce, then we can explain the small change in Ngff by 
the hybridization between/- and sd-electrons. The volume collapse causes an 
increased total electron concentration, because of the smaller volume with the same 
total number of electrons, and yet causes some oscillator strength loss. Therefore 
the total effect of volume collapse is the reduction of fNj\ for Ni. If this is the 
case for sd-electrons of Ce, the volume collapse upon entering the a-phase causes a 
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reduction of N^jf fN/\. But this reduction is almost exactly compensated hyf-sd 
hybridization. 
It is expected that the 4/electrons give little contribution to the optical 
conductivity in the visible and near ultraviolet region. Consider («/)->(«'/') 
excitation. The oscillator strength of an excitation with /'=/+! is almost 10 times 
larger than with /'=/-! at equal n Therefore the majority of the transitions for 4/ 
electrons on Ce atoms are of the type 4f->eg. For transitions from («=/+!,/) to (e,/+l) 
with />1 the absorption by 2p, 3d or 4/electrons is depressed near threshold because 
of the large centrifugal potential [Fano and Cooper, 1968]. This effect is rather large 
for Ce 4/electrons. Hence the apparent absorption threshold occurs at higher 
energy, in the ultraviolet region for Ce atoms. It is also believed that this is the case 
for Ce metal. 
This is not the case for CeSng. Recently Kim et al [1991] measured the dielectric 
functions of CeSng and LaSng and calculated the oscillator strength in the energy 
range 1.5 to 4.35 eV from the partial sum rule to clarify the role of 4/electron. 
Because Ce has one more electron, the 4/electron, than La, the optical conductivity 
difference between the two is explained by the role of the 4/electron. They applied 
the partial sum rule, Eq. 4.11, and found that the total difference in jNj^ is 1.18 
electrons per formula unit. Though the difference is close to unity, this is not due to 
the extra 4/electron all by itself. They also calculated the band structure to deduce 
the optical conductivity and decompose that into angular momentum components. 
The calculation shows approximately 0.5 electron per formula unit difference and 
approximately half of that is contributed by the extra 4/ electron as a result of 
hybridization effects. 0.5 electron per formula unit difference is only about half of 
the measured difference and this may show an inapplicability of the band model for 
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4/electrons. They concluded that there is a relatively large oscillator strength in the 
above energy range for the 4/electron in the solid-state Ce compound. From these 
results we can easily understand how important the 4f-sd valence band 
hybridization is. The increased hybridization in a-Ce plays a key role in the 
isostructural phase transition and the optical conductivity differences between the 
two phases. 
When the volume collapses, there is more overlap of electronic wave functions. 
This effect is especially significant between the/- and sd-electrons because both the 
sd-band and the/-"band" lie close to the Fermi level. The core electrons are usually 
less sensitive to the volume reduction because they lie well below the Fermi level 
and are not influenced by the electrons of neighboring atoms. The 5p core electron 
wave function has larger spatial extent than the 4/wave function [Gunnarsson and 
Schonhammer, 1987] so it overlaps more than the 4/electron when the interatomic 
distance decreases. Because of the large binding energy ( = 18 eV) [Campagna et al, 
1979], however, the overlap of the 5p electron wave function does not contribute to 
the optical spectra in the energy range from 1.5 to 5.4 eV. Miyahara et al. [1982] 
measured vacuum ultraviolet spectra of rare earth metals and found that there is a 
very intense and broad absorption peak in the energy range between 16 and 40 eV 
which is mainly due to the excitation of 5p electrons. Unfortunately they could not 
see any contribution from 4/electrons in the above energy range except an 
ambiguous assignment for a 10 eV absorption peak. 
Although the 4/electron has a smaller spatial extent than the 5p electron, the 4/-
sd valence band hybridization can make a difference in the optical spectrum in the 
above energy range because 4/-"levels" or "bands" lie close to the Fermi level and the 
position and width of the 4/-band is sensitive to the interatomic distance [Pickett et 
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al, 1981]. The 5d and 6s electrons are very sensitive to the influence of electrons of 
neighboring atoms because they have a large spatial extent and lie close to the Fermi 
level. Therefore the overlap of wave functions between the sd valence electrons and 
the 4/electron increases as the interatomic distance is reduced. It means that 
hybridization between/- and sd-electrons increases when the y-^a isostructural 
phase transition occurs. The increased hybridization make the localized/-electron 
in 7-Ce become less localized or more itinerant in a-Ce. This less localized/-electron 
in a-Ce gives contributions to the optical conductivity which compensate the loss of 
oscillator strength of sd-electrons. 
We used the band calculations of Podloucky and Glotzel [1983] for a sample 
calculation of the enhancement of the oscillator strength due to the isostructural 
phase transition. The /-like partial charges (in %) of the a- and 7-Ce are summarized 
in Table 4-4. We used two k -space points, k = — a l o n g  S  a n d  
Stt f 3 3 3^ k = —f T ' ô ' ô  I  ^long A. The initial band is the lowest conduction band below the Q  v o  8  8 /  
Fermi level and the final band is the second lowest band above the Fermi level. As 
we expected the initial band has mainly s-, p- and rf-character and a small amount of 
/-character. For the final band the situation is reversed. The/-character increases for 
the final band and the s-, p- and rf-characters increase for the initial band upon 
entering the a-phase. This is a clear indication of the increased 4f-sd valence band 
hybridization. In order to find the oscillator strength change we construct the wave 
function as 
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\initial or final)=as \s)+ap \p)+a^ |d)+ay [/). (4.14) 
The coefficients fly for; = s,p,d and/. Then we find the dipole matrix element ^ for 
the 7 phase 
/j/=0.004 <s|r |p>+0.006 <p|r |d>+0.045 <d|r (/) (4.15) 
and for the a phase 
Â-y =0.007 (s|r lp)+0.011 (pjr ld>+0.075 {d\r\f), (4.16) 
when ^ = —I -7,-7,0 I along2, and for the 7phase, 
0 14 4 ) 
Table 4-4. /-like partial charges of a- and 7-Ce. The Fermi level is at -1.13 eV for 
a-Ce k dln/a) E(eV) |p>(%) |d>(%) !/>(%) 
initial 
final 
initial 
( 4 / 4 / O )  
(4/4/O) 
(#44) 
-3.03 
-1.05 
-3.26 
79.34 
0.04 
35.52 
18.52 
0.63 
0.64 
6.1 
4.38 
60.75 
1.03 
94.95 
3.09 
final -1.25 0.41 0.02 0.1 99.47 
7-Ce 
initial . , -4.38 82.03 13.78 3.74 0.37 
44-0) 
final , , -1.97 0.0 0.38 3.2 96.43 
(7,7,0) 
initial 3 3 3  - 3 . 9 9  4 0 . 5 4  2 . 0  5 5 . 7 7  1 8 . 9  
final 3 3 3 -2.12 0.32 0.05 0.02 99.6 
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=0.0004 (s\r |p>+0.0004 <p|r |d>+0.808 <d|r (/) (4.17) 
and for the a phase 
7^=0.0001 <s|r lp>+0.0002<p|r |d>+0.862<d|r [/) (4.18) 
Ztt f 3 3 3\ 
when k = —( 8 ' 8 ' 8 J A. The energy differences are 2.39 eV for the y phase 
and 1.99 eV for the a phase when ^ = — It'T'O 1 along Z and 1.82 eV for the y 
fit V4 4 y 
Ztt ^3 3 3^ phase and 2.01 eV for the a phase when k = — along A. All the energy 
û v8 8 8y 
differences fall in the experimental energy range. By comparing Eqs.(4.15), (4.16), 
(4.17) and (4.18) we can see the enhancement of oscillator strength upon entering the 
a phase. Especially the enhancement of the(dlr(/) contribution is large when 
"• '2i7t f 3 3 3 ^  k = 8 ' 8 ' 8 J ' 0-808 to 0.862. This calculation does not give a quantitative 
explanation for the "exact" compensation, by increased Af-sd valence band 
hybridization, of the loss of oscillator strength of valence electrons due to volume 
collapse but it gives at least a qualitative insight. 
In metallic Ce the overall increase of the optical conductivity upon entering the a 
phase is easily understood because the electron concentration increases due to the 
volume collapse. Experiment shows that the number of effective electrons per atom 
contributing to the optical conductivity in the energy range from 1.5 to 5.4 eV does 
not change appreciably. Analysis of Ni piezoreflectance data [Jiles and Staines, 
1984] shows that the partially filled sd-valence electrons lose oscillator strength 
when the volume collapses. We believe this is true for the case of Ce because Ce has 
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the same crystal structure and a partially filled d-band. The loss of valence band 
oscillator strength is compensated by the 4/-electrons which are delocalized due to 
the increased 4f-sd valence band hybridization upon entering the a-phase. We do 
not know the reason for this almost exact compensation since it requires a band 
structure calculation. Therefore the detailed assignments of transitions and 
complete understanding of the difference in optical properties between two phases 
wait for the band structure and optical conductivity calculation. 
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CHAPTER 5. CONCLUSIONS AND SUMMARY 
We have built a vacuum ellipsometer of the rotating analyzer type. It was 
checked with different, but fixed, azimuth angles of the polarizer and gave excellent 
agreement in the dielectric functions. We used a pair of quartz Rochon prisms for 
the polarizer and analyzer. Although quartz has a better spectral response and less 
central beam deviation than calcite, it is optically active. We followed the procedure 
of optical activity correction suggested by Aspnes [1974b and 1975b] with a slightly 
different way of determining the initial polarizer and analyzer azimuths. The dark 
current noise was corrected by putting a mechanical shutter between mono-
chromator and polarizer to completely block the light source but allow other stray 
light and dark current. Repeated measurements of optical constants for the same 
sample gave less than 0.05° difference in \|/ and less than 0.2° difference in A. 
Using this ellipsometer, we measured the dielectric functions of y- and a-Ce to 
investigate the role of the 4/electron in the isostructural phase transition in the 
energy range 1.5 to 5.4 eV. The samples were thin films evaporated in an ultra high 
vacuum chamber and all the measurements were done in situ. Both phases of Ce 
were obtained by direct deposition of Ce on sapphire substrates at room 
temperature for 7-Ce and at 25 K for a-Ce. The film deposited at 25 K contains a 
negligible amount of 7-Ce [Wieliczka, 1982]. Since all measurements were done in 
the UHV chamber at pressures lower than lxlO'^0 Torr, the formation of an oxide 
layer was negligible. 
Measured dielectric functions showed a monotonie decrease of the optical 
conductivity in the measured energy range as the sample thickness increases. This 
is an indication of roughening of the surface. Therefore we analyzed the data using 
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a microscopic surface roughness model and found that the thicker the sample, the 
rougher the surface. Both overlayer thickness and void fraction increase as sample 
thickness increases. This is due to the directional growth of the randomly oriented 
fine grains. The void fraction in the bulk was negligible because we deposited Ce at 
a very slow rate of deposition, 20 Â/min. 
We repeated the cooling-heating-cooling or heating-cooling-heating cycles to see 
if there is some difference between differently cycled samples at the same 
temperature. There are indeed differences. The sample surface becomes rougher as 
the cycles are repeated and the volume fraction of a-Ce decreases, but the relative 
ratio of volume fractions of both phases and the void fraction in the bulk remains 
unchanged. At this moment we do not know whether this phenomenon is real or 
not because it is the result of a model calculation, not a direct measurement. If it is 
real, we do not know the reason for this phenomenon. We think that the strain due 
to the sapphire substrate might be the cause. 
The optical properties change upon the phase transition. This change is due to 
two effects; one is a volume effect and the other is f-sd valence band hybridization. 
The partial sum rule showed that there is very little difference in the number of 
electrons per atom, Ngff JN/^, contributing to the optical conductivity in the 
measured energy range if both phases have the same sample thickness. We 
analyzed the Ni piezo-reflectance data Qiles and Staines, 1984] and found that the 
fee metal with a partially filled d-band loses oscillator strength in this energy range 
upon volume collapse, which, in turn, causes a reduction of . If this is also 
true for Ce, then the constancy of JN/^ in the 7->a isostructural phase transition 
can be explained by the increased/-srf valence band hybridization. The 
hybridization increases upon entering the a-phase because the reduced inter-atomic 
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distance makes more overlap of wave functions. The increased hybridization makes 
the localized 4/-electron in the 7 phase become less localized in the a phase. This 
delocalized or itinerant electron contributes to the optical conductivity and "exactly" 
compensates the reduction of due to the loss of oscillator strength of the 
valence electrons. Therefore the effect of the 7-^a isostructural phase transition 
causes the increase of optical conductivity but jN^ unchanged. 
In summary, we built a vacuum rotating-analyzer-type ellipsometer to 
investigate the 7-a isostructural phase transition. The measured optical constants 
depend on the sample thickness and were analyzed using a microscopic surface 
roughness model. The fits were very good. The constancy of fNj^ was 
explained by the loss of oscillator strength of valence electron and increased/-sd 
valence band hybridization, which exactly compensate the former. 
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