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I. INTRODUCTION
Greater diversification in economic production can reduce risk, engendering financial development. In the last decade, an influential theoretical literature has formalized this relationship, noting that the interaction between production patterns in the real sector and the financial structure can shape overall economic development (Acemoglu and Zilbotti, 1997; Saint-Paul, 1992) . A common theme among these models is that causality operates in both directions. While the diversification of risk across a range of imperfectly correlated sectorscross-section diversification-can benefit the financial system, a well-developed financial system can allow a society to invest in more productive but risky projects, shaping production patterns and leading to higher levels of economic development.
How big is the impact of real sector diversification on financial development? Apart from historical studies, 2 there has been surprisingly little empirical research quantifying the relationship between the pattern of economic production-economic diversification-and the development of the financial sector. Moreover, ordinary least squares (OLS) estimates of the impact of economic diversification on the level of financial development are likely to be biased. Thus, despite the large empirical literature 3 on the relationship between finance and economic growth, little is known about the empirical relevance of arguments that the concentration of economic activity into just a few sectors is a potential obstacle to financial and thus economic development. To help evaluate these theoretical approaches to development and finance, this paper estimates the impact of economic diversification on various indicators of financial development using the exogenous variation in a country's topography.
Although the use of topographical data is new in economics 4 , our approach is firmly motivated by economic theory. Topographical characteristics such as the distribution of the land area by elevation as well as by bioclimatic (biome) classes are geophysical characteristics not commonly thought to be affected by human activity over the short term. They do however exert a powerful influence on natural endowments and on the cost of moving goods within a country. And well-developed theories of comparative advantage, as 2 See for example (North and Thomas, 1973; Wrigley, 1988; and Kennedy, 1987) . 3 See Levine (2005) for a recent survey of this literature. 4 Hoxby (2000) uses rivers and other waterways as an instrument for school district boundaries in the United States. Cutler and Glaeser (1997) use the same variable to study the impact of spatial segregation on the economic outcomes of population groups. Of course, geographical variables, such as distance from the equator and length of coastlines have been used extensively in the empirical growth and trade literatures (Barro and Sala-i-Martin, 2003; and Gallup and others, 1998) .
well as the more recent theoretical literature in economic geography, 5 suggest that these factors can influence the pattern of production.
In particular, the economic geography literature observes that transportation costs can shape the pattern of economic production in the manufacturing sector. At the same time, a vast literature on road construction documents that the variation in the terrain grade-the rise and fall of the surface area-as well as soil characteristics can exponentially affect the cost of building roadways and rail lines (Aw, 1981; Tsunokawa, 1983; Highway Research Board, 1962; Paterson, 1987) . Even after construction, the terrain also affects the time and energy required to move goods within a country and the maintenance of transport networks (World Bank, 1977) . Consistent with these theoretical arguments, we demonstrate a statistically robust relationship between topographical characteristics and diversification in the manufacturing sector, and use the exogenous variation induced by topography to estimate the impact of manufacturing sector diversification on financial sector development.
Of course, topographical characteristics can affect other relevant features of economic life apart from transportation costs, and the identification strategy also depends on conditioning on a wide variety of plausible demographic, economic, historical, and institutional observables, as well as across several specifications and estimation procedures. While both the fourth and naïve OLS estimates indicate that greater cross-sector diversification is associated with increased financial development, the fourth estimates are several times larger, suggesting that the impact of real sector diversification on the financial sector is economically large. For example, the fourth point estimates imply that a one standard deviation increase in diversification is associated with about a 0.81 standard deviation increase in the level of credit to private sector supplied by the banking system. Moreover, there is also support for the notion that the general quality of institutions and the protection of property rights can positively affect the level of financial development (Beck, Demiguc-Kunt, and Levine, 2002) , although the estimated impact of institutions is considerably smaller than real sector diversification. But when conditioned on real sector diversification, there is little evidence that historical differences in legal traditions significantly affect financial development (La Porta, and others, 1997) . Taken together, these results lend support to the large historical and theoretical literature that emphasizes a causal relationship between the pattern of economic production and the development of the financial system. Indirectly, our results imply that by impeding financial sector development, the concentration of economic activity common in developing countries can adversely affect development. This paper is organized as follows. Section II discusses the empirical framework and data, Section III presents the main results; Section IV considers various alternative specifications, and Section V concludes.
II. EMPIRICAL FRAMEWORK AND DATA OVERVIEW
An extensive theoretical literature has analyzed the self-reinforcing-relationship between economic diversification, the development of finance, and economic development. Thus, our rendition of this interaction is purposely minimal, as we develop a highly stylized example to illustrate the main empirical issues involved in estimating the impact of diversification on financial development. To this end, consider an economy with two sectors. One sector contains a single risk-free project with return r. This, for example, could be a government bond. The other sector is more productive, but risky. For simplicity, we assume that this more productive but risky sector has just two negatively correlated projects: A and B. And to make the example as stark as possible, we assume that these two projects have identical returns, R , that are perfectly negatively correlated, with R r > . More precisely, with probability p sector A (B) returns R (0), while with probability 1 p − sector A (B) returns
To illustrate the impact of the production structure on financial development, suppose both projects A and B were operational, then a risk-averse lender would lend only to the productive sector, allocating her capital, W, equally between the two projects. 
That is, the available pool of loanable funds-the level of financial development-can also shape the pattern of economic production, as it enables new projects to be undertaken. Therefore, because of this self-reinforcing relationship, OLS estimates of the impact of diversification on measures of financial development are likely to be biased. Specifically, consider a cross-section of countries, where for country i let i FID denote the level of 6 Models that do not explicitly model the formation of financial intermediaries can ignore the role of cross-sector diversification (Saint-Paul, 1993) . In this case, increased specialization can lead to more developed financial markets, because specialization concentrates risk, increasing the demand for risk-mitigating financial instruments. 
despite conditioning on a rich vector of country observables. In addition to simultaneity bias, social norms that govern credit use, nonrepayment, and general attitudes towards risk, as well as managerial and regulatory competence, are all highly persistent and difficult to observe factors that can shape both the pattern of production and financial development, leading to omitted variable bias. Also, measuring the pattern of production is subject to considerable uncertainty, and measurement error can cause OLS estimates of β to be biased downwards.
Hence, the confluence of these sources of inconsistency makes it difficult to a priori discern the direction of bias in the OLS estimate of β .
A. Topography
To consistently estimate β , we rely on the exogenous variation in a country's topography to instrument diversification in the manufacturing sector, i DIV . The geospatial data is taken from the Center for International Earth Science Information Network (CIESIN), and was assembled in 1990. We measure a country's topography using both the distribution of land area by elevation and the distribution of land area by bioclimatic 7 (biome) classes-allowing us to perform various over-identification tests. The raw elevation data list the number of square kilometers across 12 elevation levels-ranging from below 5 meters, 5 to 10 meters, 10 to 25 meters, and so forth up to above 5000 meters. The distribution of land area by biome classes lists the number of square kilometers across 16 biome categories, extending from tropical and subtropical moist broadleaf forests to rock and ice. There are 50 countries in the benchmark specification (highlighted in bold in Tables 1 and 2) , and 71 countries in more parsimonious specifications.
We summarize the distribution data using the Gini coefficient, which measures the concentration of a country's land area among the various categories. From Table 1 , although Belgium-predominantly flat-and Nepal-mostly mountainous-have the smallest degree of land area concentration by elevation, most of the land area is relatively equally distributed among the lower elevation categories in Belgium, and at higher elevation for Nepal. That is, the Gini coefficient provides information about the shape of the distribution rather than whether a country is mountainous or flat. South Africa and the bordering state of Namibia have the most unequal or concentrated land area distribution, with land area spanning nearly all 12 elevation levels, but mostly concentrated at higher elevations plateaus: over 60 percent of South Africa's land area is located between 800 and 1500 meters. To help visualize the differences in Ginis across countries, Figure 1 plots the distribution land of area by elevation for South Africa and Belgium. Intuitively, countries with land area distributed across many elevation categories, but concentrated within a single elevation category, will have higher Ginis.
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Examining topography by the distribution of land area across biome classes, Table 2 indicates that about 9 percent of the sample have Gini coefficients of zero-a homogenous distribution of land area by biome classes. All of Kuwait's land area for example is defined as desert and shrub lands, while Korea's is wholly categorized as "temperate broadleaf and mixed forests." At the other extreme, Pakistan has the most unequal distribution of land area across the biome categories; while a significant percentage of the country's land area is located in mountain grasslands and conifer forests, nearly 90 percent of the land area is classified as desert and generic shrub lands.
The link between topography and the pattern of production hinges on topography's role in shaping transportation costs. The standard setup in models of economic geography (Fujita, Krugman, and Venables, 1999) assumes that the agricultural sector uses a constant-returns-to scale technology and that labor in that sector is immobile; in contrast, production in the manufacturing sector is subject to increasing returns, and labor can move across regions; manufacturing production however requires a fixed cost, and agents' utility increases with the variety of manufactured goods. In this framework a larger market makes it profitable to incur the manufacturing fixed cost, leading to a wider variety of goods in the manufacturing sector (backward linkages).
The decision to cluster, however, depends on transportation costs. When transportation costs are sufficiently low, manufacturers can concentrate their production geographically so as to realize economies of scale. But increased geographic concentration expands the labor force within the region, creating a larger market, thereby attracting more manufacturers and the production of a wider variety of manufactured goods-greater diversification within the manufacturing sector. While these arguments suggest that transportation costs can shape the pattern of production, a substantial engineering literature has long observed that topographical characteristics can affect transportation costs.
Specifically, this literature has extensively documented the role of terrain variability and soil conditions in determining the cost of rail and road construction and maintenance, and the impact on the cost of transporting goods. For example, the evidence from road building indicates that the area of site clearance per unit road length, as well as the volume of earthwork-factors that figure prominently in the overall cost of road construction-are exponentially related to the variation in the terrain grade-the sum of ground rise plus fall in terrain elevation. Moreover, for the same horizontal distance, moving goods across variable terrain requires both more energy and more time.
9 And since these costs are eventually embedded into freight charges, natural terrain variation can induce differences in the transportation infrastructure across countries.
To help make the discussion more concrete, Table 4 LEV is associated with a 2.5 percent increase in the tonnage of goods moved per kilometer. Consistent with the engineering literature, the concentration of the land area at a given elevation, which often entails a smoother more uniform surface, either because of high elevation plateaus or low-lying plains, can affect the volume of goods transported on roads.
To gauge the robustness of this relationship, column 3 controls for population size, as well as per capita income. The i LEV coefficient is slightly higher, but more precisely estimated. Table 4 are descriptive, they do illustrate the basic result in the more rigorous engineering literature that emphasizes a connection between topographical characteristics, road construction, and transport costs.
B. Measuring the Structure of Economic Production
Measures of economic diversification are inherently sensitive to the level of aggregation. Consider again the simple example of an economy with two sectors: safe low return and more productive but risky, where the more productive sector has two possible projects: A and B . Suppose that only the risky sector was operational, with both projects A and B active. Depending on the level of aggregation, such an economy might be characterized as highly specialized, since economic activity is concentrated in only one sector. However, a finer classification method would suggest diversification, as production is ongoing in two negatively correlated projects. To address issues of aggregation, we use the United Nations Industrial Development Organization (UNIDO, 2003) database, which reports both employment and value-added shares only in the manufacturing sector at the 3-digit ISIC code. 10 We use the Gini measure-reserving alternative measures for the robustness section-to summarize the pattern of economic activity across the ISIC codes for each country. And as a robustness exercise, we use both the value-added and employment shares of manufacturing activity to construct Gini coefficients. For example, production in economies with low Gini measures are "smoothly" distributed across a wide range of activities (diversified), while economies with high Gini measures are specialized or concentrated in just a few activities.
III. MAIN RESULTS

A. First Stage
Before turning to the fourth results, this subsection documents the conditional correlation between the distribution of land area across terrain grade, i LEV , biome classes, i BIO and the pattern of production i DIV in the base specification. Because the level of financial development can affect economic activity through several channels, we establish our main results within a relatively parsimonious framework to avoid including other potentially endogenous regressors. In developing the core specification, although i LEV and i BIO are geophysical features largely exogenous with respect to human activity, they can more generally impact demographic variables and the spatial distribution of economic activity. For example, topographical characteristics can affect population density or urbanizationvariables which in turn might affect financial development.
11 Thus, the core specification, a cross-section of 50 countries with data averaged from 1990-2000, includes population density, urbanization, and the log of total population, and assumes that conditioned on these variables, The negative relationship between concentration in the land area by elevation and valueadded output in the manufacturing sector is consistent with the idea that populations may systematically cluster to reduce transport costs when the terrain varies across many elevations, but is concentrated at a particular elevation level. Clustering in turn can lead to a larger market size and an increased variety of products in the manufacturing sector. Figure 3 plots the conditional correlation between the two variables, indicating that the OLS estimate in Table 5 is driven by influential observations. To further gauge the sensitivity of this relationship to influential observations, column 4 estimates the conditional median, producing estimates of similar precision and magnitude to those obtained using OLS from column 2.
Column 2 of Table 5 We emphasize however that while the direction of the correlations are consistent with some predictions from the economic geography literature, they are not formal tests. Multiple equilibria figure prominently in the theoretical literature-a feature not captured by the linear specifications in Table 5. 14 Nevertheless, the robust correlations in Table 5 provide a plausible source of exogenous variation to consistently estimate equation. However, it is well known that instrumental variables estimators can be biased in small samples, especially if the instruments are weak (Bound and others, 1995) 15 . Thus, we report results using both the twostage least squares (2SLS) and limited information maximum likelihood estimators (LIML), since the latter is known to have better small sample properties (Davidson and McKinnon, 1993) .
B. Second Stage: The Impact of Economic Diversification on Financial Development
Using the core specification for a cross-section of 50 countries with data averaged over the period 1990-2000, this subsection examines the impact of manufacturing sector diversification on various indicators of financial development. Measures of the willingness and ability of the financial system to supply credit are often imperfect, and we use a variety of common indicators of financial development. Table 6 uses credit issued by deposit money banks to the private sector as a share of GDP ( )
PCD GDP as the dependant variable.
PCD GDP conveys the extent to which savings are channeled to investors-as opposed to the public sector-and is a reasonable empirical analogue to the notion of financial intermediation discussed in the theoretical literature. Although it does not distinguish between claims of deposit money banks on the private or public sector, Table 7 uses claims on the domestic real nonfinancial sector by deposit money 15 Moreover, weak instruments can magnify even small deviations from our identification assumption. To see this point clearly, we treat topographical instruments as a scalar ( ) banks as a share of central bank assets ( _ i DMB CB ) as another common indicator of overall financial development (King and Levine, 1993; Beck, Levine, and Loayza, 1998) . From columns 2-4, _ i DIV VA is negatively associated with _ i DMB CB ; both the LIML and 2SLS estimates are similar and remain considerably larger than the OLS coefficient-about twice as large in this case. Moreover, the economic impact of _ i DIV VA is substantial; from column 2, a one standard deviation increase is associated with a 0.75 standard deviation decrease in _ i DMB CB . And as with _ i PCD GDP , the estimates are also robust when using the employment-based measure of diversification and are about 50 percent larger that those obtained from _ i DIV VA .
The fourth estimates in the baseline specification suggest that economic diversification can have a large impact on indicators of financial development. The analysis now incorporates alternative explanations of financial development, both to assess the robustness of our identification assumption as well as to compare the impact of diversification relative to these other explanations. In particular, an influential empirical literature has suggested that differences in legal systems can help explain cross-country differences in financial sector development (La Porta and others, 1998) . Legal systems vary in their apportioning of rights between creditors and debtors, and this literature argues that systems that make it costly to enforce debt contracts can raise the cost of credit and can influence ownership concentration and also the pattern of economic production (Jensen and Meckling, 1976) .
In addition to the legal infrastructure, recent arguments have observed that the security of property rights and the quality of the more general institutions that govern economic transactions can also shape both the development of finance and the real sector. According to this literature, climate and geography can shape a country, colonial experience, determining the post-colonial political system and the overall institutions that govern the interaction between the individual and the state-fundamental factors that seem to affect long run economic (Acemoglu and others, 2001 ) and financial development (Beck and others, 2003) .
To incorporate these two explanations into our base specification, we differentiate between the two most widespread legal traditions, using an indicator variable that equals one if a country's legal origin is English and zero otherwise, and a similarly defined indicator variable for French legal origin. 16 To capture more general notions of institutional quality, we also include an index that measures how well the government protects private property. Directly conditioning on these institutional and historical variables reduces the possibility that our topographical instruments might affect financial development through these institutional and legal channels. Also, while our topographical instruments are conceptually distinct from the geographic variables associated with long-run institutions, we also directly include those geographic variables common in the trade and growth literature as an additional check on our identification assumption. Specifically, we include a country's latitude-the absolute value of latitude, scaled to lie between zero and one; as well as whether a country is landlocked-as summarized by an indicator variable. PCD GDP , and the fourth coefficients remain about three times larger than the OLS estimate, although the estimates in Table 8 are generally about 20 percent smaller than the core specification in Table 6 . Likewise, the estimates using _ i DIV EM remain larger than those obtained using _ i DIV VA . Among the geographic and institutional variables, only the index of state protection of private property rights is significantly related to _ i PCD GDP (p-value=0.01). And a one standard deviation increase in the property rights index is associated with a 0.41 standard deviation increase _ i PCD GDP -an impact that while sizable, is considerably smaller than the impact associated with diversification. To gauge the effects of collinearity on the precision of the geographic and institutional estimates, column 8 drops the private property rights index from the specification; the results are nearly unchanged compared with column 2. Table 9 uses a similar approach to study the impact of diversification on claims on the domestic real nonfinancial sector by deposit money banks as a share of central bank assets ( ) _ i DMB CB . As with _ i PCD GDP , the fourth estimates continue to suggest a large role for diversification in shaping financial depth and are slightly smaller than those in the core specification (Table 7) . For example, the LIML estimate in column 2 implies that a one standard deviation increase in _ i DIV VA is associated with a 0.68 standard deviation decrease in _ i DMB CB -the implied impact using _ i DIV EM is about 27 percent larger. Also, the impact of diversification continues to be much larger than the various institutional and geographic variables, most of which are not significant. Thus, the impact of economic diversification on financial development remains robust and large after controlling for alternative determinants of financial development and plausible alternative channels through which our instruments might influence financial development.
IV. SENSITIVITY ANALYSES A. Further Endogeneity Tests
Compared to OLS, the fourth estimates derived from the variation in topography suggest a large role for economic diversification in shaping financial development. And our identification assumption has not been refuted by the standard omnibus overidentification tests. But these tests often have limited power to detect invalid instruments, and because economic theory does not provide a complete list of the causal determinants of financial development, the validity of our fourth approach, while plausible, is fundamentally unknowable. Nevertheless, to further assess the plausibility, this subsection considers whether our biome measure of topography might be endogenous.
Specifically, economic and demographic pressures can lead to deforestation and desertification, fundamentally changing ecological systems, and the biome measure of topography can reflect these demographic and social forces. However, these forces might be closely linked to financial and economic development, making the biome variable potentially endogenous. In contrast, the distribution of land area by elevation is more likely to be exogenous to human activity, especially when considered over a decade. 17 Thus, we use a Hausman test based on this difference in the plausibility of our two instruments.
The underlying logic behind this approach is that we have more a priori confidence in the exogeneity of the elevation-based instrument 
B. Predetermined Regressors
The topographic instruments for diversification appear plausible, but the fourth estimates can still be inconsistent if shocks to financial development over the 1990s also influenced the other regressors. While the extent of this inconsistency is likely to be limited given how slowly demographic variables evolve, Table 11 nevertheless uses lagged values of the regressors. Specifically, Table 11 estimates the base specification using the diversification and financial development measures observed in the 1990s, but uses instead the average values of urbanization, population density, and population levels observed from 1970-79. Lagging the demographic regressors by at least a decade reduces the potential for biased estimates due to the possible correlation between shocks to financial development observed over the 1990s and the various demographic variables also observed over the 1990s. For parsimony, Table 11 presents the LIML results using the valued-added measure of diversification.
From columns 2 and 3, the estimated impact of diversification on the two measures of financial development are nearly identical to those obtained earlier (Tables 6 and 7) . Moreover, the coefficients using the lagged demographic variables are also quite similar to those derived using the averaged values over the 1990s. As a further robustness check, columns 4 and 5 also include per capita income averaged from 1970-79. Per capita income is closely related to the level of financial development, and using lagged values reduce the potential for biased estimates. But despite the potential endogeneity of income, its inclusion helps in gauging whether, by directly affecting income levels, the topographical instruments influence financial development beyond their impact on diversification. From columns 4 and 5 of Table 11 , the diversification coefficients in the _ i PCD GDP and _ i DMB CB specifications are respectively 30 and 3 percent smaller than the estimates in Tables 6 and 7-differences that lie within the sampling error.
C. Alternative Distribution Measures
Measures of concentration can be sensitive to the shape of the underlying distribution, and ignoring intergroup inequality can generate biased Gini coefficients in grouped data. To assess the sensitivity of the results to the Gini concentration measure, we use two wellknown additional methods to summarize the distribution data on land area by elevation, biome classes, and economic activity in the manufacturing sector: the Theil Index and the mean log deviation. These results are reported in Tables 12 and 13 , where for brevity, we show only the LIML estimates. These alternative measures of diversification produce results that are quantitatively very similar to those obtained using the Gini metric. In the case of claims on the domestic real nonfinancial sector by deposit money banks as a share of central bank assets ( ) _ i DMB CB , for example, one standard deviation increases in the Theil Index and the mean log deviation imply respectively a 0.69 and 0.67 standard deviation declines in _ i DMB CB .
While the preceding measures of concentration are useful in summarizing the distribution of data grouped into qualitative categories-biomes or industry codes-these measures may not fully capture variation among quantitative groups like land elevation. Thus, we also compute the weighted variance of a country's elevation. For each of the 12 elevation categories, we select the midpoint i e as the relevant elevation level within category i ; 18 likewise, let by that category's share of land area. Thus, higher variances indicate a greater dispersion in the land area from its mean elevation level.
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Columns 4 and 7 of Tables 12 and 13 combine this approach to measuring elevation variation with the mean log deviation measures for economic diversification and biome classes. Despite the slightly weaker first-stage correlation between the diversification measures and the elevation variance, the estimated impact of diversification-both value-added and employment measures-on _ i PCD GDP (Table 12 ) are little changed. However, in the case of _ i DMB CB , the point estimates are smaller and less precisely estimated than those obtained when the variation in elevation is summarized using the mean log deviation.
D. Alternative Samples and Years
Using the base specification, columns 2 and 3 of Table 13 present results for only the 31 developing countries in the sample. From column 2, the estimated impact of
PCD GDP is nearly identical to the overall sample, but not significant at conventional levels (p-value=0.17). Column 3 uses _ i DMB CB as the dependant variable. In this case, the _ i DIV VA coefficient is about 25 percent larger than the overall sample and is statistically significant (p-value=0.02). By excluding the institutional and historical variables, the core specification allows for a larger sample of countries, increasing the sample size by about 42 percent. For this larger sample, column 4 of Table 13 indicates that the impact of
PCD GDP is robust (p-value=0.06) and remains very similar in magnitude to the point estimate in Table 6 . However, examining the impact of _ i DIV VA on _ i DMB CB reveals that while the point estimate is again similar to the overall sample, it is not significant (pvalue=0.18). As a further robustness exercise, columns 6 and 7 consider the base specification, but with data averaged from 1980-89. The resulting cross-section consists of 49 countries. The diversification point estimates are robust and little changed compared with the 1990s estimates in Tables 6 and 7 , as well as with the various subsamples in columns 2-5. Therefore, while the impact of diversification on financial development is relatively stable across various subsamples, the precision of the fourth estimates can be sensitive to the sample.
E. Other Indicators of Financial Development
By shaping the risk profile of lending portfolios, diversification may also affect the ability of the banking system to attract savings, and thus, the supply of credit. 
V. DISCUSSION
Building on the idea that development involves finance as well as goods, a large and influential theoretical literature has explored the causal connections between the advance of financial intermediation, the pattern of production, and economic development. An empirical literature, of perhaps similar volume, has investigated one side of this causal channel, documenting a large and robust impact by financial development on economic growth. There is, however, considerably less empirical evidence on the link between the pattern of production and financial development. Using the exogenous variation in topographical characteristics, this paper has presented instrumental variables estimates suggesting that the pattern of economic production can have a robust and economically large impact on financial development.
Across a range of specifications, estimators, and measures, economies that have more concentrated manufacturing sectors typically have lower levels of deposits in money banks, deposit money bank assets relative to central bank assets, and lower levels of credit provided by deposit money banks to the private sector. Moreover, while there is little evidence that differences in legal traditions systematically explain cross-country variation in financial development, institutional quality does seem to have an impact. These results lend support to a key channel emphasized in the development and finance literature, namely that the concentration of economic activity into just a few sectors can hinder financial development and thus constrain economic development.
When our results are interpreted in this context, they help to understand why many developing countries often remain specialized in exploiting their natural resource endowments, with their financial sectors mainly subsisting on safe government bonds. Of course, whether or not our estimates are large enough to generate multiple equilibria and development traps-a common result in the literature-is a question left for future research. In addition, while we do not view the first-stage results as a formal test of the economic geography or other trade theories, the very large and robust relationship between the topographical instruments and manufacturing sector production patterns, and their subsequent impact on financial development, invite speculation as to the power of natural characteristics-geography, topography, etc.-to shape long-run economic development and is also an interesting area for future research.
That said, while the various specifications, methodologies and endogeneity tests suggest that our instrumental variables approach is plausible, the capacity of economic theory to impose robust exclusion restrictions is limited, and we view the consistency of our results with caution. For example, country borders are not randomly distributed but reflect a complex interplay between political and economic factors, as well as changing military technologies. Over time, these forces may determine not only the geophysical characteristics of national political boundaries, but plausibly the production patterns and the level of financial development within those boundaries, thereby leading to potentially biased fourth estimates when based on topography. Therefore, while our approach is the first attempt to estimate the impact of the real sector on finance, future research that is able to exploit other plausible exogenous variation in the pattern of production would help in understanding the very important links between development and finance. 1/ Countries in the core specification sample are in bold.
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