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Abstract
Multiple Object Tracking accuracy and precision
(MOTA and MOTP) are two standard and widely-used met-
rics to assess the quality of multiple object trackers. They
are specifically designed to encode the challenges and dif-
ficulties of tracking multiple objects. To directly optimize a
tracker based on MOTA and MOTP is difficult, since both
the metrics are strongly rely on the Hungarian algorithm,
which are non-differentiable. We propose a differentiable
proxy for the MOTA and MOTP, thus allowing to train a
deep multiple-object tracker by directly optimizing (a proxy
of) the standard MOT metrics. The proposed approximation
is based on a bidirectional recurrent network that inputs
the object-to-hypothesis distance matrix and outputs the op-
timal hypothesis-to-object association, thus emulating the
Hungarian algorithm. Followed by a differentiable module,
the estimated association is used to compute the MOTA and
MOTP. The experimental study demonstrates the benefits of
this differentiable framework on two recent deep trackers
over the MOT17 dataset. Moreover, the code is publicly
available from https://gitlab.inria.fr/yixu/
deepmot.
1. Introduction
Object tracking is one of the core scientific challenges of
computer vision. In the recent past, thanks to the advances
of neural networks, great progress has been achieved in ob-
ject tracking [42, 28, 46, 27, 11, 10]. Most of the research
in visual tracking deals with single object tracking (SOT),1
where the main difficulties are (i) the properly modeling of
the target dynamics and (ii) the learning of a robust appear-
ance model. In addition to the challenges of the single-
object tracking, the complexity of multiple object track-
ing is further characterized by the data-to-track assignment
1In this paper SOT may refer to single object tracking or to single object
tracker depending on the context. The same holds for MOT.
problem [5]. Indeed, when dealing with tracking of mul-
tiple objects, one needs to associate data points (i.e. detec-
tions) to each of the tracks. Data association is essential not
only at inference time, where the detections must be associ-
ated to different tracks, but also at evaluation time (training
and performance evalution), where the inferred tracks have
to be associated to the ground-truth. We will rather focus
in the latter. Furthermore, these assignment problems are
combinatorial and global. Combinatorial, because there is
a number of assignment possibilities exponentially growing
with the number of elements to be associated (tracks) and
polynomially growing with the number of elements to be
associated to (ground-truth objects). Global, because the
decision has to be taken, considering the distance between
all inferred tracks and all ground-truth objects. Moreover,
both the number of inferred tracks and ground-truth objects
vary over time, and therefore any assignment method must
be able to cope with input distance matrices of variable size.
Traditionally, this generic assignment problem has been
addressed with the Hungarian or Munkres algorithm [22].
In the case of MOT, a modified version of the Hungar-
ian algorithm is used to assign tracks to ground-truth ob-
jects [6]. On one side, there can be a different number of
tracks and ground-truth objects. On the other side, when the
distance between a track and a ground-truth object exceeds
a threshold, we should avoid this assignment (see [6] for
more details). Therefore, not all tracks will be associated to
a ground-truth object, and not all ground-truth objects will
have an associated track. In an extreme case, there could
be no associations at all at a given frame. What the stan-
dard and the modified Hungarian algorithms have in com-
mon is that the optimal assignment cannot be expressed as
a differentiable function of the input distance matrix. This
is problematic when one wishes to use MOTA or MOTP
as training loss for a deep multiple object tracker. Current
deep trackers are trained with ad-hoc differentiable losses
that have little or nothing to do with MOTA or MOTP.
In this paper, we introduce a differentiable operator that
approximates the Hungarian algorithm like in [6]. To
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that aim, we use recurrent neural networks, and we call it
deep Hungarian network (DHN). Once trained, the DHN
can be used in two different ways. Firstly, to provide an
approximation of the optimal track-to-ground-truth assign-
ment, that is differentiable w.r.t. the distance matrix (and
thus to approximate MOTA and MOTP to directly train deep
MOT). Secondly, to convert any fully trainable deep single-
object tracker, into a deep multiple object tracker. Indeed,
the tracks can be inferred from a purely MOT method, from
several SOT methods running in parallel, or from any com-
bination of MOT and SOT methods working in parallel.
The rest of the paper is structured as follows. We first
discuss works related to ours. We then present the struc-
ture of the overall pipeline, including the deep Hungarian
network (DHN) and the operators to compute the MOTA
and MOTP metrics. After, we evaluate the usefulness of
the proposed pipeline in several ways. First, the advantages
of the proposed training framework compared with stan-
dard losses are shown and discussed. Second, we show that
thanks to the proposed training framework, a single-object
tracker can achieve state-of-the-art multiple object online-
tracking performance.
2. Related Work
2.1. Single Object Tracking
Single object tracking (SOT) methods [11, 10] aim to
learn discriminative models to track one object and sepa-
rate it from the background. A simple feed-forward regres-
sion network learning a generic relationship between object
motion and appearance was proposed in [15]. Moreover,
siamese trackers [42, 28, 46, 27] have recently achieved
state-of-the-art performance. The original siamese tracker
was proposed in [42], which is based on a correlation filter
learner. It is able to extract deep features that are tightly
coupled with the correlation filter. An extension of the
siamese tracker using region proposal networks (RPN) was
introduced in [28]. It employs the siamese subnetwork for
feature extraction and the RPN to perform classification and
regression. Most of recent SOT trackers can be trained end-
to-end, but their performance significantly drops when ap-
plied directly to MOT.
2.2. Multiple Object Tracking
Multiple object tracking often follows the tracking-by-
detection paradigm. Unlike single object tracking, the goal
of a MOT tracker is to solve the data association problem.
Standard benchmarks are proposed in [25, 31] for pedestri-
ans tracking. Based on whether the algorithms use future
information, MOT methods can be split into online and of-
fline tracking.
Offline MOT [39] formulates the multi-person tracking
by a multi-cut problem and use a pair-wise feature which is
robust to occlusions. Person re-identification methods have
been combined into a tracking framework in [40]. More-
over, [17] solves the problem by co-clustering the low-level
feature point motions from optical flow and the high-level
bounding-box trajectories. Quadruplet convolutional neural
networks are used in [38]. They perform metric learning for
target appearances together with the temporal adjacencies,
which is then used for data association. In addition, [19]
proposes a bilinear LSTM to learn the long-term appearance
models, where the memory and the input have a linear rela-
tionship. An iterative multiple hypothesis tracking (MHT)
is proposed in [37], which includes the prior association in-
formation from the previous frames. [16] fuses both the
head and full-body detection into one tracking framework.
Another approach is proposed in [24], which introduces a
Siamese network. It encodes both the appearance informa-
tion from the RGB image and the motion information from
the optical-flow map. The obtained features are then pro-
cessed by a linear programming based tracker.
Online MOT [1, 4] formulate the problem in a prob-
abilistic framework, then use a variational expectation-
maximization algorithm to find the track solution. More-
over, [9] proposes an aggregated local flow descriptor which
encodes the relative motion pattern and then performs track-
ing. Another solution is proposed in [43], which uses
Markov Decision Processes and reinforcement learning for
the best data association. Alternatively, [35] presents a
framework based on Recurrent Neural Networks (RNN).
The dynamics of the appearance change, motion, and peo-
ple interactions are modeled independently by a RNN. Then
different information are fused together with a convolu-
tional network. Besides, a model with dual matching atten-
tion networks is introduced by [45], which uses both spatial
and temporal attention mechanisms. The estimation of the
detection confidence is realized in [2], where the detections
with different scores are then clustered into different classes
and they are processed separately. [32] proposes a recurrent
neural network (RNN) based method for both motion dy-
namics and detection-to-track data association and further
explored it to NP-hard problems [33]. Finally, in [36] an
optical-flow based approach is proposed.
2.3. Single vs. Multiple Object Trackers
Multiple object tracking frameworks have the clear ad-
vantage to be able to address the MOT problem, but most
of the existing trackers are not trainable end-to-end. On the
contrary, the literature on end-to-end trainable single ob-
ject trackers is much more mature, but adapting to multiple-
object tracking is still unclear and tracker-dependent. In this
2
Figure 1. Overview of the DeepMOT training framework.
paper, we propose a deep proxy for the standard MOT met-
rics: a deep recurrent network that emulates the Hungarian
algorithm. Interestingly, this allows us to directly use – and
train – end-to-end trainable single object trackers, for mul-
tiple object tracking. Therefore, our formulation allows us
to take full advantage of the maturity of the single object
tracking literature and to train these trackers in an end-to-
end fashion, to tackle the multiple object tracking problem.
3. Problem Formulation
The objective of MOT is to predict the trajectories of all
objects at each time step, including their bounding boxes
and associated identities. First, the trajectory should be pre-
cise in the sense that each bounding box should enclose its
associated object well. Second, the trajectories should be
accurate, meaning that only real objects and all of them
should be captured (no clutter objects or missed objects)
by the bounding boxes; and each trajectory should always
have a unique and consistent identity through time. These
properties are respectively measured by MOTP and MOTA.
With the emergence of deep learning, people address the
MOT problem with (deep) neural networks, mainly by con-
structing robust models that capture information about mo-
tion, appearance and/or object interactions [35, 45]. How-
ever, an end-to-end training framework with a dedicated
loss function for MOT remains undiscovered. As our first
contribution, we propose a differentiable approximation of
the two common MOT performance metrics, MOTA and
MOTP, so that any trainable MOT method can be optimised
to maximise these (now differentiable) metrics.
As an intermediate component for calculating the MOT
metrics, the Hungarian algorithm ofO(n3) time complexity
give an approximated solution to the linear sum assignment
problem (LSAP) by minimizing the sum distance of as-
signing ground-truth bounding boxes to the predicted ones.
Given the algorithmic nature of this operation, no gradient
of the metrics with respect to the predicted bounding boxes
can be computed. And therefore the standard MOTA and
MOTP cannot be used as optimisation criteria. To solve
this problem, we propose a Deep Hungarian Network, or
DHN, which can be seen as a differentiable function that
approximates the Hungarian algorithm. In this way, the full
pipeline is differentiable and the gradient of the (approxi-
mated) MOT loss can be back-propagated to any trainable
MOT methods.
4. Methodology
Figure 1 shows the overview of the proposed method.
Taking tracking pedestrians in a video sequence as an exam-
ple, at time t, several single object trackers are used to track
multiple people, providingNt estimated bounding boxes (e-
bb), Xt1, . . . ,XtNt , Xtn ∈ R4, ∀t, n. These estimates
are then compared to the Mt ground-truth bounding boxes
(gt-bb), Ot1, . . . ,OtMt , Otm ∈ R4, ∀t,m. The pair-wise
distance between e-bb and gt-bb is stored in a distance ma-
trix Dt ∈ RNt×Mt . The proposed deep Hungarian network
is then used to estimate the optimal soft-assignment matrix
At ∈ [0, 1]Nt×Mt . Finally, the expected values of MOTA
and MOTP, MOTA and MOTP are computed from At and
Dt. If all septs used to compute these expected values are
differentiable, then we would be able to train the tracking
network(s) by directly optimising MOTA and MOTP.
The remaining of the section is split in two blocks, cor-
responding to the green and blue boxes of Figure 1. We
first describe the tracking systems, based on state-of-the-art
single object trackers, together with the birth and death pro-
cesses. Then, we present the structure of the deep Hungar-
ian network and provide details on how MOTA and MOTP
are computed. Importantly, the training is done in two
stages (see details in the experimental sections): training,
once and for all, of the DHN and training the tracking net-
work(s) with the DHN’s weights fixed.
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4.1. MOT Pipeline
4.1.1 MOT by SOT
DeepMOT is able to train any tracking method that outputs
multiple bounding box estimates. This includes running
several SOT methods in parallel. In this paper, as detailed
later on, we instantiate two different single object track-
ers [15, 29]. At time t, and for each tracked person n, both
trackers expect a reference image Rtn ∈ RH×W×C , encod-
ing the appearance information of the target to track, and
a search image Stn ∈ RH′×W ′×C . The key idea of these
trackers is to extract visual features from Rtn, and use them
as convolutional kernels for the visual features of Stn. In
this way, these trackers are able to output an estimate of the
bounding box of object n at time t, Xtn. Importantly, the
search region Stn is obtained from the previous estimated
object bounding box X(t−1)n, thus making the reasonable
assumption that the target is not moving too fast but in the
vicinity of its previous position, this assumption encodes the
motion information of the target and it is commonly used
for tracking pedestrians and common objects.
More formally, we represent the search of the reference
image within the search image as a function, SOT of Rtn,
Stn and the weights of the SOT network, WSOT:
Xtn = SOT (Rtn,Stn,WSOT), ∀n. (1)
At test time, we output all Xtn and check for new/idle
tracks by means of the birth and death processes (see Sec-
tion 4.1.2). At training time, we exploit the Xtn’s (e-bb)
together with the Otm’s (gt-bb) to compute MOTA and
MOTP as a differentiable function of the Xtn’s. The first
step to do so, is to compute the pair-wise distance between
the estimated and ground-truth bounding boxes. Gener-
ally speaking, we could use any (differentiable) distance.
The commonly-used metric for measuring the similarity be-
tween two bounding boxes is intersection over union (IoU,
also named Jaccard index). However, if two bounding boxes
have no intersection, the distance 1− IoU will always be a
constant value 1. The gradient from the loss will be 0 and
WSOT can not be updated through training. For this reason,
we calculate Dtnm, the (n,m)-th element of the matrix Dt,
by using the combination of Euclidean center-point distance
and 1− IoU, formally written as:
Dtnm =
L2(Xtn,Otm) + (1− IoU(Xtn,Otm))
2
, (2)
where the L2(·) term is the Euclidean distance normalized
w.r.t. the image size and IoU itself is also within the range
[0, 1]. For any distance Dtnm, we then have Dtnm ∈ [0, 1].
The distance matrix Dt is the input of the DeepMOT loss
module that is discussed in Section 4.2.
4.1.2 Birth and Death Processes
During test time, we use visual detections provided from
MOT dataset [31] to initialize tracks and give birth to new
identities. If the IoU of a detection Y tk with any track
bounding box Xtn is smaller than a threshold ξ, Y tk is
then considered as a birth candidate. To avoid false positive
detections, if during L consecutive frames, a sequence of
bounding boxes in birth candidates has an IoU, with each
other, higher than a threshold τ , it is considered as a new
track. Moreover, a track having no overlap with any de-
tection is considered as invisible, and is removed from the
tracking results. If a track is considered as invisible for Q
frames, it will be removed from the tracking list. However,
if the same track reappears, it will be recovered with the
same identity as before. During training time, we replace
the detections with ground-truth augmented with noise (see
details in Section 6 Implementation details), and the same
birth and death processes are applied but with different L
and Q.
4.2. DeepMOT training framework
In order to train MOT methods to directly optimise
MOTA ad MOTP, we first need to define two functions
MOTA and MOTP that are differentiable and that approx-
imate the original MOT metrics. As shown in Figure 1,
these approximations are computed in two steps, inspired
from the original MOT metrics. First, the deep Hungarian
network estimates the optimal soft-assignment At from the
distance matrix Dt. Second, the MOT metrics are approx-
imated from At and Dt. The details of these two steps are
presented in the following.
4.2.1 DHN: Deep Hungarian Network
The aim of the DHN is to compute the optimal soft-
assignment matrix At from the input distance matrix Dt.
We recall that the original Hungarian algorithm takes Dt as
the input and provides the optimal binary assignment ma-
trix A∗t , i.e. the one that minimizes the sum distance cost.
The elementA∗tnm represents the assignment decision made
by the Hungarian algorithm for the n-th track and the m-th
ground truth. If track n is assigned to ground truthm at time
t, then A∗tnm = 1 and 0 otherwise. Importantly, the assign-
ment algorithm used for MOT [6] is inspired by, but not ex-
actly, the original Hungarian algorithm. Indeed, two main
differences hold: (i) the number of estimated and ground
truth bounding boxes may not be the same and (ii) beyond
a certain distance threshold τd, assignments should not be
performed. This means that, in an extreme case, the optimal
assignment for MOT could be empty (i.e. no assignments
4
Figure 2. Overview of Deep Hungarian Net structure.
made), while for the original Hungarian algorithm, this so-
lution is not possible. We will train the proposed DHN ac-
cording to the MOT optimal assignment, rather than accord-
ing to the one from the original Hungarian algorithm. How-
ever, the methodology presented remains generic and could
be used to learn the behavior of the Hungarian algorithm.
The design of the proposed DHN is based on two ideas.
First, the network should deal with distance matrices whose
size varies over time. Second, the receptive field of all ele-
ments of At should be the whole Dt, since the decision of
the optimal assignment is global. While a fully convolu-
tional approach could account for the first issue, large input
matrices would imply partial receptive fields: the decision
would be local and not global. The alternative is to use bi-
directional recurrent neural networks (BiRNN).
More precisely, the structure of DHN is illustrated in
Fig. 2. Since Dt is a two-dimensional matrix, two BiRNNs,
with different weights and inputs, are sequentially applied
in order to receive information from elements in Dt in a
row-wise and in a column-wise direction. First, Dt, flat-
tened in the row-wise order, is input into the first BiRNN
having hidden units of size h. and it outputs a sequence con-
taining N ×M elements. Each element is a vector of size
2 × h. Second, we reshape the output sequence into a ten-
sor, named first-stage hidden representation of size N ×M ,
with depth of 2×h. After, we perform a column-wise flatten
operation before inputting to the second BiRNN, which pro-
duces the second-stage hidden representation, having same
size as the first-stage representation. At that point, the
second-stage hidden representation is flattened and given
to three fully-connected (FC) layers. They operate inde-
pendently for each of the N ×M vectors of length 2 × h
(therefore they are independent to the size of Dt). We apply
the sigmoid function to the output after FC layers. Finally,
after reshaping, we obtain At.
This (now differentiable) operation is formalised as a
function DHN :
At = DHN(Dt,WDHN), (3)
whereWDHN are the weights of the BiRNN and the channel-
wise fully connected layers. Importantly, this formalism al-
lows us to write the assignment matrix At as a differentiable
function of the distance matrix Dt. As described in [6],
the input distance values larger than a threshold τd should
not lead to an assignment, and are therefore multiplied by a
large scaling factor inf before input to the DHN. The train-
ing procedure of the DHN is discussed later on (see Sec-
tion 5). Once trained, the DHN is used for training MOT
methods, but not updated anymore.
4.2.2 MOTAt and MOTPt
Once the optimal assignment At is estimated, we need to
compute (a differentiable approximation of) the MOT met-
rics, MOTA and MOTP. First of all, we quickly recall the
definitions of MOTA and MOTP, see also [6]. Staying in
the previous example of tracking pedestrians, if a track is
matched to a ground truth (a match means that at time t,
a ground-truth identity is assigned to a track. The match-
ing criterion can vary according to applications, commonly,
an IoU of two bounding boxes larger than 0.5 is consid-
ered as a match), the track is considered as a true positive
(TPt). Otherwise, it is a false positive (FPt) and a missed
ground-truth is considered as a false negative (FNt). For a
track marked as TP at time t and at the most recent previous
time step, if it is assigned to different ground truth identi-
fies, then it counts as identity switch (IDSwt). Now MOTA
is formally defined as:
MOTA = 1−
∑
t(FPt + FNt + IDSwt)∑
tMt
. (4)
MOTP calculates the average of distances of bounding
boxes among all the TPt tracks and their associated ground
truth bounding boxes, formally defined as:
MOTP =
∑
t
∑
A∗tnm=1
Dtnm∑
t TPt
. (5)
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We are now left with the task of computing FNt, FPt and
IDSwt as a differentiable function of At and Dt. These op-
erations are illustrated in Fig 3 (N = M = 3, as a simple
example). FNt and FPt are computed with similar opera-
tions. To estimate FNt, we append a row filled with a basis
value δ to At, and apply column-wise softmax, thus obtain-
ing Art . Intuitively, if all elements of column m of At are
smaller than δ, then Art(Nt+1)m will be close to one. Anal-
ogously for FPt: a column filled with δ is appended and
row-wise softmax is applied, obtaining Act . Then, the sum
of the Nt + 1-th row of Art and of the Mt + 1-th column
of Act provide an estimate of FNt and FPt respectively. We
interpret this as expected values and write:
FNt =
∑
m
Art(Nt+1)m, FPt =
∑
n
Actn(Mt+1). (6)
To compute IDSwt as well as MOTPt, we need a hard as-
signment to build binary assignment mask Abt and this can
be done by positioning TPs knowing FNs and FPs. Abt is
just served as a selective mask and has no gradient to be
back-propagated but IDSwt and MOTPt do as shown be-
low.
In order to compute the identity switches, we need to
record and update historical track-ground truth identities as-
sociations knowing TPt, named HIDt. We first construct a
binary hard assignment mask Abt−1 with HID(t−1) for all
ground-truth objects at time t (new objects at time t can be
filled the way as in Abt). We then compute the element-wise
product2 of its complementary 1− Abt−1 with Art , and sum
up (except the last Nt + 1-th row), leading to:
IDSwt =
Nt,Mt∑
n,m
(1−Ab(t−1)nm)Artnm. (7)
We can now define the expected value of MOTA as:
MOTAt = 1− FPt + FNt + IDSwt
Mt
. (8)
From Abt , we compute the expected value of MOTP:
MOTPt =
∑
n,mA
b
tnmDtnm
|TPt| . (9)
Since MOTA is to be maximized and MOTP to be min-
imized, the proposed DeepMOT loss at each time step t
writes:
LDeepMOT = 1−MOTAt + λMOTPt, (10)
2The necessary column and row additions and deletions must be per-
formed accordingly to the birth and death processes. Importantly, the dele-
tions and additions will never have an effect in the identity switches and the
ordering of tracks and ground-truth objects in Abt−1 should be consistent
to Art .
Figure 3. DeepMOT Loss.
where λ is a calibration factor.
By minimizing LDeepMOT, we are minimizing all artifacts
associated to the MOT problem: false positives, missed ob-
jects, identity switches and inprecise predictions. In prac-
tice, we are explicitly telling to the MOT method in which
respect the output bounding boxes should be modified to
reduce all these artifacts.
5. Experiments on DHN
In this section, we first present the training details of
DHN. Secondly, we compare different settings and struc-
tures of DHN and evaluate their performance in terms of
the assignment accuracy. Finally, we further study the in-
fluence of different structures on MOT performance. Ex-
tensive tracking results are reported in Section 6.
Data simulation: To train the DHN, we generate distance
matrices D of gts and detections bounding boxes provided
by the MOT challenge datasets (MOT 15-17) [25, 31]. A
threshold uniformly distributed between 0 and 1 is applied
to D to augment data. D are then input to the Hungarian
algorithm from [6] to get the corresponding A∗. The latter
is a binary matrix, where 1 represents a match, else 0. In
other words, we create a data set with simulated pairs of
matrices (D and A∗), separated into 114,483 matrices for
training and 17,880 for testing.
Network training: DHN is trained as a two-dimensional
binary classification task. Focal loss [30] using a modulat-
ing factor γ = 2 is applied. Since in all A∗, the number of
zeros n0 is much larger than that of ones, denoted as n1, we
balance the data by weighting the loss, w1 for the positive
6
Structure Recurrent unit WA (%,↑)
RNN A GRU 92.88
RNN B GRU 89.56
RNN A LSTM 88.93
RNN B LSTM 83.65
Table 1. evaluation of weighted accuracy for different network
configurations.
class (corresponding to ones in A∗) and w0 for the negative
class (corresponding to zeros): w0 = n1/(n0 + n1), and
w1 = 1 − w0. The RMSprop optimizer [41] is used, with
a learning rate of 0.0003, gradually decreased by 5% every
20,000 iterations. The training process lasts around 6 hours
for 20 epochs on a GPU Titan XP.
Model comparison and selection: We study the impact of
different network configurations in terms of prediction ac-
curacy. Therefore, the weights w1 and w0 are also used
when computing the accuracy, leading to the weighted ac-
curacy (WA):
WA =
w1n
∗
1 + w0n
∗
0
w1n1 + w0n0
, (11)
where n∗1 and n
∗
0 are the number of true positives and true
negatives respectively. Since the output of the DHN are be-
tween 0 and 1, only output values above 0.5 are considered
as assignments.
Two candidate network structures are compared, namely
RNN A and RNN B, where the RNN A is illustrated in
Fig. 2 and RNN B is shown in Fig. 4. RNN A is a se-
quential network structure while RNN B processes D in a
parallel way. Moreover, we try two different recurrent units
(LSTM and GRU) on both network structures. The hidden
size h is however fixed to 256. The result is shown in Ta-
ble. 1. We observe that when using the structure RNN B
and LSTM, we achieved WA = 83.65%. When switch-
ing to RNN A, WA increases to 88.93%. The best per-
formance is obtained by RNN A using GRU units, with
WA = 92.88%.
We further study the impact of different network struc-
tures on MOT performance, plugged into DeepMOT. [29]
is used as SOT. Three sequences in the training corpus of
MOT17: MOT17-04, MOT17-05 and MOT17-09 are cho-
sen for the experiment. Sequence MOT17-04 is used for
training, while the rest is used for validation. During the
validation, the provided SDP detections are used. All the
three sequences are under the scenario with the crowded
street view, where MOT17-04 and MOT17-09 are recorded
with static cameras and MOT17-05 with a moving camera.
For a fair comparison, all other parameters in the model are
Figure 4. Alternative DHN structure (RNN B). (1) Dt in the row-
wise and the column-wise order. (2) The flattened vectors are
then inputted to two different BiRNNs networks.The outputs are of
shape [M ×N, 2× h]. (3) They then are respectively passed to a
FC layer for reducing the number of channels by half. The outputs
are then concatenated in the channel dimension, which provides
an output of shape [M ×N, 2× h]. (4) After two FC layers fol-
lowed by reshaping and sigmoid activation, we obtain At, having
the same size as the input.
fixed. The obtained quantitative results are reported in Ta-
ble. 2.
Structure Recurrent unit MOTA(↑) MOTP(↑)
RNN A GRU 58.20 85.01
RNN B GRU 53.76 84.49
RNN A LSTM 52.72 83.49
RNN B LSTM 52.42 84.82
Table 2. Comparison of MOTP and MOTA on the MOT17-05-SDP
and MOT17-09-SDP sequences for models with different settings.
In this experiment, better performance of DHN will di-
rectly lead to a higher MOTA score. Since a good DHN
structure will provide more accurate predictions and Deep-
MOT will produce more meaningful training gradient. The
results in Table 2 are consistent with the the results in Table
1. The structure RNN A with GRU outperforms the others
in terms of MOTA score while keeping a similar MOTP 3.
6. Experiments on MOTs
In this section, we demonstrate the interest of our Deep-
MOT in three different ways. First, by comparing the per-
formance of two different SOTs trained with the proposed
DeepMOT or fine-tuned with bounding regression loss on
the same data set. Second, by comparing to state-of-the-art
MOT methods. Finally, by providing a graphical interpreta-
tion of the negative gradient produced by DeepMOT.
Datasets The MOT17 data set provides crowed pedes-
trian video sequences in real-world outdoor and indoor sce-
3MOTP here is calculated with IoU, it is thus the higher the better,
some for the following evaluations.
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Mode Method MOTA (↑) MOTP (↑) IDF1 (↑) MT (↑) ML (↓) FP (↓) FN (↓) IDSw (↓)
Offline
IOU [7] 45.5 76.9 39.4 15.7% 40.5% 19,993 281,643 5,988
MHT bLSTM [19] 47.5 77.5 51.9 18.2% 41.7% 25,981 268,042 2,069
EDMT [8] 50.0 77.3 51.3 21.6% 36.3% 32,279 247,297 2,264
MHT DAM [18] 50.7 77.5 47.2 20.8% 36.9% 22,875 252,889 2,314
Online
GM PHD[12] 36.4 76.2 33.9 4.1% 57.3% 23,723 330,767 4,607
GMPHD KCF[23] 39.6 74.5 36.6 8.8% 43.3% 50,903 284,228 5,811
GMPHD N1Tr [3] 42.1 77.7 33.9 11.9% 42.7% 18,214 297,646 10,698
FPSN [26] 44.9 76.6 48.4 16.5% 35.8% 33,757 269,952 7,136
DMAN [45] 48.2 75.7 55.7 19.3% 38.3% 26,218 263,608 2,194
[15]-Pre 31.8 72.7 21.5 8.8% 46.1% 66,012 307,067 11,678
[15]-Reg 38.6 75.0 34.5 9.5% 45.0% 41,985 297,338 6,989
[15]-DeepMOT 44.3 76.0 38.5 13.0% 43.2% 30,302 279,144 4,861
[29]-Pre 41.5 74.2 35.3 17.2% 38.6% 63,592 260,109 6,389
[29]-Reg 47.2 75.3 41.5 17.3% 39.3% 31,533 262,945 3,269
[29]-DeepMOT 48.1 76.5 43.0 17.6% 38.6% 26,490 262,578 3,696
Table 3. Tracking performance on the MOT17 dataset.
narios. It contains 14 sequences, 7 sequences for train-
ing and 7 for testing, including in total 17,757 frames and
564,228 manually annotated ground-truth bounding boxes.
MOT17 provides pedestrian detections using different de-
tectors: DPM [13], FRCNN [14], and SDP [44].
Evaluation metrics Different evaluation metrics are
used. In addition to the standard MOTP and MOTA,
IDF1[34] is the ratio of correctly identified detections over
the average number of ground-truth and computed detec-
tions. Moreover, mostly tracked targets (MT), is the ratio of
ground-truth trajectories that are covered by a track hypoth-
esis for at least 80% of their respective life span, while the
mostly lost targets (ML) represents the ratio of the ground-
truth trajectories are covered by less 20%. To notice that, as
it is traditionally done, the bounding box used for evaluation
is the IoU and not the distance used to compute LDeepMOT.
SOTs Two SOTs are selected: GOTURN [15] uses pre-
trained CaffeNet to extract image features from both refer-
ence R and search images S (H = W = H ′ = W ′ = 227
and C = 3), followed by FC layers to predict the bound-
ing box. Siamese-RPN [29], based on region proposal net-
works, also takes R and S as inputs(H = W = 127,
H ′ = W ′ = 271 and C = 3). It has two main branches:
one provides classification scores, i.e. whether the proposal
is an object or the background; the other outputs the dis-
tances among the proposed anchors and the ground-truth
bounding box. The anchor with the highest classification
score is selected to produce a predicted bounding box. A
variant of AlexNet [21] is employed as the feature extrac-
tion backbone. All the pre-trained weights are loaded before
training on different configurations.
Implementation details During training, values in D
larger than τd = 0.5 are multiplied by inf = 1, 000;
Q = L = 1, which means we give birth to new tracks and
end old ones right away. The basis value is set to δ = 0.7
and λ is set to 5. The Adam optimizer [20] with a learning
rate of 0.0001 is used. The training procedure lasts around
72h for 15 epochs on a Titan XP GPU. In addition, to pre-
vent overfitting during training, noise is added to the tracker
bounding-box initialization. Bounding boxes are randomly
re-scaled using the scaling factor ranging from 0.8 to 1.2.
Also, they are randomly shifted both horizontally and verti-
cally by a factor ranging from 0 to 0.25 of their width and
height; With a probability of 0.2, standard Gaussian noise
with is added to both R and S.
During test time, detections from three different detec-
tors (DPM, SDP and FRCNN) are used to refine the track-
ing results X . If the IoU between Xtn and a detection
is higher than ζ = 0.6, we output their average. For the
birth and death processes, the parameters are set as follows:
τ = 0.3, ξ = 0.5, L = 3 and Q = 60, see Section 4.1.2.
All these details are common to all trackers and all config-
urations.
In the experiments, we compare training with the Deep-
MOT loss, to training with the standard loss, i.e. bounding
box regression. For the latter, each track is initialized with
the gt-bb. At each training step, MOT outputs the estimated
bounding box for all tracks. The loss corresponds to the L1
distance between the estimated and the ground truth bound-
ing boxes. Following the training settings in [15], SGD
optimizer with a learning rate of 1e-5 is used. The training
loss stabilises at around 20 epochs. An additional binary
classification loss for the classification branch of Siamese-
RPN is added to all training configurations.
Results and Comparisons We compare the results us-
ing different training configurations on MOT17 and they
are reported in Table 3. We first recall the different con-
figurations: (Pre) pre-trained trackers without training on
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Figure 5. Visualization of negative gradient from different terms in
the proposed loss (a) FP and FN (b) MOTP (c) the tracking status
at t− 1 (d) IDSw (compared with t− 1); The tracking bounding-
boxes are shown in blue; the ground-truth ones are shown in green;
the gradient is in red arrow.
MOT17, (Reg) pre-trained trackers directly fine-tuned with
the bounding-box regression loss on MOT17, and (Deep-
MOT) trackers trained with the proposed DeepMOT on
MOT17.
From Table 3, we observe that compared the pre-
trained configurations, the performance of both trackers
is greatly improved by our proposed DeepMOT. For GO-
TURN, DeepMOT increases MOTA by 12.5% and MOTP
by 3.3%. Compared with bounding box regression (Reg),
our DeepMOT increases MOTA by 5.7% and MOTP by 1%,
which means a decrease of 11,683 FPs, 18,194 FNs, and
2,128 IDs. For Siamese-RPN, DeepMOT also demonstrates
largely improved performance. It outperforms bounding
box regression (Reg) by improving MOTA to 48.1% from
47.2% and MOTP to 76.5% from 75.3%. Finally, our pro-
posed [29]+DeepMOT is among the state-of-the-art meth-
ods. Importantly, [29]+DeepMOT is competitive with of-
fline tracking methods, but without using future informa-
tion.
Training Gradient The negative gradient should reflect
the direction that minimizes the loss. We plot the negative
gradient of different terms in DeepMOT loss w.r.t the posi-
tion of each Xtn to demonstrate visually the effectiveness
of our DeepMOT, illustrated in Fig. 5. In the example, we
manually generated the cases which contain the FP, FN or
identity switching scenarios. We see that the negative gra-
dient does force the tracks to be close to their associated gts
during training.
7. Conclusion
In this paper, we propose an end-to-end MOT train-
ing framework DeepMOT via the proxy DHN. The re-
sults reported on the MOT17 challenge dataset demon-
strate that combined with the proposed framework, an SOT
can achieve the nearly state-of-the-art online MOT perfor-
mance.
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