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Abstract
Impedance matching between receive antenna and front-end significantly impacts channel capacity
in wireless channels. To implement capacity-optimal matching, the receiver must know the antenna
impedance. But oftentimes this impedance varies with loading conditions in the antenna near-field. To
mitigate this variation, several authors have proposed antenna impedance estimation techniques. How-
ever, the optimality of these techniques remains unclear. In this paper, we consider antenna impedance
estimation at MISO receivers over correlated Rayleigh fading channels. We derive in closed-form the
optimal ML estimator under i.i.d. fading and then show it can be found via a scalar optimization in
generally correlated fading channels. Numerical results suggest a computationally efficient, principal-
components approach that estimates antenna impedance in real-time for all Rayleigh fading channels.
Furthermore, ergodic capacity can be significantly boosted at originally poorly matched receivers with
adaptive matching using our proposed approach.
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2I. INTRODUCTION
Over the past two decades, several authors have demonstrated that antenna impedance matching
at the receiver can significantly impact capacity and diversity in wireless communication channels
[1]–[6]. For multiple-input, multiple-output (MIMO) channels, multi-port matching techniques
that optimize capacity for different front-end configurations have been investigated in [1]–
[6]. These works show that capacity is sensitive to receiver impedance matching, and optimal
matching can dramatically increase the capacity of wireless channels.
To implement the capacity-optimal matching in [1]–[6], the receiver must know the antenna
input impedance. In practice, this is complicated by the fact that this impedance varies with
loading conditions in the antenna near-field. For example, the position of a hand on a cellular
handset can significantly affect the input-impedance of handset antennas [7]–[9]. For this reason,
several authors have proposed the use of adaptive matching networks that estimate and adapt to
variations in antenna impedance. In [7], [8], the authors propose adaptive matching techniques
based on empirical capacity estimates at the receiver. Capacity is optimized by periodically
adjusting the receiver impedance, and calculating the impact on empirical capacity estimates.
Capacity is then optimized by searching for the receiver impedance that maximizes the observed
capacity. This approach has several advantages: it is general, requires only information that
is easily available at the receiver, and numerical results suggest it converges to the optimal
capacity in a matter of seconds. However, because this approach requires a search of the
receiver impedance space, it is also computationally-intensive, and convergence is slow compared
to other common communication tasks, such as channel estimation, which often converges in
milliseconds.
In this paper, we explore a new, more direct, approach to capacity-optimal adaptive matching,
based on direct estimation of the receiver antenna impedance ZA at multiple-input, single-output
(MISO) receivers. This approach seeks to first estimate ZA at the receiver, and then use the
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3analytical results of [1]–[6] to calculate the capacity-optimal matching for this estimate. In
contrast to the empirical capacity metric considered in [7], [8], ZA does not depend on the
transmitted data, and thus should be easier to estimate. More importantly, since this approach
calculates the optimal matching network, rather than searching over all possible networks, it
should use far less data and computation than in [7], [8], and so has the potential to optimize
capacity more quickly.
Most current wireless receivers have no mechanism to estimate antenna impedance. However,
they do have extensive resources for channel estimation, in the form of training sequences and
pilot symbols. These resources are often underutilized, in the sense that they are designed for
worst-case conditions which rarely occur (e.g., high-speed trains in dense urban multi-path).
In this work, we consider diverting some of these resources to estimate the receiver antenna
impedance in addition to the channel path gains. We consider an estimation approach in which
the receiver perturbs its impedance during reception of a known training sequence. Using these
observations, the receiver then performs joint channel and antenna impedance estimation based
on the received data. Finally, the impedance estimates are used by the receiver to adaptively
adjust the antenna matching network in order to maximize the resulting ergodic capacity, using
the results of [1]–[6].
Specifically, we develop a classical framework of antenna impedance estimation at MISO re-
ceivers in Raleigh fading channels. Based on observation of training sequences via synchronously
switched load at the receiver, we derive the true maximum-likelihood (ML) estimators for antenna
impedance, treating the fading path gains as nuisance parameters. This ML estimator is derived
over multiple packets in general under correlated Rayleigh fading channel. For a single-packet
and/or a fast fading channel, this ML estimator is derived in closed-form based on the eigenvector
corresponding to the largest eigenvalue of the sample covariance matrix. When the channel is
temporally correlated, the ML estimator can be found via a scalar optimization. We explore the
performance (e.g., efficiency) of these estimators through numerical examples. The impact of
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4channel correlation on impedance estimation accuracy is also investigated.
Next, we review recent works that are most relevant to this paper, and elaborate our contri-
butions by comparing our approach to theirs.
Recently, several studies have considered direct estimation of the receiver antenna impedance
[9]–[12]. In [9], Ali et al propose an approach to measure the antenna impedance that compares
the received signal power at different frequencies and different loads. Most similar to this paper
is the work of Hassan and Wittneben [10], who have considered joint channel and impedance
estimation for MIMO receivers. In their work, the authors vary the receiver load impedance and
rely on known training sequences to jointly estimate the channel and the antenna impedance.
Similar to this paper, [9] and [10] both share the goal of estimating the antenna impedance
directly, and both involve changing the receiver load to do so. However, these works differ
significantly from this paper in modeling, technical approach and performance metrics. Ali
et al assume a deterministic receiver circuit model that directly observes power, whereas we
assume a noisy receiver which observes only the demodulated and sampled output of the receiver
front-end. Their approach involves solving deterministic nonlinear equations via simulations and
measurements, whereas our approach is grounded in estimation theory. In this work, we also
perturb the receiver’s load impedance. However, rather than using special circuits to measure
power, we estimate ZA by applying estimation theory to observations based on known training
sequences. This approach has several important advantages: (1) it uses resources which are
already present in most wireless systems; (2) no additional measurement circuits are needed,
except the ability to perturb the receiver’s load; and (3) estimation theory provides tools to
evaluate how performance depends on the training sequences and receiver perturbations, which
may enable optimization over these parameters. The results of [10] also differ from ours in several
important ways: First, the authors use a different model of noise in the receiver front end, which
includes both antenna and load resistor noise, whereas we consider a scenario in which amplifier
noise dominates. Second, [10] considers only uncorrelated, fast-fading conditions, whereas we
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5consider the more general and realistic case of spatially and temporally-correlated fading. Third,
[10] considers estimation of the channel fading path gains and antenna impedance, whereas
we consider a different parameterization of the channel, that estimates quantities that are more
relevant to those needed by the communication algorithms, and which leads to better behaved
estimators. Fourth, [10] considers least-squares estimation, whereas we consider maximum-
likelihood estimation as well as fundamental lower bounds on performance, such as the Crame´r-
Rao bound (CRB). Finally, through numerical examples, we also investigate the impact the
channel and impedance estimation error on the ergodic capacity and on the receiver signal-
to-noise ratio when used in conjunction with adaptive matching. In our previous works, joint
channel and antenna impedance estimators of single-antenna receivers are derived in classical
estimation [11] and hybrid settings [12]. However, neither of these two settings results in the
optimal impedance estimator [14]. In this paper, we formulate the same impedance estimation
problem using the marginal probability density function (PDF), and then derive the optimal
impedance estimator by treating channel fading path gains as nuisance parameters.
The rest of the paper is organized as follows. We present the system model in Sec. II, and
derive the true ML estimators for the antenna impedance with one packet in Sec. III. We then
investigate the more general problem of multiple packets, and derive the true ML estimator and
a simple method of moments (MM) estimation in Sec. IV. We explore the performance of these
estimators through numerical examples in Sec. V, and conclude in Sec. VI.
II. SYSTEM MODEL
Consider a narrow-band, multiple-input, single-output (MISO) channel with N transmit an-
tennas and one receive antenna. A circuit model of the receiver is illustrated in Fig. 1, which
models a scenario in which amplifier noise dominates [4]–[6]. In Fig. 1, the antenna is modeled
by its Thevenin equivalent
v = ZAi+ vo , (1)
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Fig. 1: Circuit model of a single-antenna receiver
where v, i ∈ C are the voltage across, and current into, the antenna terminals. The antenna
impedance is
ZA = RA + jXA , (2)
where RA and XA are the resistance and reactance, respectively. In (1), vo ∈ C is the open-circuit
voltage induced by the incident signal field, which can be modeled in a flat-fading environment
as [2] [25, eq. 1],
vo = g
Tx , (3)
where x ∈ CN is the vector of symbols sent from the N transmit antennas, and g ∈ CN is
a vector of channel fading path gains. We consider a Rayleigh fading environment in which
the transmit antennas are spaced far apart, so the path gains can be modeled as independent,
zero-mean Gaussian random variables, g ∼ CN (0, σ2gIN).
We assume the estimation algorithms observe a noisy version of the load voltage in Fig. 1,
given by [4]–[6]
vL =
ZLvo
ZA + ZL
+ nL , (4)
where the observation noise nL is a zero-mean, Gaussian random variable, nL ∼ CN (0, σ2L).
In estimation theory, the performance of estimators is usually a function of the signal-to-noise
ratio (SNR), which is conventionally defined as the squared-magnitude of the signal divided by
the noise variance, i.e. |ZLvo|2/(σ2L|ZA + ZL|2). As noted in [23], however, since circuit power
depends on both voltage and current, this SNR formula does not correctly predict the ratio of
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7the physical signal and noise powers in the receiver front-end. For a given vo, the ratio of the
physical signal power to noise power at the load is given by [24, eq. 4.65c]
RL|vo|2
σ2n|ZA + ZL|2
, (5)
where σ2n represents the noise power at the output of the amplifier and RL = Re{ZL} . As in
[23], we correct this discrepancy by defining σ2L in a way that ensures the SNR and physical
power ratio (5) coincide:
σ2L ,
|ZL|2σ2n
RL
.
With this definition, it is convenient to redefine the observed signal as
u ,
√
RL
ZL
vL =
√
RLvo
ZA + ZL
+ n , (6)
where n ∼ CN (0, σ2n) now represents the noise referred to the amplifier output. The model
(6) now correctly connects estimator performance to the physical signal-to-noise ratio (5). This
connection is essential in order to accurately predict the impact of impedance mismatch on
system-level performance metrics, such as capacity and channel mean-squared estimation error.
Suppose the channel gains and antenna impedance are unknown to the receiver. We would like
to estimate these parameters using the observations of known training sequences. We assume
the transmitter sends a known training sequence, x1, . . . ,xT ∈ CN . During transmission, the
receiver shifts synchronously through a sequence of known impedances ZL,1, . . . , ZL,T . If g and
ZA are fixed for the duration of the training sequence, the received observations are given by
ut =
√
RL,t g
Txt
ZA + ZL,t
+ nt , t = 1, . . . , T , (7)
where nt ∼ CN (0, σ2n) are independent and identically distributed.
We consider load impedances that take on only two possible values [11],
ZL,t =


Z1, 1 ≤ t ≤ K ,
Z2, K < t ≤ T .
(8)
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8where Z1 and Z2 are known. Again we assume ZL = Z1 is the load impedance used to receive
the transmitted data, and is matched to our best estimate of ZA; additionally ZL = Z2 is an
impedance variation introduced in order to make ZA observable.
With this choice of load impedance, we can express the observations in a simpler, bilinear
form. Note that in order the perform optimal detection of the transmitted symbols in (6), the
receiver needs an estimate of the coefficient of x,
h ,
√
R1
ZA + Z1
g ∼ CN (0, σ2hIN) , σ2h = R1 · σ2g|ZA + Z1|2 , (9)
where R1 = Re{Z1}. It therefore makes sense to estimate h directly, rather than the path gains
g. Expressing the observations (7) in terms of h, we obtain the bilinear model
ut =


hTxt + nt , 1 ≤ t ≤ K ,
FhTxt + nt , K < t ≤ T ,
(10)
where we define
F ,
√
R2(Z1 + ZA)√
R1(Z2 + ZA)
. (11)
The goal of this paper is to derive estimators for h, ZA and σ
2
h based on the observations
(10). From the invariance principle of maximum-likelihood estimation (MLE) [15, pg. 185],
knowing the MLE of F is equivalent to knowing that of ZA and vice versa. It therefore suffices
to derive estimators for h, F and σ2h. In our prequel, we proposed a hybrid approach to jointly
estimate h and F for the special case N = 1 and σ2h known [12]. In this paper, we consider
an alternative approach for N ≥ 1 and σ2h unknown, in which we solve this problem in two
successive steps: First, we consider joint maximum-likelihood estimation of F and σ2h, treating h
as a nuisance parameter. Second, given estimates of F and σ2h, we then estimate h using minimum
mean-squared error estimation. Since the second step involves well-known techniques, we focus
exclusively on estimators for F and σ2h in the next few sections; estimators for h will be explored
through numerical examples in Sec. V.
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9III. MAXIMUM-LIKELIHOOD ESTIMATORS
In this section, we derive joint maximum-likelihood estimators for the channel variance σ2h in
(9) and the antenna impedance, represented here by the parameter F in (11). Before doing so,
it is convenient to reduce the observations (10) to sufficient statistics.
Lemma 1 (Sufficient Statistics): Consider the observations u , (u1, . . . , uT )
T in (10), where
F and σ2h are unknown constants. Suppose the matrices
B1 ,
K∑
t=1
x∗tx
T
t , B2 ,
T∑
t=K+1
x∗tx
T
t , (12)
are non-singular, where x1, . . . ,xT is the training sequence. Then
y1 , B
−1
1
K∑
t=1
utx
∗
t , y2 = B
−1
2
T∑
t=K+1
utx
∗
t , (13)
are sufficient statistics to estimate F and σ2h based on the observation u. Moreover, y1 and y2
are conditionally independent given h, with conditional distributions
y1 ∼ CN (h, σ2nB−11 ) , y2 ∼ CN (Fh, σ2nB−12 ) .
⋄
Proof: From (10), note the observations u , (u1, . . . , uT )
T are conditionally indepen-
dent given h, with conditional distributions ut ∼ CN (hTxt, σ2n) for 1 ≤ t ≤ K, and ut ∼
CN (FhTxt, σ2n) otherwise. The conditional distributions of y1 and y2 in the lemma follow
immediately by substituting these conditional pdfs into (13).
From the Neyman-Fisher Theorem [15, pg. 117], to prove sufficiency it suffices to show
p(u;F, σ2h) can be factored into a product g(y1,y2, F, σ
2
h)f(u), where f does not depend on
y1,y2, F or σ
2
h, and g does not depend on u.
To this end, we can express this pdf in terms of the conditional pdf as
p(u;F, σ2h) = E
[
p(u|h;F, σ2h)
]
,
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where E[·] denotes expectation with respect to h. Since u1, . . . , uT are conditionally independent
given h, we can write
(piσ2n)
T · p (u;F, σ2h) = E
[
exp
(
− 1
σ2n
K∑
t=1
|ut − hTxt|2 − 1
σ2n
T∑
t=K+1
|ut − FhTxt|2
)]
= E
[
exp
(
− 1
σ2n
K∑
t=1
{|hTxt|2 − u∗thTxt − uthHx∗t}
)
× exp
(
− 1
σ2n
T∑
t=K+1
{|FhTxt|2 − u∗tFhTxt − utF ∗hHx∗t}
)]
exp
(
−|u|
2
σ2n
)
= E
[
exp
(
1
σ2n
{
2Re[hHB1y1] + 2Re[F
∗hHB2y2]−
K∑
t=1
|hTxt|2 −
T∑
t=K+1
|FhTxt|2
})]
× exp
(
−|u|
2
σ2n
)
.
Equate the first term with (piσ2n)
Tg(y1,y2, F, σ
2
h), and the second with f(u). Note f does not
depend on y1,y2, F, or σ
2
h, while g depends on y1,y2, F and σ
2
h (through the expectation), but
not u. This completes the proof.
Training sequences for MIMO channel estimation are often chosen to be orthogonal and
equal-energy, so
∑T
t=1 xtx
H
t = (PT/N)IN . In this section, we assume the load impedance (8)
switches halfway through the training sequence, so K = T/2, and the training sequences are
also equal-energy and orthogonal over the first and last K symbols, which implies
B1 = B2 =
(
PT
2N
)
IN , (14)
where B1,B2 are defined in (12). For example, this can be achieved by using a normalized
discrete Fourier transform (DFT) matrix [20, eq. 10].
With these assumptions, we now derive the maximum-likelihood estimate of the parameter
vector
θ ,
[
F σ2h
]T
, (15)
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based on the single-packet sufficient statistics (13), where F is defined in (11) and σ2h in (9).
This estimate is defined by
θML , argmax
θ
p(y1,y2; θ) . (16)
The following theorem shows that these estimators can easily be calculated from the principal
component of a sample covariance matrix.
Theorem 1 (Single-Packet ML Estimators): Let y1 and y2 be the sufficient statistics in (13),
where F and σ2h are unknown constants. Consider the sample covariance
S ,
1
N

yH1 y1 yH2 y1
yH1 y2 y
H
2 y2

 . (17)
Let η1 be the largest eigenvalue of S, and eˆ1 = [E1, E2]
T any associated unit eigenvector. Then
the maximum-likelihood estimates of F and σ2h are given by
θˆML =

FˆML
σˆ2h

 =

 E2/E1
|E1|2 max{η1 − σ2, 0}

 , (18)
provided E1 6= 0, where σ2 , σ2n(2N/PT ). For E1 = 0 and η1 > σ2 the likelihood is maximized
in the limit as F →∞. ⋄
Proof: From (14) and Lemma 2, y1 and y2 are conditionally independent given h, and
their conditional distributions are y1 ∼ CN (h, σ2IN) and y2 ∼ CN (Fh, σ2IN), where σ2 ,
σ2n(2N/PT ). Since h ∼ CN (0N , σ2hIN) is independent of the noise in (13), it follows that
y =
[
yT1 y
T
2
]T
, (19)
is a zero-mean Gaussian random vector with covariance
E
[
yyH
]
=

(σ2h + σ2)IN σ2hF ∗IN
σ2hF IN (σ
2
h|F |2 + σ2)IN

 = C⊗ IN , (20)
where ⊗ is the Kronecker product [17] and
C , C(θ) =

σ2h + σ2 σ2hF ∗
σ2hF σ
2
h|F |2 + σ2

 . (21)
June 23, 2020 DRAFT
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It follows the likelihood function can be written as,
p (y1,y2; θ) =
1
det(pi[C⊗ IN ]) exp
(−yH [C⊗ IN ]−1y) ,
= det(piC)−N exp
(−yH [C−1 ⊗ IN ]y) ,
= det(piC)−N exp
(−N Tr [SC−1]) , (22)
where the last equality is obtained by defining an intermediate matrix Y = [y1,y2], noting
S = 1
N
YTY∗ and y = vecY, and an identity Tr [ABCD] = vecT (B)
[
C⊗AT ] vec(DT ) [16,
eq. 2.116]. Note C can be written in terms of its eigensystem as
C = µ1e1e
H
1 + µ2e2e
H
2 , (23)
where µ1 ≥ µ2 are the ordered eigenvalues and e1, e2 are the associated unit eigenvectors. From
(21), it is easy to verify the following explicit formulas,
µ1 = σ
2
h(1 + |F |2) + σ2 , µ2 = σ2
e1 =
1√
1 + |F |2

1
F

 , e2 = 1√
1 + |F |2

−F ∗
1

 . (24)
To find maximum-likelihood estimates of F and σ2h, we proceed in two steps: First, we find
conditions on µ1, e1, e2 that achieve the maximum in (16). (Note the value of µ2 is fixed at σ
2.)
Second, we use (24) to translate these conditions into values of F and σ2h. From (21), observe
C−1 = µ−11 e1e
H
1 + µ
−1
2 e2e
H
2 , (25)
so the log-likelihood function can be expressed in terms of the eigen-system as
ln p (y1,y2; θ) = −N ln det(piC)−N Tr
[
SC−1
]
= −N ln(piµ1µ2)− Ne
H
1 Se1
µ1
− Ne
H
2 Se2
µ2
= −N ln(piµ1µ2) +
(
µ−12 − µ−11
)
NeH1 Se1 − µ−12 N Tr[S] , (26)
DRAFT June 23, 2020
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where the last equality follows by observing U , [e1, e2] is unitary, and
Tr[S] = Tr[UHSU] = eH1 Se1 + e
H
2 Se2 . (27)
From (24), the coefficient µ−12 −µ−11 in (26) is non-negative. Since S is Hermitian and positive
semi-definite, it has real eigenvalues, say η1 ≥ η2 ≥ 0. From the Rayleigh-Ritz theorem, eH1 Se1 ≤
η1 with equality if and only if e1 is an eigenvector of S corresponding to η1. Since Tr[S] = η1+η2,
it follows
ln p (y1,y2; θ) ≤ −N ln(piµ1µ2)− Nη1
µ1
− Nη2
µ2
= N
[
ln
(
η1
µ1
)
− η1
µ1
]
−N ln(piη1µ2)− Nη2
µ2
, (28)
with equality if and only if µ1 = µ2 or e1 is an eigenvector of S corresponding to η1. Note the
function ln x − x is concave and uniquely maximized at x = 1. It follows that the bracketed
term in (28) is maximized over µ1 ≥ µ2 = σ2 by choosing µ1 = max{η1, σ2}.
Finally, we translate these conditions into values of F and σ2h: If η1 ≤ σ2, then µ1 = µ2 = σ2
and the likelihood (26) does not depend on F . From (24), it follows the likelihood is maximized
by σˆ2h = 0 and any value of F ; In particular, (18) maximizes the likelihood. However, if η1 > σ
2,
then µ1 = η1 is optimal and hence e1 must be an eigenvector (E1, E2)
T of S corresponding to
η1. For E1 6= 0, the unique solution of the equations σ2h = η1 and e1 = (E1, E2)T in (24) is
given by (18). For E1 = 0, no finite F solves these equations; rather, the solution is approached
in the limit as F →∞.
The theorem above shows the maximum-likelihood estimators can be expressed in terms of
eigensystem of the sample covariance S. Since S is a 2 × 2 Hermitian matrix, it is possible to
derive closed-form formulas for the eigensystem. This leads to closed-form expressions for the
estimators, which are given in the following corollary.
Corollary 1 (Closed-Form ML Estimators): Denote the elements of the sample covariance S
June 23, 2020 DRAFT
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in (17) by 1
S =
1
N

yH1 y1 yH2 y1
yH1 y2 y
H
2 y2

 ,

S11 S12
S21 S22

 . (29)
The maximum-likelihood estimators in (18) can be expressed in closed-form as
FˆML =
S22 − S11 +
√
(S22 − S11)2 + 4|S12|2
2S12
, (30)
σˆ2h =
|FˆML|2
|FˆML|2 + 1
max
{
S11 + S12FˆML − σ2, 0
}
, (31)
provided S12 6= 0. ⋄
Proof: Since S is Hermitian, S11 and S22 are real and non-negative and S12 = S
∗
21. The
eigenvalues are given by the two non-negative roots of the polynomial
det[S− ηI] = η2 − (S11 + S22)η + S11S22 − |S12|2 ,
of which the larger is
η1 =
S22 + S11 +
√
(S11 − S22)2 + 4|S12|2
2
. (32)
Next we find a unit eigenvector e1 = [E1, E2]
T associated with η1. Any such vector must
satisfy |E1|2 + |E2|2 = 1 and
S11 − η1 S12
S21 S22 − η1



E1
E2

 =

0
0

 .
It is easy to verify that one solution of these equations is
E1
E2

 = 1√|η1 − S11|2 + |S12|2

 S12
η1 − S11

 . (33)
From (18), it follows
FˆML =
η1 − S11
S12
, σˆ2h =
|η1 − S11|2
|η1 − S11|2 + |S12|2 max
{
η1 − σ2, 0
}
,
1Note the entry Sij = y
H
j yi/N corresponds to Pji in our prequel [12, eq. 31], where 1 ≤ i, j ≤ 2.
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Substituting (32) into the first equation gives (30); substituting η1 = S11 + S12FˆML into the
second gives (31).
We note (30) is similar to estimators that arise in the errors-in-variables regression literature,
cf. [22, pg. 294, Case 4].
Finally, in order to evaluate the efficiency of these estimators, we now derive the Crame´r-Rao
Bound for the error covariance of these estimators,
C
θˆ
, Ey1,y2;θ
[(
θˆ − θ
)(
θˆ − θ
)H]
,
where Ey1,y2;θ denotes expectation with respect to the pdf p (y1,y2; θ) in (28). The Crame´r-Rao
Bound (CRB) holds2 and is given by
C
θˆ
≥ I(θ)−1 ,
where θˆ is any unbiased estimator of θ = [θ1, θ2]
T = [F, σ2h]
T , and I(θ) is the Fisher information
matrix (FIM) [15, pg. 529]
[I(θ)]ij = N Tr
[
C−1
∂C
∂θ∗i
C−1
∂C
∂θj
]
, (34)
where C is given in (21). Here we use the approach described in [15, Sec. 15.7] to state the
FIM in an equivalent form convenient for complex θ.
It follows
I(θ) = N(1 + |F |
2)
[σ2h(1 + |F |2) + σ2]2

σ4h (1 + σ2h/σ2) Fσ2h
F ∗σ2h 1 + |F |2

 ; (35)
hence the CRB is given by
I(θ)−1 =
σ2h(1 + |F |2) + σ2
Nσ4h(1 + |F |2)

σ2(1 + |F |2) −Fσ2σ2h
−F ∗σ2σ2h σ4h(σ2h + σ2)

 . (36)
2The CRB holds because the support of likelihood function (LF) (22) does not depend on θ, and the first two derivatives of
the LF w.r.t. θ exist and has absolute integrability w.r.t. y1 and y2 [28, eq. 1].
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We are interested primarily in bounds on the mean-squared error of unbiased estimators of F
and σ2h. These are given, respectively, by the diagonal entries of (37):
CF (θ) , σ
2σ2h(1 + |F |2) + σ4
Nσ4h
, Cσ2
h
(θ) ,
(σ2h(1 + |F |2) + σ2) (σ2h + σ2)
N(1 + |F |2) . (37)
IV. ESTIMATORS FOR MULTIPLE PACKETS
In the last section, we derived estimators for F and σ2h based on a single training packet. In
this section, we consider estimators based on multiple packets where the channel evolves in an
unknown way from packet to packet.
Suppose the transmitter sends a sequence of L identical training packets to the receiver. During
reception of each packet, the receiver load shifts in the same way as described in (8). We assume
the channel is constant within a packet, but varies from packet to packet in a random way. Under
these assumptions, the signal observed during the k-th packet can be described by a model similar
to (10):
uk,t =


hTk xt + nk,t , 1 ≤ t ≤ K ,
FhTk xt + nk,t , K < t ≤ T ,
(38)
where F is still defined by (11), hk is the channel during the k-th packet, and the noise variable
nk,t ∼ CN (0, σ2n) are i.i.d. We can express these observations in a compact matrix form as
U1 = HX1 +N1 ,U2 = FHX2 +N2 (39)
where X1 , [x1, . . . ,xK ] ∈ CN×K , X2 , [xK+1, . . . ,xT ] ∈ CN×(T−K),
H ,


hT1
...
hTL

 = [h1, . . . ,hL]T ∈ CL×N , (40)
and U1 ∈ CL×K ,U2 ∈ CL×(N−K),N1 ∈ CL×K and N2 ∈ CL×(N−K) are defined analogously.
It follows N1 and N2 are independent random matrices with i.i.d. CN (0, σ2n) entries. Note the
horizontal dimension of H represents space, while vertical dimension time. Here H models
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Rayleigh fading path gains which are uncorrelated in space but not necessarily in time. This
implies the columns of H are i.i.d. zero-mean Gaussian random vectors with an temporal
correlation matrix σ2hCH ∈ CL×L. Here we assume the correlation structure of H is known
except for the power, so CH is known but σ
2
h is unknown. As in the last section, we assume X1
and X2 are known at the receiver, K = T/2, and the training sequences are equal-energy and
orthogonal over the first and last K symbols, which implies
X1X
H
1 = X2X
H
2 =
(
PT
2N
)
IN . (41)
The goal of this paper is to derive estimators for H, F and σ2h based on the observations (39).
As in the last section, we approach the problem in two steps: In this section, we consider joint
maximum-likelihood estimation of F and σ2h, treating H as a nuisance parameter. In Sec. V,
we will explore estimators for H given F and σ2h through numerical examples. The following
lemma generalizes Lemma 2 to multiple packets.
Lemma 2 (Multi-Packet Sufficient Statistics): Consider the observationsU1,U2 defined in (39),
where X1,X2 are known training sequences and F and σ
2
h are unknown constants. Then
Y1 ,
(
2N
PT
)
U1X
H
1 , Y2 ,
(
2N
PT
)
U1X
H
2 , (42)
are sufficient statistics to estimate F and CH based on the observation U1,U2. Moreover,
Y1 −H and Y2 − FH are independent random matrices with i.i.d. CN (0, σ2) entries, where
σ2 , 2Nσ2n/P . ⋄
Proof: From (39) and (41), we have Y1 = H + (2N/PT )N1X
H
1 . Note the rows of
(2N/PT )N1X
H
1 are i.i.d. with covariance σ
2
n(2N/PT )
2X1X
H
1 = σ
2IN , where the last step
follows from (41). Similarly, Y2 = FH + (2N/PT )N2X
H
2 , where the last matrix has i.i.d
CN (0, σ2) entries. It follows Y1−H and Y2−FH are independent random matrices with i.i.d.
CN (0, σ2) entries.
From the Neyman-Fisher Theorem [15, pg. 117], to prove sufficiency it suffices to show
p(U1,U2;F, σ
2
h) can be factored into a product g(Y1,Y2, F, σ
2
h)f(U1,U2), where f does not
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depend on Y1,Y2, F or σ
2
h, and g does not depend on U1,U2.
To this end, we can express this pdf in terms of the conditional pdf as
p(U1,U2;F, σ
2
h) = EH
[
p(U1,U2|H;F, σ2h)
]
,
where EH[·] denotes expectation with respect to H. Since U1,U2 are conditionally independent
given H, we can write
(piσ2n)
LT · p (U1,U2;F, σ2h)
= EH
[
exp
(
− 1
σ2n
‖ U1 −HX1 ‖2F −
1
σ2n
‖ U2 − FHX2 ‖2F
)]
= EH
[
exp
(
− 1
σ2n
{
−Tr[UH1 HX1]− Tr[(HX1)HU1] + Tr[XH1 HHHX1]− Tr[UH2 FHX1]
−Tr[(FHX2)HU2] + Tr[|F |2XH2 HHHX2]
})]
exp
(
− 1
σ2n
{‖ U1 ‖2F + ‖ U2 ‖2F}
)
= EH
[
exp
(
1
σ2n
{
2ReTr[HHU1X
H
1 ] + 2ReTr[F
∗HHU2X
H
2 ]− Tr[HHHX1XH1 ]
−|F |2Tr[HHHX2XH2 ]
})]
exp
(
− 1
σ2n
{‖ U1 ‖2F + ‖ U2 ‖2F}
)
= EH
[
exp
(
1
σ2
{
2ReTr[HHY1] + 2ReTr[F
∗HHY2]− (1 + |F |2) ‖ H ‖2F
})]
× exp
(
− 1
σ2n
{‖ U1 ‖2F + ‖ U2 ‖2F}
)
, (43)
where ‖ A ‖2F= Tr[AHA] denotes the Frobenius norm. Here the third equality follows from the
identities 2ReTr[A] = Tr[A] + Tr[AH ] and Tr[AB] = Tr[BA], and the fourth equality follows
from (41) and the definition of σ2. In (43), denote the first factor by (piσ2n)
Tg(Y1,Y2, F, σ
2
h),
and the second by f(U1,U2). Note f does not depend on Y1,Y2, F, or σ
2
h, while g depends
on Y1,Y2, F and σ
2
h (through the expectation), but not U1,U2. This completes the proof.
We now present maximum-likelihood estimators for the parameter vector θ defined in (15)
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using sufficient statistics (42). This estimate is defined by
θˆML , argmax
θ
p(Y1,Y2; θ) . (44)
The following theorem shows that these estimators can be calculated from a scalar optimization.
Theorem 2 (Multiple-Packet ML Estimators): Let Y1 and Y2 be the sufficient statistics in
(42), where F and σ2h are unknown constants. Consider the matrix
S(µ) ,

S11(µ) S12(µ)
S21(µ) S22(µ)

 . (45)
where Sij(µ) ,
1
N
Tr
[
µCH (µCH + σ
2IL)
−1
YiY
H
j
]
, 1 ≤ i, j ≤ 2. Define
µˆ , argmax
µ≥0
[
η(µ)− σ2 ln det[µCH + σ2IL]
]
, (46)
where η(µ) is the largest eigenvalue of S(µ):
η(µ) ,
S22(µ) + S11(µ) +
√
(S11(µ)− S22(µ))2 + 4|S12(µ)|2
2
. (47)
Let eˆ1 = [E1, E2]
T be any unit eigenvector of S(µˆ) corresponding to the eigenvalue η(µˆ).
Then the maximum-likelihood estimates of F and σ2h are given by
θˆML =

FˆML
σˆ2h

 =

E2/E1
|E1|2µˆ

 , (48)
provided E1 6= 0, where σ2 , σ2n(2N/PT ). For E1 = 0 and µˆ > 0 the likelihood is maximized
in the limit as F →∞. ⋄
Proof: For any matrix A, denote the kj-th element and k-th row by [A]kj and [A]k,
respectively. Let CH = V
Hdiag[λ1, . . . , λL]V be an eigendecomposition of CH, where λ1 ≥
. . . ≥ λL ≥ 0 are eigenvalues of CH, and V is a unitary matrix such that VVH = VHV = IL.
It follows the elements of VH are independent with [VH]kj ∼ CN (0, σ2hλk).
For 1 ≤ k ≤ L, let wk1 , [VY1]k and wk2 , [VY2]k. From Lemma 2, wk1 and wk2 are
conditionally independent given [VH]k, with conditional distributions wk1 ∼ CN ([VH]k, σ2IN)
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and wk2 ∼ CN (F [VH]k, σ2IL). Since [VH]k ∼ CN (0N , σ2hλkIN) is independent of the noise
in (42), it follows wk , (wk1,wk2)
T ∈ C2N is a zero-mean Gaussian random vector3 with
covariance
Cwk , E
[
wkw
H
k
]
=

(σ2hλk + σ2) IN σ2hF ∗λkIN
σ2hFλkIN (σ
2
h|F |2λk + σ2) IN

 = Ck ⊗ IN , (49)
where
Ck ,

σ2hλk + σ2 σ2hF ∗λk
σ2hFλk σ
2
h|F |2λk + σ2

 . (50)
As in the derivation of (24) in the proof of Theorem 1, note Ck can be written in terms of
its eigensystem as
Ck = µk1e1e
H
1 + µ2e2e
H
2 , (51)
where µk1 ≥ µ2 are the ordered eigenvalues and e1, e2 are the associated unit eigenvectors. From
(50), it is easy to verify the following explicit formulas,
µk1 = µλk + σ
2 , µ2 = σ
2
e1 =
1√
1 + |F |2

 1
F

 , e2 = 1√
1 + |F |2

−F ∗
1

 . (52)
where µ , σ2h(1 + |F |2). Note only µk1 depends on k. As in the derivation of (26) in the proof
of Theorem 1, we have
ln p (wk1,wk2; θ) = −N ln(piµk1µ2) +
(
µ−12 − µ−1k1
)
NeH1 Ske1 − µ−12 N Tr[Sk]
= −N ln(piσ2[µλk + σ2]) + Nµλk
σ2[µλk + σ2]
eH1 Ske1 − σ−2N Tr[Sk]
= Bk +
N
σ2
[
µλk
µλk + σ2
eH1 Ske1 − σ2 ln(µλk + σ2)
]
(53)
3Note wk’s are column vectors, but wk1’s and wk2’s are row vectors.
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where Bk does not depend on µ or e1 and
Sk ,
1
N

wk1wHk1 wk1wHk2
wk2w
H
k1 wk2w
H
k2

 = 1
N

[VY1YH1 VH]kk [VY1YH2 VH]kk
[VY2Y
H
1 V
H]kk [VY2Y
H
2 V
H]kk

 . (54)
Since w1, . . . ,wL are independent, the joint probability of Y1 and Y2 is then given by
ln p(Y1,Y2; θ) =
L∑
k=1
ln p (wk1,wk2; θ)
= B +
N
σ2
L∑
k=1
[
µλk
µλk + σ2
eH1 Ske1 − σ2 ln(µλk + σ2)
]
= B +
N
σ2
[
eH1 S(µ)e1 − σ2
L∑
k=1
ln(µλk + σ
2)
]
, (55)
where B does not depend on the parameters and
S(µ) ,
L∑
k=1
µλk
µλk + σ2
Sk (56)
is the matrix in (45). To see this, let Λ , diag(λ1, . . . , λL) and observe
N · [S(µ)]ij =
L∑
k=1
µλk
µλk + σ2
[VYiY
H
j V
H ]kk
=
L∑
k=1
[
µΛ
(
µΛ + σ2IL
)−1
VYiY
H
j V
H
]
kk
=
L∑
k=1
[
µCH
(
µCH + σ
2IL
)−1
YiY
H
j
]
kk
= Tr
[
µCH
(
µCH + σ
2IL
)−1
YiY
H
j
]
. (57)
To find maximum-likelihood estimates of F and σ2h, we proceed in two steps: First, we find
conditions on µ and e1 that achieve the maximum in (55). Second, we use (52) to translate these
conditions into values of F and σ2h.
For each µ, the maximum of (55) over e1 is clearly a unit eigenvector corresponding to the
largest eigenvalue of S(µ). As in the proof of (32), it is easily shown this eigenvalue is given
by η(µ), defined in (47). It follows that the maximum-likelihood estimate of µ is
µˆ , argmax
µ≥0
[
η(µ)− σ2
L∑
k=1
ln(µλk + σ
2)
]
,
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which equals (46), since
∑L
k=1 ln(µλk + σ
2) = ln det[µCH + σ
2IL].
Finally, we translate these conditions into values of F and σ2h: If µˆ = 0, S(µˆ) vanishes and
ln p(Y1,Y2; θ) does not depend on F . From (52), it follows the likelihood is maximized by
σˆ2h = 0 and any value of F ; In particular, (48) maximizes the likelihood. However, if µˆ > 0, then
S(µˆ) is not zero and e1 must be an eigenvector of S(µˆ) corresponding to η(µˆ) > 0. For E1 6= 0,
the unique solution of the equations µˆ = σ2h(1 + |F |2) and e1 = (E1, E2)T in (52) is given by
(48). For E1 = 0, no finite F solves these equations; rather, the solution (and maximum) is
approached in the limit as F →∞.
The theorem above reduces the problem of calculating the multi-packet estimators to the
problem of solving the scalar optimization (46). In general, it appears that this optimization
must be performed numerically. However, we now show this optimization admits a simple,
closed form solution in several scenarios of practical interest.
First consider the case of fast-fading, where CH = IL. In this case, the estimators can be
expressed in a simple form similar to those in Corollary 1.
Corollary 2 (ML Estimators for Fast-Fading): Let Y1 and Y2 be the sufficient statistics in
(42), where F and σ2h are unknown constants. Consider the matrix
T ,
1
N

Tr
[
Y1Y
H
1
]
Tr
[
Y1Y
H
2
]
Tr
[
Y2Y
H
1
]
Tr
[
Y2Y
H
2
]

 . (58)
If CH = IL, the ML estimators (48) can be expressed in closed-form as
FˆML =
T22 − T11 +
√
(T22 − T11)2 + 4|T12|2
2T12
, (59)
σˆ2h =
|FˆML|2
|FˆML|2 + 1
max
{
T11 + T12FˆML − σ2, 0
}
, (60)
provided T12 6= 0. ⋄
Proof: In Theorem 2, the ML estimators are given in terms of µˆ and eˆ1, which jointly
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maximize the function
f(µ, e1; σ
2) , eH1 S(µ)e1 − σ2
L∑
k=1
ln(µλk + σ
2) . (61)
For CH = IL, we have λ1 = · · ·λL = 1, so
S(µ) =
µ
µ+ σ2
T , (62)
and f reduces to
f(µ, e1; σ
2) = L
[
µ
µ+ σ2
eH1 Te1 − σ2 ln(µ+ σ2)
]
.
The maximum of eH1 Te1 over e1 is clearly the largest eigenvalue of T, say η1, and is achieved
when e1 is any associated eigenvector. By direct differentiation, we observe
µη1
µ+ σ2
− σ2 ln(µ+ σ2) ,
is maximized by
µˆ = max
{
η1 − σ2, 0
}
. (63)
Similar to proofs in Corollary 1, we derive closed-form formulas for η1 and e1
η1 =
T22 + T11 +
√
(T11 − T22)2 + 4|T12|2
2
(64)
eˆ1 =

E1
E2

 = 1√|η1 − T11|2 + |T12|2

 T12
η1 − T11

 . (65)
If T12 6= 0, substituting µˆ and e1 into (48) yields
FˆML =
η1 − T11
T12
, σˆ2h =
|η1 − T11|2
|η1 − T11|2 + |T12|2 max
{
η1 − σ2, 0
}
, (66)
Substituting (64) into the first equation gives (59); substituting η1 = T11 + T12FˆML into the
second gives (60).
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A. Multi-Packet Crame´r-Rao bound
The entries of Fisher information matrix (FIM) have been derived, for 1 ≤ i, j ≤ 2, using
[15, pg. 529] and extension of (15.60) in Kay [15, pg. 531],
[I(θ)]ij = N ·
L∑
m=1
Tr
[
C−1k
∂Ck
∂θ∗i
C−1k
∂Ck
∂θj
]
, (67)
where Ck is given in (50). We derive the FIM as
I(θ) = N(1 + |F |2)
L∑
k=1
λ2k
[λkσ2h(1 + |F |2) + σ2]2

(σ2h)2
(
λkσ
2
h
σ2
+ 1
)
Fσ2h
F ∗σ2h 1 + |F |2

 . (68)
For any unbiased estimators θˆ, the classical Crame´r-Rao bound (CRB) is then calculated as the
inverse of FIM,
E
[(
θˆ − θ
)(
θˆ − θ
)H]
≥ C(θ) = I−1(θ) . (69)
It appears challenging to derive the CRB in closed-form for general channel correlation Ch.
However, we next investigate a special case, i.e., i.i.d. fading channels, where both the maximum-
likelihood (ML) estimators and the CRB are in closed-form.
If the temporal correlation matrix Ch = IL, the multi-packet ML estimator for F is a trivial
extension of the single-packet ones, which are given in (30). The multi-packet CRB under i.i.d.
fading is the single-packet CRB in (37) scaled by 1/L, i.e.,
CF (θ) , σ
2σ2h(1 + |F |2) + σ4
NLσ4h
, Cσ2
h
(θ) ,
(σ2h(1 + |F |2) + σ2) (σ2h + σ2)
NL(1 + |F |2) . (70)
B. Method of Moments Estimator
Now we give another estimator for F based on method of moments,
FˆMM =
T22 − T11 +
√
(T22 − T11)2 + 4|T12|2
2T12
, (71)
provided T12 6= 0 and Tij’s are defined in (58). This is identical to (59). It can be shown that
this MM estimator is also a true ML estimator by treating both H and F as deterministic4. One
4Although FˆMM in (71) is another ML estimator [13, Ch. 3], we call it the MM (method of moments) estimator to distinguish
it from the MLE found in Theorem 2.
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observes that FˆMM remains the same regardless the channel correlation. This renders it a fast
algorithm to estimate F in real-time under any fading condition.
C. MMSE Channel Estimator and Ergodic Capacity
To this end, we have focused on the first step, i.e., joint maximum-likelihood estimation of
F and σ2h. We briefly cover the second step, MMSE estimator of H. If F is known, the MMSE
estimator of H can be readily derived as,
HˆMMSE(F ) =
[(
1 + |F |2)CH + σ2h
σ2
IL
]−1
CH (Y1 + F
∗Y2) , (72)
where the parentheses indicate that HˆMMSE depends on F . The Bayesian CRB for channel
estimation with known F can be calculated as
Tr
[(
σ2h
1 + |F |2
σ2
CH + IL
)−1
CH
]
/L . (73)
Clearly, one can plug estimators of F into (72) to estimate the channel matrix and measure
their efficiency against the Bayesian CRB in (73).
With an estimate of ZA, via estimate of F , the load impedance adapts to achieve conjugate
matching,
ZˆL , Zˆ
∗
A , ZˆA =
Z2
√
R1/R2 · Fˆ − Z1
1−√R1/R2 · Fˆ , (74)
and ZˆA is calculated via the invariance principle of MLE (or MM).
Starting from the next packet with (74), the receiver could perform the minimum mean-square
error (MMSE) estimator for channel estimation [20]. A lower bound on ergodic capacity has
been derived, when the MMSE estimate is treated as correct during data transmission for one
packet [26, eq. 21], i.e.,
Cl = E
[
log2
(
1 + γeff
hHh
N
)]
, (75)
where the distribution is over h ∼ CN (0, IN) and the effective SNR is derived as,
γeff ,
P (σ2h − J1)
σ2n + P · J1
= γ · 1
1 + (1 + 1/γ)N/T
, (76)
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where γ = Pσ2h/σ
2
n is defined in (81) and J1 = σ
2
h ·σ2n/(σ2n+TPσ2h/N). It has been shown that
the capacity lower bound in (79) can be simplified into a closed-form [27, eq. 20],
Cl = log2(e)e
N/γeff
N∑
k=1
Ek
(
N
γeff
)
, (77)
where En(a) is the exponential integral for integer n ≥ 2 and Re{a} > 0,
En(a) =
ˆ ∞
1
e−at
tn
dt =
1
n− 1
[
e−a − a · En−1(a)
]
. (78)
With (78) and some straightforward algebra, the capacity lower bound (77) can be written as,
Cl =
log2 e
2
[(
N
γeff
− 1
)2
+
8
3
+ τ
(
N
γeff
)
exp
(
N
γeff
)
E1
(
N
γeff
)]
, (79)
where N = 4, and τ(x), a function of x ∈ R+, is defined as
τ(x) , 2− x · (2 + x2 − x) . (80)
The performance of above estimators and the ergodic capacity are evaluated in the next section.
V. NUMERICAL RESULTS
In this section, we explore the performance of estimators in the previous section through
numerical examples. Consider a narrow-band MISO communications system withN = 4 transmit
antennas, whose carrier frequency is 2.1 GHz. This frequency is chosen based on a down-link
operating band in 3GPP E-UTRA [30]. The duration of each data packet equals to a sub-frame
of NR, i.e., Ts = 1 ms. Block-fading channel is assumed, such that during one data packet, the
channel remains the same, but it generally varies from packet to packet [20].
For each data packet, a training sequence precedes data sequence [21, Fig. 1(a)]. We take
the two partitions of the training sequence X = [X1,X2] from a normalized discrete Fourier
transform (DFT) matrix of dimension K = T/2 = 32, e.g., [20, eq. 10]. For example, X1 can
be chosen as the first N rows, while X2 the next N rows, and XiX
H
i = (KP/N)IN for i = 1, 2,
where P is the total transmit power for each symbol. The unknown antenna impedance is that of
a dipole ZA = 73+ j42.5Ω. The load impedance (8) is Z1 = 50Ω for the first K = 32 symbols
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Fig. 2: Relative MSE of ML Estimators in i.i.d. Fading with N = 4.
of each training sequence, and Z2 = 60 + j20Ω for the remaining T −K = 32 symbols. From
(11), it follows F = 0.9646− j0.1032.
From (5) with ZL = Z1, (9) and (14), we define the average post-detection signal-to-noise
ratio (SNR) of a received symbol as
γ , E
[∣∣hTx∣∣2]/σ2n = R1σ2n|ZA + Z1|2 Tr
(
E
[
xxH
]
E
[
g∗gT
])
=
σ2h · P
σ2n
. (81)
Firstly we explore the performance of the true ML estimators (18) under a fast fading condition,
i.e., CH = IL. Note we use fast fading and i.i.d. Rayleigh fading interchangeably.
In Fig 2a, the relative root MSE (RMSE) of the ML estimator FˆML in (30) approaches its
corresponding Crame´r-Rao bound (CRB) within a dB for one packet. This gap vanishes with
a sufficient number of training packets, e.g., L = 5. Also plotted is the joint ML estimator
derived under the hybrid estimation framework [12, eq. 29]. At low SNR, FˆML beats the joint
ML estimator F˜ML, despite the latter assumes more knowledge, i.e., knowing σ
2
h.
In Fig. 2b, we plot the RMSE of the HˆMMSE(FˆML) given in (72) and its Bayesian CRB
(73). The trend is similar to what we observed for impedance estimation, i.e., as L increases
HˆMMSE(FˆML) approaches its lower bound. Also note the joint MAP estimator from the hybrid
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estimation [12, eq. 20] leads to almost identical RMSE, except being slight worse at low SNR.
Note this joint MAP estimator shares the exact form as HˆMMSE(F˜ML), i.e., using the joint ML
estimator of F instead of true ML. The optimality of the true ML FˆML translates to a superior
MMSE channel estimator.
Note σ2h is a nuisance parameter, which has to be estimated in this classical estimation
framework. But we omit results on its MSE due to page limitation. We next explore the
performance of F estimators under correlated fading channels.
Assume Clarke’s model for the normalized channel correlation matrix [19, eq. 2]. The maxi-
mum Doppler frequency is fd , v/λ, where v is the velocity of the fastest moving scatterer and
λ the wave-length of the carrier frequency. Next we investigate a moderately correlated fading
channel, with v = 50 km/h and fd = 97.2 Hz. The correlation matrix Ch and its eigenvalues
are, respectively,
Ch =

1.0000 0.9089 0.6602 0.3210 −0.0199... . . . . . . . . . ...

 ,
and [2.3661 × 10−8, 7.0552 × 10−4, 0.0646, 1.3589, 3.5757]. All other entries contained in
CH can be inferred from its first row, because it is a symmetric and Toeplitz matrix. Under this
fading condition, 5 correlated channels provide about 2 orders of temporal diversity. Sequences
of these correlated fading path gains are generated using the sum-of-sinusoids model [18].
In Figs. 3a, the MM estimator FˆMM (71) are plotted with four combinations of N = 2, 4 and
L = 5, 10. The general trend is that for fixed L and total transmit power constraint in (14), 4
transmit antennas render a smaller RMSE than having only 2. This is due to the independence
each extra transmit antenna provides. The CRB (69) under correlated fading generally differs for
different L or N . However, for the particular cases in Fig. 3a, this difference is less than 0.3%
at low SNR, and vanishes as SNR increases. So we only plot the N = 2 CRB’s. The RMSE’s
of FˆMM is within a fraction of a dB to its CRB for all values of N , L, and SNR.
When the fading is extremely slow, e.g., v = 5 km/h and fd = 9.72 Hz, the highly correlated
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Fig. 3: Diversity’s Impact on FˆML and FˆMM .
Ch has eigenvalues [2.172× 10−14, 6.501× 10−10, 6.098× 10−6, 0.0186, 4.981]. Five packets
only result in one temporal order of diversity. Although most power is concentrated on this
single diversity, this fading scenario is much worse in terms of impedance estimation efficiency
than the moderate fading.
We explore the behavior of FˆML and FˆMM under slow fading with different packets, L = 5, 10
in Fig. 3b. Here the optimal FˆML exhibits negligible improvement over the simple FˆMM for all
SNR and L considered. The 1 dB gap between FˆMM (or FˆML) and the CRB is because CRB
is loose for finite sample size. To this end, another rule of thumbs is that, to be 1 dB within
the CRB, a combined 4 orders of diversity, temporal and/or spatial, is needed. Furthermore, we
observe in Fig. 4a, FˆML provides little to no benefit over FˆMM under all 3 fading conditions,
with L = 10 and N = 4. Then we apply the MMSE estimator for channel estimation by plugging
FˆMM in (72) in Fig. 4b. We observe HˆMMSE(Fˆ ) with either F -estimator closes in the lower
bound, where their gaps widen as temporal correlation increases.
Note FˆMM can be obtained in closed-form via direct calculation, but FˆML is generally found
via iterative numerical methods, e.g., a line search. Thus, practical systems may choose FˆMM
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Fig. 4: Benefits of FˆML over FˆMM in Various Fading Conditions, L = 10, N = 4.
over FˆML for a better performance-complexity trade-off, which we do next.
Consider two practical systems, whose original load impedance is mismatched, with 5 dB and
3 dB power loss, respectively. Applying our proposed antenna impedance estimation (74), the
receiver quickly compensates its impedance mismatch and improves (ergodic) capacity, which is
shown as C(FˆMM) in Figs. 5a and 5b. The horizontal axis is the SNR (81) for the receiver before
mismatch compensation. The solid black line represents the capacity of the original receiver,
while the black dash line is the capacity upper bound, with optimal impedance matching and no
channel estimation errors. One observes that C(FˆMM) hones in this capacity upper bound for
all SNR and fading conditions plotted. Compared to the original loading condition, the capacity
almost doubles at low SNR and gains about 20% at high SNR for the 5 dB power loss case.
VI. CONCLUSION
In this paper, we formulated the antenna impedance estimation problem at a MISO receiver in
classical estimation. We adopted a two-step approach: firstly impedance estimators are derived
treating channel path gains as nuisance parameters; then well-known MMSE channel estimators
are used with impedance estimates. Specifically, we derived the maximum-likelihood (ML)
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Fig. 5: Ergodic Capacity Evaluation, L = 10, N = 4.
estimator for impedance in closed-form under fast fading. In other fading conditions, we proved
this MLE can be found via a scalar optimization. We proposed a simple method of moments
(MM) estimator in correlated channels.
Numerical results demonstrated that both the ML and MM estimators approach their CRB’s
given sufficient degrees of diversity, spatial and/or temporal. A rule of thumb is 4 degrees of
diversity is needed for a gap within 1 dB to CRB. These findings suggest a fast principal-
components based algorithm to estimate antenna impedance in real-time for all Rayleigh fading
conditions. This algorithm significantly boosted the ergodic capacity of an originally poorly
matched receiver. Thus, our proposed algorithm suggests accurate impedance estimation and
fast mismatch compensation for future communication systems.
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