Abstract: Intersection types and bounded quanti cation are complementary extensions of rst-order a statically typed programming language with subtyping. We de ne a typed -calculus combining these extensions, illustrate its properties, and develop proof-theoretic results leading to algorithms for subtyping and typechecking.
Introduction
Among the intriguing properties of intersection types 2, 12, 14, 29, 33] is their ability to carry detailed information about the way a function behaves when used in di erent contexts. For example, the function + can be given the type Int!Int!Int^Real!Real!Real, capturing the general fact that the sum of two real numbers is a real as well as the special observation that the sum of two integers is always integral. A compiler for a language with intersection types might even provide two di erent object-code sequences for the di erent versions of +, one using a oating point addition instruction and one using integer addition. Reynolds' Forsythe language 31] illustrates this coherent overloading in the context of a practical type system organized around a notion of subtyping. Intersection types are also used in Forsythe to give an elegant treatment of mutable reference cells by combining the more primitive concepts of \sources for values" and \destinations for values."
Bounded quanti cation 11, 3, 15, 10] , on the other hand, integrates parametric polymorphism 18, 30] with subtyping by allowing a quanti ed type to give an upper bound for its parameter; for example, an inhabitant of 8 Student: List( )!List( ) takes as its rst parameter an arbitrary subtype of the type Student and returns a function on lists of values of this type. This kind of polymorphism is both broader and more rigid than the nitary polymorphism provided by intersection types, since the number of possible instantiations of a polymorphic type is in nite) but all instances must have the same basic shape. Its practical advantages are brevity and compile-time e ciency: it allows polymorphic expressions to be written, typechecked, and compiled just once.
By viewing intersection types and bounded polymorphism as extensions of a common base, a simply typed -calculus with subtyping, we can merge them, yielding a compact, natural synthesis of their features in a new calculus. This calculus, called F^(\F-meet"), provides a formal basis for new programming languages combining the bene ts of existing languages based on intersection types 31] or bounded quanti cation 8, 24, 4] alone: a simple, semantically clean mechanism for overloading functions, the possibility of code optimization during typechecking, Forsythe's treatment of references, and all the well-known bene ts of parametric polymorphism. F^has also been used by Ma 22] as the basis for a syntactical analysis of parametricity in System F. Recent accounts of object-oriented inheritance using higher-order extensions of bounded quanti cation 4, 9, 23, 28] suggest that a higher-order generalization of F^would be an appropriate setting for a type theoretic account of multiple inheritance.
The following section establishes some notational conventions and reviews the de nitions of the pure systems of intersections and bounded quanti cation. Section 3 presents F^in full. Section 4 gives examples illustrating its expressive power, and Sections 5 and 6 present algorithms for checking the subtype relation and synthesizing minimal types for terms and sketch their proofs of soundness and completeness. Section 7 discusses semantic issues, and Section 8 o ers directions for future research. A more detailed presentation of these results can be found in 25].
Background
The metavariables and range over type variables; , , , , and range over types; e and f range over terms; and x and y range over term variables. A nite sequence with elements x 1 through x n is written Examples are set in a typewriter font; -calculus notation is transliterated as follows: > is written as T, as \, as \\, 8 as All, and as <. Lines of input to the typechecker are pre xed with > and followed by the system's response. The type constructors ! and 8 bind more tightly than^. Also, ! associates to the right and 8 obeys the usual \dot rule" where the body of a quanti ed type 8 : is taken to extend to the right as far as possible.
Simply Typed -Calculus with Subtyping
The rst-order -calculus with intersection types (called ^h ere) and the secondorder -calculus with bounded quanti cation (called F ) can both be presented as extensions of the simply typed -calculus enriched with a subtyping relation ( ), a system proposed by Cardelli 6 ] as a \core calculus of subtyping" in a foundational framework for object-oriented programming languages.
The types of consist of a set of primitive types (ranged over by the metavariable ) closed under the type constructor !:
::
The terms of consist of a countable set of variables together with all the phrases that can be built from these by functional abstraction and application: e ::= x j x: : e j e 1 e 2 The typing relation of is formalized as a collection of inference rules for deriving typing statements of the form ?`e 2 (\under assumptions ?, expression e has type "). The rules for variables, abstractions, and applications are exactly the same as in the ordinary simply typed -calculus 13]. In addition, the rule of subsumption states that whenever a term e has a type and is a subtype of another type , the type of e may be promoted to :
?`e 2 1 ?` 1 2
?`e 2 2 (Sub)
Intuitively, a subtyping statement ?` corresponds to the assertion that is a re nement of , in the sense that every element of contains enough information to meaningfully be regarded as an element of . In some models this means simply that is a subset of ; more generally, it implies the existence of a distinguished coercion function from to .
Intersection Types
The rst-order calculus of intersection types, ^, is formed from by adding intersections to the language of types:
::= : n ] (Sub-Dist-IA) This inclusion is actually an equivalence, since the other direction may be proved from the rules for meets and arrows (listed in full in Section 3. It has a strong e ect on both syntactic and semantic properties of the language; for example, it implies that > !> for any .
The intersection introduction rule allows an intersection type to be derived for a term whenever each of the elements of the intersection can be derived for it separately:
for all i; ?`e 2 i
?`e 2 V we need not add the elimination rule explicitly to the calculus.
The nullary case of Inter-I is worth particular notice, since it allows the type > to be derived for every term of the calculus, including terms whose evaluation intuitively encounters a run time error or fails to terminate. The system as we have described it so far supports the use of intersection types in programming only to a limited degree. Suppose, for example, that the primitive subtype relation has Int Real and the addition function is overloaded to operate on both integers and reals: + 2 Int!Int!Int^Real!Real!Real: Using just the constructs introduced so far, there is no way of writing our own functions that \inherit" the nitary polymorphism of +. For example, the doubling function x:?: x + x cannot be given the type Int e ::= x j x: : e j e 1 e 2 j : e j e ] Type abstractions are checked by moving the bound for the type variable into the context and checking the body of the abstraction under the enriched set of assumptions (rule All-I in Section 3). The rule for type applications must check that the argument type is indeed a subtype of the bound of the corresponding quanti er (rule All-E). Like arrow types, subtyping of quanti ed types is contravariant in their bounds and covariant in their bodies (rule Sub-All).
The F^Calculus
F^is essentially a \least upper bound" of ^a nd F . To achieve a compact and symmetric calculus, however, a few modi cations and extensions are needed. Since F allows primitive types to be encoded as type variables, we drop the primitive types of and ^. Since > and Top both function as maximal elements of their respective subtype orderings, we drop Top and let > take over its job. Since 8 behaves like a kind of function space constructor, we add a new law Sub-Dist-IQ, analogous to Sub-Dist-IA, allowing intersections to be distributed over quanti ers on the right-hand side.
The notions of type variables and type substitution inherited from F can be used to de ne a further generalization of ^' s -abstraction. We extend the syntax of terms with a new form e ::= : : : j for in 1 :: n : e whose typing rule allows a choice of any of the 's as a replacement for in the body:
?`f i = ge 2 i ?`for in 1 Indeed, ^' s generalized -abstraction may be reintroduced as a simple syntactic abbreviation: x: 1 :: n : e def = for in 1 :: n : x: : e, where is fresh. Besides separating the mechanisms of functional abstraction and alternation, the introduction of the for construct extends the expressive power of the language by providing a name for the \current choice" being made by the type checker. For example, the explicit for construct may be used to improve the e ciency of typechecking even for rst-order languages with intersections. The second version of poly requires that the body be checked only twice, as compared to sixteen times for the rst version. ?`e 2 2 (Sub) The one point where ^a nd F^do not t together perfectly is the maximal types > (the empty intersection) and Top. We might hope that these would coincide in F^, but this, unfortunately, is not the case. The di erence arises from the Inter-I rule of ^, which, in its nullary form, states that any term whatsoever has type >. F has no such rule; the only way a term e can be assigned type Top is by the rules Sub and Sub-Top, which require that the term already have some type with . In other words, Top is the type of all well-typed terms, whereas > is the type of all terms. Order-theoretically, of course, the two types are equivalent (each is a subtype of the other), since each is maximal.
Examples
Intersection types allow very re ned types to be assigned to expressions | much more re ned than is possible in conventional polymorphic languages. Instead of a single description, each expression may be assigned any nite collection of descriptions, each capturing some aspect of its behavior. Since we are working in an explicitly typed calculus, this requires e ort from the programmer in the form of type assumptions or annotations; in general, as more e ort is expended, better typings are obtained.
Many The polymorphic if primitive can also be given a more re ned type: if we know whether the value of the test lies in the type True or the type False, we can tell in advance which of the branches will be chosen. An optimizing compiler might use this information to generate more e cient code in some cases. In fact, we can carry out the same construction in the pure F^calculus with no assumptions about prede ned types or constants, using a generalization of the familiar Church encoding of booleans in the -calculus. is not. So, given ?, , and , the algorithm must rst perform a complete analysis of the structure of . Whenever has the form 1 ! 2 or 8 1 : 2 , it pushes the left-hand side | 1 or 1 | onto a queue of pending left-hand sides and proceeds recursively with the analysis of 2 . When has the form of an intersection, it calls itself recursively on each of the elements. When is nally reduced to a type variable, the algorithm begins analyzing , matching left-hand sides of arrow and polymorphic types against the queue of pending left-hand sides from . In the base case, when both and have been reduced to variables, the algorithm rst checks whether they are identical; if so, and if the queue of pending left-hand sides is empty, the algorithm immediately returns true. Otherwise, the variable is replaced by its upper bound from ? and the analysis continues.
Formally, let X be a nite sequence of elements of the set f j a typeg f j a type variable and a typeg:
De ne the type X) as follows: ]) =
; X]) = ! (X) ) ; X]) = 8 : (X) ): Note that every type has either the form X) or the form X) V 1 :: n ], for a unique X.
The 4-place relation ?` X) is the least relation closed under the following rules. (Note that these rules are syntax-directed | at most one of them can be used to establish a given conclusion.) for all i; ?`
?` The non-structural rules are removed from the system and their possible e ects accounted for by modifying the structural rules Var, Arrow-E, All-E, and For.
The main source of di culty is the application rules Arrow-E and All-E. then (e 1 e 2 ) has both types 2 and 6 , and hence (by Inter-I) also type 2^ 6 .
To deal with this exibility deterministically, we must show that the set of supertypes of ( Proof: Straightforward induction, using the properties of allbasis and arrowbasis for the application cases.
Semantics
A straightforward untyped semantics can be given for F^by extending Bruce and Longo's partial equivalence relation model for F 5] . The^type constructor is interpreted as intersection of PERs, and the bounded quanti er is interpreted as an in nite intersection.
More re ned models have been given for intersections (c.f. 31]) interpreting^as a limit in the semantic category, and a typed semantics of F^can be given along these lines as well, by translating F^typing derivations into the pure second-order -calculus with surjective pairing, system F . (This style of presentation avoids some of the subtleties involved in giving a direct denotational semantics for F^, since F itself has many well-studied models, but it still yields a useful soundness theorem relating the semantics to the F^type system: valid F^typing derivations are translated to well-typed (and hence well-behaved) F terms.) However, this construction has not been shown to be coherent 3], because the standard proof of this property for ^ 32] relies on the existence of least upper bounds in the subtype relation | a property that F^does not share.
An equational theory of provable equivalences between terms of pure F^can be shown to be sound for both the untyped and the translation semantics.
Future Work
A primary practical concern for programming notations based on intersection types is the e ciency of typechecking for large programs. Naive implementations of the algorithms given here exhibit exponential behavior | in practice | in both type synthesis (because of the for construct) and subtyping (because of rules ASubR-Inter and ASubL-Inter). Fortunately, this behavior normally occurs as a result of explicit programmer directives | requests, in e ect, for an exponential amount of analysis of the program during typechecking. Still, a serious implementation must nd ways to economize; for example, by cacheing the partial results of previous analysis.
Another consideration for any language based on second-order polymorphism is the problem of verbosity. Without some means of abbreviation or partial type inference, even modest programs quickly become overburdened with type annotations. Cardelli's partial type inference method for F 7] o ers one promising direction of investigation. Another possibility is to use a !-order extension of F^, in which type operators could be used to express type information more succinctly.
Larger examples are needed to establish the practical need for intersection types and bounded quanti cation in their most general forms. It may be possible to obtain most of the practical power of F^while remaining within a simpler, more tractable fragment.
