Existing public face datasets are strongly biased toward Caucasian faces, and other races (e.g., Latino) are significantly underrepresented. This can lead to inconsistent model accuracy, limit the applicability of face analytic systems to non-White race groups, and adversely affect research findings based on such skewed data. To mitigate the race bias in these datasets, we construct a novel face image dataset, containing 108,501 images, with an emphasis of balanced race composition in the dataset. We define 7 race groups: White, Black, Indian, East Asian, Southeast Asian, Middle East, and Latino. Images were collected from the YFCC-100M Flickr dataset and labeled with race, gender, and age groups. Evaluations were performed on existing face attribute datasets as well as novel image datasets to measure generalization performance. We find that the model trained from our dataset is substantially more accurate on novel datasets and the accuracy is consistent between race and gender groups. The dataset will be released via {https://github.com/joojs/fairface}.
Introduction
To date, numerous large scale face image datasets [22, 31, 13, 69, 37, 24, 41, 68, 15, 27, 46, 8, 39] have been proposed and fostered research and development for automated face detection [35, 21] , alignment [66, 44] , recognition [57, 49] , generation [67, 5, 26, 58] , modification [3, 32, 19] , and attribute classification [31, 37] . These systems have been successfully translated into many areas including security, medicine, education, and social sciences.
Despite the sheer amount of available data, existing public face datasets are strongly biased toward Caucasian faces, and other races (e.g., Latino) are significantly underrepresented. A recent study shows that most existing large scale face databases are biased towards "lighter skin" faces (around 80%), e.g., White, compared to "darker" faces, e.g., Black [39] . This means the model may not apply to some subpopulations and its results may not be compared across different groups without calibration. Biased data will produce biased models trained from it. This will raise ethical concerns about fairness of automated systems, which has emerged as a critical topic of study in the recent machine learning and AI literature [17, 11] .
For example, several commercial computer vision systems (Microsoft, IBM, Face++) have been criticized due to their asymmetric accuracy across sub-demographics in recent studies [7, 42] . These studies found that the commercial face gender classification systems all perform better on male and on light faces. This can be caused by the biases in their training data. Various unwanted biases in image datasets can easily occur due to biased selection, capture, and negative sets [60] . Most public large scale face datasets have been collected from popular online media -newspapers, Wikipedia, or webs search-and these platforms are more frequently used by or showing White people.
To mitigate the race bias in the existing face datasets, we propose a novel face dataset with an emphasis of balanced race composition. Our dataset contains 108,501 facial images collected primarily from the YFCC-100M Flickr dataset [59] , which can be freely shared for a research purpose, and also includes examples from other sources such as Twitter and online newspaper outlets. We define 7 race groups: White, Black, Indian, East Asian, Southeast Asian, Middle East, and Latino. Our dataset is well-balanced on these 7 groups (See Figure 3 and 2) Our paper make three main contributions. First, we emprically show that existing face attribute datasets and models learned from them do not generalize well to unseen data in which more non-White faces are present. Second, we show that our new dataset perform better on the novel data, not only on average, but also across racial groups, i.e. more consistent. Third, to the best of our knowledge, our dataset is the first large scale face attribute dataset in the wild which includes Latino and Middle Eastern and differentiates East Asian and South East Asian. Computer vision has been rapidly transferred into other fields such as economics or social sciences, where researchers want to analyze different demographics using image data. The inclusion of major racial groups, which have been missing in existing datasets, therefore significantly enlarges the appli- 
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Related Work
Face Attribute Recognition
Face attribute recognition is a task to classify various human attributes such as gender, race, age, emotions, expressions or other facial traits from facial appearance [31, 25, 74, 37] . While there have been many techniques developed for the task, we mainly review datasets which are the main concern of this paper. Table 1 summarizes the statistics of existing large scale face attribute datasets and our new dataset. The is not an exhaustive list but we focus on public and in-the-wild datasets on gender, race, and age. As stated earlier, most of these datasets were constructed from online sources, which are typically dominated by the White race.
Face attribute recognition has been applied as a subcomponent to other computer vision systems. For example, Kumar et al. [31] used facial attributes such as gender, race, hair style, expressions, and accessories as features for face verification, as the attributes characterize individual traits. Attributes are also widely used for person re-identification in images or videos, combining features from human face and body appearance [33, 34, 53] , especially effective when faces are not fully visible or too small. These systems have applications in security such as authentication for electronic devices (e.g., unlocking smartphones) or monitoring surveillance CCTVs [14] .
It is imperative to ensure that these systems perform evenly well on difference gender and race groups. Failing to do so can be detrimental to the reputations of individual service providers and the public trust about the machine learning and computer vision research community. Most notable incidents regarding the racial bias include Google Photos recognizing African American faces as Gorilla and Nikon's digital cameras prompting a message asking "did someone blink?" to Asian users [73] . These incidents, regardless of whether the models were trained improperly or how much they actually affected the users, often result in the termination of the service or features (e.g., dropping sensitive output categories). For the reason, most commercial service providers have stopped providing a race classifier.
Face attribute recognition is also widely used for demographic survey performed in marketing or social science research, aimed at understanding human social behaviors and their relations to demographic backgrounds of individuals. Using off-the-shelf tools [2, 4] and commercial services, social scientists, who traditionally didn't use images, begun to use images of people to infer their demographic attributes and analyze their behaviors in many studies. Notable examples are demographic analyses of social media users using their photographs [9, 43, 64, 65, 62] . The cost of unfair classification is huge as it can over-or under-estimate specific 
Fair Classification and Dataset Bias
Researchers in AI and machine learning have increasingly paid attention to algorithmic fairness and dataset and model biases [71, 11, 76, 72] . There exist many different definitions of fairness used in the literature [61] . In this paper, we focus on balanced accuracy-whether the attribute classification accuracy is independent of race and gender. More generally, research in fairness is concerned with a model's ability to produce fair outcomes (e.g., loan approval) independent of protected or sensitive attributes such as race or gender.
Studies in algorithmic fairness have focused on either 1) discovering (auditing) existing bias in datasets or systems [50, 7, 30] , 2) making a better dataset [39, 1] , or 3) designing a better algorithm or model [12, 1, 47, 71, 70] . Our paper falls into the first two categories.
In computer vision, it has been shown that popular large scale image datasets such as Imagenet are biased in terms of the origin of images (45% were from the U.S.) [56] or the underlying association between scene and race [52] . Can we make a perfectly balanced dataset? It is "infeasible to balance across all possible co-occurrences" of attributes [20] . This is possible in a lab-controlled setting, but not in a dataset "in-the-wild".
Therefore, the contribution of our paper is to mitigate, not entirely solve, the current limitation and biases of existing databases by collecting more diverse face images from non-White race groups. We empirically show this significantly improves the generalization performance to novel image datasets whose racial compositions are not dominated by the White race. Furthermore, as shown in Table 1 , our dataset is the first large scale in-the-wild face image dataset which includes Southeast Asian and Middle Eastern races. While their faces share similarity with East Asian and White groups, we argue that not having these major race groups in datasets is a strong form of discrimination. 
Dataset Construction
Race Taxonomy
In this study, we define 7 race groups: White, Black, Indian, East Asian, Southeast Asian, Middle East, and Latino.Race and ethnicity are different categorizations of humans. Race is defined based on physical trait and ethnicity is based on cultural similarities [48] . For example, Asian immigrants in Latin America can be of Latino ethnicity. In practice, these two terms are often used interchangeably. Race is not a discrete concept and needs to be clearly defined before data collection.
We first adopted a commonly accepted race classification from the U.S. Census Bureau (White, Black, Asian, Hawaiian and Pacific Islanders, Native Americans, and Latino). Latino is often treated as an ethnicity, but we consider Latino a race, which can be judged from the facial appearance. We then further divided subgroups such as Middle Eastern, East Asian, Southeast Asian, and Indian, as they look clearly distinct. During the data collection, we found very few examples for Hawaiian and Pacific Islanders and Native Americans and discarded these categories. All the experiments conducted in this paper were therefore based on 7 race classification.
A few recent studies [7, 39] use skin color as a proxy to racial or ethnicity grouping. While skin color can be easily computed without subjective annotations, it has limitations. First, skin color is heavily affected by illumination and light conditions. The Pilot Parliaments Benchmark (PPB) dataset [7] only used profile photographs of government officials taken in well controlled lighting, which makes it non-inthe-wild. Second, within-group variations of skin color are huge. Even same individuals can show different skin colors over time. Third, most importantly, race is a multidimensional concept whereas skin color (i.e., brightness) is one dimensional. Figure 1 shows the distributions of the skin color of multiple race groups, measured by Individual Typology Angle (ITA) [63] . As clearly shown here, the skin color provides no information to differentiate many groups such as East Asian and White. Therefore, we explicitly use race and annotate the physical race by human annotators' judgments.
Image Collection and Annotation
Many existing face datasets have relied on photographs of public figures such as politicians or celebrities [31, 23, 24, 46, 37] . Despite the easiness of collecting images and ground truth attributes, the selection of these populations may be biased. For examples, politicians may be older and actors may be more attractive than typical faces. Their images are usually taken by professional photographers in limited situations, leading to the quality bias. Some datasets were collected via web search using keywords such as "Asian boy" [75] . These queries may return only stereotypical faces or prioritize celebrities in those categories rather than diverse individuals among general public.
Our goal is to minimize the selection bias introduced by such filtering and maximize the diversity and coverage of the dataaset. We started from a huge public image dataset, Yahoo YFCC100M dataset [59] , and detected faces from the images without any preselection. A recent work also used the same dataset to construct a huge unfiltered face dataset (Diversity in Face, DiF) [39] . Our dataset is smaller but more balanced on race (See Figure 2) . Specifically, we incrementally increased the dataset size. We first detected and annotated 7,125 faces randomly sampled from the entire YFCC100M dataset ignoring the locations of images. After obtaining annotations on this initial set, we estimated demographic compositions of each country. Based on this statistic, we adaptively adjusted the number of images for each country sampled from the dataset such that the dataset is not dominated by the White race. Consequently, we excluded the U.S. and European countries in the later stage of data collection after we sampled enough White faces from those countries. The minimum size of a detected face was set to 50 by 50 pixels. This is a relatively smaller size compared to other datasets, but we find the attributes are still recognizable and these examples can actually make the classifiers more robust against noisy data. We only used images with "Attribution" and "Share Alike" Creative Commons licenses, which allow derivative work and commercial usages.
We used Amazon Mechanical Turk to verify the race, gender and age group for each face. We assigned three workers for each image. If two or three workers agreed on their judgements, we took the values as ground-truth. If all three workers produced different responses, we republished the image to another 3 workers and subsequently discarded the image if the new annotators did not agree. These annotations at this stage were still noisy. We further refined the annotations by training a model from the initial ground truth annotations and applying back to the dataset. We then manually re-verified the annotations for images whose annotations differ from model predictions.
Experiments 4.1. Measuring Bias in Datasets
We first measure how skewed each dataset is in terms of its race composition. For the datasets with race annotations, we use the reported statistics. For the other datasets, we annotated the race labels for 3,000 random samples drawn from each dataset. See Figure 2 for the result. As expected, most existing face attribute datasets, especially the ones focusing on celebrities or politicians, are biased toward the White race. Unlike race, we find that most datasets are relatively more balanced on gender ranging from 40%-60% male ratio.
Model and Cross-Dataset Performance
To compare model performance of different datasets, we used an identical model architecture, ResNet-34 [18] , to be trained from each dataset. We used ADAM optimization [29] with a learning rate of 0.0001. Given an image, we detected faces using the dlib 1 's CNN-based face detector [28] and ran the attribute classifier on each face. The experiment was done in pyTorch.
Throughout the evaluations, we compare our dataset with three other datasets: UTKFace [75] , LFWA+, and CelebA [37] . Both UTKFace and LFWA+ have race annotations, and thus, are suitable for comparison with our dataset. CelebA does not have race annotations, so we only use it for gender classification. See Table 1 for more detailed dataset characteristics.
Using models trained from these datasets, we first performed cross-dataset classifications, by alternating training sets and test sets. Note that FairFace is the only dataset with 6 races. To make it compatible with other datasets, we merged our fine racial groups when tested on other datasets. CelebA does not have race annotations but was included for gender classification. Tables 3 and 4 show the classification results for race, gender, and age on the datasets across subpopulations. As expected, each model tends to perform better on the same dataset on which it was trained. However, the accuracy of 1 dlib.net our model was highest on some variables on the LFWA+ dataset and also very close to the leader in other cases. This is partly because LFWA+ is the most biased dataset and ours is the most diverse, and thus more generalizable dataset.
Generalization Performance 4.3.1 Datasets
To test the generalization performance of the models, we consider three novel datasets. Note that these datasets were collected from completely different sources than our data from Flickr and not used in training. Since we want to measure the effectiveness of the model on diverse races, we chose the test datasets that contain people in different locations as follows.
Geo-tagged Tweets. First we consider images uploaded by Twitter users whose locations are identified by geotags (longitude and latitude), provided by [51] . From this set, we chose four countries (France, Iraq, Philippines, and Venezuela) and randomly sampled 5,000 faces.
Media Photographs. Next, we also use photographs posted by 500 online professional media outlets. Specifically, we use a public dataset of tweet IDs [36] posted by 4,000 known media accounts, e.g., @nytimes. Note that although we use Twitter to access the photographs, these tweets are simply external links to pages in the main newspaper sites. Therefore this data is considered as media photographs and different from general tweet images mostly uploaded by ordinary users. We randomly sampled 8,000 faces from the set.
Protest Dataset. Lastly, we also use a public image dataset collected for a recent protest activity study [64] . The authors collected the majority of data from Google Image search by using keywords such as "Venezuela protest" or "football game" (for hard negatives). The dataset exhibits a wide range of diverse race and gender groups engaging in different activities in various countries. We randomly sampled 8,000 faces from the set.
These faces were annotated for gender, race, and age by Amazon Mechanical Turk workers. Table 6 shows the classification accuracy of different models. Because our dataset is larger than LFWA+ and UTKFace, we report the three variants of the FairFace model by limiting the size of a training set (9k, 18k, and Full) for fair comparisons.
Result
Improved Accuracy. As clearly shown in the result, the model trained by FairFace outperforms all the other models for race, gender, and age, on the novel datasets, which have never been used in training and also come from different data sources. The models trained with fewer training images (9k and 18k) still outperform other datasets including CelebA which is larger than FairFace. This suggests that the dataset size is not the only reason for the performance improvement.
Balanced Accuracy. Our model also produces more consistent results -for race, gender, age classificationacross different race groups compared to other datasets. We measure the model consistency by standard deviations of classification accuracy measured on different subpopulations, as shown in Table 5 . More formally, one can consider conditional use accuracy equality [6] or equalized odds [17] as the measure of fair classification. For gender classification:
where Y is the predicted gender, Y is the true gender, A refers to the demographic group, and D is the set of different demographic groups being considered (i.e. race). When we consider different gender groups for A, this needs to be modified to measure accuracy equality [6] :
We therefore define the maximum accuracy disparity of a classifier as follows: Table 2 shows the gender classification accuracy of different models measured on the external validation datasets for each race and gender group. The FairFace model achieves the lowest maximum accuracy disparity. The LFWA+ model yields the highest disparity, strongly biased toward the male cateogory. The CelebA model tends to exhibit a bias toward the female category as the dataset contains more female images than male.
The FairFace model achieves less than 1% accuracy discrepancy between male ↔ female and White ↔ non-White for gender classification (Table 6 ). All the other models show a strong bias toward the male class, yielding much lower accuracy on the female group, and perform more inaccurately on the non-White group. The gender performance gap was the biggest in LFWA+ (32%), which is the smallest among the datasets used in the experiment. Recent work has also reported asymmetric gender biases in commercial computer vision services [7] , and our result further suggests the cause is likely to due to the unbalanced representation in training data.
Data Coverage and Diversity. We further investigate dataset characteristics to measure the data diversity in our dataset. We first visualize randomly sampled faces in 2D space using t-SNE [38] as shown in Figure 4 . We used the facial embedding based on ResNet-34 from dlib, which was trained from the FaceScrub dataset [40] , the VGG-Face dataset [41] and other online sources, which are likely dominated by the White faces. The faces in FairFace are well spread in the space, and the race groups are loosely separated from each other. This is in part because the embedding was trained from biased datasets, but it also suggests that the dataset contains many non-typical examples. LFWA+ was derived from LFW, which was developed for face recognition, and therefore contains multiple images of the same individuals, i.e., clusters. UTKFace also tends to focus more on local clusters compared to FairFace.
To explicitly measure the diversity of faces in these datasets, we examine the distributions of pairwise distance between faces ( Figure 5 ). On the random subsets, we first obtained the same 128-dimensional facial embedding from Table 2 : Gender classification accuracy measured on external validation datasets across gender-race groups. dlib and measured pair-wise distance. Figure 5 shows the CDF functions for 3 datasets. As conjectured, UTKFace had more faces that are tightly clustered together and very similar to each other, compared to our dataset. Surprisingly, the faces in LFWA+ were shown very diverse and far from each other, even though the majority of the examples contained a white face. We believe this is mostly due to the fact that the face embedding was also trained on a very similar white-oriented dataset which will be effective in separating white faces, not because the appearance of their faces is actually diverse. (See Figure 3) 
Conclusion
This paper proposes a novel face image dataset balanced on race, gender and age. Compared to existing large-scale in-the-wild datasets, our dataset achieves much better generalization classification performance for gender, race, and age on novel image datasets collected from Twitter, international online newspapers, and web search, which contain more non-White faces than typical face datasets. We show that the model trained from our dataset produces balanced accuracy across race, whereas other datasets often lead to asymmetric accuracy on different race groups.
This dataset was derived from the Yahoo YFCC100m dataset [59] for the images with Creative Common Licenses by Attribution and Share Alike, which permit both academic and commercial usage. Our dataset can be used for training a new model and verifying balanced accuracy of existing classifiers.
Algorithmic fairness is an important aspect to consider in designing and developing AI systems, especially because these systems are being translated into many areas in our society and affecting our decision making. Large scale image datasets have contributed to the recent success in computer vision by improving model accuracy; yet the public and media have doubts about its transparency. The novel dataset proposed in this paper will help us discover and mitigate race and gender bias present in computer vision systems such that such systems can be more easily accepted in society.
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