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GENERAL INTRODUCTION 
Although popular comparisons sometimes mention the "constancy of 
the stars," many stars are in fact inconstant in their light output. 
This variability is easily seen in the "light curve" of the star which 
is a plot of its brightness (magnitude) as a function of time. The shape 
of the light curve may be used to identify the type of variability in the 
star - a sudden increase in brightness followed by a slow decline is 
often indicative of an eruptive variable such as a nova or supernova, 
while a repetitive cycling between high and low brightness may identify 
a pulsating variable. In the latter case, the cyclic nature of the 
light curve allows one to assign a period and amplitude of variation to 
that variable star, with closer analysis often revealing the presence of 
other periodicities in the light curve. 
Observations have revealed a wide range of periods and amplitudes 
in variable stars. The long period Mira variables show some of the 
greatest changes, varying by more than 2.5 magnitudes over a time scale 
of about a year. These strong variations are detectable by the human 
eye and, as one might expect, recorded observations of these stars go 
back for several centuries (e.g., the monk Fabricius reported observa­
tions of o Ceti in the 16th century).. Likewise, the periods of these 
stars are generally easily determined by timing of successive maxima and 
tabulations of reliable periods were given in the last century (Chandler, 
1888, 1893, 1896). 
More subtle variations are found in other types of variable stars. 
For example, 6 Scuti variables change by less than 0.1 magnitude with a 
2 
period of less than five hours, while some white dwarfs have been found 
to display regular variability of only 0.01 magnitude with periods of 
about 1000 seconds (e.g., Robinson and McGraw, 1976). Clearly, the study 
of these variables requires photometric observations and more sophisti­
cated methods of data analysis such as Fourier analysis, the maximum 
entropy method, or phase dispersion minimization (e.g.. Richer and 
Ulrych, 1974; Stellingwerf, 1978; Morris and DuPuy, 1980). 
Successful theoretical descriptions of many variable stars have 
been given In terms of pulsating stellar envelope models. Ledoux (1951) 
has performed linear calculations which indicate instabilities and 
determine periods, while Christy (1966) has performed calculations on 
nonlinear models which give detailed amplitude information. More 
recently. Hill (1972, 1975) has considered the observable effect of 
shock waves in the atmospheres of variable stars. Comparisons of 
observations to these models may then yield information regarding the 
mass, structure, and mode of oscillation of particular variables. 
The study of variable stars can therefore be seen to contain three 
interrelated aspects—observation, analysis, and theoretical interpreta­
tion. This three part thesis consists of examples of each of these 
aspects. In Section I, a hot spot model of pulsed X-ray sources (Lamb, 
Pethick, and Pines, 1973) will be extended to propose a mechanism of 
variability in magnetic white dwarfs undergoing accretion. The obser­
vational search and data analysis for examples of this phenomenon will 
be described in Section II and Section III will present a method of 
analysis well-suited to distinguishing between long and short secondary 
periods in multiple period stars. 
3 
Explanation of thesis format 
This thesis will follow the Alternate Thesis Format which permits 
the Inclusion of papers submitted or to be submitted to scholarly 
journals. The use of this format is strongly suggested by the nature 
of the research, which involved three separate topics, each under the 
guidance of a different professor. 
The research in Section I was done with Dr. D.ennis K. Ross and was 
published in Astronomy and Astrophysics (Peterson and Ross, 1976). In 
preparing this work for publication, the candidate had primary respon­
sibility for Sections III and IV. 
Section II was performed under the supervision of Dr. Willet I. 
Beavers. Under the guidance of Dr. Beavers, the candidate designed and 
executed the observing program, wrote the maximum entropy method 
computer program, performed the data analysis, and wrote the paper. 
This paper, in a shortened form, has been accepted for publication in 
Astronomy and Astrophysics. 
Dr. Lee Anne Willson suggested the research topic discussed in 
Section III of this thesis and supervised its execution. The candidate 
devised the 0-C amplitude test, wrote the phase dispersion minimization 
program, analyzed the data, and wrote the paper. This paper will be 
submitted to Astronomy and Astrophysics. 
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SECTION I. PULSED RADIATION FROM HOT SPOTS 
ON ACCRETING WHITE DWARFS 
5 
INTRODUCTION 
Models of the pulsing X-ray sources which involve a neutron star 
accreting mass have been very successful in explaining sources like Cen 
X-3 and Her X-1. Davidson and Ostriker (1973) considered accretion from 
a stellar wind and Lamb, Pethick, and Pines (1973) considered more gen­
eral accretion onto a magnetic star in some detail. In regard to the 
pulsing X-ray sources, Burbidge and Prendergast (1968) have examined the 
flow in a rotating disk around a white dwarf and De Gregoria (1974) has 
integrated the hydrodynamic equations for spherical flow onto a white 
dwarf. 
In the following we shall examine general accretion onto a white 
dwarf, not to attempt to explain the pulsing X-ray sources, but rather 
to see if ultraviolet flashes or optical effects will be observable. We 
note in this regard that D. Q. Lamb (1974) has considered Roche lobe 
accretion onto a white dwarf in connection with the nova DQ Herculis. 
We will be most interested in slower forms of accretion from stellar 
winds and the interstellar medium in which this occasional nova behavior 
does not happen. Castellani and Panagia (1971) have looked at the 
effects of accretion of interstellar matter on the evolution of red and 
white dwarfs neglecting the magnetic field. For us the magnetic field 
will play a key role in forming hot spots oh the white dwarf's surface 
which will lead to observable new effects, including satellite ultra­
violet flashes and weak optical color variations. Hesser and Lasker 
(1971) and Richer and Ulrych (1974) have observed optically variable 
6 
white dwarfs which they attribute to radial pulsations fueled by accre­
tion from the interstellar medium. We discuss their work more, later. 
In the second section we will look at the formation of hot spots on 
the surface of an accreting white dwarf. The third section will examine 
the effects of various sources of the accreting gas and section four will 
explore the detailed observational possibilities. 
7 
SPOT FORMATION 
The basic formalism for accretion onto a magnetic star has been set 
down by Lamb, Pethick and Pines (hereafter referred to as LPP) and we will 
use their work in what follows. We will consider primarily accretion by 
radial infall rather than from a disk since Roche lobe overflow will turn 
out to be undesirable. We will also assume that the accretion occurs on 
4 
a white dwarf with a magnetic field of approximately 10 gauss. Magnetic 
white dwarfs with fields in the range 10^ to 10^ gauss have been observed 
(Kemp et al., 1970; Angel and Landstreet, 1972; 1974; Angel et al., 1972a, 
4 5 
b; 1974; 1975; Swedlund et jd., 1974), while an upper limit of 10 to 10 
gauss has been placed on the magnetic field of many other white dwarfs 
(Angel and Landstreet, 1970; Preston, 1970). 40 Eri B and W1346 apparently 
have fields less than 3,000 gauss and 8,000 gauss respectively (Angel, 
4 1974). We will see that 10 gauss will suffice for the considerations 
below and higher fields would benefit us in all regards. Since many white 
4 dwarfs have 10 gauss, we have a larger number of available sources 
than if we limited ourselves to the statistically rarer very strongly 
magnetic dwarfs. The common dwarfs with B<10^ gauss will show weaker 
spots whose properties, can be calculated using the expressions below. 
From LPP, as the radially accreting gas approaches the vicinity of 
the magnetic star a stand off shock will develop in the vicinity of the 
Alfven surface if the acoustic and Alfven Mgch numbers m^ and m^ are » 1. 
The Alfven radius, obtained by equating the magnetic pressure with the 
pressure of the accreting matter, is given by LPP as 
8 
r. = 3.6 X 10' 
IL 
M 
1/7 
,2/7 2/7 
3^1 8^ 
cm. (1) 
where y is the magnetic moment (B = 10 gauss and Rg = 5 corresponds to 
IJ3O = 1.25 for a dipole field), R is the radius of the star, and L is the 
luminosity. L enters (1) by assuming that the luminosity of the accre­
tion spot is related to the mass accretion rate by 
L = 
dt R 
(2) 
LPP show that m^ and m^ are » 1 if the magnetic pressure, B /Stt, is 
2 
much less than the pressure of the accreting matter, pv . Since these 
2 1 2 1 
pressures are equal at r^ and since B = —g while pv ^ ~2~5 
r r 
continuity and the free fall velocity), it is clear that a shock will 
always develop outside the Alfven radius. The temperature immediately 
behind the shock is given by 
GMm, 
KTshock = =7 (3) 
shock 
if the directed infall motion is all converted to random thermal motion. 
If we assume fg^ock ^  ^ alfven ^hen from Eq. 1 with Rg = 5 and = 1 so 
that r. ~ 2.3 X 10 cm we have T , , 
A shock 
4.3 X 10® "K for M = 1 M . The 
shock will certainly ionize the accreting gas. The electrons at this 
high temperature should cool very quickly due to bremsstrahlung, while 
the ions will maintain their energy. 
9 
The motion of the ionized accreting gas will be dominated by the 
magnetic field for r < r^ particularly if centrifugal effects are 
neglected. These effects can be neglected if r^ < r^ where from LPP 
r = 1.5 X 10® 
c 
M 
M 
0 
1/3 
cm (4) 
where P is the rotation period of the white dwarf. Ostriker and 
Bodenheimer (1968) have shown that white dwarfs can have rotational 
periods as small as a few seconds. We will assume that P = 10 to 
5,000 sec in the following. Note that if the sun shrunk to white dwarf 
size with conservation of angular momentum then P ~ 110 sec. J. L. 
Greenstein (1976) has found typical rotational velocities less than 40 
km/sec and possibly less than 20 km/sec or even 10 km/sec. This would 
imply that the bulk of the rotational periods will be greater than about 
700 sec. For ^ = 1 and Rg = 5 in Eq. 1 we have negligible 
rotational effects if > 1 and P ^  60 sec. For P = 10 sec we have 
only a 25% reduction in r^ as a rotational correction and we will 
neglect all rotational corrections in the following. 
Inside the Âlfvén radius the ionized plasma will follow the magnetic 
field lines to the vicinity of the stellar surface. Motion perpendicular 
to the magnetic field will be strongly inhibited and the field Itself 
should be very well ordered. Thus we expect to get two spots at either 
magnetic pole with area 
10 
\pot = 
R (5) 
where R is the radius of the star. 
At this point the situations for the neutron star and the white 
dwarf begin to diverge. If Rg = 5 and M = 1 the ions arrive at the 
surface of the white dwarf with only about .3 MeV energy. At this 
energy the penetration depth is quite low. Distant coulomb interactions 
with electrons will stop the ions after traversing a column density of 
about 
column density 9.8 X 10 ZnA 
-3 
M 
M 
A l  , 2  
y grams / cm , 
: (RG) 
(6 )  
where A = Z - 1 if we assume the accreting gas is predominantly hydrogen 
and the stopping medium is ionized. The coulomb logarithm, £nA, is given 
by Spitzer (1962) for various and T. If we assume we have a DA white 
dwarf with a surface temperature of 15,000° and a surface gravity of 
log g = 8, then &nA ^  6. If we rewrite Eq. 6 in terms of g and let 
2nA = 6 we have 
column density = 1.23 x 10 ^  g 8 
M 
M 
grams/cm . (7) 
This is much less penetration than in the neutron star case. To get an 
approximate idea of what this means we can use the data for a model 
atmosphere (Matsushima and Terashita, 1969) of 40 Eri B, which is a 
fairly typical white dwarf. Atmospheres with other parameters 
11 
(Terashita and Matsushima, 1966) could of course be used to fit a 
particular source. In this model atmosphere, 1.23 x 10 ^  grams/cm^ 
occurs about 736 meters above the T = 1 surface. We can check that the 
upper atmosphere of 40 Eri B is ionized. At this "stopping height," the 
5,000 A optical depth is only T = .004. The column density in Eq. 7 is 
certainly much less than the Thomson mean free path for emergent photons, 
2 
which is about 3 grams/cm . We should emphasize that the accreting gas 
will not actually stop at the "stopping height" above but will proceed 
downward with a much reduced velocity and increased density in such a 
way as to conserve mass flux through the stopping region. 
At this point, we worry that our spectrum will be highly nonthermal 
since the accreting gas stops where the optical depth is so low. Con­
duction of energy downward will play a crucial role however in determining 
the expected spectrum. The conductive energy flux is approximately 
'conduction " = " 1°"' f • 
from Parker (1958). If we assume that conduction carries energy down­
ward to approximately the T = 10 level, where thermal equilibrium might 
begin to be established, then in 40 Eri B or in a similar star, AZ ~ 
1.3 X 10^ cm. An upper limit to the temperature of the stopping region 
is then obtained by assuming that conduction carries all of the accreting 
energy downward. Then 
5 X 10"^ T^/Z , 
L = ^ (spot area) ergs/sec. (9) 
9 
If we assume = 1 and Rg = 5 then ~ 2.3 x 10 cm. This gives 
17 2 
A ^ ~ 1.7 X 10 cm from Eq. 5 and then Eq. 9 gives T . . , < 
spot ^ no stopping layer — 
7 1.6 X 10 °K. If half the energy is carried downward by conduction and 
7 
half by mass flux, then T ^ , = 1.3 x 10 °K. This is probably 
•' stopping layer ^ 
a fairly accurate estimate. We thus see that conduction can easily carry 
a large flux from the stopping layer downward for modest stopping layer 
temperatures. Below we will compute the rate of bremsstrahlung loss from 
the stopping layer at this temperature and find that it is negligible com­
pared to the conductive energy transport. 
Since conduction carries the energy to a much deeper level in the 
star and to larger optical depth, the anticipated spectrum of the hot 
spot will be at least approximately thermal. Below about T=l, convection 
may also play a role in carrying the energy deeper since helium-rich white 
dwarfs are convective in their outer layers (Bohm and Cassinelli, 1970; 
Van Horn, 1970; Bohm, 1970), and since DA dwarfs are convective for 
temperatures between 8,000° and 13,000° while DB dwarfs are convective 
for temperatures between 15,000° and 25,000° (Wickramasinghe and Stritt-
matter, 1970). Since motion perpendicular to the magnetic field is 
strongly inhibited (magnetic pressures are typically at least an order of 
magnitude greater than gas pressures) and since the magnetic field will 
extend for some distance into the star before degeneracy plays a role, 
sidewise convection will be negligible and vertical convection will not 
remove any net energy from the spot. Note that in the model atmosphere 
of 40 Eri B T = 32,289° occurs at -1.56 km where T = 100. This tempera­
ture is comparable to the spot temperature calculated below in Eq. 11 so 
13 
that convection at most might take some energy down 1.5 km from which 
point it can reappear as thermal radiation. The accreting matter will 
have the effect of reducing the temperature gradient in the outer part of 
the star where the spot is. This will slow down the convection itself. 
In addition to convection effects, the spectrum will be contaminated 
with some bremsstrahlung from the shock region and from the hot stopping 
layer, but this is fairly negligible as we shall see below. Comptoniza-
tion, cyclotron processes, collective plasma effects, turbulence, etc. 
may all play a role. A detailed calculation of the spectrum thus would 
be very difficult and we shall assume that it is thermal in the following. 
This should be at least approximately true. 
The temperature of the spot can be calculated from energy conserva­
tion if we assume that all of the accreting energy is reradiated from 
the spot as blackbody radiation. Then we have 
" •'Ipot %ot (1°) 
or using Eq. 5 and Eq. 1 
Vt = 1-19 % 1° —— 
^8 
For = 1, - - Ij M = 1 M , and R. = 5 we have T . = 31,700 °K and 
J-L jU © O spot 
we would expect most of the radiation to fall in the ultraviolet part of 
the spectrum. If the nonthermal effects are important then Eq. 11 
represents a lower bound on the actual temperature. 
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One major difference between our accretion onto a white dwarf and 
the much greater accretion onto a neutron star is that the opacity of the 
accreting column in our case is negligible. We will get isotropic radia­
tion rather than a fan of radiation coming out predominantly to the sides 
of the accreting column. Electron scattering dominates the opacity at 
the high temperatures and low pressures of interest. Since ^ = 
6.5 X 10 / n^ ds and since the accreting column electron density at 
the stellar surface is n^ ~ 1.8 x 10^^ ^31^' for typical radius and mass 
for the white dwarf we see that x « 1. 
e. s. 
Let us now briefly examine several loss mechanisms which could 
spread out our spot or reduce the energy available to it. We will con­
sider 1) bremsstrahlung losses, 2) lateral conduction, 3) cyclotron 
losses and 4) magnetic mirror effects. Thin-source bremsstrahlung losses 
(Allen, 1968) are 2 x 10 T^ n^n^ ergs/cm^ sec. A reasonable estimate 
for the temperature of the stopping layer is T ^ . - = 1.3 x 
^ rr e. J Stopping layer 
10^ °K for = 1 and Rg = 5. Also n^ and n^ for the accreting column 
are about 1.8 x 10^^ for the same luminosity. The emitting volume is 
17 2 5 
~(A^pot) X (AZ) ~ (1.7 X 10 cm )(1.3 x 10 cm). These numbers give 
21 bremsstrahlung losses of 5.16 x 10 ergs/sec which is much less than 
31 
the accreting energy rate of 10 ergs/sec. This, however, is probably 
an underestimate of the losses. If we take n^ and n^^ from the unperturbed 
white dwarf model at the stopping altitude rather than from the numbers 
for the accreting column we will considerably overestimate the brems­
strahlung losses since thermal equilibrium is not obtained in the 
stopping layer. This gives n^ ~ n^ ~ 3.5 x 10^^ and bremsstrahlung 
15 
30 
losses « 2 X 10 ergs/sec. This suggests that bremsstrahlung losses 
will not dominate in agreement with the findings of Cameron and Mock 
(1967) who showed for the case of large accretion rate on a nonmagnetic 
compact star that only a small part of the accreted energy will be 
released in the atmosphere as high-energy photons. However, some con­
tamination of the spectrum by bremsstrahlung may occur. 
Our second loss mechanism is lateral conduction which would tend to 
spread the spot out. Since lateral conductivity is at most equal to the 
vertical conductivity we have lateral flux/vertical flux < 2it 
(stopping altitude)/A =2 (stopping altitude)/r « 1 since 
SpOu SpOu 
4 8 d ~ 7 X 10 cm and r ^ ~ 4 x 10 cm. 
spot 
A third source of losses is cyclotron radiation. We have (dW/dt)/vol = 
1.6 X 10 B^(Y - l)n^ ergs/cm^ sec where n^ is the number of electrons 
traveling perpendicular to the magnetic field. We can overestimate this 
from the electron density in the white dwarf at the stopping altitude. 
22 3 23 
As above, the emitting volume is ~ 2.2 x 10 cm so dW/dt ^  1.2 x 10 
2 
B (y - 1) ergs/sec. From the free fall velocity we can find Y - 1 -
.0034 so dW/dt < 4.1 x 10^^ B^. B = 10^ gauss then gives dW/dt < 4.1 x 
28 
10 ergs/sec which is negligible compared to our assumed energy accretion 
rate. Cyclotron losses are much more important for neutron stars than for 
white dwarfs. Also, even if the electrons did lose significant energy to 
cyclotron losses, the ions which carry most of the accreting energy would 
be essentially unaffected. 
The last loss mechanism to be considered is magnetic mirror effects. 
LPP consider this in detail. For magnetic mirror effects to be negligible. 
16 
Ions near the Alfven radius must be able to transfer their transverse 
kinetic energy to the electrons. A time characterizing this energy 
transfer is 
"l.e = 
' M "  
M  
® 
20/7 
'8 
.5/7 4/7 
8 ^30 _ 
sec (12) 
which must be less than the free fall time from radius r given by 
3/2 
tfree fall " S-' " 1° 
-2 
8 
M 
M 
1/2 sec. (13) 
Since large accretion rates are favored we can let r = 
rewrite fall ** 
M 
M 
23/4 
(14) 
as the condition that magnetic mirror effects be unimportant. If M = 1 
Rg = 5, and = 1 we have ^ .73 so that lower luminosity spots are 
~ 31 
forbidden. We will see in the next section that spots with L < 10 ergs/ 
sec are very difficult to observe. Note that Eq. 14 has a huge mass 
dependence. If M = .5 M we have > .014 which is much less restric-
® 31 — 
tive. Also > 1 would help alleviate magnetic mirror problems for low 
luminosity spots. 
Table 1 gives parameters for spots with different mass accretion 
rates and hence different luminosities. We have assumed R. = 5, = 1, 
o jU 
Table 1. Spot parameters for different accretion rates 
Si 
dM 
dt 
M " 
e 
jr. T spot 
A ^ 
star 
A 
spot 
'.ax 
(PC) ^  
watts/micron cm 
d (pc) Comment 
100 6 X 10' -11 72,400° 4.9 400 8.68 X 10"^^ 93 varies some 
10 6 X 10' -12 47,980° 9.5 604 1.98 X 10"13 44 pulses 
1 6 X 10" -13 31,800° 18.2 911 -14 3.46 X 10 19 pulses 
.1 6 X 10' -14 21,100° 35.2 1,374 3.88 X 10"^^ 6 too faint 
18 
and M = 1 M^. The fourth column gives the area of the spot divided by 
32 ^ 
the area of the star. We note that for L > 10 ergs/sec that the Alfven 
radius approaches the star's radius and no spot is formed. Thus, if we 
are interested in pulse phenomena, we are restricted to relatively low 
I I 4 
accretion rates and luminosities. If we chose |B| > 10 gauss, higher 
mass accretion rates and luminosities would be allowed. The peak wave­
length in the blackbody curve is given in column 5. A spot with T = 
0 
31,800° for example has 50% of the total flux at X < 1,300 A. Thus 
ultraviolet detectors are indicated. 
O 
The sixth column gives the expected flux at 1,550 A multiplied by 
the square of the distance of the source in parsecs. If we assume that an 
ultraviolet satellite such as OAO II (Code £t , 1970) is capable of 
detecting ^2.550 ~ watts/micron cm^, then the spots would be observ­
able out to the distances given in the seventh column of Table 1. We see 
that white dwarfs, with spots capable of producing ultraviolet pulsing 
behavior as the star rotates, must be closer than about 44 parsecs. Note 
that integration times must not be Ipnger than the rotational period of 
the white dwarf which is probably in the range of 10 to 1,000 sec. 
We note from the temperatures of the spots given in Table 1 that the 
expected X-ray flux is very low. Also, if these white dwarfs are 
accreting from a nearby star then in order that the star will not dominate 
O 
the spot at 1550 A, the companion should be no earlier than about GOV or 
KOIII. Furthermore, cooler white dwarfs with temperatures T < 15,000° are 
required if the dwarf is not to dominate the spot. This is a fairly 
typical DA or DB dwarf temperature. 
19 
SOURCES OF ACCRETING GAS 
Three mechanisms come to mind for supplying mass to the white dwarf: 
Roche lobe overflow, accretion from a stellar wind, and accretion from 
the interstellar medium by lone white dwarfs. We now consider each of 
these possibilities in turn. 
A model involving Roche lobe transfer has already been considered 
by D. Lamb (1974). Lamb used an accretion rate of 10 M^/yr onto a 
strongly magnetic white dwarf to describe the system DQ Herculis and also 
predicted the presence of ultraviolet pulses. Let us see what such a 
model means in terms of the weaker white dwarf magnetic fields we are 
considering. For Roche lobe transfer proceeding on a Kelvin time scale, 
we may estimate the accretion rate (Plavec et al., 1973; van den Heuvel, 
1975) by 
V> = 10''f ^  (15) 
where R, L, and M are values for the primary in solar units. Substi­
tuting values for a G5V and a KOIIl companion, one obtains accretion 
rates of 3 x 10 ^  M^/yr and 10 ^  M^/yr, respectively. A somewhat lower 
rate of 10 M^/yr could be obtained in the initial stages when transfer 
occurs on a nuclear time scale, although this stage is of brief duration 
8 (10 yr), making it statistically unfavorable from an observational 
standpoint (Pratt and Strittmatter, 1976). In both instances, we see 
that the transfer rates are much higher than allowed rates from Table 1, 
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and would In fact destroy the spot by pushing the Alfvin radius into the 
-10 
white dwarf surface. Furthermore, these rates are above the 10 to 
10 Mg/yr limit for quiescent accretion by a .5 white dwarf (Giannone 
and Weigert, 1967; Webbink, 1975; Taam and Faulkner, 1975), so the evolu­
tion of the white dwarf would be disrupted by nova-like bursts. It is no 
accident that DQ Herculis is in fact a nova. Therefore, from the stand­
points of both spot formation and white dwarf stability, we see that Roche 
lobe overflow is unfavorable for the model under consideration. 
Accretion from a stellar wind has been treated by Davidson and 
Ostriker (1973). Following their development, we can relate the accretion 
rate to the rate of mass loss from the companion as follows 
= A 
M V r 
R 
- 1 
-1-3/2 
1 + V (16) 
where R and M are the radius and mass-loss rate of the companion and a 
c c 
is the separation of the binary system. V is the ratio of the escape 
velocity of the companion to the velocity of the wind at infinity and is 
approximately 1 for the main sequence and 10 for giants (Brandt, 1970; 
Gehrz and Woolf, 1971). 
In picking candidates for companions, we look for main sequence 
stars later than GO and giants later than KO with mass loss rates 
greater than 10 M^/yr. Main sequence mass loss rates seem to be too 
low for our purposes [e.g., 10 M^/yr from the sun from Brandt (1970)], 
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but the giants are promising. Taking rates of mass loss for various 
giants, we calculate the required separations listed in Table 2. The 
white dwarf mass is taken to be .5 and we assume = 1.7 x 10 M^/ 
yr. The mass loss rate given for the Mill star is a typical observed 
value (Gehrz and Woolf, 1971), while the rates for the Kill are an 
observational upper bound (Hills, 1973; Margon et al., 1974) and a lower 
bound based on a radiation-driven wind calculation (Castor e^^., 1975). 
No supergiants have been included because none are close enough to have 
white dwarf companions with observable spots. Since we are making an 
existence argument, our main concern for these binary systems is self-
consistency. In particular, we want to be sure that the white dwarf must 
not be so close to the primary that Roche lobe transfer occurs. That is, 
we require (Paczynski, 1971) 
M 
< (.38 + .2 log ^ )a. (17) 
The results of this check are also shown in Table 2; we see that the 
required separations are consistent with no Roche lobe overflow. There­
fore, white dwarfs in binary systems with the proper separation may be 
accreting at the rates of interest. 
Finally, we consider accretion of lone white dwarfs from the inter­
stellar medium. This problem has been treated by Castellani and Panagia 
(1971); one can write a rather simple equation estimating the rate of 
accretion in this case 
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Table 2. Consideration of accretion in binary systems 
M M Separation Roche Period 
M ^ lobe 
Star R 
c (J?) (Re) (A.U.) filled? (yr) 
KOIII 4 M 
e 
100 L 
0 
3 X lO'll 4.5 .33 No .089 
15.8 R 
o 
5 X 10"9 295 22 No 49 
M5III 10 M 
e 
1600 L 
e 
lO"^ 560 420 No 2700 
160 R 
e 
: 3 X 10-12 ^ & (18) 
rel 
where is the medium density in cm , is in and is the 
velocity of the dwarf through the medium in km/sec. The work of Koester 
(1976) suggests that Eq. 18 may over-estimate the rate of accretion. We 
will nonetheless use Eq. 18 as a first approximation for the values of the 
parameters of interest to us. Note in particular in Eq. 18 the inverse 
cube dependence on suggesting that low relative velocities are 
favorable. For example, with = 10 and = .5, we require = 1.6, 
which is much less than the typical observed values of approximately 
20 km/sec, for lone white dwarfs (Eggen and Greenstein, 1964, 1965, 1967; 
Johnson et al., 1969). Therefore, we suspect that this mechanism may 
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require white dwarfs in special circumstances. Indeed, we will shortly 
see that cluster white dwarfs may have relative velocities favoring 
accretion from the interstellar medium. 
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OBSERVATIONAL POSSIBILITIES 
We have seen that white dwarfs in binaries and those moving slowly 
through the surrounding medium may meet the requirements for mass accre­
tion. Keeping this in mind, we now consider some possibilities for 
observation of these objects. 
First, one might look for examples of accretion from a stellar wind 
by making observations of red giants in the ultra-violet. As we have 
seen, the spots we have been considering would be visible out to = 40 pc 
with present orbital ultraviolet detectors (Code ^  , 1970). A search 
through the Bright Star Catalog yields 89 giants of the required type 
within this distance, 36 of which are known to be binaries (Hoffleit, 
1964). Of these 36, only those 20 which are type K would be promising 
candidates, since the results of Table 2 show that later stars typically 
require such large separations that they probably would not be listed as 
spectroscopic binaries. However, since white dwarf formation is favored 
in close binaries (Plavec, 1970; Horn, 1970; Kippenhahn and Weigert, 
1967), many of these 20 K stars may be harboring white dwarfs. The 
companions of white dwarfs in known binary systems are all main sequence 
stars (Gleise, 1970). However, there is clearly a very strong observa­
tional bias against finding close binaries involving white dwarfs and 
giants visually. It is suggested, then, that giants be observed in the 
ultraviolet for pulses with periods between 10 and 5000 seconds. 
Furthermore, "single" M giants could also be observed, in the hopes of 
finding one with a widely separated white dwarf exhibiting pulses. 
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Alternatively, one may look for white dwarfs accreting from the 
interstellar medium. A promising source of candidates would be the 
Hyades cluster, which contains at least 12 white dwarfs (Eggen and 
Greenstein, 1964, 1965, 1967). The virial theorem gives an average 
velocity of about .3 km/sec for stars in the Hyades, while observations 
(Upton, 1970) give = .50 km/sec and ~ .33 km/sec. Particu­
lar dwarfs could, of course, be moving faster. Coupling this with an 
_3 
estimated density (Allen, 1968) of 1 to 10 cm , we can see from Eq. 18 
that favorable accretion rates could result. Therefore, the Hyades' 
white dwarfs could well be examples of the pulsed ultraviolet behavior 
we are considering. Ultraviolet satellite observations are strongly 
indicated. 
There is an added advantage in looking at these lone white dwarfs in 
that one is no longer forced to look for a spot against the background of 
a companion star, which completely dominates the spot in the visual part 
of the spectrum. This suggests the possibility of performing observa­
tions with ground-based telescopes by looking for variations in the 
dwarfs' observed colors. One particular typical white dwarf in the 
Hyades has U = 10.69, V = 11.1 and U - V = -.41. A 31,800 °K spot on 
such a dwarf would modify the colors to U - V = -.44 or a change of .03 
magnitudes. A more luminous 47,980 "K spot would give U - V = -.49 or a 
change of .08 magnitudes. Fainter (or brighter) dwarfs would show cor­
respondingly greater (or lesser) effects. Periodic changes of this 
magnitude in the white dwarfs' colors as it rotates should be observable. 
Thus, we may be able to find pulses from cluster white dwarfs without 
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resorting to satellite observations. A few optically variable white 
dwarfs have been seen by Hesser and Lasker (1971) and by Richer and 
Ulrych (1974) and attributed by them to radial pulsations fueled by 
accretion from the interstellar medium. Searches have been carried out 
primarily on higher velocity vdiite dwarfs. The above suggests that 
cluster white dwarfs may be much more promising for variability both for 
fueling radial pulsations and for fueling our hot spots. The two types 
of variability can be distinguished by the accuracy of the observed 
period. 
In conclusion, white dwarfs undergoing low rates of accretion may 
be sources of pulsed ultraviolet radiation. One can search for examples 
by looking at binary systems or cluster white dwarfs in the satellite 
ultraviolet or by looking for variations in U - V from cluster white 
dwarfs. The latter possibility is currently being explored at Erwin W. 
Pick Observatory. 
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SECTION II. A SEARCH FOR VARIABILITY IN WHITE 
DWARFS OF THE HYADES CLUSTER 
INTRODUCTION AND MOTIVATION 
In recent years, a growing number of white dwarf stars have been 
shown to display luminosity variations. The observing programs of 
Landolt (1968), Lasker and Hesser (1971), Richer and Ulrych (1974), 
McGraw and Robinson (1975, 1976), Robinson and McGraw (1976), McGraw 
(1976), Hesser, Lasker, and Neupert (1976a,b, 1977), and Robinson, Stover, 
Nather, and McGraw (197S) have led to the discovery of 11 variable DA 
white dwarfs. In this paper, we report on a search for variability in 
white dwarfs of the Hyades cluster conducted in November 1976 and November 
1977 at Erwin W. Pick Observatory and in January 1977 at Kitt Peak 
National Observatory. 
Our choice of the Hyades cluster was motivated by the suggestions of 
Richer and Ulrych (1974) and Peterson and Ross (1976) that variability in 
white dwarfs is fueled by accretion from the interstellar medium. Since 
the rate of such accretion is inversely proportional to the cube of the 
star's velocity relative to the interstellar medium (Bondi and Hoyle, 
1944), one might then expect a low relative velocity to be a favorable 
condition for variability. Such a condition may be satisfied by the 
Hyades' white dwarfs, for observations (Upton, 1970) and the virial 
theorem imply an average stellar velocity of - 0.3 km/s relative to the 
cluster medium. This value is much less than the typical space veloci­
ties of most white dwarfs (greater than 20 km/s) and has been shown by 
Peterson and Ross (1976) to imply accretion rates appropriate for their 
oblique rotator hot spot model. Therefore, it was hoped that the 
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probability of finding a variable white dwarf could be increased by con­
ducting a search in the Hyades cluster. In particular, examples of the 
mechanism described by Peterson and Ross were sought. 
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OBSERVATIONS 
Program stars were selected from the list of 12 Hyades white dwarfs 
given by Eggen and Greenstein (1965). The three white dwarfs shown to be 
nonvariable by Richer and Ulrych (1974) were disregarded, and the five 
stars brighter than 15th magnitude for which finding charts are available 
in Giclas, Bumham, and Thomas (1971) were chosen. In this paper, we 
present the results of observations of throe of these Ptars: G7-41 
(=EG26), G8-7 (=E28), and G7-255 (=EG38). Using the convention agreed 
upon at the Rochester conference of 1979, these stars are designated as 
WD0352+09 (=HZ4), WD0401+25 (=LB1240), and WD0429+17 (=HZ9), respectively 
(McCook and Sion, 1977). 
The observations of G7-41 proved to be somewhat redundant, for, 
unknown to us at the time our observing program was planned, this star 
had been shown to be nonvariable by Robinson and McGraw (1976). However, 
our results place a more restrictive limit on this nonvariability and 
hence are included in this paper. 
The remaining two stars on our list, G7-191 (=EG36) and G7-233 
(=EG37), were also observed, but sky conditions during the observing runs 
rendered these observations unusable. 
The November 1976 observations at Erwin W. Pick Observatory were made 
employing the EvJF double-channel photometer at the Cassegrain focus of the 
61 cm Mather telescope. Light entering the photometer through a 22 arc-
second diameter aperture is incident at a 45° angle on a dichroic filter, 
which reflects the light shortward of 6300 A to an EMI 6256 B photomulti-
plier tube. The light longward of 6300 A was also detected but was not 
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used in analysis because of its extremely poor signal-to-noise ratio. The 
signal from the photomultiplier tube was detected by a 100 MHz pulse-
counting system with an integration time of 10 seconds. There was a short 
dead time at the end of each integration as the resulting count was 
punched on paper tape, giving an effective sample time of 10.305 seconds. 
Offset guiding was used throughout each run to insure that the star did 
not drift outside the aperture. During the November 1977 observations a 
single channel photometer was used with the EMI 6256 B photomultiplier 
tube; all other equipment was the same. 
The Kitt Peak National Observatory 1.3m telescope and one channel of 
the KPNO three-channel photometer were used for further observations. A 
15 arcsecond entrance aperture was used, with the light being reflected 
by a mirror to a dry-ice cooled S-20 photomultiplier tube. Data acquisi­
tion was accomplished using Photometry Program II, the KPNO standard 
pulsecounting photometry program. An integration time of two seconds was 
used and the brief pause while results were recorded on magnetic tape 
produced an effective sample time of 2.152 seconds. To save computing 
time, consecutive pairs of integrations were summed to give a final sample 
time of 4.304 seconds. Again, an offset guider was used to check that the 
star remained within the aperture. 
Program stars were typically observed for a period between 30 minutes 
and 1 hour. Table 1 gives a summary of the observations: columns one and 
two identify the star and place of observation, columns three and four give 
the data and starting time of the observing run, and columns five and six 
give the length of the data set in number of integrations and seconds, 
respectively. 
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Table 1. Journal of observations 
Star Observatory Date Time (UT) Number of Record length 
integrations (seconds) 
G7-41 EWF 11-18-76 0627 190 1958 
07-41 KPNO 1-15-77 0324 800 3443 
G8-7 EWF 11-16-76 0619 210 2164 
G8-7 KPNO 1-15-77 0602 700 3013 
G7-255 EWF 11-16-76 0732 180 1855 
G7-255 EWF 11-11-77 0639 220 2267 
G7-255 KPNO 1-14-77 0555 450 1937 
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DATA ANALYSIS 
The time series of data obtained from the observations were trans­
formed into power spectra using a procedure similar to that of Richer and 
Ulrych (1974). DC levels and linear trends were first removed from the 
light curves, which were then converted to power spectra using the maximum 
entropy method (MEM) employing the algorithm of Andersen (1974). In the 
maximum entropy method the time series is modeled as an autoregressive 
series, the number of terms in this series being determined by the Akaike 
criterion (Akaike, 1969) and is generally about one-third the number of 
points in the time series. The autoregression coefficients are then used to 
compute the power density spectrum (Richer and Ulrych, 1974). This method 
was chosen for its ability to detect signals in short, noisy data records 
such as those encountered in this study. 
The power density spectra resulting from the maximum entropy method 
were then checked for significant departures from white noise by the 
integrated spectrum test (Jenkins and Watts, 1968). The integrated 
spectrum I(f^) at frequency f^ is given by 
1 k 
I(f, ) S" ^ P(fn) (1) 
NATS q=l ^ 
where N is the number of points in the time series, AT is the integration 
2 
time for each point, S is the average power in the power spectrum, and 
P(fq) is the power at frequency f^. In the integrated spectrum test, 
I(fj^) is plotted as a function of the harmonic frequencies f^ = k/NAT, 
k = 0,1,2 N/2. Since for perfect white noise all the P(f^) would 
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be equal, the resulting graph would be a straight line connecting the 
points (0,0) and ^ deviation from white noise at a 0.95 
significance level would be indicated by the graph passing outside of a 
1/2 
band 2.72/[(N/2)-l] wide centered on this ideal white noise line. If 
the integrated spectrum remains within this band, then the star is not 
variable within the limits of detection. However, a significant deviation 
from white noise does not necessarily insure that the star is variable, 
for variations in the signal due to sky conditions, tracking error, and 
instabilities in electronics can also produce significant signals. Thus, 
although the integrated spectrum test can be taken as proof that a star 
is not variable, validation of variability must require another test. 
In this work, the added test of variability was reproducibility of 
the spectrum. If all integrated spectrum tests for a star indicated a 
significant deviation from white noise, then the power spectra were com­
pared. Since features due to such effects as sky and tracking error 
would not repeat exactly from one session to another, variability due to 
these factors could be ruled out by this lack of reproducibility. Further­
more, variations due to any periodic effects in the electronics would be 
evident in the data from all stars and thus could be identified. Those 
features in the power spectrum which were uniquely reproducible for a 
single star would then be actual variability in that star. However, we 
shall see that this consideration is somewhat unnecessary in this paper, 
for all three white dwarfs were found to be nonvariable. 
The limits of detection in the present work were determined by 
applying MEM analysis to sinusoidal signals of known frequency and 
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amplitude superposed on random noise with DC levels, standard deviations, 
and record lengths representative of those found in EWF and KPNO data. 
The integrated spectrum test was then employed to determine what amplitude 
of variability was required to produce a signal at the 0.95 significance 
level. In this manner, we found the minimum detectable amplitude in the 
period range of 30 seconds to 1200 seconds to be 0.02 magnitude for the 
EWF observations and 0.006 magnitude for the KPNO observations. Further­
more, we found that the absence of any statistically significant low 
frequency signal sets a limit of 0.08 magnitude on any variability out to 
about 2000 seconds. 
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RESULTS 
G7-41 (=WD0352-K)9) 
The data set for the KPNO observation of the 14.5 magnitude DA white 
dwarf G7-41 is shown in Figure 1 and the resulting power density spectrum 
is given in Figure 2. The corresponding Integrated spectrum test is 
graphed in Figure 3, along with dashed lines giving the 0.95 significance 
limits. Since the Integrated spectrum lies within these limits, we con­
clude that the power spectrum of G7-41 does not deviate significantly from 
a white noise spectrum and hence that G7-41 is not variable. This result 
is in agreement with the work of Robinson and McGraw (1976), who found 
G7-41 (=EG26) to be nonvariable to within 0.03 magnitudes. The present 
work extends this limit of variability to 0.006 magnitude. 
The results based.on the EWF data showed features in the power 
spectrum at the 0.95 significance level. Since the KPNO results show non-
variability below the limits of detection of the EWF instrumentation, we 
can attribute the EWF results to sky conditions. 
G8-7 (=WD0401+25) 
The data set for the 13.8 magnitude DA white dwarf G8-7 from the 
EWF observation is given in Figure 4 and the set from KPNO is in Figure 5. 
The power density spectrum and integrated spectrum test resulting from 
the EWF data are displayed In Figures 6 and 7 respectively, and the cor­
responding KPNO results are found in Figures 8 and 9. Figure 9 shows a 
possibly significant feature between .03 and .04 Hz. This signal is on 
the borderline of detectabillty of the KPNO measurements and hence well 
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below the limits of the EWF observations. Thus, this feature cannot be 
corroborated by comparison with Figures 6 and 7, which indicate no signifi­
cant departure from white noise in the EWF data. Therefore, we conclude 
that G8-7 is nonvariable within the limits of this work, while noting that 
a more sensitive measurement may be of value. 
G7-255 (=WD0429+17) 
The 14.0 magnitude DAe white dwarf G7-255 was observed on three 
occasions. The 1977 observations were contaminated by variable sky con­
ditions, but the integrated spectrum test for the 1976 EWF data (Figure 
10) does allow us to conclude that this white dwarf is nonvariable within 
the limits of the EWF observations. Figure 11 gives the light curve of 
G7-255 and the power density spectrum can be found in Figure 12. 
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Figure 10. Integrated spectrum test of G7-255 
8 
67-255 
EWF 
Ln 
O 
a* 
1 r 
0.00 U.OQ 8.00 12.00 
TIME (SECONDS) 16.00 [xlQ: 20.00 2U.00 
Figure 11. Data set of G7—255 from the 16 November 1976 EWF observation 
G7-255 
EWF 
T r 
1.60 S.UO 
FREQUENCY (HZ) 
1 r 
3.20 U.OO 
(XIO-Z) 
y.80 
Figure 12. Power density spectrum of G7-255 
52 
DISCUSSION 
Our hopes that the Hyades cluster might be a fruitful region to 
search for variable white dwarfs were not borne out. Instead, we have 
shown two of its members to be nonvariable while extending the limits of 
nonvariability on a third. 
Six of the twelve Hyades white dwarfs listed by Eggen and Greenstein 
(1965) are therefore nonvariable, whereas a typical variable-to-nonvariable 
ratio may be one in four (Robinson and McGraw, 1976). Therefore, unless 
most of the untested Hyades' white dwarfs prove to be variable it is un­
likely that the hoped-for enhancement of variability is operative. 
We now consider this result in terms of the obliquely rotating hot 
spot model of Peterson and Ross (1976). Modeling the KPNO limiting case 
of a change of 0.006 magnitudes on a 14th magnitude star, we find this 
_5 
corresponds to a 10 hot spot on a 0.01 white dwarf. This spot is 
well below the lower limit of 0.002 placed on spot formation by mag­
netic mirror effects, so if the mechanism proposed by Peterson and Ross 
were operating on these white dwarfs, the resulting variability would 
have been detected in our search. Since the conditions of variability in 
their model are somewhat restrictive, requiring an oblique-rotator white 
4 dwarf with a magnetic field of 10 gauss or greater moving slower than 
2 km/s through the surrounding medium, it is perhaps not surprising that 
examples, if any, would be rare. 
Furthermore, the proper motion of study of van Altena (1979) sug­
gests that G8-7 is not a member of the Hyades cluster. The large proper 
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motion of this star implies a high velocity relative to the cluster 
medium and thus a low accretion rate, for the accretion rate is inversely 
proportional to the third power of the relative velocity (Bondi and Hoyle, 
1944). Therefore, G8-7 would not be expected to display any variability 
produced by accretion. 
Finally, we note that the nonvariability found in this study is con­
sistent with the observation of Robinson and McGraw (1976) that all known 
variable white dwarfs have colors in the range +0.16 ^  B-V +0.20. The 
colors for G8-7 and G7-41 (0.10 and 0.15, respectively)(Eggen and Green-
stein, 1976) fall outside this region, as does the color of G7-255 (B-V = 
0.00) after allowing for the contribution of its unresolved dMe companion 
(van Altena, 1969). 
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CONCLUSION 
The white dwarfs G8-7, G7-41, and G7-255 were found to be nonvariable 
in the range of periods from 30 seconds through 1200 seconds. The limits 
of variability on G8-7 and G7-41 were placed at 0.006 magnitude while the 
limit for G7-255 is 0.02 magnitude. No evidence for larger amplitude 
(0.08 magnitude) variability out to periods of 2000 seconds was found. 
These limits exceed those necessary to detëct the variability predicted by 
the accretion model of Peterson and Ross (1976). 
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SECTION III. TESTS OF SECONDARY PERIODICITIES IN VARIABLE 
STARS USING THE 0-C DIAGRAM 
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INTRODUCTION 
A frequent result of the attempt to determine a variable star's 
period is the discovery that more than one period is present in the light 
curve of that star. Although the secondary period may be readily measured 
by such techniques as Fourier analysis and the maximum entropy method 
(Richer and Ulrych, 1974) or by phase dispersion minimization (Stelling-
werf, 1978), its existence is often clearly evident in the light curve 
itself. This is the case in multiply-periodic 6 Scuti and RRs variables 
where the light curve is amplitude-modulated in a manner reminiscent of 
graphs of the beating of two closely-spaced frequencies (see, for example. 
Figure la of Stock and Tapia, 1971). Indeed, the interpretation of these 
light curves as representing the interaction between two closely-spaced 
periods has lead to fruitful comparisons with model calculations (e.g., 
Petersen, 1975). 
However, an alternative interpretation of such light curves exists. 
In this case, the shape of the light curve is produced by the interplay 
between a variation at the period of the star and another variation at the 
much longer "beat" period itself. Although this case may at first seem 
vacuous, particularly in light of the frequent success of the beat inter­
pretation, there are some instances in which the much longer secondary 
period is a viable alternative. In particular, Willson (1977) has specu­
lated that the Blazhko effect in some RR Lyrae variables might in fact be 
a long period effect produced by the super-period instability discussed 
by Willson and Hill (1979). Also, in their analysis of the long period 
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variable R Horologii, Bateson and Wood (1980) were unable to determine 
if the star's variability was best described by a beat phenomenon or by a 
long-term modulation at the "beat" period. Therefore, we see that a need 
exists for a means to distinguish between the beat interaction case where 
the secondary period is approximately equal to the primary period (denoted 
SP for "short secondary period") and the case in which the secondary 
period is actually much longer, occurring at the period initially identi­
fied as the "beat" period (denoted LP for "long secondary period"). 
Initially it would seem that this distinction may be easily provided 
by the relative variations of maximum and minimum in the light curve. For 
example, consider an Idealized light curve represented by 
M(t) = sin 2TT + Ag sin f27T p- t 
^1 ^2 
(1) 
where and P^ are the primary and secondary periods. Then when P^ = P^, 
as in the SP case, we will obtain the typical beat envelope in which 
bright maxima correspond to faint minima, and vice versa. This would 
contrast strongly to the shape of the envelope if P^ = Pg (the beat 
period), for then we would have bright maxima occurring with bright 
minima, since the second term would represent a slowly changing baseline. 
Thus, we might hope to distinguish between these two cases by the shape 
of the modulation envelope. However, this distinction is not an adequate 
test, for the relationship between maxima and minima does not uniquely 
determine the nature of P^. To see this, we add a third term to Equation 1 
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M(t) = sin 27r + Ag sin 2tï + A^ sin 2ir sin 2Tr (2) 
This mixing term is indicative of nonlinear effects in the star's 
variability and is often necessary to adequately describe the ligjht curve 
(e.g. Fitch and Szeidl, 1976). The presence of this third term removes 
the ability to readily distinguish between SP and LP on the basis of the 
relative maximum-minimum variation alone, for any such variation can then 
be produced by either SP or LP cases. This problem is illustrated by the 
synthetic light curves in Figures 1 and 2 which appear identical, even 
though one is actually produced by SP conditions while the other is an 
example of the LP case. In Figure 1 we have modeled the SP case where 
Pg = 1.1 P^ with A^ = 1.0, Ag = 0.5, and A^ = 0.0; whereas Figure 2 
represents the LP condition, using Pg = Pg = 11 P^, A^ = 1.0, Ag = 0.0, 
and Ag = 0.5. Appropriate choices of Ag and A^ would allow us to fit any 
max-min variation with either a short or a long value of P^. Clearly, 
another test must be used which will properly distinguish between the SP 
and LP cases. 
In this paper, we develop and apply such a test based on the 0-C 
diagram of the star. Furthermore, although workable tests are already 
provided by the previously mentioned period determination techniques, we 
will see that the 0-C method has the advantage of being both simple and 
discriminating. In Section II below, we will develop the 0-C test, which 
will be applied in detail to the RRs variable VZ Cnc in Section III. 
Further applications of this test will be given in Section IV and Section 
V will contain a summary and discussion of future work. 
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THE 0-C AMPLITUDE TEST 
The 0-C diagram 
The 0-C amplitude test which we will develop is based on the 0-C 
diagram of the star. In this diagram, the difference between the observed 
time of maximum light (0) and the calculated time of maximum. 
C = EPj^ + t^ (3) 
is plotted as a function of E, where E is the epoch number, is the 
primary period, and t^ is an initial reference time of maximum. 
The appearance of the 0-C diagram allows us to immediately diagnose 
variations in the period of the star. In his discussion of 0-C diagrams, 
Tsesevich (1972) identifies four forms which the 0-C diagrams of RR 
Lyrae variables have been found to follow: 
(1) The points on the 0-C diagram fit a straight line, 
indicating that the period is constant. This line is 
horizontal when the value of is correct. 
(2) The points fit two or more lines with differing slopes. 
This Indicates that abrupt changes have occurred in the 
period of the star, with the amount of change from the 
assumed value of P]^ in each case being equal to the 
slope of that particular line segment. 
(3) The points are distributed along a curve, indicating 
that the period is changing continuously with time. 
(4) The points differ from a straight line in a periodic 
manner, such as 
O-C(E) = a sin (if G + * (4) 
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The 0-C diagram contains valuable Information about the periodicities 
present in the star. For example, cases (1) and (2) have been used 
historically to obtain corrected periods for long period variables (e.g., 
Hagen, 1891), while case (3) may indicate evolutionary changes in the 
star's structure. Case (4) can result from motion in a binary system, 
as may be the case with SZ Lyncis (Barnes and Moffett, 1975), but is more 
often attributable to the presence of two periods in the star's light 
curve. It is 0-C diagrams of this fourth type with which we will deal in 
this paper. 
0-C of a doubly-periodic star 
We will now derive the relationship between a doubly-periodic light 
curve and the corresponding 0-C diagram, our motivation being to find a 
description of the 0-C diagram which will serve as a guide in formulating 
our test. Consider a simple two-term idealized light curve of the form 
M(t) = cos 2ïï + Ag cos 2tt t + (|) (5) 
The observed times of maxima 0 are just the roots of 
2tt Aj |ï sin 2ir t + (J) (6) 
which also satisfy < 0. 
dt 
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Defining ô = 0-C, so 0 = C + ô, we have 
sin 
2ïï 
= sin 2ir (C + 6) 
= sin c] cos 
2ir . 
P~ ° + cos cl sin 
r2Tr J 
p" ° 
^1 ^1 
The variation in 0-C is generally much less than the primary period 
g 
P , so 7^- << 1, allowing the use of small angle approximations to the 
o 
trigonometric functions. The calculated time of maximum is G =' EP^, where 
we have taken t^ = 0 for simplicity. Making the appropriate substitutions 
and approximations, the last expression simplifies to 
sin 2ir ~ 2Tr (7) 
Similarly, we recognize that ~ « 1 and obtain 
2 
sin 2tt 0 + <j) = sin |2I C + (|) +|î 6 
2 ^2 
= sin 
^2 
cos 
277 
+ COS 
^2 
sin 
2ir 
~ sin 2n C + (i) 
2 
cos 
2 
(8) 
Substituting Equations 7 and 8 into Equation 6 and rearranging 
terms, we have 
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-P 
_2 
2Tr 
sin 
2Tr 
^2 
C + (() 
^2 
KJ 
cos |ï C + (j) 
I 2 
(9) 
It is often true that 
becomes 
2 A 
» 1; in that case Equation 9 
^2 
-Pj Aj 
0-c = zï,; 
2itp, 
E + ^  (10) 
Equation 10 is of the form of Equation 4, allowing us to relate the 
characteristics of the 0-C diagram to such light curve parameters as A^, 
Ag, Pj^, and P^. In particular, we note that the expected amplitude of 
the 0-C diagram is 
a = I 4 
ZirPg A^ 
(11) 
Although our derivation has involved many simplifying assumptions, Equa­
tions 10 and 11 give remarkably good descriptions of the 0-C diagrams of 
many variable stars. Furthermore, the qualitative content of Equation 11 
should hold in all situations. In particular, note that the amplitude of 
the 0-C diagram a is inversely related to the secondary period Pg. Thus, 
we expect the amplitude of the 0-C variation in the LP case (Pg = P^»P^) 
to be much less than the amplitude in the SP case (Pg = P^). This dif­
ference .between the amplitudes will then allow us to distinguish between 
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the two cases even in more complicated formulations of the light curve. 
The Q-C diagrams corresponding to the "light curves" of Figures 1 and 
2 are compared in Figure 3. We see that the expected relationship does 
indeed appear — the amplitude of the LP case is definitely less than that 
of the SP case. Also, the 0-C diagrams for the two cases are clearly dis­
tinct, in contrast to the indistinguishability of the original light curves. 
0-C amplitude test 
The amplitude of the 0-C diagram is thus useful in distinguishing SP 
from LP, especially when the modulation period P^ » P^. A test may be 
performed by comparing the star's 0-C diagram to 0-C diagrams calculated 
from SP and LP considerations. In the next sections we will apply the 
0-C amplitude test to several different variable star light curves. The 
procedure is outlined below: 
(1) The 0-C diagram of the star is obtained using the observed 
times of maximum light. The values of 0-C are generally plotted 
against phase of the beat period in order to display periodic 
effects. 
(2) SP and LP model light curves in the form of Equation 2 are 
constructed. The values of and A^ are determined by the 
star's variations in maximum and minimum light, while the 
term in Equation 2 is replaced by an expression 
representing the mean light curve of the star. 
(3) SP and LP model 0-C diagrams are produced from the maxima of 
the corresponding model light curves. 
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Figure 3. O-C for three-term simulations 
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(4) The SP and LP model 0-C diagrams are compared to the actual 
0-C diagram. The model which gives the best fit to the data 
is then identified as the correct representation of the star's 
2 
variability. A quantitative test of the best fit based on X 
may be used in cases where the choice is not obvious. 
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APPLICATION TO VZ CANCRI 
In this section we will Illustrate the use of the 0-C amplitude test 
by rejecting the speculation by Wlllson (1977) that the Blazhko effect In 
ultra-short period RR Lyrae variables (also referred to as dwarf Cephelds, 
AI Velorum, and RRs variables) might be an example of the "super period 
Instability" defined below. This will be done by giving a detailed appli­
cation of the test to the variable VZ Cancrl, after which the results 
will be verified by a phase dispersion minimization analysis of this star. 
We will begin with a discussion of the super period instability and the 
Blazhko effect. 
The Blazhko effect 
The Blazhko effect is a variation in the magnitude and timing of 
maximum light in RR Lyrae variables, discovered by Blazhko during a study 
of RW Draconls and XZ Cygni in 1905-1908 and present in 15-20% of the 
RRab field stars (Szeldl, 1975). This effect often produces an 0-C 
diagram of the type described by Equation 4 and, in RRs variables, is 
attributed to the beating of two closely-spaced periods (the SP case, in 
our terminology). This interpretation has met with some success in com­
parison with model calculations. For example, following a comparison with 
Epstein's calculations (Epstein, 1950), Fitch (1955) concluded that the 
two groups of period ratios found in cluster-type variables imply that 
both groups are fundamental oscillators, but that the convection envelope 
penetrates to a greater depth in the longer-period group. More recently, 
Petersen (1975) has discussed the use of period ratios in determining the 
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structure and evolutionary stage of RRs and 6 Scuti variables. The 
hypothesis that the multiple-mode SP case describes these variables is 
central to these model comparisons, and therefore of great importance in 
our understanding of their structure. 
Because of the importance of this hypothesis, it would be well to 
consider alternative explanations of the Blazhko effect in order to 
reassure ourselves that comparisons with multiple-mode model calculations 
are justified, and to eliminate, for example, the possibility that the 
Blazhko effect in RRs variables is due to the super period instability. 
The super period instability 
The super period instability has been found by Hill (1972, 1975) and 
Wood (1979) in their models of RR Lyrae, Mira, and Cepheid variables. 
This instability is seen in Hill's shock wave models as a tendency for 
subsequent shocks to catch up and combine, leading in some cases to a 
regular "super period" which would be an integral multiple of the primary 
period. Such an effect could then introduce a long period term into the 
light curve of the star - an LP case which could then produce the Blazhko 
effect. 
Po 
This instability sets in for models in which the ratio — > 0.4 where 
1 ~ 
Pq is the "natural gravitational period" given by 
P, 0 V 
2r 
e 
(12) 
(Willson and Hill, 1979). Physically, Pq is the length of time it will 
take for a particle ejected with velocity v at radius r to return to r , 
o o o 
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and 3 is the ratio of to the escape velocity v^ at r^. In practice, 
we may take r^ as the radius of the star and v^ as the amplitude of the 
radial velocity curve, corrected by a factor of 1.31 for geometry. The 
P 
value of may then be calculated for a particular star and if this ratio 
1 
is close to or larger than 0.4, that star is a candidate for the super 
period Instability. 
We will now consider the proposition that the Blazhko effect in the 
RRs variable VZ Cancri may be due to the super period instability rather 
than multiple-mode oscillations. We have chosen VZ Cnc as a test case 
for several reasons: 
(1) Taking M= 0.3 M , r = 2.56 R , and v = 33 km s ^ from 
© O p  0 o  
Bessell (1969), we find = 0.35 for VZ Cnc. This is the 
1 
highest value of this ratio among multiply-periodic RRs vari-
P P 
ables (the others have — s 0.1) and is close enough to — > 
^1 1 " 
0.4 to suggest the possible presence of the super period in-
P 
stability. That is, the ratio indicates that VZ Cnc is the 
1 
most likely,RRs variable to display the instability. 
(2) In VZ Cnc P^ = 4.02 P^, suggestive of the integral multiple 
relationship which would be found in a super period case. 
(3) In his analysis of VZ Cnc, Fitch (1955) measured P. and P„, 
JL D 
then inferred P^ by applying 
(13) 1^ 
P. 
1 1 
P, ~ P. 
Fitch then chose the value of P^ which gave the best fit to the 
data. However, the possibility that P_ = P_ was not tested. 
Z D 
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Therefore, the super period instability may be operating in VZ Cnc. If 
this is the case, then the Blazhko effect in this star is due to a long 
period effect rather than the previously assumed short period beat inter­
action. We are thus faced with the task of determining if this star's 
behavior is best represented by the SP or LP case. 
We will test these alternatives by two methods. First, we will 
apply the 0-C amplitude test previously described, then we will determine 
the periods of VZ Cnc using phase dispersion minimization. In this way, 
we can illustrate the 0-C amplitude test and verify that its results 
agree with those obtained by an established method. 
Procedure for applying the 0-C amplitude test 
In applying the 0-C amplitude test, we will follow the steps outlined 
in Section II. 
0-C diagram of VZ Cnc The 0-C diagram of VZ Cnc was constructed 
using the observations of Fitch (1955). Observed times of maximum light 
were found by plotting these observations and drawing a French curve 
fit through the data to obtain a maximum point. Calculated times of 
maxima were obtained using Fitch's value of P^^ = 0.17836^ (Fitch, 1955). 
The O-C points were then plotted as a function of the beat period phase 
ipg in order to display the cyclic nature of the results. A value of 
Pg = 0.716292^ was used, again from Fitch's analysis. 
Calculation of and A^ Values of A^ and A^ for SP and LP 
light curve models were obtained using the envelope of the star's varia­
tion of -maximum and minimum light. This "max/min" diagram is formed by 
plotting the magnitudes at maximum and minimum as a function of the i> 
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result for VZ Cnc being shown in Figure A. Two cycles of periodic effects 
will generally be shown in order to better display cyclic effects. Figure 
5 gives a generalized max/min diagram showing the measurements necessary 
to determine Ag and A^. If we consider this as resulting from a three-
term light curve such as Equation 2, we see that 
dj^  = 2A^  + Ag + Ag + [Ag - Agi 
2^ ~ ^ 1^ " *2 - Ag 1^ 2 - Agi 
dg = 2(A2 + Ag) 
For the SP case, Ag > A^ in order to fit the max/min diagram, so 
+ dg 
\ ^ (14a) 
Ag = 4 ^ (14b) 
d, + 2d. - d, 
A3 = f i (14c) 
whereas for the LP case, Ag < A^ and we have 
di + <2 
\ = 4 (15a) 
d + 2d_ - d. 
Ag = — 4-^  (15b) 
A3 = ^ 4 (15c) 
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Figure 4. Max/min diagram of VZ Cnc 
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5. Constructions for obtaining d^, dg, and d^ from max/min diagram 
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In actual applications, the term involving will be replaced by 
a more complete description of the mean light curve, so we need only 
compute the values of and A^. In Figure 4 we have d^ = 0.6891, 
dg = 0.3746, and d^ = 0.2590, from which we obtain 
SP case: 
Ag = 0.0786 
Ag = 0.0509 
LP case: 
Ag = 0.0509 
A^ = 0.0786 
Mean light curve representation Because the 0-C diagram is very 
sensitive to the shape of the light curve around maximum, it is necessary 
term in Equation 2 by a more realistic 
description. This may be done by a Fourier series expansion of the mean 
light curve or by a polynomial fit to the mean light curve about its 
maximum. Both techniques give comparable results, although the latter 
method avoids the problem of Gibb's overshoot in strongly peaked light 
curves (See Marion (1970) for a discussion of Gibb's overshoot). For our 
analysis of VZ Cnc, we will use a Fourier series expansion of the mean 
light curve at = 0.40, shown in Figure 4 of Fitch (1955). This phase 
was chosen because it corresponds to the inflection points in the max/min 
to replace the simple A^ cos 
diagram, thus minimizing the contributions of the A^ and A^ terms. 
From the Fourier expansion, the mean light curve is expressed as 
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M(t) " "ÔT" + Z C. cos 
^ k=l K 
2TTk 
t - 4>r (16) 
with only the first few terms of the series being necessary in practice. 
In the case of VZ Cnc, the following coefficients and phases were ob­
tained using the Fourier series program available in the math module of 
the Hewlett-Packard HP-41C calculator: 
C = 
C, = 
Co = 
Co = 
0.5363 
0.2467 
0.0821 
0.0382 
^1 = 
4>2 = 
*3 = 
0.0000 
0.0000 
-0.7158 
-1.2603 
This Fourier series fit of the light curve corresponding to = 0.40 is 
shown in Figure 6. 
The model light curve to be used for the SP case is therefore 
M(t) = -s— + Z C, cos 
k=l 
+ 0.0786 cos 2-n + 0.0509 cos Zir cos 2it (17) 
with Pg = 0.14280 as determined by Fitch (1955). The model light curve 
in the LP case is 
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Figure 6. Fourier-series fit of light curve of VZ 
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M(t) = -5— + S C, cos 
^ k=l 
+ 0.0509 cos 
Ztt 
+ 0.0786 cos 
2TT 
cos 
2ir (18) 
where Pg = Pg = 0.716292 . 
We would like to emphasize that the intent of Equations 17 and 18 is 
not to model the entire light curve, but rather to give a good representa­
tion of this curve around maximum light. 
SP and LP 0-C models Model 0-C diagrams for the SP and LP cases 
are obtained by treating the expressions in Equations 17 and 18 as actual 
light curves. Times of "maximum light" can be efficiently obtained by an 
iterative process directly on M(t). Values of C are obtained from Equa­
tion 3, as usual, and the differences 0-C then taken. Plotting these 0-C 
values against then gives the model 0-C diagrams. 
Comparison of models to data The results of the previous steps 
are summarized in Figure 7 which contains the actual 0-C diagram of VZ Cnc 
as well as the SP and LP model 0-C curves. In Figure 7 we see the clear 
distinction between the SP and LP cases, with the LP curve having the 
smaller amplitude as expected. Furthermore, the close agreement between 
the SP model 0-C curve and actual 0-C points clearly shows that VZ Cnc is 
best described by the short secondary period case. That is, the 0-C 
amplitude test indicates that VZ Cnc is indeed a multiple-mode oscillator 
and not an example of the super period Instability. 
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Figure 7. O-C diagram of VZ Cnc compared to SP and LP calculations 
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Phase dispersion minimization analysis 
The question of the correct secondary period in VZ Cnc may also be 
resolved by using phase dispersion minimization to determine the values 
of the periods present in this star's light curve. The phase dispersion 
minimization (PDM) technique of Stellingwerf (1978) seeks the periods for 
which the dispersion of the data at a constant phase is minimized. This 
method is well-suited to the study of nonsinusoidal time variations 
covered by only a few irregularly spaced observations. It also provides 
information regarding the statistical significance of the results. 
A summary of the phase dispersion minimization method will be helpful. 
Suppose we have a set of N observations (x^, t^) i = 1, N which we wish 
to search for periodicities. We form a set of trial periods which cover 
the interval in which we expect the actual periodicities to lie. 
For each trial period n, we compute the phase of each point from 
*"1 
= jf - Int 
ti 
n 
where Int[y] denotes the integer part of y. This allows us to assign each 
x^ to one of M phase bins in the interval (0, 1). The bin means x^ and 
variances are then calculated for each bin, with the values for the 
bin given by 
i X. 
vV 
n _ 
(X. 
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where only the n^ points in the bin are used. From the bin variances, the 
2 
overall variance S is found 
" (n. - 1)S? 
s2 i 
n 
Z n. - M 
j=l J 
Finally, this overall variance is compared to the variance in the data 
N _ „ N 
2 (xj - x) Z X. 
2 i=l - i=l 
a = : , X = 
N - 1 ' N 
using 
s2 
0 = • (19) 
a 
2 2 
If n is not a true period, S ~ O and 0 ~ 1. On the other hand, if 
n is a true period, 0 will approach 0. Therefore, a plot of 6(11) will 
indicate true periods by strong dips from the line 6=1. Furthermore, 
the mean light curve at each period is given by the . Thus, we 
simultaneously obtain both the best least-squares light curve and the best 
period. 
Stellingwerf (1978) suggests that the phase interval (0, 1) be divided 
into Ny bins of length ^  and that "covers" be used, each displaced in 
1 ^ 
phase by ^ ^  from the previous cover. Thus we have M = N^N^, with a 
b c 
particular bin structure denoted by (N^,N^). 
A FORTRAN program was written to perform these calculations and FDM 
analysis was applied to Fitch's observations of VZ Cnc during the 1953-
1954 observing season (Fitch, 1955). Values of 0 were computed for three 
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Intervals covering the periods = 0.17836^, Pg = 0.14280^, and P^ = 
0.716292^ using a (5, 2) bin structure, giving the results shown respec­
tively in Figures 8, 9, and 10. 
The strongest feature is found in Figure 8, where 6^^^ = 0.28 at a 
period of 0.178380^. Taking the HWHM to indicate uncertainty, we find a 
value of 0.1784^ + 0.003, which agrees well with Fitch's value for P^ = 
0.17836^. Thus, the PDM analysis of the raw data readily identifies the 
value of the primary period. 
The identity of the secondary period is more difficult to obtain 
from the raw data. Figure 9 has 6^^^ = 0.80 for the period 0.142735^ and 
Figure 10 gives 6^^.^ = 0.87 at a period of 0.651891^. If we test the 
2 
statistical significance of each signal using the % test (which is sug­
gested for our large value of N = 633), we find that both featurës are 
acceptable at the 99% confidence level. That is, we cannot choose between 
these possible values of the secondary period on the basis of statistical 
analysis. Instead, further treatment of the data is required. 
In order to better identify the secondary period, the variation at P^ 
was removed from the data using a ten point mean light curve. The reduced 
data were then analyzed with the results shown in Figures 11 through 13. 
In Figure 11, we see that the signal at Pj^ has been effectively removed. 
The strongest feature present in the intervals of interest is found in 
Figure 12. This signal gives 6^^^ = 0.58 for the period 0.142831^. By 
contrast, the feature at 0.713420^ in Figure 13 is much weaker than 
9^^^ = 0.77. Therefore, on the basis of signal strength, we Identify the 
secondary period as 0.1428 + 0.0002. 
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For the final step in our PDM analysis, the signal at this period 
was also removed from the data. The doubly-reduced data was then analyzed 
for periodicities with the results shown in Figures 14 through 16. The 
absence of any strong signals in these diagrams indicates that the period­
icities present in the light curve have been effectively removed. 
As a further check on these results, SP and LP model light curves 
simulating the VZ Cnc data were analyzed using PDM. In both cases, the 
secondary period was correctly identified on the basis of signal strength. 
Furthermore, the relative signal strengths in the MM model closely matched 
those of the true data. 
Therefore, we conclude on the basis of phase dispersion minimization 
analysis that the periods present in the light curve of VZ Cnc are P^^ = 
0.1784^ + 0.0003 and Pg = 0.1428^ + 0.0002. These values are in agreement 
with those of Fitch (1955) and indicate that VZ Cnc is best described by a 
short secondary period. This again leads to the conclusion that VZ Cnc 
is not an example of the long period modulation, but is rather oscillating 
in two closely-space modes. 
Discussion 
Thus, on the basis of both the 0-C amplitude test and PDM, we con­
clude that VZ Cnc does not exhibit the super period instability. Since 
the P^/P^ ratio of this star is on the lower edge of the Hill and Willson 
instability region, this result may indicate an experimental measure of the 
absolute lower bound of this region. Alternatively, Fitch (1975) and 
Breger (1980), among others, have discussed the possibility that the masses 
of RRs stars are actually much greater than 1 M . In this case P /P, for 0 o i 
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VZ Cnc would be reduced to about 0.1, well below the limit indicated by 
model calculations, and we would not expect to find the super period in­
stability in this star. 
We see that phase dispersion minimization analysis gives the same 
conclusion as the 0-C amplitude test in this case. This agreement 
establishes the nature of the variability in VZ Cnc and also confirms that 
the 0-C amplitude test will produce results which agree with another means 
of analysis. 
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FURTHER APPLICATIONS OF THE 0-C TEST 
In this section, we will give two more applications of the 0-C 
amplitude test. In the first, we will determine the nature of the 
secondary period in the Mira variable R Horologii and in the second we 
will test the hypothesis that harmonic 0-C diagrams in certain stars are 
due to multiple period interactions. These examples will not only provide 
information about the test subjects, but will also serve to illustrate 
possible uses of the 0-C amplitude test. 
R Horologii 
In their study of the Mira variable R Horologii, Bateson and Wood 
(1980) noted a "glitch" in the pulsation around the date JD2431500. 
Following this discontinuity, phase dispersion minimization analysis indi­
cated that the primary period of the star had increased from 400^ to 408^. 
In addition, a period of 2P^ was found in the 0-C curve of the midpoint 
of declining portion of the light curve and a variation at period 7P^ was 
evident in the minimum and maximum magnitudes. 
Bateson and Wood attribute the 2Pj^ variation to a surface phenomenon 
not involving eigenmodes of the complete star. This phenomenon has been 
observed in other Mira variables (Fischer, 1969; Wood, 1975a) and non­
linear pulsation calculations indicate that the 2P^ oscillation can be 
produced by the large amplitude of pulsation (Christy, 1966; Hill, 1972; 
Wood, 1979). 
Bateson and Wood propose two different explanations for the 7P^ effect 
in the light curve; 
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(1) This variation is the result of an Interaction between the 
primary oscillation and another oscillation at either or 
-g P^. This period structure is supported by the models of 
Ando (1976), in which the primary radial mode would beat with 
a nonradial p mode of the same order to produce the observed 
7 P^ period. 
(2) The 7P^ period is an independent oscillation rather than a 
beating phenomenon. In this case, this periodicity could be 
attributed to a nonradial gravity (g^) mode, as suggested by 
theoretical considerations (e.g. Ledoux, 1974). 
The second interpretation is favored by Bateson and Wood because of the 
alignment of bright maxima with bright minima in the light curve. (How­
ever, we have shown in Section I that inclusion of a nonlinear interaction 
term invalidates conclusions based on relative variations at maximum and 
minimum light.) They conclude that a proper identification of the true 
explanation must await detailed model calculations. 
This problem identified by Bateson and Wood in their analysis of 
R Hor is exactly that of distinguishing between an SP (Wood and Bateson's 
second explanation) and an LP (the authors' first explanation) interpreta­
tion of the light curve. This is precisely the distinction afforded by 
the 0-C amplitude test. Therefore, the 0-C amplitude test may allow us 
to identify the correct interpretation without awaiting detailed model 
calculations. 
Application of the 0-C amplitude test basically requires the times 
and magnitudes of maxima and minima of R Hor. This information was ob­
tained using the 10-day means of visual observations available from the 
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American Association of Variable Star Observers (Mattel, 1980). These 
observations cover the span between JD2431750 and JD2438650. Experimental 
error did not warrant mathematical analysis by least squares or cubic 
spline fits, so maxima and minima were determined by graphical methods. 
In order to avoid possible judgment errors, several determinations of 
each extremum were made. Maxima and minima were obtained using a mean 
light curve template, an inflection point light curve template, and 
several french curve fits of the data covering regions 50 days and 100 
days either side of maximum/minimum. The mean and standard deviation of 
each set was then taken to represent the time of maximum/minimum and its 
uncertainty. 
0-C values for maximum light were then determined and are shown in 
Figure 17. Considerable scatter is seen in this diagram, reflecting the 
difficulty in obtaining an accurate timing of maximum light. The spacing 
of the data is comparable to the 0-C variation (= 10^), while the light 
curve in this region is relatively flat, making identification of maximum 
light difficult. Further complications are added by poor reproducibility 
of the light curve around this phase (Eggen, 1975). However, the 0-C 
diagram is suggestive of a periodic variation. 
The max/min diagram (Figure 18) shows the bright max-bright min 
phasing noted by Bateson and Wood (1980). Using Figure 18 and Equations 
14 and 15, we find that both SP and LP cases may reproduce this type of 
variation with the following choices of A^ and A^; 
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The mean light curve for 50 days on either side of maximum light was 
taken from Campbell (1955) and described by a least-squares fit to a fifth 
degree polynomial. SF and LP model 0-C curves were then determined and are 
compared to the observed values in Figures 19 through 21. 
Because of the scatter in the 0-C diagram of R Hor, choice of the 
model which best describes the data is not as clearly evident as it was in 
VZ Cnp. Although the SP models, particularly that with Pg = 357^, appear 
to fit the data better than the LP model, a more quantitative test is 
required. In order to measure which model deviated the least from the 
data, the weighted variation V was calculated for each model using 
where d^ is the difference between the model and the i^^ 0-C data point 
2 
and is the uncertainty in that data point. V becomes the reduced x 
statistic fdten divided by the number of degrees of freedom. Since the 
number of degrees of freedom in this case is not easily identified, we will 
use the minimum value of V as indicative of the best fit to the data. The 
results of this calculation are shown in Table 1. 
Table 1. Variations of model 0-C diagrams 
Max 0-C Min 0-C 
Model V V 
SP ^2 = 357 1.5 0.8 
SP ^2 = 476 2.1 1.0 
LP ^2 = 2856 5.9 1.9 
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Figure 19. O-C of R Hor compared to SP case calculated with P^ = 357^ 
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We see from Table 1 that the smaller values of V belong to the SP 
models, with the minimum being given by the SP model with P^ = 357^. This 
agreement with the appearance of Figure 19 is reassuring, and we suspect 
therefore that Pg = 357^ in R Hor. 
As a verification of this result, the 0-C values for minimum light 
were calculated and compared with model calculations. Figure 22 shows the 
0-C diagram compared to the SP (P^ = 357^) and LP models. The even larger 
uncertainties in this diagram are to be expected, since we are dealing 
with visual, small telescope observations at = 13^^ magnitude. Nonethe­
less, the scatter in the values may still indicate the amplitude of the 
0-C variation, which is what we require. Table 1 also gives the variations 
of the models from the data and we see that the SP models again minimize 
V with ?2 ~ 357^ giving the smallest value. 
Therefore, the 0-C amplitude test indicates that a secondary period 
of 357^ gives the best description of the observations of R Hor. Thus, 
the 7P^ period is probably the result of a beat between P^ and a nonradial 
p-mode oscillation at P^. This conclusion differs from the explanation 
favored by Bateson and Wood (1980). However, their tentative conclusion 
was based on the max/min diagram alone, whereas our result accounts for 
both the max/min and 0-C diagrams. Note also that our conclusion requires 
a strong mixing term (A^ > Ag) in the light curve, indicative of nonlinear 
effects in the behavior of R Hor. This is not surprising, given the large 
amplitude of variability in Miras. 
This example demonstrates the potential usefulness of the 0-C ampli­
tude test in determining the value of a secondary period i^Aien the record 
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Figure 22. O-C of R Hor at minimum compared to calculations with = 357^ and P^ = 2856^ 
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length is too short for a PDM measurement. It also points out the need 
for accurate, closely-spaced observations around maximum and minimum light 
in order to clearly distinguish between SP and LP. In this example, a 
statistical comparison of SP and LP models was required because the avail­
able observations were only marginally suited for this task. Photometric 
observations, were they available, might eliminate the need for this 
statistical comparison. 
A limiting test 
Our final illustrations will show how the 0-C amplitude may be used 
as a simple test of consistency. Given a variable star with a periodic 
0-C diagram, we may determine if this is due to amplitude variations at 
two periods (e.g., multiple mode interactions) by using the 0-C amplitude 
to estimate the variation expected in the max/min diagram. This is the 
reverse of the technique used above. 
In this case, we solve Equation 11 for to obtain 
2ttP A , 
A = a (20) 
=•1 . 
Experience with several 6 Scuti and RRs variables not discussed in this 
paper has shown that Equation 11 works quite well in predicting the 0-C 
amplitude even in the three-term light curve case and only starts to break 
down when the mean light curve deviates substantially from a simple sine 
curve. Actual light curves are generally steeper than a sine wave, in 
which case Equation 4 overestimates the actual value of the amplitude a. 
Therefore, if we substitute the observed value of a into Equation 20, we 
will be calculating the minimum value of A^ consistent with the observed 
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0-C amplitude. Should the observed variation in maximum light be less 
than this calculated value, then the multiple mode interpretation is in­
consistent with the 0-C diagram. 
SZ Lyncis 
Consider for example the AI Velorum variable SZ Lyncis. Barnes and 
Moffett (1975) found for this star a cyclic 0-C diagram with an amplitude 
of 0.0057^ and a period of 1146^. However, since no variation in maximum 
light is present, other than a scatter with semiamplitude 0.02 magnitude, 
the authors rejected a multiple-mode explanation in favor of the light-
travel-time effects of motion in a binary system. Barnes and Moffett 
found that the observed 0-C variation could be produced if SZ Lyn possesses 
a white dwarf or late (<F5) main-sequence companion, and predicted that SZ 
Lyn is a single-lined spectroscopic binary with a period of 3.14 yr and a 
total velocity amplitude of 19 km/sec. 
We will use Equation 20 to verify that the multiple mode interpreta­
tion would require a variation in maximum light above the 0.02 mag scatter 
detected. 
Referring to Barnes and Moffett's Figure 1, we take = 0.33 mag. 
= 0.1205 and Equation 13 gives % P^ when P^ » P^. From Equation 20, 
we predict the minimum amplitude A^ = 0.10 magnitude. Since the 0.02 mag 
scatter observed is less than this minimum value required by the multiple-
mode interpretation, we conclude that the multiple-mode interpretation is 
not consistent with the observed light curve. Therefore, analysis of the 
0-C amplitude provides quantitative support for Barnes and Moffett's 
conclusions. 
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Mira variables 
Similarly, we can show that the large amplitude variation of 0-C of 
some Mira variables cannot be attributed to a multiple-mode interaction. 
These variations, having periods of 40 and amplitudes of about 40 days, 
were noted by Chandler (1888) and recently displayed by Heiser (1975). 
Interest in a multiple-mode interpretation of this behavior has been 
expressed by Willson in conjunction with determining if these stars are 
first overtone oscillators, as argued by Wood (1975b), or pulsating in 
the fundamental mode, as argued by Hill and Willson (1979). 
Equation 20 was applied to five Mira variables displaying apparently 
periodic 0-C diagrams of two or more cycles. Values of the amplitude a 
were inferred from Reiser's 0-C diagrams (Heiser, 1975) with and 
coming from Campbell (1955). Since P^ » P^, the assumption P^ = P^^ is 
again applicable. The results are summarized in Table 2. 
Comparing the last two columns of Table 2, we see that the minimum Ag 
consistent with the 0-C's is much greater than the observed variation in 
magnitude at maximum light. Thus, we conclude that the apparent periodicity 
observed in the 0-C diagrams of these variables cannot be attributed to 
multiple-mode oscillations. Furthermore, this also cannot be attributed 
to motion in a binary system (as was the case for SZ Lyn), for the stellar 
separations implied by the large 0-C amplitudes require unphysically large 
masses (e.g., a separation of 40 light-days = 7200 AU and period of 40 
years requires a binary system mass of 2 x 10^ M^). Instead, this behavior 
may represent a continuous change in the period of the star or an instabil­
ity in the structure of the convection envelopes (Keeley, 1979). 
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Table 2. Minimal Â2 compared to scatter in maximum light for Mira 
variables with periodic 0-C diagrams 
Star 0-C Minimum 
Ao 
max 
T And 
S Cas 
U Aur 
S U Ma 
R Cas 
280.3 
611.0 
405.5 
226.1 
429.6 
2.65 
2.55 
2.95 
1.95 
2.80 
30^ 
50 
40" 
45' 
45" 
1.8 
1.3 
1.8 
2.4 
1.8 
0.44 
0.42 
0.61 
0.16 
0.53 
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SUMMARY 
We have developed tests based on the amplitude of the 0-C diagram of 
a variable star which allow us to evaluate the validity of secondary 
periodicities derived from analyses of its light curve. These tests have 
been illustrated by several examples in which we verified the multiple-
mode interpretation of VZ Cnc, determined the secondary period of R Hor, 
and investigated the applicability of the multiple-mode interpretation to 
the star SZ Lyn and several Mira variables. 
In the analysis of VZ Cnc, the conclusion of the 0-C amplitude test 
was verified by the phase dispersion minimization (PDM) technique. Although 
the 0-C amplitude test is meant to complement rather than compete with PDM, 
a brief comparison of these methods may be instructive, since each has its 
particular strengths and uses. PDM is a relatively sensitive means of 
measuring periodicities in nonsinusoidal signals which lends itself to 
Statistical tests of significance. However, this technique requires the 
use of a computer and data covering several cycles of the periods to be 
detected. 
The 0-C amplitude test is more specialized, being intended to choose 
between the cases where either a long or short secondary period is 
expected. Some strong points of this method are: 
(1) The definite distinction between the 0-C diagrams of the SP 
and LP cases can serve to clearly identify the correct 
hypothesis. 
(2) The 0-C amplitude test requires only the times and magnitudes 
of maxima and minima, and, given sufficiently accurate timing, 
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may be successfully applied when only one cycle of the "beat" 
period Is available. This is In contrast to other techniques 
such as PDM, which require several cycles of the complete light 
curve to be effective. 
(3) The 0-C amplitude test Is easy to apply—the entire process may 
be performed using only a programmable calculator. 
Thus the 0-C amplitude contains easily extracted Information concerning the 
secondary period. 
In the future, we hope to make further applications of the 0-C 
amplitude test. Projects of Interest Include the examination of the 
Blazhko effect In RR Lyrae and the analysis of other Mira variables 
exhibiting behavior similar to R Hor, as well as extending the test to 
other phase points In the light curve. Furthermore, the information con­
tent of plots of the change in magnitude vs 0-C will be examined. Finally, 
it is anticipated that others will find the 0-C tests useful for other 
stars. 
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SUMMARY 
Three topics in the study of stellar variability have been presented 
in this thesis, each dealing with an aspect of theory, observation, or 
analytical method. In the first section, a hot-spot model for white dwarf 
variability was proposed. This model predicted that observable effects may 
be found in white dwarfs of the Hyades cluster, since the slow motion of 
these stars through the cluster medium could produce accretion rates 
favorable to hot-spot formation. This prediction provided the motivation 
for the research described in Section II. Three white dwarfs of the Hyades 
were observed at Pick Observatory and Kitt Peak National Observatory. 
These stars were tested for variability using the maximum entropy method 
and were found to display no variability above 0.006 magnitudes. This is 
well below the limit predicted in Section I, indicating that the proposed 
accretion mechanism was not operating in these stars. This lack of 
variability may be attributed to the restrictive conditions required by 
the hot-spot model and the small sample population available. 
In the third section, the use of the 0-C diagram as a diagnostic tool 
in multiply-periodic stars was investigated. A test was developed to 
distinguish between short and long secondary periods by using the amplitude 
of the 0-C diagram. Application of this test to the RRs variable VZ Cnc 
established that this star is a multiple-mode variable. This method of 
analysis was also applied to the Mira variable R Hor, the results suggest­
ing that its secondary period is 357^, while indicating the need for 
accurate photometric observations of this class of variables. A related 
test of the consistency of the multiple-mode interpretation was also 
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described and used to show that this interpretation is not applicable to 
the star SZ Lyn and five Mira variables. These 0-C tests have the advan­
tage of being distinctive and easily applied. 
FORTRAN programs were written to apply the maximum entropy method and 
phase dispersion minimization. Listings of these programs may be found in 
Appendices A and B. It is hoped that these programs, as well as the 0-C 
amplitude tests, will prove helpful to others in their research. 
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APPENDIX A 
c 
c 
C THIS PROGRAM USES THE MAXIMUM ENTROPY METHOD (MEM) TO DETERMINE THE 
C POWER SPECTRUM OF A TIME SERIES OF DATA. OUTPUT INCLUDES GRAPHS OF 
C THE DATA AND POWER SPECTRA PLUS THE INTEGRATED SPECTRUM TEST FOR 
C STATISTICAL SIGNIFICANCE OF THE RESULTING SPECTRUM, FOR A DISCUSSION 
C OF THE METHODS EMPLOYED IN THIS PROGRAM, SEE RICHER AND ULRYCH 
C (AP. J.,192,719). THE PROGRAM USES THE ALGORITHM OF ANDERSEN 
C (GEOPHYSICS,39,69) AND EMPLOYS THE AKAIKE CRITERION (ANN. INST. STAT. 
C MATH.,21,243) FOR SELECTING THE ORDER OF AUTOREGRESSION WHICH BEST 
C DESCRIBES THE DATA. 
C ON FORTRAN G USE: 
C LINES=10, REGI0N=150K, TIME=2 
C 
C CARD STACK; 
c 
C CARD I: 
C SNAM, DATE (10A4)-LABELS FOR PRINTED OUTPUT AND GRAPHS. 
C 
C CARD 2: 
C N, MM, ICN (215,I2)-N=NUMB£R OF DATA POINTS, MH=MAXIMUM ORDER TO BE 
C CALCULATED. MM SLIGHTLY LARGER THAN N/3 WORKS QUITE WELL. IF ICN=0, 
C THEN DC AND LINEAR TRENDS ARE NOT REMOVED FROM DATA. 
C* 
C* 
c* 
MAXIMUM ENTROPY METHOD SPECTRAL ANALYSIS PROGRAM * 
* 
c CARD 3: 
C XTDELT (F10«3)-TIM£ INCREMENT dETWEEN DATA POINTS. 
C 
C CARD 4: 
C NSS. IGl. IG2 (3I5)-NSS=NUMBER OF TRACER SIGNALS INSERTED. IGI=0 
C FOR NO DATA GRAPH: 1G2=0 FOR NO GRAPH OF DATA WITH DC AND LINEAR 
C TRENDS REMOVED. 
C 
C CARO(S) 4.1 THROUGH 4.NSS: 
C ONE CARD FOR EACH INSERTED SIGNAL (UP TO A TOTAL OF lOJ IN FORM: 
C AS(I), FS(I) (F10.3*Ei4.7j-AS(1} IS AMPLITUDE OF TRACER AS FRACTION 
C OF AVERAGE SIGNAL (AS(1)=AMP/XBAR) INSERTED AT FRQUENCY FS<I). 
C 
C CARO(S) 5.1 THROUGH 5.N: 
C DATA (IF READ IN BY CARDS). USER'S FORMAT. 
C 
C CARD 6: 
C FDELT, FMAX (2FI0.3)-FDELT=F«EQUENCY SPACING IN POWER SPECTRUM. 
C FMAX=MAXIMUM FREQUENCY COMPUTED. IF FDELT<0. THEN FOELT=l/(N»XTOELT) 
C IS USED. IF FMAX<0. THEN FMAX=l/(2*XTDELTJ IS USED. 
C 
C CARD 7: 
C IGl. IG2. IG3 (3I5)-IGl=0 FOR NO WHITENESS TEST GRAPH. IG2=0 FOR NO 
C POWER SPECTRUM GRAPH. IG3=0 FOR NO LOGARITHMIC POWER SPECTRUM GRAPH. 
C 
C 
DEFINE FILE 4(350,352.U,KEY) 
DIMENSION SNAM(5)tUATE(S) 
DIMENSION X(1000)*B1(1000).82(1000)«XT(10 00} 
DIMENSION AK(350).AA(350)•P(350)•FPE(350)•XK<350) 
DIMENSION AS(10).FS(10)«ASA(10) 
DIMENSION IX(10) 
INTEGER T 
REAO 6 « SNAM .DATE 
6 FORMAT*10A4) 
READ 7.N.MM.ICN 
7 FCRMAT(2I5,I2) 
N=N/2 
N=2*N 
READ S.XTOELT 
a FORMATtFlO.S) 
PRINT 12,SNAM,DATE 
12 FORMAT*IHI.////.9X,10A4) 
PRINT 13,K,XTOELT*MM 
13 FORMAT*IHO,14X.14.12H DATA POINTS/IHO,I4X,16HTIME INCREMENT 
1F10.5.4H SEC/IHO* 14X* I:9HMAXIMUM ORDERS ,14) 
READ ZtO.NSS.ICI>XG2 
210 F0HMAT*3I5J 
IF(NSS.LT.l) GO TO 203 
DO 206 1=1,NSS 
206 READ 207,AS(I).FS(I) 
207 FORMATiF10.3,E14.7) 
208 CONTINUE 
C 
C» READ IN DATA. USER INSERTS THESE STEPS 
C 
ND=N/10 
DO 212 1=1,ND 
READ 213.*IX(J)«J=1,10) 
213 FORMAT*1015) 
K=10*(I-1) 
DO 205 J=l,10 
205 X*K+J)=IX*J) 
212 CONTINUE 
C 
C* DATA READ IN BY THIS POINT 
C 
DO 218 1=1,N 
XI=£-1 
218 XT(I)=XI*XTOELT 
IFtlGl.EQ.O) GO TO 219 
C ... 
C* GRAPH DATA 
C 
CALL GRAPH(N.XT.X,0.4,6.02,4.02.0.,0.,0.,0..* TIME (SECONDS) 
1' COUNTS:'.SNAM,DATE) 
219 CONTINUE 
PR1NT222*(X(1).1=1,10) 
222 FORMAT!1HO*14X.12HSAMPLE DATA:/IHO•19X»SF10.1/IHO.19Xt5F10.1) 
XN = N 
NTEST=1 
IFdCN.EQ.O) GO TO 24 
221 CONTINUE 
.C 
C$ PERFORM LINEAR REGRESSION TO REMOVE DC AND LINEAR TRENDS 
C 
PRINT 223 
223 FORMAT!1H0,14X,27HLINEAR REGRESSION PERFORMED) 
KSVM=0 
KSUM2=0 
XKSUM=0.0 
XSUM=0.0 
DO 19 K=1.N 
KSUM=KSUM+K 
KSUM2=KSUM2+K*K 
XKSUM=XKSUM+K*X(K) 
19 XSUM=X3UM+X(K) 
XTaAR=CXTOELT*KSUM)/XN 
XBAR=XSUM/XN 
XTSUM2=(XTOELT**2.)*KSUM2 
XTSUM=XTOELT$XK&UM 
BXl=(XTSUM-XTBAR*X8AR*XN)/(XTSUM2-XN*(XTBAR**2.)) 
BZERO=XBAR-aXI•XTBAR 
PRINT 120,BZERO,BX1,X8AR 
120 FORHAT(ÎHO.l4Xt7HBZERO= .E14.7,6H Bl= ,E14.7, 
118H AVERAGE SIGNAL= •E14.7) 
IF(NT£ST.GT.l> GO TO 31 
IF(NSS.LT.l) GO TO 31 
C 
C* INSERT TRACER SIGNALS 
C 
00 32 1=1.NSS 
32 ASA(I)=AS(I)*XBAR 
00 33 K=1,N 
SS=0 
YTM=6.2831853*K*XTDELT 
DO 34 1=1,NSS 
34 SS=ASA(I)*SIN(FS(I}$YTM)+SS 
33 XiK)=X(K)-BZERO-BXl*K»XTDELT+SS 
PRINT 36.NSS 
36 FORMATiIHO.14X.«TEST SIGNALS INSERTED AT'.I3,' FREQUENCIES:') 
PRINT 37 
37 FORMAT*1H0.24X.•FREQ*»7X.«FRACTIONAL AMP*.4X.«AMPLITUDE*,/lH 
119X.3C* *.2X)) 
00 38 1=1.NSS 
38 PRINT 41«FS*I>«ASII)•ASA(li 
41 FORMAT!IHO.19X.3(E14.7.2X}> 
- NTEST=3 
C 
C* REDO LINEAR REGRESSION AFTER INSERTING TRACER SIGNALS 
C 
GO TO 221 
31 CONTINUE 
OO 21 K=i,N 
21 X(K) = X<K)-BZERO-BXl*K*XTOEl_r 
GQ TO 225 
24 PRINT 224 
224 FORMAT(1H0<14X.20HN0 LINEAR REGRESSION) 
225 CONTINUE 
P2ERO=0.0 
DO 25 1=1,N 
25 PZER0=f>ZE«0+X{ I )*X( I ) 
PZERO=PZERO/(XN-1•) 
PT=PZE«0 
3T0EV=PZER0**0.5 
PZERO=1.0 
00 26 1=1,N 
26 X(IJ=X{I)/STaEV 
IF(IG2.E0.0) GO TO 27 
c K 
C* GRAPH DATA AFTER LINEAR REGRESSION AND TRACER INSERTION 
C 
CALL GRAPH(N,XT,X.0,4,6.02,4.02,0.,J.,0.,0.TIME (SECONDS);*• 
1« STANDARD COUNTS:',SNAM.DATE) 
27 CONTINUE 
C 
C* CALCULATE AUTOREGRESSION COEFFICIENTS 
C 
K=l 
B1(1)=X(1) 
NM1=N-1 
a2CNHl)=X(N) 
DO 30 T=2,NM1 
8ICT)=X{TJ 
30 B2CT-li=X{T) 
XNOM=0. 
OEN=O• 
NMK=N-K 
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c 
c» CALCULATE AKAIKE FINAL PREDICTION ERROR (FPE) 
FP£fK)=FRN»P(K) 
IF(FPE(K).LT.FPMN* GO TO 352 
GO TO 354 
352 FPMN=FPE(K) 
KFP=K 
354 CONTINUE 
KEY=K 
C 
C* STORE AUTOREGRESSION COEFFICIENTS ON DISK TEMPORARILY 
C 
WR1TE(4*KEY)K.P(K},(AK<I).1=1,K) 
IFCMM-K) 501»75.45 
75 PRINT 400.FPMN.KFP 
400 FORMAT(IHO.14X.»MINIMUM FPE OF •.Ei4.7.« AT ORDER',14) 
NPG=0 
4 15 NPG=NPG+l 
C 
C* PRINT OUT FPE FOR EACH ORDER CALCULATED 
C 
PRINT 416.SNAM.DATE,NPG 
416 FORMAT!1H1,32X,10A4,38X.'PAGE'.12) 
PRINT 417 
417 FORMAT!IHO.11X««K*.ax.•FPE(K)*./IH •9X.4{1H-).3X,14(IH-}J 
N8=50*(NPG-1)+1 
NE=S0*NPG 
IF(NE.LT.MM) GO TO 418 
GO TO 419 
418 CONTINUE 
DO 420 T=NB,NE 
420 PRINT 421.T,FPE(T) 
421 FORMAT!IH .9X.14.3X.£14*7) 
GO TO 415 
419 OO 422 T=N8.MM 
422 PRINT 421.T#FPE{T) 
DO 410 1=1,MM 
410 XK(I)=I 
C 
C* GRAPH FPE 
C 
CALL GRAPH(MM,KK,FPE,0.4,6.02,4.02,0.,0.,0.,0.,' 
!• FPE;*,SNAM.DATE) 
C 
C» CALCULATE SPECTRUM USING ORDER WITH MINIMUM FPE 
C 
CALL SPCTM(N.KFP.SNAM,l)ATE,XTOELT) 
501 STOP 
END 
SUBROUTINE SPCTM{NS»K,SNAM,DATE.XTOELT) 
C 
C» CALCULATES SPECTRUM FROM AUTOREGRESSION COEFFICIENTS 
C 
DEFINE FILE 4(350,352,U,KEY) 
DIMENSION SNAM(5) ,0ATE(5) 
DIMENSION AK(3S0i 
DIMENSION FR(505),Sl(505}.s(505i 
DIMENSION SN(505)«SNL(505)>SP(505) 
KEY=K 
FIND(4'KEY) 
READ 25,FDE»_T,FMAX 
25 FORMAT(2F10.3i 
READ 26,1G1*IG2.IG3 
26 FORMAT(3I5) 
KEY=K 
READ(4*KEY)Ki,PK.(AK(I).I=l,K) 
XNS=NS 
IFCFDELT.GT.O.O) GO TO 37 
F0ELT=1.0/(XNSaXTDELT) 
NMAX=NS/2 
GO TO 38 
37 CONTINUE 
IF(FMAX.6T.O.O) GO TO 36 
NMAX=INT( l.O/{2.0»XTOei_T#FOEUT) I 
GO TO 38 
36 CONTINUE 
NMAX=FMAX/FOELT 
38 CONTINUE 
NMP1=NMAX+1 
IF(NMP1.GT.SOS) GO TO 41 
GO TO 42 
C 
C* PRINT ERROR MESSAGE IF FDELT AND FMAX VIOLATE DIMENSION REQUIREMENTS 
C  •  . . . . .  ^  
41 PRINT 43 N 
43 FORMAT*IHO.lOX,'**** NUM3ER OF POINTS IN FREQUENCY DOMAIN •» 
i'EXCEEOS ARRAY DIMENSIONS ****') 
GO TO 143 
42 CONTINUE 
PRINT 40.SNAM,DATE 
40 F0RMAT(1H1,////«9X«10A4) 
PRINT 45.NS,K.XT0ELT,F0ELT,NMP1 
45 FORMAT*1M0,I4X,15." DATA POINTS FIT WITH AUTOREGRESSION OF". 
1' ORDER',IS/1H0,14X,'TIME INCREMENT IS ',F10.5,' SEC*/IHO•14X• 
2"FREQUENCY INCREMENT IS • .El 4.7,• HZ*/IHO•14X11 51 
3* POINTS CALCULATED IN FREQUENCY DOMAIN') 
DO 50 I=1,NMP1 
L=I-l 
XL=L 
PHI=6.283185*XL*FDELT*XTDELT 
ALPHA=0.0 
aETA=0.0 
OO 55 J=l,K 
A L P h A = A K i J ) » C Q S ( ) + A U P H A  
55 8ETA=AK(Jj*SiN(J$PHI)*8ETA 
0=(i.-ALPHA)*(l.-ALPHA)+BETA*BETA 
50 SCI>=PK*XTOELT/D 
SBI6=0.0 
IMAX=1 
30 60 1=1.NMPi 
XS^S(I) 
IF£XS*GT.SBIG> GO TO 65 
GO TO 60 
65 SBI6=X3 
IMAX=I 
60 CONTINUE 
FREQstIMAX-I)»FOELT 
PRINT 70«IMAX.FREQ,SBIG . ^ 
70 FGRMAT(IHO*14X.*TH£ LARGEST SPECTRAL COMPONENT IS : */IHO« 19X. w 
i*I='.I5,* FREQUENCY: ',E14.7,' AMPLITUDE^ *,E14.7) 
PS=0.0 
SS=0.0 
DO 75 E=2,NMAX 
PS=PS+S(I1»F0ELT 
75 SS=SS+S(I) 
PS=PS+S(1)*FDELT/2.+S(NMPl)*FDELT/2. 
PS=2.*PS 
PRINT 77.PS 
77 FORMAT*IHO,14X,'INTEGRATED POWER (PS) IS ',E14.7) 
SS=SS+S(1)+S(NMP1) 
SI(l)=S(l)/SS 
OO 80 1=2,NMPI 
IMl=I-l 
80 SI(I)=S(1)/SS+SI(IM1) 
DO 85 1=1,NMPI 
L=I-1 
XL=L 
FR(I*=XL*FDELT 
SNiI)=3t D/SaiG 
SNL(1}=ALOaiO<SN(I)} 
85 3P(I)=S(I)»FOELT 
NPG=0 
90 NPG=NPG+1 
C 
C* PRINT OUT SPECTRUM 
C 
PRINT 95*SNAM«OATE.NP6 
95 FORMAT(1H1.32X«10A4,38X»*PAGE •,I2/1H0,44X, 
I•INTEGRATED*.22X.«NORMALIZED*.7X,"LOG N0RM',/1H ,13X, 
2*FRE0UENCY' .SX.•PERIOD*,9X,*SPECTRUM*.SX.* SPECTRAL*.SX 
3 * SPEC TR AL* .ax. * SPECTRAL.* . SX .* SPECTRAL* ./I H .6X.*I * ,6X, 
4*F(I) HZ*,i2X,'SEC*.9X,'I(F)/S**2*,7X,"DENSITY S(I)*. 
54X.«DENSITY SN(I>•.2X."DENSITY SNL(I)*.2X,* POWER SP(I) 
6/ IH . 4X * 4H——— — . 7( 2X * 1 4-H——————— ).//) 
N8=50*(NPG-1)+1 
NE=50*NPG 
IF(NE.LT.NMPl) GO TO 100 
ÇC TO 120 
too CONTINUE 
DO 110 I=NB,NE 
PER=0.0 
IF(FRfI).NE.0.0) PER=1.0/FR(I) 
110 PRINT 130,I,FR(Ij.PcR,51(1),S(Ij,SN(I).SNL(I).SP(I) 
130 FORMATSIH ,4X.I4,7(2X,Ei4.7)) 
GO TO 90 
120 CONTINUE 
DO 140 I=NB,NMP1 
PER=1.0/FR(i) 
140 PRINT 130.1,FR(I)9PER,SI(I).S<I),SN{I),SNL(1)>SP( I) 
IFCIGI.EQ.O) GO TO 141 
c 
c* GRAPH WHITENESS TEST 
C 
CALL GRAPH(NMP1,FR,SI*0.4,6.02.4.02,0.,0.,0.25.0.. 
1* FREQUENCY (HZ);*.' I(F)/S**2;'.SNAM.DATE) 
141 IF(1G2.EQ«0) GO TO 142 
C 
C* GRAPH SPECTRUM 
C 
CALL GRAPHCNMPt.FR.SN*O.4.6.02.4.02.U•.0.« 0.25•0.• 
1» FREQUENCY (HZ):'.' NORM SPEC DENS:'.SNAM.DATE) 
142 1F{IG3.EQ«0) GO TO 143 
C 
C* GRAPH LOG OF SPECTRUM 
C 
CALL GRAPH(NMPl.FR.SNL.0.4.6•02.4.02.O•.0•.0..-3.0. 
1' FREQUENCY (HZ);*.» LOG NORM SPEC DENS;•.SNAM.DATE) 
143 CONTINUE 
RETURN 
END 
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APPENDIX B 
c*********************************************************************** 
c THIS PROGRAM DETERMINES PERIODS USING THE PHASE DISPERSION 
C MINIMIZATION ÎPOM) METHOD DESCRIBED BY STELLINGWERF (ASTROPHYSICAL 
C JOURNAL. 224, 953). IT IS SUGGESTED THAT THE USER STUDY THIS 
C REFERENCE BEFORE USING THIS PROGRAM. OUTPUT GIVES THETA FOR EACH 
C TRIAL PERIOD. AS WELL AS INFORMATION WHICH MAY BE USED TO DETERMINE 
C THE STATISTICAL SIGNIFICANCE OF EACH PERIOD DETECTED. GRAPHS OF 
C THETA VS. FREQUENCY ARE ALSO PRODUCED FOR EACH FREQUENCY REGION 
C EXAMINED. 
C 
C ON FORTRAN G USE: 
C LINES=10, TIME.G0=4. REGION.GO=150K 
C 
C CARD STACK: 
C 
C CARD A: 
C NRUN (I5)-NUMBER OF FREQUENCY REGIONS TO BE EXAMINED 
C 
C THE FOLLOWING CARDS ARE REQUIRED FOR EACH REGION CONSIDERED: 
C 
C CARD 1: 
C RLAB« GLAB (5A4.5A4)-GRAPH LABELS 
C 
C CARD 2: 
C TO (F10.4)-REFERENCE "ZERO" TIME 
C 
C CARD 3: 
C NB. NC (2IS)-N8=NUMBER OF BINS. NC=NUMBER OF COVERS 
C 
_C* 
c* 
c* 
PHASE DISPERSION MINIMIZATION ANALYSIS PROGRAM 
* 
* 
* 
c DATA CARDS: 
C T(I). X(I) (USER MAY SUPPLY FORMAT)-T(1)=T1ME OF OBSERVATIUN 
C XfI)=OBSERVED SIGNAL AT TIME T<I) 
C INPUT IS STOPPED BY TCI) LESS THAN ZERO. 
C 
c 
REAL*8 T(2200).PHI.TO 
DIMENSION X(2200),OLAB(3f 
DIMENSION RLAB(5).6LA8(5),NJ(50),XTJ(50), 
IXTJ2(50)•FC500).THT(500) 
READ 2.NRUN 
2 FORMAT!I5> 
READ 5.RLAB.GLAB 
5 FORMAT!5A4.5A4) 
READ 10.TO 
10 FORMAT(F10.4) 
READ 20.NB.NC w 
20 FORMAT(2I5) 
XNB=NB 
NP=0 
25 CONTINUE 
NIP=NP + 1 
C 
C» READ DATA 
C 
READ 30.T(NP),X(NP) 
30 FORMAT(25X,F10.5,Fi0.3) 
C 
C» TEST FOR END OF DATA INPUT 
C 
IFIT(NP).GE.O.O) GO TO 25 
NP=NP-i 
XT=0.0 
XT2=0.0 
OO 35 1=1,NP 
XT=XT+X(I) 
XT2=XT2+X(I)*X(I> 
35 CONTINUE 
C 
C» CALCULATE DATA STATISTICS 
C 
XBAR=XT/NP 
VAR-<XT2-(XT»XT/NP))/CNP-l) 
THTMT=*.0/(NB*N8) 
TT-T1NP>-TtI) 
H*=i.0/(2.0*TT) 
NF*=NP-1 
M=NB*NC 
XM=M 
OO 500 K=1.NRUN ^ 
READ IS.FB.FE.FDELT w 
IS FORMAT!3F10.4} 
PRINT 40.RLAB,GLA8,N8.NC.NP.T0.T(1J•TT.FB«FE.FOELT.XCAR.VAR• 
ITHTMT.HW 
•0 FCRMAT(1H1.////.8X,SA4,5A4,//,10X,'NBINS= *,I5,/.10X,'NCUTS= ». 
IIS./»lOX.»NPaiNTS= *.IS./,10X.'T0= •.Fl0.4./« I OX. 
2*T(1)= •.FIO.4./,lOX.•TIME BASE= •*F10.4./.1 OX. 
3'FREaUENCIES ',F10.6,' TO •.F10«6t' FDELT= ',F10.6, 
4/.lOXs«AVERAGE X= ',F10.6,/.&0X,'VARIANCE OF X= *,FI0.6. 
5/.lOX.'PREDICTED MINIMUM THETA= •.F10•7./.1 OX. 
6'EXPECTED LINE HALFWIOTH=*.F10*6} 
PRINT 45.NF1 
45 FORMAT!IHI.////.10X,*N1F= •.I 5.//.IIX.«FREQUENCY».7X.•PERIOD*. 
1lOX.•THETA*.8X,«F(P/2,N1F.N2F)«.5X,«N2F=NF'.5X. 
2«CH1SQ(P/2.NF)«•/.lOX.10(1H-).5X.10(IH-i.SX.10(IH-}. 
35X.15( lH-}.5X.6ilH-)«5X« 13(IH-),//.) 
NL=0 
NF=0 
THTMA=1COO.O 
FMN=0.0 
PMN=0.0 
200 CONTINUE 
NF=NF+1 
NL=NL+1 
F(NF)={NF-1)*FDELT+FB 
00 50 1=1.M 
NJC1)=0 
XTJ(I)=0«0 
XTJ2(I}=0.0 
50 CONTINUE 
IF(F(NF).NE.0.0) GO TO 55 
PER=l.O/FOELT 
GO TO 60 
55 CONTINUE 
PER=1.0/F(NF) 
60 CONTINUE 
OO 75 IC=1,NC 
XIC=IC 
PHO=tXIC-l.O)/XM 
J0=IIC-1)*N8 
• SORT DATA INTO PHASE BINS 
DO 70 1=1,NP 
PHI=(T(I)-T0)*F(NF)+PH0 
IPHI=PHI 
PHI=PHI-IPHI 
J=PHI*XNB 
J=J+1+J0 
NJ(J)=NJ(J)+1 
XTJ(J)=XTJ(J)+X(I) 
XTJ2(J)=XTJ2(J)+X<Il*X<Ii 
70 CONTINUE 
75 CONTINUE 
NJT=0 
S2=0.0 
DO 80 1=1«M 
IF(NJ(I)«EQ.O) GO TO 80 
NJT=NJ(I)+NJT 
S2=XTJ2<I)-(XTJ(I)*XTJ(I)/NJ(I))+S2 
80 CONTINUE 
NF2=NJT-M 
XNF2=NF2 
S2=S2/XNF2 
C 
C$ CALCULATE THETA 
C 
THT(NF)=S2/VAR 
c 
c* TEST FOR MINIMUM THETA 
C 
IF(THT(NF).GT.THTMA) GO TO 85 
THTMA=THT(NF) 
FMN=F(NF) 
PMN=PEft 
85 CONTINUE 
FPN=1«0/THT(NF) 
C 
C* CALCULATE CHI-SQUARE 
C 
CHI=XNF2»THT( NF) 
1F(NL.LT.51) GO TO 90 
PRINT 45,NF1 
NL=I 
90 CONTINUE 
PRINT 95.FtNF).PER.THTCNF).FPN.NF2. 
H 
W 00 
95 FORMATdH •9X.F10 5X.F 10.6 • 5X« F  I 0.6 «SX. F10 .6. 7X « 
iI6«7X.Fl0.2) 
IF(F(NF).LT.FE) GO TO 200 
FT=l.0/THTMA 
E=(FT-l,0»/(l«0-(THTMT»FTJI 
E=E#*0.5 
PRINT lOO.NF.THTMA.FMN.PMN.E 
100 FORMAT*IHl.////»I OX.15»• POINTS IN FREQUENCY DOMAIN',//,lOX, 
I*MINIMUM THETA OF *,F10.6.* AT FREQUENCYs ••F10.6, 
2', PERIODS •,FIO.6,•/,lOX.«ESTIMATED SIGNAL-TO-NOISE RATIO= ', 
3F10.6) 
C 
C* GRAPH THETA VS. FREQUENCY 
C 
CALL GRAPH(NF«F,THT,0.4.6.02.5.02.0..0.,0.25,0.. 
I«FREQUENCY;••«THETA;•.RLAB.GLAB) 
500 CONTINUE 
PRINT 105 
105 FORMAT*IHl) 
STOP 
END 
