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Povzetek
Naslov: Optimizacija nabiralnega procesa v rocˇnem skladiˇscˇu
Skladiˇscˇni sistemi so postavljeni pred sˇirok spekter izzivov pri zagota-
vljanju kakovostnih storitev za stranko. Med vsemi procesi, ki se izvajajo v
skladiˇscˇu, je proces nabiranja cˇasovno najzahtevnejˇsi, zato je kljucˇno, da je
izveden cˇim bolj optimalno.
V okviru magistrske naloge smo se zato lotili optimizacije nabiralnega pro-
cesa v rocˇnem skladiˇscˇu. Predlagali smo hierarhicˇni logicˇni model skladiˇscˇa,
ki s svojo strukturo zmanjˇsa sˇtevilo lokacij, ki jih morajo pregledati imple-
mentirani algoritmi za iskanje najkrajˇse nabiralne poti. Hkrati nam tovrstni
model omogocˇa, da podrobno deljenje lokacij ne vpliva na izvajanje algo-
ritma. Pripravili smo modul za optimizacijo nabiralne poti, ki glede na
velikost in tip problema izbere enega od treh implementiranih algoritmov.
Prenovili smo procese, povezane z uporabo polavtomatskih vilicˇarjev, in raz-
vili graficˇni spletni vmesnik za pregled pogostosti nabiranja.
Kljucˇne besede
rocˇno skladiˇscˇe, nabiranje, optimizacija nalog

Abstract
Title: Optimisation of picking process in manual warehouse
Warehouse operators and warehouse management systems encounter a
broad spectrum of challenges to ensure the shortest possible shipping times
to their customers and maintain their position on the market. The picking
process is the most time-demanding among all core warehouse processes.
Optimisation of picking is crucial for effective warehouse operation, since it
represents the majority of warehousing costs.
In this thesis we analyzed, proposed and implemented optimisations of
the picking process in the manual warehouse. We prepared a logical model of
the warehouse, which is based on a hierarchical representation of the ware-
house locations. Using this model we reduced the number of locations, which
have to be considered during the computation of the shortest picking path
in the implemented algorithms. We developed a module for picking path
optimisation, which selects one of three implemented algorithms based on
the problem size and the warehouse type. To further improve the picking
process we introduced changes to the semi-automatic forklift operations and
developed a graphical web interface for the warehouse picking heatmap.
Keywords
manual warehouse, picking, task optimization

Poglavje 1
Uvod
Kljub vsesplosˇni avtomatizaciji, ki smo ji pricˇa v zadnjem desetletju, so rocˇna
skladiˇscˇa sˇe vedno pogosta izbira sˇtevilnih podjetij. Najpogosteje jih naj-
demo pri podjetjih, ki delajo s sˇirokim naborom raznolikih artiklov, dragimi
ali zelo specificˇnimi artikli. V tovrstnih primerih cˇlovekove kognitivne spo-
sobnosti prekasˇajo avtomatske sisteme, ki so zaradi svoje specializacije ome-
jeni na optimalno delovanje le za dolocˇeno vrsto artiklov. Hkrati so ljudje
bolj fleksibilni od strojev, kar je pomembna prednost pri zasnovi skladiˇscˇnih
procesov in obravnavi izjemnih primerov.
Glavni procesi, ki jih najdemo v vseh skladiˇscˇih, so prevzem, uskladiˇscˇenje,
nabiranje in izdaja. V fazi prevzema se zabelezˇijo izvor zaloge, njene lastno-
sti in kolicˇina. Sledi uskladiˇscˇenje, ki predstavlja prenos prevzete zaloge na
skladiˇscˇno lokacijo. Ob prihodu zahteve za odposˇiljanje artiklov iz skladiˇscˇa
se izvede faza nabiranja artiklov in nato izdaja, s katero artikli zapustijo
skladiˇscˇe. Vsak od procesov prispeva k skupnemu obratovalnemu strosˇku
skladiˇscˇa in ceni skladiˇscˇenja zaloge. Da bi podjetja ohranila konkurencˇno
prednost na trgu, stremijo k optimizaciji procesov in porabe virov, ki v pri-
meru rocˇnih skladiˇscˇ predstavlja placˇilo delovne sile.
V nalogi se zato osredotocˇimo na optimizacijo procesa nabiranja, ki po
raziskavah predstavlja najvecˇji delezˇ strosˇkov obratovanja skladiˇscˇa. V po-
glavju 2 najprej predstavimo aktualne pristope optimizacije iz sorodnih del.
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V poglavju 3 predlagamo hierarhicˇno logicˇno predstavitev modela skladiˇscˇa,
ki jo uporabljamo v nadaljnjih poglavjih. Z uporabo hierarhicˇnega modela
zmanjˇsamo kompleksnost obravnavanega problema brez vpliva na kakovost
rezultatov. V poglavju 4 predlagamo modul za optimizacijo nabiralne poti,
ki glede na velikost problema in tip skladiˇscˇa izbere enega izmed treh al-
goritmov, ter naredimo analizo rezultatov. V poglavju 5 sledi predstavitev
uporabljenih tehnologij. V poglavju 6 predstavimo optimizacijo procesov re-
alnega skladiˇscˇa, kjer smo prenovili skladiˇscˇne procese in uporabili spoznanja
iz poglavja 4 za optimizacijo nabiralne poti. V poglavju 7 predstavimo raz-
viti vmesnik za pregled postavitve artiklov. V zadnjem poglavju naredimo
pregled opravljenega dela in predstavimo mozˇnosti za nadaljnje delo.
Poglavje 2
Pregled podrocˇja
Postopek nabiranja artiklov predstavlja osrcˇje skladiˇscˇnih logisticˇnih pro-
cesov, v katerem pripravimo artikle oziroma material za izpolnitev narocˇila
stranke. Narocˇilo lahko obsega eno ali vecˇ postavk, ki skupaj tvorijo mnozˇico
zahtevanih artiklov. Vsak artikel se v skladiˇscˇu nahaja na svoji lokaciji, tako
da mora skladiˇscˇnik obiskati eno ali vecˇ lokacij, da izpolni narocˇilo. Posto-
pek nabiranja je eden od pomembnejˇsih logisticˇnih procesov [1] in po oce-
nah obsega okoli 55 % vseh obratovalnih strosˇkov skladiˇscˇa (slika 2.1) [1].
Poleg procesa nabiranja v vseh skladiˇscˇih najdemo tudi procese prevzema,
skladiˇscˇenja in odpreme blage, vendar v primerjavi z nabiranjem predsta-
vljajo manjˇsi delezˇ skupnih strosˇkov obratovanja.
Prav zaradi visokih strosˇkov obratovanja se je v zadnjem desetletju pove-
cˇalo strokovno zanimanje za optimizacijo problema nabiranja in minimizacijo
strosˇkov obratovanja, ki prinasˇa konkurencˇno prednost. Avtorji preglednega
cˇlanka [2] pokazˇejo, da sˇtevilo cˇlankov na podrocˇju optimizacije nabiralnih
sistemov strmo narasˇcˇa. Od vseh obravnavanih cˇlankov s podrocˇja jih je bilo
v zadnjem desetletju objavljenih kar 75 %.
Podrocˇje je tudi zelo zanimivo za raziskovalno dejavnost zaradi nenehnega
spreminjanja in prilagajanja trendom [3]. Kot glavne trende lahko izposta-
vimo:
• vitkejˇso verigo oskrbe, ki vpliva na znizˇano kolicˇino zaloge in hitrejˇse
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Slika 2.1: Porazdelitev strosˇkov skladiˇscˇnih procesov. Povzeto po [1].
odzive skladiˇscˇa,
• povecˇanje sˇtevila skladiˇscˇ z logistiko tretjih strank (angl. Third-party
logistics – 3PL), ki so v splosˇnem vecˇja, kompleksnejˇsa in imajo stranke
z raznolikimi zahtevami,
• hitra rast spletnega trgovanja, pri katerem so narocˇila za koncˇne narocˇnike
vodena neposredno v skladiˇscˇu trgovca [4, 5].
Ker v rocˇnih skladiˇscˇih izdelke nabirajo ljudje, lahko strosˇek procesa na-
biranja neposredno povezˇemo s cˇasom, ki ga skladiˇscˇnik porabi za izvedbo
posameznega narocˇila. Za namene analize, lahko postopek okvirno razbijemo
v naslednje korake:
• iskanje nabiralne lokacije,
• potovanje od lokacije do lokacije,
• pridobivanje artikla iz lokacije,
• dokumentiranje opravljenega nabiranja in
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Slika 2.2: Cˇasovna porazdelitev korakov nabiranja. Povzeto po [1].
• pakiranje.
Od vseh korakov, se najvecˇje izgube pojavijo ravno pri potovanju od loka-
cije do lokacije, saj obsega kar 50 % celotnega cˇasa nabiranja [1], kot je prika-
zano na sliki 2.2. Znizˇevanje potovalnega cˇasa in opravljene poti skladiˇscˇnikov
je zato osrednji optimizacijski problem v rocˇnih skladiˇscˇih. Predlagane pri-
stope za resˇevanje problema, lahko zdruzˇimo v naslednje tematike:
• metode za usmerjanje nabiralca,
• zdruzˇevanje narocˇil,
• postavitev artiklov v skladiˇscˇu.
2.1 Metode za usmerjanje nabiralca
Najvecˇje izgube v procesu nabiranja povzrocˇi neoptimalna izbira zaporedja
nabiranja artiklov, kar vodi v daljˇso nabiralno pot in s tem daljˇsi nabiralni
cˇas. Kljucˇno je, da nabiralca med procesom nabiranja usmerjamo in mu tako
skrajˇsamo pot.
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Problem izbire sekvence nabiranja sovpada z dobro znanim problemom
trgovskega potnika (angl. Travelling salesman problem) oziroma z razsˇirjeno
verzijo Steinerjevega problema trgovskega potnika. Pri problemu trgovskega
potnika se iˇscˇe odgovor na vprasˇanje, kaksˇna je najkrajˇsa pot od izvorne
lokacije, preko mnozˇice podanih mest in razdalj med njimi, s povratkom v
izvorno lokacijo. Definiran je kot NP-tezˇek problem [6], kar pomeni, da cˇas
iskanja resˇitve narasˇcˇa v eksponentni odvisnosti od velikosti problema.
Prvi poizkus iskanja eksaktnega algoritma za iskanje optimalne poti sta
predstavila avtorja v cˇlanku [7], kjer uporabita pristop dinamicˇnega pro-
gramiranja za resˇevanja problema v enoblocˇnih skladiˇscˇih (brez vmesnih
precˇnih prehodov). V pristopu problem razbijeta na manjˇse in bolj obvla-
dljive podprobleme, ki se resˇujejo locˇeno in nato zdruzˇijo v koncˇno resˇitev.
Njun algoritem so nadgradili avtorji v cˇlanku [8] in ga razsˇirili za skladiˇscˇa z
enim precˇnim prehodom. V splosˇnem blocˇnem skladiˇscˇu ima nabiralec sˇest
mozˇnosti za prehod skozi hodnik, in sicer:
• prehod od sprednjega k zadnjemu delu hodnika,
• prehod od zadnjega k sprednjemu delu hodnika,
• vhod v sprednjem delu do najbolj oddaljenega artikla in nazaj,
• vhod v zadnjem delu do najbolj oddaljenega artikla in nazaj,
• pobiranje dela artiklov iz sprednjega dela hodnika in drugega dela iz
zadnje strani hodnika,
• prehod skozi celoten hodnik in nazaj.
Z dodajanjem precˇnih prehodov mozˇnosti strmo narasˇcˇajo. Dodatne ana-
lize so pokazale, da je predlagana resˇitev v eksponentni odvisnosti od sˇtevila
precˇnih prehodov [8].
Kot alternativa eksaktni resˇitvi so se socˇasno pojavile hevristike za iskanje
priblizˇka optimalne poti. Avtorji cˇlanka [9] opiˇsejo sˇtiri osnovne hevristike
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in kombinirano hevristiko, ki je podrobneje predstavljena v podpoglavju 4.4.
Osnovne predlagane hevristike so naslednje:
• S-hevristika – nabiralec hodnik prehodi po celotni dolzˇini, cˇe vsebuje
vsaj en zahtevani izdelek. Cˇe hodnik ne vsebuje zahtevanih izdelkov,
ga nabiralec izpusti.
• Povratna hevristika – v vsakem hodniku, ki vsebuje zahtevani izdelek,
bo nabiralec prehodil razdaljo do najbolj oddaljenega izdelka, nato pa
se bo vrnil na zacˇetek hodnika.
• Sredinska hevristika razdeli skladiˇscˇe na dva dela, glede na navidezno
sredinsko cˇrto. Skrajno levi in skrajno desni hodnik, ki vsebuje zah-
tevane izdelke, bo nabiralec prehodil v celoti. V vmesne hodnike na-
biralec vstopa v sprednjem delu, cˇe se izdelki nahajajo v prvi polovici
hodnika, in v zadnjem delu, cˇe se izdelki nahajajo v drugi polovici
hodnika. Nabiralec tako v posamezni vmesni hodnik lahko vstopi in
izstopi dvakrat.
• Hevristika najvecˇje vrzeli je podobna sredinski hevristiki. Za vsak ho-
dnik se izracˇuna najvecˇja vrzel med sosednjimi artikli, med prvim arti-
klom in prednjim delom hodnika ter zadnjim artiklom in zadnjim delom
hodnika. Cˇe je vrzel najvecˇja med dvema artikloma, potem se del arti-
klov nabira iz prednjega dela skladiˇscˇa, del artiklov pa iz zadnjega dela
skladiˇscˇa. Cˇe je vrzel najvecˇja med enim od vhodov v hodnik in arti-
klom, potem se celotno nabiranje opravi s povratnim obhodom preko
nasprotnega vhoda.
Avtorji v cˇlanku [9] izpostavijo, da je najboljˇsa hevristika v povprecˇju za
5 % slabsˇa od optimalne resˇitve. Vse predstavljene hevristike so pozˇresˇne na-
rave in izkoriˇscˇajo topologijo skladiˇscˇa. Prvotno so bile pripravljene za blocˇna
skladiˇscˇa brez precˇnih prehodov, vendar jih je mogocˇe razsˇiriti za uporabo
v skladiˇscˇih s precˇnimi prehodi. V cˇlanku [10] avtorji povezˇejo hevristike s
problemom razporeditve artiklov v skladiˇscˇu in predstavijo tocˇne formule za
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Slika 2.3: Prikaz nabiranja z razlicˇnimi hevristikami.
izracˇun pricˇakovane dolzˇine poti. Z uporabo hevristik in razporeditve arti-
klov dosezˇejo manjˇsa odstopanja od optimalnosti za povratno hevristiko in
S-hevristiko. Izkazˇe se tudi, da je uspesˇnost hevristik neposredno povezana
z gostoto razporeditve nabiranj po hodnikih.
Dodatne izboljˇsave hevristik z lokalnim preiskovanjem so predlagane v
cˇlanku [11], kjer so avtorji uporabili hevristiko Lin-Kernighan-Helsgaun (LKH),
ki uporablja zaporedje n optimalnih premikov. Pri tovrstni optimizaciji od-
stranimo n povezav in jih nadomestimo z n novimi povezavami, pri cˇimer
nadomestno pot sprejmemo, cˇe pride do izboljˇsave kriterijske funkcije. Av-
torji so dosegli tudi do 40 % krajˇse poti, kot s klasicˇnimi hevristikami, vendar
je uspeh pristopa odvisen od nastavitve parametra n.
Tretja veja resˇevanja problema usmerjanja nabiralca se osredotocˇa na
strogo matematicˇno formulacijo problema in resˇevanje z uporabo linear-
nega programiranja. Formulacija linearnega programiranja je predstavljena
v cˇlanku [12], vendar se avtorji osredotocˇajo le na enostavno blocˇno skladiˇscˇe.
Za predstavitev problema potrebujejo O(m) spremenljivk in omejitev, kjer m
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predstavlja sˇtevilo hodnikov. Za resˇevanje so uporabili optimizacijsko orodje
IBM CPLEX, s katerim so znotraj cˇasovnega okna petnajst minut uspesˇno
resˇili probleme do velikosti 30 hodnikov in 90 hkratnih nabiranj. Avtorji so v
cˇlanku [13] poskusˇali zdruzˇeno optimizirati problem usmerjanja nabiralca in
zdruzˇevanja narocˇil z uporabo linearnega programiranja. Kot v predhodnem
cˇlanku so uporabili IBM CPLEX, vendar so uposˇtevali tudi mozˇnost precˇnih
prehodov. V cˇasovni omejitvi sˇest ur so uspeli resˇiti manj kot polovico zasta-
vljenih problemov, hkrati pa je bila meja do optimalne dolzˇine nabiralne poti
vecˇja od 40 %. Primerjavo med eksaktnimi algoritmi, linearnim programira-
njem in dinamicˇnim programiranjem, so naredili avtorji cˇlanka [14]. Pristop
z linearnim programiranjem se je izvajal dlje cˇasa (tudi vecˇ kot 30 minut),
a je uspel resˇiti tudi probleme z enajstimi precˇnimi hodniki, medtem ko je
pristop z dinamicˇnim programiranjem probleme resˇil veliko hitreje (v rangu
sekund), vendar ni uspel resˇiti problema z enajstimi precˇnimi hodniki.
Cˇetrto vejo resˇevanja problema usmerjanja nabiralca predstavljajo me-
tahevristicˇni optimizacijski algoritmi, kot so genetski algoritmi, optimizacija
z rojem delcev in optimizacija s kolonijo mravelj. Za uporabo genetskih
algoritmov je potrebno optimizacijsko resˇitev predstaviti v obliki genoma,
ter poskrbeti, da operacije za preiskovanje prostora resˇitev (izbira, krizˇanje
in mutacije) generirajo veljavne resˇitve. V primeru problema trgovskega
potnika, je ta preslikava enostavna, saj resˇitev predstavimo kot zaporedje
lokacij (genom). Pri izvedbi operacij za preiskovanje prostora resˇitev pa je
treba poskrbeti le, da imamo v resˇitvi vedno vse lokacije brez ponovitev
(iˇscˇemo permutacije osnovne resˇitve). Genetski algoritmi nam tako zago-
tavljajo resˇevanje problematike na viˇsjem abstraktnem nivoju, s cˇimer se
zmanjˇsata odvisnost resˇevanja od topolosˇkih znacˇilnosti skladiˇscˇa in enostav-
nejˇse apliciranje na raznovrstna skladiˇscˇa. Ker genetski algoritmi v osnovi
ne zajemajo dodatnega ekspertnega znanja, se pojavljalo nove hibridne ver-
zije, povezane z drugimi metahevristicˇnimi optimizacijskimi algoritmi [15].
Dodatne izboljˇsave pa prinasˇata individualno ucˇenje in lokalno preiskovanje,
ki sta zajeta v tako imenovanih memetskih algoritmih [16].
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2.2 Optimizacija z zdruzˇevanjem narocˇil
Zdruzˇevanje narocˇil je ena od najpogostejˇsih nadgradenj optimizacije na-
biralnega postopka, ki jo avtorji obravnavajo v svojih cˇlankih v zadnjem
desetletju. Glavna prednost tovrstnega pristopa je povecˇana izkoriˇscˇenost
nabiralcev, ki se najbolj obcˇuti pri mnozˇici narocˇil z majhnih sˇtevilom po-
stavk, ki ne zasedejo polne kapacitete nabiralca. Za zagotavljanje optimalno-
sti resˇitve je treba resˇevati problem zdruzˇevanja narocˇil socˇasno z resˇevanjem
problema usmerjanja nabiralca, pri cˇemer dolzˇino poti uporabljamo kot kri-
terij uspesˇnosti resˇitve zdruzˇitve narocˇil [17]. Ta pristop sˇe dodatno dvigne
raven kompleksnosti osnovnega problema, kar izpostavijo tudi avtorji cˇlanka
[13].
S teoreticˇnega vidika tovrsten pristop omogocˇa velike prihranke pri sku-
pni dolzˇini nabiralne poti, vendar povzrocˇa dodatne strosˇke, ki so povezani s
preverjanjem pakiranja narocˇil. Ker so strosˇki preverjanja oziroma potencial-
nih napak pri izvedbi narocˇil lahko viˇsji od dejanskega prihranka nabiralnega
cˇasa, se mnogi operaterji skladiˇscˇ ne odlocˇajo za tovrsten pristop.
Zaradi povecˇane kompleksnosti osnovnega problema in mozˇnosti za ustvar-
janje vecˇjih strosˇkov, kot prihrankov, v nadaljevanju dela te optimizacije ne
obravnavamo.
2.3 Optimizacija s postavitvijo artiklov v skla-
diˇscˇu
Avtorji v preglednem cˇlanku [9] predstavijo naslednje najpogostejˇse strategije
za razporeditev artiklov v skladiˇscˇu.
• Nakljucˇna strategija je najenostavnejˇsa, vendar glede na rezultate cˇlankov
s tega podrocˇja vracˇa najslabsˇe rezultate [9].
• Dinamicˇna strategija razdeli skladiˇscˇe na dva dela, pri cˇemer imamo v
sprednjem delu skladiˇscˇa majhne zaloge artikla, namenjene nabiranju,
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in v ozadju vecˇje zaloge artikla, namenjene dopolnjevanju. Strategija
skrajˇsa nabiralno pot, vendar povzrocˇi dodaten napor in nadzor stanja
zalog v nabiralnem delu.
• Namenska strategija dodeli vsakemu artiklu dolocˇeno mesto v skladi-
sˇcˇu, ki pripada artiklu tudi, cˇe zaloga zanj ne obstaja. Izkoriˇscˇenost
skladiˇscˇa je pri tej strategiji najnizˇja, vendar so artikli ponavadi grupi-
rani v logicˇne enote, kar pozitivno vpliva na nabiralce.
• Razredna strategija se osredotocˇa na pogostost obdelave artikla v skla-
diˇscˇu. Glede na pogostost obdelave razdelimo artikle v razrede A, B in
C, kjer pogostost obdelave artikla pada od razreda A proti razredu C.
Znotraj posameznega razreda je razporeditev artiklov nakljucˇna.
Optimalni algoritem, ki dolocˇa postavitve artiklov v skladiˇscˇu s precˇnimi
prehodi, v literaturi sˇe ni bil predstavljen. Najpogosteje je problem posta-
vitve artiklov obravnavan skupaj s problemom usmerjanja nabiralca, kot to
predstavijo tudi avtorji v cˇlanku [10].
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Poglavje 3
Logicˇna predstavitev skladiˇscˇa
Skladiˇscˇe z modeliranjem abstrahiramo v graf, kar nam omogocˇa uporabo zˇe
znanih algoritmov in drugih pristopov za iskanje optimalne nabiralne poti.
V naslednjih podpoglavjih najprej predstavimo osnove notacije iz teorije
grafov povzete po [18], sledita predstavitev problema trgovskega potnika v
povezavi z nabiranjem v skladiˇscˇu in predstavitev nasˇega modela skladiˇscˇa.
3.1 Osnovna notacija grafov
Graf predstavlja urejen par G = (V,E), pri cˇemer velja:
• V = {v1, v2, v3, ..., vn} je neprazna koncˇna mnozˇica tocˇk grafa G, ki jih
imenujemo tudi vozliˇscˇa,
• E = {(vp, vq) | vp, vq ∈ V, vp ̸= vq} je mnozˇica povezav.
V primeru, da obstaja povezava e = {vp, vq} v grafu G, velja, da sta tocˇki
vp in vq sosedi in hkrati predstavljata krajiˇscˇi povezave e. Povezavo {vp, vq}
tipicˇno zapiˇsemo v krajˇsi obliki vpvq in je lahko usmerjena ali neusmerjena.
Pri usmerjenih povezavah imamo strogo dolocˇeno zacˇetno in koncˇno tocˇko,
pri neusmerjenih pa obe krajiˇscˇi lahko predstavljata bodisi zacˇetno, bodisi
koncˇno tocˇko. Stopnja vozliˇscˇa predstavlja sˇtevilo povezav, ki imajo eno od
krajiˇscˇ v danem vozliˇscˇu.
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Kadar vozliˇscˇi vp in vq nista direktno povezani, obstaja pa zaporedje tocˇk
v0v1v2...vk, pri cˇemer velja {vi ∈ V | i = 0, .., k} in vivi+1 ∈ E(G), ki povezuje
vozliˇscˇi vp in vq, potem tako zaporedje imenujemo sprehod.
Nad grafi lahko izvajamo tudi razlicˇne operacije. Najosnovnejˇsi operaciji
sta odstranjevanje in dodajanje povezav. V primeru, da v grafuG odstranimo
povezavo vpvq ∈ E(G), dobimo graf G− vpvq, za katerega velja
V (G− vpvq) = V (G) in E(G− vpvq) = E(G) \ {vpvq} .
Pri dodajanju povezave vpvq /∈ E(G) dobimo graf G + vpvq, za katerega
velja
V (G+ vpvq) = V (G) in E(G+ vpvq) = E(G) ∪ {vpvq} .
Pri odstranjevanju vozliˇscˇ iz grafa moramo biti pazljivejˇsi, saj je poleg
odstranjenega vozliˇscˇa v potrebno odstraniti tudi vse povezave iz mnozˇice
E(v). Za graf G− v tako velja
V (G− v) = V (G) \ {v} in E(G− v) = E(G) \ E(v) .
Ob dodajanju vozliˇscˇa v graf je potrebno definirati tudi mnozˇico novih
povezav E ′(v), ki jih bomo dodali v graf. Za graf G+ v velja
V (G+ v) = V (G) ∪ {v} in E(G+ v) = E(G) ∪ E ′(v) .
3.2 Povezava s problemom trgovskega potnika
Problem trgovskega potnika (TSP) postavlja vprasˇanje, kaksˇen je najkrajˇsi
obhod mnozˇice podanih mest, cˇe poznamo razdalje med njimi in se zˇelimo
vrniti v izvorno mesto. Na abstraktnem nivoju tako neposredno sovpada s
problemom iskanja najkrajˇse nabiralne poti, kar predstavlja dodatno moti-
vacijo za uporabo grafa kot podatkovne strukture.
Poznamo razlicˇne verzije TSP, ki so odvisne od lastnosti grafa na katerem
resˇujemo problem. Najpogostejˇsi je simetricˇni TSP, ki je modeliran kot neu-
smerjen utezˇen graf, pri cˇemer ima vsaka povezava e definirano nenegativno
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utezˇ de ∈ R+. Asimetricˇni pristop se pojavi redkeje, ker se prostor mozˇnih
stanj podvoji, zato se uporablja le takrat, kadar zˇelimo v grafu zajeti dodatne
omejitve, kot so to enosmerne poti ali viˇsje cene potovanj v dolocˇeni smeri.
V osnovni verziji je treba vsako mesto (vozliˇscˇe) obiskati natanko enkrat,
vendar avtorji cˇlanka [12], zaradi lastnosti skladiˇscˇ, predlagajo Steinerjevo
razsˇiritev TSP. Pri tej razsˇiritvi imamo tudi dodatna mesta, ki jih ni potrebno
obiskati ali jih lahko obiˇscˇemo vecˇkrat. V primeru skladiˇscˇa si lahko kot
Steinerjeva vozliˇscˇa predstavljamo prehode med hodniki.
V nasˇi implementaciji modela smo izbrali simetricˇno Steinerjevo razsˇiritev
TSP.
3.3 Model skladiˇscˇa
Pri izdelavi modela skladiˇscˇa smo si zadali glavni cilj, da dosezˇemo neod-
visnost postopkov iskanja najkrajˇse nabiralne poti od fizicˇnih znacˇilnosti
skladiˇscˇa, ki so predstavljene v poglavju 1. Kljub temu pa smo pri izdelavi
modela uposˇtevali naslednji predpostavki, saj veljata v vecˇini nam znanih
skladiˇscˇ.
• Nabiranje poteka v eni ravnini, torej predpostavljamo, da so vsi ar-
tikli, ki jih mora delavec nabrati, na rocˇno dosegljivi viˇsini, tako da
uporaba dvigal oziroma drugih naprav za delo na viˇsini pri nabiranju
ni potrebna. V primeru, da se artikli nahajajo na viˇsjih lokacijah, so
le ti pripravljeni za nabiralca zˇe pred zacˇetkom nabiranja.
• Znotraj hodnika lahko socˇasno opravlja nabiranje vecˇ nabiralcev, ho-
dnik pa je dovolj sˇirok, da omogocˇa obojesmerno premikanje nabiralcev
in obracˇanje znotraj hodnika.
Za osnovo modela skladiˇscˇa smo uporabili enostaven graf, kot je predsta-
vljen v podpoglavju 3.1, in ga razsˇirili. Poleg mnozˇice vozliˇscˇ V in mnozˇice
povezav E smo zato definirali sˇe koncˇno mnozˇico nabiralnih lokacij L. Ele-
ment l mnozˇice lokacij L predstavlja fizicˇno lokacijo, ki vsebuje artikel, ali
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pa poljubno sˇtevilo nabiralnih predelkov. Nabiralni predelek predstavlja fino
delitev nabiralne lokacije, na vecˇ manjˇsih delov. V sklopu modela skladiˇscˇa,
ga obravnavamo enako kot lokacijo, kar pomeni, da imajo lokacije lahko hie-
rarhicˇno strukturo in so povezane s starsˇevsko povezavo. Element v mnozˇice
vozliˇscˇ V pa predstavlja abstraktno vozliˇscˇe, ki lahko vsebuje eno ali vecˇ lo-
kacij. Definiramo lahko surjektivno preslikavo f , ki podanemu elementu iz
mnozˇice lokacij priredi element iz mnozˇice vozliˇscˇ
f : L→ V . (3.1)
Preslikava (3.1) ni splosˇna, ampak jo prilagodimo na nivoju posameznega
skladiˇscˇa. Omogocˇa nam, da zmanjˇsamo sˇtevilo vozliˇscˇ v obravnavanem
modelu skladiˇscˇa in tako izboljˇsamo ucˇinkovitost pristopov, katerih komple-
ksnost je neposredno odvisna od sˇtevila vozliˇscˇ. Vozliˇscˇe je vedno povezano
z lokacijo, ki je najviˇsje v hierarhiji lokacij, torej ni nikoli povezano z nabi-
ralnim predelkom. Mocˇ mnozˇice lokacij je tako vedno vecˇja ali enaka mocˇi
mnozˇice vozliˇscˇ |L| ≥ |V |. Preslikava ponuja najvecˇ koristi v skladiˇscˇih,
kjer se nabira drobni material (na primer pisarniˇske pripomocˇke), saj imamo
lahko na sˇirini enega metra in viˇsini dveh metrov tudi vecˇ kot 30 lokacij. Vse
te lokacije lahko predstavimo z enim vozliˇscˇem, ker so vse lokacije socˇasno
dosegljive nabiralcu, zato je razdalja med njimi zanemarljiva in ne vpliva na
dolzˇino nabiralne poti. Ker je hitrost izvajanja vseh algoritmov za iskanje
najkrajˇse poti neposredno odvisna od sˇtevila lokacij, smo s hierarhicˇno pred-
stavitvijo lokacij in vozliˇscˇ preprecˇili, da bi dodatna delitev lokacij na manjˇse
predelke vplivala na hitrost izvajanja. Primer uporabe hierarhicˇne zasnove
predstavimo v sledecˇih poglavjih.
Za podporo hevristicˇnih pristopov definirajmo sˇe mnozˇico blokov B. Ele-
ment b mnozˇice B predstavlja enega od blokov skladiˇscˇa, to so vozliˇscˇa, ki se
nahajajo med dvema precˇnima prehodoma, kot je to prikazano na sliki 3.1.
Definiramo lahko surjektivno preslikavo g, ki podanemu elementu iz mnozˇice
vozliˇscˇ priredi element iz mnozˇice blokov
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g : V → B . (3.2)
Iz (3.1) in (3.2) sledi, da ima vsak blok eno ali vecˇ vozliˇscˇ in posredno eno ali
vecˇ lokacij. Vsaka lokacija pripada tocˇno enemu vozliˇscˇu in posredno tocˇno
enemu bloku.
Povezave e v grafu, ki predstavlja skladiˇscˇe, so neusmerjene in utezˇene. Za
neusmerjene povezave smo se odlocˇili, ker nabiranje lahko poteka v poljubni
smeri, prav tako pa je dovoljena menjava smeri znotraj hodnika. Povezave
ustvarimo le med fizicˇno sosednjimi vozliˇscˇi in vozliˇscˇem, ki se nahaja na
sosednji strani hodnika. V modelu skladiˇscˇa imajo zato vozliˇscˇa stopnjo v
povprecˇju enako 3.
Utezˇ povezave dvpvq med vozliˇscˇema vp in vq predstavlja oceno dolzˇine
nabiralne poti, ki jo nabiralec prehodi od vp do vq. Zaradi neusmerjenosti
povezav velja dvpvq = dvqvp . V najenostavnejˇsem primeru, kadar vozliˇscˇu vp
pripada natanko ena lokacija lp in vozliˇscˇu vq natanko ena lokacija lq, potem
lahko utezˇ dvpvq izracˇunamo kot Manhattansko razdaljo med lokacijama lp
in lq. V primeru blocˇnih skladiˇscˇ Manhattanska razdalja predstavlja pravo
razdaljo med lokacijama
dvpvq = |xlp − xlq |+ |ylp − ylq | . (3.3)
V primeru, da kateremu izmed vozliˇscˇ pripada vecˇ kot ena lokacija, je
potrebno izracˇunati navidezno sredinsko tocˇko na podlagi koordinat lokacij
in jo uporabiti kot koordinato vozliˇscˇa:
xp =
1
N
∑︂
i
xli | i ∈ {1, .., N}, li ∈ L, vp = f(li) (3.4)
yp =
1
N
∑︂
i
yli | i ∈ {1, .., N}, li ∈ L, vp = f(li) . (3.5)
Za pripravo modela skladiˇscˇa tako potrebujemo le fizicˇne podatke o lo-
kacijah in preslikavo f , ki nam lokacije abstrahira v vozliˇscˇa. Dolocˇanje
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Slika 3.1: Enostavno blocˇno skladiˇscˇe in njegov model.
mnozˇice blokov in preslikave g je potrebno samo v primerih, ko zˇelimo v
blocˇnih skladiˇscˇih uporabiti hevristicˇne pristope.
Primer enostavnega blocˇnega skladiˇscˇa s pripadajocˇim modelom je pri-
kazan na sliki 3.1. Pri tem primeru ima vsaka lokacija svoje vozliˇscˇe, ki je
oznacˇeno z modro piko, z zelenimi pikami pa so oznacˇeni prehodi. Neusmer-
jene povezave so na grafu oznacˇene kot rdecˇe cˇrte. Zacˇetna in koncˇna tocˇka
nabiranja je oznacˇena z rumenim kvadrom.
Poglavje 4
Izvedba optimizacije nabiralne
poti
Kot smo predstavili v poglavju 2, lahko najvecˇje prihranke v optimizaciji
skladiˇscˇnih procesov dosezˇemo z optimizacijo nabiralne poti. Usmerjanje na-
biralca pri nabiranju artiklov za izpolnitev narocˇila lahko dodatno izboljˇsamo
z ustreznim zdruzˇevanjem narocˇil in postavitvijo artiklov. V teoriji nam te
izboljˇsave prinesejo boljˇso resˇitev, medtem ko v praksi pogosto naletimo na
omejitve postavljene s strani upravljavca procesov v skladiˇscˇu. Skladiˇscˇa, ki
dovoljujejo zdruzˇevanje narocˇil, zahtevajo dodatno kontrolo nabranih arti-
klov pred pakiranjem, kar lahko povzrocˇi viˇsje strosˇke od prihrankov, ki jih
dobimo z optimizacijo nabiranja. Skladiˇscˇa z dragimi materiali pa najvecˇkrat
zdruzˇevanja narocˇil ne dovoljujejo, ker bi imele potencialne napake previsok
strosˇek v primerjavi s prihrankom.
Zaradi teh razlogov, smo se pri implementaciji resˇitve odlocˇili, da se osre-
dotocˇimo zgolj na usmerjanje nabiralca brez omenjenih razsˇiritev. Optimi-
zacijo postavitve artiklov ponudimo kot locˇen vmesnik in je predstavljen v
poglavju 7.
V sledecˇih podpoglavjih so podrobneje predstavljene predpostavke, ki smo
jih uporabili pri resˇevanju problema, nato sledi predstavitev implementiranih
optimizacijskih algoritmov.
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4.1 Izhodiˇscˇa
V okviru gradnje modela skladiˇscˇa in zasnove pristopov za implementacijo
resˇitev, smo dolocˇili mnozˇico izhodiˇscˇ, ki morajo veljati za uspesˇno optimi-
zacijo. Pri zajemu predpostavk smo po nasˇih najboljˇsih mocˇeh poizkusˇali
zajeti lastnosti cˇim sˇirsˇega spektra danasˇnjih rocˇnih skladiˇscˇ.
• Zacˇetna in koncˇna lokacija nabiranja se nahajata vedno na istem mestu.
• Skupna kolicˇina artiklov znotraj enega narocˇila ne presega kapacitete
nabiralca.
• Vsi artikli znotraj enega narocˇila spadajo v enak tezˇnostni razred, tako
da zaporedje nabiranja artiklov ni strogo dolocˇeno.
• Skladiˇscˇe ima lahko poljubno sˇtevilo hodnikov in precˇnih prehodov.
• Nabiranje znotraj skladiˇscˇa lahko socˇasno izvaja poljubno sˇtevilo nabi-
ralcev.
4.2 Predprocesiranje
Algoritmi, ki smo jih implementirali v nadaljevanju, predpostavljajo, da
imamo na voljo polni graf oziroma polno utezˇeno matriko sosednosti, vendar
graf nasˇega modela ni polno povezan. Kot smo predstavili v podpoglavju
3.3, je povprecˇna stopnja vozliˇscˇa v nasˇem modelu enaka 3. Za tovrstno
odlocˇitev smo se odlocˇili, ker ne prinasˇa dodatne zahtevnosti pri izracˇunih
zaradi nacˇina implementacije, hkrati pa omogocˇa vecˇjo fleksibilnost kot polno
povezan graf. S tem pristopom lahko dodamo na povezave dodatne informa-
cije ali enostavno preracˇunamo nove cene ob spremembi lastnosti poti. V
primeru, da kaksˇna od poti v skladiˇscˇu ni vecˇ na voljo, na primer prehod
se uporabi kot zacˇasna shramba zaradi visoke zasedenosti skladiˇscˇa, je treba
onemogocˇiti le eno pot in ni treba preverjati, na katere ostale najkrajˇse poti
ta sprememba vpliva.
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Kljub temu, da nimamo na voljo polno povezanega grafa, s tem ni-
smo povecˇali cˇasovne kompleksnosti algoritmov. Manjkajocˇe podatke lahko
izracˇunamo le enkrat na zahtevo v fazi predprocesiranja in jih nato hranimo
za vsa naslednja izvajanja, kot to omogocˇa infrastruktura resˇitve, opisana v
poglavju 5. Glavni manjkajocˇi podatek v nasˇem modelu, razdaljo oziroma
utezˇ med dvema nesosednjima vozliˇscˇema, lahko izracˇunamo na podlagi vsote
utezˇi najkrajˇse poti med izbranima vozliˇscˇema. Za izracˇun utezˇi najkrajˇse
poti med podanima tocˇkama smo uporabili algoritem Dijkstra.
4.2.1 Pomnjenje najkrajˇsih poti
Ob prvi poizvedbi za najkrajˇso pot med izbranima vozliˇscˇema uporabimo
algoritem Dijkstra, ki nam vrne strukturo, v kateri imamo informacije o
zaporedju povezav, prvem in zadnjem vozliˇscˇu ter ceno poti. Rezultat ob
prvem klicu shranimo v globalno zgosˇcˇeno tabelo, ob ponovljenih poizvedbah
se rezultat vrne direktno iz zgosˇcˇene tabele.
Vrednosti globalne zgosˇcˇene tabele se pobriˇsejo v primeru spremembe
konfiguracije poti. S tem pristopom pridobivanje informacije o najkrajˇsi poti
zamaskiramo zunaj iskalnih algoritmov, zato potencialne spremembe poti ne
vplivajo na implementacije algoritmov.
4.3 Eksaktni algoritem
Problem trgovskega potnika, ki na abstraktnem nivoju predstavlja problem
usmerjanja nabiralca, spada med NP-polne probleme. Algoritem, ki preiˇscˇe
vsa mozˇna stanja (tako imenovani pristop s surovo silo), ima cˇasovno kom-
pleksnost O(n!), kjer n predstavlja sˇtevilo mest. Leta 1962 je bil v cˇlankih
[19, 20] predstavljen eksaktni algoritem, ki resˇuje problem TSP v O(n22n).
Algoritem, poimenovan po avtorjih Held-Karp, je najhitrejˇsi znani algoritem,
ki zagotavlja optimalno resˇitev.
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4.3.1 Implementacija Held-Karp
Algoritem uporablja prednosti dinamicˇnega programiranja, kjer problem raz-
bijemo na manjˇse podprobleme in nato rekurzivno poiˇscˇemo optimalne resˇitve
za podprobleme. Za probleme, ki jih lahko resˇujemo s tovrstnim pristopom,
pravimo da imajo optimalno podstrukturo. Glavna ideja algoritma Held-
Karp je, da vsak izbrani odsek poti z najkrajˇso razdaljo, predstavlja pot z
najkrajˇso razdaljo.
Problem rekurzivno razbijemo na podprobleme in nato izracˇunamo koncˇno
resˇitev z zdruzˇitvijo rezultatov podproblemov, pri cˇemer zacˇnemo z naj-
manjˇsim podproblemom. Ko se rekurzivno vracˇamo in resˇujemo vedno vecˇje
probleme, ki zahtevajo rezultate manjˇsih problemov, uporabimo princip me-
moizacije. To pomeni, da uporabimo zˇe znane rezultate in vsak podproblem
tako resˇimo le enkrat. Psevdokoda nasˇe resˇitve je predstavljena v algoritmu
1.
Osnova za memoizacijo so spremenljivke distance, parentTrack in costs,
v katerih hranimo delne resˇitve in nam omogocˇajo izvedbo osnovne ideje
algoritma. Matrika distance je izracˇunana vnaprej in predstavlja matriko
razdalj med vozliˇscˇi. Preden predstavimo namembnost drugih dveh omenje-
nih spremenljivk, si poglejmo enolicˇni identifikator obiskanih vozliˇscˇ.
Uporabljamo binarni identifikator dolzˇine enake sˇtevilu vozliˇscˇ, kjer po-
stavimo vrednost 1 na indekse vozliˇscˇ, ki smo jih zˇe obiskali. Vrednost
0110100 pomeni, da smo na poti iz zacˇetnega vozliˇscˇa zˇe obiskali vozliˇscˇa
v1,v2 in v4. Zacˇetno vozliˇscˇe je po dogovoru na indeksu 0 in ima tekom izva-
janja vedno zapisano vrednost 0. Identifikatorje pripravimo z uporabo funkcij
USTVARI-KLJUCˇ in POLNI-KLJUCˇ. Prva sprejme tri parametre: tabelo
celih sˇtevil, ki predstavljajo indekse vozliˇscˇ, sˇtevilo vseh vozliˇscˇ in indeks
trenutnega vozliˇscˇa. Na podlagi podanih parametrov se pripravi identifika-
tor ustrezne dolzˇine s postavljenimi enicami na indeksih, podanih v prvem
parametru. Preden se vrednost identifikatorja vrne, se postavi na indeks,
pridobljen v zadnjem parametru, vrednost 0. Druga funkcija sprejme v pa-
rametru dolzˇino identifikatorja in vrne identifikator samih enic. Uporabljen
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Algorithm 1 Psevdokoda implementacije Held-Karp algoritma
1: Pripravi matriko distance
2: Pripravi zgosˇcˇeno tabelo parentTrack
3: Pripravi zgosˇcˇeno tabelo costs
4: allComb← KOMBINACIJE(vertices)
5: for comb in allComb do
6: for v in vertices do
7: if v in comb then
8: nadaljuj
9: end if
10: for crr in comb do
11: prevKey ←USTVARI-KLJUCˇ(c, numV ertices, crr)
12: lastDist← distance[crr][v]
13: knownDist← costs.get(prevKey)[crr]
14: newCost← lastDist+ knownDist
15: newKey ←USTVARI-KLJUCˇ(c, numV ertices, null)
16: knownCosts← costs.getOrDefault(newKey)
17: if knownCosts[v] = 0 or knownCosts[v] > newCost then
18: knownCosts[v]← newCost
19: costs.put(newKey, knownCosts)
20: SHRANI-POVEZAVO(parentTrack, newKey, v, crr, numV ertices)
21: end if
22: end for
23: end for
24: end for
25: return IZSLEDI-POT(parentRelation,POLNI-KLJUCˇ(numV ertices)
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identifikator nam ucˇinkovito hrani informacijo o zˇe obiskanih vozliˇscˇih, ven-
dar ne vsebuje informacije o zaporedju vozliˇscˇ na poti. To informacijo hrani
spremenljivka parentTrack.
Spremenljivka parentTrack predstavlja zgosˇcˇeno tabelo, ki kot kljucˇ upo-
rablja enolicˇni identifikator, kot vrednost pa tabelo celih sˇtevil. Indeksi v ta-
beli predstavljajo trenutno obravnavano vozliˇscˇe, vrednost v tabeli pa pred-
hodno vozliˇscˇe na najkrajˇsi poti. Kot primer vzamemo enak kljucˇ kot prej,
0110100, ter predpostavimo da se pod tem kljucˇem v parentTrack nahaja
tabela [0, 0, 0, 4, 0, 2, 1]. Cˇe kot trenutno vozliˇscˇe vzamemo v6, potem iz ta-
bele (indeks 6) razberemo, da je na najkrajˇsi poti od izhodiˇscˇa prek mnozˇice
{v1,v2,v4} tik pred vozliˇscˇem v6 vozliˇscˇe v1. Da bi ugotovili, v kaksˇnem zapo-
redju sta pred vozliˇscˇem v1 sˇe vozliˇscˇi v2 in v4, bi morali postopek rekurzivno
ponoviti.
Spremenljivka costs hrani informacijo o ceni najkrajˇse poti preko mnozˇice
vozliˇscˇ do izbranega vozliˇscˇa. Predstavljena je kot zgosˇcˇena tabela, ki ima
enolicˇni identifikator za kljucˇ in vrednost v obliki tabele celih sˇtevil. Indeks v
tabeli predstavlja zadnje vozliˇscˇe na poti, vrednost v tabeli pa ceno najkrajˇse
poti. Kot primer vzemimo enak kljucˇ kot prej, 0110100, ter predpostavimo,
da se pod tem kljucˇem nahaja tabela [0, 0, 0, 410, 0, 231, 341]. Cˇe kot trenu-
tno vozliˇscˇe vzamemo v6, potem iz tabele (indeks 6) razberemo, da je cena
najkrajˇse poti od izhodiˇscˇa prek mnozˇice {v1,v2,v4} do v6 enaka 341.
Funkcija KOMBINACIJE vracˇa zaporedje vseh kombinacij mnozˇic vo-
zliˇscˇ, ki so urejena po narasˇcˇajocˇi mocˇi mnozˇice.
Z implementacijo smo dosegli pricˇakovano cˇasovno zahtevnost O(n22n).
Sˇtevilo vseh kombinacij n vozliˇscˇ je 2n−1, cˇe odsˇtejemo prazno mnozˇico, zato
se zunanja zanka izvede 2n-krat. Prva notranja zanka, ki gre preko vozliˇscˇ,
se izvede n-krat, druga notranja zanka, ki gre preko vseh kombinacij, pa se
v najslabsˇem primeru tudi izvede n-krat (kadar imamo kombinacijo z vsemi
vozliˇscˇi).
Za implementacijo eksaktnega algoritma smo se odlocˇili kljub njegovi vi-
soki cˇasovni zahtevnosti v odvisnosti od sˇtevila vozliˇscˇ, ker zˇelimo, da bi za
4.3. EKSAKTNI ALGORITEM 25
10
100
1000
10000
9 10 11 12 13 14 15 16 17 18 19 20
Št. vozlišč
Ča
s 
[m
s]
Slika 4.1: Graf cˇasa izvajanja eksaktnega algoritma v milisekundah.
narocˇila z manjˇsim sˇtevilom postavk vedno nasˇli optimalno resˇitev.
4.3.2 Meritve in analiza
Opis strojne in programske opreme, ki je bila uporabljena za izvedbo testov
vseh implementiranih algoritmov v tem poglavju, se nahaja v poglavju 5.
Kakovost nasˇe implementacije smo preverili tudi eksperimentalno, tako
da smo algoritem pognali na problemih velikosti 3 do 20 vozliˇscˇ. Za vsako
velikost problema so generirali 10 nakljucˇnih primerov in nato povprecˇili vre-
dnost. Rezultati meritev so prikazani na sliki 4.1. Ker se primeri z manj kot
9 vozliˇscˇi izvedejo v manj kot milisekundi, na grafu niso prikazani. Za boljˇsi
pregled grafa smo cˇasovno os predstavili v logaritemski skali. Standardnega
odklona na sliki nismo prikazali, saj je zanemarljiv.
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Na podlagi grafa smo dolocˇili tudi mejo za velikost problema, ki ga bomo
resˇevali z eksaktnim algoritmov. Ker zˇelimo rezultate v manj kot sekundi
procesiranja, smo dolocˇili 15 vozliˇscˇ kot mejno vrednost velikosti problema
za obravnavo z eksaktnim algoritmom.
4.4 Hevristicˇna resˇitev za blocˇna skladiˇscˇa
Hevristike predstavljajo tehniko za resˇevanje problemov, kadar so standar-
dni pristopi prepocˇasni ali potrebujemo le priblizˇek optimalne resˇitve. V
splosˇnem je hevristika funkcija, ki oceni podane alternative na podlagi do-
stopnih informacij.
Kljub raznolikim topologijam skladiˇscˇ, ki jih poznamo danes, je sˇe vedno
najbolj razsˇirjeno klasicˇno blocˇno skladiˇscˇe z vzporednimi hodniki. Najvecˇ
hevristik se je skozi leta zato razvilo prav za ta tip skladiˇscˇ. Ker hevristike pri
ocenjevanju uposˇtevajo fizicˇne lastnosti skladiˇscˇa, jih ne moremo uporabiti
na skladiˇscˇu s poljubno topologijo. Kljub temu, da hevristicˇne resˇitve ne
zagotavljajo optimalne nabiralne poti, imajo cˇloveku intuitiven vzorec, kar
zmanjˇsa cˇas iskanja lokacij in verjetnost napak pri nabiranju.
Avtorji v cˇlanku [21] predstavijo kombinirano hevristiko, ki zdruzˇuje ideje
elementarnih hevristik, ki smo jih predstavili v okviru podpoglavja 2.1. V
osnovi je pripravljena za usmerjanje v skladiˇscˇu z enim blokom, vendar je eno-
stavno razsˇirljiva na skladiˇscˇa s poljubnim sˇtevilom paralelnih blokov (primer
na sliki 3.1). Hevristika predpostavlja, da se pakirno mesto nahaja v pred-
njem delu skladiˇscˇa.
4.4.1 Osnovno usmerjanje znotraj bloka
Pot vedno zacˇnemo v prednjem delu skrajno levega hodnika (l), ki vsebuje
material za nabiranje, in jo zakljucˇimo v prednjem delu skrajno desnega
hodnika (r), ki zadnji vsebuje material za narocˇilo. Pri vsakem hodniku, ki
se nahaja med l in r imamo tri mozˇnosti:
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• t1: prehodimo hodnik v celoti,
• t2: ne vstopimo v hodnik,
• t3: v hodnik vstopimo in izstopimo iz iste strani.
Slika 4.2: Mozˇnosti prehoda hodnika.
Ker moramo nabrati celoten material za narocˇilo, je izbira t2 veljavna le
za tiste hodnike, ki ne vsebujejo materiala za narocˇilo. Pri ostalih hodnikih
izberemo tisto mozˇnost t1 ali t3, ki nam omogocˇa najkrajˇso prehojeno pot.
Poseben primer predstavlja tudi zadnji hodnik, kjer moramo pot zakljucˇiti v
prednjem delu. Primeri prehodov hodnika so prikazani na sliki 4.2.
4.4.2 Vecˇ-blocˇna skladiˇscˇa
Algoritem za iskanje najkrajˇse nabiralne poti s kombinirano hevristiko smo
implementirali z uporabo metode dinamicˇnega programiranja s sledecˇimi ko-
raki.
1. Dolocˇimo skrajno levi hodnik Lmax, najbolj oddaljen blok Bmax in naj-
blizˇji blok Bmin, ki sˇe vsebujejo material za narocˇilo.
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2. Pot zacˇnemo pri pakirni lokaciji, v sprednjem delu skladiˇscˇa, in se spre-
hodimo skozi Lmax do prednjega dela Bmax. Po poti pobiramo material,
ki se nahaja v Lmax.
3. Nastavimo trenutni blok Bcrr = Bmax.
4. Preverimo, ali se v trenutnem bloku nahaja material za nabiranje.
• Blok ne vsebuje materiala; nadaljujemo s tocˇko 6.
• Blok vsebuje material; za Bcrr poiˇscˇemo skrajno levi hodnik l in
skrajno desni hodnik r, ki vsebujeta material za nabiranje, ter se
sprehodimo do blizˇjega od l in r.
5. Na Bcrr apliciramo prilagojeno iskanje iz podpoglavja 4.4.1. Iskanje
znotraj bloka je prilagojeno tako, da smer preiskovanja ni fiksna, ampak
je odvisna od izbire najblizˇjega hodnika v tocˇki 4. V primeru izbire r
preiskujemo pot znotraj bloka od desne proti levi.
6. Cˇe velja Bcrr = Bmin, potem zakljucˇimo s preiskovanjem in se po naj-
krajˇsi poti vrnemo do pakirne lokacije. V nasprotnem primeru nasta-
vimo Bcrr = Bcrr−1 in nadaljujemo s tocˇko 4.
Primer delovanja kombinirane hevristike je prikazan na sliki 4.3. Blok
Bmax je osencˇen z rumeno barvo in blok Bmin z rdecˇo. Kot hodnik Lmax je
na danem primeru dolocˇen skrajni levi hodnik, kot Lmin pa tretji hodnik z
leve strani. Ker smo na poti skozi Lmax do bloka Bmax nabrali zˇe vse artikle
iz sredinskega bloka, ga po nabiranju na lokaciji 8 preskocˇimo in nadaljujemo
direktno z blokom Bmin.
4.4.3 Analiza
Ker je cˇas izvajanja hevristicˇnega pristopa tudi za vecˇ sto postavk znotraj
okvira nekaj milisekund, nas bolj kot hitrost zanima kvaliteta rezultata ozi-
roma odstopanje od optimalne resˇitve. V splosˇnem velja, da bodo pri redki
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Slika 4.3: Primer hevristike na vecˇblocˇnem skladiˇscˇu.
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Slika 4.4: Graf delezˇa odstopanja hevristicˇnega pristopa od optimalne
resˇitve.
porazdelitvi sˇtevila nabiranj po skladiˇscˇu rezultati zelo variabilni, medtem
ko bodo pri gosti razporeditvi (kjer je treba obiskati zˇe vecˇino hodnikov)
rezultati blizu optimalni resˇitvi.
Za namene analize smo izvedli eksaktni in hevristicˇni algoritem na pro-
blemih velikosti od 3 do 21 vozliˇscˇ, pri cˇemer smo za vsako velikost problema
pripravili 30 nakljucˇnih primerov. Pri vsakem primeru smo izracˇunali od-
stopanje od optimalne resˇitve v odstotkih in nato vrednost povprecˇili preko
vseh primerov za dolocˇeno velikost problema. Rezultati odstopanja hevri-
sticˇnega pristopa od optimalne dolzˇine nabiralne poti so prikazani na sliki
4.4. Odstopanje od optimalne resˇitve je zelo variabilno in v najslabsˇem pri-
meru dosezˇe celo 30 % slabsˇo resˇitev od optimalne. V povprecˇju hevristicˇna
resˇitev za probleme velikosti od 3 do 21 vozliˇscˇ odstopa za 13 % od optimuma.
V naslednjem poglavju primerjamo tudi kakovost resˇitve z metahevristicˇno
implementacijo na vecˇjih problemih.
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4.5 Bakterijski memetski algoritem
Evolucijski algoritmi zajemajo mnozˇico metahevristicˇnih optimizacijskih al-
goritmov, ki ideje cˇrpajo iz evolucijskih procesov v naravi, kot so mutacija,
krizˇanje in naravna selekcija. Pogosto se izkazˇejo kot najprimernejˇsi pristop
za iskanje priblizˇkov resˇitev v optimizacijskih problemih, ki zajemajo neline-
arne, visoko-dimenzionalne ali vecˇ-modalne podatke. V omejenem cˇasu lahko
z njihovo uporabo dobimo kvalitetne ocene optimalne resˇitve. Zaradi krat-
kovidnega pristopa k optimizaciji se pogosto ustavijo v lokalnem optimumu
in ne uspejo z nadaljevanjem preiskovanja prostora ostalih stanj. To slabost
evolucijskih algoritmov lahko zmanjˇsamo z uporabo lokalnega preiskovanja,
ki omogocˇi sˇirsˇe preiskovanje prostora stanj in povecˇa verjetnost konvergence
h globalnem optimumu [22]. Kombinacijo evolucijskih algoritmov in metod
lokalnega preiskovanja imenujemo memetski algoritmi.
Bakterijski memetski algoritem (BMA) je osnovan na razlicˇici evolucijskih
algoritmov, ki v svojih operatorjih uporablja metode lokalnega preiskovanja.
Namesto klasicˇnih operacij krizˇanja, mutacije in reprodukcije, ki jih poznamo
iz genetskih algoritmov, uporablja operaciji bakterijske mutacije in prenosa
genov. Bakterijska mutacija zagotavlja optimizacijo genoma ene bakterije,
medtem ko operacija prenosa genov zagotavlja prenos informacij znotraj po-
pulacije. Osnovna ideja je predstavljena v psevdokodi 2, ki je povzeta po
cˇlankih [16, 23]. V splosˇnem ima algoritem 4 glavne parametre: Nind pred-
stavlja sˇtevilo bakterij v populaciji, Ngen sˇtevilo generacij, Nclones sˇtevilo
ustvarjenih klonov pri bakterijski mutaciji in Ninf sˇtevilo infekcij oziroma
operacij prenosa genov.
4.5.1 Izvedba algoritma
Prednost evolucijskih algoritmov, ki je dodatno vplivala v prid izbire pri-
stopa, je modularna narava posameznih operacij. Ob primerni implementa-
ciji pridobimo enostavno razsˇirljivost, brez sprememb osnovnega algoritma.
To nam omogocˇa prilagodljivost implementacije na raznolike zahteve proce-
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Algorithm 2 Psevdokoda procedure BMA [16, 23].
1: Ustvari zacˇetno populacijo
2: Ovrednoti zacˇetne osebke z uporabo kriterijske funkcije
3: for g = 1 to Ngen do
4: for i = 1 to Nind do
5: Izvedi operator bakterijske mutacije
6: Izvedi operator lokalnega preiskovanja
7: end for
8: for i = 1 to Ninf do
9: Izvedi operator prenosa genov
10: end for
11: end for
sov nabiranja v skladiˇscˇih. Da bi zagotovili ustrezno modularnost, smo pri
implementaciji kodo razbili na razlicˇne javanske pakete.
Preden se lotimo generiranja zacˇetne populacije, je potrebno definirati
interne strukture, ki jih uporabljajo nadaljnje funkcije. Vsaka bakterija
predstavlja eno od mozˇnih resˇitev, torej jo predstavimo kot sekvenco lokacij
dolzˇine n, kjer n predstavlja sˇtevilo lokacij, ki jih moramo obiskati. Bakte-
rijo predstavimo z objektom PickingSolution, ki v svoji osnovni obliki vsebuje
le zaporedje lokacij PickingLocation, ceno resˇitve in objekt, ki se uporablja
za ocenjevanje resˇitve. Za razsˇiritev objekta lahko uporabimo princip de-
dovanja. Izsek kode objekta je prikazan na sliki 4.5 (funkcije razreda niso
izpisane).
Slika 4.5: Atributi objekta PickingSolution.
V generiranje zacˇetne populacije smo poleg ustvarjanja nakljucˇnih per-
mutacij sekvenc lokacij, ki predstavljajo bakterijo, dodali tudi mozˇnost za
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vnos determinizma. Dodatni parameter algoritma EugenicDegree dolocˇa, ali
naj se poleg nakljucˇnih primerkov ustvarijo tudi bolj deterministicˇni osebki.
Pri deterministicˇnem generiranju izberemo prvo lokacijo nakljucˇno, naslednja
lokacija je tista, ki je najblizˇja prvi, nato pa postopek ponavljamo tako, da iz-
biramo najblizˇjo lokacijo predhodni. S tem pristopom smo dodatno usmerili
iskanje resˇitev in tako povecˇali mozˇnosti za hitrejˇso konvergenco.
Ko imamo zacˇetno populacijo pripravljeno, je potrebno oceniti uspesˇnost
vsakega osebka. Za ocenjevanje smo pripravili splosˇni vmesnik SolutionEva-
luator (slika 4.6), ki od implementacij zahteva le funkcijo evaluateSolution.
Ker kakovost resˇitve ocenjujemo na podlagi prehojene razdalje, smo pripra-
vili razred DistanceEvaluator, ki implementira vmesnik in ocenjuje resˇitev
na podlagi celotne razdalje med posameznimi lokacijami.
Slika 4.6: Vmesnik SolutionEvaluator.
Znotraj posameznih generacij se najprej izvede operator bakterijske mu-
tacije. Operator za izvajanje potrebuje dodatni parameter SegmentSize, ki
definira velikost segmenta, znotraj katerega se bodo izvajale mutacije (per-
mutacije) in prenosi med kloni. Cˇe dolzˇina bakterije ni deljiva z dolzˇino
segmenta, potem je zadnji segment krajˇsi od ostalih. V splosˇni implementa-
ciji sledi sledecˇim korakom.
1. Ustvarimo Nclones + 1 kopijo (klonov) trenutne bakterije. Operacije
permutiranja se izvajajo le na Nclones klonih, dodatni klon pa se uporabi
kot referenca zacˇetne bakterije.
2. Nakljucˇno dolocˇimo segmente dolzˇine SegmentSize in shranimo indekse,
ki jih pokrivajo.
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3. Za vsak klon bakterije izvedemo permutacijo znotraj enega segmenta
in klon na novo ocenimo. Klon, ki ima po permutaciji najviˇsjo oceno,
prenese trenutni segment na vse preostale klone. Postopek ponovimo
za vse segmente.
4. Izvorno bakterijo prepiˇsemo z najboljˇsim klonom.
Primer mutacije enega segmenta na klonu je prikazan na sliki 4.7. Vsak
kvadrat v predstavitvi osebka na sliki predstavlja eno vozliˇscˇe. V prvi vrsti
je prikazan izvorni klon, v drugi vrsti so z razlicˇnimi barvami oznacˇeni trije
segmenti dolzˇine 4 in v zadnji vrsti mutacija rumenega segmenta.
Slika 4.7: Primer mutacije segmenta na klonu bakterije.
Osnovno razlicˇico bakterijske mutacije smo razsˇirili s postopkom simulira-
nega ohlajanja. Z razsˇiritvijo smo zˇeleli v prvih generacijah razsˇiriti prostor
iskanja, tako da namesto kopiranja segmenta najboljˇsega klona izberemo se-
gment drugega najboljˇsega klona. Verjetnost, da izberemo slabsˇi klon za
izmenjavo segmenta, pada skozi generacije po enacˇbi pickSecond < e
−gen∗τ
Ngen .
Vrednost pickSecond predstavlja nakljucˇno sˇtevilo med 0 in 1, gen predsta-
vlja indeks trenutne generacije in τ faktor ohlajanja.
Nadgradnjo smo pripravili tako, da smo z uporabo principa dedovanja
razsˇirili osnovno izvedbo in spremenili le funkcijo za izbiro segmenta.
Sledi lokalna optimizacija klonov (angl. local search), ki se izvede Nls-
krat, sestavljena iz naslednjih korakov:
1. Naredi klon izvorne bakterije.
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2. Izberi dva razlicˇna nakljucˇna indeksa i1 in i2 med 1 in k, kjer je k
dolzˇina bakterije.
3. Zamenjaj lokaciji, ki se nahajata na i1 in i2.
4. Oceni kakovost resˇitve nove bakterije. Cˇe je priˇslo do izboljˇsave ponovi
z obstojecˇim klonom, drugacˇe ponovi z izvorno bakterijo.
Predlagan pristop iz cˇlanka smo razsˇirili z uporabo algoritma Lin-Kernigh-
an (LK) in simuliranega ohlajanja. Lin-Kernighan algoritem uporablja za-
poredje n-opt premikov, kar pomeni, da odstranimo n povezav in jih nado-
mestimo z n novimi povezavami, ki izboljˇsajo vrednost kriterijske funkcije.
Najpogostejˇsi vrednosti n, ki se uporabljata, sta 2 in 3. Pri vecˇjih vrednostih
je poseg v trenutno resˇitev prevelik, kar povzrocˇi pocˇasnejˇso konvergenco. Za
vrednost n smo v nasˇem primeru izbrali 2. Primer menjave dveh premikov je
prikazan na sliki 4.8. Z rdecˇo barvo so oznacˇeni premiki, ki so bili izbrani za
menjavo, z modro pa premiki, ki bodo morali spremeniti smer, da bo resˇitev
sˇe vedno veljavna. Pod graficˇnimi prikazi je zapisana tudi sekvenca bakterije
za podan primer.
Skozi generacije bi zˇeleli preiskovanje cˇim bolj usmeriti, zato smo dodali
simulirano ohlajanje, ki dolocˇa, ali bo izbran pristop menjave z LK algorit-
mom ali preprosto menjavo dveh indeksov. Ker je popravek bakterije sprejet
le v primeru, da se izboljˇsa ocena resˇitve, nam menjava le dveh indeksov
ponuja bolj usmerjeno izboljˇsavo. Simulirano ohlajanje pri lokalnem preisko-
vanju uporablja enako enacˇbo kot pri bakterijski mutaciji.
Po izvedenih optimizacijah bakterij izvedemo operator prenosa genov, ki
segmente iz uspesˇnih osebkov prenese v preostalo populacijo. Prenos genov
izvedemo po sledecˇem postopku, ki ga ponovimo Ninf - krat.
1. Populacijo razbijemo po uspesˇnosti, ki temelji na najdeni dolzˇini nabi-
ralne poti, na uspesˇne in neuspesˇne osebke. Iz vsake skupine izberemo
po eno bakterijo.
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Slika 4.8: Primer 2-opt zamenjave poti.
2. V uspesˇnem osebku dolocˇimo nakljucˇni segment za prenos v inferiorno.
Tokrat mora biti segment iz enega kosa, saj zˇelimo prenesti informacijo
o delni poti.
3. V neuspesˇnem osebku odstranimo vrednosti, ki se nahajajo v izbranem
segmentu, nato pa segment zapiˇsemo na nakljucˇno mesto v bakteriji.
Z izbrisom preprecˇimo podvajanje vrednosti v bakteriji.
V splosˇnem je prenos genov podoben operaciji krizˇanja iz genetskih al-
goritmov, vendar namesto dveh starsˇev, iz katerih nastane nov osebek, z
uporabo informacije uspesˇnega osebka izboljˇsamo neuspesˇen osebek. Prene-
sena informacija se v operaciji prenosa genov, za primer TSP, ohranja bolje
kot pri operaciji krizˇanja. Glavni razlog je v zagotavljanju omejitev TSP, kjer
pri prenosu genov to naredimo zˇe pred prenosom informacije, pri krizˇanju pa
med samim prenosom.
Izvajanje algoritma se zaustavi, ko se izvedejo vse generacije, oziroma
izvajanje ustavimo predhodno, cˇe se povprecˇna uspesˇnost osebka spreminja
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parameter oznaka zaloga vrednosti
sˇt. bakterij v populaciji Nind {10, 30, 50, 100}
sˇt. ustvarjenih klonov Nclones {3, 5, 10}
sˇt. operacij lokalnega preiskovanja Nls {3, 5, 10}
sˇt. operacij prenosa genov Ninf {3, 5, 10}
velikost segmenta Seg {3, 5}
faktor ohlajanja τ {0, 0.3, 0.5, 0.7}
Tabela 4.1: Analizirane zaloge vrednosti parametrov.
za manj kot vnaprej dolocˇen ϵ.
4.5.2 Analiza
Za metahevristicˇne algoritme je znano, da imajo pogosto veliko sˇtevilo para-
metrov, ki neposredno vplivajo na kvaliteto in hitrost konvergence. Zacˇetna
obmocˇja vrednosti parametrov smo dolocˇili glede na velikost problema, ki
ga bomo z algoritmom resˇevali. Okvirno sˇtevilo lokacij lahko omejimo na
vrednosti med 15 in 50, saj je iz predhodnih tocˇk znano, da velikost problema
do vkljucˇno 15 raznolikih lokacij lahko resˇujemo z optimalnim algoritmom,
narocˇila pa v splosˇnem ne presegajo 50 postavk. Kljub temu smo v analizi
testirali parametre tudi za velikosti do 100 lokacij, da se izognemo pretiranem
prilagajanju vrednosti.
Testirane zaloge vrednosti parametrov so prikazane v tabeli 4.1. Koncˇno
vrednost parametra sˇtevila generacij smo dolocˇili posredno skozi teste z opa-
zovanjem hitrosti konvergence. Sˇtevilo generacij smo v testih nastavili na
3000, da smo zagotovili konvergenco vseh modelov, tudi tistih s subopti-
malno izbiro parametrov. Kljub visokem sˇtevilu generacij vsi modeli, niso
uspeli vrniti optimalne dolzˇine poti. Modele smo zato razvrstili glede na
dosezˇeno koncˇno dolzˇino in glede na delezˇ odstopanja od optimalne resˇitve
po 500 generacijah. Skupno smo testirali 864 kombinacij parametrov in nji-
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Slika 4.9: Primer konvergence najboljˇsih kombinacij parametrov.
hov uspeh ocenjevali na 30 nakljucˇnih problemih z velikostjo 50 lokacij. Med
najboljˇsimi 100 modeli se nahaja le 9 modelov, ki ne uporablja simuliranega
ohlajanja (τ = 0), najboljˇsi se nahaja na 39. mestu in ima pocˇasnejˇso konver-
genco v primerjavi z najboljˇsimi modeli. Na sliki 4.9 je prikazana konvergenca
5 najboljˇsih kombinacij parametrov (M1 do M5 ) ter primer konvergence mo-
dela brez simuliranega ohlajanja M39. Izbrane vrednosti parametrov pa so
prikazane v tabeli 4.2.
Od najboljˇsih modelov je najhitreje v povprecˇju konvengiral model M3,
najpocˇasneje pa M1, ki je na koncu dosegel najnizˇjo dolzˇino poti. Vsi prika-
zani modeli so po 500 generacijah od optimalne resˇitve odstopali le sˇe za okoli
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model Nind Nclone Nls Ngt Seg τ
M1 100 10 10 5 3 0.3
M2 100 5 3 3 3 0.5
M3 30 10 3 5 3 0.5
M4 100 10 3 5 5 0.7
M5 100 5 10 3 3 0.5
M39 50 5 5 3 3 0
Tabela 4.2: Parametri modelov.
10 %. Na podlagi pridobljenih rezultatov smo za nadaljnjo uporabo izbrali
parametre modela M3, kot sˇtevilo generacij pa smo dolocˇili vrednost 500.
Razlike med najboljˇsimi modeli niso velike, tako da bi lahko za nadaljnjo
analizo uporabili katerega koli in bi dobili ekvivalentno dobre rezultate.
Uspesˇnost izbranih parametrov smo testirali tudi na problemih velikosti
1 do 15 in vedno dosegli optimalno resˇitev v manj kot sekundi izvajanja. Iz-
vedli smo tudi test primerjave kvalitete resˇitve s hevristicˇnim pristopom. Na
sliki 4.10 je prikazan delezˇ odstopanja predlagane poti z meta-hevristicˇnim
pristopom v primerjavi s hevristicˇnim pristopom. Negativne vrednosti pred-
stavljajo krajˇso pot z meta-hevristicˇnem pristopom, pozitivne vrednosti pa
krajˇso pot s hevristicˇnem pristopom. Cˇrna cˇrta povezuje dejanske izmer-
jene vrednosti, modra krivulja pa zglajeno povprecˇje vrednosti z uporabo
polinomske regresije.
Tocˇka preloma v korist hevristicˇnega pristopa nastopi pri vecˇ kot 56 lo-
kacijah, kar predstavlja vecˇ kot petino vseh lokacij v referencˇnem testnem
skladiˇscˇu. Pri tako gosti porazdelitvi zahtevanih nabiranj bomo morali obi-
skati vecˇino hodnikov, kar povecˇa uspesˇnost hevristicˇnih pristopov. To po-
trjuje tudi hipotezo iz podpoglavja 4.4.3, ki govori v prid uspesˇnosti hevri-
sticˇnega pristopa v skladiˇscˇih z gosto porazdelitvijo sˇtevila nabiranj.
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Slika 4.10: Delezˇ odstopanja predlagane poti z memetskim algoritmom v
primerjavi s hevristicˇnim.
Poglavje 5
Uporabljene tehnologije
Optimizacijo nabiralne poti smo implementirali kot novo razsˇiritev oziroma
nov modul za sistem AtlasWMS (angl. WMS - Warehouse Management Sy-
stem) podjetja Epilog d.o.o. Tako smo lahko nasˇo implementacijo preizkusili
tudi na realnem skladiˇscˇu. Zaradi implementacije v obliki novega modula
v obstojecˇem sistemu, smo bili omejeni pri izbiri infrastrukture in tehnolo-
gij, vendar smo vedeli, da se je obstojecˇa kombinacija tehnologij izkazala za
robustno in dolgorocˇno zanesljivo.
V cˇasu razvoja smo v podjetju uporabljali razvojno orodje Java verzije
1.8 in podatkovno bazo Oracle 11g (11.2.0.4). Vecˇina programske logike
uporabniˇskega vmesnika je spisana v Javi in se izvaja direktno na delovni
postaji uporabnika. Poslovna logika in kompleksnejˇsa logika modulov pa
sta spisani v PL/SQL, proceduralni razsˇiritvi za SQL, in javanskih razredih,
ki se izvajajo direktno na bazi. Razviti modul spada med slednje in nima
namenskega uporabniˇskega vmesnika oziroma uporablja razsˇiritve obstojecˇih
uporabniˇskih vmesnikov.
V sledecˇem podpoglavju sta opisana koncept uporabe javanskih razredov
v relacijski podatkovni bazi Oracle in primer uporabe opisanega koncepta na
modulu za optimizacijo nabiralne poti. Sledi predstavitev testnega sistema,
kjer so bile izvedene vse analize.
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5.1 Podatkovna baza Oracle
Osrcˇje sistema AtlasWMS predstavlja podatkovna baza Oracle, ki poleg
hranjenja podatkov omogocˇa tudi izvajanje poslovne logike, spisane tako v
PL/SQL kot tudi v jeziku Java, direktno na bazi. Izvajanje kode direktno
na bazi zmanjˇsa oziroma iznicˇi latenco komunikacije s podatkovno bazo in
omogocˇa predpomnjenje podatkov na nivoju seje.
Odjemalec ob vzpostavitvi povezave s podatkovno bazo in izvedbi prvega
klica, ki zahteva izvedbo javanske kode, pridobi lastno javansko okolje in sejo,
ki je locˇena od sej ostalih odjemalcev. Kljub na prvi pogled neucˇinkoviti
uporabi sistemih virov, Oracle v ozadju skrbi za optimizacijo prostih virov.
Seja je aktivna, dokler je odjemalec povezan oziroma dokler odjemalec ne
zahteva ukinitve seje. Ob vzpostavitvi javanske seje lahko izvedemo fazo
predprocesiranja, ki prenese podatke iz tabelaricˇne predstavitve v ustrezne
javanske objekte. V sledecˇih klicih transformacija ni vecˇ potrebna, saj lahko
uporabljamo zˇe pripravljene objekte.
Javansko aplikacijsko logiko na podatkovno bazo nalozˇimo v obliki izvorne
kode, vmesne kode (angl. byte code) ali v obliki javanskih arhivov z uporabo
Oracle orodja loadjava. V primeru izbire nalaganja izvorne kode se koda
prevede z uporabo vgrajenega javanskega prevajalnika, v preostalih dveh pri-
merih pa se vmesna koda zapiˇse direktno v shemo. Pri pripravi javanskih
razredov moramo biti pozorni, da kot vhodne parametre uporabljamo le pri-
mitivne tipe in Oraclove prilagojene objekte. Ko imamo javanske objekte
nalozˇene na shemo, lahko klicˇemo njihove funkcije direktno iz kode PL/SQL,
kot je to prikazano na sliki 5.1.
Slika 5.1: Primer klica javanske funkcije iz PL/SQL.
Modul za optimizacijo nabiralne poti ob zagonu vzpostavi povezavo s
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podatkovno bazo in izvede predprocesiranje podatkov. Po inicializaciji se
registrira na napredne vrste Oracle (angl. Oracle Advance Queueing - AQ) in
cˇaka na zahtevo po optimizaciji. Ob prejeti zahtevi prebere podatke podatke
o narocˇilu iz podatkovne baze in izvede zahtevano optimizacijo. Rezultate
zapiˇse nazaj v bazo, tako da so vidni tudi drugim uporabnikom.
5.2 Lokalni testni sistem
Za namene izvedbe testov predstavljenih v tej nalogi, smo pripravili lokalni
testni sistem AtlasWMS. V produkcijskih sistemih se moduli, kot je to na
primer modul za optimizacijo nabiralne poti, izvajajo direktno na aplikacij-
skem strezˇniku skupaj s podatkovno bazo, zato smo tudi v testnem sistemu
vse komponente namestili na lokalni racˇunalnik.
Osnovno strojno opremo predstavlja prenosnik Macbook Pro 2017 z 2.8
GHz sˇtirijedrnim procesorjem i7 in 16 GB LPDDR3 pomnilnika. Podatkovno
shemo smo zgradili na podlagi uradne slike Docker podatkovne baze Oracle
in jo namestili znotraj vsebnika Docker. Modul za optimizacijo smo poganjali
direktno na nivoju operacijskega sistema.
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Poglavje 6
Optimizacija realnega skladiˇscˇa
V prvem delu magistrske naloge smo se osredotocˇili na optimizacijo nabiral-
nega postopka in sekvence nabiranja, v tem poglavju pa predstavimo celovito
optimizacijo procesa nabiranja v vecˇjem rocˇnem skladiˇscˇu slovenskega pod-
jetja z drobnim materialom. Osredotocˇili se nismo le na zaporedje nabiranja,
ampak smo zajeli informacije tudi o drugih procesih, ki posredno ali nepo-
sredno vplivajo na proces nabiranja, jih analizirali, pripravili predloge za
izboljˇsave in jih tudi implementirali.
Obravnavano skladiˇscˇe ima klasicˇno blocˇno topologijo, ki smo jo predsta-
vili zˇe v poglavju 3.3, in je sestavljeno iz prilagojenih paletnih regalov, ki jih
izdeluje podjetje Jungheinrich. Njihov splosˇni paletni regal je prikazan na
sliki 6.1, v primeru obravnavanega skladiˇscˇa pa so najnizˇje lokacije prede-
lali tako, da vsebujejo dodatne precˇne police, ki so namenjene shranjevanju
manjˇsih kolicˇin raztresenega materiala, namenjenega nabiranju. Ostale viˇsje
lokacije so namenjene hrambi vecˇje kolicˇine materiala na paletah. Najnizˇje
lokacije bomo v nadaljevanju imenovali nabiralne lokacije, preostale pa do-
polnile lokacije. Nabiralne lokacije so deljene na vecˇ predelkov, pri cˇemer je
posamezen predelek namenjen hrambi natanko enega izdelka.
Topolosˇki podatki skladiˇscˇa so prikazani v tabeli 6.1. Glede na sˇtevilo
paletnih mest ga lahko uvrsˇcˇamo med vecˇja skladiˇscˇa, saj avtorji cˇlankov
v to kategorijo pripisujejo tudi skladiˇscˇa z manj kot 500 paletnimi mesti.
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Slika 6.1: Prilagodljiv paletni regal podjetja Jungheinrich.
statistika sˇtevilo
dopolnilna lokacija 2221
nabiralna lokacija 1188
predelki nabiralnih lokacij 7474
hodniki 6
precˇni prehodi na hodnik 4
Tabela 6.1: Topolosˇki podatki skladiˇscˇa.
Poenostavljen tloris skladiˇscˇa je prikazan na sliki 7.1, kjer so lokacije, ki
predstavljajo precˇne prehode, obarvane belo, preostale pa svetlo modro.
V skladiˇscˇu socˇasno opravlja delo priblizˇno 10 nabiralcev, ki material
nabirajo v rocˇne vozicˇke. Poleg nabiralcev sta v skladiˇscˇu tudi dva rocˇno
upravljana visokoregalna vilicˇarja. Hodniki so dovolj sˇiroki, da se nabiralci
nemoteno srecˇajo in nabirajo iz sosednjih lokacij, medtem ko vilicˇar zavzame
celotno sˇirino hodnika in se mu morajo nabiralci umikati.
V nadaljevanju najprej predstavimo procese pred optimizacijo in izpo-
stavimo kljucˇne tocˇke za optimizacijo. Sledi predstavitev optimizacije z av-
tomatskim dodeljevanjem nalogov in implementacijo vmesnika na vilicˇarje.
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Zadnje podpoglavje je namenjeno predstavitvi aplikacije optimizacije nabi-
ralne poti v obravnavanem skladiˇscˇu.
6.1 Optimizacija procesov
Stranka je v svojem skladiˇscˇu zˇe pred izvedbo optimizacije uporabljala sistem
za upravljanje skladiˇscˇa AtlasWMS. Stari proces odpreme je bil nacˇrtovan
skupaj s stranko po njihovih zˇeljah ob selitvi v novo skladiˇscˇe, vendar se
je v nekaj letih izkazalo, da bi jih lahko dodatno optimizirali. Pri izvedbi
optimizacije smo dobili sledecˇe omejitve – narocˇila se ne sme deliti na vecˇ
nabiralcev, socˇasno lahko nabiralec obdeluje le eno narocˇilo, narocˇilo mora
biti vedno obdelano v celoti in dolocˇene artikle lahko nabirajo le dolocˇeni
nabiralci.
V prvi fazi analize smo pripravili poenostavljen diagram poteka obstojecˇega
procesa odpreme, ki je prikazan na sliki 6.2 in je sestavljen iz sledecˇih kora-
kov:
• Skladiˇscˇni sistem AtlasWMS prejme podatke o narocˇilu iz nadrejenega
sistema ERP (angl. Enterprise Resource Planning) in ga shrani v svojo
podatkovno bazo.
• Operater oznacˇi narocˇila, ki so pripravljena za odpremo in jih s tem
sprosti za obdelavo v avtomatskem sistemu.
• Ker mora biti narocˇilo vedno obdelano v celoti, mora sistem v prvem
koraku preveriti, ali v skladiˇscˇu obstaja dovolj zaloge za vse postavke
narocˇila. V primeru, da zaloge ni dovolj, se narocˇilo vrne v vrsto in
cˇaka naslednjo iteracijo obdelave. V nasprotnem primeru se postavkam
narocˇila dodeli zaloga v skladiˇscˇu iz poljubne lokacije (tako nabiralne
kot dopolnilne).
• Sistem nato preveri, ali obstaja prosti nabiralec, ki bi lahko narocˇilo
obdelal. V tem koraku se izvede vecˇ preverjanj, saj vsi nabiralci niso
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Slika 6.2: Diagram potek procesa odpreme pred optimizacijo.
pooblasˇcˇeni za nabiranje vseh vrst in kolicˇine artiklov. Cˇe prostega na-
biralca sistem ne najde, potem se dodeljene zaloge sprostijo in narocˇilo
se vrne v cˇakalno vrsto. Cˇe ustrezni nabiralec obstaja, potem mu sis-
tem dodeli narocˇilo, kar povzrocˇi, da se na rocˇnem terminalu nabiralca
pojavi nalog za nabiranje.
• Sistem je v privzetem nacˇinu uredil zaporedje nabiranja tako, da na-
biralec obdeluje hodnike v celoti od leve proti desni strani skladiˇscˇa,
vendar lahko sekvenco nabiranja ureja tudi nabiralec sam.
• V primeru, da je bila zaloga za postavko dodeljena iz dopolnilne loka-
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cije, ki je nabiralcu nedosegljiva, mora ta pocˇakati na vilicˇarista, ki mu
bo spustil zalogo na nizˇji nivo in dopolnil zalogo na nabiralni lokaciji.
• Ko je zaloga za vse postavke nabrana, se postopek nabiranja zakljucˇi.
Sledi sˇe pakiranje in narocˇilo je pripravljeno za odpremo.
Na podlagi diagrama poteka in statistik, ki smo jih zajeli iz sistema, smo
dolocˇili tri kljucˇne tocˇke za optimizacijo. Prva tocˇka predstavlja odstranitev
posega operaterja v avtomatski sistem za obdelavo narocˇil. S tem razbreme-
nimo operaterja in preprecˇimo, da bi nabiralci ostali brez dodeljenega naloga.
Za izvedbo prve tocˇke smo skozi pogovore z operaterjem zajeli njihovo eks-
pertno znanje, na podlagi katerega se odlocˇajo o izbiri nalogov za obdelavo.
Druga, obsezˇnejˇsa tocˇka predstavlja odstranitev cˇakanja na vilicˇarista v fazi
nabiranja. Do cˇakanja na vilicˇarista pride, kadar je celotna ali pa samo del
zaloge za narocˇilo dodeljen iz visokih dopolnilnih lokacij. Tretja tocˇka pa se
osredotocˇa na optimizacijo sekvence nabiranja.
V analizi statistike cˇakanja na vilicˇarista, smo ugotovili, da je bilo v
roku enega leta 4099 narocˇil, kjer je bilo treba v proces nabiranja vkljucˇiti
vilicˇarista. Od tega je bilo 3631 narocˇil z eno postavko, zato za ta narocˇila
nismo uspeli izracˇunati cˇasa cˇakanja, saj nimamo informacije, koliko cˇasa po
dodelitvi narocˇila je nabiralec pravzaprav zacˇel z nabiranjem. Pri preostalih
468 narocˇilih smo cˇakalni cˇas izracˇunali in prikazali njegovo porazdelitev na
sliki 6.3.
Povprecˇna cˇakalna doba na vilicˇarista znasˇa 18 min, medtem ko sku-
pni cˇakalni cˇas za ta narocˇila znasˇa preko 321 ur. V dosedanjem pro-
cesu so vilicˇaristi skrbeli le za pospravljanje zalog iz prevzemnih lokacij
na regalne lokacije in na zahtevo nabiralcev dopolnjevali nabiralne lokacije.
Kljub mozˇnosti polavtomatskega obratovanja vilicˇarjev, ta funkcionalnost na
vilicˇarjih ni bila omogocˇena, tako da so morali vilicˇaristi rocˇno upravljati z
vilicˇarjem in iskati posamezne lokacije. Za skrajˇsanje cˇakanja na vilicˇarista
smo prenovili avtomatsko dodeljevanje nalogov in implementirali vmesnik na
polavtomatske vilicˇarje.
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Slika 6.3: Porazdelitev cˇasa cˇakanja na vilicˇarista v minutah.
6.1.1 Prenova dodeljevanj nalogov
Prenovljen proces odpreme, ki nam omogocˇa zmanjˇsanje rocˇnih posegov ope-
raterja in odpravi cˇakanje na vilicˇarista, je predstavljen na sliki 6.4. Kriteri-
jev odlocˇitve za sprostitev naloga za avtomatsko obdelavo, ki smo jih zajeli
iz ekspertnega znanja operaterja, na diagramu nismo prikazali, saj so zelo
specificˇni in prilagojeni za doticˇno skladiˇscˇe.
Pripravili smo vecˇ sprememb procesa. Ob preverjanju zaloge najprej pre-
verimo, ali je dovolj zaloge zˇe na nabiralnih lokacijah. V tem primeru lahko
nadaljujemo z izbiro nabiralca in dodelitvijo zalog. V nasprotnem primeru
preverimo, cˇe zˇe obstaja prenosni nalog za prenos zalog iz dopolnilne lokacije
na nabiralno, ki ga bo izvedel vilicˇarist. Cˇe naloga sˇe ni, preverimo stanje
zalog na dopolnilnih lokacijah in ustvarimo prenosni nalog za vilicˇarista. Cˇe
zalog ni bilo dovolj, se narocˇilo vrne v cˇakalno vrsto za procesiranje.
Prenovljen proces zagotavlja, da nabiralec vedno prejme v proces nabira-
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Slika 6.4: Diagram poteka procesa odpreme po optimizaciji.
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nja narocˇilo, ki ima vse zaloge na nabiralnih lokacijah. Prihranek pri cˇasu, ki
smo ga dosegli s to optimizacijo, je tezˇko oceniti, saj nimamo vseh informacij
o cˇakanju na vilicˇarista. Skupna analiza vseh optimizacij je predstavljena v
podpoglavju 6.2.
6.1.2 Nadgradnja procesa vilicˇaristov
Vilicˇaristi so pred spremembo procesov zˇe uporabljali rocˇne terminale s cˇitalci
cˇrtnih kod, ki predstavljajo vmesnik na sistem AtlasWMS. V splosˇnem so
opravljali dve nalogi: uskladiˇscˇevanje novih zalog na dopolnilne lokacije in
dopolnjevanje nabiralnih lokacij na zahteve nabiralcev. Njihove rocˇne termi-
nale smo nadgradili tako, da sta poleg nalogov za uskladiˇscˇevanje zalog vidna
sˇe dva tipa nalogov:
• nalogi za oskrbo nabiralcev, ki so bili opisani v predhodnem odseku,
• nalogi za dopolnjevanje minimalnih zalog, ki nastanejo samodejno, ko
nabiralec iz nabiralne lokacije nabere toliko zaloge, da zaloga na lokaciji
pade pod vnaprej dolocˇeno minimalno vrednost.
Ker imajo rocˇni terminali majhen zaslon in ima kabina vilicˇarja na voljo
vecˇji zaslon na dotik, smo razvili tudi podporo za delovanje v nacˇinu tan-
dema. To pomeni, da je na zunanjem zaslonu ves cˇas vidna enaka maska
kot na rocˇnem terminalu. Poleg tega menjava maske na rocˇnem terminalu
posodobi prikaz na zunanjem zaslonu in obratno. Vilicˇarist ima tako boljˇsi
pregled nad informacijami, povezanimi s trenutnim nalogom, hkrati pa lahko
za odcˇitavanje cˇrtnih kod sˇe vedno uporablja rocˇni terminal. Komunikacijo
smo implementirali z uporabo protokola WebSockets prek povezave TCP
med programom AtlasWMS, ki tecˇe na zunanjem zaslonu, in programom na
rocˇnem terminalu. Za vzpostavitev povezave in registracijo rocˇnega termi-
nala na delovno mesto vilicˇarja, je potrebno z rocˇnim terminalom odcˇitati
cˇrtno kodo, ki se nahaja na vilicˇarju. Postopek je treba ponoviti tudi ob
odjavi iz delovnega mesta vilicˇarja. Zaslon v nacˇinu tandem je prikazan na
sliki 6.5.
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Slika 6.5: Zaslon v nacˇinu tandem.
Naslednjo nadgradnjo vilicˇarjev smo pripravili v sodelovanju s podjetjem
Jungheinrich, ki je proizvajalec regalnega dela skladiˇscˇa in vilicˇarjev, ki jih
stranka uporablja. Do nadgradnje so vilicˇaristi vozili vilicˇarje v rocˇnem
nacˇinu, kar pomeni, da so sami iskali lokacije in skrbeli za premikanje vilicˇarja
in kabine. Vilicˇarji pa podpirajo tudi polavtomatski rezˇim delovanja, kar po-
meni, da vilicˇarist le vnese zˇeleno ciljno lokacijo in drzˇi krmilo, za ustrezen
premik pa bo poskrbel vilicˇar sam. Za vklop omenjenega rezˇima je bilo po-
trebno vpisati skladiˇscˇne lokacije v koordinatni sistem vilicˇarja, za kar je
poskrbelo podjetje Jungheinrich, ter definirati protokol in vsebino sporocˇil
za komunikacijo med skladiˇscˇnim sistemom AtlasWMS in vilicˇarjem.
Pri izbiri protokola nismo imeli veliko izbire, saj vilicˇar pricˇakuje komu-
nikacijo prek dveh WebSocket povezav. Vilicˇar igra vlogo strezˇnika pri po-
vezavi, na kateri pricˇakuje zahteve in posˇilja odgovore prek druge povezave,
kjer je vloga strezˇnika na strani skladiˇscˇnega sistema.
Definirani ukazi so prikazani v tabeli 6.2. Preden se ukaz posˇlje po ko-
munikacijskem kanalu, se mu dodata kontrolna znaka STX in ETX na zacˇetek
in konec sporocˇila. Razlika med ukazom za nalaganje palete in ukazom za
premik na lokacijo je v premiku vilic. Cˇe posˇljemo ukaz za premik, se bo
vilicˇar premaknil do zahtevane lokacije in se tam ustavil. Pri ukazu za nala-
ganje palete pa po premiku sˇe ustrezno obrne vilice, tako da so pripravljene
za nalaganje.
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tip sporocˇila smer ukaz
nalozˇi paleto WMS → vilicˇar L;[Lokacija]
napaka vilicˇar → WMS E;[Koda]
odlozˇi paleto WMS → vilicˇar U;[Lokacija]
potrditev premika vilicˇar → WMS [Ukaz];OK
premik na lokacijo WMS → vilicˇar G;[Lokacija]
preklic premika WMS → vilicˇar C;
zahteva po trenutni lokaciji WMS → vilicˇar P;
informacija o lokaciji vilicˇar → WMS P;[cona];[hodnik];[stolp]
Tabela 6.2: Sporocˇila za komunikacijo z vilicˇarjem.
6.1.3 Optimizacija nabiralne poti
Pred implementacijo optimizacij je skladiˇscˇni sistem nabiralcu predlagal na-
biranje na podlagi povratne hevristike, ki je prikazana na sliki 2.3. Ta pristop
je obdeloval hodnike od leve proti desni in pri tem ni uposˇteval mozˇnosti
precˇnih prehodov za menjavo hodnikov. Nabiralci predlogom niso sledili in
so nabirali po lastni presoji.
Za namene optimizacije nabiralne poti smo morali v prvi fazi preslikati
nabiralne lokacije v vozliˇscˇa. Ker je nabiralnih lokacij kar 1188 in so neka-
tere fizicˇno zelo blizu oziroma ena nad drugo, direktna preslikava iz lokacije
v vozliˇscˇe ni najboljˇsa izbira. Zato smo uporabili mozˇnost hierarhicˇne pred-
stavitve vozliˇscˇ in lokacije preslikali v vozliˇscˇa, kot je prikazano na sliki 6.6.
Na levi strani slike je prikazan stranski pogled na nabiralne lokacije, med
dvema vertikalnima nosilcema. Horizontalne police (oznacˇene rumeno) pred-
stavljajo nabiralne lokacije, nabiralni predelki so oznacˇeni z modrimi kvadri,
abstraktno vozliˇscˇe pa je obarvano rdecˇe. Izsek ustvarjene hierarhije vozliˇscˇa
je prikazan na desni strani slike. Za podani primer na sliki 6.6 bo algoritem
vseh 14 predelkov obravnaval le kot eno vozliˇscˇe.
V tabeli 6.3 je prikazano sˇtevilo vozliˇscˇ v obravnavanem realnem skladiˇscˇu
in faktorji zmanjˇsanja velikosti problema iskanja najkrajˇse poti. Iz tabele
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Slika 6.6: Primer preslikave lokacije in predelkov v vozliˇscˇa.
tip sˇtevilo faktor delezˇ
vozliˇscˇe 337
nabiralna lokacija 1188 3.53 28.4 %
predelki nabiralnih lokacij 7474 22.17 4.5 %
Tabela 6.3: Faktorji poenostavitve velikosti problema z vozliˇscˇi.
lahko razberemo, da smo 7474 fizicˇnih lokacij preslikali v 337 vozliˇscˇ, tako je
verjetnost nahajanja dveh artiklov na lokacijah, ki spadata pod isto vozliˇscˇe,
skoraj 5-odstotna. Hkrati nam hierarhicˇna zasnova zagotavlja, da delitve in
ustvarjanje novih nabiralnih predelkov ne povecˇuje kompleksnosti in ne vpliva
na cˇasovno zahtevnost algoritmov. S tem smo zmanjˇsali velikost problema
in ohranili kakovost pridobljene resˇitve, saj usmerjanje razdelimo v dve fazi:
usmerjanje med vozliˇscˇi in usmerjanje znotraj vozliˇscˇa.
Za usmerjanje med vozliˇscˇi smo uporabili implementacijo eksaktnega al-
goritma, opisanega v poglavju 4.3, in implementacijo hevristicˇnega algoritma,
opisanega v poglavju 4.4. Algoritem izberemo na podlagi kompleksnosti po-
sameznega problema, torej sˇtevila vozliˇscˇ, prek katerih je treba usmerjati
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nabiralca. Na podlagi performancˇnih testiranj na strankinem strezˇniku smo
zgornjo mejo za izbiro eksaktnega algoritma postavili pri 15 vozliˇscˇih. To
nam zagotavlja, da resˇitev pridobimo v manj kot sekundi. Zaradi hierarhicˇne
strukture vozliˇscˇ, je realna meja sˇtevila postavk v narocˇilu za usmerjanje z
eksaktnim algoritmom precej viˇsja od 15.
Pri usmerjanju znotraj vozliˇscˇa uposˇtevamo le smer, iz katere nabiralec
prispe do trenutnega vozliˇscˇa. Cˇe nabiralec prispe iz leve strani, potem sor-
tiramo nabiranje iz predelkov od leve proti desni, cˇe prispe iz desne strani,
pa sortiramo od desne proti levi.
6.2 Analiza
Ker se vse tri optimizacije, ki smo jih implementirali v skladiˇscˇu, tesno pre-
pletajo, je tezˇko definirati, katera sprememba je prinesla dolocˇen delezˇ pri-
hrankov. V fazi analize so nas najbolj zanimali identifikatorji povecˇane pro-
duktivnosti. V analizo smo zajeli le prvih sˇest mesecev posameznega leta,
ker druga polovica leta 2017 ni reprezentativna zaradi izvajanja analiz in
priprav na nove optimizacije, ki smo jih implementirali v zacˇetku leta 2018.
Leto 2017 tako predstavlja obdobje pred optimizacijami in leti 2018 in 2019
obdobje po optimizacijah. Izvoz podatkov je bil pripravljen v zacˇetku maja
2019.
Prva metrika, ki smo jo analizirali, je povprecˇno sˇtevilo obdelanih postavk
narocˇila na mesec in je prikazana na sliki 6.7. Delezˇi izboljˇsave za leti 2018 in
2019 v primerjavi z letom 2017 so prikazani v tabeli 6.4. Za vse obravnavane
mesece belezˇimo porast sˇtevila obdelanih postavk, razen za junij 2018. Za vse
preostale mesece imamo vsaj 5 % izboljˇsavo, v aprilu 2019 celo 24 % porast
sˇtevila postavk. Ker bi bile zaznane izboljˇsave lahko le posledica povecˇanega
sˇtevila zaposlenih, smo preverili povprecˇno sˇtevilo dnevno aktivnih nabiral-
cev za obravnavane mesece. Ugotovili smo, da je bilo v letu 2017 dnevno
povprecˇno 12 nabiralcev, enako tudi v letu 2018, medtem ko je bilo v letu
2019 povprecˇno le 11 nabiralcev. Vsekakor je metrika lahko odvisna tudi
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Slika 6.7: Graf mesecˇnega sˇtevila obdelanih postavk.
od vpliva zunanjih dejavnikov, ki jih ne moremo ustrezno meriti (na primer
povecˇano sˇtevilo narocˇil zaradi vecˇjega povprasˇevanja na trgu), zato tezˇko
vse izboljˇsave pripiˇsemo implementirani optimizaciji.
Druga metrika, ki smo jo analizirali, je povprecˇen cˇas za obdelavo ene
postavke – ta cˇas vkljucˇuje cˇas hoje do lokacije za nabiranje, iskanje lokacije
in nabiranje materiala. Zaradi narave dela nabiralcev in nacˇina belezˇenja
cˇasa, tocˇnejˇsih podatkov o posameznih cˇasih nismo uspeli zajeti. Povprecˇni
cˇasi nabiranja na postavko v sekundah so prikazani na sliki 6.8, standardni
odklon pri meritvah pa znasˇa 3, 1 sekunde. V tabeli 6.5 prikazˇemo delezˇ cˇasa
nabiranja za leti 2018 in 2019 v primerjavi z letom 2017. V vseh mesecih
belezˇimo izboljˇsave, ki v povprecˇju predstavlja 28 % krajˇsi cˇas nabiranja v
letu 2018 in 25 % krajˇsi cˇas nabiranja v letu 2019. Ta metrika bolje odrazˇa
implementirane izboljˇsave, saj ima zanemarljiv vpliv zunanjih dejavnikov,
ter je najbolj odvisna od usmerjanja nabiralca in novega procesa dodelitve
nalogov, ki odpravlja cˇakanje na vilicˇarista.
Tretja metrika predstavlja povprecˇno prehojeno pot v metrih za nabiranje
postavke narocˇila. V analizi dolzˇine smo primerjali teoreticˇno dolzˇino sta-
rega pristopa usmerjanja z uporabo povratne hevristike, novega hibridnega
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mesec / leto 2018 2019
januar 108 % 106 %
februar 113 % 107 %
marec 105 % 106 %
april 108 % 124 %
maj 105 % -
junij 96 % -
povprecˇje 105 % 110 %
Tabela 6.4: Delezˇ sˇtevila mesecˇno obdelanih postavk v primerjavi z letom
2017.
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Slika 6.8: Graf povprecˇnega porabljenega cˇasa na postavko narocˇila.
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mesec / leto 2018 2019
januar 84 % 76 %
februar 72 % 77 %
marec 70 % 70 %
april 73 % 78 %
maj 69 % -
junij 65 % -
povprecˇje 72 % 75 %
Tabela 6.5: Delezˇ povprecˇnega cˇasa nabiranja postavke v primerjavi z letom
2017.
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Slika 6.9: Graf povprecˇne dolzˇine prehojene poti za nabiranje postavke v
metrih.
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pristopa in dolzˇine glede na zabelezˇeno sekvenco knjizˇenja. Za leto 2017, ko
nabiralci sˇe niso imeli optimizirane nabiralne poti, smo naknadno v fazi ana-
lize izracˇunali, kaksˇne predloge bi podala optimizacija. Povprecˇne dolzˇine so
prikazane na sliki 6.9, standardni odklon pa znasˇa 1, 8 metra. Za vsa obrav-
navana leta opazimo, da nabiralci nikoli ne sledijo predlagani poti dosledno.
V letu 2017 so tako z lastno izbiro postavk naredili v povprecˇju 9 % krajˇso
pot od predlagane povratne hevristike, a sˇe vedno 6 % daljˇso od optimalne.
V letu 2018, ko so bili optimizirani predlogi sekvence zˇe na voljo nabiralcem,
pa njihova opravljena pot odstopa le sˇe dobra 2 %.
6.2.1 Odstopanja od predlagane poti
Kot so predstavili avtorji v cˇlanku [24], je potrebno v procesu nabiranja in
optimizacije nabiralne poti uposˇtevati tudi cˇlovesˇki dejavnik. Z vidika pro-
cesa dajemo prednost optimalni poti, vendar se te lahko nabiralcem zdijo
nelogicˇne, ker ne vsebujejo enostavnih vzorcev, ki si jih lahko zapomnijo.
Nabiralci v takem primeru prekinejo predlagano optimalno pot in jo prilago-
dijo njim smiselnim vzorcem, kar lahko vodi v daljˇso pot.
V nasˇem primeru daljˇsih odstopanj nismo zaznali, smo pa opazili zelo
pogosta odstopanja, kjer se zamenja zaporedje le nekaj postavk. Iz zajetih
podatkov nismo uspeli razbrati vzorca, zato smo glede odstopanj od predla-
gane poti povprasˇali nabiralce. Ugotovili smo, da predlagano pot prilagajajo
po svojih preferencah, tako da nabirajo njim sorodne artikle skupaj. Defini-
cija sorodnih artiklov se razlikuje med nabiralci (na primer tip artikla, tezˇa
artikla, ...) in ni splosˇna.
Ker so odstopanja od predlagane poti zanemarljiva in nabiralci niso imeli
splosˇnih preferenc za vzorce poti, dodatnih modifikacij pri optimizaciji nabi-
ralne poti nismo naredili.
Poglavje 7
Vmesnik za analizo postavitve
artiklov
Za dodatno izboljˇsavo dolzˇine nabiralne poti smo se lotili tudi analize po-
stavitve artiklov v skladiˇscˇu. Kljub optimalnem izracˇunu poti, je ob slabi
porazdelitvi artiklov v skladiˇscˇu lahko nabiralna pot daljˇsa od zˇelene. To se
najbolj opazi v primerih, ko se pogosto narocˇeni artikli nahajajo globoko v
skladiˇscˇu, redko narocˇeni artikli pa zasedajo lokacije v ospredju skladiˇscˇa.
Kljub teoreticˇnim obljubam h krajˇsanju nabiralnih poti in prihrankom
v procesu nabiranja pa adaptivna postavitev artiklov v mnogih skladiˇscˇih
ni mogocˇa oziroma je omejena. Omejitve lahko izvirajo iz fizicˇnih omejitev,
kadar so artikli raznoliki po velikosti in tezˇi. V tem primeru moramo pri
razporeditvi zalog artiklov uposˇtevati tudi statiko skladiˇscˇa, ker neprimerna
obremenitev regalnih mest lahko povzrocˇi sˇkodo ali celo sesutje regala. V
prehrambeni industriji pa omejitve lahko izvirajo iz lastnosti artiklov (na
primer hlajenje) in pa zakonodajnih omejitev (na primer locˇevanje po sˇarzˇi).
Pogosta menjava lokacij artiklov pa lahko povzrocˇi zmedo pri nabiralcih, kar
vodi do napak in daljˇsega cˇasa nabiranja. Kot smo pokazali v poglavju 6,
ljudje iˇscˇemo vzorce, ki jih ponotranjimo in izvajamo podzavestno. To seveda
ni mogocˇe, cˇe se vzorci menjavajo prepogosto.
Najsplosˇnejˇsi pristop oziroma strategija za postavitev artiklov je tako ime-
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novana strategija ABC. Artikle in lokacije najprej razdelimo na tri kategorije
glede na njihovo pogostost nabiranja:
• A kategorija predstavlja najpogosteje nabrane artikle in obsega naj-
manjˇsi delezˇ lokacij,
• C kategorija predstavlja najmanj pogosto nabrane artikle,
• B kategorija predstavlja vmesno tocˇko med kategorijama A in C ter
obsega najvecˇji delezˇ lokacij.
Uspesˇnost strategije je odvisna od kakovosti razporeditve lokacij in ar-
tiklov v ustrezne kategorije, zato pred delitvijo potrebujemo ustrezne infor-
macije. Poleg kronolosˇkih podatkov o pogostosti nabiranja artiklov, potre-
bujemo sˇe ekspertne podatke o procesih v skladiˇscˇu, lastnosti artiklov in
zunanjih dejavnikih, ki vplivajo na frekvenco (na primer akcije, odprodaje
zalog, ...). Najvecˇ ekspertnih informacij imajo operaterji v skladiˇscˇih, ki za
ucˇinkovito odlocˇanje potrebujejo le sˇe ustrezen vpogled v kronolosˇke spre-
membe in trenutno stanje skladiˇscˇa.
S tem namenom smo razvili nadgradnjo nasˇega obstojecˇega sistema za
upravljanje skladiˇscˇa, ki preko toplotne mape skladiˇscˇa (angl. heatmap)
prikazuje informacije o sˇtevilu nabiranj na posameznih lokacijah. Nadgradnjo
smo implementirali z uporabo spletnih tehnologij, tako da je dostopna tako
preko nasˇega sistema kot klasicˇnega spletnega brskalnika.
7.1 Vmesnik in funkcionalnosti
Osnovni pogled na spletni vmesnik je prikazan na sliki 7.1. Na levi strani
prikazuje tloris skladiˇscˇa, zgrajen na podlagi lokacijskih podatkov iz podat-
kovne baze skladiˇscˇa. Vsak kvadrat predstavlja eno vozliˇscˇe, ki vsebuje eno
ali vecˇ lokacij. Vozliˇscˇa, ki omogocˇajo prehod med hodniki so obarvana z
belo barvo, ostala pa s svetlo modro. Ob kliku na kvadrat se na desni strani
izpiˇse oznaka vozliˇscˇa in lokacije, ki jih vozliˇscˇe vsebuje.
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Slika 7.1: Vmesnik za postavitev artiklov - osnovni pogled.
Oznake lokacij so odvisne od zahtev in zˇelja vodij skladiˇscˇa, medtem ko
je oznaka vozliˇscˇa splosˇna in je sestavljena iz 8 znakov:
• zaporedne sˇtevilke bloka (2 znaka),
• oznake regala (1 znak),
• zaporedne sˇtevilke hodnika (2 znaka),
• zaporedne sˇtevilke vozliˇscˇa znotraj bloka (3 znaki).
V zgornjem desnem kotu se nahajata vnosni polji za vnos zacˇetnega in
koncˇnega datuma za analizo sˇtevila nabiranj. Ob kliku na vnosno polje se
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odpre dialog s koledarjem, kjer lahko na enostaven nacˇin izberemo zˇelen da-
tum. Ob kliku na gumb PRIKAZˇI TOPLOTNO MAPO se vozliˇscˇa obarvajo v
odvisnosti od sˇtevila nabiranj v izbranem cˇasovnem intervalu. Rdecˇa barva
oznacˇuje najbolj obiskana vozliˇscˇa, modra barva pa najmanj obiskana vo-
zliˇscˇa. Postopek preslikave sˇtevila nabiranj v barvo je podrobneje razlozˇen v
podpoglavju 7.3. Primer toplotne mape je prikazan na sliki 7.2.
Slika 7.2: Vmesnik za postavitev artiklov - toplotna mapa.
Ob izbiri vozliˇscˇa na toplotni mapi, se poleg standardnih informacij izpiˇse
tudi sˇtevilo nabiranj na izbranem vozliˇscˇu in trije najpogostejˇsi artikli, ki so
bili nabrani na tem vozliˇscˇu.
Ob kliku na gumb PRIKAZˇI CONE se prikazˇejo trenutno nastavljene A,
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B in C kategorije lokacij. Vsaka kategorija ima svojo barvo in oznako na
vozliˇscˇu. Primer prednastavljenih kategorij je prikazan na sliki 7.3.
Slika 7.3: Vmesnik za postavitev artiklov - kategorije lokacij.
Vmesnik je namenjen le analizi in pridobivanju informacij, zato ne vse-
buje orodij za spreminjanje konfiguracije skladiˇscˇa. Konfiguracija vozliˇscˇ in
kategorij lokacij je mogocˇa le direktno prek programske opreme za upravljanje
skladiˇscˇa.
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7.2 Infrastruktura
Vmesnik je sestavljen iz zalednega sistema in uporabniˇskega vmesnika, kot
je prikazano na sliki 7.4.
Slika 7.4: Infrastruktura vmesnika.
Zaledni sistem je namesˇcˇen znotraj skladiˇscˇnega omrezˇja na strankinem
strezˇniku ob podatkovni bazi Oracle, ki vsebuje vse podatke, povezane s
skladiˇscˇem (glej poglavje 5). Podatkovne poizvedbe so pripravljene v pro-
ceduralni razsˇiritvi SQL dialekta PL\SQL in so del baznih paketov. Izsek
procedure za pridobivanje podatkov o kategorijah lokacij je prikazan na sliki
7.5.
Slika 7.5: Bazna procedura.
Aplikacijski strezˇnik je spisan z uporabo ogrodja Spark Java [25] in do-
stopa do podatkovne baze prek vmesnika JDBC (angl. Java Database Con-
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nectivity). Po vzpostavitvi povezave s podatkovno bazo klicˇemo bazne funk-
cije z uporabo razreda CallableStatement in vezanih spremenljivk, s cˇimer
zmanjˇsamo verjetnost napada z vstavljanjem SQL kode. Strezˇnik servira
tudi uporabniˇski vmesnik, do katerega uporabnik lahko dostopa prek sple-
tnega brskalnika ali posebnega panela v programu za upravljanje skladiˇscˇa.
Uporabniˇski vmesnik smo implementirali z uporabo ogrodja Vue.js [26],
ki skrbi za povezovanje podatkovnega modela s prikazanimi komponentami.
Za prikaz topologije skladiˇscˇa smo uporabili razsˇiritev vis.js [27], ki nam
omogocˇa tudi dostop do manipulacije izrisanih vozliˇscˇ (sprememba barv, po-
zicije ...). Za dostop do podatkov se uporabljajo asinhroni klici REST (angl.
Representational State Transfer), ki temeljijo na principu uporabe obljub
(angl. promise). To pomeni, da vmesnik izvede klic, v cˇasu cˇakanja odgo-
vora opravlja druge operacije, ko je rezultat na voljo, pa ga obdela. S tem ne
blokiramo vmesnika v primeru daljˇsega cˇakanja na odgovor. Za izmenjavo
podatkov v klicih na zaledni sistem se uporabljajo objekti JSON.
Nivoja avtentikacije uporabnika nismo dodali, ker je vmesnik dostopen
le znotraj skladiˇscˇnega omrezˇja, do katerega imajo dostop le pooblasˇcˇeni
uporabniki. Prav tako je prek vmesnika mozˇen le bralni dostop do baznih
podatkov.
7.3 Izracˇun barve vozliˇscˇa
Kot najprimernejˇsi barvni model za predstavitev toplotne mape smo izbrali
cilindricˇni HSV model. Model je sestavljen iz treh dimenzij: odtenka (angl.
hue), intenzivnosti (angl. saturation) in vrednosti (angl. value). Na odtenek
barve tako vpliva le ena komponenta, medtem ko je pri modelu RGB odtenek
dolocˇen kot kombinacija vseh treh komponent. Ta lastnost nam poenostavi
pripravo funkcije, ki vrednost iz prostora sˇtevila nabiranj preslika v prostor
barvnih odtenkov.
Vrednost odtenka obsega vrednosti od 0 do 360 (polni kot), vendar smo v
nasˇem primeru obseg omejili na vrednosti od 0 do 255, zato da se odtenek pri
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minimalni in maksimalni vrednosti razlikujeta. Razpon uporabljenih barvnih
odtenkov je prikazan na sliki 7.6.
Slika 7.6: Razpon barvnih odtenkov.
Slika 7.7: Predstavitev sˇtevila nabiranj, linearno (levo) in s kvantili (desno).
V prvem poizkusu smo podatke o sˇtevilu nabiranj preslikali na inter-
val [0, 255] z linearno porazdelitvijo prostora med minimalno in maksimalno
vrednostjo. Pristop se ni izkazal kot najboljˇsi, saj je porazdelitev vrednosti
mocˇno nagnjena proti nizkim vrednostim, manjˇsina pa ima visoke vrednosti.
To povzrocˇi, da se vecˇina primerov preslika v enako vrednost prostora odten-
kov. Primer z linearno porazdelitvijo prostora je prikazan na levem delu slike
7.7. Tovrstni prikaz ne nosi veliko informacije, saj je vecˇina vozliˇscˇ obarvana
z enakim (modrim) odtenkom.
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V statistiki kvantili razdelijo verjetnostno porazdelitev v odseke z enako
verjetnostjo. Z razdelitvijo podatkov o sˇtevilu nabiranj na kvantile smo zago-
tovili enakomerno porazdelitev sˇtevila primerov preko zaloge vrednosti barv
in dosegli bolj informativno vizualizacijo. Primer je prikazan na desni strani
slike 7.7.
7.4 Primer uporabe v analizi
Na primeru slike 7.2 lahko detektiramo anomalijo v sˇtevilu nabiranj. Vecˇina
nabiranj se nahaja v osrednjem delu drugega hodnika, medtem ko je v prvem
hodniku veliko manj nabiranj. Veliko nabiranj se nahaja v oddaljenem delu
skladiˇscˇa in celo v najbolj oddaljeni tocˇki od mesta pakiranja, skrajno desno
zgoraj.
Detektirane anomalije lahko operater v skladiˇscˇu dodatno analizira in se
na podlagi teh informacij odlocˇi za premik artiklov v sprednji del skladiˇscˇa,
cˇe mu omejitve to omogocˇajo.
70 POGLAVJE 7. VMESNIK ZA ANALIZO POSTAVITVE ARTIKLOV
Poglavje 8
Zakljucˇek
V okviru magistrske naloge smo se osredotocˇili na razlicˇne vidike optimizacije
nabiralnega procesa. Nalogo smo razdelili na sˇtiri dele.
V prvem delu smo predlagali hierarhicˇni model skladiˇscˇa, ki temelji na
podatkovni strukturi grafa in razmejuje topolosˇke posebnosti skladiˇscˇ od
predstavitve uporabljene v algoritmih. Hierarhicˇna zasnova nam omogocˇa
poljubno drobljenje lokacij na razdelke, brez vpliva na izvajanje algoritmov,
hkrati pa zmanjˇsuje velikost prostora stanj, ki ga preiskujejo algoritmi. V
primeru realnega skladiˇscˇa smo z uporabo hierarhicˇnega modela zmanjˇsali
problemski prostor za velikostni razred. Ta izboljˇsava direktno vpliva na
hitrost izvajanja algoritmov, ki so neposredno odvisni od sˇtevila lokacij.
V drugem delu smo se osredotocˇili na optimizacijo dolzˇine nabiralne
poti, kjer smo za primerjavo implementirali tri algoritme: eksaktni Held-
Karpov algoritem, hevristicˇni algoritem, namenjen blocˇnim skladiˇscˇem, in
bakterijski-memetski algoritem, ki temelji na evolucijskem racˇunanju. Sle-
dnjega smo razsˇirili z uporabo simuliranega ohlajanja v fazi mutacije in tako
izboljˇsali konvergenco. Vsi algoritmi uporabljajo enak model skladiˇscˇa, ki
smo ga pripravili v prvem sklopu.
V tretjem delu smo optimizirali skladiˇscˇne procese rocˇnega skladiˇscˇa z
drobnim materialom. Stranka je zˇe pred optimizacijo uporabljala sistem
AtlasWMS za upravljanje skladiˇscˇa, tako da smo v prvi fazi z uporabo zgo-
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dovinskih podatkov identificirali potencialno problematicˇne procese in pri-
pravili predloge za prenovo. Prenovili smo proces odpreme, tako da smo
locˇili in nadgradili proces vilicˇaristov od procesa nabiralcev in s tem odpra-
vili medsebojno cˇakanje. Vilicˇaristom smo delo poenostavili z implementacijo
vmesnika na avtomatske vilicˇarje in dodali podporo za uporabo dodatnega
zaslona na vilicˇarju. Izdelali smo modul za optimizacijo nabiralne poti, ki
temelji na rezultatih prvega in drugega sklopa naloge. V analizi opravljenih
optimizacij in prenov procesov smo opazili od 5 do 10 % povecˇano sˇtevilo
mesecˇno obdelanih postavk in vecˇ kot 25 % zmanjˇsanje porabljenega cˇasa za
nabiranje ene postavke narocˇila.
V cˇetrtem delu naloge smo pripravili spletni graficˇni vmesnik za vpogled
v stanje skladiˇscˇa in iskanje najpogostejˇsih nabiralnih lokacij. Na podlagi
informacij iz vmesnika lahko operater sˇe dodatno skrajˇsa nabiralno pot s
premikom najpogosteje nabiranih artiklov blizˇje pakirni lokaciji.
Ideje za nadaljnje delo vidimo predvsem v izdelavi modula, ki bi avto-
matsko predlagal menjave lokacij artiklov v skladiˇscˇu in podporo za dodatne
optimizacije nabiralne poti.
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