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1 INTRODUCTION
The use of near-coastal (less than 15 km from the shore) satel-
lite ocean colour data is limited by difficulties with: adjacency
effects [1], atmospheric correction [2] and in-water optical
complexity [3]. A large effort in the scientific community has
been dedicated to the development of atmospheric correction
models [4]–[7] and algorithms for separating the signal from
optically active components in coastal waters [8]–[11]. Com-
paratively, less effort has been dedicated to the investigation
of the adjacency effect [12], which is critical in near-coastal im-
agery. Conceptually, the adjacency effect is due to the presence
of a scattering atmosphere over a reflecting surface that is non-
uniform. This causes the radiance from high reflectivity areas
to “spill” over the neighbouring low reflectivity areas, increas-
ing their apparent brightness and modifying observed spec-
tral properties. With the increased current and planned use of
satellites for water quality assessment and a profound inter-
est in biogeochemical processes and water quality in the near-
shore environment, there is a need to refine remotely sensed
product quality in the near-coastal area, and therefore to bet-
ter understand the adjacency effect.
In order to improve our knowledge of coastal adjacency ef-
fects, in-situ remote sensing reflectance (Rrs) data would ide-
ally be gathered from transects perpendicular to the coastline.
In addition, to be able to test adjacency effect algorithms, the
in-situ data would have to be matched with concurrent satel-
lite imagery. Unfortunately, such data collection implies un-
certain planning and examples in the literature are scarce. Rrs
spectra were measured over very turbid waters off the Belgian
coast [13]. Alternatively, a modelling approach has been pro-
posed in the absence of in-situ data of those characteristics.
This approach used a 3D backward Monte Carlo code and Fi-
nite Elements Method plane-parallel radiative transfer codes
to simulate adjacency effects near the coast [14]. Having to re-
sort to a modelled dataset highlights the need for a dataset
collected specifically with the purpose of testing adjacency ef-
fect correction schemes.
The present work reports on in-situ un-supervised Rrs mea-
surements from above water hyperspectral radiometers. Un-
certainty in above-water radiometry arises from: instrument
calibration and performance, correction for air-sea interface
reflection and optical changes of the water related to the
measurement platform (like ship perturbation of the light
field) [15, 16]. In this work we specifically quantify the dis-
crepancies arising from the air-sea interface reflection correc-
tion parts and the influences on derived Rrs. We do so by pro-
cessing the same data with two methods: the similarity spec-
tra [17] and the fingerprint approach [18]. Preliminary results on
the comparison of in-situ Rrs data with ocean colour images
using standard processing algorithms are also presented. The
concurrent in-situ and satellite observations will be useful to
the scientific community developing corrections of the adja-
cency effect in current and upcoming sensors.
2 METHODS
We designed a sampling strategy to collect suitable datasets
for testing algorithms in coastal waters off Plymouth (UK).
These are land influenced and yellow substance dominated
waters, while relatively clear of particles (chlorophyll con-
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FIG. 1 Satellite images from 5-Sep-2012: a) MODIS-A Rrs(555 nm) at 12:26 (500 m resolution), b) VIIRS Rrs(551) at 12:45 (740 m). Insets of the Plymouth coastal area highlight the
sampling transect.
centration (Chl-a) around 1.5 mg·m−3, suspended particulate
matter (SPM) 1 g·m−3) [19, 20]. Weekly monitoring of a long
term time series station (L4) and the wider scientific activ-
ities within the Western Channel Observatory (http://www.
westernchannelobservatory.org.uk/) offer multiple possibilities
for opportunistic sampling of a transect perpendicular to the
coast.
In-situ sampling took place on the RV Plymouth Quest (5th–
7th Sept. 2012), during a quasi-perpendicular transect to the
coast off Plymouth, while the vessel carried out other routine
tasks. Only data from the 5th September between 09:22 a.m.
and 11:30 a.m. GMT were co-incident with clear satellite im-
agery (Figure 1). Un-supervised sampling of above water ra-
diometric quantities was performed using a hyperspectral
HyperSAS system (Satlantic Inc. Halifax, Canada), composed
of three sensors simultaneously measuring downwelling irra-
diance (Ed), sky radiance (Ls) and water leaving radiance (Lt).
This system also included a Satlantic tilt, heading and roll sen-
sor (THR) and GPS. The three optical sensors were mounted
on a pole on the bow of the vessel at 5 m above the water sur-
face. Lt was measured pointing to the water surface with an
angle of∼40◦from nadir (i.e. viewing zenith angle, θv) and the
crew was instructed to measure away from the sun (viewing
azimuth angle, φv) with an angle∼135◦ [21], whenever possi-
ble during other routine operations. The sensors collected data
semi-continuously with 3.3 nm spectral resolution between
350 and 800 nm, with a scanning frequency between 4 and
0.5 Hz, depending on the sensor optics. The optical data were
converted to physical units and processed to Level3a using the
manufacturers software (Prosoft v7.7.16) which merged the
data to 1 Hz. The calibration of the optical instruments had
been done by the manufacturer previous to the deployment
(April 2012). The optical sensors have a nominal calibration
uncertainty of 3% (Satlantic Inc., personal communication).
We used wind speed and an index of the cloud coverage
changes (i.e. piLs(400)/Ed(400)) to characterise measurement
conditions.
2.1 Data processing
We used two different approaches to compute the air-sea in-
terface reflection (ρsky) and to correct for sun-glint contamina-
tion. The first approach (i.e. similarity spectra) [17] expresses
ρsky as a function of wind speed, derived from Hydrolight
computations [21]. This includes a switch to an overcast sky
model when Ls(750)/Ed(750) > 0.05, when ρsky is assigned
a constant value of 0.0256. This approach is also used to cal-
culate the remote sensing reflectance (Rrs), based on the ob-
servation that Rrs in the NIR has a constant shape in mod-
erately turbid to turbid waters. The method was originally
developed using model RAMSES sensors from TriOS Optical
Systems (Rastede, Germany). We applied the method to the
Satlantic HyperSAS instrument. A major difference between
the two instruments was their spectral range: 320 to 950 nm
for the TriOS and 350 to 800 for HyperSAS. This difference
caused our choice of reference wavelengths for the similarity
spectra to be λ1 = 720 nm and λ2 = 780 nm, as opposed to 779
and 865 nm from the original publication [17].
The second approach used in this work was developed for un-
supervised sampling on ferries in the Baltic Sea [18] (i.e. fin-
gerprint approach). This spectral optimization method retrieves
ρsky by minimizing the propagation of atmospheric absorp-
tion features to Rrs. The model provided flags for values of
ρsky too low (lower than 0.0240), too high (when ρsky yields
Rrs = 0 in any waveband between 375 and 800 nm) or suspect
(when ρsky yields negative Rrs in the same spectral range).
2.2 Stat ist ics
We follow the convention of Hooker et al. [22] and use an
unbiased parameter, because we do not assume either of the
processing methods to be more correct than the other. Com-
parison between the two processing methods was quantified
using the unbiased percent difference (UPD) computed as:
UPD = 200×
(
|XFi − XSi |
XFi + X
S
i
)
(1)
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FIG. 2 Sampling conditions during the transect (5th September 2012). a) Wind speed, b) Cloudiness index, c) Viewing azimuth angle, φv, d) Matching ρsky calculated using the
wind speed - similarity spectra (red squares) and the fingerprint approach (blue dots).
where X is the variable being compared for a given spectra, i,
the superscript F is for the fingerprint approach and S is for the
similarity spectra.
Stable meteorological conditions prevailed during the week
when sampling was performed. On the sampling day, rela-
tively high median wind speed of 11±2 m/s was recorded to-
gether with clear sky and stable cloud cover conditions (Fig-
ure 2). It can be seen how the most stable φv were obtained
between 9:35 and 10:30 (Figure 2(c)).
2.3 Remote sensing data
The remote sensing data used in this study have been ob-
tained from two different sensors: the Moderate Resolution
Imaging Spectroradiometer (MODIS) carried on board of
NASA’s satellite Aqua, and the Visible Infrared Imaging
Radiometer Suite (VIIRS), on board of NOAA’s Suomi NPP
satellite. MODIS L1A data were downloaded from the Ocean
Color Web Page (http://oceancolor.gsfc.nasa.gov). These data
were processed by SeaDAS (http://seadas.gsfc.nasa.gov/)
to generate the L2 geolocated Rrs data, masking out the
land and clouds. We used MODIS images at 500 m spa-
tial resolution. VIIRS L2 data were also downloaded from
the Ocean Color Web Page. These data were generated
by NASA experimental processing. VIIRS images have a
resolution of 740 m. Data corresponding to the transect
from offshore to the coastline was were extracted from
the Remote Sensing images using the BEAM Toolbox
(http://www.brockmann-consult.de/cms/web/beam/) to
compare with the in-situ measurements (Figure 1).
3 RESULTS AND DISCUSSION
All ρsky values obtained from the similarity spectra and the fin-
gerprint approach are shown in Figure 2(c). When the similar-
ity spectra data filtering criteria were used to filter the spec-
tra [23] for the whole sampling period (i.e. 9:22 to 11:30), the
number of valid data was reduced from 2607 to 279 (10.7%).
On the other hand, when the fingerprint approach was used,
the percentage of valid ρsky was 28.8%. The remaining ρsky
values were flagged as too low (29.4%), too high (41.3%) and
suspect (0.5%). The intersection between the acceptable spec-
tra for the similarity spectra and valid data from the finger-
print approach yielded 84 spectra (3.2%), which were used for
the comparison hereafter. Median±68th percentiles of ρsky for
the similarity spectra and fingerprint approach were respec-
tively: 0.0345±0.003 and 0.0384±0.015. The average UPD was
26% and no significant correlation between UPD and φv was
found. However, selecting only data from the period with sta-
ble φv (i.e. 9:35 to 10:30, N = 33, or 1.3% of 2607), reduced the
average UPD to 20%.
13060- 3
J. Europ. Opt. Soc. Rap. Public. 8, 13060 (2013) V. Martinez-Vicente, et al.
The discrepancy in ρsky translated into spectral Rrs. Average
UPD was higher for the blue bands than for green: 45.3% at
412 nm and 18.5% at 555 nm. The mean spectral UPD for the
most common bands in that interval (i.e. 412, 442, 488 and
555) was 27.9%. A similar comparison between other methods
for processing above water radiometry [22] produced much
lower mean UPD values for clear sky days (e.g. average spec-
tral UPD was 1.2%). The fingerprint approach would benefit
from inclusion of spectral radiance in the 320–400 nm domain
since there are some major gas absorption features there. This
may also explain to some extent why blue bands show larger
discrepancies. Further testing of this hypothesis is needed by
extending the HyperSAS spectral range to wavelengths below
the current 350 nm limit.
Overall agreement between in-situ (not-normalised) Rrs and
satellite Rrs can be observed (Figure 3), with VIIRS data being
closer to in-situ observations than MODIS for the whole tran-
sect. There is an increase in Rrs near to the coast in the in-situ
data and VIIRS, but not valid data in the MODIS 500 m image.
This highlights the potential for the use of coupled satellites-
near shore in-situ data to improve the correction of the adja-
cency effect in coastal waters.
Figure 3 
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FIG. 3 Comparison of in-situ Hypersas with satellite data. In-situ data at 555 nm were
processed with similarity and fingerprint methods. Blue area highlights the difference
between the two processing methods, as a measure of the uncertainty on the in-situ
data. Green solid line are satellite data: a) VIIRS 551 band (750 m spatial resolution). b)
MODIS-A 555 band (500 m and 1 km resolution). Arrows mark the approximate distance
to the shore in the grey scale area (darker grey is nearer to shore, i.e. ∼50.35◦N)
4 CONCLUSIONS AND OUTLOOK
We have presented initial results from a sampling designed to
collect in-situ above water reflectance data to initiate the cre-
ation of a dataset suitable to evaluate adjacency effect models
in coastal waters. In order to gain confidence in this dataset,
we have explored two sources of uncertainty: viewing az-
imuth sampling and data processing.
This study has concluded that maintaining constant viewing
angles reduced the differences between two processing meth-
ods to 20%. Correct and constant viewing angles also pro-
vided, qualitatively, better agreement with concurrent MODIS
and VIIIRS (experimental) full resolution satellite data. In the
case of un-supervised sampling, this argument supports the
use of automatic azimuth adjusting platforms such as the R-
Flex system [24]. Concerning the data processing, two recent
methods have been used in this study giving a large discrep-
ancy. Sources of this discrepancy could be the differences in
spectral range between the instruments used in our study and
those originally used in the development of the fingerprint ap-
proach. This hypothesis needs to be tested in the future. Be-
cause the Plymouth coastal area has a low sediment load, the
present comparison of methods could also be extended to in-
clude additional methods for the air-sea interface correction in
use for clear waters [25] and other recent processing methods
for coastal waters [26].
The viewing geometry of above water sensors and the pro-
cessing methods used are just two of the sources of uncer-
tainty in the correction for air-sea interface reflection. Other
sources of error need to be further investigated (i.e. wave
slope statistics, integration time, sky radiance distribution, in-
strument deployment from a moving platform) [15, 16]. A
more complete uncertainty analysis is therefore required as
well as cross comparisons with similar measurements in the
area by other teams [17].
Through a better characterisation of the uncertainties, we ex-
pect to provide robust and useful datasets for the study of the
adjacency effect on Earth observation images of coastal areas.
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