Essential proteins are important for the survival and reproduction of organisms. Many computational methods have been proposed to identify essential proteins, due to the production of vast amounts of protein-protein interaction (PPI) data. It has been demonstrated that PPI networks have graphtheoretic characteristics as so-called small-world and scale-free. The traditional metrics cannot really reflect the relationship between proteins when identifying essential proteins from PPI networks. In this paper, we construct a diffusion distance network (DSN) by combining PPI topology characteristics with orthologous proteins and sub-cellular localization information of proteins. Taking the modularity feature of essential proteins into account, we proposed a new essential proteins prediction method based on DSN. We employed our DSN method and ten other state-of-the-art methods to predict essential proteins. The precision-recall curve, jackknife methodology and so on are used to test the performance of these methods. Experimental results show that our method outperform ten other competitive methods. The row data and the software are freely available at: https://github.com/husaiccsu/DSN. INDEX TERMS Essential proteins, diffusion distance, protein-protein interaction.
I. INTRODUCTION
The essential protein is not only an essential component to maintain the life activities of organisms, but also an indispensable link to predict the target of drugs [1] . The absence of essential proteins will cause irreversible damage to cells of organisms. Therefore, accurate identification of essential proteins is of great significance for medicine and related disciplines. At the same time, if essential proteins in harmful cells can be accurately labeled as drug targets [2] , it will also have good reference value for practical applications such as disease analysis [3] and gene knockout.
Traditionally experimental methods for essential proteins discovery are time-consuming and inefficient. Rapid development of high-throughput technology has produced huge amounts of PPI data, which offer a new alternative for The associate editor coordinating the review of this manuscript and approving it for publication was Bin Liu . essential proteins prediction. Now days, many PPI networkbased essential prediction methods have sprung up, including Degree Centrality (DC) [4] , Information Centrality (IC) [5] , Subgraph Centrality (SC) [6] , Betweenness Centrality (BC) [7] , Closeness Centrality (CC) [8] , Neighbor Centrality (NC) [9] , etc. Unfortunately, these methods have not produced satisfactory prediction results.
As the basis of these methods, the PPI network obtained by high-throughput technology is incomplete. To overcome this issue, researchers try to improve the quality of PPI networks by introducing multi-source biological data. Li et al. [10] proposed a new method called PeC to identify essential proteins by combining PPI network topology characteristics with gene expression data. Zhang et al. designed an essential discovery method, named CoEWC [11] based on the integration of the topological properties of PPI network and gene expression profile. Considering the conservative properties of essential proteins, Peng et al. presented an iteration method for the discovery of essential proteins, named ION [12] , in which orthology and PPI networks are integrated. In previous study, we proposed a prediction method POEM [13] that can measure the essentiality of proteins, by detecting overlapping essential modules based on PPI networks and gene expression data. Lei et al. designed a method called AFSO_EP [14] for essential proteins prediction based on artificial fish-swarm algorithm. In this method, the network topology, gene expression, gene ontology (GO) annotation and sub-cellular localization information are utilized. In the newly proposed TEGS [15] method, gene expression profile, GO annotation information and protein subcellular localization information are combined with PPI network topology for essential proteins prediction. Zhang et al. [16] first set up a series of dynamic networks by integrating PPI networks and gene expression profiles, and then proposed a method call FDP to detect essential proteins. Chen et al. constructed a heterogeneous protein-domain network by integrating PPI networks and protein domain information and put forward a new essential proteins detection method on this basis, named NPRI [17] . Zeng et al. [18] proposed a deep learning model for essential proteins prediction by integrating multiple types of biological data, such as subcellular localization information, gene expression data and so on. iFeature [19] , iLearn [20] , BioSeq-Analysis [21] and BioSeq-Analysis2.0 [22] provide us a platform to extract features from DNA, RNA and protein sequence for essential proteins prediction. Li and Liu [23] and Liu et al. [24] proposed a new computational predictor called MotifCNN and DeepSVM-fold, respectively. In spite of the advances in these methods, the scheme of multi-source data fusion still needs to be optimized.
The performance of computational methods relies not only on the quality of protein interaction data, but also on the topology of PPI networks. Almost all network-based essential proteins prediction methods rely entirely or at least partially on the shortest path distance metric. It is well known that the small-world and scale-free features are common to many complex networks [25] , including PPI networks. Our statistic analysis shown in Figure 1 reveals an interesting discovery that the average path length of PPI networks is relatively small. The histogram in Figure 1 indicates that nearly 92% of the protein pairs have the shortest distance distribution in the interval [3, 5] . Meanwhile, the diameter of overall PPI network is quite small as well.
Another significant discovery on the PPI networks is the observation that most proteins have very few neighbors and yet a few proteins have many interacting neighbors. The statistics for yeast PPI networks show that over 38% of proteins only have one or two neighbors, while a small percentage of proteins have more than 200 neighbors. Thus, traditional distance measures, such as Euclidean distance and shortest path distance, failed to capture important knowledge encoded in the PPI networks.
In order to reduce the negative impact of incomplete protein interaction data and inherent PPI network topology characteristics on the essential proteins prediction, we introduced the diffusion distance [26] of combining multi-source biological data and proposed a novel essential proteins prediction method, named DSN. To evaluate the performance of our method, we carry out the DSN and ten other comparison essential proteins discovery methods on the yeast PPI network, such as DC [4] , IC [5] , SC [6] , BC [7] , CC [8] , NC [9] , PeC [10] , CoEWC [11] , ION [12] and POEM [13] .
Experimental results indicate that our DSN method outperform ten other state-of-the-art methods for essential proteins prediction.
II. METHODS
In this section, we will introduce some of the basic ideas of this method and then describe in detail the essential proteins discovery method DSN we proposed. In this work, we focus on the small-world and scale-free characteristics, as well as incompleteness of PPI networks. Our DSN method is divided into three stages. Firstly, we construct a diffusion distance network by integrating PPI networks and multiple biological data, such as orthologous proteins and sub-cellular localization information of proteins. And then, we detect essential biological modules from the diffusion distance network. Finally, we score and rank proteins in descending order based on these essential biological modules. Figure 2 illustrates the workflow of the proposed DSN method.
A. CONSTRUCTION OF THE DIFFUSION DISTANCE NETWORK
As the basis of this paper, the construction of diffusion distance network consists of three steps:
(1) Establish the weighted adjacency matrix M through the analysis of network topology.
(2) Initialize the distance vector ID according to the information on orthologous proteins and sub-cellular localization.
(3) Form the adjacency matrix MD corresponding to the DSN by calculating the diffusion distance between all pair of proteins.
Algorithm 1 shows the detail of construction of the diffusion distance network. 
Algorithm 1 Diffusion distance network construction
Input: PPI network G = (V , E); Information on orthologous proteins and sub-cellular localization Output:MD: the adjacency matrix MD corresponding to the DSN;
Initialize with Dis 0 i = [m(i,1), m(i,2), . . . , m(i, n)], let t=0; //m(i, j) denote the i-th row and j-th column element of the adjacency matrix M constructed in step 1.
8.
Compute Dis t+1 i by Equation (5), let t = t+1 9.
Repeat step 8 until ||Dis t+1
Step 1: The algorithm computes the weight of each edge in the PPI network G = (V , E) according to equation (1) at line 1.
where, N i and N j are expressed as the list of direct neighbors of protein i and protein j, respectively. N i ∩ N j is the set of their common neighbors.
Step 2: The scores of all sub-cellular location components are generated by the equation (2) at line 2. For each protein in the PPI network, we compute its sub-cellular location score and homologous score according to equation (3) and equation (4) at line3-4. The initial distance vector ID is got at line 5.
where, |p j | represents the number of proteins associated with the j-th sub-cellular location component, m is the number of overall sub-cellular location component related to all proteins.
where, S(p i ) is the set of all sub-cellular location components associated with the protein p i , p i ∈ V (i = 1, . . . , n).
In the above equation, N (p i ) denotes the number of times that protein p i has orthologs in reference organisms, where
Step3: For each protein, we calculate the diffusion distance to other proteins iteratively according to Equation (5) . After all proteins have been visited, we obtain the adjacency matrix MD corresponding to the DSN expressed by Equation (6).
where, M and ID is the adjacency matrix and initial distance vector established in step 1 and step 2, respectively.
In Equation (6), Dis i = [Dis i1 , Dis i2 , . . . , Dis in ] is the final diffusion distance vector between i-th protein with other proteins when the iteration reaches a steady state.
B. DETECTION OF ESSENTIAL BIOLOGICAL MODULES
Research shows that the essentiality of proteins depends not only on their own properties, but also on the molecular modules in which they involved [27] . Song et al. confirmed that essentiality of proteins appears to be a modular property of functional modules and not more broadly of biological processes [28] . Inspired by these studies, we try to detect essential biological modules [29] from diffusion distance networks for essential proteins discovery. The so-called essential biological module consists of a set of highly connected proteins with shared biological functions. A sub-network representing an essential biological module should have two characters: it should contain many reliable interactions between its members, and it should be well-separated from the rest of the network [30] .
In our essential biological modules detection algorithm, every protein has the probability of being drawn as a seed to form an essential biological module. The algorithm consists of three steps as shown in Algorithm 2.
Step 1: Initialize the candidate modules set CM with the node v at line 2, and then put all neighbors of v into the queue Q at line 3.
Step 2: The set NS consists of neighbors of proteins in the queue Q at line 4. For each element q in Q, we try to insert it into CM at line 7 and compute the cohesiveness score of CM according to equation (7) . If the f (CM) is less than a given threshold T f , q will be removed from the set CM at line [8] [9] . After this processing, the candidate module set CM with three or more proteins will be saved in the final essential biological modules set EM at line 11-12.
where, DS in (CM) is the sum of diffusion distance of edges contained entirely by a group of proteins in the candidate modules set CM, and DS out (CM) denote the sum of diffusion distance of edges that connect the group with the rest of the network, i.e. the set NS. The cohesiveness score provide us an efficient way to assess whether a sub-graph can be represented as an essential biological module. A candidate module CM with many reliable edges has a high DS in (CM). A low DS out (CM) means that the candidate module CM is well-separated from the rest of the network. In this paper, the value of T f is set to 0.5 [30] .
Step 3: Essential biological modules with highly overlapping to others are discarded at line [13] [14] [15] [16] [17] [18] . In this work, we deal with pairs of essential biological modules with an overlapping score OS larger than 0.8 [31] , where the overlap score of two modules MA and MB is defined as follows:
The last stage of our method is scoring and ranking proteins based on detected essential biological modules. For a given protein v, its ranking score R_Score(v) is defined as the sum of cohesiveness score of all essential biological modules in which it participates. Generally, R_Score(v) can be calculated by the following formula:
In the above equation, m is the number of detected essential biological modules. If a protein v is not involved in any essential biological module, its ranking score is set to zero. Finally, ranking score of proteins are normalized and calculated as
Algorithm 2 Essential Biological Modules Detection
Input: the adjacency matrix MD of the DSN; Output:EM: the set of essential biological modules; 
III. RESULTS AND DISCUSSION

A. EXPERIMENTAL DATA
To test the performance of our proposed DNS method, we implement DSN and ten other state-of-the-art essential proteins prediction methods, including DC [4] , IC [5] , SC [6] , BC [7] , CC [8] , NC [9] , Pec [10] , CoEWC [11] , POEM [13] and ION [12] on two yeast PPI networks: DIP data [32] and Krogan data [33] . The former six comparative methods discover essential proteins based on topological characteristics of PPI networks, and the remaining four methods predict essential proteins by integrating PPI networks and multiple biological data. As prior knowledge of some reported essential proteins is required for the supervised machine learning method [18] , the method is not included in the representative set.
The DIP PPI network consists of 5023 proteins and 22570 interactions among the proteins, and the Krogan PPI network consists of 3672 proteins and 14317 interactions. Self-interactions and repeated interactions in these two networks are filtered out. We will represent the results on DIP dataset in detail and the results on Krogan dataset briefly.
The sub-cellular localization information of proteins used to establish the initial distance vector is collected from COMPARTMENTS database [34] . To avoid specificity, we only retain 11 categories of sub-cellular localization: Endoplasmic, Cytoskeleton, Golgi, Cytosol, Vacuole, Mitochondrion, Endosome, Plasma, Nucleus, Peroxisome and Extracellular [35] . The homologous information also used to establish the initial distance vector, which comes from the InParanoid database (Version 7) [36] . The database is a set of pair wise comparisons between 100 whole genomes (99 eukaryotes and 1 prokaryote).
To evaluate the essential proteins predicted by our method, a benchmark set is adopted from the following four databases: MIPS [37] , SGD [38] , DEG [39] , and SGDP [40] . Among all 5093 proteins in the DIP dataset, 1167 proteins are essential and the rest of proteins are non-essential. There are 929 true essential proteins among 3672 proteins in the Krogan dataset. For comprehensive comparisons, we employ several evaluation measures, including jackknife methodology, precisionrecall curves, the difference analysis, and so on.
B. EFFECTS OF PARAMETERS α
In the proposed DSN method, we introduce a user-defined parameter α in Equation (5) . The parameter α is the probability of restart, and 1-α represents the probability of moving to the adjacent node in the constructed diffusion distance network. In order to evaluate the effect of this parameter on the prediction performance of DSN using DIP and Krogan dataset, we set different values of α, ranging from 0 to 1. Table 1 shows the results using DIP dataset, while Table 2 illustrates the results using Krogan dataset.
Here, we select the Top100 to Top600 proteins identified by DSN. The accuracy is evaluated based on the percentage of true essential proteins in candidates. From Table 1 we can see that DSN obtains the best prediction accuracy when α is set to 0.3. So, we believe that the optimum α for DIP dataset is 0.3. As for the Krogan dataset, the best value of α is also 0.3.
C. COMPARISON WITH TEN COMPETITIVE METHODS
To investigate the benefits and advantages of diffusion distance to our method, we compare the number of essential proteins predicted by our DSN method and ten other competing methods. We rank the proteins in descending order according to the scores assigned by each method. And then, Top 100, 200, 300, 400, 500 and 600 of the ranked proteins are picked out as candidate essential proteins to match the benchmark essential proteins set. Figure 3 illustrates the number of true essential proteins discovered by DSN and that by ten other methods DC, IC, SC, BC, CC, NC, Pec, CoEWC, POEM and ION from the DIP dataset. From Figure 3 we can see that DSN performs significantly better than all the ten other comparative methods for identifying essential proteins.
Especially, the prediction accuracy of our DSN method has an absolute advantage in predicting the Top 100 and Top 200 proteins. With Top 100 of proteins selected, DSN raises the prediction precision by more than 67% compared with six network-based methods: DC, IC, SC, BC, CC and NC. Even compared with four other multi-source data fusion methods, the accuracy increase of DSN is more than 13%. By selecting Top 200 of proteins, the accuracy of our method in discovering essential proteins is still close to 90%, which is higher than that of ten other methods in predicting Top 100 of proteins. In the six network-based methods, NC obtains the highest prediction precision for discovering essential proteins from the DIP dataset. 
D. VALIDATED BY PRECISION-RECALL CURVES
In this section, we employ precision-recall (PR) curves to evaluate the overall performance of the proposed DSN methods, as well as ten other methods. PR curves of DSN and ten other competitive methods are illustrated in Figure 4 .
Firstly, proteins in the PPI network are ranked in descending order according to the scores calculated by each method. Then, the top K proteins are picked out and put into the positive data set (candidate essential proteins), while the remaining proteins in the PPI network are stored in the negative data set (candidate non-essential proteins). The cutoff values for K change from 1 to 5093. Different K values are selected to calculate their precision and recall. Finally, the PR curve is drawn according to the precision and recall value of K changing in the interval [1, 5093] . Figure 4 (a) shows the PR curve of DSN and six network-based essential prediction methods: DC, IC, BC, CC, SC and NC. Figure 4 (b) shows the PR curve of DSN, as well as four methods of PeC, CoEWC, POEM, and ION. Figure 4 denotes that the PR curve of DSN is significantly above all competing prediction methods.
E. E VERIFIED BY JACKKNIFE METHODOLOGY
In this section, we further compare DSN with other competing methods (DC, BC, CC, SC, IC, NC, PeC, CoEWC, POEM and ION) by using the jackknife methodology [41] .
The area under the folding curve of each method is used to evaluate its prediction performance. In addition, the 10 random assortments are also plotted for comparison. Figure 5 (a) shows the comparison between DSN and three topologicalbased methods (DC, IC and SC). Figure 5 (b) represents the comparison results of DSN and three central methods: BC, CC, and NC. The above two figures denote that DSN has consistently excelled the six network-based essential prediction methods. Figure 5 (c) illustrates the comparison between DSN and the other four methods which integrating PPI network topology and multiple biological data. Our DSN outperform PeC, CoEWC and POEM, and get comparable performance with ION. Moreover, DSN and these ten existing state-of-the-art methods also have better prediction performance than random sorting.
F. ANALYSIS OF THE DIFFERENCE BETWEEN DSN AND OTHER METHODS
To further investigate why and how DSN archives better performance than that of other state-of-the-art essential proteins prediction methods, we compare identified proteins ranked in top 200 by each method. We analyze the overlapping and different proteins identified by these methods, which is shown in Table 3 . The second column (|DSN∩Mi|) of Table 3 is the number of proteins discovered by both DSN and one of the ten other centrality measures. {Mi-DSN} denotes the set of different proteins identified by Mi but ignored by our DSN method. |Mi-DSN| represents the number of proteins in the set of {Mi-DSN}. The results shown in Table 3 reveal huge differences between our method and other comparison method.
As shown in Table 3 , among the top 200 proteins, the proportion of common proteins identified by DSN and DC, IC, SC, BC, CC, NC is less than 22%. The overlapping ratio of detected proteins between DSN and three gene expression profile integrated methods (Pec, CoEWC, and POEM) is still less than 38%. As the best performance in all competitive methods, the proportion of common proteins predicted by ION and DSN is only 64%. These results show that DSN is a special method compared with the other methods. The fourth column in Table 3 represents the number of non-essential proteins in {Mi − DSN}. The last column is denotes the percentage of non-essential proteins in {Mi −DSN} with low DSN value (less than 0.2). Further analysis of these nonessential proteins discovered by other methods shows that more than 80% of non-essential proteins are lowly scored by DSN for six network-based methods (DC, IC, SC, BC, CC and NC), while PeC, CoEWC, POEM and ION discover that 74% of non-essential proteins also have low DSN scores. For further investigation, we also observe the percentages of different essential proteins in the set of {Mi-DSN} and {DSN-Mi}. As illustrated in Figure 6 , the percentage of different essential proteins detected by DSN is obviously better than that of other competitive methods. Take CC and ION as two extreme examples. The former has the largest different number of proteins from DSN, and the latter has the smallest difference from DSN. DSN discovered 182 different proteins in all of the top 200 proteins compared to CC, of which 89.01% are essential, while only 34.07% of the proteins discovered by CC are essential. Compared with ION, DSN detected 72 different proteins in all the first 200 proteins, of which 88.89% are essential, while only 48.61% of the proteins detected by ION are essential. Experimental results demonstrate that DSN can not only discover more essential proteins ignored by ten other competitive methods but also exclude a lot of non-essential proteins which can't be ignored by these methods.
G. PREDICTION PERFORMANCE OF DSN BASED ON KROGAN DATASET
To further test the performance of the proposed method, we also perform the discovery of essential proteins using Krogan dataset. Figure 7 and Figure 8 illustrates the jackknife curves and PR curves of each method, respectively. All of these experimental results indicate that DSN has archived better performance in identifying essential proteins than ten other competitive methods on Krogan dataset. Specially, as selecting top 100 ranked proteins, DSN obtains 78.43%, 82.00%, 121.95%, 106.82%, 102.22%, 37.88%, 22.97%, 28.17%, 28.17% and 22.97% improvement than DC, IC, CC, BC, SC, NC, PeC, CoEWC, POEM and ION, respectively.
IV. CONCLUSION
Identification of essential proteins is of great significance for understanding cell life and predicting drug targets. Inspired by the small-world and scale-free features of PPI networks, we applied the diffusion distance instead of the ordinary Euclidean distance or shortest-path distance in PPI networks. For essential proteins prediction, we construct a diffusion distance network by combining PPI networks with multiple biological data and design a new essential proteins identification method, named DSN. Experimental results on two PPI networks show that DSN significantly outperforms other competing methods for essential proteins prediction. We believe that the proposed model can provide more insights for future study in PPI networks. 
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