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We deﬁne parameterized-Euler-constant function z → γα(z) :=∑∞
n=1 zn−1( αn − log n+αn ) with parameter α > −1, deﬁned on the
closed unit disk. The function γα(z) is an extension of the function
z → γ (z) := γ1(z) studied recently and having the property that
γ1(1) = C , C being the Euler–Mascheroni constant. Integrals for
γα(z) provide its analytic continuation to C \ [1,+∞).
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we introduce and study the power series γα(z) with parameter α > −1, deﬁned by
γα(z) =
∞∑
n=1
zn−1
(
α
n
− log n + α
n
)
=
1∫
0
1− xα + α log x
(1− xz) log x dx (1.1)
where the series converges when |z| 1, and the integral gives the analytic continuation for z ∈ C \
[1,+∞). The function γα(z) generalizes the generalized-Euler-constant function γ (z) := γ1(z) (see [9]),
which is a generalization of both Euler’s constant C = γ (1) and the alternating Euler constant C˜ =
log 4π = γ (−1). Recently, the function γ (z) was estimated numerically for z ∈ [−1,1] in [6].
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different from γ (z):
γ ∗α =
∞∑
k=2
(−1)k ζ(k)
k
αk, (1.2)
where the series converges when α ∈ (−1,1].
In Section 2, we generalize C to γ ∗α via the ﬁrst Euler’s zeta-function series for C . In Section 3, we
introduce the parameterized-Euler-constant function γα(z), which generalizes both γ ∗α = γα(1) and
γ (z) = γ1(z).
2. Zeta-function series and generalization
Euler gave two zeta-function series for his constant C
C =
∞∑
k=2
(−1)k ζ(k)
k
= 1−
∞∑
k=2
ζ(k) − 1
k
. (2.1)
We consider a natural generalization of the ﬁrst one:
γ ∗α : =
∞∑
k=2
(−1)k ζ(k)
k
αk, (2.2)
which converges for α ∈ (−1,1]. Particularly, γα converges to the limit of series
∞∑
n=1
(
α
n
− log n + α
n
)
. (2.3)
However, because (2.3) converges for all α > −1, we can extend the deﬁnition of γ ∗α :
Deﬁnition 2.1. For any α > −1, the parameterized-Euler-constant γ ∗α is deﬁned by:
γ ∗α =
∞∑
n=1
(
α
n
− log n + α
n
)
. (2.4)
Example 1. For α > −1,
γ ∗α+1 − γ ∗α =
∞∑
n=1
(
1
n
− log n + 1+ α
n + α
)
= C + log(1+ α),
take α = − 12 , then
γ ∗1 − γ ∗− 1 = C − log2.2 2
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γ ∗1
m
− γ ∗1
m−1
= C − logm, γ ∗m =mC + log(m!).
Example 2. For 0< α < 1, we have
γ ∗α + γ ∗−α = −
∞∑
n=1
log
n2 − α2
n2
.
Consequently, taking α = 12 and α = 14 , we obtain
γ ∗1
2
+ γ ∗− 12 = log
π
2
, γ ∗1
4
+ γ ∗− 14 = log
π√
8
.
Example 3. By calculations above, we have
2γ ∗1
2
= C − C˜ , (2.5)
the difference of Euler’s constant and the alternating Euler constant.
Example 4. The Weierstrass product for the gamma function is [2]
Γ (z) = e
−Cz
z
∞∏
n=1
ez/n
1+ zn
for z ∈C \ {0,−1,−2, . . .}. It follows that for j = 1, . . . ,q,
logΓ
(
j
q
)
− logΓ
(
j + 1
q
)
= C
q
+ log j + 1
j
+
∞∑
n=1
(
− 1
qn
+ log qn + j + 1
qn + j
)
.
Then taking j = q, we have
γ ∗1
q
= C
q
+ logΓ
(
q + 1
q
)
= C
q
− logq + logΓ
(
1
q
)
, (2.6)
taking q = 2, (2.6) conﬁrms that
γ ∗1
2
= C
2
− log2+ log√π = 1
2
(C − C˜).
Suppose that ζ(s,w) is the generalized zeta-function, the analytic continuation of the series
ζ(s,w) =
∞∑
n=0
1
(n + w)s , (2.7)
which converges if (s) > 1 and w ∈C \ {0,−1,−2, . . .}.
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γ ∗α =
∞∑
n=1
(
α
n
− α
n + α
)
−
∞∑
k=2
αk
k
ζ(k,α + 1). (2.8)
For α = 1 we obtain the second Euler’s formula for Euler–Mascheroni constant C .
Proof. For any positive integer n, we have
log
n + α
n
= − log
(
1− α
n + α
)
=
∞∑
k=1
αk
k(n + α)k .
The series
∞∑
n=1
(
α
n
− α
n + α
)
is convergent, and the double series
∞∑
n=1
∞∑
k=2
αk
k(n + α)k
converges absolutely. Hence the theorem follows. 
3. The parameterized-Euler-constant function γα(z)
Deﬁnition 3.1. The parameterized-Euler-constant function γα(z) is deﬁned when |z| 1 by the power
series
γα(z) =
∞∑
n=1
zn−1
(
α
n
− log n + α
n
)
(3.1)
for α > −1.
The function γα(z) generalizes the generalized-Euler-constant function γ (z):
γ (z) =
∞∑
n=1
zn−1
(
1
n
− log n + 1
n
)
(3.2)
which is deﬁned by J. Sondow and P. Hadjicostas in [9].
Example 5. For any α > −1, Deﬁnition 3.1 gives γα(0) = α − log(1 + α). For positive integer j, we
have
γ2 j−1(−1) = log 4
j
π
+ log
( j∏ 2k − 2
2k − 1
)
, (3.3)k=2
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γ j
(
1
2
)
= 2 j log2− 2(2 j − 1) logσ + 2 j∑
m=1
2 j−m logm, (3.4)
where
σ =
√
1
√
2
√
3 · · · = 1.66168794 . . .
is one of Somos’ quadratic recurrence constants [8,10,4,7].
Example 6. For 0< α < 1,
γα(−1) + γ−α(−1) = −
∞∑
n=1
(−1)n−1 log n
2 − α2
n2
,
take α = 12 , then
γ 1
2
(−1) + γ− 12 (−1) = log
4
π
= γ (−1).
If z ∈C and z 	= 0, deﬁne
log z = ln |z| + i Arg z (Arg z ∈ (−π,π ]).
Theorem 3.2. If |z| 1 and if Lik(z) denotes the polylogarithm [3,1] deﬁned for k = 2,3, . . . by the convergent
series
Lik(z) =
∞∑
n=1
zn
nk
,
then for −1< α  1,
zγα(z) =
∞∑
k=2
(−1)k Lik(z)
k
αk. (3.5)
If in addition z 	= 1 and if Φ denotes the Lerch transcendent, the analytic continuation of the series
Φ(z,k,α) =
∞∑
n=0
zn
(n + α)k ,
then for α > 0,
zγα(z) = −α log(1− z) − z ·
∞∑
k=1
Φ(z,k,1+ α)
k
αk. (3.6)
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zγα(z) = z
∞∑
n=1
∞∑
k=2
zn−1(−1)k α
k
knk
=
∞∑
k=2
(−1)k Lik(z)
k
αk.
When α > 0 and −1 z < 1, we have
z
∞∑
n=1
α
n
zn−1 = −α log(1− z),
z
∞∑
n=1
zn−1 log n + α
n
=
∞∑
n=1
∞∑
k=1
znαk
k(n + α)k
= z ·
∞∑
k=1
Φ(z,k,1+ α)
k
αk,
hence Eq. (3.6) holds. 
Theorem 3.3. For any nonzero parameter α > −1, the function γα(z) is continuous on the closed disk
D = {z ∈C: |z| 1},
and holomorphic on the interior of D. However, the left-hand derivative at z = 1 does not exist;more precisely,
lim
t∈R,t→1−
γα(t) − γα(1)
t − 1 = +∞. (3.7)
Referring to [5] and using ε = 12 , together with the inequality ex > 1 + x (x 	= 0), we obtain the
following lemma.
Lemma 3.4. For τ > 0 and 0< δ  12 the following estimates hold:
(1− δ)τ > exp(−δτ (1+ δ))> exp(−2δτ ) > 1− 2δτ .
Further, we can use also two lemmas below.
Lemma 3.5. The inequality x− ln(1+ x) x23 holds for |x| 12 .
Lemma 3.6. For positive integer N > 1 the harmonic numbers HN :=∑Nk=1 1k can be estimated as
lnN + 1
N
< HN < lnN + 1.
Proof. For α > −1 and t ∈ (0,1), we have
γα(t) − γα(1)
t − 1 =
α
2
− ln
(
1+ α
2
)
+
∞∑
ϕn(t) f
(
α
n
)
n=3
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ϕn(t) := t
n−1 − 1
t − 1 = (n − 1)ξ
n−2
t ,
t < ξt < 1, f (x) := x− ln x.
Hence, for n 3, t ∈ [ 12 ,1), and δt := 1− ξt ∈ (0, 12 ], considering Lemma 3.1, we estimate
ϕn(t) = (n − 1)
(
1− 2δt(n − 2)
)
.
Moreover, for any integer N max{1, |α|}, for every integer n such that 2N  n  N2, and for every
t ∈ [1− 1
4N2
,1) ⊂ [ 12 ,1), we have δt := 1 − ξt  14N2 , i.e. 2δt(n − 2) < 2 · 14N2 · n 12 . Consequently, by
Lemma 3.2, we get
ϕn(t) (n − 1) · 1
2
, f
(
α
n
)
 α
2
3n2
.
Thus, we obtain
γα(t) − γα(1)
t − 1 > f
(
α
2
)
+
∑
2NnN2
ϕn(t) f
(
α
n
)
> f
(
α
2
)
+
∑
2NnN2
n − 1
2
· α
2
3n2
> f
(
α
2
)
+ α
2
12
∑
2NnN2
1
n
> f
(
α
2
)
+ α
2
12
(HN2 − H2N) → ∞
as N → ∞. 
Theorem 3.7. If |z| < 1, then
z
(
γα+1(z) − γα(z)
)= − log(1− z) + log(1+ α) − (1− z) ∞∑
n=1
zn−1 log(n + α), (3.8)
and for positive integer j and 0< |z| < 1,
zγ j(z) = − j log(1− z) +
j∑
m=1
zm− j logm − (z− j − 1) ∞∑
n=1
zn logn. (3.9)
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z
(
γα+1(z) − γα(z)
)= ∞∑
n=1
zn
(
1
n
− log n + 1+ α
n + α
)
=
∞∑
n=1
zn
1
n
−
∞∑
n=1
zn log(n + 1+ α) +
∞∑
n=1
zn log(n + α)
= − log(1− z) + log(1+ α) − (1− z)
∞∑
n=1
zn−1 log(n + α).
Hence, the second assertion holds since all of the three series are convergent for any |z| < 1.
When 0< |z| < 1 and α = j, similarly to above, we have
zγ j(z) =
∞∑
n=1
zn
j
n
−
∞∑
n=1
zn log(n + j) +
∞∑
n=1
zn logn
= j log(1− z) +
j∑
m=1
zm− j logm − z− j
∞∑
n=1
zn logn +
∞∑
n=1
zn logn.
Thus (3.9) follows. 
Theorem 3.8. For t > 1 the generalized Somos’ recurrence sequence [9]
g0,t = 1, gn,t = ngtn−1,t
has the closed-form expression
gn,t =
(
t − 1
t
)n
σ t
n−1
t exp
(
1
t
γn
(
1
t
))
, (3.10)
where σt is the generalized Somos’ constant [9]
σt =
∞∏
n=1
n1/t
n
.
Proof. By Eq. (3.9), taking z = 1t , we have
1
t
γn
(
1
t
)
= −n log t − 1
t
+ log gn,t −
(
tn − 1) logσt,
so (3.10) holds. 
In [9], the generalized-Euler-constant function γ (z) is represented by the double integrals
γ (z) =
1∫
0
1∫
0
1− x
(1− xyz)(− log xy) dxdy.
We extend this to integrals for γα(z).
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γα(z) = α
1∫
0
1∫
0
1− xα
(1− xyz)(− log xy) dxdy =
1∫
0
1− xα + α log x
(1− xz) log x dx. (3.11)
The integrals converge for all z ∈ C \ (1,+∞), and provide the analytic continuation of the parameterized-
Euler-constant function γα(z) for z ∈C \ [1,+∞).
Proof. Make the change of variables x = u/v , y = v , then
α
1∫
0
1∫
0
1− xα
(1− xyz)(− log xy) dxdy = α
1∫
0
du
1∫
u
1− (u/v)α
(1− uz)(− logu)
1
v
dv
=
1∫
0
1− uα + α logu
(1− uz) logu du
=
1∫
0
1− xα + α log x
(1− xz) log x dx.
For 0< |z| < 1, we have
1∫
0
α log x
(1− xz) log x dx =
∞∑
n=1
α
n
zn−1,
and if −1< α < 1,
1∫
0
1− xα
(1− xz) log x dx = −
0∫
−∞
∞∑
k=1
∞∑
n=1
αktk−1ent zn−1
k! dt
= −
∞∑
n=1
zn−1 log n + α
n
,
if α > 0,
1∫
0
1− xα
(1− xz) log x dx =
0∫
−∞
∞∑
k=1
∞∑
n=1
(−α)ktk−1e(n+α)t zn−1
k! dt
= −
∞∑
n=1
zn−1 log n + α
n
,
so for 0< |z| < 1,
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1∫
0
1∫
0
1− xα
(1− xyz)(− log xy) dxdy =
∞∑
n=1
α
n
zn−1 −
∞∑
n=1
zn−1 log n + α
n
= γα(z).
It follows that γα(z) also equals the double integral when |z| = 1 	= z and z = 0 since both of them
are continuous on D \ {1}.
Finally, for z = 1, we have known that [9]
γ1(1) = γ (1) = C =
1∫
0
1− x+ log x
(1− x) log x dx.
Consider their derivatives associated to α:
∂
∂α
1∫
0
1− xα + α log x
(1− x) log x dx =
1∫
0
1− xα
1− x dx
=
1∫
0
∞∑
n=0
(
xn − xn+α)dx
=
∞∑
n=1
(
1
n
− 1
n + α
)
= ∂
∂α
γα(1),
so γα(z) also equals the double integral for z = 1. 
Theorem 3.10. For all α > −1 and z ∈ C \ [1,∞), using Lerch’s function Φ appearing in Theorem 3.2, we
have the following relations
z2
(
γα+1(z) − γα(z)
)= −z log(1− z) + z log(1+ α) + z(1− z) ∂
∂s
Φ(z, s,α + 1)
∣∣∣∣
s=0
(3.12)
and, for positive integer j,
z2γ j(z) = − jz log(1− z) + z log( j!) + z(1− z)
j∑
r=1
∂
∂s
Φ(z, s, r)
∣∣∣∣
s=0
. (3.13)
Proof. For any |z| < 1 and x ∈ [0,1], we have 11−xz =
∑∞
n=0(xz)n , so
z2
(
γα+1(z) − γα(z)
)= z2 1∫
0
1− xα+1 + (α + 1) log x
(1− xz) log x dx− z
2
1∫
0
1− xα + α log x
(1− xz) log x dx
= z2
1∫
xα(1− x) + log x
(1− xz) log x dx
0
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0∫
−∞
∞∑
n=1
∞∑
k=1
zn+1tk−1e(n+α)t/(k!)dt
= −z log(1− z) + z2 ∂
∂s
Φ(z, s,α + 2)
∣∣∣∣
s=0
− z2 ∂
∂s
Φ(z, s,α + 1)
∣∣∣∣
s=0
= −z log(1− z) + z log(1+ α) + z(1− z) ∂
∂s
Φ(z, s,α + 1)
∣∣∣∣
s=0
.
Thus (3.12) follows by analytic continuation.
Since γ0(z) ≡ 0, we have, for positive integer j,
z2γ j(z) =
j∑
r=1
z2
(
γr(z) − γr−1(z)
)
=
j∑
r=1
(
−z log(1− z) + z log r + z(1− z) ∂
∂s
Φ(z, s, r)
∣∣∣∣
s=0
)
= − jz log(1− z) + z log( j!) + z(1− z)
j∑
r=1
∂
∂s
Φ(z, s, r)
∣∣∣∣
s=0
. 
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