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Abstract
The beneficial properties of the Radon transform make it an useful intermediate representation
for the extraction of invariant features from pattern images for the purpose of indexing/matching.
This paper revisits the problem of Radon image utilization with a generic view on a popular Radon
transform-based transform and pattern descriptor, the R-transform and R-signature, bringing in
a class of transforms and descriptors spatially describing patterns at all directions and at different
levels, while maintaining the beneficial properties of the conventional R-transform and R-signature.
The domain of this class, which is delimited due to the existence of singularities and the effect
of sampling/quantization and additive noise, is examined. Moreover, the ability of the generic
R-transform to encode the dominant directions of pattern is also discussed, adding to the robustness
to additive noise of the generic R-signature. The stability of dominant direction encoding by the
generic R-transform and the superiority of the generic R-signature over existing invariant pattern
descriptors on grayscale and binary noisy datasets have been confirmed by experiments.
1 Introduction
Many descriptors have been proposed in literature for the extraction of patterns’ invariant features [1,2]
using techniques that allow invariance to rotation, scaling, translation (RST) or their combinations.
Translation and scaling invariance could be obtained by using the Fourier [3] and Mellin [4] transforms
respectively; rotation invariance by computing the harmonic expansion [5] or performing the discrete
Fourier transform on the circular coordinate of the pattern image in polar space [6], etc. However, the
task of combining several techniques to have all RST while guaranteeing the discriminatory power of the
invariant features is challenging and has attracted attention of many researchers. Most of the existing
methods do not allow invariance to all RST, they usually require normalizations for the unavailability of
any of RST. For example, methods based on the theory of moments [7] usually normalize input pattern
images regarding their centroid position and size: the pattern’s centroid is required to coincide with the
origin of the coordinate system and the longest distance between this centroid and a pattern’s point
is equal to one. These normalizations usually introduce errors, are sensitive to noise, and thus induce
inaccuracy in a later matching process.
Radon transform-based methods are different from the others in the sense that the Radon transform
of pattern images is used as an intermediate representation upon which invariant features are extracted
from for the purpose of indexing/matching. There are some reasons for the utilization of Radon
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transform. Firstly, it is a rich transform with one-to-many mapping, each pattern’s point lies on a set
of lines in the spatial pattern image and contributes a curve to the Radon image. Secondly, it is a
lossless transform, pattern images can even be reconstructed accurately by the inverse Radon transform.
Thirdly, it has low complexity, requiring O(N logN) operations for an input image of N pixels [8]. And
finally and more importantly, it has useful properties concerning RST transformations which have been
applied on a pattern image. By applying the Radon transform on an RST transformed pattern image,
the transformation parameters are encoded in the radial (for translation and scaling) and angular (for
rotation) coordinates of the obtained Radon image [9]. Current techniques thus usually exploit this
encoded information to define invariant features.
A pioneer work in this direction is the R-transform, which gives rise to the R-signature [10], obtained
by using an integral function and then the discrete Fourier transform for the radial and angular
coordinates of the Radon image respectively. Similarly, the Φ-signature [11] is computed by using an
integral function along the angular coordinate of the Radon image to get rotation invariance. Invariance
to translation and scaling is made possible by normalizations. The strength of these two approaches
is simplicity, however, the obtained signatures have low discriminatory power as there is a loss of
information in the compression process from the Radon image to 1D signatures. Moreover, the required
normalizations for the Φ-signature prevent it from being applied to noisy images.
There was an effort to apply the 2D Fourier–Mellin transform on the Radon image [12] to get
invariance to rotation and scaling. In this approach, Mellin transform and harmonic expansion are
applied on the radial and angular coordinates of the Radon image respectively. The main weakness
of this approach is the lack of translation invariance. This drawback has been overcome in [13] by
replacing the Mellin transform by the 1D Fourier–Mellin transform for the radial coordinate. Recently,
a set of spectral and structural features has also been extracted from the Radon image for pattern
description [14]. In this set, the “degree of uniformity” is essentially the R-transform and the “longest
line” is the information encoded in the generic R-signature described in this paper. However, and more
importantly, this set of features is not invariant to rotation and consequently, in the matching step,
these features need to be rotated to all possible rotating angles corresponding to potential pattern’s
orientations in order to compute patterns’ similarity. Long matching time may prevent the application
of this approach in real systems.
Another direction in using the Radon transform for pattern description is to extract pattern features
directly from the Radon image, similar to the way the Hough transform [15] is used. For example,
pattern primitives in edge form are detected from the Radon image and represented analytically in [16].
Moreover, their spatial relations can be made explicit [17] and this leads to a taxonomy of patterns
for their characterization [18]. This approach, however, is quite limited as it requires that the edge
primitives have analytical form. Generalizations of the Radon transform, called the trace and geometric
transforms, have also been proposed and used for image description [19,20] by using functionals other
than integral and by extending the functional domain from a line to a region delimited by a closed
contour. However, their application is restricted due to high computational complexity.
Among the Radon transform-based pattern descriptors, R-signature is the most popular due to
its simplicity and has been successfully applied to several applications (e.g., symbol recognition [21],
activity recognition [22, 23], and orientation estimation [24]). This paper provides a generic view on
the R-transform and the R-signature while maintaining their beneficial properties, leading to three
main theoretical contributions. The first is a better understanding of the discriminatory power of the
generic R-signature, which results from the exploitation of variation in the accumulation of the pattern
image along all the parallel lines, leading to an increase in performance. The second is a discussion
on the reasonable range of the generalization, which is limited due to the existence of singularities
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and the sensitivity to sampling/quantization and additive noise. The last is the ability of the generic
R-transform to represent dominant directions of patterns, even in the present of noise, resulting in the
superiority of the generic R-signature on noisy datasets over comparison methods. A preliminary study
of this generalization has been published in [25].
The remainder of this paper is organized as follows. Section 2 gives some background on the Radon
transform along with a brief review of the conventional R-transform and R-signature. Section 3 presents
the generalization of the R-transform and R-signature along with their geometric interpretation and
their properties. A discussion on the meaningful domain of these generic transform/signature is carried
out in Section 4. Theoretical arguments on their robustness to additive noise and their ability to encode
dominant directions of patterns are presented in Section 5. Experimental results are given in Section 6
and finally conclusions are drawn in Section 7.
2 Basic material
This section provides some basics of the Radon transform, its definition and its derived beneficial
properties. The inspiration for the proposal of the R-signature from these properties will also be
presented afterwards.
2.1 The Radon transform
Let f(x, y) ∈ R2 be a 2D function and L(θ, ρ) be a straight line in R2 represented by
L = {(x, y) ∈ R2 : x cos θ + y sin θ = ρ},
where θ is the angle L makes with the y axis and ρ is the distance from the origin to L. The Radon
transform [26] of f , denoted by Rf , is a functional defined on the space of lines L(θ, ρ) by the line
integral along each line:
Rf (L) = Rf (θ, ρ) =
∫
L





f(x, y) δ(ρ− x cos θ − y sin θ) dxdy. (1)




1 if x ∈ D
0 otherwise,
where D is the domain of the binary shape represented by f(x, y). In the illustration of the Radon
transform in Fig. 1, the shaded region represents the region D. The value of the line integral in Eq. (1)
is equal to the length of the intersection between the line L and the shaded region.
The Radon transform has some properties that are beneficial for invariant pattern recognition
problems as outlined below:
P1 linearity : The Radon transform is linear.
R(f+g)(θ, ρ) = Rf (θ, ρ) +Rg(θ, ρ).
P2 periodicity : The Radon transform of f(x, y) is periodic in the variable θ with period 2π.
Rf (θ, ρ) = Rf (θ + 2kπ, ρ), ∀k ∈ Z.
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Figure 1: Graphical illustration of the Radon transform of a function f(x, y). The Radon transform
is a mapping from the image space (x, y) to the parameter space (θ, ρ) and can be mathematically
represented by a line integral of f(x, y) along all the lines L parameterized by (θ, ρ) represented in the
image space (x, y).
P3 semi-symmetry : The Radon transform of f(x, y) is semi-symmetric.
Rf (θ, ρ) = Rf (θ ± π,−ρ).
P4 translation: A translation of f(x, y) by a vector ~u = (x0, y0) results in a shift in the variable ρ of
Rf (θ, ρ) by a distance d = x0 cos θ+ y0 sin θ that is equal to the length of the projection of ~u onto
the line x cos θ + y sin θ = ρ.
Rf (θ, ρ)→ Rf (θ, ρ− x0 cos θ − y0 sin θ).
P5 rotation: A rotation of f(x, y) by an angle θ0 implies a circular shift in the variable θ of Rf (θ, ρ)
by a distance θ0.
Rf (θ, ρ)→ Rf (θ + θ0, ρ).
P6 scaling : A scaling of f(x, y) by a factor α results in a scaling in the variable ρ and the amplitude





Thus, by applying the Radon transform on an RST transformed pattern image, the RST transfor-
mation parameters are encoded in the radial (for translation and scaling) and angular (for rotation)
coordinates of the obtained Radon image [9]. Current techniques usually exploit this encoded information
to define invariant descriptors. Fig. 2 illustrates the effect of RST transformations on the Radon image.
The top row contains two original pattern images I1, I2 (Figs. 2a, 2b) and the RST transformed versions
I3, I4, I5 (Figs. 2c–2e) of I2. The second row shows the Radon transform of these pattern images. It is
observed that the Radon transforms of I1 and I2 are totally different while there exists resemblance
among that of I2–I5 as the result of properties P4–P6 of the Radon transform: scaling (I2 → I3)
becomes a compression in constant-θ slices, rotation (I3 → I4) becomes a constant shift in the angular
direction, and translation (I4 → I5) becomes a sinusoidal shift in the radial direction.
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(a) Image I1 (b) Image I2 (c) Image I3 (d) Image I4 (e) Image I5
(f) RI1(θ, ρ) (g) RI2(θ, ρ) (h) RI3(θ, ρ) (i) RI4(θ, ρ) (j) RI5(θ, ρ)
(k) ∂
∂ρ
RI1(θ, ρ) (l) ∂∂ρRI2(θ, ρ) (m)
∂
∂ρ




Figure 2: Illustration of the properties of the Radon transform performed on pattern images and
the differentiation operator. The first row contains two original pattern images (a)–(b) and the RST
transformed versions (c)–(e) of the pattern image in (b). The second row shows the Radon transform of
these pattern images and the third row shows the partial derivative of these Radon images with respect
to the variable ρ. The intensity of these images has been rescaled to fit the display range.
2.2 The R-signature




R2f (θ, ρ) dρ. (2)
The integration computed along constant-θ slices of the Radon image in Eq. (2) makes Rf2(θ) invariant
to translation and scaling, except for a multiplicative factor 1
α3
resulting from the scaling factor α in
f(x, y), and periodic with period π. Furthermore, in order to have a representation totally invariant to
RST transformations, the authors of [10] have proposed to use the magnitude of the discrete Fourier









∣∣∣∣∣ , k = 0, . . . , N − 1, (3)
and the conventional R-signature of f(x, y) is originally defined as
[FRf2(1), FRf2(2), . . . , FRf2(N − 1)] .
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Figure 3: Eight images obtained by segmenting the distance transform of the shape image I2 in Fig. 2b
at 8 equi-distant levels. The R-transform has been computed on these images, Rfi2(θ) with i = 0→ 7,
in order to increase the discriminatory power for shape recognition/matching applications.
Other solutions for a totally invariant representation based on the R-transform could be obtained by








, n = 0, . . . , N − 1. (4)
or by canceling the phase by multiplying appropriate harmonic expansions as in [27]. It is not difficult
to prove that FRf2(ξ) and IFRf2(θ) are invariant to RST transformations. For the rest of this paper,
FRf2(ξ) will be used as the basic definition of the R-signature.
3 Generalization of the R-signature
The R-signature defined in Subsection 2.2, originally proposed for invariant shape representation, has
been extended in [10] by computing FRfi2(θ), where fi (i = 0→ 7) are derived from a shape image f by
segmenting its distance transform [28] at 8 equi-distant levels. This extension leads to an increase in the
discriminatory power of the R-signature because the derived shape images fi preserve the topology of f
and, when i increases, the level of deformation decreases. The derived images obtained by segmenting
the distance transform of the shape image I2 in Fig. 2b is illustrated in Fig. 3. This extension, however,
works only with silhouette shapes and it is difficult to use it with noisy pattern images.
Another extension, which is orthogonal to the extension described above, is proposed in this section
by generalizing the R-transform in Eq. (2) to further increase the discriminatory power. It will be
shown that the R-transform in Eq. (2) is just a special case of a class of transforms sharing beneficial
properties for pattern representation and matching. This section provides the definition of this class of
transforms and their geometric interpretation in the spatial domain. The properties of the signatures
defined based on these transforms are given afterwards.
3.1 Definition
The basic idea of the R-transform is the use of an integration to overcome the scaling and translation
problems that remain in constant-θ slices of the Radon image (properties P4 and P6). For any function
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differs by a multiplicative factor depending solely on the scaling parameter α, which could be easily
removed by normalization in a later processing step. This strategy could actually be extended to any
operator O1 satisfying:
O1(h(·)) = κ1(x0, α)O1(g(·)), (5)
where κ1(x0, α) is a function which depends solely on x0 and α. Possible other choices for O1 could be
the 1D Fourier–Mellin transform [13] and some measures like maxima, median, etc.
In addition to the integral operator, a square operator is also employed in the definition of the
R-transform to avoid the singularities (discussed in Section 4) while preserving properties P4 and P6 of
the Radon transform. This operator in turn could also be replaced by any operator O2 satisfying:







where κ2(x0, α) is a function which depends solely on x0 and α. Some operators like exponentiation,
differentiation, etc. could be used for O2. As an example, the bottom row of Fig. 2 shows the results
obtained by using differentiation with respect to the variable ρ of the Radon image. It is clear that
differentiation retains properties P4 and P6 of the Radon transform, however, it accentuates small
variation in the Radon image due to sampling/quantization and additive noise.
If there exists two operators O1 and O2 satisfying Eqs. (5) and (6) respectively, the combined
operator O12 = O1 ◦O2, when applied on constant-θ slices of the Radon image, will overcome the scaling
and translation problems. Despite the existence of several choices for O1 and O2, the generalization
of the R-transform described in this section uses an integration for O1 and an exponentiation for O2.
These choices of operators result in a generic transform that has many beneficial properties and superior
performance over existing methods, which will be described and demonstrated in the following sections.





Rmf (θ, ρ) dρ. (7)
Evidently, by setting m = 2, Rfm(θ) in Eq. (7) becomes Rf2(θ) in Eq. (2). The utilization of the
exponent m as a parameter makes Rfm(θ) a generic version of Rf2(θ). Furthermore, by varying the
value of m, a class of transforms could be obtained and this in turn results in a class of signatures. The
derivation of the generic R-signature, FRfm(ξ), from Rfm(θ) follows strictly the process described in
Subsection 2.2.
3.2 Geometric interpretation
Recall that the value of Rf (θ, ρ) is the result of a line integral of f(x, y) along the line L(θ, ρ) parameter-
ized by (θ, ρ). Consequently, the generic R-transform defined based on Rf (θ, ρ) by computing integrals
over the variable ρ has some geometric interpretations as follows.
The generic R-transform of f , Rfm(θ), in Eq. (7) is basically an integral of Rmf (θ, ρ) computed over
the variable ρ of the Radon image. In other words, this integral is computed by using the result of line
integral along all the lines parameterized by a fixed value of θ and different values of ρ. Sharing the same
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Figure 4: Geometric illustration of the generic R-transform of a function f(x, y). Shown in the figure
is the set of all the lines L(θ, ·) used to compute the value of Rfm(θ) the formula in Eq. (7). Rfm(θ)
contains the encoded spatial information of the pattern image in the direction making an angle θ with
the y axis.
value of θ means that these lines are parallel in the spatial space (as depicted in Fig. 4) and Rfm(θ)
encodes the spatial information of the pattern image f(x, y) in the direction making an angle θ with
the y axis. Encoding f(x, y) at different directions is possible by varying θ to have Rfm(·) and Rfm(·)
could be then interpreted as containing the encoded spatial information of f(x, y) at all directions.
The role of the exponent m in Eq. (7), besides setting up a class of transforms, is to make Rfm(·)
discriminatory at different values of m by exploiting the variation in Rf (θ, ·), which in turn is the
variation in the length of the intersection of f(x, y) with all paralleling lines Li making an angle θ with
the y axis. Evidently, at m = 2, Rfm(·) has the same interpretation and discriminatory power as that
of the conventional R-transform. The interestingness lies in large m at which Rfm(·) has the capability
to encode the dominant direction or “longest line” as will be demonstrated in Section 5. In addition,
due to the singularity at m = 1 (Subsection 4.1), it is anticipated that the generic R-transform will
have a higher discriminatory power when the value of m goes far way from 1. Inversely, it should be
noted also that, when m < 1, Rfm(·) weights more on shorter lines.
3.3 Properties
The generic R-transform as defined in Eq. (7) has some beneficial properties as follows (a proof sketch
is given in Appendix A):
• Periodicity : The generic R-transform of f(x, y) is periodic in the θ coordinate with period π.
Rfm(θ) = Rfm(θ + kπ), ∀k ∈ Z.
• Translation: The generic R-transform of f(x, y) is invariant to translation.
Rf ′m(θ) = Rfm(θ).
• Rotation: A rotation of f(x, y) by an angle θ0 implies a circular shift of Rfm(θ) by a distance θ0.


















































































Figure 5: Illustration of the properties of the generic R-transform by using pattern images in the top
row of Fig. 2 with the exponent m = 0→ 6. The generic R-transform is invariant to translation and
scaling and converts rotation in the spatial pattern image to translation in RIkm(·) by a distance equal
to the rotating angle.








From these properties, it is straightforward that the generic R-signature of f(x, y), FRfm(θ) or
IFRfm(θ), defined based on the generic R-transform of f(x, y), Rfm(θ), as in Eqs. (3) or (4) in
Subsection 2.2 is totally invariant to RST transformations. Illustration of the properties concerning
RST transformations of the generic R-transform is given in Fig. 5 using pattern images in the top row
of Fig. 2. The value of RIkm(·) with k = 1→ 5 has been normalized by the area they make with the
θ axis,
∫ π
0 RIkm(θ) dθ, for better viewing. The two images I1, I2 in Fig. 2a, 2b are not similar and
as a consequence RI1m(·), RI2m(·) in Fig. 5a, 5b have different pattern. The images I3, I4, and I5 in
Fig. 2c–2e are transformed versions of the image I2 in Fig. 2b then RI3m(·), RI4m(·), and RI5m(·) in
Fig. 5c–5e have the same pattern with RI2m(·) in Fig. 5b. Furthermore, it is evident that the generic
R-transform is invariant to scaling (RI2m(·) ' RI3m(·)) and translation (RI4m(·) ' RI5m(·)). It converts
rotation in the spatial pattern image Ik into a circular shift in the variable θ of RIkm(·) by a distance
equal to the rotating angle (RI3m(·)→ RI4m(·)).
A quantitative evaluation of the invariant properties of the generic R-transform is given in Fig. 6
using the normalized cross correlation between the three possible pairs of the generic R-transforms
RI1m(θ), RI2m(θ), and RI5m(θ) from Fig. 5. Normalized cross correlation is selected for the sake of
overcoming the constant multiplicative factor 1
αm+1
in Eq. (8) and the remaining rotation. To overcome
the remaining rotating parameter, at a specific value of m, the correlation is calculated for all possible
























































Figure 6: The normalized cross correlation between the three possible pairs of the generic R-transforms
RI1m(θ), RI2m(θ), and RI5m(θ) from Fig. 5. For each pair of generic R-transforms and at a specific value
of m, 180 correlation values are calculated after circular shifting one of the two generic R-transforms
along its θ direction by 180 possible values from 0 to 179 with increment of 1.
by 180 possible values from 0 to 179 with increment of 1 before computing the correlation. Denoting ϕ
as the shifting distance, the correlation between RIim(θ) and RIjm(θ) at ϕ is defined as
Cijm(ϕ) = corr
(
RIim(θ), RIjm(θ + ϕ)
)
,
where corr(A,B) is the normalized cross correlation function between two input vectors A and B of
length n calculated using the following formula:
corr(A,B) =
∑n





where Ā and B̄ are the mean values of A and B respectively.
The three surfaces Cij(ϕ) corresponding to the three possible pairs of three generic R-transforms
have some distinct characteristics. Firstly, they all have two constant bars at m = 0, 1 due to the
singularities of the generic R-transform at m = 0, 1, which will be discussed in Subsection 4.1. Secondly,
at a specific value of m, the maximum value of C25m(ϕ) is almost 1 while that of C12m(ϕ) and C15m(ϕ)
is always less than 0.67, or more generally Cijm(ϕ) is peaky only when the two pattern images Ii and
Ij are similar. The non-peaky and peaky maxima exhibit the discriminatory power of the proposed
descriptor and the maximum of nearly 1 means, in this case, that the generic R-transform is invariant
to translation and scaling. Moreover, the value of ϕ∗ corresponding to the peak in Cijm(ϕ) denotes the
difference in orientation (in degree) between the patterns in Ii and Ij .
3.4 Implementation
From the definition of the generic R-signature in Subsection 3.1, its calculation could be separated
into three steps: Radon, generic R-transform, and discrete Fourier transform. The Radon transform is
computed based on recursively defined digital straight lines [29,30], requiring O(N logN) operations
for an images of N = n × n pixels. Similarly, for 1D digital data of M samples, the discrete Fourier
transform can be implemented using the FFT algorithm requiring O(M logM) operations and the
remaining generic R-transform requires O(M) operations.
Apparently, there is no increase in the computational complexity when generalizing the R-signature.
The generic R-signature maintains the simplicity of the conventional R-signature proposed in [10], leading
to a simple and reasonably fast computation. Compared to the Radon transform-based R2DFM [12]
and RFM [13] descriptors, the computation of the generic R-signature requires the least amount of time.
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4 The domain for the exponent m
The generic R-transform, as defined in Eq. (7), theoretically produces a class of transforms having an
infinite number of members obtained by varying the value of the exponent m. However, in reality, the
domain for reasonable values of m is limited, not all the space R, due to the existence of singularities
and the sensitivity to sampling/quantization and additive noise.
4.1 Singularities













f(x, y) dxdy = m00 = const,
where m00 is the zeroth-order moment of f(x, y). Rf0(·) and Rf1(·) hence contain no discriminatory
information about f(x, y), except for scaling when m = 1, and they should not be used to represent
patterns for the purpose of recognition and/or matching. Additionally, when m reaches +∞, as the







Rmf (θ, ρ) dρ = +∞. (9)
Even though m =∞ has no practical meaning, the result in Eq. (9) implies that in practice m cannot
have excessive large values. Furthermore, negative value of m should also be avoided due to the sensitivity
of negative power function to very small values. More precisely, at the furthest point from the pattern
centroid’s position, the intersection between the tangent line L(θ?, ρ?) and the pattern image f(x, y)
has infinitesimal length, inducing a very small value at Rf (θ?, ρ?). Taking negative power of this value
produces a very large value and is sometimes out of the representing capability of digital computers.
4.2 Sensitivity to sampling/quantization and additive noise
By definition, the Radon transform is essentially the projection of the spatial pattern image f(x, y) along
all the lines L(θ, ρ) and, due to this projection, the Radon transform has the ability to suppress variation
in the pattern images [31]. However, as the generic R-transform is defined based on the exponentiation
of Rf (θ, ρ), the remaining variation due to noise in Rf (θ, ρ) will result in variation in Rfm(·) at different
levels according to the value of the exponent m. A too high value of m will cause high variation in
Rfm(·) and make it very different from the ideal analytical values. The heavily deformed Rfm(·) due to
noise will make the representation inappropriate for recognition/matching.
Sampling and quantization could be considered as processes that add noise to the original analytical
pattern images. In this sense, the pattern images processed by digital computers are noisy images and
the variation in Rf (θ, ρ) is unavoidable. Fig. 7 illustrates the sensitivity of the generic R-transform to
sampling and quantization. The image J2 in Fig. 7b is a sampled and quantized version of an analytical
triangle J1 in Fig. 7a and has a size of 100×100 pixels. The value of RJkm(·) with k = 1, 2 in Figs. 7c–7d
has been normalized by the area they make with the θ axis,
∫ π
0 RJkm(θ) dθ, for better viewing. The
difference in the normalized values of the generic R-transform of J1 and J2, |RJ2m(θ)−RJ1m(θ)|, in Fig.
7e shows that a higher value of m will result in a larger difference, meaning a more severe deformation
in RJ2m(θ).
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Figure 7: Illustration of the sensitivity of the generic R-transform to sampling and quantization using
an analytical triangle J1 and its sampled and quantized version J2 having a size of 100 × 100 pixels.
A higher value of m will result in a larger difference between RJ1m(θ) and RJ2m(θ), meaning a more
severe deformation in RJ2m(θ).
As the noise resulting from sampling and quantization is relatively small that may not demonstrate
well the sensitivity of the generic R-transform to additive noise in general. A study has been carried out
using noisy images generated from the image J2 in Fig. 7b by adding white noise of different variances σ
2
to it. At each value of σ, 100 noisy images are generated for the computation of the average difference








where Nσ is the subset of noisy images generated from J2 having variance σ
2. Samples of noisy images
generated from J2 are given in Fig. 8a and the values of εRJ2 (m,σ) are plotted in Fig. 8b. It is observed
that εRJ2 (m,σ) increases with both σ and m, meaning that a higher value of σ and/or m will result
in a more severe deformation in εRJ2 (m,σ). However, the increasing trend of εRJ2 (m,σ) due to σ is
different from that due to m: εRJ2 (m,σ) tends to increase linearly with σ but exponentially with m. It
is thus anticipated that the degradation in performance of the generic R-signature in invariant pattern
recognition problems due to additive noise is linear with σ and exponential with m.
5 Robustness to noise
The Radon transform has been proven to be robust to additive noise due to the use of an integral
function along straight lines in the spatial domain of pattern images [32]. For a grayscale image f(x, y) of
size m× n pixels having mean µs and variance σ2s contaminated by additive white noise η(x, y) of mean
µn = 0 and variance σ
2
n, the signal-to-noise ratio (SNR) of the noisy image f̂(x, y) = f(x, y) + η(x, y)
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σ = 0.075 σ = 0.150
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(b) The average difference in the generic R-transform
Figure 8: The dependence on noise level σ and exponent m of the average difference between the generic
R-transform of a noise-free image and that of its noisy versions. (a) Samples of noisy images generated
from the image J2 in Fig. 7b. (b) The average difference in the generic R-transform εRJ2 (m,σ).
and its projection Rf̂ (θ, ·) have been proven to have the relation:









where A(θ) is a constant depending both on θ, m, n. Similarly, when a binary image f(x, y) having D
percentage of pixels occupied by the shape region is contaminated by “salt & pepper” noise of flipping
















mn then Eqs. (10) and (11) indicate a high increase in the value of SNR after projection,
meaning that the Radon transform is very robust to additive noise.
For the case of the generic R-transform, the use of exponentiation in its definition in Eq. (7) destroys
the linearity and the uncorrelation between signal and noise. This in turn excludes the possibility
of analyzing signal and noise separately and hinders the formulation of SNRR, SNR of the generic
R-transform. Nevertheless, the following intuition suggests the sensibility of SNRR on the exponent m.







((f + η)m − fm)2





((f + η)m − fm)2
decreases exponentially with the increase in m or, in other words, the decrease in SNR due to ex-
ponentiation depends exponentially on the exponent m. In the case of the generic R-transform, the
integral after exponentiation has a smoothing property which alleviates the problem, especially for
13






























































































Figure 9: Illustration of the ability of the generic R-transform and generic R-signature to encode
pattern’s dominant directions using two pattern images I1, I2 in Figs. 2a, 2b respectively. ΨIi(θ) (first
column) represents the highest accumulation of Ii along all L(θ, ·) and θ?Iim (third column) represents
the ridges in the surface of R̄Iim(θ) (second column). The fourth column shows the one (three) dominant
directions of I1 (I2) corresponding to the one (three) ridges in R̄I1m(θ) (R̄I2m(θ)).
big-sized images, similar to the smoothing property of the Radon transform’s projection discussed above.
However, the compensation is relatively small that the decrease in SNR still exists when m is reasonably
large. This leads to a conclusion that a higher value of m will result in a lower value in SNRR. An
experimental support for this conclusion can be observed from Fig. 8b where the average difference
εRJ2 (m,σ) increases exponentially with m.
The robustness to noise of the generic R-signature has its roots not only from the noise-suppressing
property of the Radon transform but also from the ability of the generic R-transform to encode dominant
directions of patterns. Due to the exponentiation insides the integral in Eq. (7), the contribution of






This means that, at a reasonable high value of m, Rfm(θ) represents the highest accumulation of
f(x, y) along all the lines L(θ, ·), which is similar to the “longest line” feature proposed in [14]. The
highest accumulation profiles ΨI1(θ) (ΨI2(θ)) of the pattern images I1 (I2) (normalized by maxθ ΨI1(θ)
(maxθ ΨI2(θ)) for better viewing) in Figs. 2a (2b) are plotted in Figs. 9a (9e) respectively.





where θ?fm = argmaxθ Rfm(θ) as a normalization of









= δθθ?fm , (13)
where δθθ?fm = [θ = θ
?
fm] is the Kronecker delta function. Thus, when m is reasonably high, the function
R̄fm(θ) encodes only the direction θ
?




fm) corresponds to the highest accumulation of f(x, y) along all the lines L(·, ·) at a reasonable
high value of m.
In real applications, Eqs. (12) and (13) do not hold as m does not have high enough value due to
the sensitivity of the generic R-transform to quantization/sampling and additive noise as discussed in
Subsection 4.2. However, there is an evolution in the profile of R̄fm(θ) as m increases, transforming
a constant function (m = 0, 1) into the Kronecker delta function (m = ∞). During this process, the
information encoded by R̄fm(θ) also changes, roughly from all directions to a single direction θ
?
fm, called
the principal direction. The interpretation here is that the dominant directions of f(x, y) are encoded
at different levels, depending on m. Illustration of this evolution is depicted in Figs. 9b (9f) containing
the plots of R̄I1m(θ) (R̄I2m(θ)). The trace of the ridges in R̄I1m(θ) (R̄I2m(θ)) is plotted in blue lines
and the values of θ?I1m (θ
?
I2m
) are denoted by red asterisks in Figs. 9c (9g). It is observed that the one
(three) ridges in the surface of R̄I1m(θ) (R̄I2m(θ)) correspond to the one (three) local maxima of ΨI1(θ)
(ΨI2(θ)) in Figs. 9a (9e), which in turn represent the one (three) dominant directions of I1 (I2), as
shown in Figs. 9d (9h). For the pattern image I1, as there exists only one ridge, the principal direction
always coincides with that ridge. In the case of the pattern image I2, as m increases, the role of the
three maxima in R̄I2m(θ) interchanges along with a change in the principal direction from ridge 3 to
ridge 1 at m = 7. However, dominant directions are still reflected in the profile of R̄I2m(θ) as the local
maxima of its three ridges.
When the pattern image f(x, y) is contaminated by additive noise to be f̂(x, y), due to the noise-
suppressing property of the Radon transform and the sensitivity of the generic R-transform to m, the
difference in the dominant directions of f(x, y) and f̂(x, y) is negligible when m is not too large. For
this reason, R̄fm(θ) and the generic R-signature can be used to estimate the orientation of pattern
images and to recognize noisy pattern images respectively when m is not too large. Combining with the
dependance of the discriminatory power on m as discussed in Subsection 3.2, it can be concluded that
the selected value of m is a compromise between two contradicting desires: a higher value is preferred
for high discriminatory power whereas a lower one is for noise robustness. These theoretical analysis
and observations will be supported by experimental evidences in the next section.
6 Experimental results
The effectiveness of the generic R-transform and generic R-signature has been demonstrated through two
types of experiments in the following two subsections: one for the estimation of the principal direction
of patterns and the other for invariant pattern recognition.
6.1 Fundamental direction estimation
The stability of the estimated principal direction of pattern images by the generic R-transform has been
evaluated on the two datasets OriA, OriB of noisy images generated from the two pattern images I1, I2
in Figs. 2a, 2b respectively by adding white noise to them. These two images have been chosen as they
are representatives of two classes of pattern images: I1 belongs to the “easy” class while I2 belongs to
the “difficult” class due to the existence of the three ridges in the plot of R̄I2m(θ) in Fig. 9f. Let SNR








where f(x, y) is the noise-free image and η(x, y) is the added white noise. Each dataset contains 600
noisy images of six possible values of SNR = {0.5, 1, 2, 4, 8, 16}, meaning 100 images for each SNR.
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SNR = 16 SNR = 8 SNR = 4 SNR = 2 SNR = 1 SNR = 0.5
Figure 10: Example images of different SNR from the datasets OriA (top row) and OriB (bottom row)
for principal direction estimation using the generic R-transform. These images are generated by adding
white noise to the two pattern images I1, I2 in Figs. 2a, 2b respectively.
Example images of different SNR from these two datasets are given in Fig. 10: top row for OriA and
bottom row for OriB. The generic R-transform of the noise-free images I1, I2 and all the noisy images
in OriA and OriB has been computed along with their principal direction vector θ?fm for evaluation.
The adopted evaluation criteria is the average difference between the estimated principal direction






|θ?fm − θ?fim| with k ∈ {0.5, 1, 2, 4, 8, 16},
where f is a noise-free image and Nk is the subset of noisy images generated from f having SNR = k.
This criteria measures statistically the effect of additive white noise on the accuracy of the estimated
principal direction at different noise levels SNR and at different exponents m. Shown in Fig. 11 are the
plots of the computed εθ(m) at different SNR for the two datasets OriA and OriB, it is observed that:
• OriA: The values of εθ(m) shown in Fig. 11a are generally small (εθ(m) < 2◦ for m < 30),
demonstrating the stability of the estimated principal direction θ?I1m. Additionally, the values of
εθ(m) increases with the increase in m; high accuracy (εθ(m) < 0.5
◦) is obtained when m ' 2 for
all SNR. Explanation for this, besides the noise-suppressing property of the Radon transform,
comes from the sensitivity of the generic R-transform to m as discussed in Section 5. When m
is small, the smoothing property of integral in Eq. (7) allows Rf (θ, ·) to participate in R̄fm(θ)
and thus further reduces the effect of additive white noise. When m increases, this smoothing
property gradually disappears as the role of Rf (θ, ρ?) in R̄fm(θ) gradually dominates.
• OriB : The values of εθ(m) shown in Fig. 11b have a different trend from those in Fig. 11a; εθ(m)
has its peak value at m = 7 for almost all SNR. This is due to the existence of the three ridges in
the plot of R̄I2m(θ) as given in Fig. 9f: the role of encoding the principal direction of the pattern
image I2 changes from ridge 3 to ridge 1 at m = 7 (shown in Fig. 9g) while, in the presence of
additive noise, the changing point is not always at m = 7. Additionally, as seen in Fig. 9f, the
ridge encoding the principal direction at each m does not have a decisive role, the two remaining
ridges always have inference, making the estimated principal direction vulnerable to additive noise
and resulting in high value of εθ(m) ' 12◦ when SNR = 0.5. However, when the noise is weak
(SNR ≥ 2), high accuracy is still obtained (for example, εθ(m) < 2◦ at m = 30).
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Figure 11: The average difference in the estimated principal direction εθ(m) between the noise-free
image and the noisy images of different SNR of the two datasets OriA (a) and OriB (b). A small value
of εθ(m) means that the principal direction estimated by the generic R-transform is very stable under
noise perturbation.
These observations lead to a conclusion that the estimated principal direction of pattern images
by the generic R-transform is very stable under noise perturbation when m is not too large, and by
a simple extension, similar conclusion for patterns’ dominant directions could also be reached. They
provides experimental evidences for theoretical arguments in Section 5.
6.2 Invariant pattern recognition
Two experiments on grayscale and binary image datasets have been carried out to demonstrate the
robustness of the proposed generic R-signature in invariant pattern recognition problems. The robustness
of the proposed descriptor to additive white noise is first demonstrated by using two sets of datasets,
generated from images of 26 Latin characters and from the COIL-20 dataset [33] by adding white noise
of different levels to them. Secondly, the proposed descriptor is computed on a set of datasets generated
from the UMD Logo dataset [34] by adding “salt & pepper” noise of different levels to its images. The
aim of these experiments is to demonstrate the robustness to “salt & pepper” noise of the proposed
descriptor. Thus, the first experiment deals with grayscale patterns and the second one with binary
patterns.
The proposed generic R-signature is compared with angular radial transform (ART) [35], generic
Fourier descriptor (GFD) [6], Zernike moments [36], Radon 1D Fourier–Mellin transforms (RFM) [13],
and Radon 2D Fourier–Mellin transforms (R2DFM) [12]. Except for the RFM, all other comparison
descriptors need normalizations in order to be invariant to RST transformations. Moreover, the RFM
and R2DFM descriptors are also defined on the Radon transform. These descriptors are selected because
they are commonly used and have good reported performance.
Similarity measure
For any two pattern images I and J represented invariantly by FRIm(ξ) and FRJm(ξ) respectively, their
measure of similarity is defined as the `2-norm distance between their descriptor as
dist(I, J) = ‖FRIm(ξ)− FRJm(ξ)‖2. (14)
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The computation of dist(I, J) is simple and fast, permitting the generic R-signature to be used in
pattern matching problems with large-size datasets. More sophisticated distances like the weighted
Euclidean distance [36] could be used to reduce the dominance of some of the coefficients in the generic
R-signature. However, as small-valued coefficients usually correspond to high frequency components,
meaning that they are more sensitive to additive noise and sampling/quantization effect, balancing
the coefficient contributions thus reduces the performance of the descriptor in noisy environment. The
performance degradation resulting from coefficient weighting has been observed from some preliminary
experiments. Moreover, due to the orthogonality in the basis of the discrete Fourier transform, there is
no correlation among coefficients of the generic R-signature and thus the Mahalanobis distance [37], if
employed, reduces to the weighted Euclidean distance.
Evaluation criterion
The criterion used for comparison among descriptors is the precision–recall curve defined in information
retrieval context [38]. Denoting:
• retrieved images: the list of images produced by a matching process for a query image.
• relevant images: the list of all images in the dataset being in the same category with the query
image.
Then, precision is defined as the fraction of retrieved images that are relevant to the search:
Precision =
|{relevant images} ∩ {retrieved images}|
|{retrieved images}|
,
and recall is defined as the percent of all relevant images that is returned by the search:
Recall =
|{relevant images} ∩ {retrieved images}|
|{relevant images}|
.
In computing the precision–recall curve for each dataset, in the experiment, each of the images in
the dataset is used as a model to which all the images in the dataset are compared/matched with. The
matching is realized using the similarity measure defined in Eq. (14). The obtained matching results are
then sorted, or ranked, for the determination of the nth nearest matches for each model.
6.2.1 Grayscale pattern images
The performance of the proposed generic R-signature has been first tested on grayscale noisy images
to demonstrate its robustness to additive white noise. Two experiments have been carried out on two
different sets of datasets:
• ExpA: The first set of six alphabet datasets has been generated from images of 26 Latin characters
as shown in Fig. 12a. Each of these six datasets has 260 images of 26 categories, each category
contains 10 images.
• ExpB : The second set of six object datasets has been generated from 20 object images from
the COIL-20 dataset [33] as shown in Fig. 13a. Each of these six datasets has 220 images of 20
categories, each category contains 11 images.
The main characteristic that differentiates ExpA and ExpB, besides the semantic content of their
images, is the number of intensity levels in the original images: character images have only two levels of
18
(a) Noise-free images
SNR = 16 SNR = 8 SNR = 4 SNR = 2 SNR = 1 SNR = 0.5
(b) Examples of noisy images
Figure 12: (a) Images of 26 Latin characters of size 64× 64 pixels in Arial bold font used to generate the
six alphabet datasets. (b) Sample images from the six alphabet datasets generated from the first four
character images with six possible values of SNR = {16, 8, 4, 2, 1, 0.5}, corresponding to the six datasets.
(a) Noise-free images
SNR = 16 SNR = 8 SNR = 4 SNR = 2 SNR = 1 SNR = 0.5
(b) Examples of noisy images
Figure 13: (a) Twenty object images from the COIL-20 dataset used to generate the six object datasets.
(b) Sample images from the six object datasets generated from the four object images with six possible
values of SNR = {16, 8, 4, 2, 1, 0.5}, corresponding to the six datasets.
intensity whereas object images have multi-level intensity. Noisy grayscale images are generated from
the corresponding noise-free images by randomly scaling, rotating, translating and then adding white
noise to them. The value of SNR for each dataset is kept constant and, for each experiment, SNR has
six possible values {0.5, 1, 2, 4, 8, 16}, corresponding to the six datasets. Some example images from the
six datasets in the two experiments are given in Figs. 12b–13b.
Figs. 14 (15) provide the precision–recall curves of the generic R-signature computed on the six
character (object) datasets of ExpA (ExpB). In these figures, at a specific value of m in the horizontal
axis, there is a precision–recall curve with recall and precision rates illustrated as the ordinate and
the color of the grid points having abscissa m. It is observed that the performance of the generic
R-signature varies according to m. As m increases from 0.2 to 10 and except for the singularity m = 1,
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the precision–recall curve, when plotted in the traditional 2D Cartesian coordinate system with recall
and precision as the abscissa and ordinate respectively, goes upwards till a certain value of m and then
downwards, meaning an increase and then a decrease in performance of the generic R-signature. In
general, the peak in performance is obtained at m ' 5 (' 3.2) for ExpA (ExpB), leading to a conclusion
that the selected value of m to have best performance does not depend on the level of noise. The increase
in performance at low value of m agrees with the increase in discriminatory power, which results from
exploiting variation in the intersection of the pattern image with parallel lines, as discussed in Subsection
3.2. Additionally, the decrease in performance at high value of m agrees with the discussion on the
sensitivity of the generic R-signature to additive noise in Section 5. Furthermore, as SNR increases, the
performance of the generic R-signature generally deteriorates at each value of m, which agrees with
the dependance of the generic R-signature on noise level presented in Subsection 4.2. However, the
deterioration speed is slower at m ' 5 (' 3.2) for ExpA (ExpB), meaning a robustness of the generic
R-signature to additive white noise.
Due to the existence of a class of signatures, their combination has also been investigated to see
if it leads to possible gains in performance. For simplicity and for the reasons that will be clear later,





to be used as the invariant descriptor for the pattern image I. Figs. 16 (17) provide the accuracy
of the combined R-signature FRIm1m2(ξ) on the six character (object) datasets of ExpA (ExpB). In
these figures, at a specific value of m1 and m2 in the horizontal and vertical axes, the accuracy is
illustrated as the color of the grid point (m1,m2). It can be seen that the color pattern of these figures
is symmetric with respect to the minor diagonal and a change in (m1,m2) generally leads to a change
in the color, meaning that the performance of FRIm1m2(ξ) varies according to (m1,m2). As m1 and m2
are interchangeable and should be different to avoid duplicate, assuming that m1 < m2. The peak in
performance is then obtained at m1 = 2.6,m2 = 5.2 (m1 = 2.4,m2 = 3.8) for ExpA (ExpB). Note from
these values of m1 and m2 that one is smaller and the other is larger than m. These relations among
the selected values of exponents have the following possible explanations:
• m1 and m2 should be separated enough to make use of the difference in the discriminatory
information contained in FRIm1(ξ) and FRIm2(ξ).
• m1 and m2 should be close to m so that FRIm1(ξ) and FRIm2(ξ) individually has high discrimi-
natory power, similar to that of FRIm(ξ).
Comparison of the proposed generic R-signature and RFM descriptor with ART, GFD, Zernike, and
R2DFM descriptors on these noisy datasets have been performed and the obtained results are given in
Figs. 18 and 19 respectively. In this comparison, besides the conventional value of 2, the value of the
exponent m has been selected reflecting the relatively best performance of the generic R-signature on
ExpA (m = 5) and ExpB (m = 3.2). In addition, the combined R-signature has also been used in the
comparison with m1 = 2.6,m2 = 5.2 (m1 = 2.4,m2 = 3.8) for ExpA (ExpB). It is observed from these
sets of figures that:
• ART, GFD, Zernike, and R2DFM descriptors are not robust to additive white noise at all, their
performance is similarly poor for different levels of noise.
• There is a substantial gain in performance of the generic R-signature from the conventional
R-signature (m = 2) when an appropriate value of the exponent m is used.
• As SNR decreases (the images get noisier), the precision–recall curve of the generic R-signature
and RFM descriptor generally moves downwards, having comparable and good performance.
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(a) SNR = 16
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(f) SNR = 0.5
Figure 14: Precision–recall curves of the generic R-signature on the six alphabet datasets at different
values of m. In each of these figures, at a specific value of m in the horizontal axis, there is a precision–
recall curve with recall and precision rates illustrated as the ordinate and the color of the grid points
having abscissa m.


























(a) SNR = 16
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(d) SNR = 2
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(f) SNR = 0.5
Figure 15: Precision–recall curves of the generic R-signature on the six object datasets at different values
of m. In each of these figures, at a specific value of m in the horizontal axis, there is a precision–recall
curve with recall and precision rates illustrated as the ordinate and the color of the grid points having
abscissa m.
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(a) SNR = 16
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(d) SNR = 2
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(f) SNR = 0.5
Figure 16: The accuracy of the generic R-signature on the six alphabet datasets at different values of
(m1,m2). In each of these figures, at a specific value of (m1,m2), the accuracy is denoted as the color of
the grid point having abscissa m1 and ordinate m2.
























(a) SNR = 16
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(f) SNR = 0.5
Figure 17: The accuracy of the generic R-signature on the six object datasets at different values of
(m1,m2). In each of these figures, at a specific value of (m1,m2), the accuracy is denoted as the color of
the grid point having abscissa m1 and ordinate m2.
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Their performance is nearly perfect when the noise is weak (SNR = 16, 8, 4), demonstrating their
robustness to additive noise.
• The combined R-signature does perform better than the single one. However, the gain in
performance is very small and negligible.
It is thus can be concluded that the proposed generic R-signature is more robust to additive white
noise than the comparison ART, GFD, Zernike, and R2DFM descriptors and has comparable performance
to the RFM descriptor on grayscale noisy datasets. This provides empirical evidences for the analytical
results developed in Section 5. Disappointing gain resulting from combination of generic R-signatures
can be explained by their “similar nature” in describing pattern images. The only difference among
them is the difference in the value of the exponent m, meaning a difference in the exploitation of the
variation in Rf (θ, ·) (Subsection 3.2). This conclusion can also be generalized that even the combined
R-signature is composed of more generic R-signatures, the performance gain is still not noteworthy.
Moreover, poor performance of ART, GFD, Zernike, and R2DFM descriptors has its root in the required
normalizations in their computation and can be explained as:
• To have invariance to translation, the origin of the polar coordinate system needs to be located at
the centroid of the pattern. In the presence of noise, position of the centroid is shifted arbitrarily
according to the actual noise.
• To have invariance to scaling, the radial axis is normalized by the distance from the origin of the
polar coordinate system to the farthest pattern’s point. In the presence of noise, this farthest
point might not belong to the actual pattern but the noise.
Furthermore, it is also evident from the above two sets of experiments that the performance of the
generic R-signature and RFM descriptor is better on ExpB than on ExpA at each value of SNR, leading
to a conclusion that the proposed descriptor performs better on multi-level than on two-level grayscale
images. Possible explanation for this comes from the Radon transform values: multi-level images tend
to have more variation in their Radon transform than that of two-level ones. In addition, recall from
Subsection 3.2 that the role of m is to exploit the variation in constant-θ slices of the Radon image with
more variation usually leads to higher discriminatory power. Thus at the same value of m, the generic
R-signature of multi-level images contains more discriminatory power than that of two-level ones.
6.2.2 Binary pattern images
The robustness of the proposed generic R-signature to additive “salt & pepper” noise is demonstrated
using a set of six logo datasets generated from the first 25 logo images of the UMD Logo dataset [34]
as shown in Fig. 20b. Each of these six logo datasets has 275 images of 25 categories, each category
contains 11 images generated by randomly scaling, rotating, translating the original corresponding logo
image and then adding “salt & pepper” noise to it. Let d be the percentage of pixels flipped by the
noise, the value of d for each generated dataset is kept constant and d has six possible values, ranging
from 0 to 0.1 with increment of 0.02 corresponding to the six datasets. The first dataset with d = 0 is
actually a noiseless dataset; its use is intended for checking the invariant properties of the proposed
and comparison descriptors. The values of d of the other five noisy datasets make up an arithmetic
progression with a common difference of 0.02. These five datasets are, therefore, used to evaluate the
robustness of the proposed and comparison descriptors at incrementing levels of additive “salt & pepper”
noise. Some sample images from these six datasets are given in Fig. 20b.
Fig. 21 provides the precision–recall curves of the generic R-signature on the six logo datasets. The
evolution of these curves according to m has similar trend with that on the six alphabet and object
23
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(f) SNR = 0.5
Figure 18: Precision–recall curves of comparison descriptors on the six alphabet datasets. ART, GFD,
Zernike, and R2DFM descriptors are not robust to noise, their curves are similarly poor at different
values of SNR while generic R-signature and RFM descriptor are. As SNR decreases, the curves of
generic R-signature and RFM descriptor generally move downwards.
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(f) SNR = 0.5
Figure 19: Precision–recall curves of comparison descriptors on the six object datasets. ART, GFD,
Zernike, and R2DFM descriptors are not robust to noise, their curves are similarly poor at different
values of SNR while generic R-signature and RFM descriptor are. As SNR decreases, the curves of
generic R-signature and RFM descriptor generally move downwards.
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(a) Noise-free images
d = 0 d = 0.02 d = 0.04 d = 0.06 d = 0.08 d = 0.1
(b) Examples of noisy images
Figure 20: (a) Twenty-five logo images from the UMD Logo dataset used to generate the six logo
datasets. (b) Sample images from the six logo datasets generated from the first four logo images with
six possible values of d = {0, 0.02, 0.04, 0.06, 0.08, 0.1}, corresponding to the six datasets.
datasets in Figs. 14 and 15 respectively. That is, except for the singularity at m = 1, an increase then a
decrease in performance are observed, agreeing with the discussions in Subsection 3.2 and Section 5
respectively. The peak in performance is obtained at m ∈ [9, 13] and, as d increases, the performance of
the generic R-signature generally deteriorates at each value of m, which agrees with the dependance of
the generic R-signature on noise level presented in Subsection 4.2. However, the deterioration speed is
slow at m ∈ [9, 13], meaning a robustness of the generic R-signature to additive “salt & pepper” noise.
The accuracy of the combined R-signature FRIm1m2(ξ) on the six logo datasets is given in Fig. 22.
Similar to the accuracy plots in Figs. 16 (17), it can be seen that the color pattern of these figures is
symmetric with respect to the minor diagonal and a change in (m1,m2) generally leads to a change
in the color, meaning that the performance of FRIm1m2(ξ) varies according to (m1,m2). The peak in
performance is obtained at m1 = 5.5,m2 = 11.5. It should be noted again from these values of m1 and
m2 that one is smaller and the other is larger than m.
The proposed generic R-signature is again compared with ART, GFD, Zernike, RFM, and R2DFM
descriptors using these six datasets and the computed precision–recall curves of these descriptors are
depicted in Fig. 23. In this comparison, the value of m is fixed at 11 for the single signature and
m1 = 5.5,m2 = 11.5 for the combined one. For the noiseless dataset with d = 0 (Fig. 23a), all shape
descriptors have ideal performance, demonstrating that the proposed descriptor is totally invariant
to both translation, rotation, and scaling. When d 6= 0 (Fig. 23b–23f), deterioration appears in the
performance of all descriptors and their precision–recall curve moves downwards. However, the impact
of d on those curves differs from one descriptor to another. Among the other descriptors, the proposed
descriptor has the best performance for all the five noisy datasets while ART and Zernike descriptors
have similarly worse performance. It is also observed that:
• As d increases, the curve of all the descriptors generally moves downwards.
• ART and Zernike descriptors are not robust to noise at all, their performance is similarly poor for
different levels of noise.
• GFD have more resistance to noise than ART and Zernike because its curves are pushed away
from the ideal curve (when d = 0) with distance which increases along with the increase in d.
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(f) d = 0.1
Figure 21: Precision–recall curves of the generic R-signature on the six logo datasets at different values
of m. In each of these figures, at a specific value of m in the horizontal axis, there is a precision–recall
curve with recall and precision rates illustrated as the ordinate and the color of the grid points having
abscissa m.
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Figure 22: The accuracy of the generic R-signature on the six logo datasets at different values of
(m1,m2). In each of these figures, at a specific value of (m1,m2), the accuracy is denoted as the color of
the grid point having abscissa m1 and ordinate m2.
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Figure 23: Precision–recall curves of comparison descriptors on the six logo datasets. For the noiseless
dataset d = 0 (a), all pattern descriptors have ideal performance. When d 6= 0 (b)–(f), deterioration
appears in the performance of all descriptors and their curve moves downwards. However, the impact of
d on those curves differs from one descriptor to another.
However, the resistance of GFD is weaker than that of descriptors defined on the Radon transform.
• Among the three Radon transform-based descriptors, the shift in the curve of the generic R-
signature and RFM descriptor is similar and more regular than that of R2DFM.
• There is a substantial gain in performance of the generic R-signature from the conventional
R-signature (m = 2) when an appropriate value of the exponent m is used.
• The gain in performance obtained by combining the generic R-signatures is small and negligible.
The above observations lead to a conclusion that the proposed generic R-signature is more robust
to additive “salt & pepper” noise than the comparison ART, GFD, Zernike, and R2DFM descriptors
and has comparable performance to the RFM descriptor on binary noisy datasets. This provides
empirical evidences for the analytical results developed in Section 5. Explanations for small gain due to
R-signature combination and poor performance of ART, GFD, Zernike, and R2DFM descriptors on
binary noisy datasets are similar to those given in the previous subsection for grayscale noisy datasets.
Performance of the proposed generic R-signature on deformation datasets such as MPEG-7 has also
been evaluated. The obtained results are not promising and cannot compete with methods designed
specifically to tolerate shape deformation such as the one in [39] and references therein. Poor performance
of the proposed method is due to its nature: the use of transforms in its definition in order to have
invariance to RST transformations reduces drastically its capability to tolerate shape deformation.
However, it should be noted that:
• The proposed method is not intended nor designed to work solely with binary patterns. It is
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designed, instead, to work with grayscale patterns under RST transformations allowing a certain
level of additive noise.
• Methods such as in [39] cannot work with noisy patterns and need “clean” images for feature
extraction, which the proposed method does not.
• Due to the use of the Euclidean distance, matching two patterns by means of their generic
R-signature is simple and fast, allowing it to be used in large-scale dataset.
7 Conclusions
This paper has provided a generic view on popular Radon transform-based transform and descriptor,
the R-transform and R-signature. The generic R-signature brings in a class of descriptors having the
beneficial properties of the conventional R-signature while spatially describing patterns at all directions
and at different levels. This generalization gives more flexibility in their definition and, more importantly,
the generic R-signature has been proven to be robust to additive noise and demonstrated its superiority
over existing invariant pattern descriptors on grayscale and binary noisy datasets. The proper value
of the exponent m, the only parameter of this generalization which does not depend on the level of
noise, is constrained by the two contradicting desires (a higher value is preferred for high discriminatory
power whereas a lower one is for noise robustness) and depends on the content of images. As the
discriminatory power results from exploiting variation in the intersection of the pattern image with
parallel lines, it is anticipated that a pattern image that has less variation in its spatial domain will
require a higher value of m for best performance. Evidences are m = 3.2, 5, 11 for the three types of
datasets used in experiments: object, alphabet, and logo. Moreover, due to the blunt maxima in the
accuracy curves of the generic R-signature, a small deviation of the selected value of m from the best
choice has almost no effect on the performance. Additionally, the generic R-transform has the ability of
encoding patterns’ dominant directions, opening up some potential applications like patterns’ orientation
estimation or document image skew correction. Future works will explore further applications of the
generic R-transform in pattern recognition.
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A Proof of the properties of the generic R-transform




Rmf (θ, ρ) dρ =
∫ ∞
−∞
Rmf (θ ± π,−ρ) dρ = −
∫ −∞
∞




Rmf (θ ± π, υ) dυ = Rfm(θ ± π),
using υ = −ρ.
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Rmf ′(θ, ρ) dρ =
∫ ∞
−∞




Rmf (θ, υ) dυ = Rfm(θ),
using υ = ρ− x0 cos θ − y0 sin θ.




Rmf ′(θ, ρ) dρ =
∫ ∞
−∞
Rmf (θ + θ0, ρ) dρ = Rfm(θ + θ0).
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