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Abstrat
In this paper we ontinue the study of the q  lassial (disrete) polynomials (in the Hahn's
sense) started in [18℄. Here we will ompare our sheme with the well known q Askey Sheme
and the Nikiforov-Uvarov Tableau. Also, new families of q polynomials are introdued.
Introdution
The so-alled q polynomials onstitute a very important and interesting set of speial funtions
and more speially of orthogonal polynomials. They appear in several branhes of the natural
sienes, e.g., ontinued frations, Eulerian series, theta funtions, ellipti funtions,...; see [3, 9℄,
quantum groups and algebras [14, 15, 25℄, among others (see also [10, 20℄). They have been
intensively studied in the last years by several people (see e.g. [13℄) using several tools. One of
them is the one reviewed in [13℄ whih is based on the basi hypergeometri series [10℄ and was
developed mainly by the Amerian Shool starting by the works of Andrews and Askey (see e.g.
[4℄, the literature on this method is so vast that we are not able to inlude it here, a very omplete
list is given in [13℄) and lead to the so-alled q Askey Tableau of hypergeometri polynomials
[13℄. In other diretion, the Russian (former Soviet) shool, starting from the works by Nikiforov
and Uvarov [21℄ and further developed by Atakishiyev and Suslov (see e.g. [5, 6, 20, 23, 24℄ and
referenes ontained therein), have onsidered the dierene analog in non-uniform latties of the
hypergeometri dierential equation [22℄, from where the hypergeometri representation of the
q polynomials follows in a very simple way [5, 23℄. This shema leads to the Nikiforov-Uvarov
tableau [20, 23℄ for the polynomial solutions of the dierene hypergeometri equation on non-
uniform latties. A speial mention deserves the paper by Atakishiev and Suslov [6℄ where a
dierene analog of the well known method of undeterminated oeÆients have been developed
for the hypergeometri equation on non-uniform latties and also give a lassiation similar to
the Nikiforov and Uvarov 1991 one but for the q speial funtions (not only for the polynomials
solutions).
Our main aims here are two: to ontinue the study started in [18℄ using the algebrai theory
developed by Maroni [16℄ and to lassify the q lassial polynomials and ompare with the q Askey
and Nikiforov & Uvarov Tableaus. In fat, in [18℄ we have proven several haraterization of
the q lassial polynomials as well as a very simple omputational algorithm for nding their
main harateristis (e.g. the oeÆients of the three-term reurrent relation, struture relation
of Al-Salam Chihara, et). Going further, we will give here a \very natural" lassiation of the
q lassial polynomials introdued by Hahn in his paper [11℄, i.e., we will lassify all orthogonal
polynomial sequenes suh that their q dierenes, dened by f(x) =
f(qx) f(x)
(q 1)x
are orthogonal
in the widespread sene: the q Hahn Tableau (a rst step on this in the frame work of the
q Askey tableau was done in [15℄). Notie that the aforesaid polynomials are instanes of the
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q polynomials on the linear exponential lattie x(s) = 
1
q
s
. For several surveys on this lattie and
their orresponding polynomials see [2, 4, 5, 8, 10, 13, 20, 24℄. (see also setion 3.2 from below).
Furthermore, we will ompare our lassiation (q Hahn Tableau) with the aforesaid two Shemas.
From this omparation we nd that there are missing families in the q Askey Shema (one of them
is a non-positive denite family) and using the results of [18℄ we study them with details. Also the
orrespondene of this q Hahn Shema and the Nikiforov & Uvarov one will be stablished. In suh
a way a omplete orrespondene between the q lassial families of the q Askey and Nikiforov
& Uvarov Tableaus for exponential linear latties will be shown.
The struture of the paper is as follows. In Setion 1 we introdue some notations and denitions
useful for the next ones. In Setion 2, the q weight funtions are introdued and omputed
for all q lassial families. This will allow to lassify all orthogonal polynomial families of the
q Hahn tableau. Finally, in Setion 3, several appliations are onsidered: the lassiation of the
q lassial polynomials (q Hahn Tableau), the integral representation for the orthogonality, the
hypergeometri representation of these q lassial polynomials as well as the detailed study of two
new families of q polynomials.
1 Preliminaries
In this setion we will give a brief survey of the operational alulus and some basi onepts
and results needed for the rest of the work.
Let P be the linear spae of polynomial funtions in C with omplex oeÆients and P

be
its algebrai dual spae, i.e., P

is the linear spae of all linear appliations u : P ! C . In the
following we will refer to the elements of P

as funtionals and we will denote them with bold letters
(u; v; : : :).
Sine the elements of P

are linear funtionals, it is possible to determine them from their
ations on a given basis (B
n
)
n0
of P, e.g. the anonial basis of P, (x
n
)
n0
. In general, we will
represent the ation of a funtional over a polynomial by formula hu; i; u 2 P

;  2 P, and
therefore a funtional is ompletely determined by a sequene of omplex numbers hu; x
n
i = u
n
,
n  0, the so-alled moments of the funtional.
Denition 1.1 Let (P
n
)
n0
be a basis sequene of P. We say that (P
n
)
n0
is an orthogonal
polynomial sequene (OPS in short), if and only if there exists a funtional u 2 P

suh that
hu; P
m
P
n
i = k
n
Æ
mn
, k
n
6= 0; n  0, where Æ
mn
is the Kroneker delta. If k
n
> 0 for all n  0,
we say that (P
n
)
n0
is a positive denite OPS.
Denition 1.2 Let u 2 P

be a funtional. We say that u is a quasi-denite funtional if and only
if there exists a polynomial sequene (P
n
)
n0
, whih is orthogonal with respet to u. If (P
n
)
n0
is
positive denite, we say that u is a positive denite funtional.
Denition 1.3 Given a polynomial sequene (P
n
)
n0
, we say that (P
n
)
n0
is a moni orthogonal
polynomial sequene (MOPS in short) with respet to u, and we denote it by (P
n
)
n0
= mopsu if
and only if P
n
(x) = x
n
+ lower degree terms and hu; P
m
P
n
i = k
n
Æ
nm
; k
n
6= 0 ; n  0.
Also the next theorem will be useful
Theorem 1.1 (Favard Theorem [7℄) Let (P
n
)
n0
be a moni polynomial basis sequene. Then,
(P
n
)
n0
is an MOPS if and only if there exist two sequenes of omplex numbers (d
n
)
n0
and
(g
n
)
n1
, suh that g
n
6= 0, n  1 and
xP
n
= P
n+1
+ d
n
P
n
+ g
n
P
n 1
; P
 1
= 0 ; P
0
= 1; n  0 ; (1.1)
where P
 1
(x)  0 and P
0
(x)  1. Moreover, the funtional u with respet to whih the polynomials
(P
n
)
n0
are orthogonal is positive denite if and only if (d
n
)
n0
is a real sequene and g
n
> 0 for
all n  1.
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In the following, we will use the notation:
Denition 1.4 Let  2 P and a 2 C , a 6= 0. We all the operator H
a
: P ! P, H
a
(x) = (ax),
a dilation of ratio a 2 C n f0g.
This operator is linear on P and satises H
a
() = H
a
 H
a
. Also notie that for any omplex
number a 6= 0, H
a
 H
a
 1
= I, where I is the identity operator on P, i.e., for all a 6= 0, H
a
has an
inverse operator. In the following we will omit any referene to q in the operators H
q
and their
inverse H
q
 1
. So, H := H
q
, H
 1
:= H
q
 1
.
Next, we will dene the so alled q derivative operator [11℄. We will suppose also that jqj 6= 1
(although it is possible to weak this ondition).
Denition 1.5 Let  2 P and q 2 C n f0g, jqj 6= 1. The q derivative operator , is the operator
 : P! P, dened by
 =
H   
Hx  x
=
H   
(q   1)x
:
The q
 1
 derivative operator 
?
, is the operator 
?
: P! P dened by

?
 =
H
 1
   
H
 1
x  x
=
H
 1
   
(q
 1
  1)x
:
In this way,  and 
?
 will denote the q derivative and q
 1
 derivative of , respetively.
The above two operators  and 
?
are linear operators on P, and
x
n
=
Hx
n
  x
n
(q   1)x
=
(q
n
  1)x
n
(q   1)x
= [n℄x
n 1
; n > 0; 1 = 0; (1.2)
i.e.,  2 P. Here [n℄ ; n 2 N, denotes the basi q number n dened by
[n℄ =
q
n
  1
q   1
= 1 + q + : : : + q
n 1
; n > 0; [0℄ = 0 : (1.3)
Also the q
 1
numbers [n℄
?
, dened by [n℄
?
=
q
 n
 1
q
 1
 1
= q
1 n
[n℄ will be used.
Notie that 
?
is not the inverse of . In fat they are related by H
?
= ; H
 1
 = 
?
.
The q derivative satises the produt rule () =  +H  = H  + .
Denition 1.6 Let ! a derivable funtion at x = 0 suh that 8a 2 dom!, aq 2 dom!. Then, we
will dene the q derivative of ! by the expression
! =
H!   !
Hx  x
=
H!   !
(q   1)x
; x 6= 0; !(0) = !
0
(0) : (1.4)
Denition 1.7 Let u 2 P

and  2 P. We dene the ation of a dilation H
a
and the q derivative
 on P

by the expressions H
a
: P

! P

, hH
a
u; i = hu;H
a
i,  : P

! P

, hu; i =  hu;i,
respetively.
Denition 1.8 Let u 2 P

and  2 P. We dene a polynomial modiation of a funtional u, the
funtional u, hu; i = hu; i; 8  2 P.
Notie that we use the same notation for the operators on P and P

. Whenever it is not speied
on whih linear spae an operator ats, it will be understood that it ats on the polynomial spae
P.
Denition 1.9 Let u 2 P

be a quasi-denite funtional and (P
n
)
n0
= mops(u). We say that u
or (P
n
)
n0
are q lassi funtional or MOPS, respetively, if and only if the sequene (P
n+1
)
n0
is also orthogonal.
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Notie that in the Hahn denition [11℄ q is a real parameter and here, in general, q 2 C n f0g,
jqj 6= 1.
In the following (Q
n
)
n0
will denote the sequene of moni q derivatives of (P
n
)
n0
, i.e.,
Q
n
=
1
[n+1℄
P
n+1
, for all n  0.
Theorem 1.2 (Medem et al. [17, 18℄) Let u 2 P

be a quasi-denite funtional. and (P
n
)
n0
=
mops(u). Then, the following statements are equivalent:
(a) u and (P
n
)
n0
are, respetively, a q lassial funtional and a q lassial MOPS.
(b) There exists a pair of polynomials  and  , deg  2, deg = 1, suh that
(u) =  u : (1.5)
() (P
n
)
n0
satises the q   SL dierene equation

?
P
n
+  
?
P
n
=
b

n
P
n
; n  0; (1.6)
i.e., P
n
are the eigenfuntions of the Sturm-Liouville operator 
?
+ 
?
orresponding to
the eigenvalues
b

n
.
Moreover, if
(x) = bax
2
+ ax+ _a;  (x) =
b
bx+

b;
b
b 6= 0; (1.7)
then, the quasi-deniteness of u implies [n℄ba+
b
b 6= 0 and the following equivalenes hold
[n℄ba+
b
b 6= 0; n  0 ()
b

n
6=
b

m
; 8n;m  1; n 6= m ()
b

n
6= 0;8n  1:
Theorem 1.3 Let u 2 P

, be a quasi-denite funtional, (P
n
)
n0
= mopsu and Q
(k)
n
=
1
[n+1℄
(k)

k
P
n+k
,
where [n+ 1℄
(k)
 [n+ 1℄[n+ 2℄ : : : [n+ k   1℄. The following statements are equivalent:
(a) (P
n
)
n0
is q lassial, (b) (Q
(k)
n
)
n0
is q lassial, k  1.
Moreover, if u satises the equation (u) =  u, deg   2 and deg = 1, then (Q
(k)
n
) is
orthogonal with respet to v
(k)
= H
(k)
  u, H
(k)
=
Q
k
i=1
H
i 1
, and it satises
(
(k)
v
(k)
) =  
(k)
v
(k)
; deg
(k)
 2 deg 
(k)
= 1;
where 
(k)
= H
k
 and  
(k)
=  +
P
k 1
i=0
H
i
, and they are the polynomial solutions of the q SL
equation
SL
(k)
Q
(k)
n
= 
(k)

?
Q
(k)
n
+  
(k)

?
Q
(k)
n
=
b

(k)
n
Q
(k)
n
; (1.8)
where the polynomials 
(k)
and  
(k)
and the eigenvalues
b

(k)
n
are

(k)
= q
2k
bax
2
+ q
k
ax+

a
;  
(k)
= ([2k℄ba+
b
b)x+ ([k℄a+ b);
b

(k)
n
= [n℄
?
([2k+n  1℄ba+
b
b) : (1.9)
Furthermore, in [17, 18℄ the following result was proven:
Theorem 1.4 Let u 2 P

, be a quasi-denite funtional, (P
n
)
n0
= mopsu, ; 
?
;  2 P, suh
that 
?
= q
 1
+(q
 1
 1)x , deg  2, deg 
?
 2 and deg = 1. Then, the following statements
are equivalent
(a) u and (P
n
)
n0
= mopsu are q lassial and (u) =  u,
(b) u and (P
n
)
n0
= mopsu are q
 1
 lassial and 
?
(
?
u) =  u.
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() There exist a polynomial  2 P, deg   2 and three sequenes of omplex numbers a
n
; b
n
; 
n
,

n
6= 0, suh that
P
n
= a
n
P
n+1
+ b
n
P
n
+ 
n
P
n 1
; n  1 ; (1.10)
(d) there exist a omplex numbers e
n
; h
n
, suh that
P
n
= Q
n
+ e
n
Q
n 1
+ h
n
Q
n 2
; n  2 : (1.11)
(e) There exist a polynomial  2 P, deg  2 and a sequene of omplex numbers r
n
, r
n
6= 0,
n  1 suh that
P
n
u = r
n

n
(H
(n)
  u); H
(n)
 =
n
Y
i=1
H
i 1
 ; r
n
= q
(
n
2
)
n
Y
i=1

[2n  i  1℄ba+
b
b

 1
; n  1:
(1.12)
2 The q weight funtion !
2.1 Denition and rst properties
In this setion we will onsider the so-alled weight funtions for q lassial polynomials. The next
proposition an be proven straightforward (see e.g. [12℄).
Proposition 2.1 Let ! a funtion suh that if a 2 dom!, aq
 1
2 dom! and that satises the
dierene equation

?
(!) = q ! () ! = qH(
?
!); ;  2 P; 
?
= q
 1
+ (q
 1
  1)x : (2.1)
Then, the following two equations are equivalent

?
P
n
+  
?
P
n
=
b

n
P
n
; () 
?
(!P
n
) = q
b

n
!P
n
; n  1: (2.2)
The above proposition allows us to generalize the lassial proedure to the q ase for obtaining
almost all the harateristis of the MOPS. The equation (2.1) is usually alled the q Pearson
equation and its solution ! is known as the q weight funtion and it allows to rewrite the Sturm-
Liuoville equation (1.6) in its self-adjoint form (2.2). Moreover, the weight funtion ! allow us to
obtain the \standard" q Rodrigues formula and also justify the q integral representation for the
orthogonality relation. In suh a way it is natural to give the following
Denition 2.1 Let u 2 P

, be a quasi-denite funtional satisfying the distributional equation
(1.5), where ;  2 P, deg   2, deg = 1 and (P
n
)
n0
= mopsu. We say that ! is the q weight
funtion assoiated to u (respetively to (P
n
)
n0
) if ! satises the equation (2.1) 
?
(!) = q !.
The last denition allows us to rewrite the q   SL equation (1.8) in its self-adjoint form. In
fat, an straightforward alulations show that, if !
(k)
satises the q Pearson equation

?
(
(k)
!
(k)
) = q 
(k)
!
(k)
; (2.3)
where 
(k)
and  
(k)
are given in (1.9), then (1.8) an be rewritten in its self-adjoint form

?
(
(k)
!
(k)
Q
(k)
n
) = q
b

(k)
n
!
(k)
Q
(k)
n
; n  1; k = 0; 1; : : : ; n: (2.4)
Proposition 2.2 Let ! the solution of (2.1) and !
(k)
the solution of (2.3). Then,
!
(k)
= 
(n 1)
!
(n 1)
=    = H
(n)
  !; !
(0)
 !: (2.5)
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Proof: We start from the q Pearson equation (2.3) and rewrite it in its equivalent form 
(k)
!
(k)
=
qH[
(k)
℄
?
H!
(k)
, where [
(k)
℄
?
= q
 1

(k)
+ (q
 1
  1)x 
(k)
= 
?
, for all k 2 N. Thus, by substituting
!
(k)
= H
(n)
  ! in 
(k)
!
(k)
= qH
?
H!
(k)
, we nd

(k)
!
(k)
= qH[
(k)
℄
?
H!
(k)
() H
k
(H   H
k 1
  !) = qH
?
H   H
k
H! ()
! = qH
?
H! () 
?
(!) = q !;
from where the proposition follows. 
Remark 2.1 Notie that the polynomials (
(k)
)
?
and (
?
)
(k)
are very dierent. In fat, the rst
one together with  
(k)
are the orresponding polynomials that appear in the q
 1
 distributional
equation satised by the funtional v
(k)
, i.e., the funtional with respet to whih the k th moni
derivatives Q
(k)
n
are orthogonal, (see Proposition 1.4)
(
(k)
v
(k)
) =  
(k)
v
(k)
() 
?
(
(k)
)
?
v
(k)
=  
(k)
v
(k)
; (
(k)
)
?
= 
?
; 8k 2 N;
whereas the seond one joint with ( 
?
)
(k)
are the polynomial oeÆients of the q
 1
  SL equation
( 
?
)
(k)

?
Q
?
(k)
n
( 
?
)
(k)
= (
b

?
)
(k)
n
Q
?
(k)
n
, of the n th q
 1
 derivative Q
?
(k)
n
of the polynomials P
n
,
Q
?
(k)
n
=
1
[n+1℄
?
(k)
[
?
℄
n
P
n+k
or the q
 1
 distributional equation satised by the funtional v
?
(k)
,

?
[(
?
)
(k)
v
?
(k)
℄ = ( 
?
)
(k)
v
?
(k)
; (
?
)
(k)
= H
 k

?
; 8k 2 N;
i.e., the funtional with respet to whih the k th moni derivatives Q
?
(k)
n
are orthogonal.
2.2 Computation of the q weight funtions
This setion is devoted to obtain the q weight funtion assoiated to all q lassial funtionals,
i.e., the quasi-denite funtionals orresponding to the MOPS in the widespread sense


u; P
2
n

6= 0,
for all n  0. In fat, Theorem 2.1 and 2.2 will give, in a very natural way, the key for the
lassiation of all q lassial orthogonal polynomials.
In the following we onsider the ase when jqj < 1 (jq
 1
j > 1). Also we will use the standard
notation (a; q)
n
= (1   a)(1   aq)    (1   aq
n 1
) for n  1, (a; q)
0
 1 for the q analogue of the
Pohammer symbol, and (a; q)
1
=
Q
1
n=0
(1  aq
n
), for the absolutely onvergent innite produt
for jqj < 1.
First of all, we will rewrite the q Pearson equation (2.1)

?
(!) = q ! () ! = qH
?
H! () 
?
! = q
 1
H
 1
H
 1
!; (2.6)
and solve the resulting equation by the reurrent proedure shown in gure 1.
Figure 1. Reurrent shema using the q dilation.
w = H
n
w 
qH
?

 H
qH
?

 : : :  H
n 1
qH
?

| {z }
H
(n)
qH
?


=
Q
n 1
k=0
q
?
(q
k+1
x)
(q
k
x)

H
2
H
2
w = H
2
(qH
?
)H
3
w
: : : : : :












1





R









1


R
HHw = H(qH
?
)H
2
w
?
H
w = H
2
w
qH
?

H
qH
?

w = qH
?
Hw -
?
H
w = Hw
qH
?
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In the ase when ! is ontinuous at 0 and !(0) 6= 0, taking the limit n ! 1, we nd, sine
lim
n!1
H
n
w = lim
n!1
w(q
n
x) = w(0),
! = !(0) limH
(1)
qH
?

= !(0) lim
n!1
H
(n)
qH
?

= !(0)
1
Y
n=0
qH
?

: (2.7)
The next step is to obtain an expliit expression for the produt H
(1)
qH
?

. For doing that we need
a lemma whih is interesting in its own right.
Lemma 2.1 If  is an n th degree polynomial with an independent term (0) = 1, and zeros
a
i
2 C nf0g, i = 1; 2; : : : ; n, then
H
(1)
 = (a
 1
1
x; q)
1
(a
 1
2
x; q)
1
   (a
 1
n
x; q)
1
:= (a
 1
1
x; a
 1
2
x;    ; a
 1
n
x; q)
1
;
is an entire funtion of x with zeros at a
i
q
 k
, i = 1; 2; : : : ; n and k  0. Furthermore, if = is
a rational funtion suh that (0) = (0) 6= 0 and with non-vanishing zeros of its numerator and
denominator, then,
H
(1)


=
(a
 1
1
x; q)
1
(a
 1
2
x; q)
1
   (a
 1
n
x; q)
1
(b
 1
1
x; q)
1
(b
 1
2
x; q)
1
   (b
 1
m
x; q)
1
=
(a
 1
1
x; a
 1
2
x;    ; a
 1
n
x; q)
1
(b
 1
1
x; b
 1
2
x;    ; b
 1
m
x; q)
1
;
it is a meromorphi funtion with zeros at a
i
q
 k
, i = 1; 2; : : : ; n and k  0 and poles at b
j
q
 l
,
j = 1; 2; : : : ;m and l  0, where a
i
2 C , i = 1; 2; : : : ; n and b
k
2 C , k = 1; 2; : : : ;m, are the zeros
of the numerator and denominator of =, respetively.
Proof: The proof is based on the fat that, if  is a polynomial of degree n with non vanishing
zeros and (0) = 1, then it admits the fatorization
 = A(x  a
1
)(x  a
2
)    (x  a
n
) = ( 1)
n
Aa
1
a
2
   a
n
| {z }
(0)=1
(1  a
 1
1
x)(1  a
 1
2
x)    (1  a
 1
n
x):
Then, H
(k)
 = (a
 1
1
x; a
 1
2
x;    ; a
 1
n
x; q)
k
and so, H
(1)
 = (a
 1
1
x; a
 1
2
x;    ; a
 1
n
x; q)
1
. This fun-
tion is an entire funtion due to the Weierstrass Theorem (see e.g. [1, x4.3℄). The proof of the
seond statement is analogous and the funtion H
(1) 

is meromorphi beause is a quotient of two
entire funtions (see e.g. [1, x4.3℄). 
Now, if (0) 6= 0, the above lemma leads us to the following well known result [11℄
Theorem 2.1 Let (P
n
)
n0
= mopsu satisfying the q Sturm-Liouville equation (1.6). If we denote
by a
1
and a
2
the zeros of  and by a
?
1
and a
?
2
the zeros of 
?
(see Proposition 1.4), and all they are
dierent from 0, then the following expressions for the q weight funtions ! hold
 
?
q weight funtion !(x)
ba
?
(x  a
?
1
)(x  a
?
2
), ba
?
a
?
1
a
?
2
6= 0 !(x) =
(a
?
1
 1
qx; a
?
2
 1
qx; q)
1
(a
 1
1
x; a
 1
2
x; q)
1
ba(x  a
1
)(x  a
2
), baa
1
a
2
6= 0 a
?
(x  a
?
1
), a
?
a
?
1
6= 0 !(x) =
(a
?
1
 1
qx; q)
1
(a
 1
1
x; a
 1
2
x; q)
1
_a
?
6= 0 !(x) =
1
(a
 1
1
x; a
 1
2
x; q)
1
a(x  a
1
), aa
1
6= 0 !(x) =
(a
?
1
 1
qx; a
?
2
 1
qx; q)
1
(a
 1
1
x; q)
1
ba(x  a
1
)(x  a
2
), baa
1
a
2
6= 0
_a 6= 0 !(x) = (a
?
1
 1
qx; a
?
2
 1
qx; q)
1
8 q Classi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Proof: Sine (x) = ba(x   a
1
)(x   a
2
) and 
?
= q
 1
 + (q
 1
  1)x = ba
?
(x   a
?
1
)(x   a
?
2
), we
have (qH
?
)(0) = q
?
(0) = (0), so the polynomials qH
?
and  have the same independent term.
Using the power expansion of the polynomials  and 
?
(x) = bax
2
+ ax+ _a; 
?
(x) = ba
?
x
2
+ a
?
x+ _a
?
;
we have ba
?
= q
 1
ba+(q
 1
 1)
b
b, a
?
= q
 1
a+(q
 1
 1)

b and _a
?
= q
 1
_a, where,
b
b;

b are the oeÆient
of the power expansion of  (see Eq. (1.7)). Thus,
8
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
:
deg  < 2 =) ba = 0 =) ba
?
6= 0 =) deg
?
= 2;
deg  = 2 =) ba 6= 0
8
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
b
b 6=  
ba
1  q
=) ba
?
6= 0 =) deg 
?
= 2;
b
b =  
ba
1  q
=) ba
?
= 0
8
>
>
<
>
>
>
:

b 6=  
a
1  q
=) deg 
?
= 1;

b =  
a
1  q
=) deg 
?
= 1:
In all ases we an apply diretly the above lemma whih immediately leads us to the desired
result. Notie also that all the obtained funtions are meromorphi and so, they are ontinuous
and non-vanishing at x = 0, so we an suppose without any loss of generality that !(0) = 1. 
In the ase when (0) = 0, it is easy to see that 
?
(0) = 0. This ase requires a more detail
study. In the following we should keep in mind that for the quasi-deniteness of u  6 0 and 
and  should be oprime polynomials (see [18℄).
Proposition 2.3 Let u be a q lassial funtional satisfying the distributional equation (1.5) with
 = bax
2
+ ax, jbaj + jaj > 0, and  =
b
bx+

b,
b
b 6= 0. Then the following ases, ompatible with the
quasi-deniteness of u, appear:
(a) If  = bax
2
, ba 6= 0, then, deg 
?
= 2 and its two zeros are dierent, or deg 
?
= 1.
(b) If  = bax
2
+ ax, baa 6= 0, then, deg 
?
= 2, or deg 
?
= 1.
() If  = ax, a 6= 0, then, deg 
?
= 2.
Proof:
(a) Sine  = bax
2
, then  =
b
bx +

b, with

b 6= 0, otherwise  divides . Therefore, 
?
= (q
 1
ba +
(q
 1
  1)
b
b)x
2
+ (q
 1
  1)

bx has a non-vanishing oeÆient on x. If
b
b 6=  
ba
1 q
then ba
?
6= 0 and
deg 
?
= 2 and 
?
has two dierent zeros one of whih is loated at the origin. If
b
b =  
ba
1 q
then
deg 
?
= 1.
The other two ases are proven analogously. 
The next step is to nd the q weight funtions for all possible ases aording with the above
proposition (remember that (0) = 0 = 
?
(0)). There are two large lasses. Class I orresponding
to the ase when  and 
?
have non-vanishing term on x and II when they have a vanishing term
on x.
I. We start with the ase when  and 
?
have not-vanishing term on x. In this ase there are three
dierent possibilities (sublasses):
(a) (x) = bax(x  a
1
), baa
1
6= 0 and 
?
(x) = ba
?
x(x  a
?
1
), ba
?
a
?
1
6= 0,
(b) (x) = bax(x  a
1
), baa
1
6= 0 and 
?
(x) = a
?
x, a
?
6= 0,
() (x) = ax, a 6= 0 and 
?
(x) = ba
?
x(x  a
?
1
), ba
?
a
?
1
6= 0.
R.
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To nd the orresponding q weight funtions we will rewrite the quotient qH
?
= = xq
(H
?
)
0
=x
0
, where  = x
0
and H
?
= x(H
?
)
0
. In general, 
0
(0) 6= (H
?
)
0
(0), so, in order
to apply a method, similar to the one used to prove Theorem 2.1, we will assume that ! an be
rewritten on the form ! = jxj

!
0
,  2 C nf0g, where  is a free parameter to be found. An
straightforward alulations show that if ! satises a q Pearson equation (2.6) then !
0
satises
the equation 
0
!
0
= aqH!
0
(H
?
)
0
, where a = q

. So,
!
0
= H
n
(!
0
)
aq(H
?
)
0

0
; a = q

; or  = Log
q
(a);
where Log
q
denotes the prinipal logarithm on the basis q, jqj < 1. In the following, we will use the
notation a =  baa
1
and a
?
=  ba
?
a
?
1
. Notie that, with this notation,  = bax(x   a
1
) = bax
2
+ ax
and 
?
= ba
?
x(x  a
?
1
) = ba
?
x
2
+ a
?
x.
(a) In this ase,
aq(H
?
)
0

0
=
aq
2
ba
?
a
?
1
(a
?
1
 1
qx  1)
baa
1
(a
 1
1
x  1)
=
aq
2
a
?
(1  a
?
1
 1
qx)
a(1  a
 1
1
x)
:
If we hoose now, a suh that aq(H
?
)
0
(0) = 
0
(0), i.e., aq
2
a
?
= a, or equivalently,  = Log
q
(a) =
 2 + Log
q
a
a
?
, we an apply the Lemma 2.1 to get, !
0
= !
0
(0)
(a
?
1
 1
qx;q)
1
(a
 1
1
x;q)
1
, whih leads, without
any loss of generality, to the following weight funtion (here we suppose that !
0
is ontinuous and
!
0
(0) 6= 0)
!(x) = jxj

(a
?
1
 1
qx; q)
1
(a
 1
1
x; q)
1
;  = Log
q
(a) =  2 + Log
q
a
a
?
: (2.8)
(b) In this ase,
aq(H
?
)
0

0
=
aq
2
a
?
a(1  a
 1
1
x)
=) !
0
= !
0
(0)
1
(a
 1
1
x; q)
1
;  = Log
q
(a) =  2 + Log
q

 
a
a
?

;
so,
!(x) =
jxj

(a
 1
1
x; q)
1
;  = Log
q
(a) =  2 + Log
q

 
a
a
?

:
Finally, in the last ase (), we obtain
!(x) = jxj

(a
?
1
 1
qx; q)
1
;  = Log
q
(a) =  2 + Log
q

 
a
a
?

:
II. Let onsider the other ase, i.e., when  and 
?
have a vanishing term on x. In this ase there
are two possibilities:
(i) deg  6= deg 
?
whih is divided in two subases (a)  = bax
2
, 
?
= a
?
x, and (b)  = ax,

?
= ba
?
x
2
, and
(ii) deg  = deg 
?
, whih also is divided in two subases (a)  = bax
2
, 
?
= ba
?
x(x  a
?
1
), a
?
1
6= 0,
and (b)  = bax(x  a
1
), 
?
= ba
?
x
2
, a
1
6= 0.
In both ases, the method used in the ase I of non-vanishing oeÆients an not be used.
(i) In order to solve the problem for ase II(i) we will generalize an idea by Haker [12℄. Let us
dene the funtion h
()
: [0;1)! R dened by
h
()
(x) =
p
x
log
q
x

 
;  6= 0;
whih has the following property Hh

= x

h

, or, equivalently, h

(qx) = x

h

(x), for all x  0.
If we now dene the funtion ! = x

h
(1)
, then, for the ase II(i)a we have
H! = Hx

h
(1)
= q

x

xh
(1)
= q

x! =) xH! = q

x
2
!;
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then, omparing this resulting equation with the q Pearson equation (2.6) for this hoie of  and

?
, bax
2
! = qa
?
xH!, we dedue that the funtion
!(x) = jxj

p
x
log
q
x 1
;  =  2 + Log
q
ba
a
?
; x  0; (2.9)
is the the solution of the q Pearson equation and so, the orresponding q weight funtion.
For the ase II(i)b we have, in an analogous way, a similar solution but involving the funtion
h
( 1)
:
!(x) = jxj

q
x
log
q
1
x
+1
;  =  3 + Log
q
a
ba
?
; x  0: (2.10)
(ii) In this ase the method developed for the above ases does not work. In fat, if we try to use
the method for the ase I, after some straightforward alulations, we arrive to an innite divergent
produt. For this reason we will solve the q Pearson equation using the equivalent equation
(2.6) in q
 1
dilation q
 1
H
 1
H
 1
! = 
?
! (2.6), i.e., using a shema similar to the one given in
gure 1 but when the reurrene is solved in the \opposite" diretion to obtain the expression
! = H
 n
!H
( n)
q
 1
H
 1


?
, whih leads to the solution, by taking the limit n ! 1, if there exists
the value H
 1
! = !(1). In suh a way, we have for the ase II(ii)a the expression
! = jxj

!
0
;   0 ; 
?
= x
?
0
= x(ba
?
x+ a
?
) ; H
 1
 = x(H
 1
)
0
= x(q
 2
bax) :
hene, the q
 1
 Pearson equation takes the form
x
?
0
 jxj

!
0
= q
 1
 x(H
 1
)
0
 H
 1
(jxj

!
0
) =) 
?
0
!
0
= q
 1
(H
 1
)
0
q
 
H
 1
!
0
;
and its solution is
!
0
(0) = H
 n
w
?
0
H
( n)
q
 
q
 1
(H
 1
)
0

?
0
a:=q

= H
 n
!
0
H
( n)
a
 1
q
 3
bax
ba
?
x+ a
?
:
Now, hoosing the value  , in suh a way that a
 1
q
 3
ba = ba
?
, i.e.,  =  3 + Log
q
ba
ba
?
we nd,
!
0
(0) = H
 n
w
?
0
H
( n)
ba
?
x
ba
?
x+ a
?
= H
 n
!
0
H
( n)

1 
a
?
ba
?
x+ a
?

= H
 n
!
0
n
Y
i=0

1 
a
?
q
i
ba
?
x+ a
?
q
i

:
Obviously the above produt is uniformly onvergent in any ompat subset of the omplex plane
that not ontains the points fa
?
1
q
n
; n  0g
S
f0g, where a
?
1
=  a
?
=ba
?
is the non-vanishing zero
of 
?
(in x = 0 the produt diverges to zero). Furthermore, this produt onverges at 1, so
!(1) =  6= 0 , and thus
!(x) = jxj

w
?
0
= jxj

1
Y
n=0

1 
a
?
q
n
ba
?
x+ a
?
q
n

= jxj

H
( 1)
ba
?
x
ba
?
x+ a
?
= jxj

1
( 
a
?
ba
?
x
; q)
1
;
where  = Log
q
baq
 3
ba
?
, and whih, without any loss of generality, leads to the following expression
for the q weight funtion
!(x) = jxj

1
(a
?
1
=x; q)
1
= jxj

e
q
(a
?
1
=x) ; a
?
1
=  
a
?
ba
?
x
;  =  3 + Log
q
ba
ba
?
; (2.11)
where e
q
denotes the q exponential funtion [10℄.
A similar situation happens in the II(ii)b subase. In this ase, we have
!
0
(x) = H
 n
!
0
H
( n)
q
 
q
 1
(H
 1
)
0

?
0
a:=q

= H
 n
!
0
H
( n)
a
 1
q
 1
q
 1
ba(q
 1
x  a
1
)
ba
?
x
:
R.
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If we now hoose a
 1
q
 3
ba = ba
?
, we nd
!
0
(x) = H
 n
!
0
H
( n)
ba
?
x  a
 1
q
 2
baa
1
ba
?
x
= H
 n
!
0
H
( n)

1 
ba
?
qa
1
ba
?
x

= H
 n
!
0
H
( n)

1 
a
1
q
x

;
whih is an absolute and uniformly onvergent produt in C nf0g. Finally, sine !(1) =  6= 0, and
without any loss of generality we nd the following expression for the q weight funtion !
!(x) = jxj

(a
1
q=x; q)
1
;  =  3  Log
q
ba
ba
?
;
where a
1
is the non-vanishing zero of . All the above alulations an be summarize in the
following theorem:
Theorem 2.2 Let (P
n
)
n0
= mopsu satisfying the q Sturm-Liouville equation (1.6). If we denote
by a
1
and a
2
the zeros of  and by a
?
1
and a
?
2
the zeros of 
?
(see Proposition 1.4), and one of them
are equal to 0, then the following expressions for the q weight funtions ! hold
Case  
?
!(x)
II(ii)a ba
?
x(x  a
?
1
); ba
?
a
?
1
6= 0 jxj

1
(a
?
1
=x; q)
1
;  = Log
q
baq
 3
ba
?
bax
2
, ba 6= 0
II(i)a a
?
x, a
?
6= 0 jxj

p
x
log
q
x 1
;  = Log
q
baq
 2
a
?
I(a) ba
?
x(x  a
?
1
), ba
?
a
?
1
6= 0 jxj

(a
? 1
1
qx; q)
1
(a
 1
1
x; q)
1
,  = Log
q
aq
 2
a
?
I(b) bax(x  a
1
), baa
1
6= 0 a
?
x, a
?
6= 0 jxj

1
(a
 1
1
x; q)
1
,  = Log
q
 aq
 2
a
?
II(ii)b ba
?
x
2
, ba
?
6= 0 jxj

(a
1
q=x; q)
1
,  =  Log
q
baq
3
ba
?
I() ba
?
x(x  a
?
1
), ba
?
a
?
1
6= 0 jxj

(a
? 1
1
qx; q)
1
,  = Log
q
 aq
 2
a
?
ax, a 6= 0
II(i)b ba
?
x
2
, ba
?
6= 0 jxj

p
x
log
q
1
x
+1
,  = Log
q
aq
 3
ba
?
3 Appliations
In this setion we will onsider some appliations of the above theorems. In fat we will show how the
q weight funtions an be used to give an integral representation for the orthogonality. Another
interesting appliation is the already mentioned lassiation of all orthogonal families in the
q Hahn Tableau (in [23℄ the orthogonality was not onsidered). In fat Theorems 2.1 and 2.2 gives
a natural lassiation of the q lassial orthogonal polynomials. Also by using the q weights one
an obtain an expliit formula of the polynomials satisfying a Rodrigues-type formula in terms of
the polynomials oeÆients  and 
?
from where the hypergeometri representation easily follows.
The last have been done independently in [23℄ and [6℄ (see also [5, 20℄) in the framework of the
dierene equations of hypergeometri type on the non-uniform latties. Here we will show how
all the q lassial families an be obtained by ertain limiting proesses from the most general
ase of ; Jaobi/Jaobi family. Finally, we will ompare the Nikiforov & Uvarov and the q Askey
Tableaus with our q Hahn Tableau and omplete the q Askey one with new families of orthogonal
polynomials.
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3.1 The q integral representation for the orthogonality
In this setion we will show how the q weight funtions and the q SL equation lead to a q integral
representation for the orthogonality. The tehnique used here is very ommon in the theory of
orthogonal polynomials (see e.g. [7, 13, 20℄).
First of all we introdue the q integral of Jakson [10, 25℄. This integral is a Riemann sum on
an innite partition faq
n
; n  0g,
Z
a
0
f(x) d
q
x = (1  q)a
1
X
n=0
f(aq
n
)q
n
; and
Z
b
a
f(x) d
q
x =
Z
b
0
f(x) d
q
x 
Z
a
0
f(x) d
q
x;
so, it is valid the q analogue of the Barrow rule (here F (x) is ontinuous at x = 0):
Z
b
a
F (x) d
q
x =
F (b)  F (a), and the rules of integration by parts
Z
b
a
f(x)g(x) d
q
x = H
 1
f(x)  g(x)



b
a
  q
Z
b
a
g(x)
?
f(x) d
q
x;
Z
b
a
f(x)g(x) d
q
x = fg



b
a
 
Z
b
a
Hg(x)f(x) d
q
x :
Obviously in the above expressions it is assumed that the funtion f is dened in the orrespond-
ing partition's points. This Jakson q integral an be easily generalized to unbounded intervals
and unbounded funtions in a similar way as the Riemann integral [10, 25℄. Furthermore, the
Riemann-Stieltjes disrete integrals related with the q lassial polynomials an be represented as
q integrals (see e.g. [17, 19℄).
Proposition 3.1 Let ! be ontinuous funtion in x = 0 satisfying the q Pearson equation 
?
(!) =
q !, equivalent to the distributional equation (u) =  u and let a; b omplex numbers suh that
the boundary ondition 
?
!



b
a
= 0, or equivalently H
 1
!



b
a
= 0 (w = qH(
?
w)) holds. Then,
Z
b
a
P
n
(x)P
m
(x)!(x)d
q
x = 0; 8n 6= m; (P
n
)
n0
= mopsu:
Proof: The proof is straightforward. We start from the self-adjoint form of the q   SL equations
for the polynomial P
n
and P
m
, respetively:
[H
 1
(!)
?
P
n
℄ =
b

n
!P
n
; [H
 1
(!)
?
P
m
℄ =
b

m
!P
m
:
If we multiply the rst one by P
m
, the seond one by P
n
, takes the q integral over (a; b) and use
the integration by part rules we nd
(
b

n
 
b

m
)
Z
b
a
!P
n
P
m
d
q
x =
Z
b
a
(!
b

n
P
n
)P
m
d
q
x 
Z
b
a
(!
b

m
P
m
)P
n
d
q
x =
=
Z
b
a


H
 1
(!)
?
P
n

P
m
d
q
x 
Z
b
a


H
 1
(!)
?
P
n

P
n
d
q
x =
= H
 1
(!)W
?
q
[P
m
; P
n
℄



b
a
+
Z
b
a
h
H

H
 1
(!)
?
P
m

P
n
 H(H
 1
(!)
?
P
n

P
m
i
d
q
x;
where W
?
q
[P
m
; P
n
℄ = P
m

?
P
n
  P
n

?
P
m
is the q Wronskian. The rst term in the last equa-
tion vanish sine the boundary onditions. The seond also vanish sine H

H
 1
(w)
?
P
m

P
n
=wP
m
P
n
. The result follows from the fat that for all n 6= m,
b

n
6=
b

m
. 
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Remark 3.1 Notie that the hoie of the integration interval (a; b) is onditioned to guarantee
that
R
b
a
P
2
n
!d
q
x 6= 0, n  0, for whih, it is enough that ! be ontinuous funtion and does not
vanish inside the interval of integration. This has a diÆulty sine, even in the simplest ases, i.e.,
; families, ! has innite zeros a
?
i
q
 n
, n  1, and innite poles, a
i
q
 n
, n  0. Notie also that
natural values for (a; b) are the roots of 
?
or the roots of (q
 1
x).
Of speial interest is the study of the positive denite ase, i.e., the ase when
R
b
a
P
2
n
!d
q
x > 0
for all n  0. For doing that we an use the Favard theorem. The detailed study of positive denite
ase will be onsidered in a forthoming paper.
3.2 Classiation of the q lassial polynomials
Sine the equation (1.5) (and so the Sturm-Liouville equation (2.2)) gives all the information
about the q lassial funtional (and then about the orresponding MOPS), it is natural to use
them for lassifying the q lassial polynomials. Moreover, all this information is ondensed in
the polynomials  and 
?
instead of  and  (and more exatly in their zeros) as it is shown
in Theorems 2.1 and 2.2. So it is natural to use the zeros of  and 
?
to lasify all families of
q lassial orthogonal polynomials [17, 19℄.
In suh a way, sine (0) = 0 if and only if 
?
(0) = 0, it is natural, in a rst step, to lassify the
q lassial polynomials into two wide groups: the ; families, i.e., the families suh that (0) 6= 0
and the 0 families, i.e., the ones with (0) = 0. Next, we lassify eah member in the aforesaid
two wide lasses in terms of the degree of the polynomials  and 
?
as well as the multipliity of
their roots in the ase of 0 families. In fat, if  has two simple roots, the polynomials belong to
the 0 Jaobi/| family while if the roots are multiple, then they are 0 Bessel/| family. So, we
have the following sheme for the q lassial OPS:
; families
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
; Jaobi/Jaobi
; Jaobi/Laguerre
; Jaobi/Hermite
; Laguerre/Jaobi
; Hermite/Jaobi
0 families
8
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
0 Bessel/Jaobi
0 Bessel/Laguerre
0 Jaobi/Jaobi
0 Jaobi/Laguerre
0 Jaobi/Bessel
0 Laguerre/Jaobi
0 Laguerre/Bessel
Notie that in this sheme an not appear the families ; Laguerre/Laguerre, ; Laguerre/Her-
mite ; Hermite/Laguerre and ; Hermite/Hermite sine the onnetion between  and 
?
, as
well as the 0 Bessel/Bessel ase sine they do not orrespond to a quasi-denite funtional (see
Proposition 2.3).
3.2.1 Connetion with the Nikiforov-Uvarov and the q Askey Tableaus
Here we will identify our lassiation (sheme) of the q lassial polynomials with the two well
known shemes by Nikiforov and Uvarov [23℄ and the q Askey Tableau [13℄.
We start with the rst one. The Nikiforov-Uvarov Tableau is based on the polynomial solutions
of the seond order linear dierene equation of hypergeometri type in the non-uniform lattie x(s):
~(x(s))
4
4x(s 
1
2
)
5y
n
[x(s)℄
5x(s)
+
~(x(s))
2

4y
n
[x(s)℄
4x(s)
+
5y
n
[x(s)℄
5x(s)

+ y
n
[x(s)℄ = 0;
5f(s) = f(s)  f(s  1); 4f(s) = f(s+ 1)  f(s); y
n
[x(s)℄ 2 P[x(s)℄
x(s) = 
1
(q)q
s
+ 
2
(q)q
 s
+ 
3
(q); q 2 C ;
(3.1)
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where ~(x) and ~(x) are polynomials in x(s) of degree at most 2 and 1, respetively, and 
n
is a
onstant, or, written in its equivalent form
(s)
4
4x(s 
1
2
)
5y
n
[x(s)℄
5x(s)
+ (s)
4y
n
[x(s)℄
4x(s)
+ 
n
y
n
[x(s)℄ = 0;
(s) = ~(x(s))  
1
2
~(x(s))4 x(s 
1
2
); (s) = ~(x(s)):
(3.2)
Here P[x(s)℄ denotes the linear spae of polynomials in x(s). Notie that, if x(s) = 
1
q
s
 x, i.e.,
we are in the so-alled linear exponential lattie, then
4y
n
[x(s)℄
4x(s)
= y
n
(x) and
5y
n
[x(s)℄
5x(s)
= 
?
y
n
(x); y
n
(x)  y
n
[x(s)℄:
Thus, using the fat that 4x(s 
1
2
) = q
 
1
2
4 x(s), the hypergeometri equation (3.2) in the linear
lattie x(s) = 
1
q
s
an be rewritten as
(s)
?
y
n
(x) + q
 
1
2
(s)y
n
(x) =  
n
q
 
1
2
y
n
(x); y
n
(x) 2 P;
from where, and using the identity  = x(q   1)
?
+
?
we arrive to the equation
[ + q
 
1
2
(s)x(q   1)℄
?
y
n
(x) + q
 
1
2
(s)
?
y
n
(x) =  
n
q
 
1
2
y
n
(x);
whih is nothing else that the q   SL equation (1.6) where
(s) = + x(1  q) = q
?
; (s) = q
 
1
2
 ; 
n
=  q
1
2
b

n
: (3.3)
In other word, the q SL equation (1.6) is a seond order linear dierene equation of hypergeometri
type in the linear exponential lattie x(s) = 
1
q
s
. The above onnetion allows us to identify all
the q lassial orthogonal polynomials (in the widespread Hahn's sense) with the q polynomials
in the exponential lattie in the Nikiforov et al. approah. In fat, using the expliit expression of
the polynomials (s) and (s) + (s)4 (x 
1
2
) in the exponential lattie [23, Eqs. (84)-(85) page
241 and Table page 244℄, we an identify our 12 lasses of q polynomials with the ones given in
[23℄ (see Table 3.2.1).
In order to identify the q lassial polynomials with the ones given in the q Askey tableau
[13℄ we rewrite the q   SL equation (1.6) in the following form:
  HP
n
  (+ q
2

?
)P
n
+ q
2

?
H
 1
P
n
= (q   1)
2
x
2

n
P
n
:
Then, a simple omparison of the above dierene equation with those given in the q Askey Tableau
allows us to identify some of the families of the q polynomials given in [13℄ with the orresponding
q lassial ones, and so, with the ones in the Nikiforov-Uvarov Tableau. This will be given in
Table 3.2.1.
From the above table 3.2.1 we see that the 0 Jaobi/Bessel and 0 Laguerre/Bessel families
lead to new families of orthogonal polynomials. The reason for that they do not appear in the
q Askey tableau will be onsidered latter on. Notie also that the lass N
o
8 from the Nikiforov-
Uvarov tableau [23, page 244℄ do not lead to any orthogonal polynomial sequene even in the
widespread sense onsidered here.
3.3 The Rodrigues formula and hypergeometri representation
For the sake of ompleteness we will inlude here the identiation of the q lassial polynomials
in terms of the basi hypergeometri series [10℄ dened by
r
'
p
 
a
1
; a
2
; :::; a
r
b
1
; b
2
; :::; b
p





q; z
!
=
1
X
k=0
(a
1
; q)
k
   (a
r
; q)
k
(b
1
; q)
k
   (b
p
; q)
k
z
k
(q; q)
k

( 1)
k
q
k(k 1)
2

p r+1
;
(3.4)
where, as before, (a; q)
k
=
Q
k 1
m=0
(1  aq
m
).
R.
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Table 3.2.1: Comparison of the Nikiforov-Uvarov, the q Askey and the q lassial polynomial
Tableaus
q lassial family () Nikiforov-Uvarov Tableau [23℄ =) q Askey Tableau [13℄
; Jaobi/Jaobi () Eq. (86) page 242 =) The Big q Jaobi
q Hahn
; Jaobi/Laguerre () N
o
6 [23, page 244℄ =) q Meixner
Quantum q Kravhuk
; Jaobi/Hermite () N
o
12 [23, page 244℄ =) Al-Salam-Carlitz II
Disrete q
 1
 Hermite II
; Laguerre/Jaobi () N
o
1 [23, page 244℄ =) Big q Laguerre
AÆne q Kravhuk
; Hermite/Jaobi () N
o
2 [23, page 244℄ =) Al-Salam-Carlitz I
Disrete q Hermite
0 Bessel/Jaobi () N
o
4 [23, page 244℄ =) Alternative q Charlier
0 Bessel/Laguerre () N
o
11 [23, page 244℄ =) Stieltjes-Wigert
0 Jaobi/Jaobi () N
o
3 [23, page 244℄ =) The Little q Jaobi
q Kravhuk
0 Jaobi/Laguerre () N
o
10 [23, page 244℄ =) q Laguerre
q Charlier
0 Jaobi/Bessel () N
o
7 [23, page 244℄ =) new OP family
0 Laguerre/Jaobi () N
o
5 [23, page 244℄ =) Little q Laguerre (Wall)
0 Laguerre/Bessel () N
o
9 [23, page 244℄ =) new OP family
| N
o
8 [23, page 244℄ |
3.3.1 The Rodrigues formula
Let us rst obtain the \standard" Rodrigues formula.
Proposition 3.2 Let u, u 2 P

be a q lassial quasi-denite funtional, (P
n
)
n0
= mopsu, and
! the q weight funtion dened by the q Pearson equation (2.1). Then,
P
n
= q
 n
r
n

?
n
(H
(n)
!)
!
: (3.5)
Proof: The proof of this proposition is straightforward. In fat, using the denition of the !
(k)
we
obtain !
(k)
= 
(k 1)
!
(k 1)
, thus, using the equation (2.4) we have, for all n  1,

?
n
(H
(n)
!) = 
?
n
(!
(n)
Q
(n)
0
) =
1
[1℄

?
n 1
[
?
(
(n 1)
!
(n 1)
Q
(n 1)
1
℄
(2:4)
=
=
q
b

(n 1)
1
[1℄

?
n 1
[!
(n 1)
Q
(n 1)
1
℄ =    = q
n
b

(n 1)
1

b

n
[1℄[n℄
!P
n
:
Finally, using the expliit expression for the oeÆient r
n
(1.12) the result follows. 
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The Rodrigues formula is very useful for nding the expliit expression of the polynomials P
n
.
In fat, using the formula

?
n
f(x) =
q

n
2

+n
(1  q)
n
x
n
n
X
k=0
( 1)
k
q
k(k+1)
2
 nk

n
k

q
f(q
k n
x);

n
k

q
=
(q; q)
n
(q; q)
k
(q; q)
n k
;
where

n
2

=
n(n 1)
2
, one easily obtains
P
n
=
q

n
2

r
n
(1  q)
n
x
n
n
X
k=0
( 1)
k
q
k(k+1)
2
 nk

n
k

q
H
(n)
(xq
k n
)!(q
n k
x)
!(x)
;
or, equivalently,
P
n
=
r
n
( 1)
n
(1  q)
n
x
n
n
X
k=0
( 1)
k
q

k
2


n
k

q
H
(n)
(xq
 k
)!(q
 k
x)
!(x)
:
Now, taking into aount the q Pearson equation (2.6)
H!
!
=

qH
?
()
H
 1
!
!
=
q
?
H
 1

;
we obtain the following expliit expression for the q lassial polynomials in terms of the polyno-
mials  and 
?
:
P
n
=
r
n
( 1)
n
(1  q)
n
x
n
n
X
k=0
( 1)
k
q

k
2

+k

n
k

q
k 1
Y
i=0

?
(xq
 i
)
n k 1
Y
i=0
(xq
i
): (3.6)
This formula is equivalent to the one obtained in [5, Eq. (4.14)℄, [23, Eq. (33)℄ and [2, Eq. (2.24)℄
for the q polynomials in the non-uniform lattie x(s) = 
1
q
s
.
3.3.2 The hypergeometri representation
 We start with the ; Jaobi/Jaobi family, i.e., the ase when  = ba(x   a
1
)(x   a
2
) and

?
= ba
?
(x a
?
1
)(x a
?
2
) ba
?
a
1
a
2
ba
?
a
?
1
a
?
2
6= 0. The other ases an be obtained in a similar way. Then,
substituting in the above expression we nd that the q lassial polynomials beomes
P
n
=
r
n
(baa
1
a
2
)
n
(x=a
1
; q)
n
(x=a
2
; q)
n
(1  q)
n
x
n
3
'
2
 
q
 n
; a
?
1
x
 1
; a
?
2
x
 1
q
1 n
a
1
x
 1
; q
1 n
a
2
x
 1





q;
ba
?
ba
q
 n+3
!
:
From the last formula it is not easy to see that P
n
are polynomials on x of degree exatly equal
n, thus, we will apply to the above equation the transformations (3.2.5) and (3.2.3) given in [10,
page 61℄. Notie that we an apply the transformation formula (3.2.5) [10, page 61℄ beause
the polynomials  and q
?
have the same independent term, and then the ondition baa
1
a
2
=
qba
?
a
?
1
a
?
2
is fullled. So, the hypergeometri representation of the moni q lassial ; Jaobi/Jaobi
polynomials is
P
n
(x) =
a
n
2
(a
?
1
=a
2
; q)
n
(a
?
2
=a
2
; q)
n
(a
?
1
a
?
2
a
 1
1
a
 1
2
q
n 1
; q)
n
3
'
2
 
q
 n
; a
?
1
a
?
2
a
 1
1
a
 1
2
q
n 1
; x=a
2
a
?
1
=a
2
; a
?
2
=a
2





q; q
!
: (3.7)
Notie that, sine  and 
?
are invariant with respet to the hange a
1
() a
2
and a
?
1
() a
?
2
, then
we an obtain an equivalent hypergeometri representation
P
n
(x) =
a
n
2
(a
?
1
=a
1
; q)
n
(a
?
2
=a
1
; q)
n
(a
?
1
a
?
2
a
 1
1
a
 1
2
q
n 1
; q)
n
3
'
2
 
q
 n
; a
?
1
a
?
2
a
 1
1
a
 1
2
q
n 1
; x=a
1
a
?
1
=a
1
; a
?
2
=a
1





q; q
!
: (3.8)
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Notie also that from any of the above two formulas follwos that P
n
is a polynomial of degree exatly
equal n. Before start with the detailed study of eah ase let us write another equivalent form for
the ; Jaobi/Jaobi polynomials whih an be obtained applying the transformation (III.12) from
[10, page 241-242℄ to (3.7):
P
n
(x) =
q

n
2

( a
?
2
)
n
(a
?
1
=a
2
; q)
n
(a
?
1
=a
1
; q)
n
(a
?
1
a
?
2
a
 1
1
a
 1
2
q
n 1
; q)
n
3
'
2
 
q
 n
; a
?
1
a
?
2
a
 1
1
a
 1
2
q
n 1
; a
?
1
=x
a
?
1
=a
2
; a
?
1
=a
1





q; qx=a
?
2
!
: (3.9)
If we now hoose  = aq(x   1)(bx   ) and 
?
= q
 2
(x   aq)(x   q), then Theorem 2.1 and
Eq. (3.7) gives, for the weight funtion and the polynomials, respetively
!(x) =
(x=a; x=; q)
1
(bx=; x; q)
1
; p
n
(x; a; b; ; q) =
(aq; q)
n
(q; q)
n
(abq
n+1
; q)
n
3
'
2
 
q
 n
; abq
n+1
; x
aq; q





q; q
!
;
i.e., the Big q Jaobi polynomials. If we now hoose  = q
 N 1
they beomes the q Hahn polyno-
mials Q
n
(x; a; b;N jq) (usually they are written as polynomials in x = q
 s
, see [13, 18℄). Obviously,
if we use instead of formula (3.7) the formulas (3.8) and (3.9) we obtain other representations for
the Big q Jaobi polynomials.
For the other 11 ases we an do the same, substitute the polynomials  and 
?
in (3.6) and make
the orresponding alulations, but here we will show how, from the q lassial ; Jaobi/Jaobi
polynomials, an be derived all other ases by taking the appropiate limits. A similar study have
been done in [23℄. Here we will omplete it. We will give the details only in some speial \diÆult"
ases or when the larity and the auray are required.
 We ontinue with the q lassial ; Jaobi/Laguerre polynomials. To obtain them we take
the limit a
?
2
!1. Then,  = ba(x  a
1
)(x  a
2
) and
q
?
= qba
?
(x a
?
1
)(x a
?
2
) = qba
?
a
?
2
(x a
?
1
)(x=a
?
2
 1) =
baa
1
a
2
a
?
1
(x a
?
1
)(x=a
?
2
 1)!  
baa
1
a
2
a
?
1
(x a
?
1
);
where the relation baa
1
a
2
= qba
?
a
?
1
a
?
2
has been used. In this ase and sine
lim
a
?
2
!1
(a
?
1
a
?
2
a
 1
1
a
 1
2
q
n 1
; q)
k
(a
?
2
=a
2
; q)
k
= q
(n 1)k

a
?
1
a
1

k
;
Eq. (3.7) beomes
P
n
(x) =

a
1
a
2
a
?
1

n
(a
?
1
=a
2
; q)
n
q
 n(n 1)
2
'
1
 
q
 n
; x=a
2
a
?
1
=a
2





q; q
n
a
?
1
=a
1
!
: (3.10)
If we hoose now  = (x   1)(x + b) and 
?
= q
 2
(x   bq), then we obtain the q Meixner
polynomials
M
n
(x; b; ; q) = ( )
n
(bq; q)
n
q
 n
2
2
'
1
 
q
 n
; x
bq





q; 
q
n+1

!
:
In this ase !(x) =
(x=b;q)
1
( x=b;x;q)
1
. Putting in the above formulas b = q
 N 1
and  =  p
 1
we arrive
to the Quantum q Kravhuk polynomials K
qtm
n
(x; p;N ; q).
 The next family is the q lassial ; Jaobi/Hermite one. In this ase we take the limit
a
?
1
; a
?
2
!1. Then,  = ba(x  a
1
)(x  a
2
) and q
?
= ba
?
a
1
a
2
, thus (3.7) beomes
P
n
(x) = ( a
2
)
 n
q

n
2

2
'
0
 
q
 n
; x=a
2
|





q; q
n
a
2
=a
1
!
: (3.11)
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Choosing  = (x  a)(x  1) and q
?
= a we obtain the Al-Salam & Carlitz II polynomials
V
(a)
n
(x; q) = ( a)
n
q
 

n
2

2
'
0
 
q
 n
; x
0





q;
q
n
a
!
;
If now  = (x  i)(x+ i) and q
?
= 1, we arrive to the Disrete q Hermite polynomials II
e
h
n
(x; q)
e
h
n
(x; q) = i
 n
2
'
0
 
q
 n
; ix
|





q; q
 n
!
= x
n
2
'
1
 
q
 n
; q
 n+1
0





q
2
; 
q
2
x
2
!
;
and for the weight funtion we have !(x) = (ix; ix; q)
 1
1
= ( x
2
; q
2
)
1
=
 
Q
1
k=0
(1 + x
2
q
2k
)

 1
.
 The q lassial ; Laguerre/Jaobi polynomials. In this ase a
2
!1. Then,  =  qba
?
a
?
1
a
?
2
a
 1
1
(x 
a
1
) and 
?
= ba
?
(x  a
?
1
)(x  a
?
2
), thus Eq. (3.9) gives
P
n
(x) = ( a
?
2
)
n
q

n
2

(a
?
1
=a
1
; q)
n2
'
1
 
q
 n
; a
?
1
=x
a
?
1
=a
1





q; qx=a
?
2
!
= a
n
1
(a
?
1
=a
1
; q)
n
(a
?
2
=a
1
; q)
n3
'
2
 
q
 n
; x=a
1
; 0
a
?
1
=a
1
; a
?
2
=a
1





q; q
!
:
(3.12)
The last equality follows from the Jakson transformation formula (see [10, Eq. (III.5), page
241℄), or, diretly, taking the limit in formula (3.8). If we now hoose  =  aq(x   1) and

?
= q
 2
(x  aq)(x  q), we obtain the Big q Laguerre polynomials
p
n
(x; a; ; q) = (aq; q)
n
(q; q)
n3
'
2
 
q
 n
; 0; x
aq; q





q; q
!
= (aq; q)
n
( q)
n
q

n
2

2
'
1
 
q
 n
; aqx
 1
aq





q;
x

!
:
Notie that they are nothing else that the Big q Jaobi when b = 0. Here !(x) =
(x=a;x=;q)
1
(x;q)
1
.
To this lass also belong the K
aff
n
(x; p;N ; q). In fat they are Big q Laguerre polynomials with
parameters a = q
 N 1
and  = p.
 The q lassial ; Hermite/Jaobi polynomials. In this ase a
1
; a
2
! 1, thus  = qbaa
?
1
a
?
2
and 
?
= ba
?
(x  a
?
1
)(x  a
?
2
). Then, from Eq. (3.9) one easily nd
P
n
(x) = q

n
2

( a
?
2
)
n
2
'
1
 
q
 n
; a
?
1
=x
0





q; qx=a
?
2
!
: (3.13)
Now hoosing  = a and q
?
= (x 1)(x a), (3.13) leads to the Al-Salam & Carlitz I polynomials
U
(a)
n
(x; q) = ( a)
n
q

n
2

2
'
1
 
q
 n
; x
 1
0





q;
x q
a
!
:
In this ase the q weight funtion takes the form !(x) = (qx=a; qx; q)
1
. If we put a =  1, the the
Al-Salam & Carlitz I polynomials beomes the disrete q Hermite polynomials I h
n
(x; q).
For the 0 families the situation is more ompliate and a new parameter Æ should be inluded.
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 To obtain the 0 Bessel/Jaobi polynomials we will take the limit a
1
; a
2
; a
?
2
! 0. Thus,
 = bax
2
and 
?
= ba
?
(x   a
?
1
)x, but now we have a problem taking the limit in the expression
(a
?
1
a
?
2
a
 1
1
a
 1
2
q
n 1
; q)
k
, so we will obliged the parameters a
1
; a
2
; a
?
2
tend to zero suh that a
?
2
a
 1
1
a
 1
2
=
q
Æ
, with Æ a xed onstant suh that q
Æ
= ba=(qba
?
a
?
1
). Then, taking the limit in Eq. (3.7) we obtain
P
n
(x) =
q

n
2

( a
?
1
)
n
(q
n+Æ 1
; q)
n
2
'
1
 
q
 n
; q
n+Æ 1
0





q; qx=a
?
1
!
; q
Æ
=
ba
qba
?
a
?
1
: (3.14)
To this lass belongs the Alternative q Charlier polynomials K
n
(x; a; q). In fat, putting  = ax
2
and 
?
= q
 2
x(1  x), thus q
Æ
=  aq and then
K
n
(x; a; q) =
( 1)
n
q

n
2

( aq
n
; q)
n
2
'
1
 
q
 n
; aq
n
0





q; qx
!
:
For them we have !(x) = jxj

(x
 1
; q)
 1
1
, where q

=  a=q.
 For the 0 Bessel/Laguerre polynomials we have the limit a
1
; a
2
; a
?
1
! 0 and a
?
2
!1. Thus,
 = bax
2
and 
?
= ba
?
(x  a
?
1
)(x  a
?
2
) = ba
?
a
?
2
(x=a
?
2
  1)(x  a
?
1
) = baa
1
a
2
a
?
1
 1
q
 1
(x=a
?
2
  1)(x  a
?
1
).
If we now take the limit in suh a way that a
?
1
a
1
a
2
=  q
Æ
we arrive to the funtion 
?
= baq
 Æ 1
x.
In this ase Eq. (3.9) immediately gives
P
n
(x) = q
 n(n+Æ 1)
( 1)
n
1
'
1
 
q
 n
0





q;  q
n+Æ
x
!
; q
Æ
=  
ba
a
?
q
: (3.15)
Now, setting  = x
2
and 
?
= q
 2
x, we have q
Æ
=  q and we obtain the Stieltjes-Wigert polyno-
mials
S
n
(x; q) = ( 1)
n
q
 n
2
1
'
1
 
q
 n
0





q; xq
n+1
!
:
Here !(x) =
p
x
log
q
x 1
.
 The 0 Jaobi/Jaobi polynomials. In this ase the limit is a
2
; a
?
2
! 0 providing that a
?
2
=a
2
=
q
Æ
, then  = bax(x  a
1
), 
?
= ba
?
x(x  a
?
1
) and (3.7) gives
P
n
(x) =
q

n
2

( a
?
1
)
n
(q
Æ
; q)
n
(a
?
1
=a
1
q
Æ+n 1
; q)
n
2
'
1
 
q
 n
; a
?
1
=a
1
q
n+Æ 1
q
Æ





q; qx=a
?
1
!
; q
Æ
=
baa
1
qba
?
a
?
1
: (3.16)
Putting  = ax(bqx  1) and 
?
= q
 2
x(x  1), q
Æ
= aq, thus
p
n
(x; a; bjq) =
( 1)
n
q

n
2

(aq; q)
n
(abq
n+1
; q)
n
2
'
1
 
q
 n
; abq
n+1
aq





q; qx
!
;
whih are nothing else that the Little q Jaobi polynomials. If now we take  = px(1   x),

?
= q
 2
x(x  q
 N
) we arrive to the following expression
K
n
(x; p;N ; q) =
( 1)
n
q
 nN+

n
2

( pq
N+1
; q)
n
( pq
n
; q)
n
2
'
1
 
q
 n
; pq
n
 pq
N+1





q;xq
N+1
!
;
thats onstitutes an alternative denition for the q Kravhuk polynomials whih is equivalent to
the \more" standard one just using the transformation formula (III.7) from [10, page 241℄
K
n
(x; p;N ; q) =
(q
 N
; q)
n
( pq
n
; q)
n
3
'
2
 
q
 n
; x; pq
n
q
 N
; 0





q; q
!
:
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Finally, we have !(x) = jxj

(qx;q)
1
(qbx;q)
1
, q

= a and !(x) = jxj

(q
N+1
x;q)
1
(x;q)
1
, q

= pq
N
for the weight
funtions of the Little q Jaobi and q Kravhuk polynomials, respetively.
 The 0 Jaobi/Laguerre polynomials. In this ase we take the limit is a
2
; a
?
2
! 0 and a
?
1
!1
in suh a way that a
?
2
=a
2
=  q
Æ
, so  = bax(x  a
1
), 
?
= baa
1
q
 Æ 1
x = a
?
x, and then
P
n
(x) = ( a
1
)
n
q
 n(n+Æ 1)
2
'
1
 
q
 n
; x=a
1
0





q;  q
n+Æ
!
; q
Æ
=
baa
1
qa
?
: (3.17)
Putting  = ax(x+ 1) and 
?
= q
 2
x, then q
Æ
=  aq, and we obtain the q Laguerre polynomials
L

n
(x; q)  L
n
(x; a; q)
L
n
(x; a; q) = ( 1)
n
q
 n
2
a
 n
2
'
1
 
q
 n
; x
0





q; aq
n+1
!
; !(x) =
jxj

( x; q)
1
; q

=  a:
If we now hoose  = x(x   1) and 
?
= q
 2
ax, we obtain q
Æ
= q=a and then we arrive to the
q Charlier polynomials
C
n
(x; a; q) = ( 1)
n
q
 n
2
a
n
2
'
1
 
q
 n
; x
0





q; 
q
n+1
a
!
; !(x) =
jxj

(x; q)
1
; q

= a
 1
:
 The 0 Jaobi/Bessel polynomials. Here we take the limit is a
2
; a
?
1
; a
?
2
! 0 in suh a way that
a
?
1
a
?
2
=a
2
= q
Æ
, so  = bax(x  a
1
), 
?
= ba
?
x
2
= baa
1
q
 Æ 1
x
2
, and then (3.7) gives
P
n
(x) = q
n(n+Æ 1)
(q
n+Æ 1
=a
1
; q)
 1
n
2
'
0
 
q
 n
; q
n+Æ 1
=a
1
|





q; xq
1 Æ
!
; q
Æ
=
baa
1
qba
?
: (3.18)
This family does not appear in the q Askey Sheme unless they are not a trivial limit of a more
general q family. We will take the following parameterization  = ax(x   b) and 
?
= q
 2
x
2
.
Then, q
Æ
= abq and we obtain that this 0 Jaobi/Bessel polynomials, denoted by j
n
(x; a; b)
j
n
(x; a; b) = (ab)
n
q
n
2
(aq
n
; q)
 1
n
2
'
0
 
q
 n
; aq
n
|





q; x=(ab)
!
; !(x) = jxj

(bq=x; q)
1
; q

= a
 1
q
 5
:
They main data are shown in Table 3.3.2.
 The 0 Laguerre/Jaobi polynomials. In this ase a
2
; a
?
2
! 0, a
1
! 1, q
Æ
=  a
?
2
=a
2
, then
 = ax = ba
?
a
?
1
q
Æ+1
x, 
?
= ba
?
x(x  a
?
1
), and
P
n
(x) = ( a
?
1
)
n
q

n
2

( q
Æ
; q)
n2
'
1
 
q
 n
; 0
 q
Æ





q; xq=a
?
1
!
; q
Æ
=
a
ba
?
a
?
1
q
: (3.19)
Putting  =  ax and 
?
= q
 2
x(x   1), thus q
Æ
=  aq, and we obtain the Little q Laguerre or
Wall polynomials
p
n
(x; ajq) = ( 1)
n
q

n
2

(aq; q)
n2
'
1
 
q
 n
; 0
aq





q; qx
!
; !(x) = jxj

(qx; q)
1
; q

=  a:
 Finally, the 0 Laguerre/Bessel family follows from Eq. (3.8) taking the limit a
1
; a
?
1
; a
?
2
! 0
and a
2
!1 providing that a
?
1
a
?
2
=a
1
=  q
Æ
, thus  = ax = ba
?
q
Æ+1
x, 
?
= ba
?
x
2
and
P
n
(x) = ( 1)
n
q
n(n+Æ 1)
2
'
0
 
q
 n
; 0
|





q;  xq
1 Æ
!
; q
Æ
=
a
qba
?
: (3.20)
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As the ase of 0 Jaobi/Bessel, this ase leads to a new family whih is not in the q Askey Tableau.
In this ase we will adopt the parameterization  = ax = ba
?
ax, 
?
= q
 2
x
2
, q
Æ
= aq, thus
P
n
(x)  l
n
(x; a) = ( a)
n
q
n
2
2
'
0
 
q
 n
; 0
|





q;  x=a
!
; !(x) = jxj

p
x
log
q
x
 1
+1
; q

= a=q:
Remark 3.2 Notie that in some examples the q weight funtions looks very dierent from the
ones given in [13℄. Sometimes the reason is the indeterminateness of the assoiated moment prob-
lem (e.g. the Stieltjes-Wieger polynomials of the q Laguerre polynomials. Also, beause sometimes
instead the q integrals, disrete sums are used (see e.g. the example of the Little q Jaobi polyno-
mials in [13℄).
Table 3.3.2: The q lassial polynomials j
n
(x; a; b) and l
n
(x; a)
P
n
j
n
(x; a; b) l
n
(x; a)
 ax(x   b) ax

?
q
 2
x
2
q
 2
x
2
 
abq+(1 aq)x
q(1 q)
aq x
(q 1)q
b

n
 
q
 n
[n℄(a+q
n
)
1 q
q
 n
[n℄
1 q
r
n
q

n
2

+n
(1 q)
n
(aq
n
;q)
n
q

n
2

+n
(1  q)
n
d
n
abq
n
(
1 q
n
+aq
2n
 q
n+1
)
(1 aq
2n 1
)(1 aq
2n+1
)
aq
n
 
q
n
+ q
n+1
  1

g
n
 
a
2
b
2
q
3n 1
(1 q
n
)
(
1 aq
n 1
)
(1 aq
2n 1
)
2
(1 aq
2n
)(1 aq
2n 2
)
a
2
q
3n 1
(q
n
  1)
a
n
a[n℄ 0
b
n
 
ab[n℄(1 aq
n
)
(
1+aq
2n
)
(1 aq
2n 1
)(1 aq
2n+1
)
a[n℄

n
a
2
b
2
q
2n 1
[n℄(1 aq
n
)
(
1 aq
n 1
)
(1 aq
2n 1
)
2
(1 aq
2n
)(1 aq
2n 2
)
a
2
q
2n 1
[n℄
e
n
abq
n
(1 q
n
)
(
1+aq
2n
)
(1 aq
2n 1
)(1 aq
1+2n
)
aq
n
(q
n
  1)
h
n
a
3
b
2
q
4n 2
(1 q
n
)
(
1 q
n 1
)
(1 aq
2n 1
)
2
(1 aq
2n
)(1 aq
2n 2
)
0
d
0
n
abq
n+1
(
1 q
n
 q
n+1
+aq
2n+2
)
(1 aq
2n+1
)(1 aq
2n+3
)
aq
n+1
 
q
n
+ q
n+1
  1

g
0
n
 
a
2
b
2
q
3n+1
(1 q
n
)
(
1 aq
n+1
)
(1 aq
2n
)(1 aq
2n+1
)
2
(1 aq
2n+2
)
a
2
q
3n+1
(q
n
  1)
Notie that for all 0 < q < 1, the polynomials l
n
(x; a) never onstitutes a positive denite
family sine g
n
< 0 (see the Favard theorem (1.1)). The ase if the j
n
(x; a; b) polynomials is
more ompliated. Nevertheless, hoosing a = q
 N
it is easy to show that j
n
(x; a; b) onstitute a
nite family (similar to the q Hahn polynomials) whih is positive denite sine g
n
> 0 for all
n = 0; 1; : : : ; [N=2℄. The detailed study of the positive denite ases in dependene of the roots of
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 and 
?
will be onsidered in a forthoming paper.
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