Design of an Immersive Virtual Environment to Investigate How Different Drivers Crash in Trolley-Problem Scenarios by Kankam, Immanuella (Author) et al.
 
 
Design of an Immersive Virtual Environment to Investigate How Different Drivers Crash 
in Trolley-Problem Scenarios 
by 
Immanuella Kankam 
 
 
 
 
 
A Thesis Presented in Partial Fulfillment 
Of the Requirements for the Degree 
 Master of Science 
 
 
 
 
 
 
 
 
 
 
Approved March 2019 by the 
Graduate Supervisory Committee: 
 
Spring Berman, Chair 
Kathryn Johnson 
Sze Zheng Yong 
 
 
 
 
 
 
ARIZONA STATE UNIVERSITY 
 
May 2019
i 
 
 
ABSTRACT 
 
The Autonomous Vehicle (AV), also known as self-driving car, promises to be a game 
changer for the transportation industry. This technology is predicted to drastically reduce 
the number of traffic fatalities due to human error [21].  
However, road driving at any reasonable speed involves some risks. Therefore, even with 
high-tech AV algorithms and sophisticated sensors, there may be unavoidable crashes due 
to imperfection of the AV systems, or unexpected encounters with wildlife, children and 
pedestrians. Whenever there is a risk involved, there is the need for an ethical decision to 
be made [33].  
While ethical and moral decision-making in humans has long been studied by experts, the 
advent of artificial intelligence (AI) also calls for machine ethics. To study the different 
moral and ethical decisions made by humans, experts may use the Trolley Problem [34], 
which is a scenario where one must pull a switch near a trolley track to redirect the trolley 
to kill one person on the track or do nothing, which will result in the deaths of five people. 
While it is important to take into account the input of members of a society and perform 
studies to understand how humans crash during unavoidable accidents to help program 
moral and ethical decision-making into self-driving cars, using the classical trolley problem 
is not ideal, as it is unrealistic and does not represent moral situations that people face in 
the real world.  
This work seeks to increase the realism of the classical trolley problem for use in studies 
on moral and ethical decision-making by simulating realistic driving conditions in an 
immersive virtual environment with unavoidable crash scenarios, to investigate how 
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drivers crash during these scenarios. Chapter 1 gives an in-depth background into 
autonomous vehicles and relevant ethical and moral problems; Chapter 2 describes current 
state-of-the-art online tools and simulators that were developed to study moral decision-
making during unavoidable crashes. Chapters 3 focuses on building the simulator and the 
design of the crash scenarios. Chapter 4 describes human subjects experiments that were 
conducted with the simulator and their results, and Chapter 5 provides conclusions and 
avenues for future work. 
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CHAPTER 1 
INTRODUCTION 
BACKGROUND 
1.1 Autonomous Vehicles  
It is the year 2050, another usual Monday. You wake up, shower, eat and prepare for work. 
You need to reach work at 7 AM and it is almost 6:45 AM when you are done but this does 
not seem to bother you at all. You grab your daily newspaper from the dining table and 
head towards your car. You hop into the passenger seat, set your destination and then while 
relaxing, you read the latest news happening in your state and in other parts of the world 
while your car takes about 15 minutes to drop you off at work. Not only is transportation 
fast and safe, you get to make your car pick up and drop off your grandmother who has 
given up driving due to her diminishing vision, memory and response time. This is an 
example of the picture that experts and researchers make us envision for our lives and the 
future of urban transportation.  
The idea of autonomous vehicles, also known as self-driving cars or driverless cars, dates 
back a few decades after the first Ford Model T was introduced in 1908. In the years that 
followed the advent of that transportation breakthrough, many automotive and technology-
based magazines published about how “the car which will drive itself” [19] will be made. 
The Grand Challenge proposed by the Defense Advanced Research Projects Agency 
(DARPA) in 2004, 2005 and 2007 is one of the major contributors that really accelerated 
this technology to what we see today. Teams in the United States and from around the 
world participated in this challenge to develop a driverless car. The grand prize was one 
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million dollars. Other entities such as universities, car makers and governments also made 
immense contributions to autonomous car technology [19]. 
Autonomous vehicles (AVs) are vehicles that drive themselves by utilizing sensors, 
advanced software and other custom-made hardware [22]. Some companies that are 
involved in the making of these cars include Google’s Waymo, Uber, Tesla, Toyota and 
Volkswagen, just to mention a few. Figure 1 shows an image of Google’s Waymo. 
 
Figure 1- Google Waymo [1] 
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1.2 Levels of automation 
At present, there are many semi-autonomous automobiles plying our roads which possess 
semi-autonomous features such as steering, driving and braking. For example, BMW’s 
‘Traffic Jam Assistant’ [17] removes some of the trouble concerning long monotonous 
hours of sitting in heavy traffic. The assistant can take over steering and braking at these 
very low speeds, thereby relieving the driver from the stress of the “stop one minute, go 
another minute” driving. Other similar advanced technologies are provided by other 
automobile makers. With companies such as Waymo and Uber as mentioned previously 
testing out their technologies in states like Arizona, it indicates that, indeed, fully 
commercial autonomous cars such as the ones we imagine occurring in the future will be 
here soon for usage.   
In 2013, the National Highway Traffic Safety Administration (NHTSA) classified vehicle 
automation into five (5) categories, namely: no-automation also known as level 0, function-
specific automation also known as level 1, combined-function automation also known as 
level 2, limited self-driving automation known as level 3, and full self-driving automation 
which is level 4 [20].  Table 1 below is a summary of these automation levels.  
Level Description 
0- No automation The driver is in total control of vehicle and 
is responsible for actions such as steering, 
braking, throttling, etc.  
1- Function-specific automation There is the automation of some specific 
control function(s) such as electronic 
stability control.  
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2- Combined-function automation There is the automation of a combination 
of two or more major control function(s) 
such as adaptive cruise control in 
conjunction with lane centering.  
3- Limited self-driving automation The driver gives control of safety-critical 
functions to the car during certain traffic 
or under some environmental conditions. 
However, the driver is given ample time 
to resume control once the condition 
changes. This is also referred to as semi-
autonomy.  
4- Full self-driving automation There is full autonomy. The vehicle is 
designed and programmed to navigate 
roadways by itself, making all safety 
critical decisions by itself.  
Table 1 Levels of Autonomy and Description. 
1.3 Potential Benefits of Autonomous Vehicles  
Fully autonomous vehicles (Level 4 vehicles) have great potential to make a huge impact 
to the transportation system, since as population increases, traffic increases as well in our 
cities. Some of the possible benefits of AVs include improved safety with the potential of 
reducing road crashes by at least 40% [21], assuming minimal automation malfunctions 
and all other factors (poor weather, night-time driving) remaining constant. According to 
a report in 2008 by the National Highway Traffic Safety Administration (NHTSA), human 
error due to alcohol consumption, speeding, and driver distraction, among other factors, 
causes more than 90% of serious road accidents. Introducing self-driving cars which do 
not break traffic laws, drink or get distracted will help reduce crashes dramatically [21]. 
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AVs will potentially also help increase mobility for certain groups of people such as the 
old, sick and children who may have difficulty transporting themselves from one location 
to another. There will be potential expansion of car and ride sharing programs where self-
driving cars could potentially serve multiple passengers on the go, thus helping to reduce 
congestion. Since AVs will be equipped with technology that will enable them to detect 
and accurately predict a nearby vehicle’s decisions, such as braking and accelerating, the 
vehicle will be able to accelerate and brake smoothly, making efficient use of fuel 
consumption. Furthermore, this technology will help AVs take the shortest or otherwise 
optimal routes, all aiding in reduction of congestion and fuel consumption.   
Additionally, this technology can greatly impact the transportation of freight over long 
distances and decrease the need for truck drivers. There is also the benefit of low fuel 
consumption and increased safety.  
 
1.4 Challenges of Autonomous Vehicles 
While these are all great benefits, AVs like any technology presents its own challenges 
including cost, security concerns regarding hacking of systems, and certifications. Another 
challenge, which this work focuses on, involves those instances where crashes are 
unavoidable even for near-perfect autonomous driving. In [23], Goodall points out that, 
even though future AV algorithms and sensors will be in place, not all crashes can be 
eliminated so long as there are road vehicles traveling at a reasonable speed.  For example, 
if a child suddenly jumps into the way of the AV, should the AV hit the child or veer off, 
endangering the passengers of the car, pedestrians, property, wildlife or other road users? 
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Even without human drivers, these perfect or near-perfect vehicles face unpredictable 
environmental conditions and will be menaced by wildlife, pedestrians and by the recent 
introduction of electric scooters. This presents ethical, moral and trust questions that 
require the implementation of some sort of ethical decision-making system on the vehicle. 
Furthermore, [23] mentions that in the event of a crash, human drivers make decisions as 
to how to crash in real time that are influenced by time constraints and experience of the 
driver, among other factors. However, an AV’s crashing decision will be determined 
beforehand by a programmer who has months ago developed and coded some logic as to 
how the car should crash. Additionally, these experts cannot code or propose ethical 
behaviors for AVs without first examining the rationale and ethical decisions that people 
make during crash dilemmas. Furthermore, whatever ethics they end up programming into 
these cars should conform to the norms of the society, or else the public will not accept 
them and frown upon them. This means that the general public needs to be included in this 
human ethics encoding process. Therefore, there is the need to investigate how different 
drivers crash in trolley-problem like scenarios. 
On December 14, 2018, the New York Post  [29] wrote that about twenty-one cases have 
been reported where angry Arizonans have attacked Waymo’s self-driving cars because 
they do not trust the technology, especially following the death of Elaine Herzberg, a 49-
year-old who was killed by a self-driving Uber in March 2018 [29] while crossing a street 
in Tempe, Arizona. The scare and concern around these questions have increased, 
especially with some of the incidents that these autonomous cars being tested have been 
involved in.  
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1.5 Morality and Ethics  
For several millennia, the concept of ethics and morality have been examined by 
psychologists, ethicists, philosophers and other entities. The term “morality” itself is not 
easy to define and can be seen in two distinct contexts: a descriptive sense and a normative 
sense. In the descriptive sense, it may “refer to certain codes of conduct put forward by a 
society or a group (such as a religion) or accepted by an individual for her own behavior. 
[14]” In the normative sense, it refers “to a code of conduct that, given specified conditions, 
would be put forward by all rational persons. [14]” Despite these distinctive definitions, 
morality can be basically defined as “a code of conduct” [14]. There are six basic 
foundations of morality including, “care or harm, fairness or cheating, loyalty or betrayal, 
authority of subversion, sanctity or degradation, liberty or oppression” with the former 
virtue in each pair being positive and the latter, negative [24]. Following the normative 
sense, depending on the situation, people in the society tend to invoke the former or latter 
principle despite there being general societal norms (in the descriptive sense). For example, 
all societies do not conform to killing another person (care); however, if the individual 
perceives a threat to their own lives by other individuals, they may attempt to kill them in 
self-defense (harm). Additionally, these virtues appear to be inborn or intuitive and 
revealed immediately during the situation or event, which is key as moral dilemmas often 
occur without notice, therefore requiring fast response [24]. 
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1.5.1 Utilitarianism and Deontology 
Two opposing categories of ethics have been developed. Jeremy Bentham (1748-1832), 
known as the father of utilitarianism (also known as consequentialism), established that to 
be morally right or wrong depends entirely on the outcome or the consequence of the 
decision made [26]. That is, “the greatest good for the greatest number” [24]. 
Immanuel Kant (1724-1804), a European philosopher, scientist and the founder of 
deontology, demanded that, to be morally right it is necessary to make decisions based on 
“duties and rules specifying what is right and what is wrong” [24] instead of the result of 
the action. Figures 2 and 3 below show images of Immanuel Kant and Jeremy Bentham, 
respectively.  
 
                      
Figure 2- Immanuel Kant [2]    Figure 3- Jeremy Bentham [3] 
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1.5.2 Trolleyology 
Phillippa Foot in 1967 introduced an interesting story to explore such theories further. 
Judith Jarvis Thomson in her 1985 work [27] describes it as follows. “Suppose you are the 
driver of a trolley. The trolley rounds a bend, and there come into view ahead five track 
workmen, who have been repairing the track. The track goes through a bit of a valley at 
that point, and the sides are steep, so you must stop the trolley if you are to avoid running 
the five men down. You step on the brakes, but alas they don’t work. Now you suddenly 
see a spur of track leading off to the right. You can turn the trolley onto it, and thus save 
the five men on the straight track ahead. Unfortunately, Mrs. Foot has arranged that there 
is one track workman on that spur of track. He can no more get off the track in time than 
the five can, so you will kill him if you turn the trolley onto him. Is it morally permissible 
for you to turn the trolley?” [27] 
The typical utilitarian will agree that indeed it is morally upright to turn the trolley to kill 
the one man instead of the five, hence doing a greater good. The deontologist agrees with 
this not because of the outcome of saving more people, but because the individual turning 
the trolley chose to make that which threatens five, now threaten one only. 
Suppose that this scenario is changed slightly so that instead of turning a lever which will 
turn the trolley to kill one man rather than five, now one must push a fat man over a bridge 
in order to stop the trolley to save the five. This raises many controversies, and 
deontologists disagree strongly as they believe that it is morally wrong to use people to an 
end [26]. Meanwhile, the utilitarian will still agree that this is morally right, since it still 
saves five over one. Several variations of the trolley problem as a form of experimental 
ethics study were proposed thereafter, and many interesting results have been observed.   
10 
 
 
 
Figure 4- Trolley Problem Scenarios 1 and 2 [4] 
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1.6 Machine Ethics 
In humans, the level of intelligence or thinking ability involves the capacity to perform 
various challenges, including logical reasoning and making decisions in situations when 
there is limited information.  
The advent of technologies such as artificial intelligence and autonomous vehicles, among 
others, has opened discussions in machine ethics among various experts. Governments and 
other entities are now concerned about the moral and legal implications of such 
technologies. Although autonomous vehicles will be equipped with advanced sensory 
technology, there is no perfect system and so these vehicles may encounter unavoidable 
crashes. Also, there is currently no artificial intelligence or computer system with a 
sophisticated moral decision-making capability, although some computer scientists claim 
that such systems will be available soon [28]. Therefore, to help speed this process up and 
to be able to program morality into these machines to make acceptable decisions in the case 
of such events, there is the need to study the driving and crash decisions of different drivers. 
Since traditional experiments will involve heavy costs and safety issues, this project 
presents the design of a simulator to allow different drivers to experience realistic crash 
scenarios that are different from the classical trolley problems and its modifications. The 
classical trolley dilemma cannot be used to make informed decisions as to how morals 
should be programmed into autonomous vehicles, as they will almost never be encountered 
in the real world [34]. 
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1.7 Immersive virtual environments (IVEs) 
Immersive virtual environment technologies involve the implementation of simulations 
that accurately represent a system in real life. IVEs allow individuals to interact with the 
simulated “world” or environment as they would in real life.  
Some of the advantages that IVEs present to experimentation include the fact that they 
increase the realism of experimental research. Traditional experimentation usually involves 
the creation of a controlled idealized environment which does not represent the real 
environment wholly. On the other hand, IVEs can be used to represent the true reality of a 
scenario, thereby increasing the realism of experimental research.  
Another advantage of IVEs is that they enable researchers to accomplish manipulations 
that would have been unfeasible or nearly so with other methods of investigations. For 
example, the real world has various variables that are interdependent on one other. 
However, in simulation, one can specifically isolate these parameters to study them one 
after another.  
Furthermore, since the implementation of IVEs requires measurements of input data and 
other parameters, the outcome of such experimental studies provides access to a vast new 
and practical data source.  
As we have seen previously, even near-perfect systems have disadvantages, and immersive 
virtual environments are no exception. Some of the disadvantages associated with them 
include their imperfect and highly complicated hardware and software, which could have 
adverse effects on the research findings since due to this imperfection, the simulated 
“world” will not fully represent the real world [25]. 
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Again, due to these complicated resources, high-quality IVEs are hard to set up. 
Additionally, it has been observed [25] that some participants complain of motion sickness, 
which may include nausea and drowsiness among other symptoms after experiencing IVEs. 
The good news is that the technology continues to improve, and researchers are working 
to alleviate these disadvantages.  
 
1.8 Scope of thesis:  
This thesis presents the: 
Design of a driving simulator that is programmed with several crash scenarios to 
investigate how different drivers crash during trolley problem-like dilemmas. A 
preliminary evaluation of the simulator was conducted with six participants, and their 
responses are presented and discussed. Additionally, this work presents the responses 
of twelve participants who participated in a driving simulator study. These participants 
are part of the first phase of a larger study to that will involve seventy participants in 
total. These studies began after approval from Arizona State University’s Institutional 
Research Board as well as the U.S. Army Human Research Protections Office. 
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                                                CHAPTER 2 
LITERATURE REVIEW 
2.1 MIT Moral Machine Experiment 
In June 2016, research students at MIT developed and deployed an online experimental 
platform called the Moral Machine [7]. The platform explored possible moral dilemmas 
that autonomous vehicles could face and allowed people from two hundred and thirty-three 
countries around the world to make decisions between two outcomes of crashing by 
clicking on the preferred scenario. The website has been translated into nine different 
languages including Chinese, Spanish, Russian and French. One feature of the website is 
the “judge mode,” in which participants are asked, “What should the self-driving car do?” 
shown in Figure 6.  Users had to click to decide between two outcomes: spare a group of 1 
to 5 people, which ended up killing a second group of 1 to 5 people. To get a better 
description of each scenario, the participant could also click to reveal more description. 
Although users could take the survey numerous times, there were generally about 13 
sessions generated per sitting, with one dilemma being generated randomly and the other 
12 sampled from about 26 million cases. Additionally, two dilemmas in the session focus 
on moral preferences such as gender, social status, number of people and age of people. 
The survey revealed three interesting results. Many people voted to spare human lives, to 
spare more lives and to spare the lives of the young. However, as mentioned earlier, it is 
not best to program autonomous vehicles based on the classical trolley problem scenarios 
and its variations [34]. Figure 6 shows the interface of the Moral Machine Platform.  
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Figure 6- MIT Moral Machine [5] 
 
2.2 The Social Dilemma of Autonomous Vehicles 
Between June and November 2015, a group of psychologists [6] developed three trolley-
problems and their variations in six surveys programmed using the Qualtrics survey 
software. Through Amazon’s Mechanical Turk platform, they were able to recruit a total 
number of 1928 of participants who were given a compensation of 25 cents for taking each 
survey. In Study 1, which involved 182 persons, participants were asked to choose between 
the AV sacrificing its one passenger rather than killing 10 pedestrians.  Study 2 involved 
451 participants; the number of pedestrians was increased from 1 to 100 versus one 
passenger. A further twist was introduced when the participants were asked to imagine that 
they or their family were the one passenger in the AV. Study 3 was a variation of Study 1, 
in which the participant was asked to choose whether they would buy a self-driving car 
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that was more likely to reduce causalities by sacrificing them or their relative. For Study 
4, which included 267 participants, the participants ranked different types of algorithms 
that the AV can follow on a scale of 100 to show if they thought the algorithm was moral 
or based on how comfortable they were with the algorithm and the likelihood that they 
would purchase AVs programmed in such a manner. Next, 376 people were asked how 
they felt about legalizing utilitarian sacrifices. Lastly, the next 393 people were asked about 
the likelihood of them purchasing AVs with algorithms regulated by the government. 
Again, interesting results were revealed as most people approved of utilitarian autonomous 
vehicles but would prefer to buy AVs that self-protected when it came to choosing others 
over themselves and their families. However, just like the Moral Machine, there was no 
immersive environment [6]. As previously elaborated, both MIT’s Moral Machine as well 
as this study are not enough to help program ethics into autonomous vehicles since they do 
not test participants’ responses in realistic simulated environments. Below is a figure 
showing three scenarios from the study. 
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Figure 7- Three traffic situations involving imminent unavoidable harm [6]. The car must 
decide between (A) killing several pedestrians or one passerby, (B) killing one pedestrian 
or its own passenger, and (C) killing several pedestrians or its own passenger.  
 
 
2.3 TrolleyMod 
A team at Kansas State University developed an open-source simulation platform, called 
TrolleyMod, [8], which utilized the resources of the autonomous vehicle simulator CARLA 
[10] to provide a platform that enables researchers set up different ethical dilemma 
scenarios and collect data based on ethical decision-making during unavoidable driving 
crashes. There are two modes in the simulator: the single and continuous modes. The 
continuous mode makes participants go through the scenarios in a continuous manner, in 
that the next scenario comes up immediately after the participant is done with the previous 
one. In the single mode, the user specifies which scenario they want and go through that 
one only. While this project presents a promising way to perform these sociological 
analyses to inform us about how to program autonomous vehicles, there are currently 
several obstacles to using this simulator. First, the project has not been updated since 
December 17, 2018. Second, the project includes many software dependencies including a 
simulator engine, the simulator itself, and plugins. Also, there is the need to make 
numerous changes to the existing resources to implement it. Furthermore, although the 
platform is basically a simulator that provides an immersive environment for participants, 
there is a limit to the realism: participants immediately “fly” to the scenarios instead of 
driving through the environment before experiencing the crashes. These issues prevented 
the use of this simulator in the investigation of how different drivers will crash in trolley-
problem scenarios. Below is a figure showing the start mode of TrolleyMod. 
18 
 
 
Figure 8- TrolleyMod startup screen [8] 
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CHAPTER 3 
METHODOLOGY 
3.1 Selection of simulator to be used  
Several existing simulation environments that focus on the study of autonomous vehicle 
driving as well as ones designed for purely racing car games exist today. They include 
Autoware [35], Airsim [36], CARLA [37], TORCS [38], Udacity Self-Driving Car 
Simulator [39], and Grand Theft Auto [40]. The word “engine” used here refers to a 
software-development environment that a game or other simulator runs on. Below is a table 
of the engines that each of the above-mentioned simulators use.   
 
Simulator Engine 
CARLA Unreal Engine 4 [9] 
Airsim Unreal Engine 4 [9] and Unity [43] 
Autoware Gazebo [44] 
TORCS OpenGL [45] 
Udacity  Unity [43] 
Grand Theft Auto Rockstar Advanced Game Engine 
(RAGE) [44] 
Table 2: Different Types of Simulators and their Engines 
A study was conducted to investigate which simulator and its engine would be most 
appropriate for this work. Although it has been already mentioned that it is difficult to set 
up a high-quality immersive virtual environment, the CARLA simulator proved to be 
relatively less complicated to build environments in than the other simulators in Table 2. 
Compared to TORCS, CARLA has a high-fidelity environment with a better representation 
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of urban driving and is based on the Epics Unreal Engine 4. An additional benefit of 
CARLA is that, unlike the Grand Theft Auto platform, the user can customize the 
environment, it is open-source, it gives feedback upon violation of traffic rules and it 
possesses an extensive sensor suite. The simulator also has a large user community on 
GitHub and Discord and is continuously being upgraded. 
 
3.2 Building the simulator 
3.2.1 Unreal Engine 4 
In 1998, Epic Games first introduced the Unreal Engine, a platform that allows games and 
other simulators to be built. Unreal Engine 4 (UE4) is popularly used among game 
developers, as it offers a variety of desirable features. It offers the ability to render the 
environments and its assets with high resolution, giving a highly realistic look. Assets refer 
to any content of the Unreal Engine Project.  
In addition, UE4 comes with its full C++ source code, which makes debugging and 
customization easy. Furthermore, it allows designers to create their works with visual 
scripting called Blueprint [9]. One can use Blueprint to create object behaviors and 
interactions and modify user interfaces. Other features include the content browser, which 
allows designers to import and modify the assets of a project in the Unreal Editor to create 
the simulated “world”. It also offers limitless extensibility through its modular plugin 
system, which allows the implementation of third-party packages and has comprehensive 
documentation to help a beginner quickly become acquainted with the engine.  The version 
of the Unreal Engine used in this work was Unreal Engine 4.21. 
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Building Unreal Engine on Linux 
To build UE4 Editor on Linux, specific hardware and software are required. The minimum 
requirements for recommended hardware are as follows in Table 3: 
 
Operating System Ubuntu 16.04 and above 
Processor Quad-core Intel or AMD, 2.5 GHz or 
faster 
Memory  8 GB RAM 
Video Card NVIDIA GeForce 470 GTX or higher 
with latest NVIDIA binary drivers or 
AMD Radeon 6870 HD series card or 
higher.  
Table 3 Recommended Hardware and Software 
The simulator was built on a Dell Precision Tower 5810, which was upgraded with the 
following hardware in Table 4 to efficiently run the simulator. 
 
Operating System Ubuntu 16.04 LTS (Xenial Xerus) with 
64-bit architecture. 
Processor 10-core Intel Xeon processor  
Memory 16 GB Error correcting code (ECC) RAM 
added to existing RAM of 16 GB totaling 
32 GB RAM. 1 TB SSD by Samsung Evo  
Video Card Nvidia RTX 2080Ti 
Table 4 Hardware and Software Used 
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The Unreal Editor 
After building the engine and launching the editor, the Project Browser opens which allows 
the designer to select their project or choose blank Blueprint Templates to begin their 
designs. Figure 9 below shows the Unreal Editor Project Browser.  
 
Figure 9- Unreal Editor Project Browser [9] 
Creating or opening a project opens Unreal’s Editor, whose customizable default interface 
layout consists of the menu and 1) tab bars, 2) the toolbar, 3) modes, 4) content browser, 
5) viewports, 6) world outliner and 7) details. Figure 10 shows the interface of the Editor.  
23 
 
 
Figure 10- Interface of Unreal Editor [9] 
The viewport is where the designer sees and manipulates the world that they create in the 
Editor. Below is a screenshot of how the viewport looks like in the Editor.  
 
Figure 11-Screenshot of map of Town04 in Unreal Editor 
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To navigate the viewport, keyboard keys such as WASD, page up and down, arrow keys, 
and the right and left buttons of the mouse can be used.  
The Content Browser 
This is the basic area of the Editor that allows the designer to create, import, view and 
modify assets. It also allows the user to browse through the various assets found in the 
game. Figure 12 below shows the Content Browser of Unreal’s Editor. 
 
Figure 12- Unreal Editor Content Browser [9] 
The Details Panel  
The details panel is where the designer can access information, functions and other utilities 
specific to the items they select in the viewport. Here, actors (which refers to anything that 
has a role and placed into a section (level) of the game or simulator) can be edited by 
moving, scaling and rotating them as well as editing their material properties. When an 
actor is created, they are said to be “spawned” into the level and they can be destroyed 
using gameplay code such as C++ or Blueprints. Actors come in different forms such as 
CameraActor, StaticMeshActor and PlayerStartActor. Description of the type of actor can 
be viewed from the World Outliner (see next subsection) as well as the details panel. The 
details panel is shown below.  
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Figure 13- The Details Panel [9] 
The World Outliner  
There is also the World Outliner panel, which allows the designer to view all the actors 
within the world in a hierarchical tree format. The figure below shows a screenshot of the 
World Outliner.  
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Figure 14- The World Outliner [9] 
Blueprints Visual Scripting 
This system in Unreal’s engine enables the designer to create their game scripts in the 
Editor using a node-based interface. This allows for flexibility as it reduces the 
complications that arise while coding. Blueprint Visual Scripting defines object-oriented 
classes in the engine. Figure 15 is a screenshot of a sample Blueprint scripting. 
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Figure 15- Screenshot of Blueprint Visual Scripting. 
3.2.2 Car Learning to Act (CARLA) Simulator 
As an open-source simulator for autonomous driving research, CARLA was developed to 
teach and authenticate urban driving systems [30]. It utilizes the UE4 engine to render 
realistic and high-quality physics of its environment, which consists of 3D models of 
stationary objects that include buildings, vegetation and other infrastructure as well as 
moving objects such as pedestrians and vehicles. CARLA comprises two modules, namely, 
the CARLA simulator (server) itself and the CARLA Python API module (the client). 
These two modules make up the server-client system of CARLA. To simulate the world, 
the server does most of the computationally intensive work which includes logic and 
physics controls as well as rendering of the actors and sensors. This requires a computer 
with a dedicated Graphics Processing Unit (GPU). The CARLA Python API (the client), 
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which is implemented in the Python programming language, creates an interface to control 
the simulator and retrieve data from sensors in the world through sockets.  
As mentioned earlier, CARLA’s server-client system allows the server to run and render 
the world while the client creates an interface that allows users to have access to the 
simulator by sending commands and meta-commands that control the vehicle and other 
properties of the simulator. Commands include steering, which is represented with a real 
number between -1 and 1 (steering wheel angle); braking, which is represented as a real 
number between 0 and 1 (pressure applied to the brake); and accelerating, which is  
represented as a real number between 0 and 1 (pressure applied to the accelerator). These 
commands as well as meta-commands, such as those used to change weather conditions, 
are transferred by the client to the server. The server then sends back sensor readings in the 
form of the vehicle’s orientation, acceleration and position. Figure 16 summarizes the build 
system and how the server-client system of CARLA works. Figure 17 shows a view of the 
world while running in the server mode, and Figure 18 shows the simulator when connected 
to the client.  
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Figure 16- Summary of the build system of CARLA [10] 
 
Figure 17- Running the simulator in standalone/server mode [11] 
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Figure 18- Connecting a Python Client [12] 
 
 
Building CARLA on Linux 
The version of Carla used in this work is 0.9.4 master version. This version was chosen 
due to relevant new features and upgrades from previous versions. They include:  
1. Map changing from client-side. Functions such as client.load_map (name) were 
included in the scripts.  
2. Addition of new towns (which represent the simulated worlds). Total number of 
towns in this version is six. 
3. Addition of texture to show variation in pedestrians. 
4. Addition of manual_control_steeringwheel.py script, which enables customization 
to allow the connection of a steering wheel such as the Logitech G920 wheel that 
this work incorporates.  
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To create the immersive environment, the simulator was set up to run on three monitors. 
The Logitech G920 wheel and pedals system [41] is designed to support realism in car 
racing games. It consists of a steering wheel and a pedal unit with three pedals: the 
accelerator, brake and clutch. Although this system supports both PC and Xbox One, it 
powers up in Xbox One. Therefore, the wheel needed to be switched from this mode into 
PC mode using “usb_modeswitch” [42]. Also, as mentioned earlier, the 
manual_control_steeringwheel.py script added to the version of CARLA used allowed 
further customization of the steering wheel system. Figures 19a and b show pictures of the 
complete simulator station with steering wheel and pedals running CARLA on the three 
monitors. The simulation could also be shown stretched across all three screens, but as 
mentioned earlier, this could cause motion sickness. 
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Figures 19 a and b - Pictures of complete simulator station with steering wheel and pedals 
running CARLA on all three monitors. 
 
3.3 Description of the different scenarios created. 
To create driving scenarios, Python scripts (which control the client) and Blueprints in the 
UE4 Editor are modified to create the “world.” Each world contains various functions that 
implement the Blueprint in the simulation.  It also allows the designer to make changes to 
the weather conditions and the road maps. For this work, we used Town 2, Town 3 and 
Town 4, which represent the three of the three of the six different simulated urban towns 
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in CARLA. In all the scenarios, the “driver” is the participant who is using the steering 
wheel and pedals to drive through the simulated environment.  
3.3.1 Scenario 1: 
Description: 
In Town 3, the site chosen for the crash scenario was a downward slope. This was chosen 
because it offered a place where the driver’s view would be concealed so that they will not 
be able to see the crash scenario just beyond the slope. In this scenario, there are four female 
pedestrians crossing the road illegally from the other side of the road. An oncoming car has 
stopped for them. There are also male pedestrians walking up the slope at the other side of 
road. The participant drives for a while in this world then turns around a corner and onto 
the slope. There is a 60 kilometers speed limit at the top of the slope. Right when they 
descend the slope, they are confronted with the scenario. Below is a screenshot of how the 
crash scenario created looks in Unreal’s Editor.  
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Figure 20- Screenshot of Scenario 1 
3.3.2 Scenario 2:  
In Town 2, the site chosen for the scenario was a corner. This was chosen because it offered 
a place where the driver’s view would be concealed so that they will not be able to see the 
crash scenario that is just around the corner. In this scenario, a man has grabbed a soda 
from a vending machine and is dashing across the road because the red signal is on for the 
Audi car. However, the newspaper stand blocks the driver’s view. The driver rounds the 
corner and suddenly encounters the crash scenario. Below is a screenshot of how the crash 
scenario created looks in Unreal’s Editor.  
 
 
35 
 
 
 
 
Figure 21 a and b- Screenshots of Scenario 2 
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3.3.3 Scenario 3:  
In Town 4, another corner turn is chosen for this scenario. This is chosen because it offers 
a place where the driver’s view will be concealed so that they will not be able to see the 
crash scenario that, again, is just around the corner. A rainy weather condition is chosen 
for the simulation. A pedestrian is rushing home in the rain, and an Audi car is dashing by 
as well. Unfortunately, the driver just happens to make the turn after a tree has fallen due 
to the heavy rains, blocking the driver’s way. Below is a screenshot of how the crash 
scenario created looks in Unreal’s Editor.  
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Figure: 22 a and b - Screenshots of Scenario 3 
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CHAPTER 4 
RESULTS AND DISCUSSION 
First, to investigate participant reactions to the simulator and the crash scenarios, a survey 
was made using SurveyMonkey (a cloud-based software used to develop online surveys) 
to ask several participants who tried the simulator with the crash scenarios a few questions 
about the realism of both the simulator and the crash scenarios during game mode. Seven 
questions were asked.   
Below is a screenshot of part of the survey developed. The full survey is shown in 
Appendix D. 
 
Figure 23- Screenshot of part of survey created with SurveyMonkey for pilot runs with 
the simulator.  
Six Arizona State University (ASU) students participated in total. Out of the 6 participants, 
83.34% (5 out of the 6 participants) either strongly agreed or agreed that it was realistic, 
while one participant somewhat agreed. Lastly, 4 out of 6 participants chose Scenario 2 to 
be the most realistic out of the three scenarios. Based on this response, Scenario 2 was 
chosen for the subsequent driving simulator studies. 
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The first phase of the human subjects’ studies began after ASU’s Institutional Research 
Board approved to allow participants to participate in the study. Out of 70 participants, 12 
participated during this first phase. These participants were students of Arizona State 
University studying Psychology. The study was implemented as follows for each 
participant.  Prior to the start of the study, a set of instructions from a Lab Protocol 
document (see Appendix B) was read to them. The participant filled out a consent form 
(see Appendix A) if they still agreed to participate in the study. The participant was then 
instructed to drive around the simulated environment for about 10 minutes without 
following any traffic rules in order to familiarize themselves with the simulator and steering 
wheel setup. No crash scenario was presented in this round. They were made to drive 
around the simulated environment for an additional 5 minutes but this time, they had to 
obey all traffic rules and follow a voice prompt for directions. Directions were given using 
a simple text-to-voice application developed by Alexander Bielecki [47]. The application 
allowed text to be entered, stored and converted into speech. Figure 24 shows a snapshot 
of the interface of the application. Afterward, the simulation was reset for them to drive 
through the same environment, but now including the actual crash scenario. This round 
took only about 5 minutes, since the participant had become familiar with the setup. 
Afterward, the participant completed an online survey.  Figures 25 to 27 below show 
several screenshots of questions asked in the online survey (see Appendix C for all the 
questions asked). After the completion of the driving simulation and the survey, the 
participant was given $5 for participating.    
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Figure 24 -Screenshot of interface of the Text-to-Voice application by Alexander Bielecki 
[47] 
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Figure 25 -Screenshot of information and consent page of survey 
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Figure 26 -Screenshot of part of the survey that participants took after driving the simulator.  
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Figure 27 -Screenshot of part of the survey that participants took after driving the simulator.  
 
The following results were observed after the completion of this study. Table 5 shows the 
number of participants who hit the person, wall or the car in Scenario 2. 
 
Crash 
Decision 
Number of participants 
1 Person 6 
2 Car  3 
3 Wall 3 
Table 5 – The number of participants who hit the person, wall or the car 
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Most participants crashed into the person because, according to their survey responses, 
they did not see them in time to react. Those who did, chose to hit either the car or wall. 
For those who hit the wall, their reasoning for doing so was that hitting the car or pedestrian 
could cause serious injuries or death. Although the pedestrian was crossing illegally, they 
did not want to kill others, but rather inflict damages on themselves. Those who chose to 
hit the car felt that it was the right moral decision in the moment. They believed that 
crashing into the pedestrian would save their own lives; however, they would kill the 
pedestrian. They further believed that crashing into the wall would kill them, and hence 
deciding to crash into the car seemed like the best choice. These participants were further 
asked about their experience driving the simulator. The following tables summarize their 
responses. Table 6 summarizes their response about the realism of the simulator. Table 7 
summarizes their responses about the realism of the scenario. Table 8 summarizes their 
responses about their experience with simulators. It turned out that none of the participants 
had really had an experience with such a simulator. Table 9 summarizes their responses to 
whether they will like to participate in another driving simulator study. Table 10 
summarizes their responses to whether they experienced motion sickness while driving the 
simulator.  
 Response  Number of Participants  
1 Strongly disagree 2 
2 Disagree 2 
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3 Somewhat disagree 2 
4 Neither agree nor disagree 1 
5 Somewhat agree 4 
6 Agree 1 
7 Strongly agree 0 
Table 6- The responses of participants about the realism of the simulator 
 Response  Number of Participants  
1 Strongly disagree 
2 
2 Disagree 
2 
3 Somewhat disagree 
3 
4 Neither agree nor disagree 
2 
5 Somewhat agree 
2 
6 Agree 
1 
7 Strongly agree 
0 
Table 7- The responses of participants about the realism of the scenario 
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 Response  Number of Participants  
1 Strongly disagree 
3 
2 Disagree 
4 
3 Somewhat disagree 
2 
4 Neither agree nor disagree 
2 
5 Somewhat agree 
1 
6 Agree 
0 
7 Strongly agree 
0 
Table 8- The responses of participants about their experience with simulators 
 
 Response  Number of Participants  
1 Strongly disagree 
1 
2 Disagree 
0 
3 Somewhat disagree 
0 
4 Neither agree nor disagree 
4 
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5 Somewhat agree 
4 
6 Agree 
3 
7 Strongly agree 
0 
Table 9- The responses of participants to whether they will like to participate in another 
driving simulator study. 
 Response  Number of Participants  
1 Strongly disagree 
8 
2 Disagree 
3 
3 Somewhat disagree 
0 
4 Neither agree nor disagree 
1 
5 Somewhat agree 
0 
6 Agree 
0 
7 Strongly agree 
0 
Table 10- The responses of participants to whether they experienced motion sickness 
while driving the simulator. 
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Participants were also giving the opportunity to give feedback about the simulator and their 
experience. One participant mentioned that, there were no problems and he or she had fun. 
An additional two participants commented that there was nothing wrong with it. Yet 
another participant mentioned that he or she liked the driving. A feedback that one 
participant gave was that, the frame rate of the simulator was very low so he or she found 
it to be disorienting and annoying but it did not cause him or her to experience any motion 
sickness, although he or she felt like it inhibited his or her ability to control the vehicle 
properly. The remaining participants did not provide any answer to this portion. With 
regards to their overall experience or “other comments,” two of them wrote “none”. Two 
said that, it was a great study while one wrote that it was a fun experience for him or her. 
More information about the responses of the participants regarding their choices during the 
crash scenario and whether they would have changed their choices or not, given ample time 
can be obtained from [48]. 
 
 
 
 
 
 
 
 
49 
 
CHAPTER 5 
CONCLUSION  
5.1 Conclusion 
• There is a need to create a realistic simulator that studies the moral decision-making 
of human drivers to provide data that can be used to program autonomous vehicles. 
In this thesis, the modification and customization of an existing driving simulator 
(CARLA) made this possible.  
• Three crash scenarios were created in the simulator that are more realistic in a 
driving context than the classical trolley problems, and therefore provide a better 
basis on which to program autonomous vehicles in circumstances that entail moral 
decisions.  
• The first phase of the driving simulator study has successfully been completed.  
5.2 Future work 
The future work of this project will include the following objectives:  
1. Recalibrate and readjust the controls of the steering wheel so that it feels more like 
an actual car steering wheel during the driving simulations. 
2. Continue with the remaining phases of the study. 
3. Upgrade and update the simulator with new API and town features developed by 
the CARLA community.  
4. Increase the number of Graphics Processing Units (GPUs) for the system to 
increase the framerate.  
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APPENDIX A 
CONSENT FORM - AZ DRIVING SIMULATOR STUDY 
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RESEARCHERS: Kathryn Johnson, Assistant Research Professor; Adam Cohen, 
Professor; Immanuella Kankam, Graduate Student; and Sangeet S. Ulhas, Graduate 
Student; Arizona State University. This research is being funded by the Defense Advanced 
Projects Research Agency. 
REQUIREMENTS: You must be at least 18 years old to participate. 
DESCRIPTION: This is a simulated driving experience. The study takes about 50 minutes: 
10 minutes to sign in, about 20 minutes to complete the driving portion, and 20 minutes to 
complete a follow up survey. During the simulation, you will have one practice round 
before completing the driving experience. 
RISKS: There are no known risks from taking part in this study. However, people who 
experience motion sickness in simulated rides may not want to participate. 
BENEFITS: There are no direct benefits to you as an individual. We believe this research 
will help us better understand Arizona driving practices. 
COMPENSATION: You will receive 1-hour research credit in PSY 101 and also be paid 
$5 at the end of the study. [$15 in phase 2, Summer 2019, if necessary]. 
CONFIDENTIALITY: Your responses in the driving simulation and survey responses will 
remain confidential. The research staff will protect your data from disclosure to people not 
connected with the study. However, complete confidentiality cannot be guaranteed because 
officials of the U. S. Army Human Research Protections Office are permitted by law to 
inspect the records obtained in this study for your protection and to our insure compliance 
with laws and regulations covering experiments involving human subjects. The results of 
this research may be used in reports, presentations, and publications, but the researchers 
will not identify you in any way.  
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WITHDRAWAL PRIVILEGE: Participation this study is completely voluntary. It is ok 
for you to say no. You can stop the study at any time. If you decide to stop the study, it will 
not affect your standing in your class or at Arizona State University. However, if you do 
not complete the study you will not be paid. 
CONSENT: Any questions you have concerning this research or your participation in the 
study can be answered by Kathryn Johnson (Kathryn.a.johnson@asu.edu). If you have 
questions about your rights as a participant in this research, or if you feel you have been 
placed at risk, you can contact the Chair of the Human Subjects Institutional Review Board, 
through the ASU Office of Research Integrity and Assurance, at 480-965 6788. If you agree 
to continue, please tell the researcher you are ready to proceed. Thanks for helping with 
this research. 
I have read the contents of this form and agree to participant in this study. 
_______________________________________ 
___________________________________ 
Signature Printed name 
________________ 
Date 
ASU IRB IRB # STUDY00009836 | Approval Period 3/14/2019 – 3/7/2020 
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APPENDIX B  
AZ DRIVING SIMULATOR LAB PROTOCOL (Spring 2019) 
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Procedure 
1. Set up driving station(s) and computer station for the survey 
(tinyurl.com/drivesim1)  
2. Print the SONA schedule for the day @ http://asu.sona-systems.com 
3. Retrieve a sufficient number of envelopes/consent forms for the day. 
4. Place one envelope, pen, consent form, and receipt on each clipboard (1 per 
participant). 
5. Participants arrive and wait at the ISTB4 elevator 
6. Collect participants listed on the SONA schedule from the elevator area; Take them 
to the simulator room and seat them in a waiting chair 
7. GIVE THE PARTICIPANT A CLIPBOARD WITH AN ENVELOPE, PEN, 
CONSENT & RECEIPT FORMS 
 
READ INSTRUCTIONS  
On your clipboard, you’ll find three items. First, we ask you to create a participant 
number using your first and last initials and the last four digits of your student ID. You 
can write the number on the envelope.  [wait until participant writes down the number]  
 
Ok, next, you’ll find the consent form for this study. As you will read, the study takes 
about 40 minutes to complete. First you will drive two practice rounds in the driving 
simulator so that you can get used to the steering wheel and program. During the first 
practice round, you can drive any way you like.  During the second practice round, you 
should try to obey all the traffic signals and the voice directions.  At the end of the two 
practice rounds, you will begin the actual driving test.  Again, you should listen to the 
voice prompts and obey all the traffic laws. When the driving portion is finished, we 
will ask you to complete an online survey at the next computer station.  
 
Please take a minute to read over the consent form while I set up the simulator. If you 
decide you would like to continue with this study, please sign and date the form and let 
me know you are ready to begin. 
 
8. Collect the clipboard and get them started on the driving simulator practices and 
study 
9. When the participant is finished with the driving simulation, move them to the other 
computer station. They will need to enter their participant number on the survey; 
also save the driving file with the same participant number.  (The participant 
number is on their envelope.) 
10. Participant completes online survey and is instructed to let you know they are 
finished. 
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Great, you can remove the $5 from the envelope and sign the receipt and be on your 
way. 
  
11. INITIAL and return the SIGNED consent and receipt forms to the binder  
--Note any problems (e.g., computer issues, odd behavior, etc.)  
12. At the end of the shift, please (1) AWARD SONA CREDIT, and (2) LOCK UP 
THE CASH! 
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APPENDIX C 
DRIVING SIMULATOR SURVEY 
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APPENDIX D 
PRELIMINARY STUDY SURVEY 
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