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RÉSUMÉ
Dans cet article, nous synthétisons divers travaux concernant la structure des processus stationnaires au sens large à deux
indices discrets en insistant tout particulièrement sur les modèles d'ordre fini . Après avoir présenté les principaux résultats
de la généralisation au cas 2-D de la théorie de la prédiction linéaire, nous étudions les modèles ARMA, les champs
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doter d'outils d'ariu.yse adaptés et les recherches se
sont développées dans des domaines aussi variés que
la théorie des systèmes m-D, la statistique des séries
Le développement considérable des moyens de calcul
spatiales ou les processus aléatoires à plusieurs indi-
a permis d'entrevoir au début des années 70 la possi-
ces .
bilité d'effectuer des traitements numériques sur des Dans cet article, nous synthétisons divers travaux
signaux ou des données multidimensionnelles (m-D concernant la structure
des processus stationnaires au
en abrégé) . Dès lors, il est apparu nécessaire de se sens large sur 1L
2
(i . e . les processus stationnaires au
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sens large à deux indices discrets) en insistant tout
particulièrement sur les propriétés des modèles d'or-
dre fini .
La structure des processus stationnaires 1-D est par-
faitement décrite par les résultats de la théorie de la
prédiction de Wiener-Kolmogorov qui sont fonda-
mentaux en modélisation puisqu'il permettent de
caractériser analytiquement l'une des représentations
possibles d'un processus stationnaire 1-D comme sor-
tie d'un filtre excité par un bruit blanc, en l'occurence
celle pour laquelle le bruit blanc générateur est l'inno-
vation du processus. Pour pouvoir généraliser ce type
de résultats au cas 2-D, il est nécessaire d'étendre la
théorie de la prédiction linéaire de Wiener-Kolmogo-
rov en choisissant le passé de telle sorte que l'erreur
de prédiction soit un bruit blanc. Helson et Low-
denslager ([HEL-LOW-1], 1959) ont montré que l'en-
semble des passés possédant cette propriété corres-
pondent à un ordonnancement de 12 défini par le
fait que l'ensemble des points supérieurs à (0,0) coïn-
cide avec un demi-plan asymétrique de base (0,0) .
Dans ce cadre, les critères de déterminisme et de
régularité ont une forme analogue à ceux du cas 1-D
et tout processus régulier peut être vu comme la sortie
d'un filtre « causal » et d'inverse « causal » excité par
l'erreur de prédiction ([HEL-LOW-1]). La fonction
de transfert de ce filtre factorise la densité spectrale
du processus et joue le rôle de la factorisation à phase
minimale du cas 1-D . Sa forme analytique précise a
été obtenue beaucoup plus tard par Ekstrôm et
Woods ([EKS-WOO], 1976) dans le cas où la densité
spectrale est strictement positive et admet une suite
de coefficients de Fourier absolument sommable, le
cas le plus général ayant été traité plus tard dans
[KOR-LOU] lorsque l'ordonnancement de 1L 2 choisi
correspond à un balayage lexicographique colonne
par colonne de Z' ; formellement, la factorisation à
phase minimale est égale comme dans le cas 1-D à
l'exponentielle de la fonction obtenue en tronquant
le développement en série de Fourier du logarithme
de la densité spectrale à sa partie causale ; cette expres-
sion a été utilisée dans des problèmes de conception
et de stabilité de filtres 2-D par divers auteurs ([EKS-
WOO], par exemple) . Il convient de mentionner que
d'autres types de passés ont été envisagés . Chiang-
Ze-Pei ([CHI], 1957) a considéré le problème de la
prédiction le long de passés définis par des demi-plans
horizontaux ou verticaux. Le cas de passés définis par
des quarts de plan a été également étudié [KAL-
MAN, SOL, KOR-LOU] mais ne peut être résolu
que si les processus d'innovation associés à l'ordre
lexicographique colonne par colonne et ligne par ligne
coïncident, ce qui est le cas si et seulement si les
coefficients de Fourier du logarithme de la densité
spectrale sont nuls dans le deuxième et le quatrième
quadrant [KOR-LOU] .
Parallèlement à ces travaux, les modèles paramétri-
ques 2-D ont été étudiés . La première contribution
importante est due à Whittle ([WHI, 1954]) qui a
introduit les ARMA 2-D . Ces processus peuvent être
définis comme étant la sortie d'un filtre de fonction
de transfert rationnelle excité par un bruit blanc à
deux indices v ; bien entendu, le couple (4), v) n'est
pas unique, et contrairement au cas 1-D, la densité
spectrale (pourtant rationnelle) d'un tel processus




n'admet pas nécessairement de factorisation à phase
minimale rationnelle car les polynômes 2-D ne sont
pas décomposables en produit de facteurs d'ordre 1,
de sorte qu'on ne peut mettre en évidence un couple
(D, v) particulier identifiable analytiquement à partir
de la densité spectrale du processus. Pour éviter ce
problème, les processus ARMA doivent être par défi-
nition unilatéraux en ce sens que l'existence d'une
représentation (t), v) avec (D rationnelle causale à
phase minimale doit être imposée . Ces modèles ont
l'avantage d'être identifiables et d'être adaptés aux
traitements récursifs du fait de la causalité de la
fonction de transfert (D du filtre qui les génèrent ; de
plus, les résultats asymptotiques de la théorie de la
prédiction linéaire montrent qu'ils constituent une
classe dense dans l'ensemble des processus stationnai-
res réguliers. Cependant leur caractérisation spectrale
fait apparaître un grave défaut qui semble-t-il n'est
que peu mentionné dans la littérature. Le travail de
Murray ([MUR], 1978) permet de mettre en évidence
qu'un processus stationnaire 2-D est un processus
ARMA quart de plan (i. e . q) est le quotient de deux
polynômes dont le support des coefficients est inclus
dans NI 2) si et seulement si sa densité spectrale est
rationnelle et si les coefficients de Fourier de son
logarithme sont nuls dans le deuxième et le quatrième
quadrant. Ce résultat se généralise au cas d'un proces-
sus ARMA unilatéral quelconque bien que ceci ne
semble jamais avoir été mis en évidence clairement ;
en effet, le support de la réponse impulsionnelle du
filtre générateur (D est le plus petit cône J* de base
(0,0) contenant tous les points du support J des coeffi-
cients des deux polynômes dont le quotient est égal
à (D ; ce secteur angulaire est toujours d'ouverture
inférieure à n en raison du caractère unilatéral du
processus, et par une technique de changement d'axe
classique ([BOSE], par exemple), on peut démontrer
(cf. théorème 2 . 6) qu'un processus stationnaire 2-D
est un processus ARMA unilatéral défini par une
fonction de transfert quotient de polynômes dont le
support des coefficients est J si et seulement si sa
densité spectrale est rationnelle et si ses coefficients
de Fourier sont nuls hors de J* U -J* . Ainsi que
nous le montrons, cette propriété analytique se traduit
physiquement par l'existence en tout point (m, n) de
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d'un secteur angulaire dont l'ouverture est égale
au complément à x de celle de J* dans lequel les
valeurs prises par le processus n'interagissent pas sur
sa valeur au point (m, n) . Cette propriété qui est
due à l'alliance causalité-modèle d'ordre fini va à
l'encontre de l'idée d'homogénéité de l'espace intuiti-
vement sous-jacente dans la notion de champ aléa-
toire et doit être considérée comme un défaut structu-
rel important .
Le problème de la modélisation d'un processus sta-
tionnaire 2-D régulier par un processus AR unilatéral
a bien entendu fait l'objet de nombreux travaux qui
se sont curieusement assez longtemps limités au cas
des AR quart de plan, les AR unilatéraux
quelconques ayant été introduits par Marzetta
([MAR-1 et MAR-2], 1977) . Comme dans le cas 1-
D, des équations de type Yule-Walker permettent
d'identifier les coefficients du modèle ; ces équations
mettent en jeu des matrices Toeplitz par bloc, chaque
bloc ayant lui-même une structure de Toeplitz .
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Contrairement au cas 1-D, les solutions des équations
de Yule-Walker ne définissent pas nécessairement un
filtre FIR d'inverse stable ainsi qu'un contre-exemple
l'a montré [GEN-KAM] car l'algorithme de Levinson
ne se généralise pas au cas des matrices mises en jeu .
Cependant, Marzetta [MAR-1] (voir aussi [DE-GE-
KA]) a montré qu'à condition de considérer un sup-
port de prédiction semi-infini, l'algorithme de Levin-
son se généralise et que la paramétrisation des filtres
FIR 2-D d'inverses stables qui en découle peut être
utilisée dans un algorithme de type Burg en modélisa-
tion AR, mais aussi dans des procédures de stabilisa-
tion. Dans le même ordre d'idée, il convient de men-
tionner les travaux de Leroux concernant la générali-
sation au cas 2-D de l'algorithme de Bauer d'une part
[LER-1], et utilisant la transformation de Radon pour
ramener des problèmes de stabilisation de filtres 2-D
à des problèmes 1-D de même nature d'autre part
[LER-2] .
Le deuxième grand type de modèle linéaire et station-
naire d'ordre fini constitue une généralisation natu-
relle de la notion de processus de Markov mais dans
laquelle toute idée de causalité est abandonnée . Les
champs markoviens, étudiés en particulier par Roza-
nov [ROZ-2] et Chay [CHAY], sont en effet définis
par le fait que seul un nombre fini de voisins interagis-
sent sur la valeur du champ en un point quelconque .
Ces modèles, par essence non causaux, sont aisément
identifiables et sont caractérisés par le fait qu'ils
admettent une densité spectrale égale à l'inverse d'un
polynôme 2-D positif sur le bi-cercle unité [CHAY] de
sorte qu'ils apparaissent naturellement en estimation
spectrale 2-D au sens du maximum d'entropie [MCL] .
Il convient également de signaler que les modèles AR
unilatéraux sont en fait des champs markoviens, la
réciproque étant fausse du fait qu'un polynôme 2-D
positif sur le bi-cercle unité n'est pas nécessairement
factorisable par un polynôme causal à phase mini-
male. Ces modèles peuvent être définis dans un cadre
plus large que celui des processus stationnaires au
sens large . En particulier, les champs markoviens au
sens strict à valeurs dans un ensemble fini, plus
connus sous le nom de champs de Gibbs, ont été
introduits en physique statistique pour décrire des
modèles d'interaction entre particules . Leur utilisation
en traitement d'image a été envisagée pour la première
fois par D. Geman et S. Geman ([GEM-GEM],
1984) ; ce thème de recherche fait actuellement l'objet
de nombreux travaux ([YOU, AZE, CHA, HEI] par
exemple) qui tendent à prouver que les champs de
Gibbs constituent un outil de modélisation fiable pour
le traitement d'image .
Le dernier type de modèle d'ordre fini a été introduit
par Attasi ([ATT-1 et ATT-2], 1975) à l'occasion
d'une tentative d'extension au cas 2-D de la théorie de
la réalisation stochastique motivée par d'éventuelles
retombées en filtrage récursif . Le problème de la
représentation d'un processus stationnaire 2-D par
l'intermédiaire d'un modèle d'état reccurent à deux
indices a tout naturellement amené Attasi à s'intéres-
ser à la réalisation des filtres récursifs 2-D . Une théo-
rie générale ne peut être développée que dans la
mesure où l'équivalent 2-D de l'opérateur de Hankel
est de rang fini, condition qui est réalisée si et seule-




nateur séparable ; dans ce cas, l'état du filtre est
généré à partir de l'entrée par une équation d'état
très spécifique . Le problème de la représentation d'un
processus stationnaire 2-D par un modèle d'état
généré à partir d'un bruit blanc par une équation
d'état de ce type a été ensuite considéré . Quand une
telle représentation existe, sous certaines hypothèses
assez restrictives, il n'existe qu'une seule réalisation
stochastique minimale qui peut être caractérisée sim-
plement [ATT-1] ; en cas de non-unicité, la perte de
la notion de filtre de Kalman ne permet pas de mettre
en évidence une réalisation particulière et on est
confronté à des problèmes d'identifiabilité . L'impossi-
bilité de généraliser au cas 2-D le filtre de Kalman
fait que l'intérêt essentiel du travail d'Attasi a été
de mettre en évidence un nouveau type de modèle
paramétrique plutôt que de développer des techniques
de filtrage récursif qui ne sont en fait que des approxi-
mations judicieuses de filtres de Kalman vectoriel 1-
D. Notons enfin que les processus représentables par
les modèles d'Attasi admettent un autre type de repré-
sentation interne qui est un cas particulier du modèle
de Roesser [ROE] ; les problèmes de réalisation sto-
chastique correspondants ont été étudiés par Clara
[CLA] et Lasghari et Silverman [LAS-SIL] dans le
cadre d'applications au filtrage .
Dans cet article, nous reprenons et développons la
plupart des points abordés plus haut qui concernent
les propriétés structurelles des processus stationnaires
au sens large 2-D . En particulier, nous n'abordons
pas ici les aspects qui relèvent de la statistique des
modèles paramétriques 2-D et renvoyons le lecteur
intéressé au travail de Guyon [GUY] qui est une
excellente synthèse de l'état de l'art en la matière . La
plus grande partie des résultats que nous présentons
ici ne sont pas nouveaux exception faite des théorèmes
(1 .2 .7) et (2 .6) qui à notre connaissance n'avaient
pas été énoncés sous leur forme la plus générale ;
néanmoins, afin que cet exposé soit raisonnablement
autosuffisant, nous avons choisi de donner (le plus
souvent en annexe) les démonstrations qui peuvent
permettre de mieux comprendre les problèmes posés
par l'aspect bidimensionnel des processus et qui ne
présentent pas de difficultés techniques majeures .
D'autre part, nous avons adopté un language plus
accessible que celui qui est utilisé dans la littérature
spécialisée du domaine des processus stationnaires au
sens large ; en particulier, nous n'avons pas voulu
utiliser la représentation spectrale des processus sta-
tionnaires ni évoquer certains points de la théorie des
fonctions de classe Hardy de sorte que certains détails
techniques n'ont pu être traités rigoureusement .
La première partie est consacrée à l'exposé des princi-
paux résultats de la théorie de la prédiction des pro-
cessus stationnaires au sens large sur 7L 2 . Après avoir
défini et caractérisé les notions de déterminisme et de
régularité, nous définissons la factorisation à phase
minimale, justifions rigoureusement sa dénomination
et en donnons l'expression analytique dans le cas
où
Z2
est ordonné lexicographiquement colonne par
colonne de bas en haut ; ensuite, nous la caractérisons
par la position de ses pôles et de ses zéros quand elle
est rationnelle. Nous étendons ces résultats au cas
où le passé est défini par un demi-plan asymétrique
quelconque en établissant que le changement d'axe
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classiquement utilisé dans les problèmes de test de
stabilité conserve le caractère phase minimal au sens
où nous l'avons défini, ce qui à notre connaissance
n'avait jamais été établi .
La seconde partie est consacrée à un exposé détaillé
des propriétés des processus ARMA unilatéraux .
Après avoir fait apparaître la nécessité de l'unilatéra-
lité, nous mettons en évidence l'existence de deux
demi-plans asymétriques par rapport auxquels les
erreurs de prédiction d'un processus ARMA unilaté-
ral sont égales ; après avoir interprété cette propriété
par l'existence de directions privilégiées, nous caracté-
risons spectralement les processus ARMA unilatéraux
en généralisant les résultats de [KOR-LOU] et de
[MUR] établis dans le cas quart de plan. Enfin, nous
évoquons rapidement le problème de la modélisation
par des processus AR unilatéraux en présentant
l'essentiel des résultats de [MAR-1] .
Nous présentons dans la troisième partie les champs
markoviens au sens large et renvoyons le lecteur à la
littérature spécialisée pour ce qui concerne les champs
de Gibbs et leur utilisation en traitement d'image
[GEM-GEM, AZE, YOU, CHA, GUY] .
Enfin, dans la quatrième partie, nous exposons de
façon détaillée les résultats des travaux d'Attasi . La
section 4 . 1 est consacrée aux problèmes liés à la
représentation d'état des filtres 2-D . Dans la
section 4 . 2, nous commençons par décrire en terme
de propriétés markoviennes la structure des modèles
d'Attasi [KOR], puis nous présentons et commentons
l'algorithme de réalisation stochastique de [ATT-1] ;
nous insistons tout particulièrement sur les hypothèses
qui assurent l'unicité des réalisations stochastiques
minimales et nous montrons qualitativement que
contrairement à une opinion répandue, elles imposent
de sérieuses restrictions .
Notations et définitions générales
Le disque unité ouvert (resp . fermé) de C sera noté
D (resp . D) et le cercle unité T. Nous désignerons
par I l'intervalle [-0,5, 0,5] ; la mesure de Lebesgue
sur I (resp . 12) sera notée du (resp . du dv). Dans tout
ce qui suit, les propriétés vraies presque partout le
seront toujours sur I ou l' par rapport à du ou dudv
respectivement, ou de façon équivalente sur T ou T2
par rapport à l'image de la mesure de Lebesgue par
la bijection naturelle de I vers T ou de
12
vers T 2 ;
nous omettrons donc en général de préciser par rap-
port à quelle mesure le presque partout est relatif .
Les variables aléatoires et les processus aléatoires
considérés ici sont supposés être réels, centrés, et
définis sur un espace probabilisé (Q, si, P) fixé . E
désigne le symbole espérance mathématique. On rap-
pelle que l'espace
L2
(S2, W, P) des variables aléatoires
de carré intégrable, muni du produit scalaire
< x, y > = E (xy) est un espace de Hilbert dont la
norme sera notée
II
II . Si H est un sous-espace de
L2
(S2, d, P) et si y est une variable aléatoire de carré
intégrable, y/H désigne la projection orthogonale de
y sur H. Par ailleurs, si (y l) 1
E I
est une famille de
vecteurs de
L2
(Q, d, P), on désigne par sp { yl/i e I }




le plus petit sous-espace de
L2
(S2, d, P) contenant
tous les y i .
On dit qu'une suite Y =
( Ym, n)(m, n) e a2
de L2 (Q, tel,
p)
est un processus stationnaire au sens large sur Z2 (on
dira également processus ou champ stationnaire au
sens large 2-D) si d(m, n) e Z 2 , b (k, 1) c Z 2 ,
E (Ym+k, n+1 Yk,1)
n'est fonction que de (m, n) ; nous
noterons R Y la fonction, dite d'autocorrélation, ainsi
définie. Dans la suite, nous omettrons de préciser que
la stationnarité que nous considérons est la stationna-
rité au sens large.
Si y est un processus stationnaire sur 71 2 , on désigne












V (m, n) e 1 2 .
La densité spectrale f, (u, v) de y est la densité de gY
par rapport à du dv . Enfin, l'espace de Hilbert engen-
dré par les variables aléatoires
(Ym,
n)(m, n) e 2
sera noté
H (y) . Lorsque aucune ambiguïté ne sera à craindre,
nous omettrons de préciser que RY,
gY, fY,
H (y) sont
relatifs à y et nous les noterons R, g, f, H respective-
ment .




(vm, n vo ,o) = 6 2
ôm , n où 8
m, n
désigne le symbole de Kronecker .
Par polynôme à deux indéterminées (nous dirons
aussi polynôme 2-D), nous sous-entendrons toute




(k, 1) e J
où J est un sous-ensemble fini quelconque de 7L 2 . Si
A est une matrice, AT désigne sa transposée ; si A est
carrée, det A est le déterminant de A . Enfin, on dit
que A est asymptotiquement stable si les valeurs pro-
pres de A sont de module strictement inférieures à 1 .
1. Théorie de la prédiction des processus sta-
tionnaires 2-D
1 . 1 . CAUSALITÉ,
DÉTERMINISME ET RÉGULARITÉ
La manière la plus simple d'étendre la théorie de la
prédiction de Wiener-Kolmogorov au cas 2-D
consiste à choisir un passé pour lequel l'erreur de
prédiction est un bruit blanc en fonction duquel le
processus doit pouvoir être représenté. Helson et
Lowdenslager [HEL-LOW-1, HEL-LOW-2] ont mis
en évidence l'ensemble des passés possédant cette pro-
priété et ont généralisé dans ce cadre bon nombre de
résultats du cas 1-D ; de plus, ils ont montré que
leur approche pouvait être utilisée dans un cadre
mathématique beaucoup plus large que celui que nous
envisageons ici.
Les demi-plans asymétriques jouent un rôle fonda-
mental dans la suite puisqu'ils sont à la base des
passés considérés par Helson et Lowdenslager.
Définition 1 . 1 . 1 : On désigne par demi-plan asymétri-
que tout sous-ensemble S de 12 vérifiant
(1 . 1 . 1) S est stable par addition,
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(1 .1 .3) S n-S= { (0,0) } . D
Un tel ensemble est du type
(1 . 1 .4) S= { (m, n)eZ 2/ma+n(3>0 }
si a ou [3 est irrationnel ; si a et (3 sont rationnels, la
droite d'équation x a+y (3=0 contient des points de
coordonnées entières de part et d'autre de (0,0) de
sorte que l'ensemble défini par (1 . 1 . 4) ne vérifie pas
(1 . 1 . 3) ; il suffit alors d'y retirer les points de 1L 2
autre que (0,0) situés sur l'une des demi-droites de
pente
-aJR
issue de (0,0) (cf. fig. 1) .
A tout demi-plan asymétrique S, on peut associer la
relation d'ordre totale sur Z 2 définie par
(1 . 1 .5) (p, q) (m, n)
si et seulement si (ssi) (m-p, n-q)eS.
On considère à présent un processus stationnaire 2-
D y fixé une fois pour toutes.
Soit P
sm, n
(P pour passé) l'espace de Hilbert suivant
censé représenter le passé strict de y au point (m, n)
(1 .1 .6)
gym, n
= sp { Yk, I/(k, l) -< (m, n), (k, l) (m, n) }
Alors, il est immédiat de constater que le processus
d'innovation correspondant I S défini par
(1 . 1 . 7)
Im, n = Ym, n -Ym, n/rm, n
est un bruit blanc. Sa norme a été mise en évidence
dans [HEL-LOW-1] .
Théorème 1 . 1 . 2 [HEL-LOW-1] : Pour tout demi-plan
asymétrique S, la variance de l'erreur de prédiction est
donnée par




log f (u, v) du dv. 0
I
Outre le fait que l'expression de IS est comparable à







Im , n IJ ne dépend pas du choix de S ;
ceci justifie la éfinition suivante .
Définition 1 . 1 . 3 : On dit que y est déterministe si
Im,
n
=0 et que y est non déterministe sinon . De plus,
on dit que y est régulier (on dit aussi purement non
déterministe) si H(y)=H(IS), autrement dit si y s'ex-
prime entièrement en fonction de son innovation . 0
Lorsque y est non déterministe, nous appellerons pro-
cessus d'innovation normalisé de y associé au passé
défini par S le bruit blanc de variance 1 vs défini par
I S
(1 .1 .9) v ,n=
	 II
Im,nll
La caractérisation spectrale des notions de détermi-
nisme et de régularité est également due à Helson et
Lowdenslager et apparaît comme la généralisation
naturelle du résultat correspondant dans le cas 1-D
([ROZ-1], par exemple) .
Théorème 1 . 1 .4 [HEL-LOW-2] : Le processus y est
déterministe ssi
(1 .1 .10) log f (u, v) du dv = - co .
1
2
De plus, y est régulier ssi
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dg (u, v) = f (u, v) du dv
r
log f (u, v) du dv > - oo .
I 2
Lorsque y est non déterministe, le processus
Ym, n = Ym, n/H (vS)
est régulier et est appelé partie régu-




n/[H (vS )] -
L est détermi-
niste et est appelé partie déterministe de y ; en outre,
le spectre de y' est la partie absolument continue par
rapport à du dv de µ [i . e. la mesure f (u, v) du dv] tandis
que celui de yd coïncide avec la partie singulière par
rapport à du dv de t. El
Le fait que les notions de déterminisme et de régula-
rité ne dépendent pas du demi-plan asymétrique choisi
s'étend au cas des processus vectoriels dont la matrice
de densité spectrale est non dégénérée presque partout
[HEL-LOW-1], mais pas aux processus vectoriels
quelconques [LOU] .
Comme dans le cas 1-D, le problème de la prédiction
linéaire d'un processus régulier est intimement lié à
celui de la factorisation de sa densité spectrale par
des fonctions causales .
1 .2. FACTORISATION SPECTRALE ET REPRÉSENTATION
CANONIQUE
A partir de maintenant, le processus y est supposé
régulier . Tout ce qui suit pourrait être développé dans
le cas d'un passé défini par un demi-plan asymétrique
quelconque. Néanmoins, afin de rendre l'exposé plus
clair, nous allons considérer dans un premier temps
le cas où le passé est défini à partir de l'ensemble
S, = { (m, n) e 7L 2/m > 0 } U { (0, n)/n >_ 0 }
ou de l'ensemble
S2 = { ( m, n) e 7L 2/n > 0 } U { (m, 0)/m >= 0 } .
Le choix de S 1 correspond à un balayage lexicographi-
que colonne par colonne, de la gauche vers la droite
et de bas en haut de 7Z2, tandis que celui de S 2
correspond à un balayage lexicographique ligne par
ligne, du bas vers le haut et de la gauche vers la











',,-, (resp. Hm_ 1 , n) représente le passé
strict de y au point (m, n) lorsque l'on ordonne 71 2
lexicographiquement colonne par colonne de gauche
à droite et de bas en haut (resp . ligne par ligne de
bas en haut et de gauche à droite) . Afin de simplifier
les notations, nous noterons 1 1 , v l , I 2, v 2 les processus
d'innovation et d'innovation normalisé associés à S 1
et S 2. Nous serons également amené à utiliser les
espaces H,"n et H„ définis par
(1 .2 .3)
Hm=sP{Yk,1/k_m, le7L},
(1 .2 .4) H v =sP{Yk,1/keZ,l<_n}
qui correspondent à des passés définis par des demi-
plans avançant horizontalement de gauche à droite
(H,"n) et verticalement de bas en haut (Hv,).
Un des points fondamentaux est que v' (resp . v 2 ) est





Ceci implique en particulier que y se représente sous
la forme
(1 .2 .6)
Ym,n= ' v l~k, I m-k, n-1
(k, 1) e SI
avec Y, i (p,, ,
I2
< co
(k, 1) E S1













, n = (Po,o U
1
m, n) •
La représentation (1 .2 .6) sera appelée représentation
canonique de y (dans la mesure où le bruit blanc
générateur coïncide avec l'innovation normalisée
de y) .
Considérons à présent la fonction D' (z, w) définie
par
(1 .2 .7) (D1(Z,w)__






< oo, on peut montrer [KOR-
(k, 1) E S1
LOU] que (h' est définie d z e D et pour presque tout
w e T ainsi que pour z= 0 et d w c- D. D'autre part, les
OD
séries (pk 1e
-zin(ku+Iv) et E (p o ,e-2inly
conver-
(k, 1) e S1
1=0
geant en moyenne quadratique (i . e. dans L 2), on peut
prolonger tb' presque partout sur T 2 et sur {0 } x T
en posant
(1 .2 .8)
'b 1 ( e -2inu e-2iav)=
E
(pk'1e -2in(ku+Iv)









Dans la suite, nous dirons qu'une fonction « causale »
'b définie comme (p' à partir d'une suite indexée par
S, de coefficients de carré sommable admet pour
domaine de définition D x T U10 } x D sans préciser
que le sens à donner à'b (z, w) dépend de la position
du point (z, w) dans D x T U { O } x D .
D'après (1 .2 .6), il est clair que
(p1
factorise f i. e.
que f (u, v)= J O'
(e-2inu e -2inu) 12
. Par conséquent, f
est factorisable par une fonction causale ; la fonction
(D' définie par (1 .2 .7) sera appelée factorisation à
phase minimale de f(nous justifierons cette terminolo-
gie dans la proposition 1 .2 . 1) . Comme dans le cas
1-D, la relation (1 .2 .6) signifie que y est la sortie
d'un filtre causal de fonction de transfert
'F1
excité
par v' et (1 .2 .5) implique que v' doit pouvoir être
obtenu causalement en fonction de y, autrement dit
que (h' est d'inverse causale. Il convient de remarquer
que la traduction mathématique de cette dernière pro-
priété est délicate car la fonction 1/'F' (z, w) ne se
développe pas nécessairement sous la forme (1 .2 .7) .
Nous allons à présent justifier le qualificatif de facto-
risation à phase minimale en montrant que toute
factorisation causale de f est égale au produit d'un
déphaseur pur causal par (D' .
Proposition 1 . 2 . 1 : Toute factorisation causale (b de f
s'écrit sous la forme
(1 .2 . 10) (p (z, w) = 0 (z, w) (h' (z, w)
où 0 (z, w) est causale et vérifie
(1 .2 .11) IO(e-2inu
e-21nv)I2=1
(presquepartout) .
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De plus, '=(D1 (à un facteur multiplicatif de module
1 près) ssi l'une des deux conditions équivalentes suivan-
tes est satisfaite









-2inu e-2inv) du dv
2
(1 .2 . 13) log I







1 1) (0, e
- 2inv) 12
= f log f (u, v) du dv
JI
presque partout. p
La démonstration est donnée en annexe .
Remarque 1 . 2 .2 : Soit S un demi-plan asymétrique
autre que S 1 . Ainsi que peut en témoigner la démons-
tration purement géométrique de cette proposition,
une décomposition de type (1 .2 . 10) existe pour les
factorisations de f causales au sens de la relation
d'ordre définie par S; la factorisation à phase mini-
male
Ds
qui y intervient est celle qui correspond à la
représentation canonique de y en fonction de l'innova-
tion normalisée vs . De plus, le critère (1 . 2 . 12) reste
inchangé mais (1 .2 .13) qui dépend de S 1 doit être
adapté. E
(1 .2 . 13) est intéressant en ce sens que cette condition
équivaut à dire que I est la factorisation à phase
minimale de f ssi la fonction w -+ D (0, w) est la facto-
risation à phase minimale de la « densité
spectrale » I D (0, e -2inv) 12 et si pour presque tout v
fixé, z -> 4) (z,
e-2inv)
est la factorisation à phase mini-
male de la densité spectrale 1-D u --> f (u, v) . Autre-
ment dit, on ramène le problème de la caractérisation
de 01 à des problèmes 1-D de la même nature. Cette
remarque est particulièrement utile pour mettre en
évidence la forme analytique de (1 [cf. théorème
(1 .2 .3)] et pour la caractériser par la position de
ses pôles et de ses zéros quand elle est rationnelle
[cf. Proposition (1 .2 .4) ] .





log f (u, v) du .
1
Ce résultat peut être interprété en examinant la nature
de la fonction w -> 0 1 (0, w). Pour ceci, il convient







M, n _ _j=
00
0 (Po, 1 um, n-1
1
- Yin,








(vl% , H,"„ = H,, (v 1) [où H,"n est











coïncide donc avec l'erreur de prédiction le long des
passés H„, et sera appelé dans la suite processus d'in-
novation horizontal de y . Pour me m', on a évidem-
ment
(1 .2 .15) E (Wm, n
Wm•, n-)
= o, V (n, n'),
i . e ., sur deux colonnes d'abscisses différentes, les
variables aléatoires composant W" sont non corrélées .
Ceci implique que la densité spectrale de W" est une
fonction g 1 (v) ne dépendant pas de la première varia-
ble u. D'autre part, d'après (1 .2 . 14),
oo
(1 .2 .16) g
1
(v)=
( P0, 1 e
2mly
1=0
On déduit alors de ce qui précède que la densité
spectrale g1 (v) de W" est égale à la fonction
v -> exp
J
log f (u, v) du ; la valeur de la densité spec-
traleale de W" au point v peut donc s'interpréter comme
la variance de l'erreur de prédiction à un pas d'un
processus 1-D admettant pour densité spectrale la
fonction u -> f (u, v). De plus, la fonction
w -+ a) 1 (0, w) est la factorisation à phase minimale de
g1 (v) et d'après (1 .2 . 14), ceci implique que pour
chaque valeur de m fixée, v,',,,,, coïncide avec l'innova-
tion normalisée du processus à un indice (W",,,),,
E z.
A présent, nous exploitons la condition (1 .2 . 13) pour
dériver la forme analytique générale de la factorisa-
tion à phase minimale 0 1 .
Théorème 1 . 2 . 3 [KOR-LOU] : Soient
(bk, l)(k, 1) e z2
les
coefficients de Fourier de log f i. e .
=
J




et les fonctions (b
k (v))k
c , définies par
bk (v) =
J




Désignons par y (w) la factorisation à phase minimale
de g 1 (v)=expb 0 (v) . Alors,






et pour presque tout v, et
(1 .2 .18) (1 (0, w)=y(w), VwED,
El
La démonstration est donnée en annexe.
Dans [EKS-WOO], Ekstrôm et Woods ont considéré
le cas où la densité spectrale de y est strictement
positive et où la suite des autocorrélations R (m, n)
est absolument sommable ; dans ces conditions, les




(k, 1) e Z 2
2 = I(D1 (0 e-2inv) 12 .















-zin v ) .
2
L_1
dans ce cas, (1 . 2 . 17) s'écrit de la façon suivante qui
apparaît comme une généralisation de l'expression du
cas 1-D obtenue en changeant f J en S 1








Remarquons que (1 .2 .19) n'est pas vérifiée lorsque
y est un modèle ARMA (cf. section 2) dont le numéra-
teur possède un zéro sur T 2 et que dans ce cas,
(1 .2 .20) n'a aucun sens .
Le cas où la factorisation à phase minimale est le
quotient de deux polynômes à coefficients dans S 1 est
particulièrement important .
Proposition 1 . 2 . 4 : Soient
E
(k,1)E)-{0,0)
B (z, w) = E
bk, i Z
k Wl
(k, 1) E J
deux polynômes premiers entre eux tels que J c S 1 .
Supposons que y vérifie
(1 .2 .21) y ., u+
1 ak, lym-k, n-1
(k,1)EJ-{0,0)
E bk, 1 Um-k, n-1
(k, 1) E J
où v est un bruit blanc de variance 1 . Alors, la fonction
B (e
-2inu e -2inv)







est intégrable ; de plus, v=v 1 ssi
(1 2 22)
J
A(z, w)~0, dzED et dweT
A(0, w)~É 0, dwED,
(1 .2 .23)
(B (z, w) ~4 0, VzeD et dweT
il
B(0, w) * 0, dweD,
autrement dit, (D (z, w) = B (z, w)/A (z, w) est la factori-
sation à phase minimale de la densité spectrale de y ssi
(1 .2 .22) et (1 .2 .23) sont vérifiées. El
La démonstration est donnée en annexe .
Remarque 1 .2 .5 : Les conditions (1 .2 .22) et
(1 . 2 . 23) sont très proches de celles qui garantissent
que le filtre de fonction de transfert 0 est BIBO
(bounded input-bounded output) stable et d'inverse
BIBO stable . Rappelons qu'un filtre est dit BIBO
stable si pour toute suite d'entrée bornée, la sortie
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est également bornée, propriété qui est équivalente à
l'absolue sommabilité de la réponse impulsionnelle . Il
est bien connu que si C (z, w) est un polynôme dont
le support des coefficients est inclus dans S 1 , le filtre
de fonction de transfert 1/C (z, w) est stable ssi
C (z, w) :o 0 sur D x T et {0 } x D ([BOSE], par exem-
ple); par conséquent, si A et B vérifient (1 .2 .22) et
(1 .2 .23) et si de plus A et B ne s'annulent pas sur la
« frontière » T2 U { 0 } x T, le filtre de fonction de
transfert () est stable et d'inverse stable . LI
Ces résultats qui concernent le problème de la caracté-
risation de la factorisation à phase minimale ont été
énoncés dans le cas où le demi-plan asymétrique défi-
nissant le passé est S 1 . Ils peuvent être utilisés pour
traiter le cas général grâce à une technique qui est
philosophiquement équivalente à un changement
d'axe de coordonnées . Un tel procédé a permis de
mettre en évidence des critères de stabilité de filtres
dont la réponse impulsionnelle admet un support
quelconque ([BOSE], par exemple) . Tout ce qui va
suivre repose sur le Lemme suivant dont la démons-
tration est donnée en annexe .
Lemme 1 . 2 . 6 : Soient a1,
R1,
a2, 02 des entiers tels
que 8=a1 R2
- a2 R 1
est strictement positif et tels que
(a1 , 5 1 ) [resp. (a2, (3 2 )] sont premiers entre eux. Soit E
l'application





t (k, l) - (I32 k-a
2 l, a 1 1- 5 1
k)
et les demi-plans asymétriques S et S' définis par
(1 .2 .25) S={(k, l)E7L 2/(3 2 k-a
2
1>0}
U{(k, l)EZL2/Rzk-a21=0, a 1 l-R
1
k>0}







(1 .2 .26) E(S)cS 1 , E(S')ŒS2 , E(Sf S')cNJ2 .
Soit h (z, w) une fonction définie sur un sous-ensemble
A de
c2
contenant T2 telle que
f1 2
I h (e -21nu e-zlnu) I
du dv < oo et considérons la fonc-
tion h' (z', w') définie par
(1 .2 .27) h'(z',
w')=h(z'a2w-a1, Z'-«2w'Œ1) .
Alors, le support des coefficients de Fourier de h' est













Nous allons à présent utiliser ce résultat pour déduire
de ce qui précède la forme de la factorisation à phase
minimale relative au problème de la prédiction le long
des passés définis par le demi-plan asymétrique S
défini par (1 .2 .25) . Tout repose sur le fait qu'une
factorisation (D(z, w) de f causale au sens de la rela-
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tion d'ordre définie par S est à phase minimale ssi la
fonction (D' (z', w'), causale au sens de la relation
d'ordre définie par S 1, définie à partir de (D par
l'intermédiaire de la transformation (1 .2 .27) est à
phase minimale .
Soit (D (z, w) = E
(Pk,
i
z k w l une factorisation cau-
(k, l) e S
sale au sens de la relation d'ordre définie par S de la
densité spectrale de y. Désignons par (D' (z', w') la
fonction définie par la transformation (1 .2 .27) à
partir de (D i . e .











k-a 2 1, oc, l-(3 1 k) appartient à E(S)cS 1





(P ' n z'm W'n
(m, n) e E (S)
où
WE
(k, 1) _ (Pk,1
de sorte que (F' est causale au sens
de la relation d'ordre associée à S 1 i de plus,
(p o , o =(p.,, et
E I (PM',nI 2= I (Pk,1I
2 < 00 .
(m, n)
e E (S)
(k, 1 e S
Ceci implique que (D' est définie sur D x T U { 0 } x D;




WR1/s Z"2/s WP2Ii)=(D (z,
W)
de sorte que (D est définie pour
I
z"IIS W




I = l i. e . tous calculs faits pour z 51 et




Par ailleurs, d'après la remarque








(F(e-2inn e -2inv) 12 du dv
2
en appliquant (1 .2 .28) au cas où h=log I (DI, on
obtient













e -2inv') 12 du' dv
' .
I 2
En tenant compte du fait que
cpo,o=(PO,o,
ceci impli-








1 2 du' dv'
I 2
i
. e. ssi (D'

















f' (u', V' ) =f (R2
û - (3 1 v', a l v' - a2 u')
en convenant de prolonger f (u, v) à R2 en posant
f(u, v) =f (u-k, v-l)
si
(u, v)e[k-1/2, k+1/2]x[l-1/2, l+1/2] .
En conclusion, la factorisation à phase minimale
(D (z, w)
associée au demi-plan asymétrique S s'obtient
comme suit .
Théorème 1 . 2 . 7 : Soit f' (u', v') la densité spectrale
définie sur 1 2 par
(1 .2 .30)
f' (u', v)=f (R2 u'-Rl v',
al v'-a2
u')
où f est étendue à [f8 2 en posant
f (u, v) =f (u-k, v-l)
si
(u, v)e[k-1/2, k+1/2]x[l-1/2, l+1/2] .
Soit (D' (z', w') la factorisation causale (au sens de la
relation d'ordre associée à S 1) à phase minimale de f'.
Alors, la factorisation à phase minimale de f correspon-
dant au problème de la prédiction de y le long des passés
définis par le demi-plan asymétrique S est donnée par
(1 .2 .31) (D (z, w) = (D' (z"1/swsl/s, z
" 2/8 W 02/8)






des coefficients de Fourier de
log f est absolument sommable, (D s'obtient en rem-
plaçant S 1 par S dans (1 .2 .20) i. e.
(1 .2 .32) (1)(z,w)=exp(
bo,o + b 1
2 (k, I) E S-{ 0, 0 }
qui est l'expression mise en évidence dans [EKS-
WOO].
Enfin, le théorème (1 . 2 . 7) permet d'adapter la propo-
sition (1 .2.4) au cas où le support des coefficients
des polynômes A et B est inclus dans S ; il suffit de
remplacer la condition v=v 1 par la condition v=v s
et (1 .2 .22), (1 .2 .23) par
(1 .2 .33)
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De plus, la remarque (1 . 2 . 5) est encore valable en
ce sens que les conditions qui assurent que le filtre
de fonction de transfert B (z, w)/A (z, w) est stable
et d'inverse stable sont très proches de (1 . 2 . 33) et
(1 .2 .34) .
Les résultats qui ont été présentés dans cette section
ont montré que la théorie de la prédiction de Wiener-
Kolmogorov s'étend sans réelles restrictions au cas 2-
D. Nous allons à présent nous intéresser aux modèles
paramétriques 2-D et constater que leurs propriétés
sont bien différentes de leurs homologues 1-D .
2. Les processus ARMA 2-D
Nous débutons cette étude relative aux modèles para-
métriques 2-D par les processus ARMA 2-D. Un
tel processus peut être a priori défini comme
étant la sortie d'un filtre (non causal éventuel-
lement) de fonction de transfert rationnelle
'F (z, w) =B (z, w)/A (z, w) excité par un bruit blanc v
de variance 1 . Comme dans le cas 1-D, H et v ne
sont pas définis de façon unique et il est nécessaire
que l'une de ces représentations soit identifiable à
partir de la densité spectrale du processus . Dans le cas
1-D, tout processus ARMA admet une représentation
unique dans laquelle le bruit blanc générateur coïncide
avec le processus d'innovation normalisé car toute
densité spectrale rationnelle 1-D admet comme facto-
risation à phase minimale une fraction rationnelle.
Une telle propriété est inexacte dans le cas 2-D
car
	
une densité spectrale du type
B
(e-2inn e -2iav)/A (e-2i' e- 2W)
1 2 n'admet pas en
général de factorisation causale à phase minimale
rationnelle; ceci est dû au fait que les polynômes à
deux indéterminées ne sont pas décomposable en pro-
duit de facteurs d'ordre 1 et que par conséquent la
procédure d'assignation à l'extérieur du cercle unité
des pôles et des zéros ne peut être effectuée . Ces
constatations nous amènent à poser la définition (pro-
visoire) suivante.
Définition 2 . 1 : Soit S 0 un demi-plan asymétrique . On
dit que y est un processus ARMA unilatéral pour S 0
si la factorisation causale (au sens de la relation
d'ordre associée à S 0 ) à phase minimale de la densité
spectrale f (u, v) de y est le quotient de deux polynô-
mes dont le support des coefficients J est inclus dans
S0 i . e. si y est donné par
(2 .1)
ym,n+ L, ak,lym-k,n-1
(k, 1) e J -{ 0, 0 }
bk, 1 VS' IL n-1•
(k, 1) e J
On dit que y est un processus AR ( resp . MA) unilaté-
ral pour S 0 si b k,1 =0 pour (k, l) e J - { 0, 0 } [resp . si
ak,l =0 pour (k, l)eJ-{0, 0}]. D
L'intérêt de ce type de modèle réside dans le fait
que les polynômes A (z, w) et B (z, w) associés à la
représentation (2 . 1) sont définis de façon unique par
le fait que B (z, w)/A (z, w) coïncide avec la factorisa-
tion à phase minimale de f (u, v). D'autre part, la
relation (2. 1) peut être implémentée de façon
récursive car J est inclus dans un demi-plan asymétri-
CHAMPS STATIONNAIRES AU SENS LARGE SUR 1 2
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que [en ce sens qu'il existe un mode de progression
dans Z2 permettant de disposer des
ym-k, n-1
pour
(k, l) e J - { 0, 0 } avant d'avoir à calculer y m , n] ; les
modèles ARMA unilatéraux sont donc adaptés aux
traitements récursifs .
La définition (2 . 1) est en fait inadaptée puisque
comme nous allons le voir, le bruit blanc générateur
vso coïncide avec d'autres innovations vs associées à
un ensemble de demi-plans asymétriques qui ne
dépend que de l'ensemble J . Ceci repose sur le résultat
suivant qui est une conséquence immédiate de faits
bien connus ([BOSE], par exemple) .
Proposition 2 . 2 : Soit y le processus donné par (2 . 1)
et désignons par J* le plus petit cône de 7L 2 , de base
(0, 0) contenant tous les points de J (cf fig . 2) ; alors,










(k, 1) e J•
(2 .2)
Par conséquent, la représentation canonique de y en
fonction de vs o est de la forme
(2 .3)
volume 6 - n° 4 - 1989
*
*
Y., n = (Pk, 1 u
s
m-k, n-1•
(k, 1) E J*
0












sont des entiers tels que oc, et
Rl
(resp . a2 et (3 2) sont premiers entre eux et tels que
8=a1 P2 - a2
Rl
qé 0; bien entendu, les droites d'équa-
tions y=((3 1/a 1)x et y=([3 2/a2) x sont celles qui déli-
mitent J*. Dans la suite, nous allons supposer que
8 > 0. Soient S et S' les demi-plans asymétriques définis
par (1 .2 .25) et (1 .2 .25'); alors, il est facile de consta-
ter que J* = S (l S' ; donc, F est une factorisation
causale de f relativement aux relations d'ordre asso-
ciées à S et S' simultanément ; puisque (2 . 3) est la
représentation canonique de y en fonction de vo,
log 1(p 0, 0 1 2
=
I
coïncide avec les factorisations à phase minimale
(Ds
et (D' associées au problème de la prédiction le long
des passés Ps
n
et Psné, respectivement. Par consé-
quent, (=(Dbm=(Ds' et vv0 n=vs n =vm
,n
, et de même
(Ds = (Ds' = (D' et
vsn ,
n
= v ' n
= v~v,,,,,, pour tout demi-pland
asymétrique S" contenant J* = S (1 S'. Cette propriété
a des conséquences sur la forme du domaine de défini-
tion de (D et sur la localisation de ses pôles et de ses
zéros. Soit E la transformation définie par (1 .2 .24) ;
alors, O(z, w) peut s'écrire sous la forme
(2 .5) (D(z, w)
Epm, n (ZŒ118 WR1)b)
m
(Za2/b Wa2/S)n
(m, n) e E (S n S')
où les coefficients sont définis par
(pE (k, 1) _ (Pk, 1
pour (k, 1) e E (S (1 S') . Puisque E (S (l S') c N 2 , la





Z°2 Wa 2 < 1 ; de plus, elle peut être prolongée à
l'ensemble 1 ZŒ1 w@11 < 1 et 1
z"2
ws2 ) _<_ 1 en remplaçant
la convergence ordinaire par une convergence en
moyenne quadratique (i . e. dans 1 2) de sorte que
comme dans la section précédente, nous dirons par
abus de language que (D est définie sur `z°` 1 Wei 1 :5 1
et i z"2
w P2
I <_ 1 . D'autre part, (D = (D5 implique quiA
et B vérifient (1 .2 .33) et (1 . 2 . 34) respectivement ou
de façon équivalente que les polynômes quart de plan
A' et B' définis à partir de A et B par la transformation
(1 .2 .27) vérifient (1 .2 .22) et (1 .2 .23) . Mais pour
des polynômes quart de plan, (1 .2 .22) et (1 .2 .23)
sont respectivement équivalents aux conditions plus
fortes suivantes [BOSE]
A' (z', w') e0,
	
d (z', w') e D
2
A'(0, w') -7é 0, d w' e T,




log f (u, v) du dv ; ceci implique que 0
Par conséquent, (1 .2 .33) et (1 .2 .34) sont respective-
ment équivalents à
A (z, w) :o 0
pour
W
'I wR 1 I< 1 et I zŒ2 we21 < 1
L










On peut résuler tout ce qui précède en remplaçant la
définition (2 . 1) par la définition suivante .
Définition 2 . 3 : On désigne par processus ARMA uni-
latéral tout processus y donné par une équation du









bk, l vm-k, n-1
(k, l) c J
où
- v est un bruit blanc de norme 1 ;
- J est un sous-ensemble fini de Z 2 contenant (0, 0)
et pour lequel le cône J* est d'ouverture strictement
inférieure à x ;
- les polynômes A (z, w) et B (z, w) associés à la
représentation (2 . 10) sont tels que la fonction
(u V) - 1 B




représente la densité spectrale de y) est intégrable et
vérifient (2 . 8) et (2 . 9) respectivement [ou de façon
équivalente (1 .2 .33) et (1 .2 .34)], a l , (3 1, a 2 , (32 étant
définis par (2 .4) .
Dans ces conditions, si S et S' sont les demi-plans
asymétriques tels que J* = S (1 S',
Vm, n = VS , n = vm
S I S I,
, n = vm, n
pour tout demi-plan asymé-
trique S" contenant J* . El
L'égalité v'
."'
=v,n n peut s'interpréter simplement
lorsque la densité spectrale de y est strictement posi-
tive. Dans ce cas ([ROZ-1], par exemple), la famille
(
m, n)(m, n) e
z 2 est une base de l'espace H (y) en ce sens
que la décomposition de tout élément z de H (y) sous
la forme z = L
ck, IYm-k, n-1
(qui existe par défini-
(k, 1) e Z 2
tion) est unique . Or, v„,, n et
VS,',,,
se décomposent
respectivement sous la forme
L'égalité vs, ,,=vm, n et l'unicité de la décomposition
(2 . 11) et (2 . 12) impliquent que
(2 .13)
v,Sn>n-vm,,,










pour (k, l) appartenant à
S () S'. Ceci peut s'interpréter en disant que les
variables y.
-kn-1
pour (k, 1) appartenant à
(S-S n s') U (9'- S n s') n'interagissent pas avec la
variable ym , n (cf, fig . 3). Bien entendu, cette propriété
qui signifie qu'il existe des directions privilégiées va à
l'encontre de l'idée que l'on peut se faire d'un champ
aléatoire et est inquiétante quant à la capacité de ce
type de processus à modéliser un champ aléatoire
quelconque. Par ailleurs, le cône J* est toujours d'ou-
verture strictement inférieure à n car le modèle est
d'ordre fini (i . e . J est fini) ; le défaut structurel des
processus ARMA unilatéraux que nous venons de
mentionner ne provient donc pas directement de leur
caractère causal, mais de l'alliance causalité-modèle
d'ordre fini .
Nous allons à présent donner la caractérisation spec-
trale des processus ARMA unilatéraux. Ainsi que
nous allons le voir, ces processus coïncident avec





(k, 1) E S
vm, n - Ck, IYm-k, n-1
(k, l) e S'
Iz
rationnel pour lesquels il existe deux demi-plans asy-
métriques S et S' tels que v„,, n = vm, n . Ce résultat est
implicitement contenu dans un certain nombre de
travaux, mais ne semble pas avoir été énoncé claire-
ment dans toute sa généralité .
Nous allons tout d'abord donner la caractérisation
spectrale des processus pour lesquels v i„,n
= vm,n
(S = S 1 et S = S 2 ); le théorème suivant, présenté dans
[KOR-LOU], repose sur un résultat classique de théo-
rie des fonctions holomorphes de deux variables
[RUD-2] .
Théorème 2 .4 [KOR-LOU] : Soit y un processus sta-
tionnaire 2-D régulier de densité spectrale f (u, v) .
Alors, y vérifie v,1„, n = v„,,
n
ssi
J log f (u, v)e
2 `n (kn+I v)
dudv=0
pour kl < 0.
Dans ce cas, la factorisation causale à phase minimale
(simultanément au sens des passés définis par S 1 et S2)
est la fonction (z, w) =
	
q,, , zk w` telle que
(k, I) E ty 2
I (z, w) = exp
C
b 0 ' 0 +
bk, I zk
w 1




log f (u, v)
e 2"' (kuly)
du dv . U
IZ
CHAMPS STATIONNAIRES AU SENS LARGE SUR
Z2 :
La caractérisation complète des processus ARMA
quart de plan (i . e . J est inclus dans X1 2) est une
conséquence du théorème précédent et d'un résultat
important dû à Murray qui a établi dans [MUR] que
si f est rationnelle, la fonction t définie par (2 . 15)
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plus, il est démontré dans [MUR] que si f est un
polynôme (resp . l'inverse d'un polynôme), I est un
polynôme (resp . l'inverse d'un polynôme) quart de
plan. On en déduit le théorème suivant .
Théorème 2 . 5 : Un processus stationnaire 2-D régulier
y est un processus ARMA (resp. AR, MA) quart de
plan ssi
(i) la densité spectrale f de y est rationnelle (resp . est
l'inverse d'un polynôme, un polynôme) ;
( ii) f log f (u, v)
e 2`n (k"+'°)
du dv = 0 pour kl < 0.
I2
Il est important de signaler que ce résultat n'a aucun
équivalent dans le cas vectoriel .
Ces deux théorèmes peuvent être étendus au cas de
deux demi-plans asymétriques définis par des droites
de pente rationnelle en utilisant le changement d'axe .
(1 .2 .24) .
Théorème 2.6 : Soient S et S' deux demi-plans asymétri-
ques définis par (1 .2.25) et (1 .2.25') et y un processus









(k, l)E(S-S (1 S') U (S'-S
(1 S') .
Dans ce cas, la factorisation causale à phase minimale
(simultanément au sens des passés définis par S et S')
est la fonction












s S n S'-{ 0, 0)
pour
1





où les bk , 1 sont les coefficients de Fourier de logf.
De plus, y est un processus ARMA (resp. AR, MA)
unilatéral défini par des polynômes A et B dont le
support des coefficients est inclus dans S (l S' ssi f
est rationnelle (resp . est l'inverse d'un polynôme, un
polynôme) . L
Les grandes lignes de la démonstration sont données
en annexe.
La première conclusion à tirer de ce théorème est que
la classe des processus ARMA unilatéraux ne coïncide
pas avec celle des processus à spectre rationnel. La
seconde conclusion concerne le problème de la modé-
lisation d'un processus régulier quelconque y par un
processus ARMA unilatéral; le théorème démontre
en effet tout l'intérêt qu'il y a choisir le support J des
coefficients du modèle de façon à ce que la propriété
(2.16) ait le moins de répercussion possible sur l'erreur
de modélisation ; à notre connaissance, aucune étude
de cette nature n'a été menée en ce sens . Enfin, ce
qui précède peut être interprété en disant que modulo
la condition (2.16), les techniques de factorisation des
densités spectrale rationnelles 1-D s'étendent au cas
2-D .
Nous allons à présent parler brièvement des problè-
mes liés à la modélisation d'un processus y régulier
par un processus AR unilatéral de façon à mettre en
évidence une nouvelle différence importante entre les
modèles 1-D et 2-D .
Soit y un processus régulier dont la fonction d'auto-
corrélation R est supposée connue . On cherche un
processus AR unilatéral, dont le support J des coeffi-
cients de son polynôme générateur est fixé,
« approchant » au mieux y . Nous allons considérer
ici le cas où
J = { (0, n)/0<n<N1}
U{(m, n)/1<m<M, - N2<n<N1}
(J est alors inclus dans S 1 ) . Pour résoudre ce pro-
blème, on peut être tenté de généraliser l'approche du
cas 1-D consistant à approximer le processus d'inno-
vation de y par celui du modèle AR cherché. La
solution est alors donnée par des équations de type
Yule-Walker obtenues en écrivant que
(2.18)
E [(Ym, n+ y ak, lYm-k, n-I)Ym-p, n-q]=0
(k, I) e J-{0, 0}






où F est la matrice de covariance du vecteur aléatoire
Z= (Ym,n-1 , • • •, Ym,n-N1,Ym-1,n+NY . . .'
Ym-1, n-N1, • • . , Ym-M, n+N2,
. .
. , Ym-M, n-N1)
T
,
a est le vecteur des coefficients du polynôme associé
au modèle AR i . e .
a= (a0, 1 , . . . ,
ao, N1, a1 -N2,
. . . , a 1 N1 , . . . ,
T
aM, -N2'





R (0, 1), . . . ,
R (0, N1), R (1, - N2),
. . . ,
R(1,
N1),
R (M, -N2), . . .,
R (M, N1))T
Malheureusement, le polynôme
A (z, w) =
E
a,,, z' w'
(k, I) e J - { 0, 0 )
associé au vecteur a peut avoir des zéros dans l'ensem-
ble D x T U { 0 } x D de sorte que le modèle identifié
n'est pas nécessairement un processus AR unilatéral .
Ceci est particulièrement grave si celui-ci doit être
utilisé dans des applications de type codage ou syn-
thèse dans lesquelles une approximation du processus
y de départ est générée en mettant en oeuvre le filtre
de fonction de transfert 1/A (z, w) dont la stabilité
n'est pas garantie .
Dans le cas 1-D, la stabilité de l'inverse du filtre
prédicteur n'est certaine que si le support de ses coeffi-
cients coïncide avec l'ensemble des entiers compris
entre 0 et N (N étant l'ordre du modèle) auquel cas
le filtre peut être calculé de façon récursive grâce à
l'algorithme de Levinson . Dans le cas qui nous inté-
resse, l'ensemble J fini ne peut coïncider avec l'ensem-
ble des points compris entre (0, 0) et (M 1, N 1 ) au
sens de l'ordre lexicographique colonne par colonne
de sorte que la situation est radicalement différente de
celle du cas 1-D . Partant de cette remarque, Marzetta
[MAR-1, MAR-2] s'est intéressé à la structure des
filtres prédicteurs à horizon semi-infini dont le sup-
port des coefficients est l'ensemble des points compris
(0, 0) et (M, N) au sens de l'ordre lexicographique
colonne par colonne; il a en particulier montré que
toutes les bonnes propriétés du cas 1-D se généralisent
à ces filtres .
Désignons par -< la relation d'ordre associée à S 1 et
pour tout (M, N) strictement plus grand que (0, 0),
soient
J (M, N) = { (k, 1)/(0, 1)-<(k, l)-<(M, N) }
et
Hm,n(M, N)=Sp{Ym-k,,,-I/(k, l)eJ(M, N)} .
Posons
(2
.20) Ym, n -Ym, n/Hm, n (M, N)
(2.21)
-Ym, n+ L, ak, 1Ym-k, n-1







(k, 1) e J (M, N)
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Alors [MAR-1], moyennant des hypothèses assez peu
restrictives sur la densité spectrale de y, le filtre de
fonction de transfert AM , N (z, w) est stable et d'inverse
stable. De plus, les A M, N vérifient une relation de
récurrence du' type
AM, N(Z, w) =AM, N-1 (Z, w)
+PM,NZMWN
AM,N-1( 1 /Z, 1/w)
AM, -~ (Z, w)
=
AM-1, +ao ( z, w).
Les PM, N sont de valeur absolue inférieure à 1 et
jouent un rôle identique à celui des coefficients de
réflexion apparaissant dans l'algorithme de Levinson .
L'intérêt pratique du travail de Marzetta réside dans
le fait que tout filtre RIF généré par les équations
(2.22) est d'inverse stable dès que les coefficients
PM, N
sont de valeur absolue inférieure à 1 . En pratique, on
impose aux
PM, N
d'être nuls pour I N
1
assez grand et
on utilise un algorithme de type Burg pour approxi-
mer les AM , N par des polynômes n'ayant aucun zéro
dans D x T U { 0 } x D. Le grand inconvénient de cet
algorithme est que le support des coefficients de réfle-
xion utilisés pour calculer le filtre d'ordre (M, N) est
très différent de celui des coefficients de ce filtre;
par conséquent, un choix optimal des coefficients de
réflexion peut conduire à une suite de coefficients très
mal adaptée.
3. Les champs markoviens au sens large
Alors que les modèles ARMA 2-D doivent être par
nature unilatéraux pour garantir l'identifiabilité des
représentations associées, la notion de processus de
Markov peut être généralisée de façon très naturelle
au cas 2-D en faisant abstraction de toute idée de
causalité . Un champ markovien y est en effet caracté-
risé par le fait que ym ,
n
n'a d'interaction qu'avec un
nombre fini de voisins disposés de façon quelconque
autour du point (m, n) .
Dans le cadre de cet article, nous ne considérons que
les champs markoviens au sens large . Cependant, les
modèles non linéaires sont de plus en plus utilisés en
restauration et segmentation d'image ; ils permettent
en particulier d'intégrer les non-stationarités dues aux
contours et d'utiliser des critères de restauration du
type maximum de vraisemblance a posteriori. Le lec-
teur intéressé pourra se référer à [GEM-GEM],
[AZE], [YOU], [CHA], [GUY] pour plus de détails .
Avant de poursuivre, nous allons rappeler un résultat
bien connu de théorie de l'interpolation . Soit y un
processus stationnaire 2-D dont le spectre est absolu-









l) :~4- (m, n) } .
On dit que y est minimal si le processus e défini par
(3.2)
em, n = Ym, n-Ym, n/Hm, n
n'est pas identiquement nul . Ces processus sont carac-
térisés comme suit .
(2.22)
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Théorème 3.1 [ROZ-1] : Soit f la densité spectrale de





Dans ce cas, la densité spectrale de l'erreur d'interpola-
tion e est égale à 6é /f (u, v) où 6é = E (e,2
t,
Nous sommes à présent en mesure d'introduire les
champs markovien au sens large .
Définition 3.2 : Soit L un sous-ensemble fini de 7L 2 ne
contenant pas (0, 0) . On dit que y est un L-champ
markovien au sens large si
(3.4)
em, n=Ym, n-Ym, n/Hm, n
=Y., .+ L,, Ck, IYm-k, n-l •
(k, 1) e L
0
La caractérisation spectrale de processus est particu-
lièrement simple .
Proposition 3.3 [CHAY] : y est un L-champ markovien
au sens large ssi la densité spectrale de y est donnée
par





où R (z, w)= 1 +
1
ck,1 zk w1 est tel que
(k, 1) e L
R(e
-2i
nu e- 2W) > 0 V (u v) E 1 2 .





=Ym, n+ L-, ek, IYm-k, n-1
(k, 1) e L
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(k, 1) e L
Dans le cas 1-D, ces processus coïncident avec les
processus autorégressifs car il est toujours possible
de trouver un polynôme A (z) ayant tous ses
zéros à l'extérieur du cercle unité vérifiant
R (e-2inu)=I
A (e-2inu) 12 [où
R est défini de façon ana-
logue à (3 .5)] . Dans le cas 2-D, y ne coïncide avec
un processus AR unilatéral que si les coefficients de
Fourier de logR(e-2inu
e-2inv)
sont nuls dans un
cône de base (0, 0) . Les modèles markoviens sont
donc plus généraux que les modèles autorégressifs
unilatéraux et on peut raisonnablement penser que le
nombre de coefficients d'un champ markovien destiné
à approximer un processus quelconque sera bien infé-
rieur à celui d'un modèle AR unilatéral à erreur
d'estimation identique .
Les champs markoviens jouent un rôle important
en estimation spectrale 2-D au sens du maximum
d'entropie . Rappelons que ce problème peut être
formulé comme suit : étant donnée une suite R (ni, n)
censée représenter les estimées des valeurs de la fonc-
tion d'autocorrélation d'un champ aléatoire station-
naire et définie sur un sous-ensemble A fini de 7L2
symétrique par rapport à (0, 0) [et contenant (0, 0)],
on cherche à déterminer lorsqu'elle existe une fonction
-2in (ku+lv))
0
f (u, v) > 0 maximisant
	









V (m, n) E A.
En utilisant les multiplicateurs de Lagrange, il est
clair que si une telle fonction existe, elle est du type
62







E e-{ O, 01
de sorte que si l'estimateur du maximum d'entropie
existe, il coïncide avec le spectre d'un L champ marko-
vien où L=A-{0, 0} . Nous ne rappelons pas ici les
conditions nécessaires et suffisantes d'existence de cet
estimateur ni la manière dont on peut le calculer .
Nous renvoyons à [MCL] qui est une excellente syn-
thèse des problèmes spécifiques posés par l'estimation
spectrale multidimensionnelle .
4. Les modèles à représentation d'état
Dans les problèmes d'estimation récursive 1-D, les
représentations internes des processus sont fré-
quemment utilisées pour mettre en couvre les techni-
ques dérivées du filtre de Kalman . Bien que les procé-
dés de filtrage récursif ne soient pas structurellement
nécessaires en traitement spatial, ils présentent de
l'intérêt car ils permettent de résoudre des problèmes
de mise en oeuvre dus le plus souvent à un trop grand
encombrement mémoire . C'est donc tout naturelle-
ment que l'on s'est penché avec attention sur le pro-
blème de la représentation d'un processus stationnaire
2-D par un modèle d'état récurrent à deux indices
[ATT-1 et ATT-2, CLA, LAS-SIL] . Avant d'aborder
cette question, il est nécessaire de considérer le pro-
blème de la représentation interne des filtres récursifs
2-D .
4.1 .
THÉORIE DE LA RÉALISATION DÉTERMINISTE
Considérons le filtre récursif défini par l'équation aux
différences
(4 .1 . 1)
Ym, n
E ak, lYm-k, n-l+ Y bk, iUm-k, n-I
(k, l) E J-{ O, 0) (k, 1)
E J
où J est un sous-ensemble fini de 71 2, contenant (0, 0)
et pour lequel le cône J* (cf. proposition 2 .2) a une
ouverture strictement inférieure à ir ; rappelons que le




défini par (4.1 .1) est précisément J* . Compte tenu du
lemme 1.2.6, on peut se contenter d'étudier le cas où
J c N2 (filtre quart de plan) . De plus, par raison de
simplicité, nous n'allons considérer que les filtres
quart de plan strictement causaux i. e. ceux pour les-




L'apport d'Attasi à la théorie de la réalisation des
filtres 2-D est essentiel . Son approche consiste à géné-
raliser au cas 2-D la construction algébrique de l'état
basé sur la factorisation de l'opérateur de Hankel .
Cet opérateur peut être défini de deux façons différen-
tes, dans le domaine spatial ou dans le domaine des
transformées en (z, w); c'est cette dernière définition
que nous allons adopter.
Introduisons tout d'abord quelques notations . On
désigne par Y l'ensemble des séries formelles à deux
indéterminées à coefficients réels i . e . l'ensemble des
séries du type
E
Um n Zm W"










Zm Wn (resp .
m<0, n<0
Um n Zm W") sera noté Y + (resp. Y- ) ; on dési-
m>_O,n?0
gne par z (resp . w) l'opérateur de multiplication par
z (resp. w). Enfin, l'opérateur de « projection » sur
zw,9 - qui à u (z, w)=
1
Um n Zm W" fait corres-
(m, n) E Z2
pondre um, n Zm w" sera noté EZW
m>_1,n>_1
Définition 4.1 .1 : Considérons un filtre quart de plan
strictement causal de fonction de transfert
I' (z, w) =
E
(pm , n
Zm W" . Alors, l'opérateur de
m>_1,n>_1
Y + dans zwY - défini par
(4.1 .2) -Y ~
~+ -'zwY-
u (z, w) -* EZW'
((t u) (z, w))
est appelé opérateur de Hankel associé au filtre . E
Bien entendu, cet opérateur peut également être inter-
prété dans le domaine spatial comme l'application qui
à une suite
(um, n)(m, n) E-.N2
fait correspondre la suite
(Ym, n)m >- 1, n >- 1
constituée par les échantillons de sortie
du filtré excité par u pour m >=1 et n >_ 1 .
Toute la théorie classique de la réalisation peut être
généralisée pour l'ensemble des filtres dont l'opérateur
de Hankel est de rang fini; malheureusement, ces
filtres constituent une classe assez restreinte puisqu'ils
coïncident avec ceux dont la fonction de transfert est
rationnelle à déniminateur séparable . Plus précisé-
ment, on a le résultat suivant dont une partie de la
démonstration est donnée en annexe .







la fonction de transfert d'un filtre quart de plan stricte-
ment causal. Alors, l'opérateur de Hankel .' qui lui
est associé est de rang fini s si l'une des deux conditions
équivalentes suivante est réalisée .
(4.1 .3) (D (z, w)
zw B (z, w)
=	
A1(z) A2 (w)
où B est un polynôme quart de plan et où A 1 et A2
sont des polynômes à une indéterminée .
(ii) Il existe un quadruplet de matrices (H, F1 , F2 , L),
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appelé réalisation de la réponse impulsionnelle du filtre,
qui vérifient F 1 F2 =F2 F1 et
(4 .1 .4) cp k,l =HFi- 'F2 1 G,
	
dk_1 et l>1
ce qui équivaut à l'existence d'une représentation
interne du filtre sous la forme
Xm+l,n+1 = F1 Xm,n+l
(4.1 .5) +F2
Xm+l, n-Fi F
2 Xm , n
+G um, n
Ym, n=H Xm, n
Dans ce cas, rang ,=p est la dimension minimale des
réalisations ; de plus, toutes les réalisations de dimension
minimale sont algébriquement équivalentes et sont
caractérisées par le fait que (H, F1 , F2) est observable
i . e. la matrice (9 définie par
(4.1 .6) (9=(H
T, (HF1)T, (HF2)T,
(HF1 F2)T, . . . , (HFM FZ)T, . . .
)T
est de rang plein, et que (F1, F2 , G) est commandable
i . e. la matrice ' définie par
(4.1 .7)
W=(G, F 1 G, F2 G, F 1 F2 G, . . . , FMFZG, . . . )
est de rang plein. 0
Les filtres dont la fonction de transfert t admet
un dénominateur séparable peuvent être également
représentés par l'intermédiaire de deux variables
d'état X" et X° se propageant horizontalement et
verticalement respectivement et dont les dimensions
minimales sont les degrés de a) par rapport à z et à













Un tel modèle, qualifié de modèle de Roesser sépara-
ble, donne lieu à une factorisation de la fonction de
transfert q) sous la forme
(4.1.9) (D(z, w)=zwC(I-zA 1) - lA2 (I-wA4) -1 B .
La théorie de la réalisation par les modèles de Roesser
séparable a été développée dans [HIN]; nous allons
uniquement mettre en évidence une réalisation de
(D (z, w)=zw B (z, w)/A 1 (z) A 2 (w) sous la forme
(4.1 .9) pour montrer l'équivalence entre le modèle
d'Attasi et le modèle de Roesser séparable.
Reprenons les notations du théorème précédent et
supposons pour simplifier que M' = M et N'=N .
Alors, il est immédiat de constater que les matrices
(C, A 1, A2, A4, B) suivantes constituent une réalisa-
tion de q) sous la forme (4.1 .9)




bo, 0, bo, 1, . , bo, N-1
bl, 0, b1, 1, b1, N-1
bM-1,0, bM-1,N- ., b1,N-1
A4 -
- a2, 1, - a2, 2,
1, 0,
1
0, 1, 0, .
L o
0, 0,
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Nous ne parlons pas ici des algorithmes de réalisation .
Pour le modèle d'Attasi, ils reposent sur une factorisa-
tion minimale de la matrice associée à l'opérateur de
Hankel tronquée à un ordre suffisant ; pour le modèle
de Roesser séparable, ils sont équivalents à deux algo-
rithmes de réalisation de systèmes 1-D convenable-
ment choisis; nous renvoyons à [ATT-2] et [HIN]
pour plus de précisions .
Dans le cas des fonctions de transfert générales, la
théorie de la réalisation 1-D ne peut être étendue .
Néanmoins, on peut représenter un filtre quart de
plan strictement causal par l'intermédiaire d'une ou
plusieurs variables de dimension finie vérifiant une
équation du premier ordre . Divers modèles d'état ont
été envisagés, le plus populaire étant celui proposé par
Roesser; ce modèle se déduit du modèle de Roesser
séparable en introduisant X" dans l'équation d'état
de X Malheureusement, on ne sait pas caractériser .
la dimension des réalisations minimales et aucun algo-
rithme de réalisation ne peut être mis en évidence
faute d'avoir une définition algébrique précise de X°
et X".
Pour terminer ce paragraphe, nous indiquons com-
ment adapter les résultats précédents au cas de filtres
récursifs non nécessairement quart de plan. Considé-
rons un filtre récursif de fonction de transfert (F (z, w)
pour lequel le cône J* associé au support J des coeffi-
cients est donné par (2 .4) mais où on suppose de plus
que 6 =1; cette restriction est due au fait que pour
notre propos, l'application E définie lemme 1 .2.7 doit
être une bijection. Comme précédemment, le filtre est
supposé strictement causal en ce sens que sa réponse
impulsionnelle
( lpk, t
) est nulle sur la frontière de J* .
L'opérateur de Hankel est l'opérateur qui a une
série formelle u (z, w) de la forme
u (z, w) = um n z
m wn
(m, m) e -J*
fait correspondre la série formelle E'J* (((F u) (z, w))
où Y,, désigne l'ensemble des séries formelles dont
les coefficients admettent l'intérieur strict de J*
comme support et où E l J* désigne la projection sur
YJ*. En utilisant la transformation E du lemme 1 .2 .6,




" 2 w61+62 B(z, w)
(4.1 .10) (F(z, w) =	
A1 (z«1
w° i) A2 (f2 w92)
où B est un polynôme dont les coefficients admettent
J pour support et où A 1 et A 2 sont des polynômes
C=(1, 0, . .




0, 1, 0, 0
0, o,
., 1,
causaux à une indéterminée . Dans ce cas, le filtre se
représente sous la forme
Xm+al +a2, n+(1 1 +p 2 -171 Xm+a2, n+ 92
(4 .1 .11)
	
+F2Xm+al,n+p l - F1 F2Xm,n+Gum n
Ym,n = HXm n
où F1 et F 2 sont deux matrices qui commutent, ou
sous la forme





Ym,n = CXm n •
4.2 . LE PROBLÈME DE LA RÉALISATION STOCHASTIQUE
Les résultats présentés dans le paragraphe précédent
suggèrent d'étudier le problème de la représentation
d'un processus stationnaire sur
Z2 y
par un modèle
d'état du type (4.1.16) ou (4.1 .17), obtenu en rempla-
çant l'entrée déterministe par un bruit blanc éven-
tuellement vectoriel; comme dans le cas déterministe,
aucune théorie générale de la réalisation stochastique
ne peut être développée pour des modèles d'état plus
généraux. Nous n'allons considérer que le cas où
l'équation d'état est de type quart de plan afin de
simplifier les notations . De plus, il existe une corres-
pondance simple entre les modèles d'Attasi et les
modèles de Roesser séparables représentant y [LOU] ;
nous ne traiterons donc ici que du problème de la
réalisation par un modèle d'Attasi . Nous allons com-
mencer par décrire les propriétés structurelles des
modèles d'Attasi ; puis, nous présentons et commen-
tons en détail l'algorithme de réalisation proposé par
Attasi qui ne fonctionne en fait que dans le cas où il
existe une réalisation stochastique minimale unique ;
enfin, nous montrons que cette situation est excep-
tionnelle et que dans les cas usuels, le problème de la
réalisation par un modèle d'Attasi pose des problèmes
non résolus dus principalement à la perte de la notion
de filtre de Kalman .
Dans cette section, nous allons être amené à intro-
duire des processus à deux indices à valeurs vecto-
rielles ; bien entendu, toutes les notations et les défini-
tions que nous avons introduites dans le cas des
processus scalaires s'étendent sans problème et nous
les utiliserons sans plus de précisions .
Nous allons commencer par décrire les propriétés des
processus qui vérifient l'équation d'état d'Attasi ; la
proposition suivante est un des résultats de [KOR] .
Proposition 4.2.1 [KOR] : Soit
(Xm, n)m, n E r 2
un proces-
sus stationnaire vectoriel 2-D . Alors, les deux condi-
tions sont équivalentes .







où F1 et F2 sont deux matrices asymptotiquement
stables qui commutent et où v est un bruit blanc éven-
tuellement vectoriel dont la matrice de covariance est








1, n/Hn, (X) = F1 Xm, n
Xm, n+ 1/H„ (x) = F2 Xm, n
où F1 et F 2 sont deux matrices asymptotiquement
stables . Dans ce cas, les matrices F1 et F2 définies par
(4 . 2 . 2) et (4 . 2 . 2') commutent et coïncident avec celles
de la représentation (4 . 2 . 1) . E
Cette proposition est partiellement démontrée en
annexe.
Il est intéressant de constater que le processus d'inno-
vation horizontal
Wm,n=Xm,n-Xm,n/Hm-1 (X)=X., .-F, Xm-l,n
est égal à F2(Xm,n_l
F1Xm-,,n_1)+Lvm_t,n-1
i. e.
à F2 Wm, n-1 + L vm _ i, n
_ 1
;
pour m fixé, le proces-
sus à un indice (Wm, n)n
e
z est donc markovien de
matrice de transition F 2 et d'innovation LVm-i,n-i
•
Bien entendu, le processus d'innovation vertical
Wm, n vérifie le même type de propriété .
Interprétons à présent (4 .2 .2) et (4 .2 .2') en terme
de propriété markovienne . (4 .2 .2) implique que la
projection de X.+ ,,,, sur Hm (X) appartient à l'espace
engendré par les variables aléatoires situées sur la
colonne d'abscisse m ; autrement dit, le processus 1-
D de dimension infinie dont la valeur à « l'instant »
m est le vecteur de composantes (Xm, n)n c
z
est marko-
vien. Par dualité, ceci implique que la projection de
Xm_ 1,
n sur l'espace Hm (X) engendré par les variables
d'ordonnée supérieure à m appartient à l'espace
engendré par les (Xm, n)n
e z ;
cependant, on ne peut
affirmer dans le cas général que cette projection se
réduit à Xm
1, n/Xm, n
; par conséquent, la propriété
(4 .2 .2) [et de façon analogue (4 .2.2')] dépend de
l'orientation des axes . A noter que (4 .2 .2) et (4 .2 .2')
restent valables après retournement des axes ssi
les matrices P -1 172P et Fi commutent où
P=E(Xm,nX„T, ,n) [LOU] . Enfin, il convient de signaler
que les modèles d'Attasi sont des champs mar-
koviens au sens où nous les avons définis précédem-
ment puisqu'il est aisé de constater que X m, n n'a
d'interaction qu'avec ses huit plus proches voisins ;
bien entendu, les coefficients qui régissent cette
dépendance sont spécifiques (dans le cas scalaire,
c1,1
= cl,oco,1, c-1,1 - c-1,oco,1, c1,-1 = c1,oco,-1'
c-1, -1 = c-l,oco, -1) .
Nous aurons également besoin de l'expression expli-
cite de la fonction d'autocorrélation d'un modèle
d'Attasi .
Proposition 4 . 2 . 2 [ATT-2] : Soit X un processus vec-




Rx (m, n)=F1 F2 P
(4 .2 .3) Rx (m, -n)=Fi P(F")T
b(m,n)e j 2
où P= E (X m, n XM, n) . De plus, la matrice de covariance
P vérifie l'équation de Liapunov
(4 .2 .4) P-F1 PFi -F2 PF2
+F1 F2 PFi Fz=LLT . p
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La démonstration est élémentaire .
Considérons à présent y un processus stationnaire 2-
D supposé scalaire et de densité spectrale f Dans
l'optique d'une généralisation de l'approche de Faurre
[F-C-G], le problème de la représentation de y par
l'intermédiaire d'un modèle d'Attasi peut être posé
comme suit [ATT-2] .
Étant donné la fonction d'autocorrélation R (m, n) de
y, on cherche (si existence) un quadruplet de matrices
(H, F 1, F 2, L) de dimension minimal tel que
(i) F 1 et F2 sont deux matrices asymptotiquement
stables qui commutent ;
(ii) (H, F 1, F2) est observable et (F 1, F2 , L) est
commandable ;
(iii) il existe une représentation de y sous la forme
Xm+1,n+1 = F1 Xm,n+1+F2Xm+1,n
(4 .2.5)
	
-Fi F2 Xm , n +LV
m n
Ym, n = HXm n
où v est un bruit blanc éventuellement vectoriel de
matrice de covariance égale à l'identité.
Mettons tout d'abord en évidence les conditions
d'existence d'une telle représentation ; il est clair que
l'existence d'une représentation (4 .2 . 5) équivaut à
l'existence d'un vecteur ligne t (z, w) (dont la dimen-
sion est égale à celle de v) tel que
Il est facile de voir que ceci implique que f est ration-




(4 .2 .8) f (u, v) =
S 1 ( e -2inu) S 2 (e -2inv)
où T, S i, S2 sont des polynômes positifs sur T2 .
Réciproquement, si f est de la forme (4 .2 .8), f se
factorise sous la forme (4 . 2 . 7) ssi il existe un vecteur
ligne 'P (z, w) dont les composantes sont des polynô-
mes quart de plan tel que
(4 . 2 . 9) T
(e-2inu e-2inv) = (lpqI*) (e -2inu, e -2inv).
Il est malheureusement impossible de caractériser les
polynômes T satisfaisant cette condition de sorte que
la classe des processus représentables par un modèle
d'Attasi ne peut identifiée grâce à des critères simples .
On peut néanmoins établir facilement que les proces-
sus qui sont superposition de processus ARMA quart
de plan à dénominateur séparable non corrélés sont
représentables par un modèle d'Attasi . Plus précisem-
ment, on a le résultat suivant
Proposition 4 . 2 . 3 : Si y est la somme de p processus
ARMA quart de plan à dénominateur séparable non
corrélés, y est représentable par un modèle d'Attasi
dont le bruit blanc générateur est de dimension p . E]
Il est important de remarquer que les processus consi-
dérés dans cette proposition ne sont pas des processus
ARMA de sorte que le modèle d'Attasi est le seul à
pouvoir les représenter. D'autre part, la dimension
minimale du bruit blanc générateur est en général




égale au nombre de composantes non corrélées de y ;
représenter un processus de ce type par un modèle
d'Attasi permet donc de séparer ses composantes non
corrélée. Une telle propriété devrait pouvoir être
exploitée dans nombre d'applications .
Nous allons à présent présenter et commenter l'algo-
rithme de réalisation mis en évidence par Attasi .
Comme dans le cas 1-D, il se décompose en deux
phases. Dans la première, la suite (R (m, n»., . .2 est
réalisée de façon déterministe, puis dans la seconde,
la matrice de covariance P de l'état est calculée. Dans
le cas 1-D, il est bien connu qu'il existe une infinité
de réalisations stochastiques minimales, ceci étant dû
au fait qu'il existe une infinité de factorisations spec-
trales de degré minimal . L'algorithme de Faurre [F-
C-G], intimement lié au filtre de Kalman, permet
de caractériser une réalisation stochastique minimale
particulière. Dans le problème qui nous intéresse, les
réalisations stochastiques minimales sont en corres-
pondance biunivoque avec les factorisations spectrales
de degré minimal qui se mettent sous la forme
(4 .2 .6) ; compte tenu des difficultés liées au problème
de la factorisation par des polynômes à deux indé-
terminées, l'ensemble de ces factorisations est totale-
ment dénué de structure générale ; il peut être réduit
à un élément unique, auquel cas il n'existe qu'une
seule réalisation stochastique minimale, mais il peut
aussi contenir une infinité d'éléments ; dans ce cas, il
existe une infinité de réalisations stochastiques mini-
males et on ne dispose d'aucun algorithme pour carac-
tériser l'une d'entre elles.
L'algorithme d'Attasi ne fonctionne que dans le cas
où il n'existe qu'une seule réalisation stochastique
minimale ; il repose sur le résultat suivant qui est un
corollaire immédiat de la proposition 4 . 2 . 2 .
Proposition 4 . 2 . 4 [ATT-1] : Le processus y est réalisa-
ble par un modèle d'Attasi ssi il existe (H, F 1, F 2) et
une matrice positive P telles que
(i) F i et F 2 sont deux matrices asymptotiquement sta-
bles qui commutent ;
(ii) (H, F i , F2) est observable ;
(iii) P-F,PFi-F 2 PFT +F1 F2 PFJFT =Q_0
Dans ce cas, y se représente sous la forme (4 . 2 . 5) où
L est une racine carrée de dimension minimale de Q et
où v est un bruit blanc dont la dimension coïncide avec
le rang de Q. 0
Soit y un processus réalisable par un modèle d'Attasi .
(4 . 2 . 10) implique que (R (m, n». , ,, E
2 est la réponse
impulsionnelle d'un filtre représentable par un modèle
d'Attasi (déterministe) . La première phase de l'algo-
rithme de réalisation stochastique consiste à réaliser
la suite (R (m, n))m,
n E r2
i. e . à trouver un quadruplet
(H, F i, F2, G) tel que F 1
F2
= F2 F 1 , (H, F1 , F2)
observable, (F 1, F2 , G) commandable et
R (m, n)=HFi Fz G. Si l'on suppose que la dimension
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-2irzu , e - 2inv) .
(iv)
(4 .2 . 10)
R (m, n)=HFi FZ PH T
V (m, n) e N 2
(4 .2 . 11)
R (m, n) HFi P(F2)
T HT
d (ni,n) EN 2
minimale
	
des réalisations déterministes de
(R (m, n))m,
n E .2
coïncide avec celle des réalisations
stochastiques minimales de y, cette première étape
permet de calculer (H, F 1 , F 2) dans une base particu-
lière . Notons que les restrictions induites par l'hypo-
thèse qui vient d'être formulée n'ont pas encore été
bien comprises .
Supposons à présent que les valeurs propres de F 1 et
F2 sont toutes d'ordre de multiplicité 1 ; puisque F 1
et F 2 commutent, F2 est une fonction polynômiale
de F 1 et réciproquement ; dans ce cas, la condition
(H, F 1 , F2 ) observable implique que les paires (H,
F1 ) et (H, F2) sont observables ; par conséquent,
l'équation R(m, -n)=HF, P(FZ)T HT, V(m, n)et%U 2
admet une solution unique Po ; il existe donc une
réalisation stochastique minimale unique et la repré-
sentation (4 . 2 . 5) de y peut être aisément déduite de
la connaissance de P o .
Il faut cependant être conscient des limites imposées
par l'hypothèse que F 1 et F2 ont toutes leurs valeurs
propres simples . Supposons pour simplifier l'analyse
qui va suivre que la matrice de covariance Q o définie
à partir de Po par (iii) soit de rang 1 . Le bruit blanc
v générant l'état X est alors scalaire de même que la
factorisation
(D(z, w)=zwH(I-zF 1) -1 (I-wF2 ) -1 Lo où Lo est
un vecteur tel que Qo = Lo LT . A priori, on sait que
I (z, w) s'écrit sous la forme zw B (z, w)/A 1 (z) A2 (w)
où B est un polynôme quart de plan. Soit N la



















(1-wak , 2 ) ; par conséquent, la décompo-
k=1
sition en élément simples de (D apparaît comme extrê-
mement dégénérée dans la mesure où les termes du
type l/(1-zak, l ) (1-wal, 2 ) pour k :94-1 n'y appa-
raissent pas ; on conçoit donc que l'existence de telles
factorisations impose de très sérieuses restrictions sur
y ; en particulier, les densités spectrales séparables
n'admettent pas de factorisation de ce type . En
conclusion, le cas où il n'existe qu'une seule réalisa-
tion stochastique est exceptionnel de sorte que l'algo-
rithme d'Attasi doit être utilisé avec prudence . Lors-
qu'il existe plusieurs réalisations stochastiques mini-
males, il ne semble malheureusement pas possible
de mettre en évidence d'algorithme permettant de
caractériser l'une d'entre elles ainsi que nous allons
le voir. Dans le cas 1-D, la difficulté liée à la non-
unicité des réalisations minimales est levée en identi-
fiant grâce à l'algorithme de Faurre celle qui est
associée à la factorisation à phase minimale de la
densité spectrale i. e. celle dont l'espace d'état est le
filtre de Kalman [F-C-G, RUC]. Rappelons briève-
ment ce résultat essentiel qui sous la forme suivante




Proposition 4 . 2 . 5 [RUC] : Soit
(y,,),, c z
un processus
stationnaire à spectre rationnel de fonction d'autocorré-
lation R et considérons une réalisation stochastique




Alors, si Hn (y) désigne l'espace engendré par les varia-
bles yk pour k<_ n, le processus X,, = X,,/H,, (y) est une
réalisation minimale de y. La représentation correspon-





où le bruit blanc v n coïncide avec l'innovation normali-
sée
de y à l'instant n+ 1 ; de plus, la matrice de cova-
riance P est limite de la suite croissante de matrices
positives Pn définie par
Pn+1=FPn
FT +(G-FPn FT HT )
x (R (0) -HFPn FT HT) -1 (G- FPn FT HT)T
où G est définie par le fait que (H, F, G) est une
réalisation minimale de la suite (R (n))
n E 1 . L
Envisageons à présent le cas 2-D . Soit y un processus
stationnaire 2-D représentable par un modèle d'Attasi
X de dimension minimale sous la forme
Ym,
n = HXm, n .
Alors, aucun analogue 2-D du filtre de Kalman
n'existe dans le cas général ; pour illuster notre pro-
pos, supposons que Xm,n=Xm,n/H,',,i(y) soit une réa-
lisation stochastique de y ; dans ces conditions, on
peut montrer [LOU] que y se représente sous la forme




où les matrices H, F 1, F 2 ne sont pas nécessairement
égales à (H, F 1, F 2) et où V m, n coïncide avec l'innova-
tion (au sens de la relation d'ordre associée à S 1 )
normalisée de y au point (m + 1, n+ 1) . Mais ceci
implique que la factorisation à phase minimale de la
densité spectrale de y se met sous la forme
B (z, w)/A 1 (z) A2 (w) où B est un polynôme quart de
plan dépourvu de zéros dans D' ; par conséquent, y
est un processus ARMA quart de plan à dénomina-
teur séparable. D'une façon plus générale, les proces-
sus admettant une représentation X pour laquelle
H (y) = H (X) (ce qui est le cas de tout processus pour
lequel un filtre de Kalman peut être défini) sont ceux
dont la densité spectrale admet une factorisation de
la forme B (z, w)/A 1 (z) A 2 (w) où B est un polynôme
quart de plan (non nécessairement dépourvu de zéros
dans D') ; en particulier, les processus qui sont super-
position de modèles ARMA quart de plan à dénomi-
nateur séparable n'appartiennent pas à cette catégorie .
Par conséquent, il est impossible de généraliser la
notion de filtre de Kalman au cas 2-D .
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(ak, 2)k=1, N les valeurs propres (que nous supposerons




Xm+1, n+1 = F1 Xm, n+1 +F2 Xm+1, n
-F,F2Xm,n+LVm n
Ceci rend plus délicat la conception et la mise en
oeuvre des procédés de filtrage récursif en traitement
d'image. Les techniques récursives utilisées, souvent
qualifiées à tort de filtre de Kalman 2-D, sont en fait
basées sur des approximations judicieuses de filtres
de Kalman vectoriels 1-D ([WOO-RAD], par exem-
ple). Le cas le plus simple est celui où l'image peut
être modélisée par un processus représentable par un
modèle d'Attasi perturbé par un bruit blanc [ATT,
CLA, LAS-SIL] puisque la mise en oeuvre du filtre
de Kalman vectoriel se résume à deux filtrages 1-D
opérant sur des processus scalaires .
Conclusion
Dans cet article, nous avons présenté un certain nom-
bres de propriétés structurelles des champs stationnai-
res au sens large sur 1 2 en accordant une place
importante aux modèles paramétriques .
Nous avons indiqué tout d'abord comment la théorie
de la prédiction linéaire de Wiener-Kolmogorov pou-
vait être étendue au cas 2-D grâce au choix d'un
passé pour lequel l'erreur de prédiction est un bruit
blanc ; les critères de déterminisme et de régularité
correspondants sont du même type que ceux du cas
1-D et la notion de factorisation à phase minimale
peut être définie et caractérisée analytiquement .
Les principales difficultés que l'on rencontre lors du
passage 1-D -> 2-D apparaissent essentiellement lors-
qu'on cherche à définir des modèles d'ordre fini et
ceci en raison de l'impossibilité de factoriser les poly-
nômes 2-D en produit de facteurs d'ordre 1 . Nous
avons commencé par présenter les propriétés des
modèles ARMA 2-D . Ces processus doivent être par
nature unilatéraux en raison de problèmes d'identifia-
bilité de sorte qu'ils coïncident avec les processus à
spectre rationnel possédant une factorisation causale
à phase minimale rationnelle ; la caractérisation analy-
tique des densités spectrales correspondantes fait alors
apparaître l'existence de directions privilégiées, ce qui
va à l'encontre de l'idée d'homogénéité de l'espace
sous-jacente dans la notion de champ aléatoire . Une
difficulté d'une autre nature est rencontrée dans le
problème de la modélisation AR en raison de la perte
de l'algorithme de Levinson ; cependant, il existe une
paramétrisation des filtres FIR d'inverses stables fai-
sant intervenir des coefficients de réflexion qui contrô-
lent la stabilité des filtres générés. Malgré tous les
problèmes posés par ces modèles, il faut être conscient
du fait que leur utilisation est incontournable dans
les applications mettant en jeu des traitements
récursifs ; il semble donc important de poursuivre
un certain nombre d'investigations permettant par
exemple de mieux comprendre l'effet des directions
privilégiées ou d'utiliser les représentations des filtres
FIR d'inverses stables dans des problèmes d'identifi-
cation récursive .
Nous avons également abordé brièvement les modèles
markoviens au sens large qui peuvent être définis
indépendemment de toute idée de causalité . Ces pro-
cessus sont ceux dont la densité spectrale coïncide
avec l'inverse d'un polynôme positif sur le bi-cercle
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unité et constituent une classe plus générale que celle
des AR unilatéraux ; leur utilisation est à conseiller
en particulier dans des problèmes d'estimation spec-
trale où il n'est pas nécessaire de disposer d'une repré-
sentation entrée-sortie.
La quatrième partie de cet article a été consacrée à
l'étude des processus représentables par des modèles
d'état d'Attasi. Nous avons commencé par montrer
que les modèles d'état d'Attasi sont ceux qui sont
associés à des opérateurs de Hankel de rang fini et
que par conséquent, ils donnent lieu au développe-
ment d'une théorie de la réalisation déterministe.
Ensuite, nous avons présenté les problèmes liés à la
réalisation stochastique par ce genre de modèles en
mettant en évidence les problèmes d'identifiabilité dus
à la perte du filtre de Kalman dans le cas 2-D . Nous
pensons que les techniques de réalisation déterministe
et stochastiques par ce type de modèles devraient
pouvoir être utilisées en priorité dans des problèmes
d'estimation spectrale mettant en jeu des superposi-
tions d'ondes planes en raison de la séparabilité qui
y est sous-jacente. Il y a par contre lieu d'être plus
réservé sur leur utilisation dans des applications tels
que la restauration d'image où d'une façon générale
les modèles linéaires et stationnaires ne sont pas suffi-
samment riches pour intégrer les non-stationnarités
dues aux contours .
Manuscrit reçu le 26 février 1988, version révisée le
9 janvier 1989 .
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Démonstration de la proposition 1 .2 .1
Établissons l'existence de la décomposition (1
.2 . 10) .




















E H„,, n (v) et H,,, n c H„, , n
(v) ; d'après'
(1 .2 .5), v ,, ,, c- Hn,,
n
(v) et se représente donc causale-







(k, I) e Sl
E
j0
k , 1 12<00 .
avec
(k, l) e Sl
Puisque v l






1 Zk w l
(k, l) e Sl
doit vérifier (1 .2 . 11) ; (1 .2 . 10) se déduit de ce qui
précède et de (1 .2 .6) .
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Si (0=~V 1 , ( 1 .2. 12) est vérifié d'après (1 .1
.8) . Suppo-
sons que (D vérifie (1 .2 .12) . Soit v le bruit blanc
défini par (A . 1) . Alors,
I l ym, n




- I I ym, n
- .ym, n/Hm, n- 1 )
2 ;










Montrons enfin l'équivalence entre (1 .2 .12) et
(1 .2 .13) . (1 .2 . 13) implique évidemment
(1 .2 .12) .
Supposons que (1 .2. 12) soit vérifié. Il est bien connu

















cette inégalité appliquée à la fonction w - F (0, w) et
à la fonction z -+ ((z,
e-2inv)












log I () (0, e
-2inv) 12
< J log f (u, v) du dv
I
presque partout ; mais l'égalité (1 .2 . 12) implique que
toutes ces inégalités sont en fait des égalités. E]















se développe sous la forme
(Pk i zk wi avec
_
I (Pk , i 1 2 < co et que
(k, i) e Si




dans ces conditions, 0 peut
i=o
être prolongée à {0 } x D et on a nécessairement
0 (0, w) = y (w). D'autre part,
2inv
t)











Or, pour v fixé la factorisation causale à phase mini-
male de la densité spectrale 1-D
u -* f (u, v) est préci-
sément la fonction exp ((bo (v)/2) + bk (v) zk défi-
k=1
nie pour z appartenant à D [ROZ-1] . Mais d'une
façon générale, les factorisations à phase minimales
sont définies à un facteur multiplicatif de module 1
près, qui dans le contexte de la densité spectrale





f (u, v) peut être une fonction de v ; puisque par
définition
ly(e -2inv)I 2
=expb o (v), z-+((z, e
-2inv)
est factorisation à phase minimale de
u -p f (u, v) .
I' (0, w) étant égal par définition à la factorisation à
phase minimale de g, (v), (1D vérifie (1 .2 .
13) de sorte
qUe = (1 . E
Démonstration de la proposition 1 .2
.4 : La fonction
(u, v) -- IB ( e
-2inu
e
-2inv)/A (e -2inu e -2inv) 1
2 doit être
intégrable puisqu'elle est égale à la densité spectrale
de y. D'après la proposition (1 .2 .
1), I est la factori-
sation à phase minimale de la densité spectrale de y
ssi w -> 'D (0, w) est la factorisation à phase minimale




2 et si pour presque tout
v, z --+ (D (z, e
2inv)
est la factorisation à phase mini-
male de u- I B (e-2inu e




w) ; la première condition a
donc lieu ssi B (0, w) ~É 0 dans D et si A (0, w) ~É 0 dans
D. (D (z, e
-2inv
)=B(z, e -2`)/A (Z e
2inv) ;
la seconde





:y4-0 dans D pour presque tout v; en utili-





sont non nuls V z e D et
d v e I ; à noter qu'il peut exister v o e I et zo
de module 1
tels que A (z o ,
e-2in°o)=0
pourvu que
B(zo, e-2 `nv 0)=0 et que la fonction (u, v)
- I B
(e-2inu e-2inv)/A (e -2inu e -2inv) 1 2
soit intégrable;
contrairement au cas 1-D, cette situation n'est pas
contradictoire avec le fait que A et B sont premiers
entre eux. 0
Démonstration du lemme
1 .2 .6 : Commençons par




-2inv') = h(e -2inu e -2inv)
avec































v')/-0,5 :~gR2u - Rlv'c 0,5
et
A est bien entendu un parallélogramme de surface
1/S.
volume 6 - n° 4 - 1989
D'autre part, puisque
h(e-2inu
e -2irzv)= h(e-2 in (u+m) e -2in (v+n))
pour (m, n)E71 2 ,
h'
(e-2inu' e -2inu' )
=h'(e
2in(u'+(Œ1m+Rln)/S) e- 2in (v'+(Œ2m+R2n)/S)) •
Appelons Am , n la translation qui à (u', v') fait corres-
pondre (u'+ma l /B+n0
1
/8, v'+mŒ2/8+n (3 2 /8) et









I 2 peut être recouvert par un nombre fini de parallélo-
grammes Am , n i . e. il existe un sous-ensemble fini D
de 71 2 tel que
12
= U (1 2 n
A
., n)
. L'idée de la
(m, n) e D
démonstration consiste à remarquer que les A m , n étant
de surface 1/8, on peut reconstituer l'ensemble 1 2
grâce à un « puzzle » dont les éléments proviennent
de 8 sous-ensembles Am , n. Ceci se traduit plus rigou-
reusement de la façon suivante : il existe 8 points de





li), i=1, 8 de
Z2
tels que
Aki, li U A-m+ki, n+li ( 1z n Am, n)
(m, n) e D (ki, li)
D= U D(ki, li)
i= 1, ô
où les ensembles
A-m+k i , -n+li (1
2 nAm, n) pour
(m, n) e D (k m , 1 .) ont une intersection deux à deux de











i = 1 (m, n) e D (ki, li) Am, » n I2


















(m, n) e D (ki, 11)
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( e -2inu' e-2inu •)
du ' dv '
fA






































Montrons à présent que les coefficients de Fourier de
h' admettent E (71 2 ) comme support . Soient hk , l les






(e-2inu, e -2inu) _
hm










)_ hk, I e
-2in(ku+ly)
(k, 1) e [-M, M]
appelons h' (e-2inu', e-2511°') la fonction obtenue à
partir de hm
(e-2inu, e-2inv)
par l'intermédiaire de la
transformation (1 . 2 . 27); alors,
h
i 2inu' - 2inn'
,(e - , e ) _
(m, n) e E ([-M, MI)






















En passant à la limite, ceci implique que les coeffi-




pour (k, 1) décrivant 71 2. 0
Démonstration du théorème 2 .6 : Nous ne donnons
que les grandes lignes de la démonstration .
Supposons que
vm, n =
Vm, n et montrons que (2 . 16) a
lieu. Soit 0 (z, w) la factorisation à phase minimale
associée aux passés définis par S et S' . Alors,
Vs n
= Vm, n





Z' w l . Reprenons les notations
(k,1)GSnS'
du lemme 1 .2.6 et désignons par (D' (z', w') la fonc-
tion obtenue à partir de (D (z, w) à partir de la trans-




(P m, n Zim
w
n





log I ~' (e
-2111"' e -2inn') 12
dû dv'
2
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d'après le lemme 1 .2 .6. D'après [RUD-2], p. 73 (qui
est la version fonctionnelle du théorème 2 . 4), ceci
implique que
log I (1)'





pour mn < 0. En utilisant (1 . 2 . 28), il vient
pour (k, p e(S-S (1 S') U (S'-S (1s')-
Réciproquement, si (2 .16) a lieu, on peut montrer
que la fonction
0(z, w) = exp (bo , o/2 +
	
bk,IZ k W I)
(k,I)eS-,S'-{0,0}
















(k, I) e S r S'
et coïncide avec la factorisation à phase minimale de
f simultanément au sens des passés associés à S et à
S'. Ceci implique que v„,, „= v„,, „.
Si y est un processus ARMA unilatéral défini par des
polynômes A et B dont le support des coefficients est
inclus dans
s
(1 S', il est clair que (2 . 16) a lieu et que
fest rationnelle .
Réciproquement, si (2 . 16) a lieu et que f est ration-
nelle, il faut établir que (D(z, w) donnée par (2 .17)
est le quotient de deux polynômes dont le support
des coefficients est inclus dans
s ('t S' . Pour ceci, il
suffit de constater que (k' (z', w') définie à partir de
(D (z, w) à partir de la transformation (1 . 2 . 27) est le





e -2inu') 2 e2in (mu'+nv')
du ' dv ' =0
I2






nelle (par application de la deuxième partie du
théorème 2 .5) . Pour compléter la démonstration, il
faut montrer que le support des coefficients de A'
et B' est inclus dans E(S (1 S') de façon à pouvoir
transformer A' (z', w') et B' (z', w') en deux polynô-
mes dont le support des coefficients est inclus
s (1 S' ;
ceci se démontre en remarquant que le support des
coefficients de (D' (z, w') est inclus dans E (S (l S') et
en reprenant point par point la démonstration du
théorème A 2 de [MUR] et celle du théorème 5 .5 .2
de [RUD-2]. p
Démonstration du théorème
4 . 1 .2 : Nous n'allons éta-
blir que l'équivalence entre (i), (ii) et la condition
rang ,° fini. Commençons par montrer que si rang
est fini, la condition (ii) est vérifiée . Posons (=1m ;
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qui s'écrit sous la forme EZw' (((D u) (z, w)) où













u(z, w) appartient à ,q' + , ceci impique
que Ezw' (z
-1
x (z, w)) est un élément de t ; de
même, EZW F (w-
1
x (z, w)) E 2(. On définit donc deux















V(m, n)eN* 2 etVxe .
Appelons Y l'opérateur de dans 11 qui à
x (z, w) = xm, n Zm Wn
mzl,n?1




y i -1 fZ-1
((D(z, w)),
(A . 4)
d(m, n)Ef~* 2 .
Puisque est de dimension finie p, ' admet une base
(x 1, x 2 , . . ., xp) ; désignons par (g 1 , g 2 , . .
. ,
g,) les
composantes de (D dans cette base et par F 1 et F2 les
matrices des opérateurs 1 et 2 ; posons
h1=Yx 1 , . . ., hP =YxP; alors, F
i
F2 =F2 F 1 et
(A .4) implique que (Pm,„=HFi
-1
F2` G avec
H=(h1 , h 2 , . . ., h ) et
G=(gl, g2,
. . ., gp )T. De
plus, la fonction & transfert (I1(z, w) s'écrit sous la
forme
(A .5) (D(z, w)=zwH(I-zFl) -1 (I-wF2)
-1 G
et coïncide donc avec la fonction de transfert du
système défini par (4 . 1 . 5) .
Réciproquement, supposons que (4 . 1 .4) soit vérifié.
Soit 9' le sous-ensemble de ,+ constitué par les
séries formelles associées à des suites à support com-
pact . Soit
u(z, W) = um „z
mw n
m?O,n2O
un élément de Wc' ; alors,









Désignons par q la dimension de la réalisation
(4 .1 .4); soient ' et (9 les opérateurs de commandabi-
lité et d'observabilité définis par
`' u (z, w) -~ Fi FZ
Guk, I
k>_0,I>_0








Alors, (A . 6) implique que A'= tW; mais rang (9 et
rang ' sont inférieurs ou égaux à q de sorte qu'à
fortiori, rang .' est fini.
Enfin, établissons l'équivalence entre (4 .1 .3) et
(4.1 .4) . Si (4 . 1 .4) est vérifié,
4)(z, w)=zwH(I-zF 1 ) -1 (I-wF2 ) -1 G ;
d'après la règle de Cramer,
I zF
1__










det (I - w F2 )
I (z, w) = zw
H adj (I -z F1 ) adj (1-wF2) G
det(I-z F 1) det(I-wF 2 )
et D a bien la forme (4 . 1 . 3) .
Si (4 . 1 . 3) est vérifié, posons
M













et normalisons A 1 et A2 de telle sorte que
a1 0 = a2 ,
0











X' = sp { x k,
1
(z, W)/k = 1, sup (M, M'),
1=1, sup(N, N') } ;


































z, W)= E E b k, 1 Xk, 1(z, W)
k=0 1=0
de sorte que F e X' ; mais, puisque
Im,Y=sp{Ez' (z-'w-n(D)/m _Oetn>_O},
Im '=sp{F1 .~2 (D/m>Oetn>0}
et par conséquent, Im ° est inclus dans X' ; X' étant
de dimension finie, il en est de même pour Im Yf.
Nous ne démontrons pas la deuxième partie du théo-
rème qui est une conséquence directe de la factorisa-
tion de e sous la forme A'=(9'' .
Il est nécessaire de remarquer que la réalisation asso-
ciée à l'espace Y' n'est pas forcément minimale . Consi-
dérons par exemple la fonction









alors, il est facile de montrer que Im ." est de dimen-
sion 2 alors que X' est de dimension 4 . Par consé-
quent, Im .' n'est pas nécessairement le produit tenso-
riel de l'espace d'état associé à z/A1 (z) et de l'espace
d'état associé à w/A 2 (w). fl
Démonstration de la proposition 4.2 .1 : Nous ne
démontrons que l'implication (i) et (ii) . La réciproque
que l'on peut trouver dans [KOR] nécessite l'introduc-
tion de définitions relativement lourdes .
Supposons que X se représente sous la forme (4 . 2 . 1) ;
posons Im+ i,
n + 1 =





+1, n+1 -Xm+l, n+1/H
2
m, n+l (X)
autrement dit que les innovations de X au point
(m + 1, n + 1) associées aux passés définis par S 1 et S2
sont égales et coïncident avec L v m, n . Par définition,
Im+l,n+leHm+l,n+1(X)
; d'autre part, compte tenu






de sorte que Xm+1, „+1 eHm+1,
n+1 (I) ;
par conséquent,
Hm+1,n+1 (1) =Hm +1,n+1 (X)
Im+1,n+1 = Xm+1,n+1 - Xm+1,n+1/Hm+1,n(X) ;





Xm+1, n+ 1/H z
M,
n+1 (X) •
D'après (A . 7) et (A . 8),
h k d
Xm+l,n/Hm(X) = F1 F2 Im+1 - k,n+1-1•
k>=1,1>>0
En mettant F I en facteurs, on obtient (4 .2 .2) ;
(4 .2 .2') se montre de façon analogue. El
1 1
où adj désigne la matrice transposée de celle des
cofacteurs . Par conséquent,
1-a1
, 2
z 1-a2,2 w '
