ABSTRACT The diversity and complexity of network data bring great challenges to data classification technology. Feature selection has always been an important and difficult problem in classification technology. To improve the classification performance of the classifier, an improved feature selection algorithm, FACO, is proposed by combining the ant colony optimization algorithm and feature selection. A fitness function is designed, and the pheromone updating rule is optimized to effectively eliminate redundant features and prevent feature selection from falling into a local optimum. The experimental results show that the classification accuracy of the classifier can be significantly improved by selecting the data features using the FACO algorithm, which is of practical significance.
I. INTRODUCTION
With the rapid development of information technology and the rise of the Internet and e-commerce, the amount of information in the network environment is increasing explosively. However, people are faced with the dimension disaster problem while enjoying the abundant information resources. Considering the redundant and disordered features of massive data, it has become increasingly difficult for people to quickly and efficiently mine useful content from the massive information. Meanwhile, when the feature dimension exceeds a certain limit, there are a large number of independent features and redundant features in the high-dimensional features, which leads to poor performance of the classifier. Therefore, selecting a useful feature subset with low-dimensionality from a large number of information features plays an important role in the study of network data.
Feature selection [1] refers to selecting the optimal feature subset from the original high-dimensional feature set according to some evaluation criteria so that the regression model or controller constructed on the feature subset can achieve similar or better performance than before feature selection. Since the feature search space increases exponentially with an increase in the number of features, the difficulty of feature selection lies in the use of an exhaustive search. To solve the problem of feature selection, different random search techniques or heuristic search techniques have been applied to feature selection. The random forest algorithm [2] , genetic algorithm [3] , Relief [4] and the ant colony optimization algorithm [5] have been proposed to extract the redundant features from the feature set and screen the representative key features.
The ant colony optimization algorithm is a simulation optimization algorithm which simulates the foraging behavior of ants. With a positive feedback mechanism and search ability, it has been widely used in the field of multi-objective optimization. When searching for food, ants secrete a chemical hormone, a pheromone, on the path they pass through and determine the moving direction according to the concentration of the pheromone nearby. Based on natural distribution, self-learning, self-organization, robustness and simplicity, the ant colony optimization algorithm has a strong ability to solve the optimal path problem. Therefore, the ant colony optimization algorithm can be used to transform the feature selection problem into an ACO optimal path search problem. However, with the increase in network information, feature selection based on the ant colony optimization algorithm still faces various problems such as local optimization and feature redundancy, which makes it necessary to carry out further research.
In this paper, an improved feature selection algorithm based on ACO is proposed. On the premise of ensuring the classification performance of feature subsets, the feature dimensionality is reduced, and the pheromone updating rules are optimized by designing a feature selection fitness function, which can prevent the ACO algorithm from falling into a local optimum prematurely. The paper is structured as below. Section II illustrates the research technology for the feature selection method and the ant colony optimization algorithm. Section III proposes an improved feature selection algorithm based on ACO and describes the implementation process of the algorithm. In Section IV, the proposed feature selection algorithm is simulated, and experiments are carried out to prove that the FACO feature selection algorithm can improve the performance of the classifier. Finally, Section V summarizes the paper.
II. RELATED RESEARCHES
At the end of the 1950s, Luhn put forward the theory of automatic text classification based on statistics, which set a precedent for the study of text classification [6] . In the late 1980s, with the increase in network data and texts, the classifier based on machine learning emerged as the times required. After years of development, its technology has become more mature. However, data features in the current big data environment are diverse. Simply improving the classification model can no longer improve the speed and accuracy of the classifier. To further improve the classification performance of the classifier, many scholars have studied the feature selection method for data and have selected representative feature subsets with low dimensionality for classification.
Feature selection is an important data preprocessing problem in the field of data mining and machine learning, and its essence is a combinatorial optimization problem. Due to the large number of feature spaces and types, a suitable method is required to obtain the optimal feature subset. To avoid an exhaustive search, different heuristic searches are applied to feature selection. The greedy algorithm proposed in [7] is used to solve the problem of feature selection, such as sequential forward selection (SFS) [8] and sequential backward selection (SBS) [9] . However, these algorithms not only require high computation cost but are also likely to fall into a local optimum. The improved ReliefF algorithm proposed in [10] is a typical filtering method. The irrelevant genes were screened according to the threshold, and the optimal gene subset was determined in the iterative improvement process. Finally, the classical classification algorithm was used to classify and recognize the data after dimension reduction. This method effectively eliminated irrelevant and redundant genes and achieved better classification effect through fewer characteristic genes. A feature selection method, ABPSO based on adaptive particle swarm optimization, was proposed in [11] . The logistic equation of a chaotic system was used to initialize the particle swarm and assign an interference value to each particle. This value adaptively changed the convergence degree of particles and the diversity of the particle swarm.
To better solve the problem of feature selection, researchers found an ant colony optimization algorithm which can find the optimal path by simulating natural behaviorsąłant colony optimization. Reference [12] proposed an ant colony optimization algorithm, K-ACO, based on an adaptive multi-path algorithm. The algorithm not only calculated the weight distribution and obtained the path with K disjoint edges but also effectively scheduled flow according to the flow characteristics in a complex network environment. However, the effect of selecting an optimal feature subset of convection features was poor. A mechanism influencing the modification of the pheromone matrix was proposed in [13] . The pheromone in the algorithm was not only distributed on the moving path of the ants but also presented an arc distribution, which improved the accuracy of feature selection. However, the algorithm was likely to fall into a local optimum and prematurely stagnate.
Based on the distributed pheromone of the reusable ant colony optimization algorithm, a new alternative path planning scheme was proposed in [14] . The scheme used the pheromone concentration available in the ant colony algorithm to obtain a feasible alternative path, which could timely find and bypass alternative paths when changes or obstacles occurred.
In [15] , a network flow classification scheme based on the ASVM algorithm was presented. The ant system in the ant colony optimization algorithm was used to select the flow characteristics and filter the redundant and irrelevant features in the SVM classification algorithm. The accuracy of flow classification could be improved obviously by simplifying the optimal feature collection through the ASVM algorithm. However, the scheme did not improve the ant colony optimization algorithm and lacked the direction diversity of feature selection. Moreover, it was likely to fall into a local optimum.
To sum up, although some scholars have used the ant colony optimization algorithm for feature selection, the ant colony optimization algorithm may fall into a local optimum when searching features. At a certain stage of searching, all solutions tend to be uniform, and the solution space cannot be further searched, which is not conducive to finding better solutions. Therefore, aimed at the defects of the traditional ant colony optimization algorithms, this paper designs an improved feature selection method based on the ant colony optimization algorithm and the feature set selected by the fitness function evaluation. Moreover, the proposed algorithm also improves the pheromone updating strategy and adopts two-stage pheromone updating rules to add extra pheromone to other paths, so that the algorithm can avoid falling into a local optimum when searching features, and the stability of feature selection is improved.
III. ALGORITHM DESCRIPTION A. ANT COLONY OPTIMIZATION ALGORITHM
Currently, with the increase in network data and feature categories, network security is threatened by more network attacks, such as DDoS and APT attacks. To rapidly detect network anomalies, a classification algorithm is widely used in the field of anomaly data detection. However, there are massive irrelevant and redundant features in the data, which are considerable obstacles preventing the classification algorithm from constructing an efficient anomaly detection classifier. To improve the classification performance of classifiers, the ant colony optimization algorithm is adopted to search the optimal feature subset, and the redundant features independent of the classifier are selected, which can effectively reduce the time complexity of classification algorithms and improve the accuracy of traffic classification.
The ant colony optimization algorithm constructs a complete directed graph through n features. m ants are assumed to be randomly placed in n feature nodes at the initial moment, and tabu list tabu k , which records the nodes that the ant has visited, is the set for each ant. Meanwhile, the pheromone concentration τ ij (0) on each side is initialized with 0. The ant selects the next node based on the pheromone concentration on each side. The probability p k ij (t) that the ant moves from feature i to feature j during t iterations is:
where η ij is heuristic information, which is generally
is the pheromone concentration on the path from feature i to feature j during t iterations. α and β are the information heuristic factor and expectation heuristic factor, which are used to distribute the weights of heuristic information and pheromone concentration. When the ant completes a traversal, the information concentration on each path is updated.
where p is the weight coefficient(0 < p < 1). τ k ij is the pheromone increment of the path between feature i and feature j during the traversal, which is expressed as below:
Q is a constant, and L k is the path length of the k ant in this traversal. The ACO algorithm has been used to select the features of the SVM classifier, which effectively improves the performance of the classifier. However, the schemes have some problems such as poor diversity of the selection range. Moreover, these schemes fail to consider the classification performance and dimensions of the selected feature subsets. These shortcomings can be further improved.
B. IMPROVED FEATURE SELECTION ALGORITHM FACO
In view of the shortcomings of the existing algorithms, this paper proposes an improved feature selection method, FACO based on ant colony optimization algorithm. By designing the fitness function, the heuristic path transition probability is optimized. A two-stage pheromone updating rule is adopted to increase the pheromone value for the special path and prevent the algorithm from falling into a local optimum so that the optimal feature subset can be found. The accuracy of classification through the subset is the highest, and the subset dimension is the minimum.
1) FITNESS FUNCTION
It is a key step in the FACO feature selection algorithm to evaluate the feature subset of each ant. A fitness function is designed to evaluate the path of the ants, namely, the advantages and disadvantages of the selection characteristics. To achieve the optimal classification effect of the classifier, it is necessary to consider both the classification accuracy and the classification efficiency. Therefore, the fitness function should cause the selected feature subset to decrease the feature dimensions while enhancing the classification accuracy. The fitness function is defined as:
where ω is used to balance the weights between the classifier classification performance and the feature dimensions. A greater ω indicates that the advantages and disadvantages of the classification performance are more important in the fitness function. d is the dimension of the selected feature subsets. D is the dimension of the entire set traversed by the ants. FPR represents the false positive rate of classification when the selected feature subset is input, which is defined as
FP is the number of negative samples wrongly classified as positive samples by the classifier. TN is the number of negative samples correctly determined by the classifier. That is, the false positive rate (FPR) represents the percentage between the number of negative samples of classification errors and the total number of negative samples. For the fitness function, when F is smaller, the selected feature subset is better and meets the criterion of feature selection.
2) PATH TRANSFER
Suppose that m ants select n features in an iteration. According to the path transfer probability p k ij (t), the ant determines the features transferred in the next step. Eq. (1) is used as the heuristic path transfer probability value of the ants, and the moving direction of the ants is determined by the heuristic information and pheromone concentration after ant colony traversal. For heuristic information, we should consider both the Euclidean distance between the two feature nodes and the classification performance of the classifier. Combining classification performance and the feature subset length are taken as heuristic information of the path transition probability. VOLUME 6, 2018 Therefore, heuristic information η ij is defined as:
The true positive rate (TPR) represents the percentage of the number of correctly classified positive samples and the total normal sample number, and it is an important index for evaluating the classification performance. The higher the detection rate, the better the classification effect. TPR is defined below:
where TP represents the number of positive samples correctly determined as positive samples by the classifier, and FN represents the number of negative samples wrongly determined by the classifier. The two-stage pheromone update rule is adopted for the pheromone concentration. At the first stage, the updating rule of pheromone concentration is improved by combining it with the feature classification effect and the feature subset length. At the second stage, the pheromone is increased on the optimal path and the other paths closest to the optimal path, which enhances the searchability of the solution space and prevents the algorithm from falling into a local optimal state.
3) TWO-PHASE PHEROMONE UPDATING RULE
• Stage 1 The ants will update the pheromone concentration on the path after path transfer to calculate the path transfer probability p k ij . This paper adopts a two-stage pheromone updating rule. At the first stage, all paths traversed by the ant colony in the current iteration t are updated for pheromone concentrations through the following updating formulas. (8) where is k the ant number. m is the total number of ant colonies in the iteration. P is the pheromone concentration attenuation coefficient. The greater the p-value, the faster the pheromone concentration attenuation on path (i, j). τ k ij (t) is the pheromone concentration released by ant k on the path (i, j) in iteration t, and it is defined below:
where J k (t) is the feature subset selected by ant k in iteration t. |J k (t)| is the length of the feature subset. A(J k (t)), as the index measuring the classifier performance, represents the classification accuracy of the classifier (ACC) when J k (t) is the feature subset. Its formula is:
ACC is the percentage of the number of samples correctly classified and the total number of samples, which can measure the influence of the feature subset on the performance of the classifier. At this stage, we comprehensively consider the effects of the feature sets on length and classification performance. The pheromone concentration released by the ants on the selected path is allocated by controlling the weights through parameter α.
• Stage 2 To realize the diversity of the search path and prevent the algorithm from falling into a local optimum prematurely, pheromone concentration is increased for some special paths at the second stage. For the ants that select the optimal feature set in this iteration, a certain pheromone concentration is additionally added to the traversing path, which is shown below:
where bs represents the optimal solution generated in the iteration by all ants.γ is used to assign the pheromone concentration weights for the special paths. Since the path of the optimal solution requires more pheromones, γ is generally 0.7. In addition, we add pheromones to the adjacent paths of the optimal path. The random value addition mode can prevent ants from falling into a local optimum because of the single search path. The pheromone addition formula is shown below:
Therefore, after the pheromone addition at the second stage, the pheromone concentration on the path is updated as:
This two-stage pheromone concentration updating method is conducive to increasing the search speed, and the path selection is more random. The search ability of the algorithm for the feature space is expanded, and it is easier to jump out of the local optimal solution to search the global optimal solution and select the most suitable feature subset for the classifier.
C. FACO ALGORITHM FLOW IV. EXPERIMENT A. EXPERIMENTAL ENVIRONMENT
To verify the performance of the FACO feature selection algorithm, the KDD CUP99 dataset was used as the experimental data to simulate the algorithm on the MATLAB2014a platform. The KDD CUP99 dataset was collected by simulating a real network environment and contained a large amount of network traffic data, which are marked as normal or abnormal. Each piece of data is described by 41 features, as shown in Table 1 . Meanwhile, to simulate the FACO algorithm with the KDD CUP99 dataset in MATLAB, the parameters of the algorithm are set as shown in Table 2 . 
B. EXPERIMENT RESULTS AND DISCUSSION

1) CONVERGENCE
Since different feature selection algorithms can influence the convergence of the SVM classifier, the FACO algorithm was applied to the SVM classifier. Moreover, the MOACO algorithm proposed in [13] and the BPPA-ACO algorithm proposed in [14] were used as comparative algorithms to simulate the influence of several algorithms on the ACC under different iterations. The experimental results are as shown in Fig. 2 .
As shown in Fig. 2 , we can see that the ACC of the FACO-SVM algorithm was above 98% at the 12th iteration and then tended to converge. The convergence of the MOACO and BPPA-ACO algorithms was observed at the 22nd and 26th iterations, respectively, and the convergence values were lower than the FACO-SVM algorithm. Therefore, the convergence effect of the FACO-SVM algorithm was better.
2) CLASSIFICATION PERFORMANCE
To investigate the performance of the FACO algorithm more intuitively, the ACC of the feature selection of each algorithm under different sample numbers was simulated. The experimental results are shown in Fig. 3 . Meanwhile, the effects of different feature selection algorithms on the false positive rate (FPR) of the SVM classifier under different sample numbers were also compared. A lower FPR indicates a worse false alarm rate of the classifier. The experimental results are shown in Fig. 4 .
As shown in Fig. 3 and Fig. 4 , the accuracy of the classifier increased with the number of samples. The FACO algorithm realized more accurate feature selection compared with the MOACO and BPPA-ACO algorithms. Meanwhile, the FACO algorithm can also reduce the false alarm rate of the classifier. The false alarm rate of the classifier adopting the FACO algorithm was lower than that of the other two algorithms, and the increase speed of the false alarm rate was slow. Therefore, the FACO feature selection algorithm plays an important role in improving the classification accuracy of the SVM classifier.
3) INFLUENCE OF THE ALGORITHMS ON DIFFERENT CLASSIFIERS
In this part, the parameters in Table 2 were used to simulate the FACO algorithms to observe the influence of these algorithms on different classifiers after feature selection. The classifiers used in the experiment included KNN, SVM, Bayes and decision tree classifiers. Moreover, the average classification accuracy AvgACC was taken as the criterion to judge the performance of the classifiers. The experimental results are shown in the table below. The percentages in the table show the increase ratio of the AvgACC of each classifier after adopting the feature selection algorithm. As shown in Table 3 , the FACO feature selection algorithm enhanced the performance of the KNN and SVM classifiers more significantly. Moreover, the average accuracy of each classifier improved by the FACO algorithm was higher than those of the MOACO and BPPA-ACO algorithms. The MOACO algorithm did not enhance the performance of the decision tree classifier. The BPPA-ACO algorithm substantially improved the performance of the Bayesian classifier, but the overall improvement effect was poor. Finally, the FACO feature selection algorithm improved the performance of each classifier most significantly, and it was more suitable for KNN and SVM classifiers.
V. CONCLUSION
To select the optimal feature subset from the features with massive network data and improve the classification performance of the classifiers, an improved feature selection algorithm, FACO, was proposed in this paper. Aimed at the defects in the existing algorithms, the fitness function for the feature selection was designed to improve the path transfer probability method of the ant colony. Meanwhile, the twostage pheromone updating rule was used to add pheromones to more paths to prevent the algorithm from falling into a local optimum prematurely. Finally, a simulation experiment of the FACO algorithm was carried out on MATLAB2014a by using the KDD CUP99 dataset. Experimental results show that the FACO algorithm can improve the classification efficiency and accuracy of the classifiers, which is of great practical significance.
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