We present algorithmic, complexity and implementation results for the problem of isolating the real roots of a univariate polynomial in Bα ∈ L[y], where L = ( Q(α1, . . . , α ) is an algebraic extension of the rational numbers. Our bounds are single exponential in and match the ones presented in [34] for the case = 1. We consider two approaches. The first, indirect approach, using multivariate resultants, computes a univariate polynomial with integer coefficients, among the real roots of which are the real roots of Bα. The Boolean complexity of this approach is OB(N 4 +4 ), where N is the maximum of the degrees and the coefficient bitsize of the involved polynomials. The second, direct approach, tries to solve the polynomial directly, without reducing the problem to a univariate one. We present an algorithm that generalizes Sturm algorithm from the univariate case, and modified versions of well known solvers that are either numerical or based on Descartes' rule of sign. We achieve a Boolean complexity of OB(min{N 4 +7 , N 2 2 +6 }) and OB(N 2 +4 ), respectively. We implemented the algorithms in C as part of the core library of mathematica and we illustrate their efficiency over various data sets.
INTRODUCTION
We consider the problem of isolating the real roots of a univariate polynomial the coefficients of which are polynomial functions of real algebraic numbers, that is they belong to multiple algebraic extensions.
We use x e to denote the monomial x e 1 1 · · · x e n , with e = (e1, . . . , e ) ∈ IN . For a polynomial f = m j=1 cjx e j ∈ Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. We denote by ai the coefficients of Ai, where 1 ≤ i ≤ , and by c the coefficients of B. The problem of isolating the real roots of a univariate polynomial with coefficients that are polynomial functions of real algebraic numbers, is not as well studied as the case of polynomials with integer coeffiecients. Nevetheless is a problem of great importance as it appears as a subproblem in various algorithms, for example cylindrical algebraic decomposition, computing the topology of curves and surfaces, etc.
One of the first systematic studies of the problem appeared in Rump [29, 30] . A complete treatment of various direct and indirect algorithms appeared in Johnson PhD thesis [19] , see also [18] . A modern treatment of these algorithms and improved separation bounds were presented in [34] . The algorithms that we present are a generalization of the algorithms in [19, 34] in the multivariate case. Along the same lines, it is worth mentioning the work of Johnson and Krandick [18] and Rouillier and Zimmermann [28] that introduced variants for isolating the real roots of a univariate polynomial which are based on certified use of approximate arithmetic and are very efficient in practice. The latter approach has an optimal memory usage.
A similar approach is a bitstream version of Descartes' algorithm [14, 15, 22] , where the coefficients of the input polynomial could be real numbers that we approximate up to arbitrary precision. In our implementation we use a variant due to Sagraloff [31] as a subalgorithm for tackling Problem 1. An even more recent variant, that also exploits Newton's iteration seems to be even more efficient [32] .
The state-of-the-art algorithms, at least from the complexity point of view, for solving polynomials are the numerical algorithms due to Pan [24] and Schönhage [33] . We use these algorithms for analysing the complexity of the various approaches for tackling Problem 1. For a recent approach we refer the reader to [32] .
The approaches for solving Problem 1 could be used as subalgorithms in the process of real root isolation of triangular systems and regular chains. Hence, many researchers working on algorithms for triangular systems and/or regular chains considered procedures for solving algebraic polynomials. There is a sequence of papers [7, 8, 9, 10, 21, 35, 36] with many algorithms and implementations for real solving of triangular polynomial systems. Their common point of efficiency is the clever use of interval arithmetic and the so-called sleeve polynomials. The isolation process is based on exclusion and inclusion predicates. In [10] the authors introduce evaluation bounds that they use to guarantee the termination of the subdivision process. These algorithms are adaptive and are based on the worst case bound only from a theoretical point of view. In the case where the triangular systems do not have multiple roots, they provide an efficient algorithm which does not need evaluation bounds but only test the sign of the derivative(s). We should also mention algorithms for isolating the real roots of zero-dimensional regular chains [2] . In this line of research, the author modify and generalize the algorithm of Vincent-Collins-Akritas (or Descartes) algorithm to isolate the real roots of polynomials with polynomial functions of real algebraic numbers as coefficients. The choice of algorithm for solving, as in [34] , is similar to the direct algorithms that we present in Sec. 3. However, to our knowledge, a complexity analysis of the algorithms for solving of regular chains is missing. Let us also mention that there is a complete and efficient implementation of the algorithms in [2] in maple, that is also part of the official release.
There is also the work of Rioboo [26, 27] that provides purely symbolic algorithms for various operations with real algebraic numbers, based on quasi Sylvester sequences. These algorithms could also be used for solving Problem 1, and they are closely connected with the Sturm algorithm that we present (Sec. 3.4). However, we are not aware of any complexity analysis and the subalgorithms that we use for sign evaluations and computation of polynomial sequences are different.
Our Results. The results in the current paper generalize the results of [34] to multiple extension fields.
We consider two approaches for isolating the real roots of Bα. An indirect approach (Sec. 4), where we compute the minimal polynomial of the real roots using (multivariate or succesive) resultant computations and sign evaluations. We obtain a bound of OB(N 4 +4 ) (Th. 14), where N is the maximum of the degrees and the maximum coefficient bitisize of the involved polynomials and is the number of the extensions. The direct approach (Sec. 3) consists of two solvers. One based on Sturm's algorithm, with bit complexity OB(min{N 4 +7 , N 2 2 +6 }) (Th. 11) and one based on a modification of univariate real root isolation algorithms, with bit complexity OB(N 2 +4 ) (Th. 9). For both approaches we prove exact (aggregate) separation bounds (Lem. 8 and Th. 12). We also present two algorithms for computing the sign of multivariate polynomial evaluated over real algebraic numbers. One based on approximations (Cor. 7) and one based on recursive Sturm sequence computations (Th. 10).
All the complexity bounds are single exponential with respect to the number of variables (that is the number of simple extensions) and match the ones presented in [34] in the case of a single extension.
We have implemented the indirect approach and one of the direct approaches in C as part of the core library of mathematica and we present experiments with various datasets (Sec. 5). Notation OB means bit complexity and the OB-notation means that we are ignoring logarithmic factors.
, deg(A) denotes its degree. L (A) denotes an upper bound on the bitsize of the coefficients of A, including a bit for the sign. For a ∈ ( Q, L (a) ≥ 1 is the maximum bitsize of the numerator and the denominator. If α1, . . . , α d are the distinct, possible complex, roots of A, then ∆i = |αi − αc i |, where αc i is the roots closest to αi. ∆ = mini ∆i is the separation bound of A, that is the smallest distance between two (real or complex, depending on the context) roots of A. The following quantity is also useful Σ(A) = − n i=1 lg ∆i, that expresses the numbers of bits that we need in order to represent isolating rational numbers for all the roots of A. Given two polynomials, possible multivariate, f and g, then resx(f, g) denotes their resultant with respect to x.
THE DMM BOUND
We present lower/upper bounds and separation bounds for the real roots of univariate polynomials and polynomial systems. For the univariate case we refer the reader to e.g. [11, 13, 19, 23] . The multivariate separation bounds that we use, were introduced in [17] . For other multivariate separation bounds we refer the reader to [3, 5, 37] . Proposition 1. Let f be a univariate polynomial of degree p. If γi are the distinct roots of f , then it holds
where fr is the square-free part of f , and for the second inequalities we assume f ∈ Z Z[x] and L (f ) = τ .
Let n > 1 be the number of variables. We use x e to denote the monomial x 
n be the support of fi; its Newton polytope Qi is the convex hull of the support. Let MV(Q1, . . . , Qn) > 0 be the mixed volume of convex polytopes Q1, . . . , Qn ⊂ IR n . By Q0 we denote the standard simplex. We consider polynomial system
where fi ∈ Z Z[x ±1 ], Let Mi = MV(Q0, . . . , Qi−1, Qi+1, . . . , Qn). Wlog, assume dim n i=0 Qi = n and dim i∈I Qi ≥ j for any I ⊂ {0, . . . , n} with |I| = j. Let vol(·) stand for the Euclidean volume. We need the following inequalities:
Theorem 2 (DMMn).
[17] Consider the polynomial system (Σ) in (4), which is not necessarily 0-dimensional, and where
be the number of the isolated points of the solution set in
Let Ω be any set of couples of indices (i, j) such that 1 ≤ i < j ≤ D, and γ j,k stands for the k-th coordinate of γj. Then
The univariate polynomial that has Ri, 1 ≤ i ≤ n, that has γ i,k as complex solutions is of degree M0 and
. If the system is 0-dim then we can skip A from the previous bounds.
DIRECT METHODS

Coefficient bounds and sign computation
The following proposition gives an extension of the BFMSS bound [4] providing an additional rule for polynomial expressions in algebraic numbers. . . . y m −e , f ∈ Z Z[x1, . . . , x ; y1, . . . , y ; z], and let
Then the roots of r are
with arbitrary conjugates β * i and γ * i of βi and γi for 1 ≤ i ≤ . Since r ∈ Z Z[z] and r(β) = 0, the minimal polynomial of β divides r. Hence any conjugate β * of β has the form (9) and so | β * |≤ u. By a similar reasoning, for any conjugate γ * of γ, | γ * |≤ v. Inequality (8) follows from Lem. 2 of [4] .
Remark 4. The BFMSS bound is computed one arithmetic operation at a time. Proposition 3 provides an additional rule which computes bounds on polynomial expressions in one step. To show that adding the rule improves the resulting bounds let us consider a simplified problem where 
The rule of Proposition 3 yields u = kau
If m > 1 and > 1 then k = ( +1)·. . .·( +m−1) > m and hence the bounds given by Proposition 3 are tighter than the BFMSS bounds. 
Proof: For each 1 ≤ j ≤ l let γj ∈ Z Z be the absolute value of the leading coefficient of Aj. Then γj ≤ 2 τ , βj := γjαj is an algebraic integer and any conjugate β * j of βj satisfies
Lemma 6. We can approximate bi(α1, .
Therefore to obtain an approximation of bi(α1, . . . , α ) to accuracy of L bits it is sufficient to approximate each α k to accuracy of L + σ + m(τ + 3) bits. The complexity of computing ci,j(α *
Using [20] the bit complexity of approximating α k to accuracy a is OB(m 3 τ 2 + m 2 a). However, we can ignore the first summand if we assume fast root isolation algorithm. Then the bound on approximating all α k to accuracy of L + σ + m(τ + 3) bits becomes OB( m 2 (L + σ + mτ )) which is dominated.
Corollary 7. The bit complexity of computing the sign of bi(α1, . . . , α ) is bounded by OB( m 2 +1 (σ + mτ )).
Proof: By Prop. 3, to compute the sign of bi(α1, . . . , α ) it is sufficient to approximate bi(α1, . . . , α ) to bit accuracy of L = m (σ+ m(τ +2))+1. By Lemma 6 this can be done with bit complexity of OB( m +1 (m (σ + mτ ) + σ + mτ )).
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Separation bounds
Lemma 8. Let Bα be as in Problem 1, and ξi be its roots. Then, it holds
Proof: We compute various bounds on the roots of Bα based on the first inequalities of Prop. 1. For this we need to bound |disc(Bα)| and Bα 2. First we bound the coefficients of Bα. We consider the following systems For the upper bound we have:
and overall
Cauchy's bound indicates |ξi| ≤ max i =n |bi(α)/bn(α)|, and combining it with 17 we prove (11) and (14) . To bound Bα 2 we use the definition of the 2-norm and (17) , that is
(18) We bound |disc(Bα)| using the identity disc(Bα) =(−1)
where the resultant, RB ∈ Z Z[α], is the determinant of the Sylvester matrix of Bα and d dy
Bα(y), evaluated over α. The matrix is of size (2n − 1) × (2n − 1), the elements of which belong to Z Z[α]. The determinant consists of (2n − 1)! ≤ (2n − 1) 2n−1 terms. Each term is a product of n − 1 polynomials in variables of total degree (m − 1) and bitsize σ times the product of n polynomials in variables of total degree at most (m−1) and bitsize at most σ +lg(n)
To bound RB(α) = RB(α1, . . . , α ) we consider the following system
where the variables are (x1, . . . , x , z). Upper and lower bounds on the coordinates of isolated solutions of (SR B ) also bound RB(α1, . . . , α ). Since the system is zero dimensional, we do not need the extended version of Th. 2, that is we skip A, to compute such bounds. It holds Ai ∞ ≤ 2 τ for 1 ≤ i ≤ and lg A +1 ∞ ≤ (2n − 1)σ + 9n lg( nm).
The number of possible isolated solutions of (SR B ) is bounded by M0 ≤ m , and Mi ≤ 2 nm and M +1 ≤ m . More-
∞ , and so lg(C) ≤ 2nσm + 2τ 2 nm + 9n m lg(mn ). Finally, log | | ≤ 2 2 nm lg(nm ). Combining all the previous inequalities with (6) we get
Using (20) and (17), (19) becomes
If we plug in (21) and (18) to (2) and (3) we get (12), (13), (15) and (16).
A modified Univariate algorithm
If we approximate the coefficients of y n +
, we obtain a (univariate) polynomial Bα with binary rational coefficients. By [31] to isolate the real roots of Bα it suffices to isolate the real roots of Bα.
Polynomial Bα is a univariate of degree n and maximum coefficient bitsize O(− i lg ∆i(Bα) + nτB). We can isolate the real roots of this polynomial in OB(n 3 (− i lg ∆i(Bα)+ nτB)) [24, 33] . From (16), − i lg ∆i(Bα) = O(m n(σ + 2 τ ) + n 2 ) and from (17) τB = O(m (σ + 2 τ )). The complexity of isolating the real roots of Bα, and hence Bα, is OB(m n 4 (σ + 2 τ ) + n 5 ). It remains to estimate the cost of computing the successive approximations of bi(α)/bn(α). Lem. 6 indicates that we can approximate the coefficients of Bα up to accuracy L in OB( m +1 (L+σ+ mτ )). By (17) to approximate bi(α)/bn(α) to accuracy L it suffices to approximate bi(α), for 0 ≤ i ≤ n, to accuracy O(L + m (σ + 2 τ )).
In our case L = O(m n(σ + 2 τ ) + n 2 ) and there are n + 1 coefficients to approximate, so the cost of approximation is
Theorem 9. We can solve Problem 1 using the algorithms of Pan [24] or Schönhage [33] 
), where N = max{m, n, σ, τ }.
The Sturm solver
We study sturm algorithm, a pure symbolic subdivisionbased algorithm, for isolating the real roots of Bα, and as before we assume that Bα is square-free. First we prove a theorem for multivariate sign evaluation using Sturm sequences recursively, which is of independent interest. Theorem 10. Let F ∈ Z Z[x1, . . . , xn] be polynomial in n variables with integer coefficients of maximum bitsize σ and of degree < m, wrt every variable xi. Let αi be a real root a the polynomial Ai ∈ Z Z[x], such that deg(Ai) = m and L (Ai) = τ . The cost of computing sgn(F (α1, . . . , αn)), using Sturm(-Habicht) sequences is OB(m 2n(n−1) (σ + mτ )).
Proof: We want to compute the sign of the evaluation F (α1, . . . , αn). The real algebraic number αi, that is real root of Ai, is represented by an isolating interval, Ii = [ai,1, ai,2], the endpoints of which are bitsize O(mτ ). We compute the sign using nested Sturm sequence computation.
Stage 1. Initially, we consider the polynomial F as univariate in x1, and we call it F1. That is F1 ∈ (Z Z[x2, . .
. , xn])[x1].
In order to compute the sign of F1 over a real root, α1, of A1(x1), we compute the Sturm-Habicht sequence of A1 and F1 wrt to x1, and evaluate it over the two endpoints of I1. We denote these (evaluated) sequences by S1,1 = SR(A1, F1|e1,1) and S1,2 = SR(A1, F1|e1,2). Stage 2. At the second step, we consider every polynomial in S1,1 and S1,2 as univariate wrt to x2, and we call it B2. That is F2 ∈ (Z Z[x3, . . . , xn]) [x2] . To compute the sign of F2 evaluate it over a real root, α2, of A2, we compute the Sturm-Habicht sequence of A2 and F2 wrt to x2, and evaluate it over the two endpoints of I2. We denote these (evaluated) sequences by S2,1 = SR(A2, F2|e2,1) and S2,2 = SR(A2, F2|e2,2). The sequences contain less than 2m polynomials in Z Z[x3, . . . , xn] of degree bounded by ≤ m 3 , wrt to xi, where i ∈ {3, . . . , n}, and bitsize O(m 3 (σ + mτ )).
This computation costs OB(m 4n−4 (σ + mτ )) [12, Th. 10] .
We have to perform this computation O(m) times, because this is the number of polynomials in S1,1 and S1,2 and so the total cost is OB(m 4n−3 (σ + mτ ) 
and bitsize OB(m k(k−1)/2 (σ + mτ )). As before, to compute the sign of F k evaluate it over a real root, α k , of A k , we compute the Sturm-Habicht sequence of A k and F k wrt to x k , and evaluate it over the two endpoints of I k . We denote these (evaluated) sequences by Overall cost. To derive the overall cost, we sum over all k,
which is OB(m 2n(n−1) (σ + mτ )).
We consider Bα as a polynomial in y and we evaluate the Sturm sequence of B(α, y) and its derivatice, ∂B(α, y)/∂y, over various rational numbers. The number of steps of the algorithm, (#T ) depends on the separation bound [11, 13] . In our case
where r is the number of real roots, B is an upper bound on their magnitude, and the last equality follows from Lem 8. It remains to estimate the complexity of each step, i.e. the cost of evaluating the Sturm sequence over a rational number, say of bitsize L. In the worst case L equals the bitsize of the separation bound, i.e. O(m n(σ + 2 τ )). We consider B as polynomial in Z Z[x1, . . . , x ][y]. The Sturm sequence of B and ∂B/∂y contains O(n) polynomials. At each step we evaluate these polynomials over rational numbers of bitsize at most L. This means that we get O(n)
. We should compute their sign when we perform the substitution xi = αi. For this we use Th. 10 and we deduce that the sign evaluation costs O(m 
). This bound is better that the one of Th. 11 when > 2.
Theorem 11. We can solve Problem 1 using sturm solver and sign evaluations which exploit recursive Sturm sequences in OB(m
), where N = max{m, n, σ, τ }. If we use approximations for sign evaluations then we obtain a bound of OB(
The aforementioned bounds suggest that recursive Sturm sequences should, if at all, used only in the presense of a small number of variables, 1 or 2. Beyond this approximation should be used for sign evaluations. This agrees with the practical experience.
REDUCTION TO INTEGER COEFFICIENTS
In this section we tackle Problem 1 using a reduction to a polynomial with integer coefficients. The analysis improves the bounds from [34] and also applies to degenerate cases. 
Proof: We consider the following polynomial system:
where the variables are (x1, . . . , x , y). We compute the various quantities of Th. 2 which appear just before the statement of the theorem. We notice that A1 ∞ = · · · = A ∞ = 2 τ and A +1 ∞ = σ, and the total degrees of the first polynomials is m, and
= m , and M0 = nm . The latter bound is an upper bound on the number of solution of the system.
The following two inequalities are easy to obtain:
.
The first polynomials of (S) are univariate, hence their Newton polytope is a segment and so it is easy to estime the number of lattice points it contains. There are (#Q1) = · · · = (#Q ) = m + 1. For the last polynomial, it holds
The univariate polynomial that has the roots of Bα as solution, R +1 is of degree ≤ M0 ≤ nm and L (R +1 ) ≤ m −1 ( m + n)τ + m σ + 9n 2 m lg(mn ).
Remark 13. The bitsize of C could be slightly improved if we take into account that we need project on one variable and use a u-resultant of special form. Then its bitsize becomes lg(2 M 0 C A). However, this only affects the constants and does not alter the asymptotic behavior of the bound(s).
We can eliminate the variables x1, . . . , x in (S) to obtain the polynomial C using various methods, for example Gröbner basis computation, (sparse) resultants. The best complexity bound is obtained using multivariate (sparse) resultants [6, 16] . However, this bound is dominated by the complexity of isolating the real roots of C and checking if they are roots of Bα.
We can isolate the real roots of C in OB(n 3 m 4 −1 ( 2 mτ + nτ + mσ)) [24, 33] . The endpoints of the isolating intervals have (total) bitsize O(m 2 −1 n( 2 mτ + nτ + mσ)). It remains to check which of the real roots of C are roots of Bα. For this, since we assume that Bα is square free, given an isolating interval of a real root of C, it suffices to check if Bα changes sign when it is evaluated over the endpoints of the interval. At this point we may also use a change of ordering algorithm for triangular sets to avoid working with possible non-squre-free polynomials. For the bivariate case of this algorithm we refer the reader to [25] .
Let c k be the k-th isolating point and L (c k ) = s k . We perform the substitution y = c k , and after clearing denominators, we get a number in Z Z[α], for which we want to compute its sign. This is the same as computing the sign of the (multivariate) polynomial B k = B(x1, . . . , x , c k ) evaluated over the (real) algebraic numbers α1, . . . , α .
The degree of B k with respect to xi is bounded by m and L (B k ) = ns k + τ .
One sign evaluation costs OB( m 2 −1 (ns k + τ )) (Cor. 7), and all of them cost
Theorem 14. We can solve Problem 1 using RIC algorithm in OB(n 3 m 4 −1 ( 2 mτ + nτ + mσ)), or OB(N 4 +4 ), where N = max{m, n, σ, τ }.
The derived bound is single exponential wrt the number of variables. Moreover, they match the bounds for the single extension case, = 1, presented in [34] .
IMPLEMENTATION AND EXPERIMENTS
We compare implementations of two methods of real root isolation for squarefree polynomials over simple algebraic extensions of rationals. The first method, RIC (for Reduction to Integer Coefficients), performs reduction to integer coefficients described in Section 4. For isolating roots of polynomials with integer coefficients it uses the Mathematica implementation of the Continued Fractions algorithm [1] [31] . Zero testing of the leading coefficients is done using the method described in Section 3.1. The algorithm has been implemented in C as a part of the Mathematica system. We have not performed experiments with Sturm's algorithm because it is not efficient at all, and, at least from our experience, can not handle even small degree cases. The experiments have been run on a 64-bit Linux virtual machine with a 3 GHz Intel Core i7 processor and 6 GB of RAM. The timings are in given seconds. Computations that did not finish in 1 hour of CPU time are reported as > 3600.
(Randomly generated dense polynomials) For given values of l, m and n each problem was generated as follows. First, univariate polynomials of degree m with uniformly distributed random 10-bit integer coefficients were generated until l relatively prime irreducible polynomials were obtained, each of which had real roots. Then α1, . . . , α l were obtained by randomly selecting one real root of each of the polynomials. Finally, a polynomial f ∈ Z Z[x1, . . . , x l ; y] of degree n in y and degree m − 1 in each of xi with 10-bit random integer coefficients was generated and Bα was defined as Bα(y) := f (α1, . . . , α l ; y). The results of the experiment are given in Table 1 . Each timing is an average for 10 randomly generated problems.
(Generalized Laguerre Polynomials) This example compares the two root isolation methods for generalized Laguerre polynomials L Table 2 . Generalized Laguerre polynomials polynomial with algebraic number coefficients and the polynomial with integer coefficients obtained by RIC. The results of the experiment are given in Table 2 . m (x). Bα(y) is taken to be W n,λ (y) reduced modulo all the minimal polynomials of αi to ensure that the degree of Bα in αi is at most m − 1. The results of the experiment are given in Table 3 . For some values of l and n the computation of Bα(y), that is the reduction of W n,λ (y) modulo all the minimal polynomials of αi, failed due to insufficient memory for all values of m. The corresponding rows have been omitted.
In all the experiments RIC is faster than BMD and the timing ratio increases with the number and the degrees of the algebraic numers. The computation time of RIC depends directly on l and m, since it isolates roots of a polynomial of degree m l n. On the other hand, the main root isolation loop of BMD depends only on the geometry of roots, which depends on and m only through the worst case lower bound on root separation. The only part of BMD that depends directly on and m is the computation of approximations of coefficients. We can observe that, unlike for the case of = 1 [34] , this part of the algorithm can dominate the computation time of BMD for large values of and m. This is due to the exponential growth of the size of expressions representing bi(α1, . . . , α ). 
