Quasiisometries between negatively curved Hadamard manifolds by Xie, Xiangdong
ar
X
iv
:0
71
1.
16
81
v1
  [
ma
th.
GR
]  
11
 N
ov
 20
07
Quasiisometries between negatively
curved Hadamard manifolds
Xiangdong Xie
Department of Mathematics, Virginia Tech, Blacksburg, VA 24060-0123
Email: xiexg@math.vt.edu
Abstract. Let H1, H2 be the universal covers of two compact Riemannian manifolds (of
dimension 6= 4) with negative sectional curvature. Then every quasiisometry between them
lies at a finite distance from a bilipschitz homeomorphism. As a consequence, every self
quasiconformal map of a Heisenberg group (equipped with the Carnot metric and viewed
as the ideal boundary of complex hyperbolic space) of dimension ≥ 5 extends to a self
quasiconformal map of the complex hyperbolic space.
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1 Introduction
A classical result in quasiconformal analysis says that every quasisymmetric map from
Rn to itself extends to a quasiconformal map of the upper half space
R
n+1
+ = {(x1, · · · , xn+1) : xn+1 > 0}.
Here Rn is identified with the subset {(x1, · · · , xn+1) : xn+1 = 0} of R
n+1. This result
was first proved for n = 1 by L. Ahlfors and A. Beurling [BA], then for n = 2 by L.
Ahlfors [A], for n = 3 by L. Carleson [C], and finally for all n by Tukia and Vaisala
[TV].
Recall that Rn+1+ is the upper half space model for the real hyperbolic space and
R˙
n = Rn ∪ {∞} is its ideal boundary. The quasiconformal extension to Rn+1+ turns
out to be a bilipschitz homeomorphism in the hyperbolic metric. On the other hand,
every self quasiisometry of the hyperbolic space Rn+1+ induces a self quasisymmetric
map of R˙n (equipped with the spherical metric), and conversely every self quasisym-
metric map of R˙n is induced by a self quasiisometry of Rn+1+ (see [BS] for more
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general statements). Hence what Tukia-Vaisala and others have proved is this: every
self quasiisometry of the hyperbolic space Rn+1+ lies at a finite distance from a bilip-
schitz homeomorphism. The main result of this paper generalizes this statement to
negatively curved Hadamard manifolds.
A Hadamard manifold is a simply connected complete Riemannian manifold with
nonpositive sectional curvature.
Theorem 1.1. Let H1, H2 be the universal covers of two compact Riemannian mani-
folds (of dimension 6= 4) with negative sectional curvature. Then every quasiisometry
between them lies at a finite distance from a bilipschitz homeomorphism.
The restriction on dimension is due to the following facts: a 4-dimensional topo-
logical manifold might have more than one lipschitz structures or none [DS], while
every topological n-manifold with n 6= 4 has a unique lipschitz structure [S].
The unit ball Bn
C
in Cn is a model for the complex hyperbolic space, which is a
negatively curved Hadamard manifold. The unit sphere in Cn has a sub-Riemannian
structure coming from the complex structure of Cn. In this case the natural metric
on the unit sphere is the associated Carnot metric. Theorem 1.1 applied to the case
H1 = H2 = B
n
C
yields a generalization of the classical quasiconformal extension result
to the complex hyperbolic case:
Corollary 1.2. Every self quasisymmetric map of the unit sphere (equipped with the
Carnot metric) in Cn (n 6= 2) extends to a self quasiconformal map of the complex
hyperbolic space Bn
C
.
There are two general questions related to the results in this paper. It seems that
solutions to both questions require the use of controlled topology (for example the
theorem of Chapman-Ferry [CF] on small homotopy equivalences or its variants). The
first general question asks when a power quasisymmetric map between the boundaries
of two Euclidean domains extend to a quasisymmetric map between the domains. See
Section 7 for a more precise formulation.
The second general question asks when a quasiisometry lies at a finite distance
from a bilipschitz homeomorphism. Also see Section 7 for a more precise formulation.
For example, a natural question is whether the main theorem in this paper holds
for all Hadamard manifolds, in particular, whether every self quasiisometry of Rn
lies at a finite distance from a self bilipschitz homeomorphism of Rn. The example
of Dranishnikov-Ferry-Weinberger [DFW] suggests that the question is very subtle:
they constructed two uniformly contractible Riemannian manifolds and a quasiisom-
etry between them that is not at a finite distance from any homeomorphism. The
two manifolds they constructed are homeomorphic to the Euclidean space, but the
metrics are somehow exotic. On the positive side, Whyte [W] showed that every
quasiisometry between two uniformly discrete non-amenable spaces of bounded ge-
ometry (for example, finitely generated nonamenable groups with the word metric)
lies at a finite distance from a bilipschitz map.
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Our proof follows the strategy of Tukia-Vaisala [TV]. In particular, we use the
boundary map induced by the quasiisometry. This means that our proof can not be
generalized to nonpositively curved spaces like Rn: a quasiisometry between CAT(0)
spaces in general does not induce a boundary map.
In Section 2 we review some basics about various maps and negatively curved
spaces. In Section 3 we replace the quasiisometry with a homeomorphism F , con-
structed using the boundary map of the quasiisometry. In general the map F is
not bilipschitz, but has very good compactness property: both F and F−1 are uni-
formly continuous. This is established in Sections 4 and 5. In Section 6 we modify
F to obtain a bilipschitz map. The arguments in Section 6 are essentially due to
Tukia-Vaisala [TV]. In the last Section we formulate some open questions.
Acknowledgment. The author particularly thanks the Department of Mathematics
at Virginia Tech for its generous support: the teaching load of one class per year
is really a gift. The author would also like to thank Bruce Kleiner for drawing his
attention to the paper of Block-Weinberger [BW].
2 Preliminaries
Various maps
A bijection between two metric spaces f : X → Y is L-bilipschitz (L ≥ 1) if
d(x, y)/L ≤ d(f(x), f(y)) ≤ Ld(x, y)
for all x, y ∈ X . An embedding of metric spaces f : X → Y is locally bilipschitz,
if each point x ∈ X has a neighborhood U such that f |U is bilipschitz; we say f is
locally L-bilipschitz if f |U is L-bilipschitz. Let L ≥ 1 and A ≥ 0 be constants. A (not
necessarily continuous) map f : X → Y is an (L,A)-quasiisometry if the following
holds:
(1) d(x, y)/L− A ≤ d(f(x), f(y)) ≤ Ld(x, y) + A for all x, y ∈ X ;
(2) For any z ∈ Y , there is some x ∈ X with d(z, f(x)) ≤ A.
If f : I → Y is a map defined on an interval I ⊂ R and satisfies condition (1) above,
then we say f is an (L,A)-quasigeodesic.
It is clear that a bilipschitz map is a quasiisometry, but the converse is not true.
Let η : [0,∞)→ [0,∞) be a homeomorphism. A homeomorphism between metric
spaces f : X → Y is η-quasisymmetric if for all distinct triples x, y, z ∈ X , we have
d(f(x), f(y))
d(f(x), f(z))
≤ η
(
d(x, y)
d(x, z)
)
.
A homeomorphism f : X → Y is quasisymmetric if it is η-quasisymmetric for some η.
A quasisymmetric map is called a power quasisymmetric map if it is η-quasisymmetric
and η has the form η(t) = Ctα, where C > 0 and α > 0 are constants. Recall that
4 Xiangdong Xie
a quasisymmetry between connected metric spaces is a power quasisymmetry (see
Theorem 6.14 in [V]).
Gromov hyperbolic spaces
Let X be a geodesic metric space. We assume X is proper, that is, all closed balls
in X are compact. Let δ ≥ 0. We say X is δ-hyperbolic, if for any x, y, z ∈ X , and any
geodesics xy, yz, zx between them, yz is contained in the δ-neighborhood of xy ∪xz.
A metric space is Gromov hyperbolic if it is δ-hyperbolic for some δ.
A Gromov hyperbolic geodesic space X has an ideal boundary ∂X : by definition,
∂X is the set of equivalence classes of geodesic rays inX , where two rays are equivalent
if the Hausdorff distance between them is finite. There is a natural topology on
X := X ∪ ∂X , in which X is compact and X is an open dense subset of X . Let X
and Y be Gromov hyperbolic spaces. Then every quasiisometry f : X → Y induces a
boundary map ∂f : ∂X → ∂Y , which is a homeomorphism. Moreover, ∂f is a power
quasisymmetry with respect to the so-called visual metrics on the Gromov boundary;
conversely, if X and Y satisfy some mild conditions, then every power quasisymmetry
∂X → ∂Y is induced by a quasiisometry. See [BS] for more details. See also Lemma
3.1 for a statement in the Hadamard manifold case.
Let X be a δ-hyperbolic geodesic space, x, y, z ∈ X , and xy, yz, zx geodesics
between them. We say xy ∪ yz ∪ zx is a triangle. Let C ≥ 0. We say a point w ∈ X
is a C-quasicenter of xy ∪ yz ∪ zx if d(w, xy), d(w, xz), d(w, yz) ≤ C. There is a
constant C ′ = C ′(δ, C) with the following property: for any triangle in X and any its
two C-quasicenters w1, w2, the inequality d(w1, w2) ≤ C
′ holds.
Quasigeodesics in Gromov hyperbolic spaces have the so-called stability property.
For any δ ≥ 0, any L ≥ 1, A ≥ 0, there is a constant C = C(L,A, δ) with the following
property: for any δ-hyperbolic space X , any two (L,A)-quasigeodesics γ1 : I1 → X ,
γ2 : I2 → X with the same endpoints, the inequality HD(γ1(I1), γ2(I2)) ≤ C holds.
Here we use the notation HDd(A,B) to denote the Hausdorff distance between two
subsets A,B ⊂ X of a metric space (X, d); we often write HD(A,B) if the metric in
question is clear.
Hyperbolic trigonometry
For λ > 0, let H2(−λ2) be the hyperbolic plane with constant sectional curvature
−λ2. We abbreviate H2(−1) by H2.
Let ∆ be a triangle in H2(−λ2). Denote the three angles by A,B,C and the
lengths of their opposite sides by a, b, c. If the angle C is a right angle, then ([G],
p.24)
cosh(λa) =
cosA
sinB
.
Hadamard manifolds
Let H be a Hadamard manifold. A classical theorem of Hadamard says that for
every x ∈ H , the exponential map expx : TxH → H is a diffeomorphism from the
Quasiisometries between Hadamard manifolds 5
tangent space TxH onto H . The ideal boundary ∂H ofH is defined in the same way as
for Gromov hyperbolic spaces. There is the so-called cone topology on H := H ∪∂H ,
in which ∂H is homeomorphic to a sphere and H is homeomorphic to a closed ball.
The distance function on H is convex: for any two geodesics c1, c2 : R → H ,
the function f(t) := d(c1(t), c2(t)) is convex. In particular, if c1(∞) = c2(∞), then
d(c1(t), c2(t)) is decreasing.
For each x ∈ H , let Sx ⊂ TxH be the unit tangent sphere of H at x. There is a
map Lx : Sx → ∂H , where for each v ∈ Sx, Lx(v) is the equivalence class containing
the ray starting at x with initial direction v. The map Lx is a homeomorphism. It
follows that for each equator (intersection of Sx with a hyperplane of TxH) in Sx, its
image under Lx is a codimension 1 sphere separating ∂H into two balls.
For x ∈ H and y, z ∈ H\{x}, the angle ∠x(y, z) is defined to be the angle in the
tangent space TxH between the initial directions of xy and xz. This is a continuous
function on y, z ∈ H\{x}: if {yi}
∞
i=1, {zi}
∞
i=1 ⊂ H\{x} are two sequences with yi → y
and zi → z, then ∠x(yi, zi)→ ∠x(y, z).
From now on, we shall assume that the sectional curvature of H satisfies
−λ2 ≤ K ≤ −1, where λ ≥ 1 is some fixed constant. Then H is a δ0-hyperbolic
space, where δ0 = log 3. See [CDP], p.12.
There is a family of visual metrics on ∂H : there exists a universal constant C0,
such that for each x ∈ H , there is a metric dx on ∂H satisfying
1
C0
e−d(x,ξη) ≤ dx(ξ, η) ≤ C0e
−d(x,ξη)
for all ξ 6= η ∈ ∂H . See [B] Section 2.5. Here ξη is the geodesic connecting ξ and η.
Let ξ1 6= ξ2 ∈ ∂H and set [ξ1, ξ2] = ξ1ξ2 ∪ {ξ1, ξ2}. The orthogonal projection
Pξ1ξ2 : H → [ξ1, ξ2] is defined as follows: for x /∈ [ξ1, ξ2], Pξ1ξ2(x) is the unique point
w on ξ1ξ2 such that wx is perpendicular to ξ1ξ2, and for x ∈ [ξ1, ξ2], Pξ1ξ2(x) = x.
For x, y, z ∈ H , let ∆(x, y, z) be the triangle with vertices x, y, z. A triangle
∆(xλ, yλ, zλ) in H
2(−λ2) is a comparison triangle of ∆(x, y, z) if d(x, y) = d(xλ, yλ),
d(y, z) = d(yλ, zλ) and d(z, x) = d(zλ, xλ). Comparison triangle always exists and is
unique up to isometry. The comparison angle ∠˜x(y, z) is defined to be ∠xλ(yλ, zλ).
For p ∈ xy and q ∈ xz, points pλ ∈ xλyλ and qλ ∈ xλzλ are said to correspond to p
and q if d(p, x) = d(pλ, xλ) and d(q, x) = d(qλ, xλ).
Let ∆(x, y, z) be a triangle in H . Let ∆(xλ, yλ, zλ) and ∆(x1, y1, z1) respectively
be the comparison triangles of ∆(x, y, z) in H2(−λ2) and H2. Then we have the
following:
(1) ∠xλ(yλ, zλ) ≤ ∠x(y, z) ≤ ∠x1(y1, z1);
(2) For any p ∈ xy, q ∈ xz, if pλ ∈ xλyλ, qλ ∈ xλzλ and p1 ∈ x1y1, q1 ∈ x1z1
correspond to p, q, then d(pλ, qλ) ≤ d(p, q) ≤ d(p1, q1).
See [BH] p.161, p.169-173 and [CE] p.42 for more details.
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Lemma 2.1. Given any ǫ > 0, there is a constant ǫ′1 = ǫ
′
1(ǫ) > 0 with the following
property: for any three points x, y, z ∈ H2, if d(x, y) ≥ ǫ and ∠x(y, z),∠y(x, z) ≥ π/4,
then ∠x(y, z) + ∠y(x, z) ≤ π − ǫ
′
1.
Proof. Let m be the midpoint of xy and x′ ∈ mx and y′ ∈ my with d(m, x′) =
d(m, y′) = ǫ/2. Let S be the unique circle in H2 satisfying the following:
(1) the point z and the center p of S lie at the same side of xy;
(2) S is tangent to xy at the midpoint m of xy;
(3) ∠x′(p, y) = π/8.
Then the ball B inside S is contained in the triangle ∆(x, y, z), due to our assumption
on the angles ∠x(y, z), ∠y(x, z). Hence the area A of ∆(x, y, z) is at least the area
of B, which is a constant depending only on ǫ. Now the lemma follows from the
Gauss-Bonnett formula: ∠x(y, z) + ∠y(x, z) + ∠z(x, y) = π − A.
Lemma 2.2. Let ci : [0,∞) → H (i = 1, 2) be two equivalent rays. Set x = c1(0),
y = c2(0) and ξ = c1(∞). Suppose d(x, y) ≥ ǫ and ∠x(y, ξ),∠y(x, ξ) ≥ 3π/8. Then
∠x(y, ξ) + ∠y(x, ξ) ≤ π − ǫ
′
1, where ǫ
′
1 is the constant in Lemma 2.1.
Proof. For any 0 < η < π/8, pick a point z ∈ yξ with |∠x(y, z) − ∠x(y, ξ)| ≤ η.
Consider the comparison triangle of ∆(x, y, z) in H2. Since H has sectional curvature
K ≤ −1, we have ∠˜x(y, z) ≥ ∠x(y, z) ≥ ∠x(y, ξ)−η ≥ π/4 and ∠˜y(x, z) ≥ ∠y(x, z) ≥
3π/8. It now follows from Lemma 2.1 and the assumption d(x, y) ≥ ǫ that ∠˜x(y, z)+
∠˜y(x, z) ≤ π − ǫ
′
1. Hence ∠x(y, ξ) + ∠y(x, ξ) ≤ π − ǫ
′
1 + η. The lemma follows by
letting η → 0.
Lemma 2.3. Given any ǫ > 0, ǫ′1 > 0, there is some ǫ
′′
1 = ǫ
′′
1(ǫ, ǫ
′
1) > 0 with the
following property: for any x, y, z ∈ H, if d(x, z) ≥ ǫ and d(x, y) ≤ ǫ′′1, then ∠z(x, y) ≤
ǫ′1/10.
Proof. The statement clearly holds for H2. The statement for H follows by compari-
son.
Lemma 2.4. There is an absolute constant C1 with the following property: for any
x ∈ H and y, z ∈ H\{x}, if ∠x(y, z) ≥ π/2, then d(x, yz) ≤ C1; furthermore,
HD(yz, xy ∪ xz) ≤ C1.
Proof. It suffices to prove the first claim for y, z ∈ H . It clearly holds for H2, and the
general case follows by comparison. The second claim then follows from the convexity
of distance function.
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The following lemma says that for x ∈ H and ξ, η ∈ ∂H , dx(ξ, η) is small if and
only if ∠x(ξ, η) is small.
Lemma 2.5. For any ǫ > 0, there is some δ = δ(ǫ) > 0 with the following properties:
for x ∈ H and ξ, η ∈ ∂H,
(1) if dx(ξ, η) < δ, then ∠x(ξ, η) < ǫ;
(2) if ∠x(ξ, η) < δ, then dx(ξ, η) < ǫ.
Proof. Let z ∈ ξη be the point such that xz is perpendicular to ξη.
(1) Fix ǫ > 0. By Lemma 2.4, d(z, xξ), d(z, xη) ≤ C1. There is some b = b(ǫ) > 0
such that ∠x(z, ξ) < ǫ/2 whenever d(x, z) ≥ b. Similarly for ∠x(z, η). Now the claim
follows from dx(ξ, η) ≥ e
−d(x,ξη)/C0 = e
−d(x,z)/C0.
(2) For n ≥ 1, let ξn ∈ zξ, ηn ∈ zη be points at distance n from z. Then
∠x(ξn, ηn) < 2∠x(ξ, η) for sufficiently large n. Let ∆(x¯, ξ¯n, η¯n) be a comparison trian-
gle of ∆(x, ξn, ηn) in H
2(−λ2) and z¯n ∈ ξ¯nη¯n the point corresponding to z. Since H
has curvature K ≥ −λ2, we have ∠x(ξn, ηn) ≥ ∠x¯(ξ¯n, η¯n) and d(x, z) ≥ d(x¯, z¯n). No-
tice that d(x¯, z¯n) is bounded above by a number independent of n and d(x¯, η¯n)→∞
as n → ∞. It follows that ∠η¯n(x¯, ξ¯n) → 0. Similarly, ∠ξ¯n(x¯, η¯n) → 0. Hence
for sufficiently large n, the projection w of x¯ on ξ¯nη¯n lies in the interior of ξ¯nη¯n,
x¯w is perpendicular to ξ¯nη¯n and ∠x¯(w, η¯n) ≤ ∠x¯(ξ¯n, η¯n) < 2∠x(ξ, η). Also notice
d(x¯, w) ≤ d(x¯, z¯n) ≤ d(x, z) = d(x, ξη).
We may assume ∠x(ξ, η) ≤ π/4. Now we have
cosh(λ d(x, ξη)) ≥ cosh(λ d(x¯, w)) =
cos∠η¯n(x¯, w)
sin∠x¯(w, η¯n)
≥
cos∠η¯n(x¯, ξ¯n)
sin 2∠x(ξ, η)
→
1
sin 2∠x(ξ, η)
.
Hence cosh(λ d(x, ξη)) ≥ 1
sin 2∠x(ξ,η)
. Now the claim follows since dx(ξ, η) ≤ C0e
−d(x,ξη).
Lemma 2.6. Given any ǫ > 0, there is some δ = δ(ǫ, λ) > 0 with the following
property: for any three distinct points p, ξ, η ∈ ∂H, any x ∈ pξ,
(1) if dx(ξ, η) < δ, then d(x, pη) < ǫ;
(2) if d(x, pη) < δ, then dx(ξ, η) < ǫ.
Proof. (1) Fix ǫ > 0. Let ǫ′1 be the constant in Lemma 2.1. By Lemma 2.5, there is
a constant δ = δ(ǫ′1/10) > 0 such that if dx(ξ, η) < δ, then ∠x(ξ, η) < ǫ
′
1/10. Then
∠x(p, η) ≥ π−ǫ
′
1/10. Let z be the projection of x on pη. Then ∠x(z, η),∠x(z, p) < π/2
and ∠x(z, η) + ∠x(z, p) ≥ ∠x(p, η) ≥ π − ǫ
′
1/10. It follows that ∠x(z, η),∠x(z, p) ≥
π/2−ǫ′1/10. Now Lemma 2.2 applied to xp and zp implies that d(x, pη) = d(x, z) < ǫ.
(2) Claim: for any ǫ > 0, there is some δ = δ(ǫ, λ) > 0 such that for x ∈ H ,
ξ, η ∈ ∂H , if d(x, ξη) < δ, then ∠x(ξ, η) > π − ǫ. To see this, first notice that
for any ǫ > 0, there is some δ = δ(ǫ, λ) > 0 with the following property: for any
x, y, z ∈ H2(−λ2), if d(x, y) = d(x, z) ≥ 10 and d(x, yz) ≤ δ, then ∠x(y, z) > π − ǫ.
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Now for x ∈ H , ξ, η ∈ ∂H with d(x, ξη) < δ, choose y ∈ xξ and z ∈ xη such that
d(x, y) = d(x, z) ≥ 10 and d(x, yz) < δ. Let ∆(xλ, yλ, zλ) be a comparison triangle of
∆(x, y, z) in H2(−λ2). Then d(xλ, yλzλ) ≤ d(x, yz) and ∠x(y, z) ≥ ∠xλ(yλ, zλ). Since
∠x(ξ, η) = ∠x(y, z), the claim follows.
Now fix ǫ > 0. By Lemma 2.5, there is some ǫ′′ = ǫ′′(ǫ) > 0 such that if ∠x(ξ, η) <
ǫ′′, then dx(ξ, η) < ǫ. By the above claim, there is some δ = δ(ǫ
′′, λ) > 0 such
that if d(x, pη) < δ, then ∠x(p, η) > π − ǫ
′′. Now assume d(x, pη) < δ. Then
∠x(ξ, η) = π − ∠x(p, η) < ǫ
′′ and hence dx(ξ, η) < ǫ.
Lemma 2.7. Given any ǫ > 0, there is some δ = δ(ǫ, λ) > 0 with the following
property: for x, y ∈ H and ξ ∈ ∂H, if ∠x(y, ξ) < π/2, ∠y(x, ξ) ≤ π/2 and d(x, y) ≤ δ,
then ∠x(y, ξ) > π/2− ǫ.
Proof. Let zn ∈ yξ be the point at distance n from y. Then ∠x(y, ξ) = limn→∞∠x(y, zn).
Consider a comparison triangle ∆(x′, y′, z′n) of ∆(x, y, zn) in H
2(−λ2). Then
∠x′(y
′, z′n) ≤ ∠x(y, zn) ≤ π/2 and ∠y′(x
′, z′n) ≤ ∠y(x, zn) = ∠y(x, ξ) ≤ π/2.
Let w′ be the projection of z′n on x
′y′. Now by hyperbolic trigonometry
sin∠x′(y
′, z′n) =
cos∠z′n(w
′, x′)
cosh(λ d(w′, x′))
≥
cos∠z′n(w
′, x′)
cosh(λ d(x, y))
.
Since ∠z′n(w
′, x′)→ 0 as n→∞, we have
sin∠x(y, ξ) = lim
n→∞
sin∠x(y, zn) ≥ lim inf
n→∞
sin∠x′(y
′, z′n) ≥
1
cosh(λ d(x, y)))
.
It follows that there is a function g(t) satisfying g(t) → π/2 as t → 0 such that
∠x(y, ξ) ≥ g(d(x, y)). The lemma follows from this.
3 Constructing the map F
Let H1, H2 be the universal covers of two compact Riemannian manifolds with neg-
ative sectional curvature, and f : H1 → H2 a quasiisometry. In this section we
construct a map F : H1 → H2 which has the same boundary map as f . In general F
is not a bilipschitz homeomorphism and we shall modify F in Section 6 to obtain a
bilipschitz map.
Notice that, after rescaling the metrics on H1 and H2, we may assume that their
sectional curvature satisfies −λ2 ≤ K ≤ −1 for some constant λ ≥ 1. We shall
assume this from now on.
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The Hadamard manifolds H1, H2 are Gromov hyperbolic spaces, and f induces a
boundary map ∂f : ∂H1 → ∂H2. We set ξ
′ := ∂f(ξ) for any ξ ∈ ∂H1. Fix a point
p ∈ ∂H1. For each ξ ∈ ∂H1\{p}, the map F shall send the geodesic line pξ ⊂ H1 into
the geodesic line p′ξ′ ⊂ H2. The map F depends on the point p. However, we shall
suppress this information to simplify the notation.
Let ξ ∈ ∂H1\{p} and x ∈ pξ. Let Fx ⊂ SxH1 be the set of unit tangent vectors at x
that are perpendicular to pξ. Then Fx is an equator in SxH1. Set Ex = Lx(Fx) ⊂ ∂H1,
where Lx : SxH1 → ∂H1 is the homeomorphism defined in Section 2. Then Ex is a
codimension 1 sphere in ∂H1 separating ∂H1 into two open balls that contain p and
ξ respectively. We let F (x) be the point in Pp′ξ′(∂f(Ex)) that is closest to p
′; that is,
if c : R→ H2 is an arc-length parametrization of ξ
′p′ from ξ′ to p′ and
tx := sup{t ∈ R : c(t) = Pp′ξ′(∂f(β)) for some β ∈ Ex},
then F (x) = c(tx). The compactness of ∂f(Ex) and the continuity of the projection
Pp′ξ′ imply that F (x) ∈ Pp′ξ′(∂f(Ex)).
Notice that ∂f(Ex) separates ∂H2 into two open balls that contain p
′ and ξ′
respectively. This property implies that F is injective along pξ. Since ∂f is a home-
omorphism, F is injective. In the next two sections we shall show that F has good
compactness property: both F and F−1 are uniformly continuous. Below we first
prove some preliminary results.
Let f : H1 → H2 be an (L,A)-quasiisometry. The point of the following lemma
is that the control function η is independent of the base point x.
Lemma 3.1. Let p, q, r ∈ ∂H1 be three distinct points. Set x = Ppq(r) and x
′ =
Pp′q′(r
′). Then ∂f : (∂H1, dx)→ (∂H2, dx′) is an η-quasisymmetry, where η(t) = Ct
1
L
and C depends only on L and A.
Proof. Notice that xr is perpendicular to pq. By Lemma 2.4 there is an absolute
constant C1 with d(x, pr), d(x, qr) ≤ C1. Similarly d(x
′, p′r′), d(x′, q′r′) ≤ C1. It fol-
lows that d(f(x), f(pr)), d(f(x), f(qr)) ≤ LC1+A. Since f is a (L,A)-quasiisometry,
the images of pr and qr under f are (L,A)-quasigeodesics. By the stability of quasi-
geodesics, there is a constant C2 = C2(L,A), such that HD(p
′r′, f(pr)) ≤ C2 and
HD(q′r′, f(qr)) ≤ C2. Hence d(f(x), p
′r′), d(f(x), q′r′), d(f(x), p′q′) ≤ C2 +LC1 +A.
That is, f(x) is a C3-quasicenter of the three points p
′, q′, r′, where C3 = C2+LC1+A.
Since x′ is also a C3-quasicenter of p
′, q′, r′, there is a constant C4 = C4(L,A) such
that d(x′, f(x)) ≤ C4.
Now for any ξ, η ∈ ∂H1, we have
d(x′, ξ′η′) ≥d(f(x), ξ′η′)− d(x′, f(x)) ≥ d(f(x), f(ξη))−HD(ξ′η′, f(ξη))− C4
≥d(f(x), f(ξη))− C2 − C4 ≥ d(x, ξη)/L− A− C2 − C4.
It follows that
dx′(ξ
′, η′) ≤ C0e
−d(x′,ξ′η′) ≤ C0e
A+C2+C4(e−d(x,ξη))
1
L ≤ C(dx(ξ, η))
1
L ,
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where C = C
1+ 1
L
0 e
A+C2+C4 depends only on L and A.
For any x ∈ H1, we let qx ∈ ∂H1 be the unique point such that x ∈ pqx.
Lemma 3.2. There are two absolute constants B2 ≥ B1 > 0 such that B1 ≤
dx(ξ, qx) ≤ B2 for all x ∈ H1 and all ξ ∈ Ex.
Proof. Let x ∈ H1 and ξ ∈ Ex. Then xξ is perpendicular to pqx. By Lemma 2.4
d(x, ξqx) ≤ C1. The lemma now follows from e
−d(x,ξ1ξ2)/C0 ≤ dx(ξ1, ξ2) ≤ C0e
−d(x,ξ1ξ2).
From now on we set x′ := F (x) for x ∈ H1.
Lemma 3.3. There are two constants B4 ≥ B3 > 0 that depend only on L and A
such that B3 ≤ dx′(q
′
x, β
′) ≤ B4 for all x ∈ H1 and all β ∈ Ex.
Proof. There is some ξ ∈ Ex such that ξ
′ ∈ Ex′ . By Lemma 3.2, we have B1 ≤
dx′(q
′
x, ξ
′) ≤ B2. On the other hand, Lemma 3.1 says that ∂f : (∂H1, dx)→ (∂H2, dx′)
is an η-quasisymmetry. For any β ∈ Ex, we have
dx′(q
′
x, β
′)
dx′(q′x, ξ
′)
≤ η
(
dx(qx, β)
dx(qx, ξ)
)
≤ η
(
B2
B1
)
.
Hence dx′(q
′
x, β
′) ≤ η(B2
B1
)dx′(q
′
x, ξ
′) ≤ B2η(
B2
B1
). Similarly by considering
dx′ (q
′
x,ξ
′)
dx′(q
′
x,β
′)
we
obtain dx′(q
′
x, β
′) ≥ B1
η(
B2
B1
)
.
Lemma 3.4. There is a constant B5 = B5(L,A) with the following property: for
any x ∈ H1, the projection Pp′q′x(∂f(Ex)) of ∂f(Ex) on the geodesic p
′q′x is a closed
segment with length at most B5.
Proof. Pp′q′x(∂f(Ex)) is a closed segment since the projection is continuous and ∂f(Ex)
is compact and connected. By the definition of x′ we know that x′ is the endpoint
of the segment that is closer to p′. Let η′ ∈ ∂f(Ex). Denote by z the projection of
η′ on p′q′x and w the projection of x
′ on q′xη
′. Since B3 ≤ dx′(q
′
x, η
′) ≤ C0e
−d(x′,q′xη
′),
we have d(x′, w) ≤ C for some C = C(L,A). Lemma 2.4 applied to z, p′, η′ implies
that d(x′, p′η′) ≤ C1. It follows that w is a (C + C1)-quasicenter of p
′, η′, q′x. Lemma
2.4 also implies that z is a C1-quasicenter of p
′, η′, q′x. Hence d(z, w) ≤ C
′ for some
C ′ = C ′(L,A). Now d(x′, z) ≤ d(x′, w) + d(w, z) ≤ C + C ′.
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4 F is uniformly continuous
In this Section we prove that F is uniformly continuous. It follows that F is a
homeomorphism. For any ǫ > 0, we need to find δ > 0 such that d(F (x), F (y)) < ǫ
for all x, y ∈ H1 satisfying d(x, y) < δ. This is achieved in Lemmas 4.1–4.4.
Recall our notation: q′ = ∂f(q) for q ∈ ∂H1 and x
′ = F (x) for x ∈ H1. For
simplicity, for α, β > 0, the notation β = β(α) means that the number β depends on
α and possibly L, A, λ, but nothing else.
Lemma 4.1. Given any ǫ > 0, there exists ǫ1 = ǫ1(ǫ) > 0 with the following property:
for any x, y ∈ H1, if dx′(q
′
x, q
′
y) < ǫ1 and HDdx′ (∂f(Ex), ∂f(Ey)) < ǫ1, then d(x
′, y′) <
ǫ.
Proof. Fix ǫ > 0.
Claim: there exists δ1 = δ1(ǫ) > 0 with the following property: for any x, y ∈ H1,
if dx′(q
′
x, q
′
y) < δ1 and HDdx′ (∂f(Ex), ∂f(Ey)) < δ1, then for any z ∈ Pp′q′y(∂f(Ey)),
there is some w ∈ Pp′q′x(∂f(Ex)) such that d(z, w) < ǫ/2.
Assuming the claim, we first finish the proof of the lemma. Set ǫ1 = δ1/(C
2
0e
B5+ǫ).
Let x, y ∈ H1 and assume dx′(q
′
x, q
′
y) < ǫ1, HDdx′ (∂f(Ex), ∂f(Ey)) < ǫ1. By Lemma
3.4, Pp′q′x(∂f(Ex)) has length at most B5. It follows from the claim that d(x
′, y′) <
ǫ/2 +B5. The inequality e
−d(z,ξη)/C0 ≤ dz(ξ, η) ≤ C0e
−d(z,ξη) now implies
dy′(q
′
x, q
′
y) < δ1 and HDdy′ (∂f(Ex), ∂f(Ey)) < δ1.
Now switching the role of x and y and applying the claim, we see that the Hausdorff
distance between Pp′q′x(∂f(Ex)) and Pp′q′y(∂f(Ey)) is < ǫ/2. Now let c1 : R → H2
and c2 : R→ H2 be parametrizations of q
′
xp
′ and q′yp
′ respectively such that c1(∞) =
c2(∞) = p
′ and c1(t) and c2(t) are on the same horosphere centered at p
′. There
are t1, t2 ∈ R with x
′ = c1(t1) and y
′ = c2(t2). We may assume t2 ≥ t1. Pick
w ∈ Pp′q′x(∂f(Ex)) such that d(y
′, w) < ǫ/2. By the definition of x′ we have w =
c1(t0) for some t0 ≤ t1. Since c1(t2) and c2(t2) = y
′ are on the same horosphere
centered at p′ and c1(t2) is the point on the horosphere that is closest to w, we have
d(w, c1(t2)) ≤ d(w, y
′) < ǫ/2. Consequently d(x′, w) < ǫ/2 and d(x′, y′) < ǫ.
We next prove the claim. Below we shall define ρi = ρi(ǫ) > 0 (i = 1, 2, 3, 4). Set
δ1 = min{ρ1, ρ2, ρ3, ρ4}. Assume dx′(q
′
x, q
′
y) < δ1 and HDdx′ (∂f(Ex), ∂f(Ey)) < δ1.
Let z ∈ Pp′q′y(∂f(Ey)). Let ξ
′ ∈ ∂f(Ey) such that its projection on p
′q′y is z. Pick
some η′ ∈ ∂f(Ex) with dx′(η
′, ξ′) < δ1. Let w and w
′ respectively be the projections
of η′ and ξ′ on p′q′x. We shall prove d(w,w
′) < ǫ/4 and d(w′, z) < ǫ/4.
We first show that there exists ρ1 = ρ1(ǫ) > 0 with the following property: for
any u, v ∈ H1, any ξ
′ ∈ ∂f(Ev), and any η
′ ∈ ∂f(Eu), if du′(ξ
′, η′) < ρ1, then
d(w,w′) < ǫ/4, where w and w′ are respectively the projections of η′ and ξ′ on p′q′u.
Let ǫ′1 = ǫ
′
1(ǫ/4) be given by Lemma 2.2. Since Pp′q′u(∂f(Eu)) has length at most
B5, Lemma 2.5 and the property of visual metrics imply that there is some ρ1 =
12 Xiangdong Xie
ρ1(ǫ
′
1) > 0 such that for any s ∈ Pp′q′u(∂f(Eu)) and ξ1, ξ2 ∈ ∂H2, if du′(ξ1, ξ2) < ρ1,
then ∠s(ξ1, ξ2) < ǫ
′
1/10. Let ξ
′ ∈ ∂f(Ev), η
′ ∈ ∂f(Eu), and assume du′(ξ
′, η′) < ρ1.
Let w and w′ respectively be the projections of η′ and ξ′ on p′q′u. Then ∠w(ξ
′, η′) <
ǫ′1/10. Hence ∠w(w
′, ξ′) > π/2 − ǫ′1/10. Since ∠w′(w, ξ
′) = π/2, Lemma 2.2 implies
d(w,w′) < ǫ/4.
It remains to prove d(w′, z) < ǫ/4.
Let ǫ′1 be as above and ǫ
′′
1 = ǫ
′′
1(ǫ/4, ǫ
′
1) be given by Lemma 2.3. Let c1, c2 and t1,
t2 be as above, and t0 ∈ R such that c1([t0, t1]) = Pp′q′x(∂f(Ex)). Then t1 − t0 ≤ B5.
Lemma 2.6 implies that there is some ρ2 = ρ2(ǫ
′′
1) > 0 such that if dx′(q
′
x, q
′
y) < ρ2,
then d(c1(t), c2(t)) < ǫ
′′
1 for all t ∈ [t0 − ǫ, t1 + ǫ].
Notice w′ = c1(t
′) for some t′ ∈ [t0 − ǫ/4, t1 + ǫ/4]. Also z = c2(t
′′) for some
t′′ ∈ R. We first assume t′′ ≥ t0 − ǫ. The choice of ρ2 and the convexity of distance
function imply d(z, c1(t
′′)) < ǫ′′1 and d(w
′, c2(t
′)) < ǫ′′1. Suppose d(z, w
′) ≥ ǫ/4. Then
Lemma 2.3 implies ∠w′(c1(t
′′), z) < ǫ′1/10. Hence ∠w′(z, ξ
′) ≥ π/2− ǫ′1/10. Similarly,
∠z(w
′, ξ′) ≥ π/2−ǫ′1/10. It follows that ∠w′(z, ξ
′)+∠z(w
′, ξ′) ≥ π−ǫ′1/5, contradicting
Lemma 2.2.
Now assume t′′ ≤ t0 − ǫ. Let ρ3 = B3/4, where B3 is the constant in Lemma 3.3.
Then
dx′(q
′
y, ξ
′) ≥ dx′(q
′
x, η
′)− dx′(q
′
x, q
′
y)− dx′(η
′, ξ′) ≥ B3/2.
Hence d(x′, ξ′q′y) ≤ D for some constant D = D(L,A). Noting d(w
′, x′) ≤ d(w′, w) +
d(w, x′) ≤ ǫ/4 + B5, we have d(w
′, ξ′q′y) ≤ D + B5 + ǫ/4. Since d(w
′, c2(t
′)) ≤ ǫ′′1
and c2(t
′) ∈ zp′, Lemma 2.4 implies that w′ is a D′-quasicenter of p′, ξ′, q′y, where
D′ = D + B5 + ǫ/4 + C1 + ǫ
′′
1. Meanwhile, z is also a C1-quasicenter of p
′, ξ′, q′y. It
follows that d(z, w′) ≤ D′′ for some D′′ = D′′(ǫ). Lemma 2.6 implies that there is
some ρ4 = ρ4(ǫ) > 0 such that if dx′(q
′
x, q
′
y) < ρ4, then d(c1(t), c2(t)) < ǫ
′′
1 for all
t ∈ [t0 −D
′′ − ǫ, t1 +D
′′ + ǫ]. Then the argument in the preceding paragraph shows
d(w′, z) < ǫ/4.
Lemma 4.2. Given any ǫ1 > 0, there is some ǫ2 = ǫ2(ǫ1) > 0 with the following prop-
erty: for any x, y ∈ H1, if dx(qx, qy) < ǫ2 and HDdx(Ex, Ey) < ǫ2, then dx′(q
′
x, q
′
y) < ǫ1
and HDdx′ (∂f(Ex), ∂f(Ey)) < ǫ1.
Proof. For ǫ1 > 0, let ǫ2 be determined by η(ǫ2/B1)B4 = ǫ1/2. Then ǫ2 = ǫ2(ǫ1).
Now suppose dx(qx, qy) < ǫ2. By Lemma 3.1 ∂f : (∂H1, dx) → (∂H2, dx′) is an
η-quasisymmetry. For any ξ ∈ Ex, we have
dx′(q
′
y, q
′
x)
dx′(ξ′, q′x)
≤ η
(
dx(qy, qx)
dx(ξ, qx)
)
≤ η
(
ǫ2
B1
)
.
It follows that dx′(q
′
y, q
′
x) ≤ η(
ǫ2
B1
)dx′(ξ
′, q′x) ≤ B4η(
ǫ2
B1
) = ǫ1/2 < ǫ1. The second
inequality is proved similarly.
