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内容梗概
本論文は、多元速度回線交換網の性能評価K関する一連の研究成果をまとめたものである。その
主眼とするととろは、多元トラヒック処理システムのトラヒック解析手法を開発し、多元速度回線交
換網の構成・運用のための理論的基盤を構築するととである。
本論文では、先ず、各種の交換回線群K関連する様々なトラヒック流の数学的なモデル化を行う
ととを目的として、一般的なマルコフ型待ち行列システムにおける溢れトラヒックや運ばれるトラヒッ
クなどの各種トラヒックに対する統一的なモーメント解析手法を提案し、漸化的K関連付けられた線
形方程式群から構成されるそーメント計算公式を導出している。
次に、多元速度即時式回線群をはじめとする各種待ち行列システムへの本モーメント計算公式の
適用例を述べている。それぞれの待ち行列システム K対して、モの特徴を利用した効率的左数値計算
手法を提案し、各種トラヒックのそーメントの数値例を示して、本公式の有効性を論ずるとともに、
より一般的な待ち行列システムへの拡張法、ならびに適用可能な領域を明確にしている。
次K、多元速度迂回中継網を解析的K性能評価するととを目的として、一次回線群における溢れ
呼量の分散係数の近似計算法、および溢れ呼が加わる二次回線群での呼種別呼損率の近似計算法を
提案し、とれらを組み合わせる ζ とにより、近似的に呼種別総合呼損率を計算する手法を構成してい
る。それぞれの近似計算法については、厳密計算法による結果との比較を行い、近似精度を評価して
ν= る。
次いで、多元速度回線群における呼種別のサーピス品質を制御するためのトラヒック制御法とし
て、回線留保方式、分離高使群方式、分離最終群方式、仮想回線方式の 4 方式をとりあげ、それぞれ
の方式を適用した回線群ニモデルK対してモーメント計算公式を適用し、呼損率特性、溢れ呼量および
運ばれる呼量の分猷係数特性の定量的評価を行って、方式問の性能の差異を明らかにしている。
最後に、多元速度回線群Kおいてより高効率K呼種別のサーピス品質を制御する手法として、呼
種別同時接続呼数を観測し適応的K留保量を変化させる回線留保方式を考え、マルコフ決定過程論
K基づくトラヒック解析を行って、線形計画法による制御パラメータ値の効率的な最適化手法を提案
している。との線形計画問題の構造的性質K着目し、最適制御パラメータ値の一性質を証明するとと
もに、最適制御による回線能率の向上度を明らかにしている。さらに、モーメント計算公式を適用し
て、最適制御下での溢れ呼量の特性を示し、最適制御と同時接続回線数のみを観測する従来の回線留
保方式との性能比較を論じている。
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第 1 章 序
1.1 研究の背景と目的
壬A、
白岡
ディジタル技術、計算機技術の進展に伴い、情報通信網は、電話サーピス K加えて画像通信、ファ
クシミリ通信、データ通信念どの多様な通信サーピスを総合的に提供する ISDN (Integrated Services 
Digi tal N etwor k )へと発展している o 1970 年代から CCITT (国際電気通信諮問委員会)において
ISDN K関する国際標準化作業が開始され、 1984 年Kは 64kbit/s ディジタル・チャネルの回線交換
を基本として nx64kbit/s(η=1ム6 ，24 ，30 など)の複数種の情報転送速度を統一的なユーザ網インタ
フェースを通してユーザに提供する狭帯域 ISDN の基本的枠組みが勧告された。さらに、 1988 年の
CCITT 勧告では、具体的なインタフェース仕様、およびサーピスの基本的主規定がまとめられてい
る [9 ヲ 34]。わが国では、 1988 年K、東京、大阪、名古屋で INS ネット 64 の基本インタフェースに
よる ISDN サーピスが開始されている。国際 ISDN サーピスは、 1989 年より開始され、既K5 か国
以上を結ぶ網へと発展している。とれと並行して、 ccrTT では、 1985 年より ATM (Asynchronous 
Transfer Mode) 技術を基盤とする広帯域 ISDN K関する研究が本格的に進められている o CCITT 
勧告1. 121[10] では、 150Mbit/s および 600Mbit/s のユーザ網インタフェースが規定されており、音
声伝送から 140Mbit/s の動画像伝送までの広範な通信サービス K対する情報転送およびサーピス総
合化の基本的メカニズムが固まりつつある。
とのような新しい複合サーピス網では、 No.7 信号方式K代表される共通線信号方式ならびに計算
機制御技術の導入によって高度かつ多彩な通信網制御が可能となり、網内K混在する多様な通信トラ
ヒックの性質に適合したトラヒック制御が実現されるとととなるo 例えば、帯域幅の異なるトラヒッ
ク種別ごと K制御法が異なる迂回ルーティング制御や、トラヒック種別ごとのサーピス品質を制御す
る回線留保方式をはじめとする各種のトラヒック制御法の適用が考えられている。
現在の国際通信網Kおいても、電話網や狭帯域 ISDN では、 1 国K複数の国際交換機を設置する
複数関門局構成とし、発着信国の複数関門局をメッシュ状K結ぶ交換網Kおいて迂回ルーティング制
御を実現し、網全体として高信頼なトラヒック疎通能力を確保しているo さらに、国院重信網では、
時差のためK、異なるタイムゾーンK属する発着局間Kおいてトラヒック最繁時間帯が一致せず、 24
時間トラヒックプロファイルが異なっている [67]0 とのため、閑散時間帯と在っている第三国の遊休
網資源、を利用して繁忙時間帯となっている発着局問のトラヒックを疎通するよう、動的に第三国迂回
ルートを変更する動的ルーティング [5 ， 80, 68] を導入すれば、網コストの低減、あるいは、サーピ
ス品質の向上が期待できる o 24 時間国際トラヒックプロファイルは、電話、 FAX、データなど通信
サーピス種別K よっても大きく異なる [29] ため、通信サーピス種別の相違まで考慮した迂回ルーティ
ング制御を用いれば、より一層のサーピス品質向上が期待できる。とのよう K、 トラヒック条件や網
1 
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状態K適合したきめ細かなトラヒック制御を実施するととにより、網の収益性が増大するものと考え
られる。共通線信号網Kおける網制御情報転送技術の進展により、国際通信網においても、網状態に
応じて即座に迂回ルート選択を変更してゆく適応ルーティングの導入が可能となりつつある。現在、
とのような柔軟な迂回ルーティング制御K基づく WIN (Worldwide Intelligent Network) [7] の構築
K向けて、 KDD、 AT&T をはじめとする国際通信キャリアが研究を進めている。
なお、 ATM 技術を基盤とする広帯域 ISDN では、新たにセル遅延・慣失が重要なサー ピス品質
項目となるが、呼接続制御のレペルにおいては、バーチャル・サーキット [73] を単位とする仮想的回
線交換機能K より呼単位の迂回ルーティングが実現されてトラヒックが疎通されるとととなるため、
呼接続品質の観点からは、原理的K狭帯域 ISDN Kおける回線交換網と同様である [33]0
ととろで、回線交換を基本とする複合サーピス網は多元速度回線交換網として特徴付けられるが、
との種の交換網の性能評価、ならびに設計に対して、従来の電話網のような単元速度回線交換網を対
象とした手法が適用できないととは明らかである o 複合サーピス網K対しては、 トラヒック種別どと
のサーピス品質の差異を考慮した網性能評価手法在らびに網設計手法が必要であり、その手法の研究
はとの種のシステムの実用化を背景として緊急の課題である o
トラヒック理論の立場から、多元速度回線交換網の性能評価K関する主左基礎的検討課題は以下
の通りである。
(1) 多元速度回線交換網の性能評価においては、呼種別の総合サーピス品質を評価するととが主た
る目的である。しかしながら、一般K、迂回中継網は大規模なシステムとなるため、そのまま
網全体を 1 つのシステムとして扱うととが困難となる。そのため、網を各回線群K分割し、回
線群問のトラヒック交流関係K従って回線群どとのトラヒック特性評価を行った後、それらを
組合わせて網全体としてのトラヒック特性を近似的に評価する手法がとられる。との場合、主
として、後段の迂回ルート K加わる一次回線群からの迂回呼(一次回線群からの溢れ呼)の特
性、ならびK直通呼と迂回呼が混在する二次回線群Kおける呼種別のサーピス品質特性が明確
化すべき基本項目であるo また、中継交換機K与える影響などを評価するためKは、各回線群
での運ばれる呼の特性Kついても明確にする必要がある。より一般的には、複数種の呼ぴが同
時に加わる回線群での溢れ呼をはじめとする各種トラヒック過程を定量的K評価するととが必
要となるo さらに、とれらの結果を応用して呼種別の総合サーピス品質を定量的K評価するた
めの手法を明らかKする必要がある。
(2) 多元速度回線群では、速度の異なる呼種間での接続品質の不均衡や端数出線効果に基づく回線
使用率低下などの問題が生ずるため、回線留保などのサーピス品質制御手法を適当な回線群K
適用して、とれらの問題点を解決する必要がある。とのため、方式選択を行うための各種制御
方式問の特性比較や、最適制御パラメータの決定法とその性質在どを明確K しておく必要があ
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る。
本論文は、複雑なトラヒック処理システムK関わる各種トラヒックの特性を解明するための汎用
的在理論解析手法を確立するととも K、多元トラヒ ッ ク処理システム K対する高能率運用ならびにサー
ビス品質確保のための効呆的なトラヒック制御方式を解明 し、とれらを基盤として、上記の多元速度
回線交換網K関する基本課題K対し実用的な解答を与えるととを目的としているo
以下、本論文の主題K関連する代表的左研究、ならびに本研究の内容を概説し、本論文の位置付
けと意義を明確にする 。
1.2 本論文の主題に関連する代表的な研究
[A] 待ち行列システムに関する各種トラヒックの解析
回線交換網における即時式同線群やパケット交換網における待時式回線群のトラヒック解析では、
とれら回線群が待ち行列シス テムとしてモデル化され、関連するトフヒックの諸特性を解明するため
の各種理論式が考察されてきている [:3 . 4 、 23]0
溢れトラヒ ッ ク K関する純理論的な研究K、 Çinlar-Disney[12] の研究がある o ﾇinlar-Disney は、
再生的到着過程K従うトラヒ ッ クが待ち望有限の単一指数サーパK加わる GI/M/l/N 待ち行列シス
テムでの溢れトラヒック過程について、溢れ時点間隔が待ち行列システムを記述するセミマルコフ過
程における再帰時聞に等しいととを利用して解析し、溢れ時点間隔が再生的であるととを示すとと
も K、入力トラヒックの到着間隔時間分布のラプラス・スチルチェス変換式を用いて表現した溢れ時
点間隔分布のラプラ ス ・スチルチェス変換式を噂出しているo との結果は、待時系の多段迂回モデル
の重要在基礎理論を与えるものである。 Disney らのマルコフ再生過程論を基礎とした純理論的アプ
ローチによる一連の研究は、 Disney- Kiessl討による成書 [lS] にまとめられている o 解析の原理は、
対象とするトラヒック過程の生起時点間隔分布を、待ち行列システムを記述するマルコフ再生過程の
セミマルコプ核 [13] K より表現するととであり、待ち行列システムごと Kセミマルコフ核を如何K構
成し処理するかが中心的な問題となるo 一方、町原 [58] は、マルコフ再生過程に従って到着するトラ
ヒックが無限サーバ群K加わり超指数時間分布K従ってサーピスを受ける MR/Hm/∞待ち行列シス
テムを解析し、定常分布の二項モー メント、およびサーピス中であるサーパ総数の 1 次、 2 次モーメ
ントのセミマルコフ核による表現式を導出している。
Disney-Kiessler[18] と町原 [58] の両成果を組み合わせるとと K よって、一般的在待ち行列システ
ム K関連する各種トラヒックについて、 Wilkinson[83] の定義K従ったモーメントを求める計算アル
ゴリズムを構成するととが可能であるo との計算アルゴリズムでは、待ち行列システム K関するセミ
マルコフ核のラプラス・スチルチェス変換式を含む行列を生成し、さら Kその逆行列演算を行うとと
が必要K なる D セミマルコプ核は、待ち行列システムにおける状態遷移の時間分布を直接的K表現す
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るものであり、通常、密行列となる。とのため、セミマルコブ核のラプラス・スチルチェス変換、お
よびそれを含む行列の逆行列を求めるととは、比較的単純なマルコア型待ち行列システムにおいても
相当の計算量が必要になるものと考えられる。ただし、到着間隔分布やサーピス時間分布が位相分布
でなく再生的な一般分布であるよう在待ち行列システムの溢れトラヒック等K対する一般的解析法在
しては、マルコア再生過程論K基づくアプローチ以外K現在有力な手法がない。
迂回ルーテイングを行う交換網の性能評価を目的とした溢れ呼理論K関しては、 Wilkinson[83]
が先駆的な研究を行っている o Wilkinson 仕、呼びが仮想的な無限回線群に加わると仮定したとき
の同時接続呼数の平均 α と分散りの比 υ/α(分散係数)をピークドネス係数 (Peakedness factor) と
名づり、溢れ呼の非ランダムな特性を表す指標として詳細に検討している。さらに、溢れ呼K関する
実用的な解析法として、非ランダムな溢れ呼の生起呼量を仮想的無限回線群の状態K依存した近似式
で表現するととを提案するととも K、溢れ呼が加わる回線群K対する呼損率近似計算法として、等価
ランダム法 (Equivalent Random Method) を提案しているo 等価ランダム法は、理論的根拠が明快
であり、取扱い易く近似精度も良好であるととから広く使われてきた。 Kuczura[ 48] は、溢れ呼が加
わる回線群の呼損率近似計算法として、非ランダム在溢れ呼の生起過程を断続ポアソン過程 (Inter­
rupted Poisson Process : IPP) で近似する手法を提案し、 2 次および 3 次のモーメント整合法につ
いて、シミュレーション結果との比較評価を行い、近似精度が良好であるととを示している。また、
Fredericks[21 ]も同様の問題に対し、 Hayward の近似法を拡張した等価稿鞍モデル法を提案してい
る。
複数の迂回呼が同時に加わる回線群Kおける呼種別の溢れ呼量のそーメントを計算するためには、
等価ランダム法等で求めた総溢れ呼量のモーメントを呼種別K分解するととが必要である。との問題
については、 Katz[36] の研究をはじめ、 Kuczura-B ajaj [49] 、 M泊五eld-Down [60]、 Reneby[70]、
Lindberger[54] 等の研究があり、呼種別入力呼量の 1 次、 2 次モーメントを用いて近似的に分解する
各種手法が提案されている。
Delbrouck[15] は、 Wilkinson[83] の提案を拡張して、非ランダムな入力呼を呼種ごとに状態依存
型のポアソン到着過程で近似し、積形式となる回線群の定常分布から直接的に呼種別呼損率を計算す
る BPP 法を提案している。 Songhurst [74] は、複数の溢れ呼を l 本とそれ以外の 2 組K分け、それ
ぞれを個別の IPP で近似し、 M ，IPP 1 ，IPP2 /M/S/S 待ち行列システムを解析するととにより、呼種
別呼損率を計算する手法を提案している o 松本 ー 渡辺 [61 ， 62] は、待時系の迂回中継網への応用を主
眼として、 M，IPP 1 ，IPP2 /M/S/K 待ち行列システムを解析し、呼種別溢れ呼量のモーメントを計算
する手法を提案するとともに、多段迂回モデルへの応用法を示しているo とれらの手法はいずれも、
近似システム K関するマルコア過程の解析が基本となっており、その原理は、マルコフ過程でモデル
化できる限り、多元トラヒック処理システムや各種トヲヒック制御を適用した回線群モデルK対しで
も、呼種別呼損率評価Kついては容易K拡張するととができるo ただし、呼種別溢れ呼量の 2 次ιL上
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のそーメントの計算については、回線留保を行う回線群モデル [28 ， 41 , 53] 等への理論的拡張は困難
である。
最近に在り、音声パケット在どの非ランダムな到着過程をマルコア変調ポアソン過程 (Markov-
Modulated Poisson Process : MMPP) tLより近似する手法が、 Heffes-Lucantoni[31] tLより提案さ
れ、 Meier-Hellstern[63] は、複数の IPP 呼入力のある待時式回線群を MMPP/M/1/K 待ち行列シ
ステムでモデル化し、状態空間が大規模なシステムに対しでも適用可能な定常分布の高速計算手法を
提案している。さらに、呼種別溢れ呼量の 2 次、 3 次モーメントの計算式も示しているが、とれは、
本論文で述べる結果の特殊な場合K相当するものにすぎない。
Labetoulle[50] は、音声呼とデータ呼が混在する電話迂回中継網の性能評価を目的として、平均
サーピス時間が異なる複数種の迂回呼が加わる回線群モデルにおける呼種別呼損率の計算のためK
IPP 近似法の拡張を提案し、シミュレーション結果との比較により、近似精度が良好であるととを示
している。
Heffes-Holtzman[30] は、 GI/M/S/S 待ち行列システムにおける運ばれる呼の到着過程をセミマ
ルコプ過程として定式化し、運ばれる呼量の分散係数を解析して、運ぼれる呼は、編鞍により、入力
呼よりもピーク性が抑えられ平滑化されるととを明らかにしている。運ばれる呼量のモーメントは、
回線群の受信側交換機のトラヒック特性K与える影響や直列接続された回線群のトラヒック特性を評
価するために必要であるが、 Heffes-Hol tzman の研究以降、より一般的左待ち行列システムへの発展
は見られない。
大規模な通信網では、網全体の定常分布が積形式解 [8 ， 45， 42 ， 51] となるような特殊な場合以外、
網全体を 1 つのシステムとして級うととが困難である D 迂回中継網における端局問呼損率あるいは
遅延時間の評価では、トラヒック入出力関係K従って、網構成要素である回線群聞をトラヒックの低
次モーメントを用いて関係づけ、回線群どと K分割してトラヒック特性を解析する手法が広く用いら
れている。 Kuehn[47] t. Whltt[82] は、一般的な待ち行列網の近似解析法として同様左手法を適用
しており、構成要素である各待ち行列システムを、到着トラヒック過程およびサーピス時間分布の 1
次、 2 次モーメントにより特徴づけ、待ち行列システムからの出力過程等K対する近似解析法を提案
している。との分解原理は例月性の点で優れているが、近似精度の改善が必要とされている。
なお、計算量の増大を避けるため、複雑な迂回ルーティングを行う大規模電話網の設計K対して
は、 1 次モーメントのみによる呼損率評価法もあるが [43 ， 44]、結果は一般的K危険側と在る。
[B] 多元速度トラヒック処理システムのトラヒック解析
情報転送速度の異なる複数種の呼びを同時に扱う回線群での回線割当方式として、回線が全ての
呼種に対して自由K割り当てられる方式(非固定方式)と、回線群がグループ化され要求速度K従って
固定的K回線が害j り当てられる方式(固定方式)とがある [20 ， 37, 69]0 
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非固定方式の回線群Kおける呼損率特性については、従来より多くの研究があり [27 ， 20]、回線群
の定常状態確率は積形式解で与えられるととが知られている。 Gimpelson[27] は、高速呼K対する待
ち合わせ方式や群交換方式を導入した回線群モデルにおいても、呼種別呼損率がトラヒック混合比率
K対して波状特性をもっととを最初に示している。
Kaufman[38] は、定常分布の積形式解がサーピス時間分布K無関係に成立するととを示し、さら
に、接続中の回線数の定常分布を与える漸化式を導出している。
Delbrouck[16] は、迂回呼等の非ランダムな多元速度トラヒックが加わる非固定方式の回線群で
の呼種別呼損率評価のために、 BPP 法を適用している。 BPP 法における状態;依存型のポアソン到
着が仮定されるモデルKおいても、接続中の回線数の定常分布を与える一次元漸化式が成立するとと
を示しており、容易な数値計算が可能となっている o しかし在がら、回線留保等のトラヒック制御が
課せられた回線群モデルK対しては、そのまま適用でき在い。
Ramaswami-Rao[ 69] は、非固定方式とコールパッキング処理を行う固定方式について、回線群
の挙動を表現するマルコフ過程の無限小生成作用素を詳細K記述している。との結果を用いて呼種
別呼損率の計算を行い、非固定方式が固定方式よりトラヒック的に効率が高いととを明らかにしてい
る。
多元速度回線群における溢れ呼量や運ばれる呼量等のそーメント解析については、本論文の研究
以前Kは研究例が見あたらない。本研究とほぼ同時期K、川島他 [40]、三宅他 [64] が、本研究とは異
なる手法Kより、溢れ呼量のモーメント計算式を導出しているが、 トラヒック制御等のない単純な非
固定方式の多元速度回線群モデルに特化された解析手法および結果であるため、適用範囲が極めて限
られている。また、 [64] では、同様な回線群モデルでの溢れ呼量の分散係数K対し、高橋ー秋丸 [76]
が提案している拡散近似法を適用した近似計算法を検討しているが、適用領域が十分明確にされてい
ない。特に、拡散近似法の性質から、高負荷以外の領域て・の近似精度が不十分であると考えられる。
非ランダム呼が加わる回線群での呼種別呼損率評価に関しては、前述の Delbrouck[16] の BPP 法
による近似計算法がある。 Dziong-Roberts[19] は、 Delbrouck の単一回線群モデルK対する漸化式
を拡張し、網モデルに対して BPP 法を適用した場合の同様在定常分布の漸化式を導出している。た
だし、回線留保制御等が適用される場合Kは、積形式解が成立しないため一次元漸化式が成立せず、
元の多次元マルコフ過程の定常分布を数値的K求める必要がある。
Le Gall[52] は、時間輯鞍率K対する呼輔鞍率を輯鞍係数 (Congestion factor) と名づけ、呼種ど
との等価容量から稿鞍係数を求めて呼種別呼損率を近似的K計算する等価容量法と呼ばれる独自の手
法を考案しているが、近似精度が明確にされてい在い。
Lindberger[55] は、回線留保制御が適用された 2 種の入力がある二次回線群モデルK対して独自
の近似計算法を提案し、その近似計算結果から、回線留保制御を用いてサーピス総合化するととによ
り、回線効率が大幅K向上するととを示している。しかし、実用的には、 3 種入力以上の場合への拡
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張が必要であるo
多元速度回線群では、回線留保等のトラヒック制御Kより、速度問のサーピス品質の相違を適切
に制御する必要がある [85 ， 75]。適応的回線留保K よる最適制御については、山口，秋山 [85] が非線
形計画問題として定式化し、数値例による検討を行っている。最近になり、本論文における研究と同
時期に、三宅 [65] 、 Ross-Ts組g[72] K より、マルコフ決定過程論K基づく研究が行われている。 [65]
では、政策反復法による独自の定式化が在されているが、回線設計上不可欠な呼種別呼損率条件が考
慮されていない。 [72] では、本研究と同様、線形計画法による定式化が在されているが最適制御の性
質、近似最適制御との比較、溢れ呼量の分散係数特性など重要項目に対するきめ細かな検討が欠如し
ている。
また、単元速度回線群モデルK対する Songhurst[74] の研究と同様、多元速度回線群モデルにつ
いても、回線留保以外のトラヒック制御K関する性能比較を行っておく必要があるが、との点Kつい
ては、研究例が見あたらない。
在お、 ISDN の設計、容量割当てなどに関する一般的なアプローチを示す検討例として、 Roberts­
Hoang[71]、 Ash[6] 、 Kashper[35] などがある。
1.3 研究の内容
本研究では、 トラヒック処理システム K関わる各種トラヒック過程の解析手法、在らびK、迂回
ルーティングを行う多元速度回線交換網の呼種別呼損率特性を算出する解析的手法を提案し、さらに、
回線留保方式をはじめとする、呼種別呼損率を制御するためのトラヒック制御法の性能を解明してい
る。
マルコフ型待ち行列システム Kおけるトラヒックのそーメント解析(第 2 章)では、通信回線群
など多機在トラヒック処理システムK関連する各種トラヒック流の数学的なモデル化を行うととを目
的として、一般的なマルコフ型待ち行列システムを対象K、溢れ客のトラヒックや待ち室K受け入れ
られる客のトラヒックなどのシステムに関連する各種トラヒックのモーメント解析法を提案しているo
一般的な待ち行列システムK関連するトラヒック過程を解析する統一的手法として、マルコフ再生過
程論を用いない直接的な手法を提案するのは、本研究が最初である。まず、トヲヒック過程を数学的
K記述するため、トラヒック過程とマルコア型待ち行列システムを関係付けるトラヒックセットおよ
び生起率行列を定義する。着目するトラヒックが加わるものと仮定した仮想的な無限サーパ群を考え、
との仮想、無限サーバ群におけるサーピス中の客の数のモーメントを、着目しているトラヒックのモー
メントと定義して、とのそーメントと待ち行列システムの無限小生成作用素、定常分布、およびトラ
ヒック生起率行列の問の関係、を解析し、個別トラヒックのァ次モーメント、および複数トラヒック問
の 2 次、 3 次交差モーメント K関する漸化的計算公式を噂出している o とのモーメント計算公式K基
7 
づく解析法は、従来困難であった各種トラヒック処理システム K関するトラヒックのモーメントの定
量的評価を可能にするものであるo
モーメント計算公式K よるトラヒック特性評価(第 3 章)では、導出したモーメント計算公式を
各種のマルコフ型待ち行列モデルK適用した例を述べ、適用法を明確にするとともに、モデルどと K
高速数値計算手法を提案しているo 集団到着型でフィードパックのある M[X]/M/l/C 待ち行列シス
テムについては、フィードバックトラヒックを含めた到着トラヒック、溢れトラヒック、退去トラヒツ
クの分散係数の解析例をあげ、回線留保制御が適用された単元速度回線群については、呼種別溢れ呼
量の分散係数の解析例を示し、解くべき線形方程式の係数行列がパンド行列であるととを利用した漸
化的数値計算アルゴリズムを提案している。多元速度回線群については、 2 種のポアソン呼が加わる
場合を考え、呼種別溢れ呼量の分散係数の解析を示している。また、超指数サーピス時間分布に従う
即時式回線群からの溢れ呼量の分散係数の解析例を示し、交差モーメントを用いた超指数サーピス時
間分布K対するトラヒック分解・合成法を提案している。本適用例では、さらに、溢れ呼が加わる二
次回線群での呼種別呼損率近似法として、 IPP 近似法を提案し、 IPP/H2/∞待ち行列システムの解
析を行って、 3 モーメント整合による IPP パラメータ決定法を提案しているo 最後K、位相型待ち行
列モデルへの適用法Kついて考察し、本モーメント計算公式の適用領域を明確にしている。
多元速度迂回中継網におけるトラヒック特性の近似解析(第 4 章)では、迂回ルーティングを行
う多元速度回線交換網の呼種別総合呼損率を評価するためのトラヒック解析手法を提案しているo 網
モデルとしてクラスタ網を考え、まず、厳密解析法として、大規模線形方程式の反復的解法K よる数
値計算アルゴリズムを提案し、次に、大規模網への適用を目指した近似解析法として、回線群分解法
K基づく手法を多元速度回線交換網へ拡強しているD 一次回線群からの溢れ呼Kついては、モーメン
ト計算公式によるトラヒック解析法を適用し、 1 次、 2 次モーメントの厳密計算アルゴリズム、およ
び近似計算アルゴリズムをそれぞれ提案している。溢れ呼が加わる二次回線群てbの呼種別呼損率につ
いては、 IPP 近似法、および発見的近似分解法Kよる 2種の近似解析法を提案し、計算アルゴリズム
を示している。提案した厳密解析法、および近似解析法を用いて求めた数値例を示し、近似精度につ
いて考察を加えている。
多元速度回線交換網におけるサーピス品質制御手法の比較評価(第 5 章)では、回線留保方式、
分離高使群方式、分離最終群方式、および仮想回線方式の 4 方式をとりあげ、とれらのトラヒツク特
性を解析し、性能比較を行っているo 評価項目は、過負荷K対する呼種別呼損率特性、呼種別の溢れ
呼量の分散係数特性、および呼種別の運ばれる呼量の分散係数特性とし、とれらの分散係数について
は、モーメント計算公式を用いて解析している。多元速度回線群を対象としたサーピス品質制御手法
Kついて、溢れ呼、および運ばれる呼の特性も含めた性能比較は、本研究が最初であるD 特に、回線
留保方式を適用した場合、高負荷領域で非優先呼の運ばれる呼量のピーク性が増大するととを、数値
例K より明らかK している。
多元速度迂回中継網における最適回線留保制御(第 6 章)では、多元速度回線群において、呼種
別同時接続呼数を観測して適応的K留保量を変化させる回線留保方式のトラヒック解析を行い、制御
パラメータ値の最適化手法を提案している。従来、最適回線留保問題は非線形最適化問題として扱わ
れてきたが [85]、まず、との問題が変数変換により容易K線形計画問題K変換できるととを示してい
る o また、新たに、本問題をマルコフ決定過程論の立場からモデル化し直し、変数変換K よる手法よ
りも制約条件式が少なく、従ってより高速な最適化が行える線形計画問題K よって定式化している。
線形計画問題による定式化は、呼種別呼損率制約等の線形制約条件を付加した問題に容易に拡張でき
る利点をもっている。低速呼と高速呼K個別の呼損率上限値を設定したモデル回線群K提案手法を適
用し、数値例により、呼種別呼損率制約下での最適回線留保制御による回線使用率の改善度を明らか
にするとともに、同時接続回線数のみを観測する近似最適制御との比較剤師を行い、実用上は近似最
適制御で十分である場合があるととを示しているo
以上が本論文の内容概要であるが、回線交換網、パケット交換網を問わず、ルーティング制御や
トラヒック制御などに関するトラヒック的な検討では、回線群や有限パッファから溢れて次段の回線
群などに迂回するトラヒック、接続され運ばれるトラヒック、さらには、サーピスが終了し後続の回
線群などK流れていくトラヒックなど、様々なトラヒックの特性を把握するととが必要である。しか
しながら、複雑なシステム Kついてはシミュレ←ション実験K頼らざるを得ないのが現状であり、膨
大友計算量が必要Kなる。本研究で噂出したそーメント計算公式によるトラヒック解析手法は、とれ
まで解析的な評価が困難であった多元トラヒック処理システム等を含む広範なトラヒック処理システ
ム K対して適用できるものであれとれにより、シミュレーション実験K比べて格段に短い計算時間
で、厳密在特性値を評価するととを可能にした。モーメント計算公式の汎用性により、本解析手法は、
ISDN の設計のみ走らず、計算機システムや交換機システムの性能評価・設計 [46 ， 45, 26] K.も利用
できるものであり、本解析手法の果たす役割は大きく、本研究の意義は極めて大きいものと考えてい
る o また、本研究で提案する多元速度迂回中継網の性能評価手法は、新しい複合交換網の構成法K対
する 1 つの基礎理論を与えるものであり、その重要性仕今後さら K高まるものと考えている。
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第 2 章
2.1 緒言
マルコフ型待ち行列システムにおけるトラ
ヒックのモーメント解析
一般的なマノレコフ型待ち行列システム K関連する各種トラヒックのそーメント解析法を問題Kす
る。
迂回中継網の性能評価においては、一次回線群から溢れて二次回線群K加わる迂回トラヒックや
回線群で運ばれて中継交換機K加わるトラヒックな rの特性を把握するととが必要であるo 特に、網
を構成する回線群の特性を個別K調べ、その後、網全体としての性能評価を行う分解手法を用いる場
合Kは、分解要素である回線群を相互に結び付けるトラヒックの特徴付けが必要となるo 回線交換網
Kおける回線群は、通常マルコア型待ち行列システム止してモデル化される。とれK関連する各種ト
ラヒック過程を適切に表現する手法が必要となるが、従来の電話網K関する研究では、 2.3 節で定義
する呼量のそーメントの概念が広く用いられているo
溢れ呼在どのモーメント解析に関する従来の研究では、比較的単純なモデルに限られていたが、
本章では、とれまでの理論が適用できない複雑なトラヒック制御が諜せられた回線群K対しても適用
可能にするよう、マルコフ過程で記述できる広範な待ち行列システムを対象とする。
まず、 2.2 節において、解析の対象である、有限状態空間を持つマルコフ型待ち行列モデノレを噂
入する。とのモデルを記述するマルコフ過程、その無限小生成作用素、ならびK平衡分布を定義する。
本モデルにおける有限待ち室からの溢れトラヒックやサーピスを完了して退去してゆく客のトラヒッ
クなど、本システム K関連する各種トラヒック過程K注目する o とれらのトラヒック過程は、マーク
付き点過程と考えられ、その点過程K関する状態遷移と発生率を現わすトラヒックセット在らびに生
起率行列を定義する。 2.3 節では、本待ち行列システム K関連するトラヒツクが仮想的な無限サーバ
待ち行列システムK加わると仮定した新たな待ち行列モデノレを導入する。との無限サーバ群において
サーピス中であるサーパの数のそーメントを、注目しているトラヒツクのモーメントとして定義する。
また、複数のトラヒック過程を同時に扱う際K必要となるトラヒック問の相互相関を表す量として交
差モーメントを定義するo さら K、トラヒックのピーク特性を表す指標として、分散係数を定義する。
とれらのそーメントを数学的K表現するためK必要な記号を定義し、後の解析ための数学的準備を行
なう。 2.4節では、モーメント解析を行い、以下の結果を証明する。
(1 )定理 2.1 として、モーメントベクトル聞の漸化式を示す。
(2) 系 2.1 として、 T 次モーメントの計算式を示す。
(3) 定理 2.2 として、 2 種のトラヒツク問の 2 次交差モーメントペクトルに関する漸化式を示す。
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(4) 系 2.2 として、 2 種のトラヒック問の 2 次交差モーメント計算式を示す。
(5) 定理 2.3 として、 3 種のトラヒック問の 3 次交差モーメントベクトルに関する漸化式を示す。
(6) 系 2.3 として、 3 種のトラヒック問の 3 次交差モーメントの計算式を示す。
さらに、上記の解析結果の適用範囲、利点、応用法在どをまとめる。
2.2 マルコフ型待ち行列モデル
統計的な振る舞いが連続時間マルコプ過程 Xt ， t f. R+ で表されるマルコフ型待ち行列システム S
を考える。ととで、ベクトル Xt は、マルコフ型待ち行列システム S の時間 tKおける状態を示す確
率変数とし、その状態空間を可算なベクトル状態空間 E = {s} で表す。システム S は、集団到着過
程が加わる待ち行列システムや集団サービス規律K従う待ち行列システムを含むものとする。また、
待ち室が有限な待ち行列システムも含まれるものとし、そのような待ち行列システムに到着した客
は、待ち室K空きがなければ、プロックされ待ち室から溢れるものとする。さら K、単一の待ち行列
システムばかりでなく、複数の待ち行列システムが相互に接続されたマルコプ型待ち行列網も、シス
テム S として含める。
マルコア過程 Xt の無限小生成作用素と定常状態分布を、それぞれ IEI 次正方行列 Q、 IEI 次行
ベクトル π で表す。ととで、 IEI は、状態空間 E の状態数を示すものとする。ベクトル π は、平衡
方程式
πQ = 0 、 (2.1) 
および正規化条件
πe = 1 ヲ (2.2) 
を満たす口ととで、 e は、全ての要素が 1 である列ベクトノレを表すものとする。
ととでの解析の対象は、待ち行列システム S に関連する溢れ過程や出力過程などの各種のトラヒッ
ク過程である。システム SK関連するトラピック過程が、1(("2 1) 個あるものとし、第 k 番目のトラ
ヒック過程を考える。トラヒック過程は、点生起時の客数をマークとするマーク付き点過程である。
簡単のため、今着目している点過程の各点K割付けられた客は、システム S 内では、ある平均を持つ
指数サーピス時間分布K従ってサーピスを受けるものと仮定する。また、各点、での客数を g=1 ， 2，...， Gk
で表し、確率 p~l で g 人の客がいるものと仮定する。ととで、
G . 
乞p~l= 1 , (2.3) 
1 
である。
システム S では、第 k 番目のトラヒック過程の点生起と同時K、状態遷移が起とる場合があると
とに注意する必要がある。点生起と状態遷移の関係を表現するためK、文献 [18] の表記法に従い、ト
ラヒック過程のトラヒックセット O を定義する。す在わち、システム S が状態引にあり第 k 番目の
トラヒック過程の点生起により状態 S2 K遷移するならば、トラヒックセット (h は状態対 (S1 ， S2) を
要素として含む。点生起時点でシステムが状態 S1 から移動しない場合Kは、状態対 (S1グ1) がトラ
ヒックセット fh K含まれる。システム S の状態遷移と状態に依存した点生起率を表現するために、
(Sl ， S2) 要素の値が状態 S1 から状態 S2 への状態遷移を伴う点生起率と等しいような IEI x IEI 次の
点生起率行列を定義する。第 k 番目のトラヒック過程の点生起率行列を Ak で表し、その過程に含ま
れる点のうち客数が g である点からないラヒック過程の点生起率行列を AF で表す。ただし、
G!-
Ak = 乞 AYl ，
Feedback traffic 
(2.4) 
(2.5) 
Arri v〉、
traffy 
Expotential server Qf である。また、次のような行現jvr) を定義する。
G!-
叫~)= 2二 μ?]
(1-Q,) 
σb 
?
n
・1
.US
川
XF
い
??
例:フィードパックのある M[X]jMjljC 待ち行列システム
例として、図 2.1 K示すような、出力の一部が入力K加わるプィードパックのある待ち行列シス
テムを考える o 外部からの客の到着は、集団の到着が平均到着時間間隔 1/入のポアソン分布K従う集
団到着過程であるものと仮定するo 最大集団サイズは G= 2 とし、到着集団サイズが 9= 1 、 9= 2 
である確率をそれぞれが1] 、 p[2] で表すo ただし、 p[l] + p[2] 二 1 である。ととで、入1 -入p[l] 、
入2 =入p[2] とおく o サーバは 1 っとし、同時Kl 人の客を処理する o サーピス規律は、 FCFS(First­
Come-First - Served) であるものとする。客のサーピス時聞は、平均サーピス時間が 1/μ である負の
指数分布K従うものとする o 待ち室は有限とし、そのサイズを C とする。また、客がサーピス終了直
後入力側にフィードバックされる確率を qf で表し、 μf = qfμ、 μe = (1 -qf)μ なる記号を定義
する。待ち室が有限であるため、到着客の一部はプロックされ損失と在る o 到着集団の受付方式とし
て、ととでは、 WBAS(Whole Batch Acceptance Strategy) 方式と PBAS(Partial Batch Accep-
tace Strategy) 方式を考える。 WBAS 方式では、サイズ 2 の集団が到着したときに待ち室K C-1 
人の客がいる場合、その到着集団内の客を全てプロックする。 PBAS 方式では、同様の場合、待ち
室内の空き分相当の客 1 人のみを受け入れ、到着集団内のその他の客はプロックする。
との待ち行列システム S の状態空間は、 E = {O ， 1 ， 2 ，...， C} である o WBAS 方式、 PBAS 方
4・E一一一一一骨惨
up to C customers 
Overflow 
traffic 
図 2.1 フィードバックのある集団到着型 M[X]川t//l/C 待ち行列システム
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式の到着集団受付方式を区別して
WBAS 方式，
PBAS 方式， (2.6) 
在るパラメータ入を定義し、とれを用いて本システム S のマノレコフ過程 Xt の無限小生成作用素 Q
を表すと、次のよう在 (C+1) x(C+1) 正方行列で記述するととができる D
一入 入1 入2
μe 一(入 +μe) 入1 入2
Q= 
。
。
μe 一(入 +μe) 入1 入2
μe 一(入 +μe) 入
μ e -μE 
(2.7) 
本モデルにおける溢れトラヒック過程のトラヒックセット OJ11 および oyl は、 WBAS 方式の場
合、。;1] こ {(C， C)}、および 012] = {(C -1,C - l) ， (C， C)} で与えられ、 PBAS 方式の場合、
011J = {(C - 1 ， C) ， (C， C)}、および 012] = {(C, C)} で与えられる。とれらの過程の点生起率行列
は、次のような (C+1)x(C+1) 次正方行列で与えられる。
。 。
WBAS 方式，
。 。
。 0 入 1
A?! こ! (2.8) 
。 。
0 入2
PBAS 方式，
。 0 入 1
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待ち室内に受け入れられる客のトラヒツク過程については、 トラヒックセットが oi1 ] = {( i , i + 
1) : i 二 0 ， 1 ，・. , C -1} および 021={(t， t+2):t=o， lv ・・， C -2} で与えられる。とれらの過程
の点生起率行列は、次の行列で与えられる。
AY! こ
。 入1 。
入1 WBAS 方式，
。 入1
。 。 。
L 
1 
。 入 1 。
入1 PBAS 方式，
。 入1+ 入2
。 。 。
o 0 入 1 0 
。
入2 I ; WBAS , PBAS 両方式.
0 
。
(2.10) 
(2.11) 
サーピス終了後待ち行列システム外へ退去する客のトラヒック過程のトラヒックセット oil]、および
フィードバックされる客のトラヒツク過程のトラヒックセツト oyi は、それぞれ Oll] = {(i , i -1) : 
1, =は ， C}、および 0~1] = {(i ,i): i = 1 ， 2 ，...， C} で与えられる o とれらの過程の点生起率行
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列は、それぞれ次の行列で与えられる。
。 。
A?]= 
μE 
(2.12) 
。 μE 。
。 。
A?]= μf (2.13) 
。 μj 
サーピス終了直後K~-パから退去する客のトラヒック過程のトラヒックセツト 0?] は、 011] =Oll]-t 
。?]で与えられる o との過程の点生起率行列は、
A~J = A~l] + A)lJ (2.14) 
で与えられる。
2.3 モーメントによるトラヒック過程の表現
前章で定義したマルコフ型待ち行列システム S におけるトラヒック過程は、 それに関連するマー
ク付き点過程で特徴付けられ、 トラヒック負荷としては、マーク付き点、過程と点生起時点K到着する
客のサーピス時間分布で特徴付けられる。マーク付き点過程は、点生起間隔時間分布とマーク値に相
当する到着客数により特徴付けられる o 点、生起間隔を支配するシステム S はマルコフ過程Kよって表
現されるため、 ととで着目している点過程は、セミマルコフ核 CSemi-Markov kernel) によって記述
されるマルコフ再生過程 CMarkov renewal process) [12 , 18] として定式化するととができる。 しカ〉
しながら、一般的なモデルにおいて、セミマルコフ核を解析的K求める ζ とは困難であるため、 トラ
ヒック過程をマルコア再生過程として扱うのは、限定されたモデル以外では、現実的でないと考えら
れるo よって、 ととでは、 トラヒックを容易に表現するための手法として、文献 [83] 等で用いられて
いるそーメント K よる表現法を採用するとととする。
待ち行列システム SKおける k 番目のトラヒツク過程K対し、客のサーピス時聞が平均値 1/μkf
の負の指数分布K従う仮想的なトラヒツクを定義し、図 2.2 tc示すよう在、 k 番目の仮想トラヒッ
クが加わる仮想無限サーパ群を考える。 k 番目のトラヒック K対応する仮想無限サーバ群を SF で表
すo 従来の定義 [83 ， 30, 48, 61] tc従い、仮想無限サーバ群Kおけるサーピス中のサーパの数のそー
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図 2.2 マルコフ理待ち行列システムと仮想無限サーパ
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s? 
cx) 
S? 
cx) 
S~ 
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メントを対応するトラヒックのそーメントと定義する。ととでの定義は、システム S におけるサーピ
ス中のサーバの数のモーメントでをいととに注意する。特に、前章のフィードパックのある待ち行列
システムにおいて待ち室に入り込むトラヒックのよう K、本来はシステム S においてサーピスされる
ものであるが、モーメントを求めるためK仮想的K無限サーバ群にも同時に加わるとする場合には、
システム S と仮想無限サーバ群との違いを明確にする必要がある。す在わち、サーピスされる客の
トラヒックについては、システム SK到着する客が入室許可されると同時に、仮想無限サーバ群での
サーピスが開始され、システム S 内でのサーピス完了とは独立K、指数サーピス時間分布K従って終
了する。システム S においてサーピスを終了した客は、フィードパック等によりさらにシステム内K
留まる場合もあるが、仮想無限サーパ群て・のサービスを終了した仮想客は、サービス終了と同時K消
滅するものと仮定する。確率変数 Ykt K.より、時間 tKおける仮想無限サーバ群 SF でのサーピス中
のサーバの数を表す。確率変数九t は、無限状態空間 Ef! = {O ヲ 1 ， 2 ，. ..}内の値をとる。
ととで注目しているトラヒツク過程を生成するマルコフ型待ち行列システム S は、システム SF
K加わる到着過程の供給源であるものと見なすととができる o そのため、システム S と SF とを合成
した待ち行列システム Sk は、 Ek = Ef!x E を状態空間とする一つのマルコフ型待ち行列システム
として扱うととができる。システム Sk のマルコフ過程を Xkt = (1'kt ,X t ), t E R+ で表すものとす
る。また、マルコプ過程 Xkt の無限小生成作用素を Qk で表し、定常分布を πk = {η(nb s)} で表
す。すなわち、
πk(nk， S) 二主主 Pr(Ykt = n k, X t 二 s) , (2.1.5) 
であり、ペクトル引は、平衡方程式7l"kQk=O と正規化条件 πke = 1 の解である。
仮想無限サーバ群 SI! Kおけるサービス中のサーパの数の原点まわりの T 次モーメント Lr) は、
次のよう K定義される。
Lf) 二 三;nLπk(nk ， S)
(nk.S ) ε Ek 
(2.16) 
以下では、システム SK関連するトラヒックを表現する方法として、式 (2.16) で定義されるモーメ
ントを用いるとととする。すべての次数のモーメントが得られれば、それによりトラヒツクは厳密K
記述される。ただし、高次のそーメントを計算するのは一般的K困難であると考えられ、そのため、
通信網K関するトラヒツク解析においては、支配的であり、かつ比較的容易K計算可能な低次のモー
メントを用いて、 トラヒツクを近似的K表現する手法が広く採用されている。特に、支配的な要素と
考えられる 2 次または 3 次までのモーメントが用いられる [48 ， 61]0 
4 が μk K等しい場合、 1 次モ←メント Lil) は、 k 番目のトラヒツクの平均呼量 αk K等しく、
呼量の分散 Vk は、
UK=Li2) ー ( Li1 })2 司 (2.17) 
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で与えられる。分散係数みは、
Z J,. = Vk k 二一一， (2.18) 
αk 
と定義される 。
システム SKおいて複数のトラヒック過程が関係しており、それらを同時K取り扱う場合K は、
それらのトラヒックの相互相関性を評価するととがしばしば要求される。そのような場合には、個々
のトラヒックごとに個別の仮想無限サーパ群を設けた待ち行列システムKおいて、 j 番、 k 番のトラ
ヒック K関する 2 次元マノレコフ過程 Xjkt = (巧t ， Y kt , X t ) , t ε R+、および、 i 番、 j 番、 k 番の 3
種のトラヒック K関する 3 次元マルコフ過程 Xijkt ニ(~山巧t， Ykt , X t ), t E R+ を考える o 相互相関
性の解析では、以下の交差モーメントの計算法を構築する必要がある。
Ljk = L mktkpr(乃 =ηj ， Ykt = nk ,X t = s) , 
(nJ ，nk ，S)ε EJI xEf( xE 
(2.19) 
LJk'2 = 三; 円以 lim Pr(乃 =ηj ，Ykt = 凡Xt 二 S) ぅ (2.20) ι__， J t.→αコ(nJ 川k ， S) εEf xEfxZ 
Lijk = 乞 πinjnk)im Pr(Y?=ηj ， Yj t = n j ,Ykt = nk , X t = s) , (2.21 ) L-J J -t→∞ (n. ， nJ ，nk ， S) εEf1 xEf xEt! xE 
とれらの交差モーメントは、相互に相関のある複数のトラヒックから合成されて得られるトラヒック
のモーメントを求める際K使われる。 j 番と k 番のトラヒックの相互相関係数は、以下の式で定義さ
れる。
(2.22) 
2.4 モーメント解析
以下の解析においては、 M を 2 以上の整数とし、注目する如何なるトラヒック Kついても M+1
次までのモーメントが存在し、有限の値をもつものと仮定する。
2.4.1 個別トラヒックのモーメント解析
まず、前節で定義したモーメント L? について解析する。マルコフ過程 Xkt とその無限小生成
作用素 Qk および定常分布 πk を考えるo とのマルコア過程の状態 (ηk ， S) モ Ek は辞書式順序K並
んでいるものとし、関連する行列およびベクトルの要素はとの順序K従って配置されるものとする。
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無限小生成作用素 Qk は、次のよう左プロ ッ ク分割構造をもっ行列 [66] で表される。
Q。 A¥11 A¥2] A(3] A[GK] 。 。k k k k 
p，~I Q1 A¥l] A121 Ark-1] A~Gk] 。k k k 
Qk = I 。 2μ~I Q2 A¥l] A¥Gk-2] A(Gk-1] A[GK] (2.23) k k k k 
。 。 3μ~I Q3 A(Gk-3] A(Gk-2] A(Gk-1] k k k 
と ζ て\
Qi = Q -Ak -iμ~I ， i = 0, 1, 2, . . . , (2.24) 
と定義する。
要素引(ηk， s) を状態 (ηk ， S) について辞書式順序に並べたベクトル πk を、 nk の値どとの部分ペ
クトルK分割するものとする。 IEI 個の要素をもっ川番目の部分ペクトルを πk(nk)= (πk(nk ， s) : 
s E E) で表すo 式 (2.23) のプロック分割構造に従えば、マルコフ過程 Xkt の平衡方程式 1rkQk = 0 
は、以下のように表現するととができるo
μ;πk(l) + πk(O)( Q -Ak) = 0 , for nk = 0 , (2.25) 
(nk + 1)μLπk(ηk + 1) -nkμ;πk(nk) + +πk(ηk)(Q -A1;) 
+ L 7rk(nk -g)A~] = 0 , forηk ど l ぅ (2.26) 
ζ 乙で、
万一 J nk : Gk -1 さ ηk ど 1 , 
Hk 一、l Gk : ηk さ Gk . (2.27) 
さらに、次の IEI 次行ベクトル lf) を定義する。
li
r
) = 去かk(nk) (2.28) 
との行ペクトルを T 次モーメントペクトルと呼ぶとととする。定義より、
Lf)=lr)e , (2.29) 
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l~O) = π ， 
が成立する。
モーメントベクトル lf) の漸化関係として、次の定理が成り立つ。
(2.30) 
定理 2.1 一連のそーメントベクトル l~h) ， h = 1 ， 2 ， ... ， r ， 1 三 T 三 M K.ついて、次式が成立する。
??μ '九?????
川工戸
??r・41・九?仏、k
バエ同
一一????μ' ?
+π 乞 rCwq:tiW ) . 
証明:式 (2.26) の川番目の式K、 g を整数として、
(川 + 1y = 乞(g+ 1Y-¥Ch(nk -g)九， 1 三 T 三 M ，
を乗じて、以下の式を得る。
{(nk + 1y+1μ同(川+ 1) ーペ+1叫1rk(川)} -{乞 rCh nt+ 1 }μ同(nk)
?????? ?π ????
? ?
???
+乞土(g 十 1)ト九rC川 - g)九州k 一川] = 0 , for 町三 1
との式を nk = 0， 1 ， 2，...について総和するとと Kより、次式を得る。
nl1EL。(川+ 1)川仇附 1) 一 {ETC川(Enl村山k))}
+{乞 rCh {L nZ7rk(nk)} + 川(O)}(Q -Ak) 
Gk +乞乞(g+ 1y一九C九玄 (nk -gt川(nk -g)A~l = 0 . 
g=l 九=1 nk=g 
ととで、 M+1 次モーメントが有限の値をとるととから、
π!弘ρk+ 1)(山)川町(ηk+ 1)= 0 , for 1 三 T 三 M ，
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(2.31) 
(2.32) 
(2.33) 
(2.34) 
(2.35) 
が成り立つとと、および、式 (2.28) を用いて式 (2.34) を整理すると、次式が得られる。
1111111
」
??r
,K 
μ '九?、a，J
r以
k
?、ト
J
? ?，九tE
ム
?? ?r,‘
L 
とL戸?
ηvv rJ1
・、
'九?
「1111111EL仙刊
k
バエ同
一一? ????μ' ?
什、
k
Gk 
+π乞{(g+ 1y 一 l}A~l (2.36) 
とのととから、 vr) の定義式を用いると、式 (2.31)が導出でき、上記の定理が寵明される。
定理 2.1 より、次の系が容易K導かれる。
系 2.1 r 次モーメント LP ， 1 ど T ど M は、次式で与えられる。
L1r) = 主 [21i九)同ZT一川ωい
証明:ベクトル e を式 (2.31)の両辺に右から乗じ、式 (2.29) および
(rμ~I -Q)e ニァμ; ，
を用いて整理すると、式 (2.37) が得られる。
1 次、 2 次モーメントに対する定理 2.1 および系 2.1 の漸化関係式は、
l~l) (μ~I -Q) ニ πり)?
l12) (2μ~I -Q) = l~1)(2叫1) +μ~I) + π??) ， 
L11) = 土π9(1)e'
μk 山 ー
LP) 二 441)叫，l) e + 土付(九 + ~LP) 
μk r. "' '2μk"-k~12 .LJ k 
と表される。
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(証明終)
(2.37) 
(2.38) 
(証明終)
(2.39) 
(2.40) 
(2.41) 
(2.42) 
2.4.2 2 次交差モーメントの解析
次に、交差モーメント Ljk を計算するための公式を導出する。まず、次の条件付きそーメントを
定義する。
lj(k)(い)=乞町民Pr(ち = nj , Ykt = n k, X t = 8). (2必)
との条件付きそーメント lj(k)(ηk， 8) を要素とし、 ζれらを辞書式I1原序に並べたものを要素とするペ
クトルを lj(k) で表す。ベクトル lj(k) の叫に対応する部分ペクトルをし(k)(ηk) で表す。さらに、 2
次の交差モーメントベクトル ljk を以下のように定義する。
ljk = 乞 nklj(k)(nk) ・ (2.44) 
式 (2.19) で定義されるモーメント Ljk について、
Ljk = ljke ) (2.45) 
なる関係が成り立つ。
次の定理により、ペクトルい ljI)、および ti1) の問の線形関係が陽K示される。
定理 2.2 ベクトノレ ljk は、次の式を満足する。
ljk{(μj+ 叫)I-Q}=tj1)り}+ l~I)~}I} (2.46) 
証明: システム S および SF からなるマルコフ型待ち行列システム Sk は、 j 番のトラヒックの発
生源と見なすととができる。そとで、 Sk および SF からなるマルコプ型待ち行列システムに定理 2.1
を適用すると、ベクトル lj(k) は、次式を満たすととがわかる。
;Jl} lj(k)(μ;I∞ - Qk) = πK93 (2.4 7) 
ー (1)ととで、 I∞は、無限次の単位正方行列を表し、行列 Qk は、式 (2.23) で与えられる。また、行列 93
は、
ej1)=I∞ 8 vj1)? (2.48) 
と定義する。ととで、 ③ はクロネッカー積を表す。部分ベクトル lj(k)(ηk) を用いると、式 (2 .47) は、
次のように表される。
ー μk lj(刈 (1) +む(k)(O)(μjI-Q+Ak) 二川(0)叫1) ， for nk ニ O. (2.49) 
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一(川+ 1)μμj(k) (π k + 1) + lj(k)(nk){(nkμ~+μj)I-Q+Åk} 
ーを lj(k)(nk 一川1_山k)叫1) ， for nk ~ 1 . (2.50) 
g=l 
nk 番目の式K(川+ 1) を乗じ、 nk= 0,1,2,... Kついて総和をとると、
- nlwnk+1)2Mj(k)(川 1)叫 ζnklj(k)(川)
+乞(川十 l)lj (k)(川)(μj1-Q + ﾅk) 
G" ∞ 
-2:: ε (nk + 川(仰 (2.51) 
g=1 nk=g nk=O 
在る関係式が得られる。仮定より、
nl民。(川+ 1 )2μ~lj (k)(ηk + 1) = 0 , (2.52) 
が成立するとと、ならびK、式 (2 .44)および
lk
1) = L lj(k)(nk) , (2.53) 
を用いて式 (2.51)を整理すると、式 (2.46) が得られる。
(証明終)
系 2.2 交差モーメント Ljk は、
Ljk こでよマ(l~l) q，P)+ lP) q， ~I))e ‘ dμj+ μ占 、 J 向J<; - J ,- , (2.54) 
で与えられる D
証明:式 (2 .46) Kベクトル e を乗じ、
Ljk = ljke , (2.55) 
Qe = 0 , (2.56) 
なる関係を用いて整理すると、式 (2.54) が導出される。
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(証明終)
Gj = Gk = 1 である場合Kは、叫1)=Aj ， vi1) 二 Åk であり、式 (2 必)および (2.54) は、
と表される。
ら{(μ; 十以)1-Q} 二 1;1)ﾅk + lk1) ﾅj 
1 f1(I) ,, (1) I ,(1) ,, (1) ,\ jk = 一一一一(l;" ﾅ);' + lr' ﾅj-")e μj+μL JAh3 ノ
2.4.3 3次交差モーメントの解析
(2.57) 
(2.58) 
前節までの定理および系K より、個別トラヒックについては M 次までのモーメントを、複数ト
ラヒック問の相関については 2 次の交差モーメントを定量的に評価するための解析手法を与えた。電
話網の性能評価・設計K対しては、通常、トラヒックの 2 次モーメントまでが考慮され、各種の解析
的手法が考案されてきた。多くの場合、計算量と近似精度のトレードオアを考えると、実用上は 2 次
モーメントまでで十分であると考えられる。
しかしをがら、待時系迂回網の近似解析法として 3次モーメントまでを用いた手法 [61} や、電話
網における溢れトラヒックの近似表現法として 1 次モーメント、 2 次モーメントと 3 次モーメントの
比、および 7 次モーメントと 8 次モーメントの比を用いる手法 [70] なども提案されており、各種の近
似解析手法Kおける近似精度向上のための方法として、 3 次以上のそーメントを用いるととが考えら
れる。
本節では、簡単のため、点生起時の客数が常tcl である、すなわち、 Gi = Gj = Gk = 1 であ
るような 3 種のトラヒック九 j、 kK注目し、とれらのトラヒック問の 3 次交差モーメント Ljk2 . 
Lijk を計算する公式を導出する。
[A] 2種のトラヒック聞の3次交差モーメント
Gk = 1 であるととから、システム S および SF からなるマルコア型待ち行列システム Sk の無限
小生成作用素 Qk は、
Q。 ﾅk 。
μ~1 Q1 ﾅk 
Qk = I '" 2~~1 Q2 ﾅk (2.59) 
3μ~I Q3 ﾅk 
。
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で与えられる。また、式 (2 .43) で定義したベクトル lj(k) を用い、モーメントペクトル ljk2 を次のよ
う K定義する。
ljk2 = 乞 n~lj(k)(川) (2.60) 
式 (2.20) で定義されるモーメント Ljk2 Kついて、
L j k2 = 1 jk2e , (2.61) 
なる関係が成り立つ。
次の定理により、ペクトル ljk2 、 ij1)、いおよび lf) の問の線形関係が陽K示される。
定理 2.3 モーメントベクトル ljk2 は、次の式を満足する。
ljk2{ (μj + 2JL~)1 ー Q}=lj1)AK+ljk(2AK+μLI)+li2)/13 (2.62) 
証明:定理 2.2 の証明で述べたように、ベクトノレ lj(k) は、次式を満たす。
lj(k)(μ;I∞ - Qk) = πkAj. (2.63) 
ととで、行列 Aj は、
Aj = 1∞③ Aj , (2.64) 
と定義する。部分ペクトル lj(k)(川)を用いると、式 (2.63) は、次のように表される。
ー μ~lj・ (k)(l)+ lj(k)(O)(μj1 -Q + Ak) = πk(O)Aj , for ηk = O. (2.65) 
一(ηk + 1)μ~lj(k)(ηk + 1) + lj(k)(nk){(ηkμ~+μj)1-Q+Ak} 
ーもい)(ηk -l)Ak = π k(ηk)Aj ， for ηk ~ 1 . (2.66) 
nk 番目の式K(nk+1? を乗じ、町二 0 ， 1 ， 2 ，... Kついて総和をとると、
-n民。(川十 1)3μ~lj(仰k + 1) +μ~ 2二 (2nk+1)叫ん(k)(nk)
+乞(川+ 1 )2lj(k)( nk)(μj1 -Q + Ak) 
-:L (nk+ 1 )2lj (仰 (2.67) 
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なる関係式が得られる。仮定より、
nl弘。(nk+1)2以j(k)(nk+ 1)= 0 , (2.68) 
が成立する ζ と、ならびに、式 (2.31) 、 (2 .46) などを用いて式 (2.67) を整理すると、式 (2.62) が得
られる。
(証明終)
系 2.3 交差モーメント Ljk2 は、
が二 ~(l~l) Ak + 2likAk + l~) Aj)e + μL Ljk μj+2μLK3J K ノ μj+2μL J (2.69) 
で与えられる。
証明:式 (2.62) Kベクトル e を乗じ、
Ljk2 = ljk2e , (2.70) 
Qe = 0 , (2.71) 
なる関係を用いて整理すると、式 (2.69) が導出される。
(証明終)
[B] 3種のトラヒック間の 3次交差モーメント
3種のトラヒック t、 j、 k 問の 3 次交差モーメント Lijk を解析するために、
lij (k)川二乞 p川町rル (2.72) 
なる条件付きモーメントを定義する。 ζ の条件付きそーメント lij(k)(nk ， s) を要素とし、とれらを辞
書式順序K並べたベクトルを lij(k) で表す。ベクトル lij(k) の nk K対応する部分ベクトルを lij(k)(ηk)
で表す。さらに、モーメントペクトル lijk を以下のように定義する。
lijk = 乞 ηklij(k)(川)・ (2.73) 
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式 (2.21)で定義されるモーメント Ljk について、
Lijk = lijke , (2.74) 
在る関係が成り立つ。
定理 2.4モーメントベクトル lijk は、次の式を満足する。
lijk{(μ~+μj+μ"-)1 -Q} = lijAk + ljkAi + IkiAj . (2.75) 
略証:システム S および SF から在るマノレコフ型待ち行列システム Sk は、 t 番目、 j 番目のトラヒツ
ク過程の発生源と見なすととができる o そとで、 Sk、 SF および SF からなるマルコフ型待ち行列
システム K定理 2.2 を適用すると、ベクトノレ lij (1.) は、
lij(k){(μ~+μj)1∞-Qd = li(k) λj 十九 (1.) λz (2.76) 
を満たすととが分かる。とれまでに示した解析と同様、まずベクトル lij(k) 、 li(k) 、 lj(k) を川の値
どとの JEJ 次部分ペクトル lij(k) ( nk) 、 li{k)(η1.) 、 1j(k)( ηk) に分割する。その後、各川の値忙対す
る式tc(川+ 1) を乗じ、 nk ニ O ， 1 ， 2 ， ...tcついて総和して式 (2 .46) などを用いて整理するととに
より、式 (2.75) を得る。
系 2.4 交差モーメント Lijk は、
Lijk=l , (lzjAK+I3KA+lktAJ)e , μ~+μj+μk 、
で与えられる。
証明:式 (2.75) にペクトル e を乗じ、
Lijk = lijke , 
Qe = 0 , 
なる関係を用いて整理すると、式 (2.77) が導出される。
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(証明終)
(2.77) 
(2.78) 
(2.79) 
(笹明終)
2.4.4 モーメン卜計算公式の特長
前節で導出したモーメント計算公式の最大の利点は、以下の 2 点である。
(1) モデル化および解析過程において、待ち行列システム S がマルコア過程で記述されるとと以外
何ら制限を設けておらず、導出したモーメント計算公式は、そのマルコア過程の無限小生成作
用素Q と定常分布 π が陽に現れる表現形式になっている o その結果、無限小生成作用素と定
常分布が定まるマルコプ型待ち行列システムであれば、本計算公式を適用する ζ とが可能であ
る。したがって、本計算公式の適用範囲は極めて広く、 トラヒック制御等が行われる複雑在待
ち行列システムに対しても適用可能である。
(2) マノレコフ型待ち行列システム S の無限小生成作用素 Q および定常分布 π が与えられ、ととで
導出した計算公式を用いてトラヒックのモーメントを数値計算する場合、計算量の点から観た
最大の問題点は、モーメントペクトル lr) 、 ljk を未知数とする線形方程式 (2.31) および (2 .46)
を解くととである。システム S のとりうる状態数が小さく線形方程式の次数が数十程度と小さ
い場合には、係数行列が密であっても通常高速な数値解法が可能であるが、次数が数千のオー
ダー以上となる密行列の場合には、現在の汎用計算機では膨大な計算時間を必要とし、実用的
な時間内で計算するととが困難と在る。しかしながら、通常のトラヒック問題Kおけるマルコ
フ型待ち行列システムの無限小生成作用素は、プロック 3 重対角構造等の特殊な構造を持つ疎
念行列であるととが多い [25 ， 39]。線形方程式 (2.31) および (2.46) tc現れる係数行列は、無限
小生成作用素の構造をそのまま陽K引き継いでいるため、とれらの線形方程式の解法Kおいて、
無限小生成作用素の疎行列構造を直接利用した高速在数値計算技法 [79 ， 78] を応用するととが
できる。そのため、状態数が数十万のオーダーとなる回線交換網モデルK対しでも、現実的な
計算時間内で各種モーメント値を計算するととが可能である D
2.5 結言
通信網の性能評価において必要となる各種トラヒックのモーメントを計算するための公式群を導
出した。
ます、対象とするシステムとしてマルコフ型待ち行列システムを定義し、とのシステム K関する
各種トラヒック過程の数学的表現法を述べた。特K、有限待ち室から溢れる客のトラヒック、有限待
ち室に受け入れられる客のトラヒック、サーピス終了後退去する客のトラヒックは、回線交換線群に
おりる迂回トラヒック、運ぼれるトラヒック、パケット交換ノードからの出力トラヒックなどのそデ
ルであり重要である。概念を明確にするため、フィードバックのある M[X)/M/1/C 待ち行列システ
ムをとりあげ、各種トラヒック過程の具体的表現を示した。
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以上の数学的モデルをもと K、個別トラヒックの T 次ニモーメント、および複数種のトラヒック聞
の 2 次、 3 次交差モーメントについて解析した。その結果、モーメントベクトルなるベクトル量を定
義すると、それに関する漸化的関係が成立するととが判明した。との関係を利用して、個別トラヒッ
クの T 次モーメント、および交差モーメントを計算する漸化的解析アルゴりズムを構成した。
本計算公式では、解くべき線形方程式の係数行列がマルコフ型待ち行列システムの無限小生成作
用素と同様の構造をもっため、システム特有の構造的特徴を利用した高速数値計算が可能であり、極
めて有効性が高い。
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第 3 章
3.1 緒言
モーメン卜計算公式によるトラヒック特性
評価
即時式回線群や待時式回線群における溢れトラヒック、運ぼれるトラヒック、フィードバックさ
れるトラヒックなどの数学的なモデル化は、通信網や計算機システムK関する性能評価を行う上で重
要な課題である。
本章では、第 2 章Kおいて導出したそーメント計算公式を各種のマルコフ型待ち行列システム K
応用した例を示し、
(1) モーメント計算公式の適用法、
(2) 各応用例K適合した高速数値計算アルゴリズム、
(3) 各応用例Kおける各種トラヒックの特性、
を明らかにする。特K、上記( 2 )の高速数値計算アルゴリズムについては、モデルどと Kマルコフ
過程の無限小生成作用素の構造を明確にし、その疎行列構造を利用した線形方程式の高速数値解法を
提案する。
3.2 節では、最も単純な 2 状態のマルコフ過程で記述される M/M/1/1 待ち行列システムを取り
上げ、モーメント計算公式を適用して、その溢れ呼量のモーメントを与える陽な解を導出するo との
解析結果は、既K報告されている別手法 [23] tLよって得られている結果と一致するととを述べ、モー
メント計算公式の正当性を示す。 3.3 節では、 2.2 節で待ち行列システムの例として述べたフィード
パックのある M[X]/M/1/C 待ち行列システムにモーメント計算公式を適用し、溢れ客のトラヒック、
受け入れられる客のトラヒック、およびサーピス終了直後サーパから退去する客のトラヒックのモー
メントの数値例を示す。本システムは、集団到着過程を入力とするシステムであり、到着集団K対す
る WBAS 方式、 PBAS 方式によるモーメント特性の相違を示す。 3.4節では、電話迂囲網における
回線群のように、ポアソン呼と前段からの溢れ呼が加わる即時式回線群モデルを考え、とのモデルに
モーメント計算公式を適用して呼種別の溢れ呼量の分散係数特性を求める。さらに、との回線群Kお
いて回線留保制御を適用したモデルへの応用例についても述べ、溢れ呼特性に対する回線留保制御の
影響を明らかKする o また、前段からの溢れ呼過程を IPP で近似した場合、マルコフ過程の無限小生
成作用素がバンド行列となるととを明示し、との性質を利用した高速数値計算アルゴリズムを提案す
る。 3.5 節では、即時式の多元トラヒック処理系において 2 種の速度の異在るポアソン呼が加わる場
合を考え、呼種別のトラヒック特性を求める例を示す。特に、マルコブ過程の無限小生成作用素がプ
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ロック三重対角構造を持つととを明示し、との性質に基づく高速数値計算アルゴリズムを提案する。
3.6 節では、 M/H2/N/N 待ち行列システムのようにサーピス時間が超指数分布に従う場合にも、前
章の解析結果を応用して溢れ呼量等の特性を解析できるととを示す。ととでは、まず、ベルヌーイ分
割によって指数サーピス時間分布を持つ複数トラヒック過程に分解し、その後、交差モーメントに関
する計算公式を適用して相互相関性を求め、とれを用いて単一のトラヒック K合成する手法を提案す
る。 3.7 節では、さら K一般的在待ち行列システムとして、位相型の到着過程およびサーピス時間分
布をもっ待ち行列システムへの応用について考察する。
3.2 M/M/l/l 待ち行列システムの溢れ呼特性
3.2.1 待ち行列のモデル
平均到着時間間隔 1/入のポアソン呼が出線数 1 の即時式回線群K加わり、平均 1/μ の指数分布K
従うサーピス時間で処理される M/M/1/1 待ち行列システムを考え、とのシステムから生ずる溢れ呼
量のモーメントを、前章で導出したそーメント計算公式 (2.39) --(2 .42) を適用して解析する。との
M/M/1/1 待ち行列システムの状態は、 S 二 o (出線空き)と s = 1 (出線使用中)で表される。と
のシステムはマルコア過程で定式化でき、その無限小生成作用素 Q は、
Q = [ ~À 二] , (3.1) 
で与えられる。溢れ呼のトラヒックセットは() = {(1 , 1)} であり、生起率行列 A は、
『
111111
」
nu
、八
ハunυ
「1Illli--L
一一? (3.2) 
で与えられる。また、とのマルコア過程の定常分布は、
π= [古市1 ' (3.3) 
で与えられる。
3.2.2 溢れ呼量のモーメントの陽表現
線形方程式 (2.39) の係数行列(叩1 -Q) の逆行列は、整数 T について
μ ?
入+
、λ
μ 句EaA
μ 
??? ? ? ? ? ? ??
一一???μ ?J，，‘、 (3.4) 
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と表される。とれらを式 (2.37) tc代入するととにより、 M/M/1/1 待ち行列システム Kお付る溢れ
呼量の 1--3 次モーメントとして
? ? ? ?入一川〆JIll-\? ? ? ?入一
μ
/ftl
‘、\一一
噌i?
(3.5) 
L(ベ~r (有) + (~) (市) , 
L(3) = (山市)+ 3 (~r (有) + (~) (市) , 
(3.6) 
(3.7) 
を得る。とれらの結果は、文献 [4 ， 14, 23] 等にある M/M/N/N 待ち行列システムの溢れ呼理論から
得られる結果と一致している。
本適用例のように、トラヒック源の定常分布と行列 (rμ1-Q)-l ヲ r= 1 ， 2 の陽表現が得られる場
合には、モーメント計算公式Kよって、トラヒックのモーメントが陽に求められる。
3.3 フィードパックのある M[X]/M/l/C 待ち行列システム
2.2 節で述べたフィードパックのある M[X]/M/1/C 待ち行列システムにおける溢れ客のトラヒツ
ク、受け入れられる客のトラヒック、およびサーピス終了直後サーノぐから退去する客のトラヒックの
特性をそーメント計算公式を適用して調べる。
まず、式 (2.7) で与えられる無限小生成作用素 Q を用いて、平衡方程式πQ = 0 を解く。とのモ
デルでは、 n = C+l から始め η=2 まで、順次 η 番目の式を η ー 1 番目の式に加えていくととによ
り、係数行列を上三角行列K変換でき、容易に定常分布 π を求めるととができる。
次K、 μ;=μ;=μ;=μ とし、
??)=AL1l+2Tdl , (3.8) 
et)=AUl+2TAPi , (3.9) 
??)二 A?]+MT ， (3.10) 
なる生起率行列を式 (2.39) 、 (2 .4 1)、 (2.42) tc代入し、線形方程式 (2.39) を解いて、それぞれ溢れ
客のトラヒック、受け入れられる客のトラヒック、およびサーピス終了直後サーパから退去する客の
トラヒックの 1 次、 2 次モーメントを求める。とれらのトラヒックの分散係数をそれぞれ Z。、 Za 、
Zd で表すと、とれらの分散係数は、
, 
q
,a-
、、，，
J­
?れい
o­
? ? ?/t
‘、一
hU10
一一
FU
、‘.，，
E
q，ゐ­? ?-u
一一一? (3.11) 
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(3.12) 
ワe
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、
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J
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臼
、α
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L
一)
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1
1一hい
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一一7L
ω
、α
一
?
?
?-一α ?
(3.13) 
Zri = I_Y) 一 (L~1))2
u 41) 
単元速度回線群における呼種別溢れ呼特性
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M[X]jMjljC 待ち行列システムにおけるトラヒックの分散係数特性
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なる式から計算される。
と とで、線形方程式 (2 .39 ) の数値解法では、係数行列 (μ1 -Q) が式 (2.7) で与えられる無限小
生成作用素 Q と同様なバンド行列であるととを利用した疎行列高速計算法が適用できる。
??〆〆
0
〆〉
Zノ〆
〆
,, 
,, 
,, 
2.0 
とのモデ
pfl =0.1 , qf =0.1 
C=10， μ= 1.0 
一一一一 WBAS
-----PBAS 
1.5 
♂円高
N.
。N
的』。一芯何回的∞
ωロ匂
ωぷ伺
ω仏
との部分Kガウスの消去法を適用する。ルでは、バンド状の非零部分のみを記憶させ、
との図よれ以下のととがわかる。Zd の数値例を示すロZα 、3 種の分散係数 Z。、図 3.1 K 、
(1) PBAS 方式よりも WBAS 方式をとる場合の方が、溢れトラヒックのピーク性が高い。
(2) PBAS 方式よりも WBAS 方式をとる場合の方が、受け入れられる客のトラヒックのピーク性
が高い。
(3) サーノマから退去する客のトラヒ ッ ク過程は、入りトラヒ ッ ク量の増加とともに、ポアソン過程
(分散係数 Z = 1) K漸近する。
0.5 2.0 
0任ered load A/p. [Erlangs] 
1.5 1.0 
1.0 
図 3.1
とのモデルにおける呼種別溢れ
しかしながら、非
階位構成の動的迂回ルーティング網の回線群に回線留保制御を適用する場合Kは、そのような回線群
から溢れて次段のルート K迂回していく迂回呼の特性を明らかにしておく必要がある [24]0 と ζ ろが、
従来の理論では、前段からの迂回呼が加わるような回線群で回線留保制御を適用したモデルからの溢
からの溢れ呼が加わる回線欝であっても、マルコア型待ち行列システムとしてモデル化できる限り適
れ呼の解析は困難であった [57]0 前章で導出したモーメント計算公式は、ポアソン呼だけでなく前段
回線留保制御は、各種通信網Kおいて呼種別のサーピス品質を制御するための重要なトラヒック
図 3.2 K、回線留保により制御される即時式回線群の解析モデルを示す。ポアソン呼入力(呼種
V2 で1 )の平均生起呼量を α1 で表し、溢れ呼入力(呼種 2 )呼量の平均と分散係数をそれぞれ句、
制御手法であり、従来、呼種別呼損率などのトラヒック諸特性が解析されているO
本節では、回線留保制御を採用する即時式回線群モデノレを考え、
呼量の特性を、モーメント計算公式を用いて評価する。
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回線群のモテ‘ル
用可能である 。
3.4.1 
3.4 
との 2 種類の呼ぴが、回線数 S の即時式完全線群K加わり、呼種 1 を優先呼として留保回線数表す。
R が負の場合には、呼種 2 を優先呼とR は整数で、ととで、R の回線留保制御を行うものとする。
して留保回線数 R の回線留保制御を行うととを示すものとする。また、両呼種とも保留時聞は、平
ととでは μ= 1 とおいて時間を 1/μ で正規化す均値 1/μ の指数サーピス時間分布K従うものとし、
る。
溢れ呼過程は、継続ポアソン過程( Interrupted Poisson Process : IPP )で精度良く近似できる
Rapp の近似式を用いた 2 モーメント整合法 [23] を適用して溢れ呼ζζ では、ととが知られており、
ω2 は、それぞれ IPP の点12、(a2 , V2) の到着過程を IPP(入2 ヲ 12 ， ω2) で近似する。パラメータ入2、Overflow 
IPP の ON 状態の終了率、
α1μ) で表す。即時式回線群の状態は、
1/0) の組 (i ， j) K よって表され、回線群の振る舞いはマルコフ過程で記述される。図 3.3 K状態遷移
図を示す。状態 (i ， j) を辞書式順序に並べると、マルコフ過程の無限小生成作素 Q は、次のようなプ
OFF 状態の終了率を表す。また、ポアソン呼の生起率を入1(=
S 回線上の同時接続数 i と IPP の ON/OFF 状態を表す j(=
生起率、
λ1 
•••••••••• 
λ1 λ1+λ2 λ1+λ2 
j=l 
5 trunks 
W2 W2 W2 ω2 W2 W2 W2 W2 
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,, 
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、、、
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、、、
dr
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、
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Y2 f2 Y2 f2 
μ 
f2 
j=O Overflow 
回線留保制御のある単元速度即時式回線群モデルの状態遷移図
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図 3.3
回線留保制御のある単元速度即時式回線群モデル
36 
図 3.2
ロック 3 重対角行列で表される。
Qo Ao 
「
。
。
B1 Q1 A1 
Q= I 
B2 Q2 A2 
。
(3.14) 
S-R A2 
(3.19) 
BS-1 QS-1 AS-I 
。 Bs Qs 
A2 
ととで、
ただし、
[λ101 
A1= 
0 入 1 +入2
O<i<S-R-1 
。
(3.20) 
、
Ai = < (3.15) ベ。 ~2 ] 
S-R<i<S-l 
0 入2
(3.21) 
一ー ヲ である。
B=[:;1:15U (3.16) 3.4.3 呼種別溢れ呼量のモーメントに対する計算アルゴリズム呼種 η(ニ 1 ， 2) の溢れ呼量の 1 次、 2 次モーメントを LJJ) 、 LP) で表し、分散係数をみで表す
と、 Zn は、
|一ω2ω2 I 
Q i = I --I -Ai -B i; 0 三 i 三 S ，
I ,2 -,2 I 
内4、、
B
，J
白、
η
?/tk
一hい
n
一一
IU
仰い
n一
ruu
一一一?ク心(3.17) (3.22) 
である。 で与えられる o L~l) 、 L~2) は、式 (2.39)、 (2 .4 1 )、 (2 .42) なるモーメント計算公式を呼種どとに適
用するとと K よって求められる。
まず、式 (2 .4 1)により LP) を求めるためには、溢れ呼発生源である回線留保制御が適用された回
線群の定常分布 π を求める必要があるo との π は、平衡方程式 πQ = 0 の解で、正規化条件 πe-
1 を満たすものである。
次K、式 (2.42) tc より LP) を求めるためには、式 (2.39) で与えられるそーメントベクトル tQ) を
求めなければならない。本例では、式 (2.39) を解くための逆行列 (μ1 -Qt 1 を陽K求めるととは困
難であるため、線形方程式
3.4.2 溢れ呼過程の表現
呼種 1 、 2 の溢れ呼K対する生起率行列 AI 、 A2 は、呼種 1 を優先呼とした場合、
010 。
A1= (3.18) 
S -1 。
S I 0 Al 。)(μ1 -Q) = πAn , n = 1,2 , (3.23) 
を解いて、モーメントペクトル lf) を求める。
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平衡方程式と式 (3.23) の係数行列は、非零要素の値が異在るだけで、式 (3.14) で与えられる Q
から分かるとおり、共K次のような 5重対角行列の構造をもっているo
Co b1 α2 。
do Cl b2 α3 
eo d1 C2 b3 
el d2 C3 
ε2 d3 
p= e3 (3.24) 
α25-1 
b25-1 α25 
C25-1 b25 α25+1 
d25-1 C25 b25+1 
。
e25-1 d2s C25+1 
そのため、 π と lf) を求めるのに同様在計算手順を適用するととができる o そとで、行ベクトル忽、
U をそれぞれ変数、右辺定数項とし、式 (3.24) の P を係数行列とする線形方程式 xp = ν を考え、
ガウスの消去法を適用するとと K より、以下の漸化式を得る口
ととで、
Xi - -UiXi+2 -ViXi+l + ωt ヲ o:; i :;2S , 
X25+1 二切25+1 , 
e; 
eo 
Uo = 一一 , 
CO 
do 
Vo = 一一 ‘ 
Co 
YO 
Wo = ー，
Co 
ut=t , 15i525+1? 
υ di - biUiー 1 十 αiViー宝仙一1tz-ee ・ :._， 1:; i :;2S + 1 ,
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(3.25) 
(3.26) 
(3.27) 
(3.28) 
(3.29) 
(3.30) 
(3.31 ) 
yt 一丸山i-1 + αi( Vi-2切ト1 一町一2)切t ニ L ノ， 1 三 i :; 2S + 1 , (3.32) 
ti = Ci - bi町一1+ 向(町一2町一1 一旬i-2) , 1 三 t 三 2S + 1 , (3.33) 
α1 = d25+1 = e25 = e25+1 = U-l = V-1 = ω-1 = o. (3.34) 
ただし、 π の計算では、 π25+1 が式 (3.26) K よっては定まら左いので、 π25+1 K適当な値をおき、
式 (3.25) の漸化式(ただし、切25+1 = 0) K よりすべての h を計算した後、正規化条件を適用して
1rを求める。
なお、以上の漸化式K よる計算手順は、複数の溢れ呼が加わるモデルにも容易K拡張が可能であ
る o k 本の溢れ呼が加わる回線群モデルは、各溢れ呼の到着過程を IPP で近似するとすれば、 k 本
の IPP の ON/OFF 状態の遷移と同時接続呼数の状態遷移を記述する k+1 次元マルコフ過程でそデ
ル化できる。その無限小生成作用素とそーメントを求めるべきトラヒックの生起率行列を構成して、
モーメント計算公式を適用する。 k 本の IPP の ON/OFF の組み合わせK対する状態数は 2k 通りあ
り、無限小生成作用素はパンド幅 2k+ 3 のバンド行列と在る。とのため、平衡方程式および式 (3.23)
に対応する線形方程式Kガウスの消去法を適用すれぽ、上記と同様在漸化式Kよる計算手順が構成で
きる。
3.4.4 数値例
以上の計算手順を用い、即時式回線群モデルKおける呼種別溢れ呼量の分散係数をいくつかの例
Kついて計算した。ポアソン呼と前段からの溢れ呼の混合条件を表すパラメータとして、ポアソン呼
混合率
と =α1-α1+α2 
を定義する。また、回線群への負荷を表すパラメータとして、単位回線当たりの加わる総呼量
を定義する。
α1+α2 
ν 三一一一一一一.s ' 
(3.35) 
(3.36) 
まず、図 3.4 K、回線数 S = 50、加わる溢れ呼量の分散係数 (2(こり2/α2) = 2.0、ポアソン呼混
合率 (a)ご= 0.25、 (b)と= 0.5、 (c)と= 0.75 とした場合Kついて、 ν を変化させて計算した呼種別
溢れ呼量の分散係数 Zl 、 Z2 の特性例を示す。
次に、図 3.5 K は、 ν= 1.0 と固定し、ポアソン呼混合率とを変化させた場合の、 Zl 、 Z2 の特
性例を示す。
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図 3.4回線留保制御のある回線群モデルKおける呼種別溢れ呼量の分散係数特性
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とれらの数値例から、以下のととが分かる。
ν= 1.2 付近までは、回線留保制御を適用しない場合に比べ、溢(1) 図 3.4のいずれKおいても、
れ呼量の分散係数が、優先呼では小さくなり、逆K非優先呼では大きく在るo
(2) ただし、入力トラヒックが隠とんどポアソン呼かあるいは溢れ呼となる混合条件では、非優先
呼の溢れ呼量の分散係数が、回線留保制御を適用しない場合K比べて小さくなる場合がある。
Z2 値の変化量は、混合率と によって異なる。(3) 回線留保制御を適用するととによって生ずる Z1 、
Overflow 
(4) Z1 と Z2 の大小関係は、加わる呼びの分散係数だけで在く、混合率 ~K も依存する。
多元速度回線群における呼種別溢れ呼特性3.5 
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とれまでその解析法が見あたらず、シ多元速度回線群モデルに対する溢れ呼の特性Kついては、
ミュレーシヨン実験K頼らざる得在かった。前章で導出した溢れ呼モーメント公式は、異速度の多元
とれKより呼種別の溢れ呼量のモーメントを定量的Kトラヒック処理システム K も適用可能であり、
しow bitrate calls 
(λltμlt 1} 
求めるととが可能である。
本節では、例として、速度の異なる 2 種類の呼びが即時式回線群に加わる 2 元トラヒック処理シ
ステムを考え、モーメント計算公式を適用して、呼種別の溢れ呼量の分散係数および呼種間の相関係
数の数値計算法、ならびK数値例を示す。
2種のポアソン呼が加わる多元速度回線群のモデル3.5.1 
High bitrate calls 
(λ2 ， μ2 ， m} 図 3.6 i'C、 2 元速度即時式回線群のモデルを示すo 本モデルにおいて、以下の仮定を設ける o
N 回線からなる。(1) 回線群は、
m倍呼 (multi-slot call、高速呼、呼種 2) は、(2) 基本呼 (single-slot call、低速呼、呼種 1) 、
Overflow 1/μ2 1/入2 のポアソン到着をし、それぞれ平均値が 1/州、それぞれ平均到着時間間隔が 1/入1 、
の指数サーピス時間分布K従うものとする。次の記号を定義する。
(3.37) 
ん一向
一一つ剥α 入 1α1= 一一，
μ1 
-呼種別の加わる呼量 α1 ， α2
図 3.6 2 元速度即時式回線群モデル
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(3.38) A= α1 +mα2 , 
44 
-加わる総呼量 A
-呼種 2 の混合比率 R2
• 1 回線当たりの加わる呼量 ν
R? = mα2 2 ー ιa 一、
A 
v = N ヲ
(3.39) 
(3.40) 
(3) 基本呼、 m倍呼は、それぞれ 1 本、 m 本の回線を同時K捕捉して接続され、到着時にそれぞ
れ 1 本以上、 m 本以上の空き回線がないとき Kは呼損と在る。サービス終了時には、それぞれ
1 本、 m 本の回線を同時K開放する。回線割当てについては、各回線が全ての呼種に対して自
由に割り当てられる非固定方式とする。
(4) 一般K、サーピス品質を均一化するために回線留保などのトラヒック制御が必要となるが、と
とでは簡単のため、そのような制御を行わないものとする。
(5) 溢れ呼が加わる仮想無限サーパ群においては、基本呼、 m 倍呼とも 1 サーノ汁てより 1 つの呼び
がサービスされるものとする。
(6) 仮想無限サーバ群Kおける基本呼、 m倍呼のサーピス終了率的r、 μどはそれぞれ μ1f 二州、
μ2r=μ2 とする。
時間 tKおける基本呼、 m倍呼の同時接続呼数をそれぞれ X1h X2t で表す。時間 tKおける回
線群の状態は、 (Xlt ， X2t ) で表される。状態空間を E = {(j1,]2) : 0 三 j1 :; N , 0 三 ]2 < 
lN/mJ , ]1 + mh 三 N} で表す。との回線群モデルの挙動はマルコフ過程で記述できる o とのマル
コア過程を Xt = (Xlt , X 2t ) , t E R+ で表す。
K を正整数として N = 1(m である場合の状態遷移図の例を図 3.7 K示す。との場合、マルコプ
過程 Xt の無限小生成作用素 Q は、状態 (j1 ， ]2) を辞書式順序K並べて表すと、次式で与えられる。
Qo Ao 。
B1 Ql A1 
B2 Q2 A2 
Q= (3.41) 
BN-l QN-l AN-l 
。
BN QN 
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。 2 3 4 D o , 
旨 J1
λ1 
図 3.7 2 元速度即時式回線群モデルの状態遷移図
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Bj1 = 
Qj1 = 
。 I Jl μ1 
J1μ1 
K -k-1 。
。 r jlμ1 
J1μ1 
K -k-1 。
。
入1
0 
。
入1
o 0 
jlμ1 0 
。
J1 μ1 
{ ~l 
0 ご三; k ~三三 I五{" 一 1, 
jJ ケ +j
O<k<]{-l 
(一+1
o ~ k ~ K -1, 
3プ+J
o ~ k ~ E' -1, 
Qj] = Qj1 -diag(Aj1 e) -diαg(Bj1 e) , 0 三九三 S ，
。 1-入2 入2 。
μ2 一(入2+μ2) 入2
2 μ2 -(入2+μ2) 入2
K -k-l μ2 -(入2+μ2) 入2
K-k 。 μ2 -μ2 
; jl= km -j' 三 0 ， 0 ~ k ~ K -1, j' = 0 ， 1 ， 2 ，・・.， m -1 , 
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(3.42) 
(3.43) 
(3.44) 
(3.45) 
である。式 (3.44) 中の diαgO は、列ベクトル旬 = (Vl ， 匂2 ， .・・ ， Vn ) tc対して
V1 。
diαg( 'V) = 
V2 
。 Vη 
なる対角行列を与える。
3.5.2 溢れ呼過程の表現
N=Km の場合、基本呼 (i = 1) 、 m 倍呼 (i = 2) の溢れ呼生起率行列んは、
A1jl = { 
A2iI = 
で与えられる。
。
K -k-1 
K-k 
。
K -k-1 
K-k 
AiO 
Ai1 
。
I 0 
。
。
。
。
Ai2 
。
。
入 1
。
。
入2
。
, i = 1,2 , 
AiN 
j1 = km ,0 ~ k ~ K -1 , 
otherwise , 
j1 = km -j 三 0
O~k 三 K ，
3.5.3 呼種別溢れ呼量の壬ーメントに対する計算アルゴリズム
(3.46) 
(3.4 7) 
(3必)
(3幼)
基本呼、 m倍呼の溢れ呼量の 1 次、 2 次モーメント Lj1) 、 Lj2) は、式 (2.39)、 (σ2μ2.4 1但仏(似2μ42似)片在
るモ一メント計算公式K より求められるo
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まず、 1 次モーメント Lj1) を計算するためには、溢れ呼発生源である 2 元速度回線群モデルの定
常分布 π を計算し在ければならない。しかしながら、とのモデルの定常分布は、積形式解をもっとと
が容易に証明でき [38 ， 42 ， 51] 、
~~ 
π(j1 ， 12) = Jl! 32!hH 
乞(jl ，iポE 告予
(3.50) 
で与えられる。
次1C 2 次モーメント Lj2) を求めるには、式 (2.39) で与えられるそーメントベクトル ljl) が必要で
あり、線形方程式
l~l\μJ -Q) = 7r A , , (3.51) 
を数値的K解いて求めるととにする D との場合、前節の例のような直接的な漸化式を導出するのは困
難であるが、線形方程式の一般的な解法であるガウスの消去法などの直接法や SOR(Successive 0¥'('1 
Relaxizati on) 法などの反復法が利用可能であるo との場合、線形方程式 (3.51) の係数行列 (μtI-Q )
が、プロックサイズが変化するプロック 3 重対角行列であるとと、さら Kは、非主対角プロックが対
角要素のみをもっ極めて疎念行列であるととを利用して、計算量およびメモリ量を節減するととが可
能である D 以下の数値例では、 LU分解法を用いて計算する。
2 種の溢れ呼量K関する 1 次モーメントベクトル lj1) 、 41) が計算できれば、呼種別の溢れ呼量
の分散問、分散係数 Zj 仕、
によって計算される。
町 =Lj2) ー (L~1))2 ‘ i = 1. 2 
Zi=1L 、 i = 1 、 2 , 
Ljl) 
2 呼種問の 2 次交差モーメント L12 は、式 (2.54) K対応する
L12 ニー -~-(IP)A2 十 l~l)A I)eμ1 ~ヤ μ2 ー&
なる式を用いて計算できる o 2 呼種間の共分散 Cov(1 ， 2)、および相関係数ρυ は、
C州IJ)=L12-Ljl)LP) ，
COV( 1,2) 
μ12 二 F一一一
ゾVlυ2
K より計算される o
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(3.52) 
(3.5:3 ) 
(3.3-1 ) 
(3.55 ) 
(3.56) 
3.5.4 数値例
以上の計算手I1聞により、まず、 2 元速度回線群モデルからの呼種別溢れ呼量の分散係数をいくつ
かの例について計算した。
図 3.8 K 、 μ1 = μ2 = 1 である場合の基本呼の溢れ呼量の分散係数 Z1 の特性を示す。ととで、
回線数 N = 24、速度比 (a)m = 2、 (b)川二 4、 (c)m = 6、 (d)m = 8 なる場合について、
ν=0.4、 0.6、 0.8、1.0、1.2、1.4 のそれぞれに対し、 R2 を変化させて分散係数 Z1 を計算した。
図 3.9 K、同様なトラヒック条件における m倍呼の溢れ呼量の分散係数 Z2 の特性を示す。モーメン
ト計算公式により求めた溢れ呼量の分散係数の特性を確認するために、 m 二 8 で、負荷が大きい
ν= 0.8、1.0、1.2、1.4 なる場合について R2 =10%、 30%、 50%、 70%、 90% なる点でシミュ
レーション実験を行った。その結果を図 3.8、 3.9 K示した。在お、図 3.9 では、縦軸のスケールが図
3.8 K比べ 4 倍になっている ζ とに注意しておく。
図 3.10 K は、 m = 8 の場合について、回線数を 2 倍 (N = 48) としたときの、 m 倍呼の溢れ呼
量の分散係数 Z1 の特性例を示す。
これらの数値例から、以下のととがいえるo
(1) 異速度の多元トラヒック処理システム Kおりるトラヒック処理特性の最大の特徴は、大群化効
果と端数出線効果が複雑に絡み合って波状特性が現れるととであるが、ととに示した図から明
らか左ょう K、溢れ呼量の分散係数Kおいても波状特性が現れ、速度比 m が大きくしかも J(=
5Jm が小さいほどその特性が著しい。
(2) 波状特性は単位回線当たりに加わる呼量 ν によっても異なり、溢れ呼量の分散係数が最大とな
る ν の値は、 2 呼種の混合条件Kよって異なる o
(3) 高速呼は、低速呼K比べて呼損率が大きく、溢れ呼量の分散係数が相対的に小さくなる。波状
特性も、低速呼ほど著しくは現れない。また、 vK対する変化も小さい。
次K、基本呼、 m 倍呼のサービス時間の相違が溢れ呼の特性に与える影響を調べるため、 μ1 ヂ
μ2 である場合の呼種別溢れ呼量の分散係数を計算した。図 3.11 K 、 m = 6、 m = 8 の場合の数値
例を示す。 とれより以下のことが分かる。
(1)μ1 が μ2 K比べて大きくなる(基本呼の平均サーピス時間が相対的K短くなる)隠ど、 Z1 が
大きくなり、溢れ呼がより集中的K偏って発生する傾向がある。
(2)μ1 が μ2 K比べて大きくなるほど、 21 の波状特性が著しくなる。
さらに、 2 種の溢れ呼量の相関を調べるため、相関係数 P12 を計算した。図 3.12 K 、 m = 6、
m=B の場合の数値例を示す。 とれより以下のととがいえる。
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図 3.9 2 元速度回線群モデルにおける m倍呼の溢れ呼量の分散係数特性 (N = 24 ， μ1 =μ2 = 1) 
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(c) m=6 
図 3.8 2 元速度回線群モデルにおける基本呼の溢れ坪量の分散係数特性 (N = 24 ， μ1 =μ2 = 1) 
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図 3.11 2 元速度回線群モデルKおける呼種別溢れ呼量の分散係数特性 (N = 24 ， μ1 手 μ2)
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図 3.10 2 元速度回線群モデルにおける基本呼の溢れ坪量の分散係数特性 (N = 48 ， μ1 =μ2 = 1) 
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図 3.12 2 元速度回線群モデルにおける呼種別溢れ呼量の相関係数特性 (N = 24 ， μ1 #μ2) 
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(1) 溢れ呼量の相関係数もんの変化K対して波状特性を示す。
(2) 波状特性は、速度比 m が大きいほど著しい。
0.2 
0.1 
(3) 波状特性のため一概には言えないが、総じて、 m が小さいほど相関係数 ρ12 は大きくなる o と
れは、 m が小さいほど、 2 呼種間の類似性が増大するためであると考えられる。
N目立
(4) R2 =50% 付近までは、 R2 の増加ととも Kρ12 はほぼ直線的K増加するが、それを越えると波
状特性が著しくなる。
(5) R2 が 25% を越える領域では、 μ1 が μ2K比べ大きいほど ρ12 が大きくなる o
0.0 
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R2 (%) 3.6 超指数サービス時間をもっ待ち行列システム
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図 3.13 K示すような即時式迂回中継網モデルKおいて、呼びのサーピス時聞が超指数分布に従う
場合を考える。とのような迂回中継網モデルは、例えば電話網においてファクシミリなど音声通話と
は異なるサーピス時間分布をもつみなし通話が混在する場合のトラヒックモデルとして重要であると
考えられる。
図 3.13 において、呼種 k = 1 ， 2 の呼びは到着率九のポアソン到着をするものとし、呼種 k の呼
びのサービス時間は確率密度関数
0.2 
N[ミ
ム(t) = Pk1μ 1 exp(一μ1t)+ Pk2μ2 exp(一μ2t) , (3.57) 
0.0 
0.0 
なる 2 次の超指数分布 (H2 分布)に従うものとする。乙とで、 Pk1+ Pk2 = 1 である。
本迂回中継網モデルでは、回線群 AB が呼種 1 K対する一次回線群(または高使群)であり、回
線群 AC、 BC は呼種 2K対する二次回線群(またはとの場合最終群)である。以下では、回線群 AB、
AC からなる局 A のクラスタ網の性能評価について述べ、超指数サーピス時間分布を考慮した溢れ呼
の解析手法を提案する。回線群 AB、 AC の回線数をそれぞれ N1 、 N2 で表す。呼種 k の呼量を
0.5 1.0 1.5 2.0 2.5ν3.0 
、
、
E
，J
,G fa・‘、 Pk1 , PJ αたこ入k(一+ l'k2) , 
μ1μ2 
(3.58) 
で表す。また、クラスタ網モデルでの呼種 k の総合呼損率を Bk で表す。
3.6.1 一次回線群のモデル
図 3.12 のつづき 一次回線群 AB の4モデルは MjH2 jN J/N 1 待ち行列システムとして定式化できるが、これは、 2
種のポアソン呼がそれぞれ Pll 入1 、 P12 入2 の到着率で N1 回線の即時式回線群K加わり、平均サーピ
58 59 
Call 1 
(λ11μl'μ2' PU' P12) 
N1 trunks 
図 3.15 超指数サーピス時間分布の即時式迂回中継網モデル
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ス時間がそれぞれ 1/州、 1/μ2 である指数時間分布K従ってサーピスを受ける Ml ，M2/M1 ，M2/NdN1
待ち行列システムと等価である。とのため、本回線群からの溢れトラヒックの特性を解析するための
トラヒックモデルとして、前節で述べた多元速度回線群モデルにおいて m = 1 とした場合と等価在
モデルがそのまま適用できる。ただし、本来加わるトラヒックは到着率比が ρ11 、 P12 である 2 種の
ポアソン呼を合成したものであるため、対応する溢れトラヒックも 2 種のポアソン呼K対応する溢れ
トラヒックを合成したものである。従って、厳密K は、 Ml ，M2/M1 ，M2/NJ/N1 待ち行列システムに
おける 2 種の溢れ呼量の呼種別のモーメントおよび交差モーメントを求め、相関を考慮して合成され
る溢れ呼量のモーメントを計算する必要がある。
M1 ，M2/Ml ，M2/N1 /N 1 待ち行列システムのマルコフ過程 Xt ニ (Xlt ， X2t ) , t E R+ の無限小
生成作用素を Q で表し、定常分布を π で表す。 ζれらは、前節の多元速度回線群のモデルKおいて
m = 1 とした場合のマルコフ過程の無限小生成作用素(式 (3.4 1))、ならびに定常分布(式 (3.50)) で
与えられるので、ととでは詳細な記述は省略する。ただし、記号入いんはそれぞれPIJ >'1 、 P12>'2
k置き換える。
3.6.2 溢れ呼過程の表現
Ml ，M2/MI，M2/N1 /N 1 待ち行列システムにおける 2 種の溢れ呼の生起率行列 A1 、 A2 も同様K、
前節の多元速度回線群モデルKおける式 (3 .47) Kおいて m 二 1 とした場合の行列で与えられる。た
だし、記号入1、んはそれぞれPn入1 、 P12>'2 K置き換える。
3.6.3 溢れ呼量のモーメントに対する計算アルゴリズム
Ml ，M2/Ml ，M2/NJ/N1 待ち行列システム Kおける 2 種の溢れ呼量の 1---3 次モーメント Lj1) 、
Lj2) 、 Lj3) 、 i = 1 ， 2 は、モーメント計算公式
L~I) = 土πAie , i = 1,2 , 
-μt 
LJ2)=iPAte+Lj1) , i=1 ,2 , 
'μ， 
Lj3)= 土tjute+242)-Ljl) ， t=l ， 2 ，
-μ， 
ザ)(μi I -Q) 二7rAi , i = 1, 2 , 
1}2) (2μ- Q) = IP)(2Ai + μi I ) + 7r Ai , i = 1,2 , 
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(3.59) 
(3.60) 
(3.61) 
(3.62) 
(3.63) 
により求められる。
とれら 2 種の溢れトラヒックを合成して得られるトラヒックの 2 次、 3 次モーメントを求めるた
めに、次の計算公式で与えられる交差モーメント L'j 、 Lij2 を計算する。
L23=-L(i?)Aj+l(l)At)eJJ ニ 1 ， 2 ) (3.64) 
μi+μj J 
ず石川
ん{(的 +μj)I-Q) 二 ljl)Aj+lJ1)Az ， hj=l ， 2? (3.66) 
=」一(l~l)Aj + 叫ん + l}2) Ai)e + ". ~j').. . Lij , i , j = 1, 2 , (3.65) μi+ 2μ μi + 2μ313 ぅ 'J -
P12λ 岩石川
lij2 {(μi+2μj)1-Q)=l~札j + lij(2Aj + μjI)+ljM ， t ， j=IJ (3.67) 
とれらのモーメント値が求まれば、合成トラヒックの 1........ 3 次モーメント LjI) 、 LP) 、 Lj3) は、
Li1)=Ljl)+L;1)? (3.68) 
図 3.14 ポアソン呼の合成・分解と IPP におけるスイッチング機構
LP)=Li2)+2L12+LP)? (3.69) 
LP) 二 Lj3)+3Ld+3L212+LP) ， (3.70) 
がそのまま到着する過程であるo 図 3.14 K 、 IPP の点生起機構のモデルを示す。との 2 状態のマル
コフ過程の無限小生成作用素 QIPP、および定常分布 πIPP は、
により計算できる。
モーメントベクトルを求めるのに必要な線形方程式の数値解法においては、前章の場合と同様、
係数行列の疎行列性を利用した効率的なアルゴリズムが活用できる o
pp=tl7:! 
(3.71) 
P=(干fp市) , (3.72) 
3.6.4 呼種別呼損率の近似計算法 である。 ON 状態において到着する呼びで平均サーピス時間が 1/μ1 であるものの生起率行列を A1 、
同じく平均サーピス時間が 1/μ1 であるものの生起率行列を A2 で表すと、とれらは、次に、呼種別の総合呼損率 B1 、 B2 に対する近似計算法として、前項で解析した一次回線群から
の溢れトラヒック過程を IPP K より近似する手法を考える。通常、モーメント整合法によって IPP
のパラメータを決定するが、本モデルにおいて 3 モーメント整合法 [61] を適用するためKは、まず
IPP/H2 /∞待ち行列システム Kおける同時接続数の 1........3 次モーメントを解析し、モーメント整合
のためのパラメータ決定式を導出する必要があるo
IPP を表す 3 パラメータを(入， γ， ω) とする。ととで、入は IPP が ON 状態でのポアソン呼の到
着率を、 γ は ON 状態の終了率を、 ω は OFF 状態の終了率をそれぞれ表す。 IPP K従って到着す
る呼びのサーピス時聞は、迂回呼 k ニ 1K対する式 (3.57) の H2 分布K従うものとする。 IPP 到着
過程位、 ON、 OFF の 2 状態から在るマルコフ過程を考え、 ON 状態のときに発生するポアソン呼
寸Ill11111114
??
??
?
nυnυ 
? ? ? ? ?
一一噌'A? (3.73) 
I 0 0 I Aつ二 I U U 1 , (3.74) 
I 0 P12入|
で与えられる。以上の QIPP、 πIPP.... A 1 、 A2 を式 (3.59) ,.._ (3.63) と同犠の計算式に代入して整
理すると、 IPP/H2/∞待ち行列システム Kおける同時接続呼数の 1........3 次モーメント L2p、 L2p、
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L2p を与える式として次の関係式を得る。 C氏こ 3担P12 1 ( μ1_ + μ_2 ) 
vμ1μ2μ1+μ2 \2μ1+μ2μ1+2μ2) , 
[陸主釘!いら吋(はぷ叩; (4守2 +•j) + 2;ぷιtユ:立立:it山)ゾ+~2J;L…i)収机)片川σ町(7i}+ 
+ベ(宅坐j?トl斗+ 宅宅守引;?引Zつ)片(やCω5ρ入よ ;己立ι;:Lω +C6寸)月] , 
LjL=jiL2p 
tノO
ととで、
42p=Co入(市) , (3.75) である o 式 (3.75) 、 (3.76)、 (3.77) の L2p、 L2p、 L2p K一次回線群モデルからの溢れ呼量の
1--3 次モーメント Li1) 、 LP) 、 LP) の値を代入し、入、 7、 ωKついて解くとと K より、溢れ呼の
生起過程を近似する IPP を求めるととができる。とのようにして求めた IPP により迂回呼の到着過
程を近似する手法を以下では近似法 I と呼ぶ。
さらに ζ とでは、近似法 I とは別K、サーピス時間分布の変動係数が 1 より大きいととを無視し
呼量のみに着目した簡易な計算による近似法 II を考え、近似法 I と比較する。近似法 II では、
(2) _ d1) 入 (1) (rr ? I r ? ¥ LIpp ニ LIpp+7LIPPIC1-+C2-l
00 ー ー ¥ σ1 σ2/ 
(3.76) 
[ステップ 1] 呼量のみを考え一次回線群からの溢れ呼を M/M/N1 /N 1 システムからの溢れ呼で近似
する。
(3.77) [ステップ 2] 呼量の平均と分散のみを考慮し指数サーピス時間分布の場合の等価ランダム法により二
次回線群からの総溢れ呼量を求める o
σ1μi +, +ω ， i = 1,2 , [ステップ 3] Wallstrるm の近似分解式 [70] を適用する。
の 3 ステップK より呼種別総合呼損率を計算する。
? = μi+ ω?t=1?2F 
Pn , Pt2 Co = 一一+一一?μ1μ2 
3.6.5 数値例と考察
C1 = 昔(子主主) , 
図 3.15 K、一次回線群からの溢れ呼量の分散係数 Z の特性例を示す。ととで、超指数分布とし
て Morse の定義式 [23] を用いた。 Cf はその変動係数を表す。との図から以下のととが分かる。
(1 )超指数サーピス時間分布の変動係数 Cf が増大すると、溢れ呼量の分散係数 Z は逆に小さくな\、
111tj
??
1一
μ
仇一
l?
っ&一
1
一
μ
?均一向? ? ? ? ?均一向一一? る。
? ? ? ?
???一μ
山一+3一日向一。，
h
?h一向/,tZ11\ h一向一一? ? (2) 溢れ呼量の分散係数 Z は ν= 0.9 周辺で最大となり、とのととは変動係数 Cf の値K低とんど
影響されない。
ρ P12 (P12 , 3Pl1 ¥ 
り2= 五\五十 μ1 + 2μ;) 
図 3.16 に、近似法で求めた呼種別総合呼損率特性の数値例を示す。シミュレーション実験値との
比較により、 IPP 近似に基づく近似法 I の近似精度が極めて良好であるととが分かるo 近似法 II で
は、 CJ が 1 より大きいととととを無視しているととなどから近似法 IK比べ精度は劣るものの、 Cf
の変化に対し溢れ呼量の分散係数があまり敏感で在い(図 3.15) ためその誤差はさほど大きくなって
いない。従って、近似法 I を用いるとと K より詳細に網効率の向上を図る ζ とが可能となるだけでな
く、 CJ が 1K近い場合Kは、計算の容易性と CJ = 1 で溢れ呼量の分散係数は安全側となるととか
ら、近似法 II のよう在簡易手法も有効な近似法であるといえよう。
C.sl = Pn (2pll + ~Pl_2 , 一 μ1 \μ1μ1 + 2μ2) I 
C42 = ま(翌十 22:
Cs = 3PnP12 1 (2Pll + ~m_2 , μ1μ2μ1+μ2 \2μ1 +μ2μ1 + 2μ2) , 
64 65 
N 1 =20, N2 = 40, pu ニ 0.5， p12 = 0.3, 
μ1 = 1.0 ， μ2 = 30.0, a2 = 30.0 erl 
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図 3.16 超指数サーピス時間分布の迂回中継網モデルにおける呼種別総合呼損率
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図 3.15 超指数サーピス時間分布の回線群モデルKおける溢れ呼量の分散係数特性
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3.7 位相型待ち行列システムへの応用
第 2章におけるそーメント計算公式の導出過程では、注目しているトラヒック Kおける客の要求
するサーピス時間が指数分布に従うものと仮定した。しかしながら、前節の単純在 MjH2/N/N 待ち
行列システムへの適用例Kおいて述べたように、 トラヒックの分解・合成の手法を併用するとと K よ
り、第 2章で導出したそーメント計算公式は、サーピス時間分布が 3 次以上の超指数分布であるより
一般的なモデルK も適用するととが可能である。従って、注目しているトラヒックにおける客の要求
するサーピス時聞が超指数分布に従う限り、 トラヒックの到着間隔分布、およびその他のトラヒック
Kおける客のサーピス時間分布が位相型 [46 ， 66] (あるいは Cox 型 [23]) であるマルコフ型待ち行列
システム K対して第 2章で導出したモーメント計算公式を適用するととができる。
しかし、注目しているトラヒック Kおける客の要求するサーピス時間がアーラン分布 [46 ， 66] K. 
従うモデルK対しては、トラヒックの分解・合成の手法が適用できないため、モーメントの厳密計算
K第 2牽のモーメント計算公式をそのまま適用するととは不可能であると思われる。ただし、近似的
な計算手法の一部としてモーメント計算公式が利用できる可能性社十分高〈、とのよう在応用面を含
めモーメント計算公式の汎用性は極めて高い。
3.8 結言
本章では、モーメント計算公式を各種のマルコア型待ち行列システムに適用し、 トラヒックのモー
メントを計算する手順を具体例K よって示すとともに、とれまで不明であった各種トラヒックのそー
メント特性を明らかK した。乙れにより、新たに導出したモーメント計算公式の有効性を裏付けた。
まず、最も単純な MjM/ljl 待ち行列システム K公式を適用し、とのシステムにおける溢れ呼量
の 1-- 3 次モーメントの陽な解を導出した。との解は従来の溢れ呼理論から導かれる解K一致し、本
モーメント計算公式の正当性を支持している。
前章で述べたフィードパックのある M[X]jM/ljC 待ち行列システムにモーメント計算公式を適用
し、 WBAS 方式の方が PBAS 方式よりも溢れトラヒックおよび受け入れられるトラヒックのピーク
性が高いとし在らびに、出力トラヒック過程は入りトラヒック量の増大ととも Kポアソン過程K漸
近するととを明らかK した。
次K、回線留保方式によって制御される単元速度回線群にそーメント計算公式を適用し、呼種別
溢れ呼量のモーメントを求めるための効率的な計算アルゴリズムを導出した。との回線群モデルKお
ける呼種別トラヒックのモーメント解析は、電話網走どの性能評価において重要であるが従来未解決
となっていた問題であり、本モーメント計算公式により解決された。数値例からは、回線留保制御に
より、溢れ呼量のピーク性が優先呼では小さくなり非優先呼では大きくなるとと在どを明らかK した。
4 番目の例として、本論文の主題である多元速度回線群モデルKモーメント計算公式を適用し、
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数値計算法、および呼種別溢れ呼量のそーメントの数値例を示した。数値例より、呼種別溢れ呼量の
そーメントおよび相関係数は、低速坪/高速呼の混合比率の変化に対して波状特性を示すとと、速度
比が大きいほどその波状特性は著しいとし低速呼の溢れは平均サーピス時間が高速呼のそれK比べ
て短くなる惟どピーク性が高くなるとと在どを明らかにした。
さら K、超指数分布K従うサーピス時間を要求する客のトラヒック K対しても、指数サーピス時
間分布K従う複数トラヒックへの分解法とそーメント合成法を組み合わせた解析手法を用いるととに
より、導出したモーメント計算公式がそのまま適用できるととを述べ、 MjH2jNjN 待ち行列システ
ムへの適用例Kより解析手順を具体的K示した。とのモデルK関する数値例Kより、超指数サーピス
時間分布の変動係数が増大すると、溢れ呼量のピーク性は逆に低くなるととを明らかにした。また、
サーピス時間が超指数分布に従う単元速度迂回中継網における総合呼損率の近似計算法として、 3 モー
メント整合法による IPP 近似法を提案し、具体的在計算アルゴリズムを示した。クラスタ網モデルに
関する数値例を示し、本近似法の精度評価を行った。
最後に、モーメント計算公式の位相型待ち行列システムへの適用について考察した。アーラン分
布K従うサーピス時間を要求するトラヒックに対しては直接適用でき在いととを述べ、公式の剖月性、
および理論的限界を明確K した。
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第 4 章
4.1 緒言
多元速度迂回中継網におけるトラヒック特
性の近似解析
音戸、デー夕、画像等の多様な通信サーピスを総合的K扱う ISDN では、異なる情報転送速度お
よび異なる通話時間を要求する多種類の通信トラヒックが同一網内K混在するととと在る。とのため、
網を構築し運用していくためには、網におけるトラヒック種別ごとのサーピス品質を明らかK してお
く必要がある。狭帯域 ISDN Kおける回線交換系、在らびに ATM 技術を基盤とする広帯域 ISDN の
ネットワークレペルKおいては、呼びどとの交換接続機能により複数種の通信トラヒックを処理する
ため、各通信トラヒック K対する接続品質が主要なサーピス品質項目である。さら K、従来の電話網
と同様、 ISDN においても迂回ルーティング制御が利用されるものと考えられ、とのため、多元速度
の通信トラヒックを扱う迂回中継網を対象とし、トラヒック種別どとの接続品質の差異を考慮した網
設計手法を開発するととが必要K在る。
本章では、一次回線群、二次回線群からなる迂回中継網モデルを考え、呼種別呼損率近似計算手
法を問題Kする。 4.2 節では、迂回ルーティング制御の原理を述べ、 2 階層の多元速度迂回中継網モ
デルを考え、網性能評価項目である呼種別総合呼損率を定義する。 4.3 節では、一次回線群と二次回
線群を組み合わせたクラスタ網モデル全体を記述するマルコフ過程を考え、との過程を直接解析す
るととにより呼種別総合呼損率の厳密値を計算する厳密解析法Kついて述べる。 4.4節では、網を構
成する回線群ごとに特性を解析、評価し、それらの結果を組み合わせて呼種別総合呼損率を近似的に
計算する手法を述べる o まず、一次回線群におげる呼種別の溢れ呼特性について、近似計算手法、計
算アルゴ Y ズム、および、呼種別溢れ呼特性の数値例を示し、近似計算手法の精度を評価する。つい
で、二次回線群におげる呼種別呼損率の近似計算手法として、
(1) IPP 近似法
(2) 発見的近似分解法
を提案し、呼損率特性の数値例を示して、提案近似計算手法の精度を評価する。
4.2 迂田中継網
図 4.1 K示す 3 つの交換ノード A、 B、 C を結ぶ 3 角網を考えるo 各ノードペア問Kは速度が異
なる 2 種類のトラヒツクがあり、とれが網K加わるものとする。 2種類のトラヒツクの速度比を整数
値 m とする。回線群 AB はノード A、 B 問のトラヒツクが加わる一次回線群であり、一次回線群か
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High bitra旬 ca11 ・・.. 
Low bitrate cal . 
Ca1l22 
Call 12 
Call 11 
Ca1l32 
図 4.1 2 元速度迂回中継網モデル
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らの溢れ呼は二次回線群 AC、 BC のタンデム接続による迂回ルート K加わるものとするo ノード C
では、二次回線群 AC、 BC tc空き回線があれば、 A、 B 聞の呼びを迂回中継機能K より接続する。
二次回線群 AC または BC tc空き回線がなければ、 A、 B 問の呼びは呼損となり消滅するo 一方、
ノード A、 C 問のトラヒック、ノード B、 C 問のトラヒックは、それぞれ直通ルートである回線群
AC、 BC K加わり、呼びの到着時にそれぞれ回線群 AC、 BC tc空き回線がないときには呼損とな
り、呼びは消滅する。ととでは、低速呼、高速呼とも同様K一次回線群から溢れ、二次回線群K加わ
る迂回ルーティングを考えるが、トラヒック条件等により、呼種ごとに異なる迂回ルート選択を行う
方式や呼種により迂回ルーティングを行わない方式など各種の迂回ルーティング制御が採用される場
合があるものと考えられる。
図 4.1 において、 AC 問トラヒック、 BC 問トラヒックは迂回ルートがないため、それぞれ回線
群 AC、 BC での呼損率がそのまま接続品質となるD 一方、 AB 問トラヒックは直通ルートと迂回ルー
トで運ばれるため、最終的に迂回ルートからの溢れ呼量を元の加わる呼量で割った総合呼損率が接続
品質となる。さらに、各回線群での呼損率は速度によって異なるため、最終的な接続品質も当然速度
によって異なる o そのため、とのようを多元速度迂回中継網の性能評価では、発着間関係の区別だけ
でなく、速度の違いも明確に区別して、呼種別の総合呼損率を定量的に評価する必要がある。
以下では、厳密解析法、および提案する近似解析法を述べるが、簡単のため、図 4.1 において、
BC 問トラヒックがない場合、あるいは回線群 BC が無限回線から在る場合を考え、回線群AB、 AC
から在るクラスタ網モデルについて性能評価するものとする。
4.3 厳密解析法
回線群 AB、 AC からをる 2 元速度クラスタ網モデルの総合呼損率を厳密に評価する手法は、と
のそデル全体の挙動を記述する確率過程を考え、とれを直接解析するととである。
時間 t tcおける回線群 AB での基本呼、 m倍呼の同時接続呼数をそれぞれ XABlt、 XAB2t で表
し、回線群 AC での基本呼、 m 倍呼の同時接続呼数をそれぞれ XAG1h XAC2t で表す。との 2 元速
度クラスタ網モデルの全体の挙動は、 4 次元マルコフ過程 Xt = (XABlt? XAB2t , XAClt ， XAG2t ) で
記述される。
マルコフ過程 Xt の定常分布、無限小生成作用素をモれぞれ元、 ο で表す。平衡方程式および正
規化条件はそれぞれ元Q=o、分e ニ 1 と表される o との平衡方程式には冗長な等式が 1 つ含まれて
いるが、その冗長な等式を正規化条件式で置き換えて得られる線形方程式を新た tc xA = b と記す。
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4.3.1 大規模線形方程式の反復的解法 [79 ， 78] 
クラスタ網Kおける各回線群のサイズが大きくなるとマルコフ過程Xt の状態空聞は膨大となり、
定常分布分を求めるために、大規模な疎行列 A を係数行列とする線形方程式 æA= b を解く必要が
ある o 大規模な行列を係数行列とする線形方程式の数値解法では、計算時間が膨大と在るため直接法
を適用するととは困難であり、一般に、変数の近似値を反復的K代入して厳密解K収束させる反復的
近似解法が用いられる。
解くべき線形方程式を
と表すo
α11 Xl+α12 X2+α13X3 十・・・十αlnXn = b1 
α21X l+α22 X2+α23X3+ ・・・+a2nXn = b2 
α31 Xl+α32 X2+α33X3+' . .+a3nXn = b3 
αn}X} +αη2X 2十αη3X3+" .+αnπXn = bn 
ガウス-ザイダル (Ga叩制u山S臼ωS
(4.1) 
式において Z町t 以外の変数のうち Z引}， X勾2 い..汁， x町1-→} tcついては第 k+1 近似解を、 Xi+b Xi+2 , …, Xn 
kついては第 k 近似解をそれぞれ代入して計算する。すなわち、以下のアルコリズムを用いる。
zf+1)={bl 一 (α12X~k) + α13X~k) + ・ +αlnx~k))} /α11 
2y+1)={b2 一 (α212jM)+αがど) + .. +αMF))}/α22 (4.2) 
X~k+l)={bn 一 (anlxik+ 1 ) + αdf+1)+ … +αm-12L21))}/αm 
ある収束条件K到達するまで、との代入計算を ktcついて反復的に行い、その結果を線形方程式の解
とする。
SOR(Successive Over-Relaxization) 法では、ガウスーザイダル法の収束を加速するため、各反
復において近似値更新の際に過大修正を加える。すなわち、おの第 k+l 近似解 zjk+1) を求める段
階Kおいて修正量
~X}k+l) ーナ+1)-J) ヲX~ '= X_; 
を求め、とれに修正係数 ω(三1.0) を乗じて修正量を拡大し zF1) を
zF1) ニ zjk)+ωムzF1) ，
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(4.3) 
(4.4) 
まわ1)={b1 一 (αωF)+α13X1k ) + ・・ +αω子))} /α11 
2(k+1)-m(k)1-fA(k+1)m(k)1 
.{, 1 TW\ .{， l ー ↓ j
4k+1)ニ {b2 一 (α212jk+1)+α23X~) + ー +α2nX~k))}/α22
2F+1)二zik)+ω(込山)一 zik))
ω(0) = 1.0, h = 10 とし、上記の加速パラメータ修正手順を用いる SOR 法をいくつかのクラ
スタ網モデル例K適用して収束速度を調べた。その結果、パラメータ ρ(k) および ω(k) の値が1.0 を
越え、解が発散してしまう場合があるととが分かり、上記のアルゴリズムをそのまま適用するととは
できないととが判明した。とれに対する解決策として、ととでは、
により求める o アルゴリズムは以下のよう K表される。
(4.5 ) '上記 (3) での ω(k+1) の計算Kおいて、 p(k+l) 三1.0、または κ(k+l) 三1.0 となったと
きには、 ω(k+l) = ω(0) とする'
X~k+l) = {bn 一 (αη12jk+1) 十 αωf+l)+ ・・ +αm-1411))}/αm 
X~k+l)=X~k) + w(ふ (k+l) 市 ~k)) '一 …一 一・.n -wn Î 凶'\"'n -"'n I という修正を加えるととを提案する。との修正を施したアルゴリズムを用いて数値実験したととろ、
実験K用いたモデル例K関する限り発散を抑えるととができるとともに、さらK収束速度も大幅K改
善されることが判明した。次節で示す呼種別総合呼損率の厳密値は、との修正を加えたアルゴリズム
を適用して求めたものである。
ある収束条件K到達するまで、 k について反復的K代入計算を行う。
収束判定には、第 k+1 近似解の残差ベクトル
y(k+1) 二 æA- b 、 (4.6) 
4.4 近似解析法
とスレショーノレド値 ε を用いて、
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迂回中継網の性能を厳密K評価するととはシステム規模の増大とともに計算量の点で困難と在る
ため、効率的左近似評価手法が不可欠となる D 即時系、待時系を問わず、従来より、回線群あるいは
りンクの独立性 [43 ， 46J を仮定して回線群あるいはリンクごとに独立に性能評価を行い、その結果を
組み合わせて近似的に網全体の性能を評価する手法が用いられている。特に、ととで考えるクラスタ
網モデルでは、回線群のタンデム接続K よる回線群の相互作用を考える必要がないため、とのよう在
回線群分離手法が有効である。
電話網のような回線交換型迂回中継網の性能評価では、網を構成する回線群K分割し、
なる判定条件などを用いる
4.3.2 適応的加速パラメータ修正による SOR 法
SOR 法では、最適な加速パラメータ ω を求めるととが問題となる。とのため、次のように適応
的に加速パラメータを修正する手法が考えられている [78Jo
(1) 初期値 ω(0) を設定する。
ρ 九 (llCL1~)' (4.8) 
(1) 各回線群K加わる呼びの到着過程を明らかにする、
(2) 回線群のトラヒック解析を行い呼種どとの呼損率を評価する、
(3) 次段の回線群へさら K迂回する呼種についてその生起過程を解析する、
の 3 ステッァ・の解析を行って呼種別総合呼損率を評価している o 例えば、一次回線群、二次回線群か
らなる 2 階層の網モデルでは、一次回線群の性能評価およびそとからの溢れトラヒックの解析を行っ
た後、その結果を用いて二次回線群の性能評価を行う。ととで、相互K迂回し合う回線群については、
溢れトラヒックが他方の到着トラヒックとなるため、これら 3 ステップを反復的に適用し [24]、迂回
トラヒックと到着トラヒックの整合性が得られた時点でのトラヒック特性評価結果を求めて網全体の
評価結果とする。
多元速度迂回中継網の性能評価においても、網を回線群K分割し、上記のような 3 ステップの解
析を行う近似手法の採用が考えられるo 以下、 ζの考えのもとで考案した、一次回線群における呼種
(2) k K関する反復の h 回毎に ω(k) を修正する。
(3) 第 k 近似解が求まった時点での ω(k+1) の値を以下により求めるo
κ(k十 1) = e(k+1) + ω(k) ー1.0
W(k)Vp(k+l) 
(4.9) 
ω(k+l) = 1.0+ ゾ1.0 -(κ川)
2.0 
(4.10) 
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別溢れ呼特性の近似計算手法、および、二次回線群における呼種別呼損率特性の近似計算手法Kつい
て述べる。
4.4.1 一次回線群における呼種別溢れ呼特性の計算手法
[A] 呼種別溢れ呼量のモーメント
図 4.1 tc示したクラスタ網モデルにおける一次回線群 AB のモデルは、 3.5 節の多元速度回線群
モデルと同嫌であるが、ととでは、回線留保制御が適用される場合も含めたモデルについて考察するo
すなわち、 3.5.1項の仮定 (1) 、 (2)、 (3)、 (5)、 (6) を設け、 (4) については以下のように仮定する。
(4) m 倍呼の迂回ルーティングを行わない場合も想定して、 m倍呼を優先呼、基本呼を非優先呼と
する回線留保制御が適用されるものとする。と ζでは、同時接続回線数の観測K よる回線留保
とし、基本呼換算の留保回線数を Tr で表す。
ただし、 N= N1 とする。
回線群における時間 t での基本呼、 m倍呼の同時接続呼数をそれぞれ X1h X2tで表す。時間 t
tc~げる回線群の状態は、 (X1t ， X2t ) で表される。との回線群モデルの挙動はマルコア過程で記述で
きる。とのマルコフ過程を Xt = (Xlt ,X 2t ), t ε R+ で表す。状態空間を E = {(j l ,h) : 0 三 )1 壬
N -Tr, 0 三 12 S lN/mJ , )1 + m12 三 N} で表す。 N = 16、 m -4、 Tr = 4 のときの状
態遷移図を図 4.2 tc示す。との過程K関連するペクトルならびK行列の要素は、状態ペクトル(i)，ら)
について辞書式順序に並べられるものとする。詳細な記述は省略するが、マルコア過程 Xt の無限小
生成作用素、ならびK定常分布をそれぞれ Q、 7rで表すo 7rは、平衡方程式7rQ = 0 と正規化条件
πe = 1 を解いて求める。ただし、回線留保制御が適用されている場合には、定常分布7rは 3.4節に
示した積形式解とならないため、数値的K線形方程式を解く。
呼種 1、 2 の溢れ呼K関するトラヒックセット ()Ol 、。02 は、 ()Ol = {((jl, 12) , (j l ,h)) : N -
Tr S)1 + m12 三 N}、および ()02 二{((jt， h) ，(j1 ,12)) : N -m + 1S jl + mh 三 N} で与えられ
る。呼種 t の溢れ呼生起率行列を Ao; ，i = 1 ， 2 で表す。呼種 t の溢れ呼量の 1 次、 2 次モーメント，、
および 2次交差モーメントをそれぞれ LT、 L2) 、 L0102 で表すと、以下のモーメント計算公式が成
り立つ。
LQ)=1πAo， e , i = 1, 2 , 
.μi 
Lg)= 土ti1)A0.e+Li!) ， t=l ， 2 ，
-μl -. 
L内02= 」一(zi:)AO? + zi:)A01 ) , ふ &μ1+μ2 、 Vl ..，~. V2 .....J 〆，
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(4.11) 
( 4.12) 
( 4.13) 
h 
4 
3 
2 
。
。 ¥ 2 3 4 5 6 7 8 9 10 1 12 
h 
1 ー Jl,F 司、
1 
1 
、
λ1 λ1 
Jlμ1 (jl +1)μ1 
図 4.2 回線留保制御のある 2 元速度回線群モデルの状態遷移図例 (N= 16, m = 4, Tr ニ 4)
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l~:) (μi I -Q) 二 πAo. , Z ニ 1 ， 2. (4.14) 
[B] 2 次モーメントの近似計算法
上記の平衡方程式およびモーメント計算公式を数値的K解くとと K より、呼種別溢れ呼量の 1 次、
2 次モーメントを厳密K計算するととが可能である。しかしながら、回線数や呼種数が大きく在ると、
IEI 次線形方程式の数値解法にかかる計算量が膨大と在る。そとで、線形方程式(4.14) を厳密に解く
ととを避け、 2 次モーメントを近似的K計算する手法を提案するo 特に、回線留保制御が適用されな
い場合には、定常分布 π は積形式解で与えられ、線形方程式(4.14) の解法K対応する計算量が支配
的となる。とのため、線形方程式K関わる計算量を削減するととの効果は大きい。
ととで提案する手法は一種のシステム近似法であるo 本来の溢れ呼発生源のマルコフ過程 Xt = 
(Xlt , X 2t ) , t ε R+ の代わり K、呼種K よる区別のない同時接続回線数Xt = Xlt + mX2t のマルコ
フ過程 Xt ， t ε R+ を溢れ呼発生源と考える。マルコフ過程Xt は 1 次元の状態空間をもち、とれを E
で表す。 E = {η: 0 ~ n ~ N} である。 Tr = m -1 である場合の状態遷移図を図 4.3 tc示す。図
から分かるとおり、マルコフ過程 Xt では、状態 j で m倍呼が到着すれば、九三 N-m のとき状態
η+m K.遷移する。サーピス終了による状態遷移Kついては、基本呼、 m 倍呼のサーピス終了により
それぞれ同時に 1 本、 m 本の接続中の回線が空きと在るととから、状態 η において n の減少方向K
2 種類の遷移を考える必要がある。とれらの遷移率をふ(n) ， i=l ， 2 で表す。以上より、状態 η1 から
状態向への遷移率 q(nl ， n2) は、次の式で表される。
入 1 : 0 ~η1 ~ N -Tr -1 ， η2 =η] + 1 , 
q(n1 ， η2) = 入2
~i( n1) ( 4.15) 
0 三 η1 ~ N -m , n2 = π1 +m , 
m ~ nl ~ N , n2 = η1 -m , i = 1, 2 , 
o otherwise 
遷移率 çi(n) の値を決定するためK、次の関係式を用いるとととした。
ふ(n) = μi E[jiljl + mj2 = n] , i = 1, 2 . ( 4.16) 
ととで、 E[jiljl+ mh ニ η] は、一次回線群における呼種 t の同時接続呼数 Ji の条件付き期待値を表
し、7rを用いて、
時Ij1 十 mJ2 = η] 二日ω，山戸川(jl ，j2l.i=1.2 
L(Jl ,J2) ,J1 +mj2=n rr (j), j2) ,- -, -, ( 4.17) 
と表される o 式(4.16) と (4.17) により与えられる遷移率ふ(n) を用いれば、マルコア過程 ./Yt の定常
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にで一二7ト
~2 (m) e2 (m + 1)
図 4.3 マルコプ過程Xt の状態遷移図 (1'，γ = m-1) 
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正一一一一一一ーーーー一一τ:ー一ー一一一一盃
分布オは、 町二 L~7) -(L~:))2 , ( 4.25) 
?
? ?唱i2??-n
,a
,. 
?
今ゐ円M
<A司AI，t、。1一…一一??<FU ( 4.21) Z-Z r= 一一一一一一 . Z ( 4.30) 
合 (n) = 乞 π(j1 ， j2) , 
(j l ，j2)εEn 
( 4.18) 
α=α1 + mα2 ヲ ( 4.26) 
で与えられる。ととで、 En= {(jt,]2) :]t + mj2 二 η} C E である o
マルコフ過程 Xttcモーメント計算公式を適用するととにより、呼種 i の溢れ呼量の 1 次、 2 次
モーメントの近似f直球)、ほ)、 iω2 は、
V= り1+ 2mCov( 01 ,02) + m2V2 , (4.27) 
COV(OI' 02) = L町 02 α1α2 , ( 4.28) 
日)二土分λ0・ e , i = 1,2 , 
-μi 
( 4.19) である o Zi、 Ztc対応する近似値を Zi 、 Z で表す。近似精度を表す指標として、
42)= 土jf)λote+Lj!) ， i=l ぅ 2 , 
.μi 
( 4.20) 
Zi -Zi 
r; = 一一一一一一一 . . Zi ヨ ( 4.29) 
-;(1 ) lo.(μJ -Q) = 会Ao・， i = 1,2 , ( 4.22) なる相対誤差を定義する。
図 4.4、図 4.5 tc、回線留保制御を適用した場合の溢れ呼量の分散係数、および相関係数の数値例
を示すo 図 4.6、 4.7 tc 、 N = 48、 m = 4 ， 6、 Tr = 0 の場合の相対誤差円、 T の数値例を示す。
図 4.8 tc 、 N = 48、 m = 6、 Tr = 5 の場合の椙対誤差 ri の数値例を示す。とれらの数値例から以
下のととがいえる。
なる式で与えられる。式(4.22) が式 (4.14) tc対応する線形方程式である o 本近似計算法の最大の利
点は、
(1) 数値的K解くべき線形方程式の次数が IEI から N+ 1 K削減され、かつ加わる呼種数に依存し
て増大し老い、 (1) いずれの分散係数についても、本近似法では厳密値より小さな近似値を与えるo
(2) 線形方程式(4.22) の係数行列は、パンド幅 2m+ 1 のパンド行列である、 (2)μdμ2 = 1 の場合、いずれの近似値も厳密値に極めて近く、本近似法は、 μ1/μ2 が lK近い範
囲では良好左近似精度をもつものと考えられる。ととから、高速な数値計算が可能となるととである。
[C] 溢れ呼特性の数値例と評価
溢れ呼量の分散係数の数値例を示し、近似手法の精度を評価する。
一次回線群モデルからの呼種 l、 2 の溢れ呼量の分散係数を Z1 、 Z2 で表す。 m倍呼の溢れ呼量
を基本呼換算し、基本呼の溢れ呼量と合成するととによって求まる全溢れ呼量の分散係数を Z で表
す。とれらの分散係数は、以下の式により計算される。
(3) 仰が μ2 K比べ大きくなると近似精度が低下する。との傾向は特K基本呼Kついて著しい。
(4) 回線留保制御を適用する場合には、近似精度が低下する。
(5) 総合的Kは、基本呼よりも m倍呼K対する近似精度の方が良好である。
4.4.2 二次回線群における呼種別呼損率特性の近似計算法
Zi= 竺， i 二 1 ， 2 ， Z = ~ 
αzα
( 4.23) [A] 計算手法
図 4 .9 K示すクラスタ網モデルを考える D ととで、以下の記号を用いる o
ζ とで、
α1=L2) う (4.24 ) 
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図 4.5 回線留保制御のある 2 元速度回線群モデルにおける呼種別溢れ呼量の相関係数特性図 4.4回線留保制御のある 2 元速度回線群モデルにおける呼種別溢れ呼量の分散係数特性
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図 4.6 相対誤差 Tl ， T2 の数値例 (Tr = 0 の場合) 図 4.6 のつづき
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図 4.7 相対誤差 T の数値例 (Tr = 0 の場合) 図 4.8 相対誤差 rl ， r2 の数値例 (Tr= 5 の場合)
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m 倍呼(j= 2) の呼量の平均p
m 倍呼(j = 2) の呼量の平均，
二次回線群の回線数，
一次回線群の回線数，
二次回線群に直接ポアソン到着する基本呼(j= 1) 、
一次回線群K直接ポアソン到着する基本呼 (j= 1) 、
N1 
AOj 
A1j 
N2 
(A01 + A02 )/No, 
(All + A 12)/Nl, 
mA02/(Ao1 + A02 ) , 
mA12/(All 十 Aω?
一
一
ν。
Ro2 
R12 
ν1 
No tlrunks 
AOj , 
二次回線群K直接加わる基本呼(j= 1) 、
一
一α。3
m 倍呼(j= 2) の呼量の分散，
A1j , 
一次回線群からの基本呼(jニ 1)、 m 倍呼(j= 2) の溢れ呼量の分散ヲ
二次回線群での呼種 2J の溢れ呼量の平均，
呼種 ij の総合呼損率.
一VoJ 
α1J 
?
?
-町広
匂1J
一
同一速度の複数呼種が加わる二次回線群での呼種別呼損率近似計算手法として、従来より、
(1) 総溢れ呼量 z の近似計算、N1 trunks 
(a121ν12) 
(2) 総溢れ呼量の呼種別溢れ呼量町への近似分解、
の 2 段階からなる手法が数多く検討されており、良好走結果が得られるものと報告されている [81]0
第一段階の手法としては、-MNE--5
・A
•••• 
(a021ν'02) 
A02 
? ???
? ? ? ?
内 u?，，.‘、
(1) Wil1出son の等価ランダム法 [83] 、
A01 
(2) Fredericks の等価轄鞍モデル法 (Hayward の式の拡強) [21] 、
(3) Kuczura らの IPP 法 [48 ， 49] 、
などが知られている。また、第二段階の手法としては、
(1) Lindberger の発見的分解式による手法 [54]
(4.31) 
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図 4.9 2 元速度クラスタ網モデル
Kuczura らの分解式 [48]、
Wallstr凸m の分解式 [70]、
Lindberger の分解式 [54]、
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[ステップ 3] 非ランダム呼 (αぺ♂)が加わる二次回線群からの総溢れ呼量&を 2 モーメント整合法に
よる IPP 近似法を用いて求める。
(2) Fredericks の分解式による手法 [22]、
( 4.35) α;=α5j+α;j イ=《j 十 11:j ， j=l ， 2?
[ステップ 4] 入力呼Kついて、
(3) Manfield らの分解式K よる手法 [60]、
Delbrouck[15, 16] は、迂回呼到着過程を状態依存型の到着率をもっポアソ
ン過程で表現するという Wi比inson[83] の近似理論を拡張した BPP 法を提案している。
が知られているo また、
BPP 法以外の手法では、そのままの形で多元速度回線群モデルK上記の手法のうち、 IPP 法、
溢れ呼について、m倍呼を基本呼換算した等価な呼量、分散によって表現し、もしかし、適用するととはできない。
( 4.36) ι3 二 ãOj+ ã 1j , j = 1,2 , 
との二次回線群モデルを等価な単元速度の二次回線群モデルで置き換える ζ とができれば、上記の近
似法を適用するととが可能となるo 以下に、 IPP 近似法、および発見的近似分解法を提案する。とと
とおき、速度別の溢れ呼量 aj を次式K より求める。では、一次回線群が 1 本であるクラスタ網モデルを前提K述べるが、両近似手法とも一次回線群が 2
u干
緤 = ãτ千一τ ， j = 1,2. 
vυ〒 + V;:; 1 I v2 
本以上の場合へ容易K拡張可能である。
( 4.37) 
• 1pp 近似法
m倍呼の二次回線群への到着過程をそれぞれ個別の IPP一次回線群から溢れて迂回する基本呼、
( 4.38) 
[ステップ 5] 呼種ごとの溢れ呼量 ãij を次式を用いて求めるo
lα土 u土 l
&戸 ιj I叫す+ (1 一町)す I 'に 0 ， 1 ， j = 1,2 
X2t でで近似する。時間 t での二次回線群における基本呼、
表す。時間 t での迂回基本呼の IPP の ONjOFF 状態、および迂回 m 倍呼の IPP の ONjOFF 状態
をそれぞれX以内、 xjppt で表す。とれら 2種の IPP 呼が加わる二次回線群は、 4 次元マルコフ過
程 X;=(X1tl2t ， xjppt ， xjppt) ， tε R+ で定式化される。
き、定常分布 f を求めて呼種別呼損率を計算する o
とのマルコフ過程の平衡方程式を解
m倍呼の同時接続坪数をそれぞれXlt、
( 4.39) 切 (1+ 可j)EjJ - 1 十可'jEj , 
ととで、
-発見的近似分解法
( 4.40) 
α 
E.--3 一 α寧，
提案する発見的近似分解法は以下のステップからなる。
( 4.41) 
mωi( Zij ) 内
吋 mini(Zり)“
[ステップ 1] 二次回線群K加わる呼びをすべて基本呼換算して表す。
( 4.32) 
2 ・αij 二 mjαlJ ，叫j = mjvij , i = 0, 1 , j = 1,2 , m1 -1 , m2 = m . 
Lindberger[54] 12 の溢れ坪間の相関を無視して、上記の計算手順K13ける式(4.37) は、呼種 11、
による異速度呼が加わる一次回線群からの呼種別溢れ呼量の近似分解式をそのまま適用したものであ
る D 式(4.38) は、式 (4.31)の Lindberger の分解式である o 式(4.40) では、 Ej 二台/αj とせず、経
験的K良い結果が得られている ãjα を用いた。式(4.4 1) は、分散係数の大きい呼種K対して矛盾し
た結果と在るのを抑制するために選んだパラメータ [54] である。
( 4.33) 
[ステップ 2] 二次回線群に加わる総呼量 α、ならびKその分散りを次式により求める。
♂ =εαふ
??????????乞
U
一一引U
[B] 呼損率特性の数値例と評価( 4.34) 
表 4.1 K、クラスタ網モデル例について求めた総溢れ呼量&および総合呼損率 Bij の数値例を示
4.3 節で提案した厳密解析法を用いて求めた厳密解も示した。&、 Bij のす。表K は、比較のため、
12 の呼量の共分散を表す。Cov(11 , 12) は、呼種 11、ととで、
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表4.1 呼種別総合呼損率の厳密値と近似値の例
(No = 72, N1 = 48, m =6， μ1 = 10， μ2 = 1 ， ν0 = 0.7， R02 = 50%) 
盃E B~l 
B2(%) 
BL 
B22(%) 
Bfl B~ 1 (%) R12 (%) ν1 ?1 ?2 Bﾒl Bﾒ2 B11 01 1 
0.8 
2.538 1.116 8.158 0.087 
2.502 2.365 1.113 1.262 8.125 7.459 0.123 0.127 
20 1.0 4.476 
1.905 12.524 0.385 
4.389 4.291 1.904 2.143 12.426 11.838 0.568 0.574 
1.2 
7.995 3.335 19.545 1.053 
7.904 7.777 3.346 3.371 19.360 18.578 1.468 1.494 
0.8 
3.350 1.368 9.712 0.112 
3.279 3.193 1.お6 1.546 9.708 9.198 0.125 0.144 
50 1.0 5.991 2.242 14.563 0.350 
5.821 5.873 2.252 2.473 14.625 14.234 0.445 0.465 
1.2 10.132 3.525 20.969 0.782 
9.877 10.∞9 3.573 3.828 21.183 20.564 1.069 1.013 
0.8 
4.156 1.594 11.056 0.114 
4.121 4.056 1.594 1.759 11.053 10.596 0.089 0.123 
80 1.0 7.345 2.521 16.183 0.285 
7.267 7.364 2.529 2.593 16.217 15.676 0.256 0.315 
1.2 11.941 3.723 22.278 0.562 
11.811 12.022 3.755 3.541 22.811 21.336 0.558 0.601 
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Bら
B2(%) 8:2 12 
2.263 
1.778 1.662 
7.215 
.5.829 5.703 
15.141 
13.067 12.755 
2.793 
2.419 2.却6
6.969 
6.088 6.461 
12.967 
11.567 12.4∞ 
3.782 
3.017 3.038 
6.782 
6.558 7.110 
11.552 
11.176 12.335 
上付添字 1 、 2 、 E は、それぞれ IPP 近似法、発見的近似分解法、厳密解析法の解であるととを示
す。近似解析法では、一次回線群からの溢れ呼量のそーメントとして、いずれの場合も厳密値を用い
た。とのため、表 4.1 t'C示される誤差は、溢れ呼量の 1 次、 2 次モーメントを用いた回線群分解法の
誤差、および二次回線群における呼損率近似計算の誤差である。なお、 FACOM M380S 訊月計算機
による本表の数値計算では、 IPP 近似法、発見的近似分解法でそれぞれ1.79 秒、 0.20 秒の CPU 時
聞が必要であった。厳密解析法では、 10 分から 20 分の範囲の CPU 時間であった。表から以下のと
とが分かる。
(1) IPP 近似法は、特に総溢れ呼量K関する近似精度、および高負荷時における呼種別呼損率が良
好であるといえる。
(2) いずれの近似解法においても、 R2 が大きい、す左わち、 m 倍呼の割合が多い場合の方が近似
精度が高い。
(3) 発見的分解近似法は、計算量が少なく、総合呼損率の組い推定には十分有効である o
4.5 結言
多元速度迂回中継網における呼種別総合呼損率の解析法Kついて考察し、厳密解析法、および回
線群分解Kよる近似解析法を考案した。
厳密解析法については、クラスタ網モデルへの具体的適用法について述べた。大規模な平衡方程
式の数値計算アルゴりズムとして、適応的加速パラメ ータ修正K よる SOR法を採用し、既存のパラ
メータ修正アルゴリズムを改良して収束性能を改善した。クラスタ網モデルにおける呼種別総合呼損
率の数値計算を行い、近似解析法の評価のための数値デ←タとして示した。
近似解析法については、網を回線群K分割し、一次回線群からの迂回トラヒック特性を近似解析
する手法、および二次回線群Kおける呼種別呼損率を近似解析する手法をそれぞれ考案し、具体的計
算アルゴリズムを示すととも K、数値例を示して評価した。
一次回線群からの迂回呼の生起過程は、一次回線群を表現するマルコフ型待ち行列システムにお
ける溢れトラヒックのそーメントを解析するととにより特徴付けるととができる。まず、モーメント
計算公式を直接適用した 1 次、 2 次モーメントの厳密計算法を示した。次に、縮約したマルコプ型待
ち行列システムを用いて一次回線群を近似的に記述するシステム近似法を噂入し、縮約システムでの
溢れトラヒックのそーメントを求めて、とれを本来のシステムにおける溢れトラヒックのモーメント
とする近似解析法を述べた。回線留保制御が適用される場合も含めた回線群モデルについて検討し、
回線留保制御による影響Kついても考察した。各種の数値伊jから、低速呼、高速呼の平均サーピス時
間の差が小さい場合には、提案した近似解析法の近似精度は極めて良好であるとと、その差が大きい
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場合および留保量が大きい場合Kは、近似精度が劣化するため改良が必要であるととなどを明らかに
した。
二次回線群Kおける呼種別呼損率の近似解析法として、呼種別 IPP 近似法、および発見的近似分
解法を提案した。数値例から、 IPP 近似法における総溢れ呼量の近似精度が特K良好であるとと、発
見的近似分解法は計算量が極めて少なく呼種別呼損率の概略評価Kは十分有効であるととを示した。
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第 5 章 多元速度迂回中継網におけるサービス品質
制御手法の比較評価
5.1 緒言
多元速度回線交換網においては、大群化効果やトラヒック変動吸収効果などの点で、複数種の通
信トラヒック K よって回線群を共有させる多元トラヒック処理方式が有利である。しかしながら、前
章の数値例からも分かるとおり、多元トラヒック処理方式をとる多元速度回線群では、端数出線効果
等により、一般に低速呼K比べ高速呼の接続品質が大きく劣化する傾向があり、呼種別の接続品質が
速度クラス K よって大きく異なってしまう接続品質の不均衡の問題が生じる。とのため、網を高効率
に運用しつつ呼種別の接続品質に対する要求値を満足させ、かつ過負荷に対しできる限り良好な接続
品質特性を実現するために、各回線群において回線留保方式等のサーピス品質制御手法を併用する必
要がある。
多元速度回線群K対して適用可能なサービス品質制御手法として、回線留保方式の他に、 CCITT
において検討されている分離回線群方式 [11] や接続呼数そのものを制御する仮想回線方式などが考え
られる。回線留保方式は高能率性の点で優れているが、分離回線群方式などを含めた他の方式との特
性の比較は十分K明らかKされておらず、との点の検討を行っておくととが必要である。
本章では、速度の異在る 2 種類の即時呼が加わる多元速度回線群を考え、との回線群K対して適
用可能な
(1) 回線留保方式、
(2) 分離高使群方式、
(3) 分離最終群方式、
(4) 仮想回線方式、
の 4 方式のトラヒック特性を解析し、性能比較を行う。こ ζでは、 とれら 4 方式を適用した場合のト
ラヒック特性として、
(1) 過負荷K対する呼種別呼損率特性、
(2) 呼種別の溢れ呼量の分散係数特性、
(3) 呼種別の運ばれる呼量の分散係数特性、
95 
一一一一一一一ーー竺ー ァーーーーーーーーーーー | 
について考える。 5.2 節では、多元速度回線群モデル、および上記 4方式の制御法と特徴を述べるo
5.3 節では、各制御方式を適用した回線群について、上記の 3 つのトラヒック特性評価項目を解析手
法を示すo 5.4節では、前節の解析結果を用いて求めたトラヒック特性評価項目の数値例を示し、 4
方式の性能を明らかKする o さら K、とれらの数値例をもとに、多元速度回線交換網へのサーピス品
質制御手法の適用法についても考察する。
5.2 呼種別のサービス品質を制御する手法
速度の異在る 2 種類の呼びが加わる即時式回線群モデルを考える。 3.5.1 項の仮定 (1)、 (2)、 (3)
を設ける。
とのような多元速度回線群K適用するサーピス品質制御法は、 2種類の即時呼のうち一方を優先
呼、他方を非優先呼としてそれぞれの呼びの接続品質を制御するものであり、ととでは、制御を適用
しない場合に高呼損率と在る m 倍呼を優先呼に選ぶものと仮定する。
サーピス品質制御手法としては、回線留保方式、分離高使群方式、分離最終群方式、および仮想
回線方式をとりあげる。以下、それぞれについて、制御方法ならびK特徴を述べるo
5.2.1 回線留保方式(Trunk Reservation : TR) 
一般的には、両呼種の同時接続呼数の状態K適応した回線留保制御(次章を参照)が考えられる
が、 ζ とでは、優先呼の生起に備えて留保する回線数ァ(基本呼換算)を設定する方式を考えるo と
れは、非優先呼の到着時K同時接続回線数を観測し、空き回線数が留保回線数 T 以下であればその非
優先呼を呼損とするととにより、呼種別呼損率を制御する手法である。回線群中の各回線は、すべて
同等であれいずれも優先呼、非優先呼K よって共有される。
5.2.2 分離高使群方式 (Split High-usage Group : SH) 
本方式は、回線群を仮想的K共有部分と優先呼K対する専用部分K分離し、専用部分を共用部分
の前位に設けるととによって呼種別呼損率を制御する手法である。ただし、 h は m の整数倍の値を
とるものとする。優先呼は、到着時Kまず専用部分の空き回線を選択し、空き回線がなければ共用部
分の空き回線を選択する。優先呼の呼損は、最終的に共用部分で生ずる。一方、非優先呼は、共用部
分K空き回線があるときのみ回線を捕捉し、それ以外では、すべて呼損となる。本方式は、回線群中
の各回線が同等でなく仮想的に分離されている点で、回線留保方式と本質的K異なっている。
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5.2.3 分離最終群方式 (Sprit Final Group : SF) 
本方式では、分離高使群方式と同様、回線群を仮想的K共用部分と優先呼K対する専用部分に分
離するが、専用部分を共用部分の後位K設けるとと Kより呼種別呼損率を制御する手法である。とと
で、専用部分の回線数(基本呼換算)を f で表す。ただし、 f は m の整数倍の値をとるものとするo
優先呼は、共用部分、専用部分の空き回線のみを選択する。本方式は、分離高使群方式と同様、回線
が同等で在く仮想的K分離されている点では回線留保方式と異なっている。
5.2.4 仮想回線方式 (Virtual Circuit : VC) 
本方式は、非優先呼の同時接続呼数の上限値を N -v と設定し、非優先呼の到着時K同時接続呼
数が N -v であればその非優先呼を呼損とする制御方式であるD ととで、りを制御パラメータとす
る o 本方式は、同時接続回線数でなく非優先呼の同時接続呼数K対して制限を設けている点で上記の
回線留保方式とは異在るが、回線群中の各回線は、すべて同等であり、いずれも優先呼、非優先呼K
よって共有される。
5.3 各制御方式を適用した回線群のトラヒック解析法
前述のよう K、サーピス品質制御を適用する回線群からさらに後段の迂回ルート K呼びが迂回す
る場合も考慮し、次のような項目について解析する。
(1 )呼種別呼損率:基本呼、 m倍呼の呼損率をそれぞれ b1 、 b2 で表す。
(2) 呼種別溢れ呼量の分散係数:基本呼、 m倍呼の溢れ呼量の分散係数をそれぞれ ZOl 、 Z02 で
表す。
(3) 呼種別の運ばれ呼の分散係数:運ばれる基本呼、 m倍呼の分散係数をそれぞれ ZCl 、 ZC2 で
表す。
5.3.1 回線留保方式
回線留保方式を適用する回線群における時間 1 での基本呼、 m 倍呼の同時接続呼数をそれぞれ変
数 XÍt 、 X?; で表し、マルコフ過程 xf ニ (x!t， xit) ，t E R+ を考える。 ζ とで、 xÍt、 x?; は 0 三
xl.'t 三 N-r、 0 三 xit、 0 三 xÍt+ mXt :;N を満たす整数値をとり、との状態調を ET で表
す。上付添字T は回線留保方式を適用しているととを示す。との過程K関連するベクトルならびに行
列の要素は、ペクトル (xÍt， x?;) の辞書式順序に並べられるものとする。
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解析手法は 4.4.1 項 [A] と同犠である。呼種別呼損率 b1 ，\ b2 位、過程 X7 の平衡方程式 πTQT = 
0 と正規化条件 πTe = 1 を解いて定常分布 1rT を求めるとと K より計算できるo ただし、回線留保
制御が適用されている場合には、定常分布 πT は積形式解とならないため、数値的K線形方程式を解
く。
溢れ呼量のモーメント仕、モーメント計算公式を適用して計算するととが可能であるo ただし、
ととでは回線留保制御が適用されるため、との点を反映した無限小生成作用素 QT、および溢れ呼生
起率行列 A5. を用いる o 呼種 t の溢れ呼量の 1 次、 2 次モーメントを Lr、 LE)T で表すと、モー
メント計算公式は以下のように表される。
L日)T = J:_7rT A~ n. 二一πAηe ‘ ì= 1.2. 'μi ....... . 匂，
LY=:!?lg;FAZEe+L5.)T ，戸 1 ， 2 ，
,..., t 
li)T(μiI-QT)= πT Að, ' i = 1, 2 
(5.1) 
(5.2) 
(5.3) 
運ばれる呼についても同様に、仮想無限サーパ群を仮定し、呼種 t の到着呼が接続されるのと同
時に仮想無限サーバ群においても呼びが新たK接続されるものとする o 仮想無限サーパ群上の呼びは、
元の回線群上の呼びとは独立K平均値 1/μ~ = 1/仰の指数サーピス時間分布K従ってサーピスされる
ものと仮定する。呼種 i の運ばれる呼量の 1 次、 2 次モーメント LS)T、 LE)T は、運ばれる呼の生
起率行列を AZ，で表すれ
L~)T = 工πTA;!: e 
~ ， μ， ~ ， 
t ニ 1 ， 2 ，
LET= よザ AZ，e+LSY ， i ニ 1 ， 2 ，
,...1 
li)T(μi I _ QT) ご πTAE ， t=1 7 2
をるモーメント計算公式K より計算できる。
5.3.2 分離高使群方式
(5.1) 
(5.5) 
(5.6) 
m倍呼の優先呼として分離高使群方式を適用した回線群のモデルは、図 5.1 K示すモデル、すな
わち専用部分を一つの回線群とし、そとからの優先呼の溢れ呼が更K共通部分K対応する回線群K加
わる囲網モデルと等価である。 そとで、計算を容易Kするため、専用部分からの溢れ呼過程を IPP
で近似し、専用部分と共用部分を分離してトラヒツク特性を解析する。
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Single-slot 
call 
(λ1 ， μ1) 
2 
.  
T 
m-slot 
call 
(λ2 ， μ2) 
図 5.1 分離高使群方式の回線群モデル
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N-h 
trunks 
h trunks 
司・・・・・・・・・・・・・・・・・・・.，.'
m倍呼専用部分は、 IPP 入力のある単元速度回線群モデルであり、 3.4節で述べた計算手法等が
そのまま利用できる。
時間 t での IPP の ON/OFF 状態、および共用部分Kおける呼種 i の同時接続呼数をそれぞれ変
数xιPt、および x!f で表す。 IPP の状態遷移を含めた共用部分の挙動を記述する 3 次元マルコフ
過程 x~ =(x[f ,X t: ，X}ÞPt) を考える o との過程の無限小生成作用素 QH、呼種 i の溢れ呼の生起
率行列 A及、運ばれる呼の生起率行列 AZ を求め、とれらをモーメント計算公式K代入して計算す
るとと K より所望のそーメント特性を近似的に求めるととが可能である。ただし、運ばれる m倍呼
の分散係数特性Kついては、専用部分と共用部分の相関を無視した解析となっている o
5.3.3 分離最終群方式
会且・・・
f trunks 
本方式を適用した回線群のモデルは、図 5.2 tc示す迂回モデルと等価である。分離高使群方式の
場合と同様、計算を容易とするため、共用部分からの m倍呼の溢れ過程を IPP で近似し、専用部分
と共用部分を分離してトラヒック特性を解析する o
共用部分については、時間 t における坪種 i の同時接続呼数を XZ で表し、マルコブ過程 XF ニ
(xft , xft) を考える。との過程の無限小生成作用素 QF、呼種 i の溢れ呼の生起率行列 AEJ 運ぼれ
る呼の生起率行列 AE から、モーメント計算公式を用いてトラヒック特性が解析できる o 共用部分の
モデルは、 3.5 節で述べた多元速度回線群モデルであり、そ ζで示した計算手法等がそのまま利用で
きる。
m 倍呼専用部分は、 IPP 入力のある単元速度回線群モデルであり、 3.4節で述べた計算手法等が
そのまま利用できる。
• 
N-1f 
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5.3.4 仮想、回線方式
回線留保方式の場合と同僚、時間 1 での呼種 i の同時接続呼数を XJ で表し、回線群全体の挙動
を記述するマルコプ過程 xY = (xit ， XJ:;) を考える。マルコフ過程 XY の状態遷移図を図 5.3 tc示
す。との過程の無限小生成作用素 QV、呼種 i の溢れ呼の生起率行列 AL、運ばれる呼の生起率行列
116 から、モーメント計算公式を適用 Lて所望の特性値が計算できる o
5.4 数値例による比較評価
図 5.2 分離最終群方式の回線群モデル 5.4.1 呼損率特性
ある負荷を標準負荷 (ASl R2s ) と定めたとき、 ζの標準負荷に対する過負荷度を η 二 A/As (R2 
一定のまま総負荷が増大するとき)、 771 二入d入ls (基本呼負荷のみが増大するとき)、 η2= 入2/入28
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図 5.3 仮想回線方式を適用した 2 元速度回線群モデルの状態遷移図例 (N = 16, m = 4, v = 6) 
(m 倍呼負荷のみが増大するとき)で表す。下付添字 s K. より標準負荷であるととを示すものとす
m=6の場合に回線数 N = 72 と固定して制御パラメータを変化させた場合の呼損率特性を図
R2s = 0.25、
る。
1 を標準負荷とし、μ2 10、μ1 lJs 二 0.65、ととでは、5.4 --5.7 K.示す。
8 6 4 2 
.001 
0 η= 1.3 とした場合を明示している。TJ2 = 1. 3、η1 = 1.3、
r B1 = B2 = 0.01 をμ2 = 1 を標準負荷、μ1 = 10、R2s = 0.5 、As = 100erl、m= 6、また、
これを基準点と基準呼損率として回線数N が最小となるよう回線数 N と制御パラメータ値を求め、
回線数と制御パラメータ値はη2 を変化させた場合の呼損率特性を図 5.8 "'-5.11 K示す。
表 5.1 tc まとめて示しておく。
η1 、して、
図 5.4回線留保方式の呼種別呼損率特性
褒5.1 呼損率条件 8， =.01.8 ， =.01での回線数
TR SH SF vc 
必要範囲組数 N 39 145 143 146 
制御".，ラメータ r=5 h=66 f=18 ν=82 
103 102 
'-1:.-'. 1 = 1.3 
--0-- 111 二1. 3
・・・[].. .. 112 ニ1. 3
ー噌ー Normal
1 
' -1:.- , - 11 ニ 1.3
-ー。ー- 111 ニ1. 3
・… 日・ ・ ・・ 円2=1.3 
ー#ー Normal
l 
b1 
m=6, N=72 
¥)S= .65 , R2S= .25 
}l1 = 10 ， μ2=1 
.1 
.01 
???
m=6, N=72 
¥)S= .65 , R2S= .25 
}l1 = 10，ド2=1
.1 
.01 
???
b2 
.001 .001 
0 36 
図 5.6 分離最終群方式の呼種別呼損率特性
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図 5.5 分離高使群方式の呼種別呼損率特性
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さら K、加わる呼量一定のまま m倍呼混合率 R2 が標準点、 R2s = 0.5 から変化した場合の呼種別
呼損率特性を図 5.12、 5.13 K示す。
とれらより、以下のととがいえる。
(1) 回線留保方式、分離最終群方式、分離高使群方式、仮想回線方式の順に回線使用率が高い。
(2) 回線留保方式では、負荷が変化しでも同ーの制御パラメータ値Kより類似した呼損率配分特性
が得られる。
(3) 図 5.9、 5.10 は、圧迫呼K対する被圧迫呼の呼損率特性を与えているが、被圧迫呼の呼損率の
増加が最も小さいのは仮想回線方式であり、 η1 、 η2 のいずれが変化するかK よって大きく異
在る。
(4) トラヒック混合比率の変動K対する耐力の点では、回線留保方式と分離最終群方式が優れてい
る。
上記 (1)、 (2) の点からは、網構成上、回線留保方式が有利である。しかしながら、過負荷時の被
圧迫呼K対する特性を補償するために、何らかの網管理手法を併用すべきであると考えられる。ただ
し、単元速度の呼びを扱う場合には、回線留保方式を用いても被圧迫呼の呼損率の増加度は分離高使
群方式などとほとんど差はない。
5.4.2 溢れ呼量の分散係数特性
次K、サーピス品質制御を適用した回線群からさらに基本呼が次段の回線群K迂回する場合を想
定し、 m = 6、 As = 100erl、 R2s 二 0.5、 μ1 二 10、 μ2 = 1 を標準負荷、 Bl = 0.1 、 B2 = 0.01 
を基準呼損率として回線数 N と制御パラメータ値を求め、とれを基準点として η1、 η2 を変化させた
場合の溢れ呼量の分散係数 ZO] 、 Z02 の特性を図 5.14、 5.15 K示す。回線数と制御パラメータ値を
表 5.2 示す。
表5.2 呼損率条件 8)=.1.8)=.01での回線数
TR SH SF vc 
必要総回線数 N 119 141 137 141 
制御.1'\ラメータ r=9 h=90 f=54 ν=90 
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とれらより、以下のととがいえる。
(1) 回線留保方式での ZOl 値は、他の方式の場合K比べかなり大きいが、負荷の変化K対して大幅
に変化する。
(2) 回線留保以外の方式での ZOl 値は、り2 の変化に対してあまり敏感K変化しない。
上記 (1) のととから、基本呼が次段へ迂回するような回線群Kついては、迂回先での回線使用率
が低下する可能性があるため必ずしも回線留保方式が有利とは言えず、次段の回線群K与える影響も
考慮すると回線留保以外の方式が有利となる場合もありうる o
なお、いずれの方式においても Z02 値は、あまり増大しない。
5.4.3 運ばれる呼量の分散係数特性
ととでは、回線留保方式において特徴的在性質を持つ非優先の運ばれる呼の特性について調べる o
前節と同様の条件下での、運ばれる基本呼量の分散係数 ZCI の特性を図 5.16、 5.17 K示す。 ζれよ
り、
(1) 回線留保方式を適用した回線群では、 ZC1 が 1 より大きく、負荷の増加ととも K急増する。
(2) 他の方式でも ZC1 が 1 以上となる場合があるが、ほとんど lK近くかっ負荷の変化に対して敏
感で在い、
ととがわかる。
回線留保方式Kおける ZCl の特性を更に調べるため、図 5.18 K R2、 μd向、留保回線数 T の各
種組合せK対する ZC1 特性を示す。 とれより、
(1) m 倍呼混合比率 R2 が大きいほど ZC1 が大きい、
(2) 比 μd仰が大きいほど ZC1 が大きい、
(3) 留保回線数 T が大きいほど ZCl が大きい、
ととがわかる。とれらの特性は、回線留保方式では非優先呼の接続が優先呼の到着Kより断続的に制
限されるためであると考えられる。運ばれる呼量の分散係数の増加は、その回線群の着側交換機にお
ける共通機器等の使用率低下Kつ在がる o そのため、回線留保方式を適用する場合、交換機共通機器
の設計等Kあたっては、回線群K加わる呼びの分散係数をそのまま用いたのでは大きく危険側と在る
ととがあり、注意が必要ある。
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5.5 結言
多元速度回線群に対する 4種のサーピス品質制御手法について、それぞれの制御手法のもとでの
トラヒック特性の解析法を示し、数値計算Kよって、次のととを明らかK した。
(1) 回線使用率の点では回線留保方式が優れているが、過負荷に対する被圧迫呼の呼損率特性やト
ラヒックのピーク特性の点では他の方式が有利となる場合がある。
15 (2) 回線留保方式においては、非優先呼の運ばれる呼量の分散係数が 1 より大きくなる場合がある。
(a) ー.-・_.- 11 =20, R2=.5 , r= 10 
(b) . .. ..r:t .. ..11l=20, R2=.5 , r=5 
(c) ー噌- 11 = 10, R2 = .5, r = 5 
(d) ー守一ド1= 10, R2=.25 , r=5 (a) (e) 一←- 11 = 1, R2=.5 , r=5 .-:~酔 ・.-. 
回線効率、および運用の容易さの点から、実用上、回線留保方式が導入しやすく、有力在方式と
いえよう。ただし、回線留保制御のある多元速度回線群の運用実績はまだ見あたら在いため、導入に
あたっては、上記 (1) 左どの他K与える影響K も十分注意する必要がある。
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図 5.18 回線留保方式における基本呼の運ばれる呼量の分散係数特性
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第 6 章 多元速度迂回中継網における最適回線留保
制御
6.1 緒言
多元速度回線群Kおりるサーピス品質制御法として、回線留保方式が網資源の効率的利用の点で
優れているととを、前章において示した。前章で取り扱った回線留保方式は、回線群の使用率、す在
わち同時接続回線数のみを観測して到着呼の受付制御を行うものである。しかしながら、より柔軟な
回線留保制御として、呼びの到着時におけるシステムの詳細な情報、すなわち、呼種別同時接続呼数
の組み合わせを観測して制御する方式が考えられ、そのような方式K よれば、さらに高効率な制御が
行えるものと考えられる。とのよう K システムの状態に適応して制御する方式では、最適な制御パラ
メータ値の決定が問題となる o 適応型回線留保方式Kついては、山口ー秋山 [85] tc より先駆的な研究
が行われており、最適留保量を決定するための最適化問題が非線形計画問題として定式化されてい
る。
本章では、適応型回線留保方式を適用した多元速度回線群のトラヒック解析を行い、状態K依存
する留保量の最適値を求める問題に対する効率的な最適化手法を提案する。との提案手法で定式化し
た線形計画問題の性質から、最適制御のー性質を理論的K証明する。また、前章で述べた同時接続回
線数のみを観測して制御する実現性の高い近似最適制御との比較を行い、実用上近似最適制御て・も十
分であるととを示す。
6.2 節では、適応型回線留保方式を適用する多元速度回線群のモデルを示す。とのモデルにおける
マルコフ過程の平衡方程式を示し、とれを用いて、適応型回線留保方式における最適制御パラメータ
決定問題を非線形計画問題として定式化する。 6.3 節では、最適制御パラメータ決定問題K対する第
一の解法として、非線形計画問題を線形計画問題K変換する手法を示し、との変換で必要となる新た
な線形制約について述べる o 6.4節では、本最適化問題K対する第二の解法として、マルコフ決定過
程理論K基づく線形計画表現による手法を示す。主として、以下の結果を述べる。
(1 )命題 6.1として、線形計画表現を示す。新たに導出する線形制約が成立するととを、未定変数
を考慮して定義したマルコフ過程の平衡方程式を用いて証明する。
(2) さらに、本定式化から、最適制御パラメータ値のもつー性質を演鐸的K裏付けし、命題 6.2 と
して、最適制御パラメータ値の零、非零の個数K関する性質を述べる。
6.5 節では、最適制御の効果を示すため、最適制御K よって得られる回線使用率改善度を計算し、各
種の負荷条件下て・の数値例を示すo 6.6 節では、同時接続回線数のみの観測による近似最適制御と適
応型最適制御とを数値例K より比較する。
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6.2 回線留保制御の最適化
6.2.1 多元速度回線群のモテル
速度の異なる 2種のポアソン呼が加わる即時式多元速度回線群モデルを考えるo 図 6.1 tc、回線
群モデルを示す。回線留保方式は、高速呼を優先呼として低速呼の接続を規制するものとする。本モ
b1 Control b2 
parameters 
α(i ， j) N 
Xlt=? X2t=J 
Single-slot m-slot 
calls calls 
(λ }， μ1) (À21 μ2) 
図 6.1 適応型回線留保制御のある 2 元速度即時式回線群モデル
デルにおいて、 3.5.1 項の仮定 (1)、 (2)、 (3)、 (5) 、 (6) を設ける。
時間 t における基本呼、 m倍呼の同時接続呼数をそれぞれ Xlt 、 X2t で表す。時間 t tLおける回
線群の状態は、 (Xlt ， X2t ) で表されるロ適応型回線留保方式K関して、次のよう在仮定を設ける。
(4) 回線群の状態が (Xlt = i ,X2t = j) でかつ上記の仮定 (3) tLよって呼損とならないとき、到着
した基本呼を確率 α(i ， j) で接続し、確率 (1 -α(i ， j)) で呼損とするよう制御するロ
仮定 (4) の方式を適用した回線群モデルのマルコフ過程を Xt 二 (Xlt ， X2t ) , t E R+ で表す。マ
ルコア過程 Xt の有限状主控問を
E = {(i , j) : 0 ざし j， 0 ~ i + mj ~ N} , (6.1) 
で表す。状態空間 E の部分空間として、
Ei={(i ,j): 0 三七j， O 三 i+r吋三 N-m} , (6.2) 
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Eb = {(ω) : 0 ~ i ,j , N -m + 1 三 i+mj 三 N -1} , (6.3) 
Ee ニ {(i ， j) : 0 三 i ， j ， i + mj = N} , (6.4) 
を定義する。ととで、 E = Ei + Eb 十 Ee である D マルコフ過程 Xt の定常分布を π = {π(i ， j) 
( i ， j) ε E} で表す。定常分布 π は、以下の平衡方程式と正規化条件を満たす。
ととで、
である。
{入1α(i ， j)+ 入2 + lμl+jμ2}π(i ， j) = 入1α(i -1 ， j)π(i -1,j) 
+入2 1r (i ， j -1) + (i -1)μ1π(i+1 ， j)+U+1)μ2π(i ， j+1) ， 
for al (i, j)ε Ei , 
{入1α(i ， j)+iμl+jμ2}π (i ， j)= 入1α(i -1 ， j)π(i-1 ， j) 
+入2π(i ， j-l)+(i-1)μ1π(i+1 ， j) ，
for al (i ， j) ε Eb , 
(iμ1+jμ2)π (i ， j) = 入1α(i -1 ， j)π(i -1, j) + 入2π(i ，j -1) , 
for 叫1 (i ， j) ε Ee ， 
乞 π(i ， j) 二 1 , 
(i ，j)εE 
π(i ， j) さ 0 ， (i ， j) ε E. 
0 三 α(i ， j) 三 1 ， (i ， j) ε E ， 
(6.5) 
(6.6) 
(6.7) 
(6.8) 
(6.9) 
(6.10) 
α(i ， j) の集合を α= {α(川) : (i ， j) ε E} と定義する o (七 j)ε Ee に対しては、 α(i ， j) 二 O
とする。ある値をもっ集合 α が与えられたとき、上記の平衡方程式から定常分布 π が定まり、その
ときの基本坪、 m倍呼の呼損率 b1 、 b2 は、
b1 = 乞 {1 -α(i ， j)}π(i ， j) , 
( i ， j)εE 
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(6.11 ) 
b2 = 乞 π(i ， j) , 
(i ，j )ε Eb+Ee 
により求まる。
また、回線群により運ばれる総呼量 Ac は、
Ac= α1(1 -b1) + mα2(1 -b2) , 
により求まり、そのときの回線使用率 η は、
で与えられる。
6.2.2 最適回線留保制御問題
Ac 
可 -N
次の最適化問題の解として求まる αホを、最適回線留保パラメータと定義するo
[最適化問題 P] 制約条件
(1 )平衡方程式 ((6.5)'__ (6.7)) 、
(2) 正規化条件 ((6.8)) 、
(3) 不等式 (6.9)、 (6.10) 、
(4) 呼種別呼損率条件九三 Bk ， k = 1 ヲ 2、
の下で、 η(κα) を最大化する。
(6.12) 
(6.13) 
(6.14) 
ととで、 B1 、 B2 は、それぞれ基本呼、 m倍呼の接続品質を規定するために設定される許容呼損率
値を表す。
従って、適応型回線留保方式における最適制御問題は、最適化問題 P として定式化されるが、と
の定式化では、式 (6.5) ,__ (6.7) Kままいて π(i ， j) と α (i ， j) の積が現れているととから、問題が非線形
最適化問題となっており、とのままでは扱いK くく効率的在最適化計算が困難である。
6.3 変数変換による線形計画表現
前章で定式化した最適化問題 P の非線形性を避けるために、
y(i ， j) =α(i ， j)π(i ， j) , (6.15) 
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なる新たな変数 ν = {y(i ,j) : (i ， j) ε E} を導入し、問題を変換する。との U を用いると、式 (6.5)
,..,_ (6.7) は、
for al (i, j)ε Ei ， (6.16) 
によって求められる。
本手法では、元の非線形計画問題を、システムの挙動を記述するマルコフ過程の平衡方程式およ
び定常分布を用いて、線形計画問題K帰着させた。そのため、目的関数式、および制約式の表現が直
接的で理解しやすいという利点がある O しかし、その反面、変数変換に伴って新たに変数問の大小関
係を規定する制約式 (6.19) が必要となり、制約式の数は、総計 21EI+ 2 と在る o ただし、変数の数
は、総計 21EI である o
入ly(i ， j)+(入2+iμl+jμ2)π (i ， j) 二入ly(i-1 ， j)
十入2π(i ， j-l)+(i-l)μ1π(i+1 ， j)+ (j +l)μ2π(i ， j+ 1), 
入ly(i ， j)+(iμl+jμ2)π(i ， j) = 入ly(i-1,j) 
6.4 マルコフ決定過程論に基づく線形計画表現
for al (ω)ε Eb ， (6.17) 
前節で示した線形計画問題K変換したうえでの最適化は、制約式の数の増加が問題である。計算
速度の点では、より制約式の少ない定式化が望ましい。そとで、本節では、前節とは異在った面から
問題をとらえ直し、制御パラメータに対応する制約式を必要としない線形計画問題K よる定式化を考
案する。
+入2π( i, j -1) + (i-1)μ1π(i+1 ， j) ぅ
(iμl+jμ2)π (i ， j) = 入ly(i -1,j) + 入2π (i ， j -1) , 
for 叫1 (i ， j) ξ Ee ， (6.18) 
6.4.1 線形計画表現の導出
まず、時間 t において到着した基本呼に対する接続拒否/許可の決定を表す確率変数X6t を定義
する。との接続拒否、および許可の決定を、値d=O、および d ニ 1 でそれぞれ表す。回線群の状態
(X}t = i ,X 2t = j)K依存して、変数 X6t は次の集合内の値を 1 っとる o
と書き換えられる。正規化条件は式 (6.8) のままである。
制約条件 (6.9)、 (6.10) は、
0 三 y( i , j) 三 π(i ， j) , for al (i ， j) εE ぅ 、ー，，，
r
???ρ0 〆a，、、 D~ ~ = J {仏 1} : for al (ω)ξ Ei + Eb , 
'J -1 {O} : for al (i ， j) εEe , (6.23) 
在、また、呼種別呼損率制約は、
乞 {π(i ，j) -y(七 j)} ~ B1 , 
(i ，j)εE 
(6.20) 
接続拒否/許可の選択は、次のような確率的な機構K より決定されるものと考える o トラヒック
種別K関係なく呼びの到着、あるいはサービス終了の時点で、回線群は次の状態 (i ， j) へ遷移するか、
あるいは現状態 (i ， j) K留まる o とのとき同時に、状態 (i ， j) tc滞在中 K新た K到着する基本呼に対
して接続を拒否するか、許可するかの決定が、ある確率でなされる。との確率は、呼びの到着あるい
はサービス終了の事象が発生する直前の状態Kのみ依存する。ととで、呼びの到着時点で呼損が起と
る場合には、回線群は他の状態へ遷移しないが、次K到着する基本呼K対する接続拒否/許可の選択
結果はある確率で変化するとと K注意する。
3 次元マルコフ過程 XDt = (X}t, X2 t, X6t) , t ε R+ を考える。マルコフ過程 XDt の状態空間を
ED = {(i ,j ,d) : (i ， j) εE， d E Dij} で表し、定常分布を p= {p(i ,j ,d) : (人 j， d) ε ED} で表
す。図 6.2 tc、マルコフ過程 XDt の状態遷移の例を示す。
セミマルコプ過程 (SeIIÙ-Markov process) K対する平均利得線形計画表現 (Average-reward lin-
ear programming formulation) [32, 17) 77] をマルコプ過程 XDt tc適用し、マルコプ過程XDt の
2二 π(i ， j) ~ B2 , 
( i ，j) εEb+Ee 
(6.21) 
と書き換えられる。
従って、最適化問題 P は、 π、 ν を変数とし式 (6.16) --(6.21) を制約式とする線形計画問題K
変換するととができる o 線形計画問題K対しては、シンプレックス法 [56] や内点法 [1 ， 2] K代表され
る既存手法を適用するとと K よって最適解を求めるととができる o 最適解(7r*， Yつが求まれば、最適
回線留保パラメータ α? は、
、‘，，，-、、
E，ノ
qJ
一.7d
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(6.22) 
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( i ， j) への遷移率を表す。
命題 6.1 呼種別呼損率条件を含まない適応型回線留保制御K よる回線使用率最大化問題は、次の線
-ー、
一ー寸... 
time 
((( 
イト0 ，;_:
ー: 1 I ; I
・-， II'-'j ・「
( ( 
己， - .n 
+;+11-: 
・-，:・ -'11 ・「
Call 
departures ⑥ 
ロー
-• l 
+ l 
(-•
J) 
L 市， j , d) p( i , j , d) , 
(i ,j ，d) εED 
ZD 二
形計画問題として定式化できる。
Mαれmzze (6.26) 
subject to 
•: Type 1 call , =~< Type 2 call , 
( :Type 1 call blocked 
Call 
arrivals 
L q(k , 1, J, i ， j)p(川1)，
(k ， I ，J) εED 
L q(i , j ,d, i, j)p(i , j ,d) = 
dεD'J 
(1) 
図 6 .2 マルコフ過程 XD の状態遷移例
(6.27) Jor al (i ,j) E E , 
(2) μ2 をμ1 、入2 、各状態における滞在時間が指数分布であるとと、および、その平均滞在時間がわ、
乞 p( i,j , d) 二 1 , 
( iムd) εE D
用いて表現できるとと、の 2 点を利用するととにより、最適回線留保パラメータを決定する線形計画
(6.28) 
不要問題を得るととができる。また、マルコフ過程 XDt における平均利得最大化問題を定式化し
な変数を削除するととにより、同様な線形計画問題を導出するとともできる。以下では、後者の手法
(6.29) 
(3) K よる証明を示す口
まず、必要討己号 r(i ， j ， d) および q(k ， l ， d ， i ， j) を定義する。 p( i,j , d) 三 0 ， for al (i ， j ， d) ε ED. 
(6.30) 
最適回線留保パラメータ α織は、との線形計画問題の最適解戸を用いて、
p*( i ， j ぅ 1)αWJ)-forαII (i ， j) ε Ei 十 Eb , 
- LdED'J p*( i,j , d) , 
(6.24) for al (i ， j ， d) ε ED ， 
入11{d= 1 ， (k ， l) ε Ei + Eb} + 入21 {(k , 1) εEi} + kμ1 + 1μ2 , 
for (k ,l) = (i ， j) εE 
r( i , j , d) = i + m j , 
で与えられる。
for (k ,0 = (i-1, j) εE 
入11{d = 1, (k ， 1) ε Ei + Eb} , 
証明:マルコプ過程XDt を考える。呼びの到着およびサーピス終了の各時点、での次の方策 d= 0 ま
(6.25) 入21{(k ，1) ε Ei}， q(k ,l ,d,i,j ,) = 
たは d = 1 の選択確率は、目的関数、すなわち、回線使用率を最大にするよう決定すべき未知変数で
ある。マルコア過程の状態 (i ， j ， d) ε ED において呼種 k の呼びの到着により次の方策として f が選
択される確率を σk(i ， j ， dヲ J) で表す。ととで、 J= 0 ， 1 であり、
for (k ,O = (i ,j -1) εE 
for (k , 0 = (i+ 1, j) E E , 
for (k ,0 = (i , j + 1)εE 
otherwise. 
kμ1 , 
k = 1 ， 2 である。問機K、マルコプ
過程の状態 (i ， j ， d) ε ED Kおいて呼種 k の呼びのサーピス終了Kより次の方策として f が選択され
る確率を仇(i ， j ， d ， J) で表す。
for al (i ,j , d) ε ED , k = 1,2 ) (6.31) 
σk および仇について、次の式がそれぞれ成り立つo
円4μ 
式 (6.24) の r( i ,j , d) は、状態 (i ， j ， d) における同時接続回線数を表す利得関数である。また、式 (6.25)
の q(k, 1 , d, i)j) , ( k, l) ヂ (i ， j) は、方策が d で回線接続状態が (k，/) である状態から回線接続状態
? ?
σk(i ， j ， d ， O) + σk(i ， j ， d ， 1) = 1 , 
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σl(i -l,j , l ,O) = σ2(i ， j -1,d,0) = 1 ヲ for al (i , j)ε ED , d = 0,1 , 
仇(i， j， d， O) + 仇 (i ， j ， d ，1) = 1 , for al (i ， j ， d) ε ED , k = 1,2. 
図 6.3 K、マルコフ過程 XDt の状態遷移図を示すD
上記の記号を用いて、マルコフ過程 XDt の平衡方程式は以下のよう K記述されるo
(1) (ω)ε Ei なる状態 (i ， j， のについては、
{入1σ1(i ， j ， 0 ， 1)+ 入2 + iμ1+jμ2}P( í, j , 0) こ
入1σ1(i -1, j , 1, 0) p( i -1, j , 1) +入2 2二 σ必，j -1, d, O)p( i ,j -1, d) 
dεD.]-1 
十 (i+ 1)μ1 乞仇(i+ 1,j ,d,0)p(i + 1,j ,d) 
dεD'+1J 
+(j + 1)μ2 エの(i ， j + 1,d,0)p(i ,j + 1 ， d) ヲ
dεD. J + 1 
(2) (i ， j) ε Ei なる状態 (i ， j， l) Kついては、
{入1 +入2+ iμl+jμ2}p(i ， j ， 1) = 
入1σl(i ， j ， O ， l)p(í ,j , 0) +入1σl(i -1, j , 1, l)p(i -1, j , 1) 
+入2L σ2( í , j -1, d, 1) p( i, j -1, d) 
dεDiJ -1 
+( i + 1)μ1 乞仇(i+1 ， j， dぅ l)p(i + 1,j , d) 
dεD'+1J 
+(j + 1)μ2 L <p2(i ,j + 1, d, l)p(人 j+ 1,d) , 
dεD.J + 1 
(3) (i ， j) ε Eb なる状態 (i ， j， O) については、
{入1σl(i ， j， O ，1) +入2σ2(i ， j ， 0 ， 1)+iμ1+jμ2}P( i ， j ， 0) = 
入2σ2(i ， j， 1, O)p(i ,j , 1) +入1σl(i -1,j , 1, O)p(i -1, j , 1) 
+λ2 玄 σ2(i ， j -1,d,0)p(i,j -1,d) 
dεD.]-l 
+(i+1)μ1 乞ゆ1(i + 1, j , d, 0) p( i + 1, j , d) , 
dεDi+l] 
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(6.32) 
(6.33) 
(6.34) 
(6.35) 
(6.36) 
(4) (i ， j) ε Eb なる状態 (í ， j， 1) Kついては、
{入1 +入2σ2(i ， j ， 1,0) + iμl+jμ2 } p(i, j , 1) = 
{入1σJ( i ， j ， O ， l) +入2σ2( i,j , 0, 1)} p( i, j , 0) 
+入1σl(i -1,j , 1, l)p(i -1,j , 1) +ん乞 σ2(i ， j -1,d, l)p(i, j -1,d) 
dεD.)-l 
+(i + 1)μ1 2二仇(i + 1,j ,d, l)p(i + 1,j ,d) , 
dεD'+lJ 
(5) (i ， j) ε Ee なる状態 (i ， j ， O) Kついては、
(引 +jμ2)p( i, j , 0) =入1p( i -1, j , 1) +入2 L p(i,j -1,d) , 
dεDり -1
ととで、 ED の要素でない (i ， j ， d) については p(i ， j ， d)= 0 である。
(6.37) 
(6.38) 
以上の平衡方程式 (6.34) --(6.38) と正規化条件 (6.31)、 (6.32)、 (6.33) 、 (6.28)、 (6.29) を制約
条件とし、式 (6.26) を目的関数とする線形計画問題の最適解 (pヘ σぺ φつは、元の多元速度回線群モ
デノレKおいて運ばれる総呼量を最大化する方策の選択確率、 bよびそのときの定常的振る舞いを与え
る。
f が求まれば、回線群モデルの定常分布は、
7["*(i ,j) = L p寧 (i ， j ， d) ， for al (i ， j) ε E ， 
dεDり
(6.39) 
により計算される。また、 PASTA(Pojsson Arrivals See Time Average) 定理 [84] より、最適回線
留保パラメータ α事仕、式 (6.27) で与えられる。
以上の定式化では、 σ、 φ と p との積が現れるととから非線形計画問題となっている。そとで、
状態 (i ， j) ε Ei について、式 (6.34) と (6.35)を辺々加え合わせ、式 (6.31)、 (6.32) および (6.33)
を用いて整理すると、式(6.27) を得る。同様K、状態 (i ， j) ξ Eb について、式 (6.36) と (6.37) を
辺々加え合わせ、式 (6.31)、 (6.32) および (6.33) を用いて整理すると、式 (6.27) を得る。状態 (i ， j)ξ 
Ee Kついては、式 (6.38) が式 (6.27) と等価である。
以上により、命題 6.1 が証明された。
(証明終)
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図 6.3 マルコフ過程XD の状態遷移図
命題 6.1 で示した線形計画問題は、呼種別呼損率制約を含まないが、との制約条件は、変数pK
関する線形な制約式
L p( i , j , 0) ~ 1J 1 , 
( i ，j) εE 
L {p( i ,j , 0) + p(i ,}, 1)} ~ B2 , 
(t ，j) εEb+E~ 
( 6.40) 
(6.41) 
で表される o とれより、命題 6.1 の線形計画問題に式 (6 .40)、および (6.4 1) を付加した線形計画問題
は、最適化問題 P と等価な問題となる。
本節で示した最適化問題 PK対する線形計画表現の最大の利点は、制御パラメータ αK関連する
制約条件式を必要としないととであれしたがって総計 IEI+ 3 本の線形制約条件式のみで十分であ
る。ただし、式(6.27) には冗長な式が 1 つ含まれている乙と K注意する o 以上により、制約式数の比
較から、前節で示した線形計画表現よりも、本節のマノレコフ決定過程論K基づく線形計画表現の方が
短時間K最適解を計算できるものと期待できる。
6.4.2 最適解の一性質
前項で導出した線形計画表現における変数の数と制約式数の関係K着目し、可能解領域の端点の
性質を適用するととにより、、最適回線留保パラメータ α取の値K関するー性質を解析的に証明する
ととができる。
以下では、命題 6.1 Kおける線形計画問題に呼種別呼損率制約のうち η(ニ 0 ， 1 ， 2) 個を付加した問
題に関する命題を示す。
命題 6.2 式 (6.26) --(6.29) K呼種別呼損率条件 (6 .40 )および (6 .4 1) のうちの n(= 0 ， 1 ， 2) 個の制約
式を付加して得られる線形計画問題が最適解をもっトラヒック条件下では、 IEil+IEbl 個の回線留保
パラメータ α(i ， j) のうち高々 η 個のパラメ←タが o <ゲいi ， j) < 1 なる範囲内の実数値をとり、他
はすべて O または 1 をとるような最適回線留保制御が存在する。
証明:文献 [32 ， pp.183-184] の手法K従って証明する。
まず、最適解においてすべての状態 (i ， j) εEK関し乞従D.} p*(i , j ,d) > 0 であるものと仮定す
る。制約式は高々 IEI+n 個の独立な式を含んでいるため、線形計画問題の性質から、高々 IEI+n 個
の変数のみが正値をとる最適解が存在する [56]0 仮定より、各状態 (i ， j) εEKついて少なくとも 1
つの p*(i ， j ， d) が正値をとるため、高々 n 個の状態 (i ， j)εE でのみ 2 つの p*(i ， j ， d) ， d = 0 ， 1 が正
値をとり、他の状態 ( i ， j) εE ではただ 1 つの p*( i , j , d) が正値をとる。とのため、高々 n 個の状態
( i ， j) εE でのみ 0< ♂(i ， j) < 1 の範囲から値をとり、他の状態 (i ， j) εE ではすべて♂(i ， j) = 0 
または 1 となる。
次に、集合 Eo= {(i ,j) :乞dεD'J p*(i ,j ,d)(= 7r*(i,j)) = 0, (i ， j) ε E} が空でないものと仮定
する。とのとき、 (i ， j ， d) ε {(k ， l , f) : (k , l) ε Eo ， f ε Dkd K対応する変数在らびに式(6.27) 内
の等号制約式を削除して得られる縮小された等価な線形計画問題K よって元の線形計画問題を置き換
える。縮小された線形計画問題は、 E が E-Eo で置き換わる以外は元の線形計画問題と同様な構造
をもち、状態 (i ， j) ε E -Eo について乞dεD.} p*(i ,j , d) > 0 である。とのため、縮小された線形計
画問題K対して上記の議論が適用でき、高々 η 個の状態 (i ， j) ε E -Eo でのみ 0< ♂< 1 の範囲
から値をとり、他のすべての状態 ( i ， j) ε E-Eo Kおいては♂(i ， j)=O または 1 となる。
(証明終)
本命題は、最適解において有効な呼損率制約式、すなわち等号K よって満たされる呼損率制約式
の数だけの状態 (i ， j) εEK関してのみ確率的に基本呼の接続許可/拒否の方策を決定すればよく、
他の状態では固定的な方策をとれば十分であるような最適回線留保制御が存在するととを示してい
る。とのととは、そのような最適制御を選択すれば、実現が容易であるととを意味しているo
6.5 数値例と性能評価
最適化問題 PK対する線形計画表現K標準的なシンプレックス法を適用するととにより、最適回
線留保K関する各種数値例を得るととができるo 以下では、 IBM 社製線形計画ソフトウエアパッケー
ジ MPSXj370 を用いて各種トラヒック条件下における最適回線留保パラメータと そのときの呼種別
呼損率および回線使用率を数値K求め、とれらの数値例を基K、最適回線留保の振る舞い、ならびK
有効性を評価する。
まず、 m 倍呼混合比率 R2 を固定し、単位回線当たりの加わる呼量 ν の各値K対して最適回線留
保パラメータ α' を求めた。図 6.4、図 6.5 K、 N = 48、 m 二 6 で、呼種別呼損率上限値を Bl = 
B2 = 0.06 とした場合の呼種}31j呼損率特性の数値例を示すo 図 6.4では、 μ]=μ2 = 1.0 の場合を、
図 6 . 5 では、 μ1 = 10.0、 μ2 二1.0 の場合をそれぞれ示す。また、図 6.6 K 、 N = 60 の場合の呼種
別呼損率特性を示す。いずれの数値例においても、何らトラヒック制御を行わない場合の呼種別呼損
率特性を比較のために示した。とれらの結果から以下のととがいえる。
(1) 与えられた呼種別呼損率制約を満たす最大の正規化負荷 Eノmax が存在する。
(2) m倍呼のサーピス終了率K対する基本呼のサーピス終了率の比 μ1/仰が大きいほ ど、最大実行
可能負荷 lJmax が大きい。すなわち、比 μdμ2 が大きいほど、回線使用率の改善効果が大き い。
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(3) 回線数の多い大束の回線群ほど、最大実行可能負荷 Vmax が大きい。すなわち、大東の回線群
ほど、回線使用率の改善効果が大きい。
(4)ν < VmaX である領域では、 μ1 -μ2 = 1. 0 のとき、回線群は b1 < b2 となるよう制御される。
一方、 μ 1 = 10.0、 μ2 = 1.0 のときは、 b1 > b2 となるよう制御される。とのととから分かる
ように、呼種別呼損率上限値K より制約を受げないトラヒック条件においても、回線使用率を
向上させるために m 倍呼を優先し基本呼の接続を制限するような最適制御が存在する。
次K、最適回線留保による制御の効果を調べるため、最適制御下Kおける回線使用率と何らトラ
ヒック制御を行わない場合(無制御) tLおける回線使用率とを比較する。そのために、最適制御K ょっ
て達成可能在最大回線使用率、すなわち、最大実行可能負荷 νmax 時Kおける回線使用率 ηmαz、およ
び、無制御下で呼種別呼損率制約を満たしつつ達成可能在最大回線使用率 ηLz を数値的K求め、最
80 70 60 
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50 40 30 
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u 一明o ' 
"1mαz 
適制御による回線使用率改善効果指標
(6.42) 
図 6.7 最適回線留保制御による回線使用率向上効果 (m= 4)6.8 ではそれぞれm こ6.8 tL、回線数 N tL対する gv. の変化を示す。図 6.7、を計算した。図 6.7、
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6.10 tLはμ1 、 μ2 は図中の表K示す値を用いた。図 6.9、Bl = B2 = 0.06 とし、m 6、4、
とれらから、以下のととがい回線数 N = 24 の場合の m 倍呼混合比 R2 tL対する gv. の変化を示す。
える。
(1)速度比 m が大きいほど、大き左改善効果が得られる。
(2) 比 μd仰が大きいほど、大きな改善効果が得られる。
15 (3) R2 の変化K対しては、改善効果が波状特性を示す。
10 
(4) 回線数N の増加K対して、改善効果は減少する傾向にあるo
なお、上記の数値例について、命題 6.2 が成り立つととも確認している。また、上記の数値例に
5 α本 (i ， j) < 1 となる状態 (i ， j) εE 仕、 i+ mj と N-m 在る領域で直線 i+ mj = 関する限り、
N-m の近くに現れる傾向があるととを認めている。
ととでは、基本呼のみを規制する回線留保制御Kついて述べたが、上述の最適化手法位、到着す
m倍呼をそれぞれ確率 (1-α(i ， j)) 、 (1 ー β(i ， j)) でプロックするような一般的な回線留
保制御にも容易に拡張できる。実際に、最適制御パラメータ値α事と β$ を同時に求めるための線形
る基本呼、
Number of trunks N 
図 6.8 最適回線留保制御K よる回線使用率向上効果 (m= 6)
計画問題を定式化し、シンフ・レックス法Kより計算したととろ、上記の数値例Kついて'はすべての状
態 (i ， j) εEKおいて ß(i ， j)= 1 と在る最適解が得られるととが分かった。とれらの結果は、
呼を規制し在い最適制御と等価である。
m倍
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近似最適制御法6.6 
25 同時接続回線数の観測による回線留保制御6.6.1 
以上までは、回線群の状態すなわち呼種別同時接続呼数の組合せを観測し、その観測結果に依存
して基本呼の接続を規制する最適回線留保制御Kついて考察した。しかし在がら、 5.2 節で述べたよ
うな同時接続回線数のみの観測Kよる回線留保制御の方が実現が容易であり、また、最適在留保回線
数 T を求めるのも極めて容易である。そ ζで、近似最適制御法として、
i + mJ 三 N -r なる状態 (i ， j) では α(i ， j) = 0、'ある整数 r ， 0 ~ r ~ N に対し、
i + mj < N -r なる状態 (i ， j) では α(i ， j) ニ 1 とする'
回線留保制御を考える o との場合、各 T の値K対する回線使用率を計算し、最大の回線使用率を与え
N=24 
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Percentage of m-slot calls R2 (%) 数値修ù と考察
近似最適制御の性能を調べるため、同一のトラヒック条件における最適制御、近似最適制御それ
6.6.2 
トラヒック混合条件K対する回線使用率向上効果の変化 (N = 24 ， μ1 =μ2 = 1) 図 6.9
ぞれKついて呼種別呼損率特性を計算した。 図 6.11 tc正規化負荷 v tc.対する呼種別呼損率の変化の
ととでは、呼種 2 の呼損率K対し上限値 B2 = 0.01 を定める制約のみを考えている o との例を示す。
他の例も含めた数値例から、近似最適制御の回線使用率向上効果が、最適制御によって得られる効果
にかなり近いととを確認した。
さら K、第 2 章で導出したモーメント計算公式を適用して、最適制御あるいは近似最適制御を適20 
用した回線群における呼種別溢れ呼量の分散係数を計算した。図 6.11 と同様の条件における呼種 1
の溢れ呼量の分散係数 Zl の数値例を図 6.12 tc示す。との結果から、以下のととがいえる。
(1) 最適制御、近似最適制御のいずれにおいても、呼損率 b2 が制約上限{直 B2 tc.等しくなる負荷領
域では、分散係数 Zl が 1 よりかなり大きくなる。
(2) 高負荷条件(図 6.12 では ν さ 0.55) 下では、最適制御を適用した場合の Zl は近似最適制御を
適用した場合の Zl よりも大きな値となる場合がある。このため、回線群の動作点が高負荷領
域にあり、かつ呼種 1 の溢れが次段の回線群K迂回するような網では、近似最適制御の方がむ
N=24 
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トラヒック混合条件K対する回線使用率向上効果の変化 (N = 24 ， μ1 = 10 ， μ2 = 1) 図 6.10
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6.7 
多元速度回線群における適応型回線留保制御方式Kついて検討し、最適制御パラメータの効率的
な計算手法を考案して、最適制御による回線使用率向上効果を明らかにした。
提案したマルコフ決定過程論に基づく制御パラメータの最適化法は、計算効率の点、で優れている
だりでなく、最適解の重要な性質を裏付ける数学的構造をも明示している。解くべき線形計画問題の
変数と制約式の数の関係K着目し、線形計画問題の一般的性質を当てはめるととによって、最適制御
パラメータのとるべき値が実数であるものは高々呼損率制約式数しかをいととを理論的K証明した。
数値例を示し、速度比が大きく、低速呼の平均サーピス時間が高速呼のそれK比べて短いほど、
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最適回線留保制御による回線使用率向上効果は大きいとと在どを明らかK した。最適回線留保によっ亡12)suboptimalcontrol10-4 て 10% 以上の回線使用率向上効果が得られる場合もあれとの効果は大きいという結論を得た。
さらに、回線群の状態を部分的にのみ観測して制御する近似最適制御止の性能比較を行い、実用
的には、近似最適制御で十分であるととを明らかにした。
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図 6 . 11 最適制御と近似最適制御における呼種別呼損率
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とれからの情報通信網は複合サービス網として発展する。とのような複合サーピス網の設計・運
用K対する基礎理論として、多元速度回線交換網の性能評価K関する理論的研究について述べた。
以下に、本研究によって得られた主要左成果を要約する。
一般的なマルコフ型待ち行列システムにおけるトラヒックの解析とその応用Kついて:
(1) 一般的なマルコフ型待ち行列システム K関する各種トラヒックのそーメント K対する統一的解
析手法を提案し、汎用的なモーメント計算公式群を構築した。
(2) 個別トラヒックの T 次モーメントベクトルを r-1 次以下のモーメントペクトルで表すペクトル
漸化式を導出し、 T 次モーメントの計算手順を確立した。複数トラヒック問の 2 次、 3 次交差
モーメントベクトルを与えるそーメントベクトル漸化式を導出し、トラヒック合成操作で必要
となる相関係数、および 3 次交差モーメントの計算手順を確立した。
(3) 提案した解析法は、マルコフ型待ち行列システムに適用でき、適用範囲が極めて広く、汎用性
の点で優れているとしさらに、解くべき線形方程式の係数行列がマルコフ型待ち行列システ
ムの無限小生成作用素と同様の構造をもっため、システム特有の構造的特徴を利用した高速数
値計算が可能であり、極めて有効性が高いととを明らかにした。
(4) モーメント計算公式をとれまで不明であった各種トラヒックのそーメント評価K応用して、具
体的計算手順およびモーメント特性の例を示し、本計算公式の新規性、汎用性、有効性を立置
した。
(5) フィードパックのある集団到着型 M[X]jMj1jC 待ち行列システム Kモーメント計算公式を適用
し、 WBAS 方式の方が PBAS 方式よりも溢れトラヒックおよび受け入れられるトラヒックの
ピーク性が高いとと、ならびに、出力トラヒック過程は入りトラヒック量の増大とともにポア
ソン過程K漸近するととを明らかK した。
(6) 回線留保方式K よって制御される単元速度回線群にそーメント計算公式を適用し、呼種別溢れ
呼量のモーメントを求めるための効率的な計算アルゴリズムを考案した。との問題は従来未解
決となっていた懸案課題であれそれを解決したという意義をもっo
(7) 多元速度回線群モデルKモーメント計算公式を適用し、数値計算法、および呼種別溢れ呼量の
モーメントの数値例を示した。呼種別溢れ呼量のそーメントおよび相関係数は、低速呼/高速
呼の混合比率の変化K対して波状特性を示すとと、速度比が大きいほどその波状特性は著しい
とと、低速呼の溢れは、平均サーピス時聞が高速呼のそれK比べて短くなるほどピーク性が高
く在るととを明らかにした。
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(8) 超指数サーピス時間のトラヒックに対しても、トラヒック分解・合成法を用いるとと K より、
モーメント計算公式が応用できるととを示した。 MjH2 jNjN 待ち行列システムへの適用例か
ら、超指数サーピス時間分布の変動係数が増大すると、溢れ呼量のピーク性は逆に低くなると
とを明らかにした。さらに、サーピス時聞が超指数分布K従う単元速度迂回中継網における呼
種別総合呼損率の近似計算法として、 3 モーメント整合法による IPP 近似法、および発見的分
解近似法を提案し、 IPP 法の近似精度が優れているとと、ならびに発見的分解近似法が実用的
であるととを示した。
(9) モーメント計算公式の位相型待ち行列モデルへの理論的拡張に関し、アーラン分布K従うサー
ピス時間のトラヒックに対しては直接適用できないととを述べ、計算公式の汎用性、および理
論的限界を明確K した。
多元速度回線群における迂回トラヒヅク特性の解析、ならびにサ←ピス品質制御手法について:
(1) 多元速度クラスタ網モデルにおける一次回線群からの迂回トラヒック特性の近似解析法を提案
した。回線留保制御のある一次回線群を、同時接続回線数のみK着目した一次元マルコフ過程
でモデル化し、呼種数K関する次元の増加を回避できるモーメント近似計算手順を示した。厳
密解析結果との比較により、低速呼、高速呼の平均サーピス時間の差が小さい場合には、提案
した近似解析法の近似精度は極めて良好であるとと、その差が大きい場合および留保量が大き
い場合Kは、近似精度が劣化するととを明らかにした。
(2) 二次回線群における呼種別呼損率の近似解析法として、呼種別 IPP 近似法、および発見的近似
分解法を提案した。厳密解析結果との比較K より、 IPP 近似法Kおける総溢れ呼量の近似精度
が特に良好であるとと、発見的近似分解法は計算量が極めて少なく呼種別呼損率の概略評価K
は十分有効であるととを明らかにした。
(3) 適応的加速パラメータ修正による SOR 法のパラメータ修正アルゴリズムを改良し、厳密解析
法での平衡方程式やモ←メントベクトル漸化式の解法で必4要となる大規模線形方程式の数値計
算に適用した際の収束性能を改善した。
(4) 多元速度回線群K対する 4 種のサーピス品質制御手法のトラヒツク解析法を示した。とれらの
方式を比較して、回線使用率の点では回線留保方式が優れているが、過負荷に対する被圧迫呼
の呼損率特性やトラヒックのピーク特性の点では他の方式が有利と在る場合があるととを明ら
かK した。
(5) 回線留保方式においては、高負荷領域で非優先呼の運ばれる呼量の分散係数が 1 より大きくな
る場合があるととを明らかK し、運用にあたっては着側交換機等へのトラヒック的影響K注意
が必要であるととを示した。
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(6) 多元速度回線群での適応型回線留保制御K対する最適制御パラメータ決定法として、線形計画
法による効率的在計算手法を提案した。
謝
辞
(7) マルコフ決定過程論K基づく線形計画問題の構造K着目し、最適制御パラメータのとるべき値
が実数であるものは高々呼損率制約式数しかないととを理論的に証明した。
本研究の遂行と論文の作成にあたって数多くの方々から御支援をいただいた。
大阪大学名誉教授中西義郎博士Kは、本研究について終始御支援をいただくとともに、本論文の
とりまとめにあたり懇切なる御助言と御指導をいただいた。さらに、大学院生時代の指導教官として
システム工学の分野への御導きをいただき、以来今日 K到るまで、公私Kわたりお世話を賜った。心
から御礼申し上げる。大阪大学教授手塚慶一博士には、研究内容Kついて有益なる御討論をいただ
き、本論文のとりまとめにあたって御指噂を賜った。学生時代Kは通信交換工学の分野を御教授いた
だき、本研究の糧のひとつとなっているo 心から感謝申し上げる。大阪大学教授倉圏貞夫博士、同
森永規彦博士、大阪産業大学教授村田正博士、大阪大学助教授中野秀男博士、大阪大学助手榎原
博之博士Kは、研究内容Kついて有益なる御討論、御示唆をいただいた。とと K、深く感謝申し上げ
る次第である。
本研究の遂行ならびに取りまとめの機会を与えていただいた、国際電信電話株式会社常務取締役
野坂邦史博士K深く御礼申し上げる。また、常々御指導、御鞭接を賜った、研究所長小野欽司博士、
同次長浦野義頼博士、同主幹研究員安藤純利氏に深く感謝申し上げる。ネットワーク開発本部交換部
長森弘道氏には、研究所御在籍の折り本研究の契機をお与えいただくととも K、今日まで常に上司と
して御指導をいただいた。心から御礼申し上げる次第であるo 同交換部交換技術 1 課長池田佳和氏、
計画第 2 部通信網技術 1 課長松本潤博士、研究所交換グループリーダー若原恭氏、同主任研究員藤岡
雅宣氏には、上司として常に適切在る御指導を賜るとともに、研究内容について有益なる御討論をい
ただいた。心から厚く御礼申し上げる。
通信網の計画問題K関して、常K深い見識を持って御教授いただいた小山通信センター副センター
長浅羽観次氏K厚く御礼申し上げる。
研究所網設計ソフトウエアグループ P ーダー伊藤泰彦博士には、直属の上司として常K御指導を
賜り、さら K、本論文をまとめるに際して、一方ならぬ御尽力をいただいた。ととに心から厚く御礼
申し上げる。また、研究所主任研究員渡辺裕博士Kは、共同研究者として終始御討論いただき、本研
究の遂行K御協力を賜った。厚く御礼申し上げる。
末筆ながら、本研究の過程において、有益なる御討論と御助言を賜った、研究所主任研究員渡辺
文夫博士をはじめとする研究所網設計ソフトウエアグループおよび交換グループ各位K深く感謝の意
を表す次第である。また、留学時代K本研究のきっかけとなる待ち行列解析理論の分野の研究を御指
導いただき、以来御支援を賜った米国コロンピア大学助教授 Aurel.A.La.zar 博士に深く感謝申し上げ
(8) 最適回線留保制御K よって 10% 以上の回線使用率向上効果が得られる場合があり、速度比が大
きく、低速呼の平均サーピス時間が高速呼のそれK比べて短いほど、その効果が大きいととを
明らかにした。
(9) 回線群の状態を部分的にのみ観測して制御する近似最適制御との性能比較を行い、実用的には、
近似最適制御で十分であるととを明らかK した。
本論文では、サーぜス総合網の設計理論の確立を目指して、多元速度回線交換網K対するトラヒツ
ク解析手法および網性能評価手法を課題とし、新しい手法を考案するとともに、多元速度回線交換網
の振る舞いについての新しい知見を得た。本研究成果を大容量化および広範なサーピス総合化が急速
K進展する広帯域 ISDN tc対する実用手法へと発展させてゆくためKは、次元の爆発に対処可能な高
速計算手法の開発、ならびK近似手法のさら在る高精度化への努力が要求される。本研究が、将来の
広帯域複合サーピス網の設計理論に対する 1 つの礎石と左らんととを願って、本論文を締めくくると
ととしたい。
る。
140 141 
参考文献
[1] I.Adler , N.Karmarkar , M.G.C.Resende and G.Veiga,“An implementation of Karmar1町、
algorithm for linear programming," Working paper , Oper. Res. Center., Univ. of Calif. , 
Barkeley, May 1986. 
[2] I.Adler, N.Karmarkar, M.G.C.Re悶
technique for the implementation 0ぱf Ka訂rma紅r】ka訂.r'、s a叫19orithm，"ヲ ORSA J. of Comp. , Vo1.1, 
No.2, pp.84-106, Spring 1989 
[3] 秋丸?クーパ，通信トラヒック工学.オーム社， 1985 年.
[4] 秋山稔，近代通信交換工学.電気書院， 1973 年.
[5] G.R.Ash , R.H.Cardwell and R.P.Murray,“Design and optimization of networks with dyｭ
namic routing," Bell Syst. Tech. J. , Vo1.52, No.9 , pp.1787-1820 , October 1981. 
[6] G.R.Ash,“Traffic network routing , control, and design for the ISDN era," Trafi.c Engineerｭ
ing for ISDN Design and Planning edited by M.Bonatti and M.Decina (Proc. of the 5th 
ITC Serninar, Lake Como, Italy) , North-Holland , pp.245-254, 1988. 
[7] G.R.Ash , et al., "Robust design and planning of a worldwide intelligent network ," IEEE J. 
Selected Areas in Commun. , Vo1.7, No.8 , pp.1219-1230 , October 1989. 
[何問8司] F.Ba部ωsk叩叫et杭t ， K.Mι.Cαhar
of queues with d心iffe釘rent凶t classes of customers ," J. of A.C.M. , Vo1.22 , No.2 , pp.248-260, April 
1975. 
[9] CCITT Recommendation 1.120, Integrated Services Digital Networks (ISDNs). Blue Book , 
1988. 
[10] CCITT Recommendation 1.121 , Broadband Aspects of ISDN. Blue Book , 1988. 
[1] CCITT Recommendation E.525, Service Protection Methods. Blue Book , 1988. 
[12] E.ﾇinlar and R.L.Disney, "Stream of overflow from a finite q聞le ，" Oper. Res. Vol.15, 
pp.131-134, 1967. 
[13] E.Çinlar, Introduction to Stochαstic Processes. Prentice-Hall, 1975. 
[14] R.B.Cooper , Introduction to Queueing Theo? (2nd Edition). North-Holland, 1981 
142 
[15] L.E.N .Delbrouck,“A unified approximate evaluation of congestion functions for smooth 
and pe叫cy tra伍cs ，" IEEE Trans. Commun. , Vol.COM-29 , No・ 2 ， pp.85-91 , February 1981. 
[16] L.E.N .Delbrouck，勺n the steady-state distribution in a service facility carrying mixtures of 
traffic with different peakedness factors and capacity requirements ," IEEE Trans. Commun., 
Vol.COM-31 , No.ll , pp.1209・ 1211 ， November 1983. 
[17] C.Derman , Finite State Marko叩n Decision Processes. Academic Press, 1970. 
[18] R.L.Disney and P.C.Kiessler, Traffic Processes in Queueing Networks. The Johns Hopkins 
University Press, 1987. 
[19] Z.Dziong and J.W .Roberts,“Congestion probabilities in a circuit-switched integrated serｭ
vices network ," Performance Evalation, Vol. 7, pp.267-284 , 1987. 
[20] O.Enomoto and H.Miyamoto,“An analysis of mixtures of multiple band-width trafic on 
time division switching networks ," Proc. of 7th ITC , 635 , Stockholm, Sweden , June 1973. 
[21] A.Fredericksヲ“Congestion in blocking systems -a simple a叩ppr叩ox泊im叫iぬon t旬echn凶iq\
Syst. Tech. J. , Vo1.59 , No.6 , pp.805-827 , July-August 1981. 
[2] A.Fredericksヲ“Approximati時 parcel blocking via state dependent birth rates ," Proc. of 
10th ITC , 5.3-2, Montreal, Canada, June 1983. 
[23] 藤木，雁部?通信トラヒック理論.丸善 1980 年.
[24] 福岡，小田，渡辺，“国際企業網における動的回線留保制御，n信学技報， IN90-61 , pp.1-8 , 1990 年
10 月.
[25] D.P.Gaver, P.A.Jacobs and G.Lato吋m “Finitebirth-and-death models in randomly changｭ
ing environments ," Adv. Appl. Prob. , Vol.16 , pp.715・ 731 ， 1984. 
[26] E.Gelenbe and 1. Mitrani, Anαlysis and Syntfωis of Computer Systerrは Academic Press, 
1980. 
[27] L.A.Gimpelson , "Analysis of mixture of wide-and narrow-band traffic ," IEEE Trans. Cornｭ
mun. , COM-13 , No.3 , pp.258-266 , September 1965. 
[28] A.Girard ，“Dimensioni時 of telephone networks with nonhierarchical routing and trunk 
reservation ," Proc. of 3rd International Network Planning Symposium , 6.3.1 , Tarpon 
Springs , USA 、 June 1986. 
143 
[29] N.Hattori and K.Yamad弘“'fraffic characteristﾎrs of t h<, Înt('rn~t ﾎonaJ te]ex calls:' Proc. of 
7th ITC , 443, Stockholm 、 Sweden 、 June 19?. 
[30] H.Heffes and J.M.Holtzman 、 "Peakedness of traffic carried by a f?ite trunk group with 
renewal input ," Bell Syst. Tech. J. , Vo1. 52 司 No.9 ， pp.1617-1642 , November 1973. 
(31] H.Heffes and D.M.Lucantoni,“A Markov modulated characterization of pad叫ized voice 
and data trafi.c and related statistical multiplexer performance," IEEE J. Selected Areas 
in Commun. , Vol.SAC-4 , No.6 , pp.856・868 ， September 1986. 
[32] D.P.Heyman and M.J .Sobel, Stochαstic M odels in Operations Resea陀h 1勺l. II : Stochαstic 
Optimization. McGraw-Hill, New York , 1984. 
[3] J.H.Hui,“Resource allocation for broadband networks ," IEEE J. Selected Areas in Comｭ
mun. , Vol.SAC-6 , No.9 , pp.1598-1608 , December 1988. 
[34] 岩崎昇三監修， ISDN 1 シリーズ国際標準とその技術.オーム社， 1987 年.
[35] A.N.Kashper,“Bandwidth allocation and network dimensioni時 for international m山lser­
vice networks ," Trafi.c Engineering for ISDN Design and Planning edited by M.Bonatti and 
M.Decina (Proc. of the 5th ITC Serninar , Lake Corno , Italy) , North-Holland , pp.293-298 , 
1988. 
[36] S.S.Katz, "Statistical perforrnance anaJysis of a switched communications network ," Proc. 
of 5th ITC , 142, New York , USA , June 1967. 
[37] L.Katzsch附 and R.Scheller, "Probability of loss of data trafi.cs with different bit rates 
hunting one common PCM-channel ," Proc. of 8th ITC , 525 , Melbourne , Australia, Novemｭ
ber 1976. 
[38] J.S.Kaufm却し“Blocking in a shared resource environment ," IEEE Trans. on Commun. , 
Vo1.29, No.10 , pp.1474-1481 , October 1981. 
[39] 川島，能候，“トラヒック理論における状態方程式の性質とー数値解法J?研実報， Vo1.33, No.2 , 
pp.219-229, 1984 年 2 月.
[40] 川島，他，“異速度通信混在回線からのあふれ呼特性の解析，"昭 61 信学総全大， 1815 、 1986 年 3
月.
144 
[41] K.Kawωhima，“Trunk reservation models in telecommunications systems ," Teletra伍c
Analysis and Computer Performance Evaluation edited by O.J.Boxma, J.W.Cohen and 
H.C.Tijms , North-Holland , pp.29-36 , 1986. 
[42] F.P.Kel1y, Re切rsibility and Stochastic Netωorks. Wily, 1979. 
[43] F.P.Kel1y,“Blocking and ro山昭 in circuit-switched networks ," Teletrafi.c Analysis and 
Computer Performance Evaluation edited by O.J.Boxma, J.W.Cohen and H.C.Tijms, 
North-Holland , pp.29-36, 1986. 
[4] F.P.Kelly，“Ro凶ng in circuit-switched networks : Optimization , shadow prices and decenｭ
tralization ," Adv. Appl. Prob.宇 Vo1.20 ， pp.112-144 , 1988. 
[45] H.Kobayashi, Modeling αnd A nalysis .'A n Introduction to System Performαnce Eωluαtion 
Methodology. Addison-Wesley Publishing Co. , Inc. , 1978. 
[46] L.Kleinrock , Queueing Systems Vol.I,II. John Wily and Sons , Inc. , 1975 :手塚他訳，待ち行
列システム理論(上)(下).マグロウヒル好学社， 1979 年.
[47] P.J.Kl叫n ， "Approximate analysis of general queueing networks by decomposition ," IEEE 
Trans. Comrnun. , COM-27 , No.1 , pp.113-126 , January 1979. 
[48] A.K uczura,“The interrupted Piosson process as an over畳ow process," Bell Syst. Tech. J. , 
Vo1.52 , No.3 , pp .437-448 , March 1973. 
[49] A.Kuczura and D.Bajaj , "A method of rnoments for the analysis of a switched cornmunicaｭ
tion network's performance ," IEEE Trans. Commun. , COM-25, No.2 , pp.185・ 193 ， February 
1977. 
[50] J . Labetoulle , '‘Mi垣ng of tra伍c on a trunk group : Calculation 0ぱf blocki叩i
i凶ng an extension of the ERT me凶thod ，" Proc. of 11th ITC , 5.2B-1 , Kyoto , Japan , September 
1985. 
[51] A.A.Lazar and T.G.Robertazzi,“The geometry of lattices for Markovian queueing netｭ
works ," Columbia Universty, CTR Research Report , 1986. 
[52] P.Le Gall , '‘Overfiow trafi.c combination and cluster engineering," Proc. of 11th ITC , 2.2B-
1, Kyoto , Japan , September 1985. 
145 
[53] P.Lindberg, et al. , "Trunl王 reservation and grade of service issues in circuit-switched inteｭ
grated networks ," Proc. of 12th ITC , 5.4A.3 , Torino, Italy, June 1988. 
[54] K.Lindberger,“Simple approximatins of overflow system quantities for additional demands 
in the optimization," Proc. of 10th ITC , 5.3-3, Montreal , Canada, June 1983. 
[5] K.Lindberger,“Blocking for multi-slot heterogenous traffic streams offered to a trunk group 
with reservation ," Traffic Engineering for ISDN Design and Planning edited by M.Bonatti 
組d M.Decina (Proc. of the 5th ITC Seminar, Lake Como , Italy) , North-Holland , pp.151・
160, 1988. 
[56] D.G.Luenberger, Linear αnd Nonlinear Programming (Second Edition). Addison Wesley, 
1984. 
[57] F.Machihara, ,‘On overflow processes for a trunk group with trunk reservation ," Trans. of 
IECE Japan , Section E , Vol.E65 , No.5, pp.249-256 , May 1982. 
[58] F.Machihara,“An infinitely-many server queue having Markovian renewal arrivals and hyｭ
perexponential service times ," J. Ope. Res. 80c. of J apan , Vo1.29 , N 0.4, pp.338-350 , Deｭ
cember 1986. 
[59] 町原，白井，“超指数保留時間分布をもっ即時式回線群の設計，"信学論 (B) ， Vol.J70-B , No.6 , 
pp.613-618, 1987 年 1 月.
[60] D.Manfield and T.Downs,“Decomposition of tra缶c in loss systems with renewal input ," 
IEEE Trans. Commun. , Vol.COM-27 , No.1 , pp.44-58 , January 1979. 
[61] J.Matsumoto and Y.Watanabe,“Individual characteristics of queueing systems with multiｭ
ple Poisson and overflow inputs ," IEEE Trans. Commun. , COM-33 , No.1 , pp.1-9 , January 
1985. 
[62] 松本潤，“待時系におけるあふれ呼理論に関する研究，" KDD 研究所，研究報告第 126 号， 1985 
年 12 月.
[63] K.S.Meier-Hellstern,“Parcel overflows in queueing with multiple inpt山，" Proc. of 12th 
ITC ， 5.1B.3 う Torino ， Italy, J une 1988. 
[64] 三宅?他，“異速度通信混在回線からのあふれ坪特性の解析ノ?信学技報， IN86-104 , pp.1-6 , 1986 
年 12 月.
[65] 三宅功，“異速度通信混在回線の最適回線留保制御，"昭 62 信学情報・システム全大， 475 , 1967 
年 11 月.
[6] M.F.Ne凶s ， M，α trix-Geometric Solutions in Stochαstic Models. The Johns Hopkins Univerｭ
sity Press ヲ 198 1.
[67] T.Ohta,“N etwork efficiency and network planning considering telecommunication tra伍c
influenced by time difference ," Proc. of 7th ITC , 425 , Stockholm, Sweden , June 1973. 
[68] M.Pioro and B.Wallstr凸m，“Multihour optimization of non-hierarchical circuit switched 
communication networks with sequential routing ," Proc. of 11th ITC , 4 .4A・ 3 ， Kyoto , Japan , 
September 1985. 
[69] V.Ramaswami and K.A.R札“Flexible time slot assignment -A pe巾rmance 山dyfor the 
integrated services digital network ," Proc. of 11th ITC , 2.1A-3 , Kyoto , Japan, September 
1985. 
[70] L.Reneby，勺n individual and overalllosses in overflow systems ," Proc. of 10th ITC , 5.3-5, 
Montreal , Canada, June 1983. 
[71] J .W.Roberts and A.Hoang Van , "Characteristics of services requiring multi-slot connections 
and their impact on ISDN design," Trafi.c Engineering for ISDN Design and Planning 
edited by M.Bonatti and M.Decina (Proc. of the 5th ITC 8eminar, Lake Como, ltaly) , 
North-Holland , pp.97-115ヲ 1988.
[72] K.W.Ross and D.H.K.T則19，“Optimal circuit access policies in an ISDN environment : 
A Markov decision approach九lし" IEEE Trans. Commun. , Vol.COM-37, No.9 , pp.934・939，
September 1989. 
[73] M.Schwartz, Telecommunication Netωrks. Addison-Wesley, 1987. 
[74] D.8onghurst , "Protection against t;afic overload in hierarchical networks employing alter申
native routing ," Proc. of Network Planning Symp. , Paris , pp.214-220 , October 1980. 
[75] 高木謙三ヲ小久保和人，“多元トラヒック回線留保均一化呼損率の表現J'信学論誌， Vol.J70-B , 
No.7 , pp.890・893 ， 1987 年 7 月.
[76] 高橋，秋丸，“待ち行列システムにおける最小通過時間の拡散近似とその応用J'信学論 (B) ，
Vol.J69-B , No.10 , pp.1046-1053 , 1986 年 10 月.
[7] H.C.T沿ms， Stochastic M odelling αnd A nalysis : A Compωαtional A pproαch. John Wiley 
and Sons Lid. , 1986. 
[78] 戸川隼人，マト P クスの数値計算.オーム社， 1971 年.
[79] R.S.Verga, Matrix Iterative Analysis. Prentice-Hall , 1962 :渋谷他訳，計算機による大型行列
の反復解法.サイエンス社う 1972 年.
[80] Y.Watanabe , J.Mastumoto and H.Mori,“Design and performance evaluation of internaｭ
tional telephone networks with dynamic routing ," Proc. of 11th ITC , 4.3A-3 , Kyoto , Japan , 
September 1985. 
[81] 渡辺，小田，“迂回中継網設計手法の精度評価'\信学技報 IN87-96 ， pp.19-24 , 1987 年 12 月.
[82] W.Whitt , “吋The q中ue叩uein時g network a剖制n凶叫&叫lyz矧e白rぐ.
2815, November 1983. 
[83] R. I.Wilkinson , "Theories for tol traffic engineering in the U .S.A. ," Bell Syst. Tech. J. 、
Vo1.35, No.2 , pp .421-.514 , March 1981. 
[84] R.W.Wolff,“Poisson arrivals see time average ," 皂er. Res. , Vo1.30 , pp.223-231., 1982. 
[85] 山口，秋山， U 多元トラヒツク処理の一方式(回線予測留保方式) ，"信学論 (A) ， Vol.J53-A , No.6 , 
pp .496-497 , 1970 年 9 月.
148 
付録:本論文に関する原著論文
山小田ぅ渡辺，“ポアソン呼とあふれ呼の加わる回線留保系からのあふれ呼解析，"昭和 61 信学全大，
1823, 1986 年 3 月.
[21 T.Oda, Y.Wa品haraand M.Furuya, "An e伍cientdesign support system for facility planning 
of international transmission networks ," The Proc. of Networks'86 , 3.3 , Tarpon Springs , 
Flori da, J UII e 198G 
[3] 小田，渡辺，“複数の情報転送速度を扱う回線交換網におけるあふれ呼特性J'信学技報 SE86-49 ，
pp.1・ 6 、 1986 年 7 月 .
[4] 小田，渡辺，“迂回回線系Kおけるサーピス品質制御手法の検討J'信学技報 IN86・ 60 、 pp.37・42 、
19Hö 年出月.
[.5]小田、渡辺、“ポアソン呼とあふれ坪が加わる異速度呼混在回線群からのあふれ呼の特性f昭和 61
{言学部大， 91 , 198G 午 9 月 .
[ 6J 小田，渡辺，“速度の異在る呼びが加わる回線留保系からのあふれ呼の特性f昭和 61 信学部大，
位、] 986 年 9 月.
[ 7] 小田，渡辺.“マルコフ形サーピス系からのあふれ呼のそー メント公式J‘信学論， VoJ. J69-B , 
NO.12 、 pp.1576・ 1587 、 1986 年 12 月
[8] 小田、渡辺，“動的ルーティングを用いる国際 ISDN の設計，" f言学情ネ/交換第 2 種研究会予稿、
pp.127・ 130 、 1987 年 2 月.
[9] 小田，渡辺、“異速度通信回線交換網にお付るトラヒック特性の近似解析fイ言学技報 IN86-133 ，
pp .43・ 48 、 1987 年:~月.
[10] 小田?渡辺，“多速度の回線留保系における運ばれる呼の特性，"昭和 62 信学情・シ部大， 92 , 1987 
年 11 月.
[11] 小田，渡辺?“多元速度即時式回線群における最適回線留保制御とその特性パ言学技報 IN87-97 ，
pp.25・ 30 ， 1987 年 12 月.
[ 12] 小田，渡辺， u マルコフ形サーピス系からの複数あふれ呼問の相関K関するそーメント公式とその
応用J'信学論、 Vol.J71・ B ， No.3 , pp.313・ 321 ， 1988 年 3 月.
149 
[13] T.Oda. a.nd Y.Wa.ta.na.be. “A method for analyzing circuit-switched networks with multiplc 
bit rate cla.sses ," The Proc. of 12th ITC , 5.1A.6 , Torino, Italy, June 19~8. 
[14] 小田‘福岡，渡辺，“多元速度即時式回線群におけるサーピス品質制御手法の特性比較Y信学技報
IN88-63 , pp.13・ 18 、 1988 年 7 月.
[15] 小田，福岡，渡辺，“多元速度回線群のためのサーピス品質制御手法の比較J3昭和 63 信学秋全大，
B-238, 198R 年 9 月.
[16] 小田，渡辺，“呼種別呼損率制約のある多元速度即時式回線群の最適回線留保制御，"信学論?
Vol.J71・B 句 No.9 ， pp.1077-1080, 1988 年 9 月.
[17] 小田，福岡，渡辺，“多元速度即時式回線群におけるサーピス品質制御手法の特性比較"信学論宍
Vol.J72B-I , No .4, pp.255-263 , 1989 年 4 月.
[18] T.Oda and Y.Wa.tan a.be,“Optimization of international ISDNs with dynamic rOl山l只 Und f'f
reliability constraint ," Trans. of IEICE、 Vol.E73 ， No.2 , pp.212-219 、 Februarv 1990 
[19] T.Oda and Y.Watanabe,“Optimal trunk reserva.tion for a group with multislot tra.fic 
streams ," IEEE Trans. on Commun. , Vo1.38 , No.7 , pp.1078・ 1084 ， July 1990. 
[20] T.Oda and Y.Wata.nabe, "Moment a.nalysis for tra.fic associated with Ma.rkovia.n queueing 
systems ," to appea.r inIEEE Trans. on Commun. , Vo1.39, No.5 , Ma.y 1991. 
150 

