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Abstract. The relative complexity of the following problems on abelian groups represented by an 
explicit set of generators i investigated: (i) computing a set of defining relations, (ii) computing 
the order of an element, (iii) membership testing, (iv) testing whether or not a group is cyclic, 
(v) computing the canonical structure of an abelian group. Polynomial time reductions among 
the above problems are established. Moreover the problem of 'prime factorization' is shown to 
be polynomial time reducible to the problems (i), (ii), (iii), and (v) and 'primality testing' is 
shown to be polynomial time reducible to the problem (iv). Therefore, the group-theoretic problems 
above are computationally harder than factorization and primality testing. 
Introduction 
In recent literature, a significant number of papers on group-theoretic complexity 
has appeared with applications to cryptography (factodzation) and graph- 
isomorphism problems. Algorithms on permutation groups were given by Furst, 
Hopcroft, and Luks [6] (polynomial time algorithms for membership testing) and, 
in [8], Hoffman offers an excellent survey on group-theoretic algorithms and prob- 
lems related to graph isomorphism. Sims [19] and Ja'Ja' [12] give algorithms on 
abstract abelian groups represented either by a set of defining relations or by a set 
of explicit generators---not necessarily permutations. Moreover, Shanks [18] studies 
computational problems on the abelian Form Class group (Gaussian binary quad- 
ratic forms) with direct applications to factodzation. 
In [9], algorithms for computing a set of defining relations and a complete basis 
of a finite abelian group are presented together with membership and intersection 
algorithms. The upper bound on the running time of these algorithms is of 
O(IGI1/2+~), where  G is the group involved. This upper bound on the running time 
of the algorithms given in [9] is polynomial in terms of the order I GI of the group, 
but it is exponential in terms of the size of the input; noting that the computational 
time complexity of the same set of problems on permutation groups is polynomial 
(see [8]), it seems that the representation f groups with a set of explicit generators 
does not allow efficient computations. 
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Here we examine the relative time complexity of the above group-theoretic 
problems on abelian groups with an explicit set of generators and the problems of 
factorization and primality testing. We show that the computation of the order of 
a group element is polynomial time reducible to the problem of computing the 
exponent of the multiplicative group of integers modulo n, Z*, and furthermore, 
factorization ispolynomial time reducible to the problem of computing the exponent 
of Z*. Moreover, we establish polynomial time reductions among the group-theoretic 
problems mentioned above. It is shown that all are 'harder' than factorization and 
that testing whether or not a group is cyclic is shown to be 'harder' than primality 
testing. The problems of factorization and primality testing have been studied for 
centuries and a polynomial time algorithm has not been found. Therefore, these 
problems can be considered as computationally 'hard', although primality testing 
is 'almost' polynomial. 
Here we make certain assumptions on the representation f the group elements. 
We assume that every element of a group G has a binary representation f length 
at most O(log ]G[). Also, we consider ~:, the number of elementary operations required 
for a group operation, where an elementary operation isa Boolean operation between 
two binary bits or a shift; it is assumed that ~ = O(log c ]G]), for some constant c> 0 
independent of the group G. These assumptions are reasonable, for example, in 
the multiplicative group of integers mod n, Z*, an element can be represented 
with at most log n bits and a group operation requires only M(n)= 
O((log n)(log log n)(log log log n)) elementary operations (see [17]). 
The involvement of the Extended Riemann Hypothesis (abbreviated ERH) is well 
known in speeding algorithms and improving bounds in the area of number theory. 
This role of ERI-I on factorization and primality testing in connection with the above 
group-theoretic problems is investigated. 
1. Computing the order of an element and factoring an integer 
Comparison of the time complexity of two computational problems can formally 
be done as follows. 
Definition 1.1 (Garey and Johnson [7], Lewis and Papadimitriou [15]). A problem 
A is polynomial time reducible to a problem B, denoted 
Aoc B, 
if the existence of an algorithm for solving problem B that hypothetically costs a 
unit of time, implies the existence of a polynomial time algorithm for problem A. 
If A oc B and B oc A, then problem A is polynomial time equivalent to problem B, 
denoted 
A~pB. 
Also, it is not difficult to show that the relation oc is transitive. 
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We shall investigate he computational complexity of the following two functions. 
Problem O (EXPONENT FUNCTION). Suppose that h is the exponent of 7/*. Then, 
compute the 'exponent function' 
O(n) = h [l°gnl. 
Let O(n) denote the number of elementary operations required by an optimal 
algorithm for computing O(n). 
Problem F (PRIME FACTORIZATION). Suppose that p~,. . . ,  Pk are all distinct prime 
divisors of n. Then, compute the function 
d/(n) = (p~, . . . , pk). 
Let F(n) denote the number of elementary operations required by an optimal 
algorithm for factoring the integer n. 
A useful fact about the multiplicative group of integers mod n, 7/*, is given by 
the following theorem. In the sequel, i f ' (ERH)' is stated in the heading of a theorem, 
then it assumes the truth of the Extended Riemann Hypothesis. 
Theorem 1.2 (ERH) (Dixon [5]). There exists a polynomial time algorithm for com- 
puting a generating set for 7/*. 
Definition 1.3. Let n = p~ • • • p~k for distinct primes Pi, 1 ~< i <~ k: Then, 
~p(n)=p~ 1-1...  p~k-~(p~- l ) . . . (pk--1) 
is the Eulerfunction. Note that IZ*I = q~(n). 
Moreover, let 
A'(n) = lcm{pl -1 , . . .  ,pk--1}. 
The relation between the computational complexity of the function ~ ('prime 
factorization') and an arbitrary integer function g is studied in the following lemma 
due to Miller (see [16]). 
Lemma 1.4 (ERH). I f  g(n) is an integer function satisfying: 
(i) A'(n) divides g(n), 
(ii) log g(n) = O(log c n) for some constant c dependent on g, then the problem of 
'prime factorization' is polynomial time reducible to the problem of computing the 
function g. 
Proposition 1.5 (ERH). The problem of 'prime factorization" is polynomial time 
equivalent to the problem of computing the 'exponent function', i.e., F ~p O. 
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Proof. (i) Here we shall reduce O to 'prime factorization'. First, one can compute 
a generating set S for Z* in polynomial time using the algorithm of Theorem 1.2. 
Then, compute the prime factorization of n l-li k~ '~' = p i , using a hypothetical lgorithm 
that costs a unit of time. Consequently, one can compute the order [g[ of each g in 
S in polynomial time as follows: 
(1) Let m, = n / p '~'. 
(2) Compute the smaller power si of pi such that 
(gm,)p~i = 1 for 1~<i ~<k 
and then, the order of g is given by 
[gl = PSI' " " " P~k ~m" 
Hence, O(n) can be computed in polynomial time as 
O(n) = (lcm{Igl : g S}) r,o . 1 (1) 
Therefore, Ooc F. 
(ii) One can see that O(n) satisfies the conditions of Lemn~a 1.4; hence, we have 
that Foc O. [] 
One can see that the reason of using the function 0 instead of the exponent h of 
Z* is that h does not satisfy the condition (ii) of Lemma 1.4. 
Now, the relation between the complexity of 'prime factorization' and computing 
the order of an element of an abelian group will be investigated. 
Problem T (ELEMENT ORDER). Given a generating set S for an abelian group G 
of order at most n and an element x in G, compute the order of x. 
Let Ts, x(n) denote the time in terms of elementary operations required by an 
optimal algorithm for problem T and let 
T(n)  = max{ Ts .x (n) 'G=(S) ,  Iol n, x G}. 
S,x 
Proposition 1.6 (ERH). For some polynomial p, the following holds: 
T(n)  >-- @(n)/p( log n). 
Proof. We compute the 'exponent function' O(n) in the following way: 
(1) Compute a generating set S for Z* in pl(log n) elementary operations for 
some polynomial pl using the algorithm of Theorem 1.2. 
(2) Compute the orders Ig[ of each g ~ S using optimal algorithms; this requires 
Y-s~s Ts, g(n) elementary operations. 
(3) The value of O(n) can be computed from (1) in p2(log n) elementary 
operations. 
Hence, the computation of O(n) in the above way requires 
@*(n):=p,(log n)+ T. Ts, s(n)+p2(log n) 
B¢S 
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elementary operations. Now, using that IS[ =p4(log n) for some polynomial P4, it 
follows that 
O*(n) <~ p~(log n)+p2(log n)+p4(log n)T(n)<~ p(log n)T(n). (2) 
Therefore, from (2) and the fact that O(n)<~ O*(n), the proposition follows. [] 
Corollary 1.7 (ERH). The problem of 'prime factorization' is polynomial time reduc- 
ible to the ELEMENT ORDER problem, i.e., Foc T. 
Moreover, 
T(n) >~ F(n)/p(log n), 
for some polynomial p. 
Proof. From Proposition 1.5 it follows that 
O(n)= pl(log n)+ F(n), 
for some polynomial p~. Therefore, the corollary follows from Proposition 1.6. [] 
2. Relative complexity of problems on abelian groups 
Here we study the problems of computing the canonical basis (a basis {bb. • •, bk} 
is called canonical if the order Ib, I of b, divides the order of bi+l for 1 ~< i<~ k), a 
set of defining relations (a set S of relations in a group G is a set of defining relations 
if ever~ relation in G can be derived from S), the group order and a complete basis 
for an abelian group. The formal definitions of the above problems are given as 
follows. 
Problem C (CANONICAL BASIS). Suppose that G is an abelian group with [G[ ~< n. 
Given a set of generators for G, compute a canonical basis for (3. 
Problem D (DEFINING RELATIONS). Suppose that G is an abelian group with 
I GI ~< n. Given a set of generators for G compute a set of defining relations for G. 
In the sequel, the number of elementary operations required by an optimal 
algorithm for computing a solution of a problem, say X, will be denoted by X(n). 
Lemma 2.1 (Iliopoulos [ l l ] - -see also Beynon, Dixon and Iliopoulos [3]). Given 
a set of defining relations for an abelian group one can compute a canonical basis for 
the group in polynomial time. 
Proposition 2.2. The problem CANONICAL BASIS is polynomial time reducible to the 
problem DEFINING RELATIONS, i.e.,C oc D. 
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Proof. This proposition easily follows from Lemma 2.1. [] 
Problem B (COMPLETE BASIS). Suppose that G is an abelian group with ]GI~ < n. 
Given a set of generators for G, compute a complete basis for G. 
Proposition 2.3. The problem CANONICAL BASIS is polynomial time reducible to the 
problem COMPLETE BASIS, i.e., C ocB. 
ProoL Suppose that the complete structure of G is given as 
k Jl 
G = I-I 1-[ C£(p~,~), with j l  > • • >.~ and a l l  < ' '  • < aj~j, Vl, 
I-----1 i=1  
where pi's are distinct primes and C~(m) denotes a cyclic group of order m. Then, 
• Jk  
G= l-I C£(di) with d~= I-I p~" 
i ~-. 1 ! = 1 , j !  > J i  
yields the canonical structure. [] 
Problem A (GRouP ORDER). Suppose that G is an abelian group with [G] <~ n. 
Given a set of generators for G, compute the order of G. 
Proposition 2.4. The problem ELEMENT ORDER is polynomial time reducible to the 
problem GROUp ORDER, i.e., Toc A. 
Proof. Assume the existence of an algorithm for problem A that requires a unit of 
time. Then using this algorithm one can compute the order of the group (x). [] 
Problem Cy (CYCLIC GENERATOR). Suppose that G is an abelian group with IGI ~< n. 
Given a generating set for G, test whether or not there exists an h e G such that 
G = (h) and compute an integer ag for all g ~ S such that h°~ = g. [] 
Proposition 2.5. The problem CYCLIC GENERATOR is polynomial time reducible to 
the problem CANONICAL BASIS, /.e., Cyoc G. 
Problem E (EXPRESSION). Suppose that G is an abelian group with IGI ~< n. Given 
a set S of generators for G and an element x in G, compute an expression, if any, 
for x in terms of the generators g in S'_q S such that x = l-Isis, gag, with a s < Ig], Vg 
S t" 
Algorithm 2.6 
Input: An algorithm for problem E and an element x of t3. 
Output: The order Ix[ of x~ 
Procedure ORD(x); 
begin 
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(1) if an expression of x in terms of X 2 exists then 
comment Use an algorithm for problem E for computing the above 
expression; 
Let x = x 2k for some integer k; 
return [xl = 2k -  1; 
else 
(2) Ixl ,-- 20RD(x2);  
return Ix[; 
end. 
Remark:  We make use of the pseudo-code Pidgin-Algol given in [2] for the 
algorithm's description. 
Proposition 2.7. The problem ELEMENT ORDER is polynomial time reducible to the 
problem EXPRESSION, i.e., Toc E. 
ProoL Assume the existence of an algorithm for problem E that costs a unit of time 
each application. Then, Algorithm 2.6 correctly computes the order of x in poly- 
nomial time. 
If at step (1) an expression x = x 2k is computed, then [x[ is an odd integer (since 
x 2k-~ = 1) and thus, ]x[ = Ix2[. Moreover, it is not difticult to show that [x[ = 2k -  1, 
using the fact that k < Ix2[ = ]x[ from the definition of EXPRESSION. 
If there is no such expression, then [x I is an even number and the problem is 
reduced to the computation of the order of x 2. The recursive calls of the procedure 
ORD (step (2)) can be at most log [x I <~ log n. 
Therefore, Algorithm 2.6 requires polynomial time in terms of log n. [] 
Proposition 2.8. The problem EXPRESSION is polynomial time reducible to the problem 
DEFINING RELATIONS, i.e., E oc D. 
Proof. Assume the existence of an algorithm for the problem D that hypothetically 
requires a unit of time. Let x be an element of an abelian group G and S '= 
{gl , . . . ,  gk} be a subset of the generating set of G, we shall compute an expression 
of x in terms of the gi's satisfying the conditions of the definition of the problem 
EXPRESSION. 
(1) Let S*=S'u{x} .  
(2) Compute a set of defining relations for G*= (S*) using the hypothetical 
algorithm for the problem D. Let the defining relations for G* in additive notation 
be 
A[x,  g l , . . . ,  gk]r= [0 , . . . ,  0] r, (3) 
where A is an m x (k + 1) integer matrix (w.l.o.g. we assume m i> k + 1 and v T denotes 
the transpose of a vector v). 
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(3) Triangularize A via integer ow operations to the matrix 
JR, 0] T, (4) 
where R is a (k + 1) x (k + 1) upper triangular matrix. This computation can be done 
in polynomial time using Gaussian elimination over integers (see [3, 11]). From 
equations (3) and (4) it follows that 
r l l x  + r1291 +"  " " d- r l k+ lg  k = 0. (5) 
(4) If rl~ # 1, then the relation required by problem E does not exist, since 
equation (4) yields all possible relations in G* by definition. 
If r~ = 1, then (5) is the required relation. [] 
Proposition 2.9. The problem ELEMENT ORDER is polynomial time reducible to the 
problem CYCLIC GENERATOR, Le., TocCy. 
ProoL Assume the existence of an algorithm for problem Cy requiring a unit of 
time. Then, applying this algorithm on the group (x, 1) one can show that G is cyclic 
and the algorithm yields the relations x = x and 1 = x h. Therefore, the order h of x 
can be computed in polynomial time. [] 
3. Relative complexity of decision problems 
The first decision problem considered is the following. 
Problem Cy* (CYCLIC). Given a generating set S for a finite abelian group G with 
[G[ ~< n, decide whether or not G is cyclic. 
Proposition 3.1. The problem CYCLIC is polynomial time reducible to the problem 
CYCLIC GENERATOR, /.e., Cy* oc Cy. 
The second decision problem is a version of problem T. 
Problem T* (BOUNDED ELEMENT ORDER). Given a generating set S for a finite 
abelian group G with I GI <~ n, an element x in G, and an integer k, decide whether 
or not the order of x is less than k: 
Proposition 3.2. (i) The problem ELEMENT ORDER is polynomial time equivalent to 
the problem BOUNDED ELEMENT ORDER, i.e., T~-p T* and 
(ii) T*(n) ~ < T(n) ~< ]log nlT*(n ). 
Proof. (i) It is obvious that T*oc T. 
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Now, assume the existence of an algorithm ~'or T* that costs a unit of time at 
each application. Then using 'binary search' (see [2, p. 113]) together with the 
algorithm for T* one can compute the order of x. A sketch of the method is the 
following. 
Check whether or not Ixl <½n If the answer is "yes", then either 0< [x[ <½n or 
½n <~ Ixl n. Then check whether or not Ixl < m, where m is the middle of the interval 
in which the order was estimated to fall. By repeating the process one can find the 
order in at most [log n[ repetitions ince the interval is halved every time. Hence, 
Toc T*, 
(ii) This part of the proposition is a consequence of (i). [] 
In order to measure the 'hardness' of the problem Cy* the well-known problem 
of 'primality testing' is considered along with some results on Z*. 
Problem P (PRIMALITY TESTING). Given an integer n, decide whether or not n is 
a prime. 
Proposition 3.3. An integer n is prime if and only if 
(i) the group Z* is cyclic, 
(ii) every h ~ Z* satisfies Fermat's criterion, h "-1 -= 1 rood n. 
Proof. The reader is referred to [10, 16] for the proof of this proposition. [] 
Problem Z (CYCLIC Zh*). The same as problem Cy*, but with G = Z~. 
Proposition 3.4. The problem CYCLIC Zn* is polynomial time reducible to the problem 
CYCLIC, i.e., ZocCy*. 
Proposition 3.5. (i) PRIMALITY TESTING is polynomial time reducible to the problem 
CYCLIC Z*, i.e., Poc Z and 
(ii) P(n)<-Z(n)+p( log n). 
Proof. (i) Assume the existence of an algorithm for Z that requires a unit of time. 
Then one can check the condition (i) of Proposition (3.3) in a unit of time. Also, 
one can check whether or not g , - l=  1 for each g~ S by means of the "power 
algorithm" (see [ 13]) and thus, checking whether or not condition (ii) holds, requires 
polynomial time. 
(ii) This follows directly from the above reasoning. [] 
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4. Relative complexity of intersection problems 
Below we study the relative complexity of group intersection problems. It is well 
known that the problem of computing the intersection of two permutation groups 
is polynomial time equivalent to the graph isomorphism problem. 
Problem OI. Given abelian groups G= (S) and F= (S'), with IGI n and IFI m, 
and the fact that (Fu  G) is abelian, compute the order of (Fr~ G). Let OI(n, m) 
denote the time in elementary operations required by an optimal algorithm for 
problem OI. 
The time A (nm) required by an optimal algorithm for computing the order of an 
abelian group Fw G is compared with the time OI(n, m) required by an optimal 
algorithm for computing the order of F c~ G. 
Proposition 4.1. The following holds: 
IA(nm)-OI(n, m)[~ A(n)+ A(m)+ p(log rim). 
Proof. It is well known that 
I<P = IPl I I/I<F,  c)l. (6) 
Now, when using an optimal algorithm for computing IFI, I 1, and [ (F ,  O)l, 
one can compute [(F c~ G)I by using (6). Therefore, 
Of(n, m)<---.A(nm)+ A(n)+ A(m)+p(log nm), 
for some polynomial p. 
Similarly, one can show that 
A(nm)<~OI(n, m)+ A(n)+ A(m)+p( log ran) 
using (6). [] 
Remark: Note that A ( n ) <~ A (nm) and A ( m ) <~ A ( nm ) and thus, one can conclude 
that OI(n, m) and A(nm) have the same order of magnitude. 
Problem OI*. This problem is the same as problem OI, without he restriction that 
F u G is abelian. The complexity of OI*, denoted OI*(n, m), is defined in a similar 
way as OI(n, m). 
Proposition 4.2. For some polynomial p and some constant c< 1, the following holds: 
OI*(n, m) >i cA (nm) +p(log ran). 
One can define the problems of computing the canonical structure (problem CI), 
the complete structure (Problem BI), and a set of defining relations (problem DI) 
for the intersection of two abelian groups. It is not difficult to show that the following 
hold: 
(i) CI oc DI, (ii) CI oc BI, (iii) OI oc CI. 
5. Conclusions 
Their proof is similar to the proofs of the reductions shown above. 
Another decision problem is the problem of testing whether or not the intersection 
of two finite abelian groups is cyclic (Problem CyI). One can show that Cy*oC CyI. 
HASSE DIAGRAM 
The Hasse diagram in Fig. 1 summarizes the results on the relative complexity 
of the problems described in this section. 
DEFINING RELATIONS 
EXPRESSION 
COMPLETE BASIS 
)RDER 
CANONICAL BASIS 
ELEMENT ORDER 
CYCLIC GENERATOR 
BOUNDED ELEMENT ORDER T~,~,~ -...,.,,... 
% 
PRIME FACTORIZATION ~/~ 
EXPONENT FUNCTION 
CYCLIC 
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CYCLIC Z n 
PRIMALITY TESTING 
Fig. 1. Hasse diagram. The dashed line denotes the assumption of ERH. 
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Proposition 5.1. For some polynomial p, the following holds: 
max{D(n), C(n),A(n),B(n),E(n),Cy(n), T(n), T*(n))} ~> F(n)/p(logn). (7) 
In [9], upper bounds for the above problems are given; it is shown that the 
complexity of all problems in the left-hand side of (7) is O(n TM)  elementary 
operations. The best upper bound for 'prime factorization' is O(n 1/5+~) due to 
Shanks [18], but its correctness proof and its running time bound depend on the 
unproven Extended Riemann Hypothesis. 
Let us consider the role of Riemann's Hypothesis, which is the most important 
unsolved (for more than a century) problem in number theory. It is known (see 
[5]) that, by assuming the truth of the ERH, one can compute a generating set for 
Z* by picking up all the primes in the interval [1, log 2 hi. Without the assumption 
of the truth of ERH in order to construct a generating set for Z*, one has to pick 
up all the primes in the interval [1, cnl/2+~]; this is the best unconditional upper 
bound due to Burgess [4] (see also [14]). 
In [18], Shanks constructs a generating set for the 'form class' group in O(log 2 n) 
elementary operations assuming the truth of ERH, but unconditionally the computa- 
tion takes O(n TM) elementary operations, using the methods described above. 
Also, Odlyzko's proof of Shanks' algorithm upper bound on its running time assumes 
the truth of the ERH. Therefore, one can see that the assumption of the truth of 
ERH is 'responsible' for the gap between the upper bound for problem T and 
Shanks' bound on factorization. A paradoxical aspect of Shanks' algorithm is that 
primality depends on ERH, but compositeness in unconditional, since one can 
check whether the 'factors' are factors. 
It is not difficult o verify that Cy*(n) t> P(n). Using the algorithm for computing 
the canonical structure (problem C) given in [9], one can obtain an O(n TM) upper 
bound for Cy*. In [2], Adleman, Pomerance, and Rumely gave a primality testing 
algorithm which makes use of arithmetic on cyclotomic fields; its running time has 
an upper bound of O((log n) ~l°gl°gl°g") elementary operations, which is almost 
polynomial. Another best known 'primality testing' algorithm is given by Miller 
[16]. He gave the first polynomial time algorithm for P, but it depends on the truth 
of ERH; it requires O((log 4 n)(log log n)) elementary operations. Both analysis and 
correctness of Miller's conditional algorithm depend on ERH. Once again, one can 
observe the influence of ERH, but the unconditional bound suggessts hat the bound 
for the problem Cy* can be improved or a 'harder' problem lies between Cy* and 
P. 
Also using the facts that OI*(n, m) =pA(nm) ~pOI(n, m) and the argument that 
the bound for problem A is reasonable, one can see that there is evidence that the 
bounds of O(n TM) proved in [9] for OI and OI* are not weak. 
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