Abstract. In this paper we describe a way to discover attribute associations and a way to present them to users using Bayesian networks. We describe a three-dimensional visualization to present them effectively to users. Furthermore we discuss two applications of attribute associations to the KDD process. One application involves using them to support feature selection. The result of our experiment shows that feature selection using visualized attribute associations works well in 17 data sets out of the 24 that were used. The other application uses them to support the selection of data mining methods. We discuss the possibility of using attribute associations to help in deciding if a given data set is suited to learning decision trees. We found 3 types of structural characteristics in Bayesian networks obtained from the data. The characteristics have strong relevance to the results of learning decision trees.
Introduction
Remarkable progress in data collecting and storing technologies has been generating a large number of huge databases such as astronomy databases and human genome databases. Knowledge Discovery in Databases (KDD) [3] aims automatically to analyze such huge databases and extract useful and interesting knowledge. A number of heuristic methods and strategies have been proposed for improving efficiency and accuracy in KDD. In general there is no single best method or strategy for all knowledge discovery tasks. Users therefore have to select an appropriate method for their specific task. However there are no clear theoretical metrics for selecting an appropriate method under a given circumstance. Consequently users have to apply a range of methods to their own data and repeatedly compare results to determine which provides the best fit. The KDD process thus has an iterative and interactive nature. In this situation, it is essential to visualize and present to users as much information on data as possible.
The purpose of this study is to discover attribute associations and to present them to users in the KDD process. An attribute association is one kind of information implicit among data and it possesses at least two features. One is the degree of relevance between a pair of attributes the data have. The other is the structure that exists between them. Discovering such attribute associations and presenting them to users make it possible to conduct data mining effectively. We propose a way using Bayesian networks [4] , which are one of the graphical representations of knowledge that employ directed acyclic graph.
Further consideration is given to the applicability of attribute associations to two different steps of the KDD process. One application we describe involves utilization of attribute associations to support feature selection [5, 6] . The other application we discuss is the possibility of using attribute associations to support the selection of data mining methods. In this study we use them for deciding whether a given data set is suited to learning decision trees [9] .
The remainder of this paper is organized as follows. Section 2 reviews the Bayesian networks and describes a way of discovering and visualizing attribute associations using Bayesian networks. Section 3 presents an application using attribute associations to support feature selection in the KDD process. Section 4 argues the possibility of using attribute associations to support discrimination of data suitable for learning decision trees. Section 5 concludes this paper.
Discovering and Visualizing Attribute Associations

Attribute Associations
To begin, we describe the data format that we deal with in this study and define several terms. A case, a tuple of data, is expressed in terms of a fixed collection of attributes. Each attribute has either discrete or numeric values. A case has also a predefined category of a target concept. A data set is a set of cases for an event. Attribute associations of data are information on the degree of relevance between a pair of attributes and on the structure existing between them. "Degree of relevance between attributes" is a numeric value which represent the strength of relevance such as covariance, correlation coefficient and mutual information. "Structure existing between attributes" is an indication of which pair of attributes have relevance. Since data we deal with contain a target concept, we need to consider associations among not only attributes but also attributes and a target concept. We simply deal with the target concept as an attribute of the data because a target concept can be regarded as a discrete attribute.
Discovering Attribute Associations Using Learning Bayesian Networks
The first question to be discussed here is how we obtain attribute associations that exist implicitly in data. We propose a method of discovering attribute associations via learning Bayesian networks. A Bayesian network is a directed acyclic graph with a conditional probability distribution for each node. Each node represents an attribute in data. Arcs between nodes represent probabilistic dependencies among the attributes. A set of conditional probability distributions defines these dependencies. The task of discovering attribute associations from data is equivalent to learning Bayesian networks from the data. The problem of learning a Bayesian network can be informally stated as: given a training set of data, find a network that best matches the data [2] . We used the following algorithm for learning Bayesian networks, which is based on a greedy search strategy. N (V, A) where V = { all the nodes corresponding to the attributes of a data set }, A = {}. Let L and I be empty lists which are used in this algorithm. For each arc (v i , v j ) ∈ V , compute a score for the arc. For all the arcs, sort them by score and put them into list L in decreasing order. 2. Select arcs from L created in step 1 and put them into list I which is used as input for the construction of a network. 3. Create 3 candidates N 1 , N 2 and N 3 adding an arc a i from the head of I to the current network N . N 1 is a network to which a i is added in some direction. N 2 is a network to which a i is added in the opposite direction to N 1 . N 3 is a network to which no edge is added. Remove a i from I. 4. Compute scores for the 3 candidates created in step 3. Select the network that gives the best score. 5. In a case in which N 1 or N 2 is selected in step 4, add a i to A and go back to step 3. If I becomes empty, return N .
Let a network
In step 1, we use the mutual information of each pair of nodes as the score for the arc. The mutual information of two nodes X i , X j is defined as
where x i is a possible attribute value of the attribute correspondent to the node X i , P (x i ) is the probability that is calculated as a ratio of the number of cases which have x i to the total number of cases in a data set, and P (x i , x j ) is the probability that is calculated as a ratio of the number of cases which have x i and x j . We apply the drafting [1] to select arcs in step2. It selects n − 1 arcs from the head of L, where n is the number of nodes in N . This prevents there being an excess of edges in a network. We adopt the Bayesian Dirichlet (BD) metric [4] as a scoring metric for a Bayesian network in step 3. It calculates the relative posterior probability of a network structure given a data set. Let D be the data set, B h S be the hypothesis that a data set D is generated by network structure B S and ξ be given background knowledge. The BD Metrics is calculated as
where r i is the number of possible attribute values of the i-th node X i , q i is the number of state of i , N ijk is the number of cases in D in which X i = k and Because this learning algorithm is not able to deal with numeric attributes, a discretization is required beforehand. We adopt the gain criterion [9] to find a threshold value that divides numeric attribute values into two discrete ones.
Visualization of Attribute Associations
We propose a three-dimensional visualization of attribute associations obtained from data. We describe how we visualize them in this section.
Degree of relevance between a pair of attributes:
We represent the degree of relevance by the size of a node, the color of a node and the thickness of an arc between nodes. We arrange a node indicating the target concept in the center. Attributes relevant to the target concept are arranged on the inner circumference surrounding it. Attributes irrelevant to the target concept are arranged on the outer circumference. When an attribute is a constituent of the network including the target concept it is regarded as relevant to the target concept. On the other hand an attribute is regarded as irrelevant to the target concept when it is not contained in the network. As regards the color and size of nodes, we give a different color and size to each node according to its kind. A node indicating the target concept is red. Attributes relevant to the target concept are purple while attributes irrelevant to the target concept are blue and are smaller than those relevant to the target concept. Thickness of an arc indicates the strength of mutual information the arc has.
Structure exists between a pair of attributes:
We represent an arc in a Bayesian network by an arrow and the structure of cause and effect by the direction of the arrow from cause to effect. Attributes are topologically sorted by their causal direction and are arranged on the circumference. This enables users intuitively to understand the causal direction among attributes.
Extra basic information:
We represent a type of attribute by the shape of the node indicating the attribute. A discrete attribute is expressed by a square, while a numerical attribute is expressed by a sphere. An attribute name is labeled on each node. The number of possible discrete attribute values is also labeled on discrete attributes. Attributes which have a large number of attribute values (the default is 5) are colored in yellow in order that users can easily distinguish them.
We implemented a tool for discovering and visualizing attribute associations from data. It visualizes them in a three-dimensional view and provides manipulations such as rotation and zoom for users. These manipulations allow users closely to examine an area of interest. Figure 1 is an example of visualized attribute associations from a data set for a golf tournament. Each case in the data set indicates the target concept, whether a golf tournament takes place or not, under a set of conditions such as outlook, humidity and temperature. In this example, the target concept classes is arranged in the center of the figure. The attributes relevant to the target concept are arranged on the inner circumference (outlook, humidity, temperature, number of participants). These attributes are topologically sorted clockwise by their causal direction. Attributes irrelevant to the target concept are arranged on the outer circumference (ID, windy). Users can find that the attributes outlook and humidity have relevance to whether or not a golf tournament takes place. Furthermore users can see that the attribute outlook has strong relevance to the attribute number of participants.
Using Attribute Associations to Support Feature Selection
Feature Selection Using Attribute Associations
Feature selection [5, 6] eliminates irrelevant and/or redundant attributes in a data set in order to obtain simple and interpretable patterns and to decrease the size of search space in data mining. We propose an interactive feature selection using visualized attribute associations. Our visualization shows which attributes have relevance to the target concept and the strength of the relevance. It enables users interactively to select attributes by looking at the visualized attribute associations for their data set. We believe that it is important for users to be able easily to reflect their intention in the KDD process.
The following are examples of policies for feature selection which users can lay down.
-Rule 1: Eliminate all the attributes arranged on the outer circumference. -Rule 2: Eliminate the discrete attributes which have a large number of possible attribute values. Attributes arranged on the outer circumference do not have relevance to the target concept. It is therefore a reasonable policy to eliminate such attributes (Rule 1). Moreover an attribute which has a large number of possible discrete attribute values tends to affect the size of patterns obtained from the data. Eliminating such attributes would also be a reasonable policy (Rule 2).
Experimental Results
We carried out an experiment in order to confirm the effectiveness of our proposed feature selection on the 24 data sets stored in the UCI Machine Learning Repository [10] . The two rules we described above were used as a policy of feature selection. We used a decision tree learning system [7, 8] developed in our research group as a data mining method. It is based on C4.5 [9] . However flexibility and extensibility of the system are emphasized in order easily to modify parts of the system using object-oriented technology. We adopted tree size, namely the number of nodes and the predicted error rate described in [9] as criteria for evaluation of results. In general it is to be desired that the decision tree has both a small size and a low predicted error rate. For comparison, we also analyzed the same data sets without feature selection. Table 1 shows the results. "FS" represents the results with feature selection, while "No FS" represents the results without feature selection. The results show that tree size obtained with feature selection is on average 0.88 times as large as that obtained without feature selection. However the predicted error rate did not worsen greatly with feature selection compared to without feature selection.
To discuss these results in some detail, differences in either tree size or predicted error rate were found in 16 data sets out of 24. Of these, both tree size and predicted error rate were improved in 3 data sets. Tree size alone was improved in 8 data sets. Predicted error rate alone was improved in 2 data sets. Both got worse in 2 data sets. For the remaining 8 data sets, no attribute could be eliminated in 4 data sets (mark * in Table 1 ), while the eliminated attributes were not used originally in the other 4 data sets (mark ** in Table 1 ). However computation time was improved in these 4 data sets. These results indicate that feature selection using visualized attribute associations works well.
Using Attribute Associations to Support the Selection of Data Mining Methods
As [3] states, the ability to suggest to users the most appropriate data mining method is an important requirement for KDD tools. We describe our attempt to discriminate if a given data set is suitable for learning decision trees by catching the characteristic of the data via visualized attribute associations. We investigated 24 data sets and analyzed the results of learning decision trees used in the previous section. We found 3 types of structural characteristic in Bayesian networks obtained from the data. Moreover we found that these characteristics have a strong relevance to the analysis results of learning decision trees. We call these 3 characteristics of data DENSE, SPARSE and STAR according to the topology of Bayesian networks we obtained from the data. We present the 3 types as follows. Fig. 2 have thick arcs between attributes arranged on the inner circumference. They also have thick arcs between the target concept and attributes arranged on the inner circumference. We classify the data that produce such Bayesian networks as the DENSE type. We found 6 data sets belonged to the DENSE type in the 24 data sets we used in the previous section ("DENSE" type in Table 1 ). It shows that decision trees derived from the data tend to be small and to have a low predicted error rate. We believe the reason to be that attributes which have strong relevance to the target concept tend to be used as nodes of the decision trees. Some exceptions were observed. Tree size tends to be large when the target concept has strong relevance to discrete attributes which have a large number of possible attribute values. For example, the data set lymphography includes 2 discrete attributes which have 8 possible attribute values. By eliminating these 2 attributes using feature selection, we were able to obtain a smaller decision tree while keeping its predicted error rate almost the same. We found similar results in the data sets crx and australian ("DENSE EX" type in Table 1 ).
DENSE: Bayesian networks in
SPARSE:
In the Bayesian networks shown in Fig. 3 , the arcs between attributes arranged on the inner circumference are very narrow and the networks look quite sparse. In the Bayesian network obtained from the data set german (Fig. 3 right) , in particular, almost all attributes are arranged on the outer circumference. We classify the data from which such Bayesian networks are obtained as the SPARSE type. We found 6 data sets belonged to the SPARSE type out of the 24 data sets we used ("SPARSE" type in Table 1 ). Decision trees obtained from such data tend to be large and to have high predicted error rates. We believe the reason is that few attributes have strong relevance to the target concept, and it is hence difficult to classify data with such attributes. 
STAR:
In the Bayesian networks shown in Fig. 4 , each attribute is arranged like a star surrounding the target concept in the center. In other words, each attribute arranged on the inner circumference is relevant to the target concept, while attributes themselves are irrelevant to each other. We classify the data from which such Bayesian networks are obtained as the STAR type. We found 4 data sets belonged to the STAR type out of 24 data sets ("STAR" type in Table  1 ). It was found that decision trees derived from the STAR type data tend to be large and to have high predicted error rates. We believe the main reason for this is that such data have the rule which is a conjunction of all the attributes relevant to the target concept. Decision trees therefore tend to be large and to overfit the training data, which worsen their predicted error rate.
Up to this point we have presented 3 types of structural characteristics which are found in the Bayesian networks we obtained from the data. As a result we were able to set up the following criteria for learning decision trees.
-In cases in which a data set belongs to the DENSE type, learning decision trees is suited for analyzing the data as a data mining method. -In cases in which a data set belongs to the SPARSE or STAR types, learning decision trees is not suited for analyzing the data.
Conclusion
In this paper we have described a way of discovering and visualizing attribute associations using Bayesian networks. In addition we have described two applications using visualized attribute associations to the KDD process. As regards feature selection with attribute associations, we ascertained that our proposed method worked well in 17 data sets out of the 24 tested, all of which come from the UCI Machine Learning Repository. In our approach users can directly reflect their intentions in feature selection. This advantage is very important for KDD tools because of the interactive nature of the KDD process. As regards supporting the selection of data mining methods, we found 3 types of structural characteristic in Bayesian networks which have strong relevance to the results of learning decision trees. Based on these characteristics we set up criteria for discrimination of data suitable for learning decision trees. Users can estimate whether a given data set should be analyzed by learning decision trees according to these criteria. However they are based on a visual characteristic. There may exist other essential characteristics which affect the correlation between the types of Bayesian networks and the result of learning decision trees. Further analysis on this will be necessary as part of our future work. We have not considered conditional probabilities of Bayesian networks in our Bayesian networks learning algorithm. Using the conditional probabilities enables users to obtain more information on their data. Introducing conditional probabilities into our learning algorithm is a future task.
