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I . I NTH~DUCTI~R~ 
In this paper we first prove a comparison theorem for elliptic equations 
of order 2m. This enables us to extend several well known oscillation theorems 
for elliptic equation of order 2 [9] and ordinary differential equations of 
higher order [4] and also results concerning special classes of partial differen- 
tial operators of even order [2, 51. 
Theorem 8 below is proved by using variational methods and a technique 
similar to that in [8]. It generalizes a known oscillation theorem for ordinary 
operators of order 2m [4]. 
2. DEFINITION AND NOTATIONS 
Let L be the differential operator defined by 
Lu _ (-)“’ 1 Dqa,pu) - c(x)u, (1) 
/N =!a/-m 
whose coefficients are defined in an unbounded domain G of n-dimensional 
Euclidean space En. The differential operator LP is defined as usual by 
Dau = D;(l) . . . D;(n), 01 = (a(l), 42),..., 44, I c-i ) = Cy=, o(i), where each 
a(i), i = I,..., n, is a nonnegative integer. The coefficients a,, are symmetric, 
he., uEB = a,, , and smooth enough so that all partial derivatives involved 
in L exist and are continuous in G (the closure of G in the Euclidean topology 
on En). By D(F, L) we shall mean the collection of all real functions of class 
P”(F) n Cm(F), where F denotes a subdomain of G. 
A bounded domain NC G is said to be a nodal domain for L iff there 
exists a nontrivial function w E D(N, L) such that Lw = 0 in N, DYW =- 0 
on &V for all 01 with / (Y / & m - 1. 
The operator L is said to be oscillatory in G iff it has a nodal domain 
outside of every sphere centred at the origin. 
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The operatorL is assumed to be uniformly strongly elliptic in G, i.e., there 
exists a positive constant d, such that 
for all x E G and for every 5 = ([r ,..., E,). 
Let the finite set of multi-indices 01 be ordered, in an arbitrary manner, in 
a sequence S = (01~ , 01~ ,..., al,}, where ui = (ai( l), 42),..., a,(n)). Each CY~(P) 
(i = 1, 2,..., k) (p = 1, 2,..., ~2) is a nonnegative integer, C”,=, a,(p) = m, 
and k is the number of the multi-indices a. Corresponding to the sequence S, 
we can arrange the coefficients a,, in the form of k x k matrix ,c%T~ defined by 
Jfs = hYp,), i,j= I,2 ,..., ii. 
To each sequence S, , obtained by reordering the elements of the sequence S, 
there exists a permutation 0 on the set of integers {1,2,..., k} such that 
Sl = i%(l) 1 “o(2) ,..., %(k)~. 
Let r be the k x k permutation matrix defined by 
77 = (%7(l)), i, 1 = 1 )...) k, 
where ~3~~ = 1, Sij = 0 if i f j. An easy calculation shows that MS 1 = c’~%Z~~. 
Hence, M, , MS, have the same set of eigenvalues. 
Let h(x) be the largest eigenvalue of the coefficient matrix MS . 
3. COMPARISON THEOREM FOR FORMALLY SELF-ADJOINT OPERATORS 
We shall begin by relating formally self-adjoint operators of type (1) to 
the operator L, defined by 
L,u = (-)‘” C Da(m(x) D%) - E(x)u, 
where x E G, and the coefficients m(x), E( x are smooth enough so that all ) 
the derivatives involved in the operation defining L, exist and are continuous 
on G. Furthermore, we assume that the operator L, is uniformly strongly 
elliptic in G. 
THEOREM 1. Let F be a bounded domain of G and u a function of class 
D(F, L) such that Dau = 0 on aF for / a: / < m - 1. Let L, L, be the operators 
given by (I), (2), respectively. 
If (i) m(x) 3 X(X) for ecevy x E F, 
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(ii) E(x) < c(x)fo~ every x EF, 
(iii) The boundary of F is such that Green’s formula may be applied, then 
the smallest eigenvalue of L in F cannot exceed that of L, . 
Proof. Integration by parts and an application of Green’s formula yield 
J ULU dx .< 1’ [h(x) ‘f (0%)” - c(x) u”] dx F F i;=, 
:< 
i 
*F [m(x) c (Dou)~ - E(x) u”] ds 
~,]=m 
z= jF uL,u dx, 
for any function u of class D(F, L) such that Dau = 0 on i;F, 31 : ‘a m - 1. 
The conclusion of the theorem follows now from Courant’s principle [3; 6, 
p. 89) which can be applied to the type of operators under consideration. 
It is well known that the eigenvectors of the operator L, as defined by (l), 
on a bounded domain Q of En which has sufficiently smooth boundary, lie 
in the sobolev space H,” (the closure in the norm ‘1 Ijnz defined by 
of the class C,,“(Q) of infinitely differentiable functions with compact support 
in Q). The following principle can be proved by using Girding’s inequality [7]. 
Monotonicity Principle 
For 0 < t < cri, let Q, be a domain contained within a domain 52 of 
bounded width ‘I;t. If 0 < Y < s < co implies fin,. C Q,< , Sz,. f Q2, , then 
the smallest eigenvalue PO(t) of the problem 
Lu := p(t) u in Q, , D% = 0 on aQ+ , o! i :::: m - I 
is monotone decreasing in t, and lim,,,, p”(t) = + 00. 
We can also assume that the smallest eigenvalue varies continuously when 
the domain G is deformed “continuously” in a sense similar to that specified 
by Courant and Hilbert [3], and by Rudolf Vyborny [lo]. 
4. FOURTH ORDER EQUATIONS 
The equation to be considered is the special case m = 2 of (I), viz., 
Lu == c Da(a,,D%) - c(x)u = 0. 
‘al=!Oi=Z (3) 
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The matrix MS = (u,~,,) will denote as before the coefficient matrix of L, 
and h is the largest eigenvalue of MS . The following notations will be used 
S(x,,a) = S&r,) ={X6En-1:Ix-Yoi <a} 
R, = {x E En : j x 1 > rj, 
where %,, = (x1, xz ,..., x,-i) E E’“-l and 6 > 0. 
THEOREM 2. The operator L given by (3) is oscillatory in G if the largest 
eigenvalue h(x) of MS is bounded above in G by a number A, and 
i m [f(t) - p,,] dt= TWO, 0 (4) 
where p0 denotes the smallest eigenvalue of the problem 
and 
n-1 
C A9Di4dW = mW, iif E s&Q, 
i=l 
D&q5 = 0 on ~%&0)~ /ml =O,l, 
(5) 
f(t) = inf{c(x) : x = (F, t), %E S6,a(X0)}. 
Proof. We compare the operator (3) with the separable operator 2 defined 
by 
lu = nh, i D:u - f(x,& (6) 
i=l 
The hypothesis (4) implies that the ordinary differential equation 
nhODn4v - (f (xn) - p,J v = 0 (7) 
is oscillatory by an application of a theorem of Glazman [4]. For arbitrary- 
r > 0, there exists a nontrivial solution v of (7) with zeros of order 2 at 
x, = 6, ,a, , where 6, > 6, > r + 6. If + is an eigenfunction of (5) corre- 
sponding to the eigenvalue pO, then the function uO(x) = v(xn) C(S), where 
x = (x1 , x2 ,..., xn), is by direct calculation a solution of (6), with nodal 
domain 
N, = &,&(J x {x, : 6, < X,( < 6,). 
Let Ni be the cylinder defined by 
1% = &a,&) x {Xn : 6, - 613 < x, < 6, + S/3}. 
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Then Nr C R, . We proceed now to construct a domain N with C” boundary 
[I] such that N,, C NC Nr . Construct a C,“(G) function #(x) which satisfies 
*(x) = 1 x! E IV, 
J,(x) = 0 T X$bI. 
Hence #J(X) is a C” mapping of m, onto the interval [0, 11. Let T C N, be 
the set of singular points of $, i.e., T =~= {X E Nr : grad #J(X) = O}. By a well- 
known theorem in differential geometry [7], the set #(T) has Lebesgue 
measure zero. Hence we can choose a number ~a E (0, 1) such that 
{X : 4(x) = Y,,) n T ~= z . Let 
Av = (x t N, : 1 ;=-: l/J(x) ‘; Y,)). 
Then N has a C” boundary and N, C N. If we define Z+,(X) = 0 for x $ N,, , 
then it follows from comparison Theorem 1 and an easy calculation that the 
smallest eigenvalue of the problem 
Lu = vu in N, I)% : 0 on PN, 1 01 ) = 0, 1 
is nonpositive. Let t, denote the diameter of IV. Put Nto = ,V. For each 
0 < t < t, choose A7* such that N”o = lJtt(O,Lu) Nt, diameter of N1 si t, 
and t < t’ implies that Nt C jV*‘, Nf + Nt’. Let v(t) denote the smallest 
eigenvalue of the problem 
Lu :- v(t) u in X’, lh-0 on ?N’, ICC =o, 1. 
By the monotonicity principle we conclude that there exists t* E (0, to] such 
that v(t*) = 0. Since Nt* C NC R, , Eq. (3) is oscillatory in G. This com- 
pletes the proof of Theorem 2. 
This theorem reduces to Glazman’s theorem (4) if n = 1 and aJx) = 1 
in (3) since for G : E” we may take I$ :- 1, pLo = 0 in (5). 
Several other oscillation criteria can be obtained for the operator (3) by 
using different one-dimensional oscillation criteria for the equation (7). The 
following is a Kneser-type oscillation criterion. 
THEOREM 3. Equation 3 is oscillatory in G ;f for su@iently large x and 
some 6 > 0, 
Proof. The hypothesis implies that the ordinary differential Eq. (7) is 
oscillatory by Glazman’s generalization of Kneser’s theorem [4]. The 
remainder of the proof is similar to that of Theorem 2. 
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5. OPERATORS OF ARBITRARY EVEN ORDER 
Let L denote the elliptic operator defined by (1). We assume that G 
coincides with En. This assumption on G is not essential, and the technique 
used below may be adapted to cover more general types of unbounded 
domains. 
Notations and some Basic Lemmas 
Let h(x) denote, as before, the largest eigenvalue of the coefficient matrix 
J+X+,). Let 
J(T, o1 ,...) 6-d = 44, 
C(Y, 8, ,..., en-,) = c(x), 
Jr) = j X(Y, 0, ,..., o,~,) dQ, 
-Q, 
where Y, 0, ,..., 8,-r are the hyperspherical polar coordinates as defined in 
Ref. [3], and 52, is the surface of the unit ball in E’“. 
The following Lemma can be proved by repeated application of Leibniz 
rule. 
LEMMA 4. If u = U(T) is an m-times dzferentiable function for all Y in 
(0, oo), then the following inequality holds: 
for r > I, where u w = d”uldr”, and mL are positive constants, k := 1, 2,..., m. 
For each pair of real numbers (a, b) such that 0 < a < b < co, let Mab 
be the quadratic functional defined by 
with domain consisting of all u E P(a, b), where m, and C(Y) are as defined 
above. The following notation will be used: 
N b := {X : a < x / < b}. U 
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LEMMA 5. If u is a function of class Czm(a, 6) such that 
(i) ~‘<)(a) = u’“‘(b) =- 0, i == I, 2 ,..., m - I 
(ii) Mab[u] “: 0, 
then the smallest eigenvalue of the operator L on Nlri’ is nonpositive. 
Proof. By Theorem I, the smallest eigenvalue of the operator L on N,,” 
cannot exceed that of L, , where L, is defined by 
L,v 7~ (--)“’ c h(r) D% - c(x)v. 
:\ =,1, 
Let v(x) = ~(1 x I). Then 
on account of Lemma 5, where Q, is the surface area of the unit sphere in En. 
Hence (u, L,u) < 0 by hypothesis. Th e conclusion then follows from 
Courant’s principle. 
The following Lemma is a well-known result in the Calculus of Irariations. 
It is often called the Second Lemma of the Calculus of Variations. 
LEMMA 6. If u E C[a, b], and 
! *” U(Y) v(~~~)(Y) dr = 0 I, 
fog every function v E Can(a, 6) which satis$es the conditions 
v(i)(a) -= f$i)([j) := 0, i = 1, 2 ,..., 2n - 1, 
then u(r) =- xf”,’ 17r7 for all Y E [a, b], where li are constants. 
LEMMA 7. Zf v -: V(Y) is a ,function defined on the interval [a, b], having 
the properties 
(i) V(Y) E Cm-l[a, b], 
(ii) V(~)(T) EL,(a, b), 
(iii) vti)(a) = v(Z)(b) _m 0, i == 0, 1, 2 ,..., m - I, 
then for any 6 > 0 there exists a function u E Czm(a, b) which satisfies the 
conditions 
u(i)(a) = u(i)(b) = 0, i = 0, 1, 2 ,..., 2m - I, and / ki',zb(~) - kfab(v)j < 6. 
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Proof. Let H denote the space of all functions ZI satisfying the condi- 
tions (i), (ii), and (iii) above. For each pair of functions v, w in H, define 
and 
(w, w) 5 jl Yyr) WyY) d? 
4 
b 
‘; n /I2 E n (d”‘)(~))~ dr. 
We shall show that H with the inner product defined above is a Hilbert space. 
Let {.zii(r), i = 1, 2,...} be a Cauchy sequence in H with respect to the 
above norm, i.e., 
Since the sequence {w?‘(r), i = 1, 2,...} is a Cauchy sequence in the Hilbert 
space &(a, b), it converges to a function h ~&(a, b). Define 
w(y) = (m ! I)! 
.b 
-- 
! 
n (Y - t)“f-l /z(t) dt. 
Then 21 E P-l(a, 6), z’(“‘)(Y) = /Z(Y) and zPJ(a) = 0 (k = 0, l,..., m - 1). 
Also 
) $=)(y) - #(y)j = ( j: ~$+~)(t) - &+) & j 
= (m - i - I)! i I: 
(y - t)“+X’-1 (@)(t) - @‘(t)) dt 1 
~ (6 - Q)““-f~-(1,2) / w- _ w ,, 
(m-k-l)! 2 (*I 
by the Cauchy-Schwarz inequality and integration by parts. Hence the 
sequence {v?‘(t), i = I, 2,...) is uniformly convergent to @j(r) for each 
h = 1, 2,..., m - 1. In particular, U:“)(O) = lirnidm G(b) = 0. Hence u E H. 
Let l? denote the set of all real-valued functions of class C2m(a, b) satisfying 
U’qz) = zP’(6) = 0, h = 1, 2 ).,., 2m - 1. We shall show that & is dense in 
the Hilbert space H. It is enough to show that if o E H is orthogonal to H, 
then n is identically zero. Suppose (0, U) == 0 for all u E I?. Integration by 
parts yields 
oz b 
s 
a YF(Y) z@(r) dr = J” z’(r) u(~‘~~)(Y) dr. 
n 
It follows from Lemma 6 that v(r) = 0. 
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Let ZI be a gi .ven function satisfying the hypotheses (i), (ii), and (iii). Then 
it follows from the above considerations that there exists a sequence u, E H 
such that lim n-i~ 1, z’ -~ IA,, 1,” 0. Using the inequality (*) we can show that 
u(“) converges to c(A) n uniformly for k = 0, I,..., m - I. Then it is easy to 
see that lim,,_, 1 M,+L,,] - X,,‘J[v], =: 0. 
THEOREM 8. The operator L defined by 
is oscillatory in EJ~, if 
& i” A(~) ?F1 dr 
y h/2 
is bounded aboae for all sufficiently large b, and 
(1) 
where A(x) is the largest eigenvalue of the coejkient matrix MS , as de$ned 
before. 
Proof. It is enough to show that for arbitrary a > 0, L has a nodal 
domain in the complement of the ball S == {x E E’” : ) s ) < a}. We construct 
a function u as follows: 
Let w(t) = KJ: P -'(I ~ s)"' l ds where K is chosen so that w(1) == I. 
Let u be defined by 
u(r) ~:= 0
+) E zu (‘IT “) 
/ a 
0 < r <: a 
a<r<2a 
U(Y) = I 2a < Y :: i 
u(r) = w 
c 
2b ~ 2r 
! 
6 ~.- 
b z 
< Y r’. b 
u(r) = 0 Y > 6, 
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where b will be chosen later so that b/2 > 2a, and iWab[u] < 0. ‘Then, 
+ zl ,I,? $$ A(r) 2 (id,) (“,“ii” r7,-l dr 
where Kl , K, are constants. Moreover, 
b 
a 
zK(t) t-l dt = j:” (zu (e))’ C(t) P-1 dt + j:r C(t) P-1 dt 
+ j;,, (w ( 2b r, 2t ))’ C(t) t”-l dt. 
Let 
jk”(zu(=$),‘C(t)t’.‘dt = K,, 
where K3 is a constant which depends only on a. Choose b, > 4a large 
enough so that 
K 1 + Kz/b”+l 
s 
b 
b/2 
A(r) r-l dr - K3 - lb” C(Y) r”-l dr < 0 
-0 
for all b > b, . This is possible by hypothesis (2). Let 
y(y) = j; ,2 t--l C(t) dt. 
0 
Then lim ?+,,,y(~) = +oo follow from hypothesis (2). Choose b/2 in the 
definition of u to be the last root of y(r). Then b/2 3 b,/2, y(r) > 0 for all 
r > b/2, and 
2b - 2r 2 
zu 
b 
C(Y) r-l dr > 0, 
as can be easily proved by integration by parts and using the fact that y(r) > 0 
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for Y > b/2, and w’((2b - 2r)/b) is positive by the definition of w(t). From 
the above considerations we obtain 
Mob[U] < 0. 
The function u satisfies the conditions in Lemma 7. Hence a function 
w E P((a, b) exists and satisfies the conditions 
.(f’@) = &‘(b) = 0, i = 1 , 2 ,...) 111 - 1 ) M”b[V] < 0. 
Then the smallest eigenvalue of the operator L on Arc,” is nonpositive by 
Lemma 5. Let IV:,., {X : a + S . : x 1 :s< b), and let p,,(S) be the smallest 
eigenvalue of the problem 
Lu == p(S)u in iv:+, , D”u --= 0 on iiN,b+, , Ial .<m- 1. 
Then p,,(O) :< 0 and ~~(6) 3-- p,,(O). Th ere exists 6, such that &S,,) = 0 by 
the monotonicity principle for eigenvalues, and the domain NE+, is a nodal 0 
domain for L. This completes the proof of Theorem 8. 
(I:OR~LLARY 9. Let A(X) be bounded in En by some number X, . Then the 
operator I. is oscillatory in En if n :g m A 1 and 
For I2 : 1, m = I, Corollary 9 gives the criterion established by 
A. Winter [I 11. For n = 1, Theorem 8 generalizes a theorem of Glazman [4] 
to equations with variable coefficients. 
Other oscillation criteria may be obtained by comparing the operator L 
with the operator L, defined by 
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