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HIGH-DIMENSIONAL FILLINGS IN HEISENBERG GROUPS
ROBERT YOUNG
Abstract. We use intersections with horizontal manifolds to show that high-
dimensional cycles in the Heisenberg group can be approximated efficiently by
simplicial cycles. This lets us calculate all of the higher-order Dehn functions
of the Heisenberg groups, thus proving a conjecture of Gromov.
1. Introduction
Nilpotent groups, especially Carnot groups, have scaling properties that make
them particularly useful in geometry. They appear, for instance, as tangent cones
of sub-riemannian manifolds and in the horospheres of negatively-curved symmet-
ric spaces. Their scaling automorphisms have also been used to solve problems on
fillings and extensions of Lipschitz maps to Carnot groups. Gromov, for instance,
used scaling techniques and microflexibility to construct extensions from Lipschitz
maps of spheres to Lipschitz maps of discs and bound the Dehn functions of some
nilpotent groups [12]. In [14], we found techniques for avoiding the use of mi-
croflexibility and generalizing Gromov’s Dehn function techniques to higher-order
Dehn functions, and Stefan Wenger and the author used these techniques to give
an elementary proof of Gromov’s Lipschitz extension theorem [13].
We can measure the difficulty of extension problems by studying filling invariants
like the higher-order Dehn functions, FVd. In [11], Gromov made the following
conjecture:
Conjecture 1. In the (2n+ 1)-dimensional Heisenberg group Hn,
FVd+1(V ) ∼ V
d+1
d for 1 ≤ d < n
FVd+1(V ) ∼ V
d+2
d for d = n,
FVd+1(V ) ∼ V
d+2
d+1 for n < d < 2n+ 1.
In [14], we proved the first two bounds. The main idea of the proof was to
construct a sequence {Pi(α)} of approximations of a Lipschitz cycle α. Each Pi(α)
was an approximation of α by simplices of diameter ∼ 2i, and for each i, we
constructed a chain Ri(α) such that
∂Ri(α) = Pi+1(α)− Pi(α).
The sum of the Ri’s is then a filling of (an approximation of) the original cycle,
and bounds on the mass of the Ri’s lead to bounds on the filling volume of α.
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We constructed the Pi’s and Ri’s using horizontal triangulations and scaling
automorphisms. If G is a Carnot group which admits a triangulation whose low-
dimensional simplices are horizontal (i.e., tangent to a certain left-invariant distri-
bution of tangent planes), we can use the Federer-Fleming deformation theorem [6]
to approximate α by a simplicial cycle in that triangulation. Rescaling the trian-
gulation produces a family of approximations of α, and since the simplices in the
triangulation are horizontal, we can bound how quickly their scalings grow, leading
to euclidean bounds on the filling functions of G.
If G = Hn, there are many horizontal maps of k-simplices into G for k ≤ n,
and we can use these maps to construct horizontal triangulations, providing the
first two bounds in Conj. 1. On the other hand, for k > n, there are no horizon-
tal triangulations, so using the same approximation methods as before gives poor
results; if dimα > n, then Pi(α) may have much larger mass than α, leading to
poor bounds on the high-dimensional filling functions of G. In this paper, we will
provide efficient methods for approximating high-dimensional cycles in Hn and use
them to bound the filling functions of Hn. We will show:
Theorem 1. In the (2n+ 1)-dimensional Heisenberg group Hn,
FVd+1(V ) ∼ V
d+2
d+1 for n < d < 2n+ 1.
The basic idea of our construction is to approximate a cycle α by counting its
intersections with a dual skeleton of a triangulation. If α has dimension k > n,
cells in the approximation come from intersections between α and (2n + 1 − k)-
dimensional cells of the dual skeleton. Since 2n + 1 − k ≤ n, we can make these
cells horizontal, thus limiting the number of possible intersections. The result is
an approximation Pτ (α) such that massα ∼ massPτ (α), which can be used in
constructing a filling of α.
In Section 2, we will give some background necessary in the rest of the paper; in
Section 3, we will construct the approximations we will need; and in Section 4, we
will use these approximations to construct fillings and bound the filling invariants
of Hn.
Parts of this paper were written at the Institut des Hautes E´tudes Scientifiques
and at New York University. The author was partially supported by a Discovery
Grant from the Natural Sciences and Engineering Research Council of Canada.
2. Preliminaries
2.1. Filling functions. The basic idea of a filling function is to measure the dif-
ficulty of filling a boundary of a given size. There are several ways to make this
rigorous, depending on the type of boundary and the type of filling. We will use
a definition based on Lipschitz chains, as in [9]. Definitions of other higher-order
filling invariants can be found in [1, 5, 7, 8]. An integral Lipschitz d-chain in a
space X is a finite linear combination, with integer coefficients, of Lipschitz maps
from the euclidean d-dimensional simplex ∆d to X . We will often call this simply
a Lipschitz d-chain.
We will generally take X to be a riemannian manifold or simplicial complex. In
this case, Rademacher’s Theorem implies that a Lipschitz map to X is differentiable
almost everywhere, and one can define the volume of a Lipschitz map as the integral
of the magnitude of its jacobian. If a is a Lipschitz d-chain and a =
∑
i xiαi for
HIGH-DIMENSIONAL FILLINGS IN HEISENBERG GROUPS 3
some maps αi : ∆
d → X and some coefficients xi ∈ Z, xi 6= 0, we define
‖a‖1 :=
∑
i
|xi|.
When d > 0, we define the mass of a to be
mass a :=
∑
i
|xi| vold αi,
and if d = 0, we let mass a := ‖a‖1. We define the support of a to be
suppa :=
⋃
i
αi(∆
d).
The Lipschitz chains form a chain complex, which we denote C lip∗ (X). If g : X → Y
is a Lipschitz map, we can define g♯, the pushforward map, to be the linear map
which sends the simplex α : ∆d → X to the simplex g ◦ α; this is a map of chain
complexes. Likewise, we can define a smooth chain to be a sum of smooth maps of
simplices and denote the complex of smooth chains by Csm∗ (X).
If X is a d-connected riemannian manifold and a is an integral Lipschitz d-cycle
in X , we define the filling volume of a to be:
FVd+1X (a) := inf
∂b=a
mass b,
where the infimum is taken over the set of b ∈ C lipd+1(X) such that ∂b = a. We
get the (d + 1)-dimensional filling volume function by taking a supremum over all
cycles of a given volume:
FVd+1X (V ) := sup
mass a≤V
FVd+1X (a),
where the supremum is taken over integral Lipschitz d-cycles.
A related definition is the d-th order Dehn function, δd, which measures the
volume necessary to extend a map Sd → X to a map Dd+1 → X (the fact that
δd corresponds most closely to FVd+1 is unfortunate but conventional). If X is a
d-connected manifold or simplicial complex and f : Sd → X is a Lipschitz map, we
define
δdX(f) := inf
g:Dd+1→X
g|
Sd
=f
vold g
and
δdX(V ) := sup
f :Sd→X
vold f≤V
δdX(f).
We have defined δd and FVd+1 as invariants of spaces, but they can in fact be
defined as invariants of groups. If G is a group which acts geometrically (that is, co-
compactly, properly discontinuously, and by isometries) on a d-connected manifold
or simplicial complex X , then the asymptotic growth rates of δdX(V ) and FV
d+1
X (V )
are invariants of G. To make this rigorous, we can define a partial ordering on func-
tions R+ → R+ so that f - g if and only if there is a c such that
f(x) ≤ cg(cx+ c) + cx+ c.
4 ROBERT YOUNG
We say f ∼ g if and only if f - g and g - f . Then ifX1 andX2 are two d-connected
manifolds or simplicial complexes on which G acts geometrically, then
δdX1(V ) ∼ δ
d
X2(V )
and
FVdX1(V ) ∼ FV
d
X2(V ).
This is proved for a simplicial version of δd in [1], but the proof there also applies
to a simplicial version of FVd; one can show that the Lipschitz versions used here
are equivalent to simplicial versions using the Deformation Theorem.
The relationship between δd and FVd+1 depends on d. When d ≥ 3, then
δdX ∼ FV
d+1
X for all d-connected manifolds or simplicial complexes X . When d = 2,
then δdX . FV
d+1
X . (See [9, App. 2.(A’)] for the upper bound on δ
d and [2, Rem.
2.6.(4)] for the lower bound; see also [7, 8].) Since this paper focuses on upper
bounds on FVd+1 when d ≥ 2, the bounds in this paper will also hold for δd.
2.2. Triangulations. A triangulation of a space X consists of a simplicial complex
τ and a homeomorphism φ : τ → X . We can put a metric and a smooth structure
on τ so that each simplex is isometric to the standard euclidean simplex; we say
that a map τ → X is piecewise smooth if it is smooth on each simplex. When the
meaning is clear, we will sometimes refer to the triangulation (τ, φ) as τ . We will
require throughout this paper that φ is locally Lipschitz. If S ⊂ X is such that
φ−1(S) is a subcomplex τ0 of τ , then we say that the triangulation (τ, φ) restricts
to (τ0, φ|τ0) on S.
If (τ, φ) is a triangulation of X , then we can define the simplicial chains of
X to be the push-forwards of simplicial chains of τ . If φ : τ → X is piecewise
smooth or Lipschitz, then the simplicial chains of X are a subcomplex of the smooth
or Lipschitz chains. By abuse of notation, we will denote the chain complex of
simplicial chains of X by C∗(τ).
If G acts on X , then G acts on the set of triangulations of X . Let ρg : X → X
be the map ρg(x) = gx. If (τ, φ : τ → G) is a triangulation of G and g ∈ X , we let
g · τ be the triangulation (τ, ρg · φ). Furthermore, if Γ is a lattice in G, we say that
τ is Γ-adapted if g · τ = τ for every g ∈ Γ. That is, Γ acts on τ and the map φ is
equivariant with respect to this action. If τ is Γ-adapted and σ is a simplex of τ ,
we will write Γ · σ to denote the corresponding Γ-orbit of simplices. We will write
Γ\τ to denote the set of orbits of simplices.
2.3. Carnot groups. This paper focuses on Carnot groups, which are nilpotent
Lie groups provided with a family of scaling automorphisms. Recall that if G is a
simply-connected nilpotent Lie group and g is its Lie algebra, then the lower central
series
g = g0 ⊃ · · · ⊃ gk−1 = {0},
gi+1 = [gi, g]
terminates. If gk = {0} and gk−1 6= {0}, we say that g has nilpotency class k. If
there is a decomposition
g = V1 ⊕ · · · ⊕ Vk
such that
gi = Vi+1 ⊕ · · · ⊕ Vk
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and [Vi, Vj ] ⊂ Vi+j for all i, j ≤ k, we call it a grading of g. If g has a grading, we
can extend the Vi to left-invariant distributions on G and give G a left-invariant
metric such that the Vi’s are orthogonal. With this metric, G is called a Carnot
group.
If G is a Carnot group, there is a family of automorphisms st : G → G which
act on the Lie algebra by st(v) = t
iv for all v ∈ Vi. These automorphisms distort
vectors in g by differing amounts. Vectors in V1 are distorted the least, and we call
these vectors horizontal. If M is a manifold and f : M → G is a piecewise smooth
map, we say that f is horizontal if the tanget planes to f all lie in the distribution
V1.
3. Approximating cycles in Carnot groups
It is a theorem of Federer and Fleming [6, ??] that any Lipschitz current in
R
n can be approximated by a sum of cubes in a grid in Rn such that the mass of
the sum of cubes is no more than a constant factor larger than the mass of the
original cycle; furthermore, this constant factor is independent of the side-length of
the cubes involved. A consequence of this [6, ??] is that the filling functions of Rn
satisfy
FVk
Rn
(V ) - V
k
k−1 .
In [14], we generalized these results to chains of low dimension in Carnot groups
with horizontal triangulations (for example, the Heisenberg groups). In this section,
we will develop tools for constructing approximations of chains of low codimension
in such groups.
If a is a smooth chain in G and τ is a Γ-adapted triangulation of G, we can
construct a dual skeleton τ∗ of τ . If σ is a cell of τ and σ∗ is its dual, we let [σ] and
[σ∗] be the corresponding simplicial chains. For all g ∈ G except a measure-zero
subset, we can define the intersection number i(a, g · [σ∗]) between a translation
of σ∗ and a. Therefore, for all but a measure-zero subset of G, we can define an
approximation
Pg·τ (a) :=
∑
σ∈τ (d)
i(a, g · [σ∗])g · [σ] ∈ Cd+1(g · τ).
For any given g, the number of intersections between a and g · σ∗ might be much
larger than the mass of a, but the expected number of intersections is on the order
of the mass of a.
For the applications in the next section, we will need a slightly more complicated
definition. If f : τ → G is a Γ-equivariant Lipschitz map (not necessarily a homeo-
morphism) and σ is a cell of τ , we think of the images f(σ) and f(σ∗) as cells in a
“folded triangulation” of G. We can use the methods above to approximate a as a
sum of “folded cells”
Pg·f(τ)(a) :=
∑
σ∈τ (d)
i(a, g · f♯([σ
∗]))g · f♯(σ).
As with the previous construction, we can bound the expected mass of Pg·f(τ)(a)
in terms of f and a.
Define the d-size of f to be the total mass of the images of the d-cells of σ∗:
sized(f) =
∑
Γ·σ∈Γ\B(τ)(d)
mass f♯(σ
∗).
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In this section, we will expand on the above constructions and prove the following
properties:
Proposition 2. Let 0 ≤ d ≤ n. Let Z ⊂ G be a compact fundamental domain for
the right action of Γ on G, so that ZΓ = G. If a is a smooth d-chain in G, then
for all but a measure-zero set of g ∈ G, there is a d-chain
Pg·f(τ)(a) ∈ g · f♯(Cd(τ))
such that
∂Pg·f(τ)(a) = Pg·f(τ)(∂a).
There is a cP > 0 depending only on d and G such that
(1)
∫
Z
‖Pg·f(τ)(a)‖1 dg ≤ cP mass a sized(f).
If a is a cycle, there is a chain Qg·f(τ)(a) ∈ C
lip
d+1 such that
∂Qg·f(τ)(a) = a− Pg·f(τ)(a).
If a ∈ Cd(τ), there is a cQ > 0 depending on f , τ , d, and G such that
(2)
∫
Z
massQg·f(τ)(a) dg ≤ cQmass a.
To construct P and Q, we first define the dual complex τ∗. We will identify the
cells of τ∗ with subcomplexes of the barycentric subdivision B(τ) of τ . Recall that
d-cells of B(τ) can be identified with flags σ0 ⊂ · · · ⊂ σd where the σi are simplices
of τ . If σ is a d-simplex of τ , let σ∗ be the subcomplex of B(τ) consisting of flags
σ0 ⊂ · · · ⊂ σd′ where σ ⊂ σi for all i. This is homeomorphic to a disc of dimension
n− d, and these discs partition B(τ) into a CW-complex isomorphic to τ∗, so we
can view τ and τ∗ as two different ways of decomposing B(τ).
If α : τ1 → G and β : τ2 → G are piecewise smooth maps from two simplicial
complexes, we say that they are transverse if for all simplices ∆1 ∈ τ1 and ∆2 ∈ τ2,
the restrictions α|int∆1 and β|int∆2 are transverse. (In particular, if the domains of
α and β are simplices, then the restrictions of α and β to any face are transverse.) If
a and b are smooth chains, we say they are transverse if a =
∑
xiαi and b =
∑
yjβj
for some maps αi and βi such that αi is transverse to βj for all i and j.
If α : ∆d → G and β : ∆d
′
→ G are transverse, where ∆d and ∆d
′
are the
standard simplices of dimension d and d′ and d + d′ = n, we can define i(α, β)
to be the intersection number of α and β. We can extend i bilinearly to define
i(a, b) when a and b are transverse smooth chains. Since the intersection number
is invariant under small perturbations, we can also define i(a, b) for some non-
transverse, non-smooth chains; it suffices that a and b are Lipschitz chains such
that supp ∂a ∩ supp b = ∅ and supp a ∩ supp ∂b = ∅.
Remark. This intersection number is defined for “generic” a and b. For instance, if a
and b are Lipschitz chains of complementary dimension, then supp ∂(g ·a)∩supp b =
∅ and supp g · a ∩ supp ∂b = ∅ for all but a measure zero set of g ∈ G, so i(g · a, b)
is defined for all but a measure zero set of g ∈ G.
For every simplex σ of τ , let [σ] and [σ∗] be the fundamental classes of σ and σ∗.
Then φ♯([σ]) and φ♯([σ
∗]) are Lipschitz chains in G and we can require that they
be oriented so that their intersection number is 1. By abuse of notation, we will
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identify chains and cycles in τ with their images in G when it is clear, and simply
write i([σ], [σ∗]).
Let a be a Lipschitz d-chain in G. If i(a, [σ∗]) is defined for all cells σ in τ (d),
define
Pτ (a) :=
∑
σ∈τ (d)
i(a, [σ∗])σ ∈ Cd+1(τ),
where τ (d) is the d-skeleton of τ , considered as the set of d-cells. This is a simplicial
d-chain which approximates a, and standard arguments show that
∂Pτ (a) = Pτ (∂a).
Furthermore, if a is a simplicial chain, then Pτ (a) = a.
More generally, if i(a, f♯([σ
∗])) is defined for all cells σ in τ , define
Pf(τ)(a) :=
∑
σ∈τ (d)
i(a, f♯([σ
∗]))f♯(σ) ∈ C
sm
d (G).
As above,
∂Pf(τ)(a) = Pf(τ)(∂a),
so if a is a cycle, so is Pf(τ)(a). Define
Pg·f(τ)(a) := P(ρg◦f)(τ)
where ρg : X → X is the map ρg(x) = gx. Note that if Pf(τ)(g
−1 · a) is defined,
then
Pg·f(τ)(a) = g · Pf(τ)(g
−1 · a).
We claim that this satisfies the properties in Prop. 2. We have already seen
that it is defined for all but a measure-zero set of g ∈ G, and it is clear from the
definition that it is an element of g · f♯(Cd(τ)). It remains to bound its mass.
Our arguments are based on the following lemma:
Lemma 3. There is a c∩ > 0 depending on G such that if m+ n = dimG, a is an
m-dimensional smooth chain, and b is an n-dimensional smooth chain, then∫
G
|i(g · a, b)| dg ≤ c∩mass amass b.
Proof. We can consider the case that a and b both consist of single smooth simplices
of diameter ≤ 1. Any other chain can be barycentrically subdivided until all of its
simplices have diameter ≤ 1, so the general case follows by linearity.
First, because G is unimodular, we have∫
G
|i(g · a, b)| dg =
∫
G
|i(gh · a, h′ · b)| dg
for any h, h′ ∈ G, so, after translating a and b, we may assume that a and b are
contained in a ball of radius 1 around 0 ∈ G.
Let ∆m and ∆n be the standard euclidean simplices of dimension m and n, and
let α : ∆m → G and β : ∆n → G be the maps corresponding to a and b respectively.
Let γ : ∆m×∆n → G be the map (x, y) 7→ β(y)α(x)−1. If g ·α and β are transverse,
then |i(g · a, b)| ≤ #γ−1(g), and by the coarea formula, we have∫
G
#γ−1(g) dg ≤ vol γ.
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We can write γ as the composition of maps γ0 : ∆
m×∆n → G×G and p : G×G→
G, where γ0(x, y) = (α(x), β(y)) and p(h, k) = kh
−1. The image of γ0 is contained
in a ball of radius 2; if we denote this ball by B, we have
vol γ ≤ (vol γ0)(Lip p|B)
dimG = (volα)(volβ)(Lip p|B)
dimG,
where Lip p|B is the Lipschitz constant of p|B. Thus the lemma holds for c∩ :=
(Lip p|B)dimG. 
Equation (1) follows easily:
Lemma 4. Let Z ⊂ G be a compact fundamental domain for the right action of Γ
on G. Let d ∈ Z. If c∩ is as in Lemma 3, then for all smooth d-cycles α,∫
Z
‖Pg·f(τ)(α)‖1 dg ≤ c∩massα
∑
Γ·σ∈Γ\τ (d)
mass f♯([σ
∗]).
Consequently, there is an g ∈ G such that
‖Pg·f(τ)(α)‖1 ≤ c∩
massα
volZ
∑
Γ·σ∈Γ\τ (d)
mass f♯([σ
∗]).
Proof. Using Lemma 3, we see that∫
Z
‖Pg·f(τ)(α)‖1 dg =
∫
Z
∑
σ∈τ (d)
|i(α, g · f♯([σ
∗]))| dg
≤
∑
Γ·σ∈Γ\τ (d)
∫
G
|i(α, g · f♯([σ
∗]))| dg
≤ c∩massα
∑
Γ·σ∈Γ\τ (d)
mass f♯([σ
∗]),
as desired. 
To finish the proof of Prop. 2, we need to construct Qg·f(τ)(α).
Lemma 5. For every smooth d-cycle α and for almost every g ∈ G, there is a
smooth (d+ 1)-chain Qg·f(τ)(α) such that
∂Qg·f(τ)(α) = α− Pg·f(τ)(α).
If Z is a fundamental domain for the right action of Γ, then there is a cQ > 0
independent of α such that for all simplicial d-cycles α,∫
Z
massQg·f(τ)(α) dg ≤ cQmassα.
Any Lipschitz cycle can be approximated by a simplicial cycle, so the requirement
that α is simplicial is only a minor limitation. The main idea of the proof is that
if σ is a simplex in α, then Pg·f(τ)(σ) is only a bounded distance from σ. This lets
us construct a chain homotopy between Pg·f(τ) and the identity.
Proof. Since G is a 1-connected nilpotent Lie group, it is contractible. One con-
traction is given by the scaling automorphisms; let h : G × [0, 1] → G be the map
h(g, t) = st(g). This is smooth, and if γ is a smooth k-cycle in G, then h♯(γ× [0, 1])
is a smooth (k+1)-chain which fills γ. Furthermore, there is a w : R→ R such that
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if γ is supported in the ball of radius r around 0, then h♯(γ× [0, 1]) is supported in
the same ball and
massh♯(γ × [0, 1]) ≤ w(r)mass γ.
If γ is a non-zero smooth cycle in G, let gγ ∈ G be a point in the support of γ.
Define h′ : C lip∗ (G)→ C
lip
∗+1(G) by letting h
′(0) = 0 and
h′(γ) = gγ · h♯(g
−1
γ γ × [0, 1])
for all γ 6= 0. If γ is a cycle and dim γ ≥ 1, then ∂h′(γ) = γ and
massh′(γ) ≤ w(diam γ)massγ,
where diamγ is the diameter of the support of γ.
Let C∗ ⊂ Csm∗ (G) be the chain complex generated by smooth simplices which are
transverse to the barycentric subdivision of f (i.e., f considered as a map B(τ)→
G.) We will use h′ to construct a chain homotopy Qf(τ) : C∗(G) → C
sm
∗+1(G)
between Pf(τ) and id; that is, a linear map which satisfies the identity
(3) ∂Qf(τ)(γ) +Qf(τ)(∂γ) = Pf(τ)(γ)− γ
for all γ ∈ C∗. In particular, if γ is a cycle, then ∂Qf(τ)(γ) = Pf(τ)(γ)− γ.
We define Qf(τ) inductively. The base case is to define Qf(τ) on 0-simplices; if
g ∈ G, let Qf(τ)(g) = h
′(Pf(τ)(g) − g); this satisfies (3). In general, if we have
defined Qf(τ) on simplices of dimension at most k so that it satisfies (3) and s is a
(k + 1)-simplex, then
Pf(τ)(s)− s−Qf(τ)(∂s)
is a k-cycle. We define Qf(τ) on s by letting
Qf(τ)(s) = h
′(Pf(τ)(s)− s−Qf(τ)(∂s)).
Define
Qg·f(τ)(a) = g ·Qf(τ)(g
−1 · a).
If γ is a cycle, then
∂Qg·f(τ)(γ) = Pg·f(τ)(γ)− γ.
Let D = maxσ∈τ diam f(σ) be the maximum diameter of the image of a simplex
of τ and let
D∗ = max
σ∈τ
diam f(σ∗)
be the maximal diameter of a dual cell. If S ⊂ X , let Nr(S) be the neighborhood of
S of radius r. We will show that for all 0 ≤ i ≤ dimG there are numbersMi, Di > 0
such that if σ is a smooth i-simplex whose diameter is at most D, then
suppQf(τ)(σ) ⊂ NDi(suppσ)
if σ is transverse to f and∫
Z
massQg·f(τ)(σ) dx =
∫
Z
massQf(τ)(g
−1 · σ) dx ≤Mi(mass σ +mass ∂σ).
We proceed by induction. First, consider the case that dimσ = 0. In this case, σ
is supported on a point x, and if σ is transverse to f , then the support of Pf(τ)(σ)
is contained in a ball around x of radius D. Therefore diamPf(τ)(σ)− σ ≤ 2D and
diamQf(τ)(σ) ≤ 4D. For all but a measure zero subset of G, we have
massQf(τ)(g
−1 · σ) ≤ w(2D)massPf(τ)(g
−1 · σ).
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By Lemma 4, there is a M0 such that∫
Z
massQf(τ)(g
−1 · σ) dg ≤M0.
Assume by induction that the mass and diameter bounds hold for simplices of
dimension < k and consider the case that σ is a k-simplex transverse to f . Then
Qf(τ)(σ) = h
′(ρ(σ)), where
ρ(σ) = Pf(τ)(σ)− σ −Qf(τ)(∂σ),
so we consider suppPf(τ)(σ) and suppQf(τ)(∂σ). By the definition of D, we have
suppPf(τ)(σ) ⊂ ND(suppσ).
Each simplex of ∂σ has diameter at most D, so by induction,
suppQf(τ)(∂σ) ⊂ NDk−1(supp σ).
The diameter of ρ(σ) is thus at most 2Dk−1 + 3D, so the diameter of Qf(τ)(σ) =
h′(ρ) is at most Dk := 4Dk−1 + 6D, and
suppQf(τ)(σ) ⊂ NDk(supp σ).
Furthermore, we have
massQf(τ)(σ) ≤ w(Dk)mass ρ(σ).
By Lemma 4 and the inductive hypothesis, there is a c′ such that∫
Z
mass ρ(g−1 · σ) dg ≤ c′(massσ +mass ∂σ),
so if Mk := w(Dk)c
′, then∫
Z
massQf(τ)(g
−1 · σ) dg ≤Mk(massσ +mass ∂σ)
as desired. 
This completes the proof of Prop. 2.
We can also construct chains which interpolate between two different approxi-
mations of a cycle. For example, if τ1 and τ2 are different smooth triangulations
of G, we can construct a chain interpolating between Pτ1(α) and Pτ2(α). Let τ
′ be
a smooth triangulation of G× [0, 1] which restricts to τ1 on G × {0} and to τ2 on
G× {1}. Consider the (d+ 1)-chain
H = Pτ ′(α× [0, 1]).
Its boundary is
∂H = Pτ ′(α× {0} − α× {1}) = Pτ1(α)× {0} − Pτ2(α)× {1},
so the projection of H to G has boundary Pτ1(α)− Pτ2(α).
Similarly, if f1 : τ → G and f2 : τ → G are homotopic by a homotopy h :
τ × [0, 1]→ G, we can construct a (d+1)-chain connecting Pf1(τ)(α) and Pf2(τ)(α)
in a similar way. We define
H ′ = Ph(τ×[0,1])(α× [0, 1])
and consider the projection of H ′ to G; this has boundary Pf1(τ)(α)−Pf2(τ)(α) as
desired.
To bound the volume of constructions like this, we need a corollary of Lemma 3:
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Corollary 6. If m+ n = dimG, a is an m-dimensional smooth chain in G, and b
is an n-dimensional smooth chain in G× [0, 1], then i(g · a× [0, 1], b) is defined for
all g ∈ G except for a measure 0 subset, and∫
G
|i(g · a× [0, 1], b)| dg ≤ c∩mass amass b.
Proof. As before, we can reduce to the case that a and b are single smooth simplices,
given by maps α and β. Let p : G× [0, 1]→ G be the projection map and consider
p◦β. Each transverse intersection between g ·α and p◦β corresponds to a transverse
intersection between g · α× [0, 1] and β, and vice versa, so∫
G
|i(g · α× [0, 1], β)| dg =
∫
G
|i(g · α, p ◦ β)| dg ≤ c∩ volα volβ

We can then bound the mass of H and H ′:
Lemma 7. Let τ ′ be a Γ-adapted smooth triangulation of G × [0, 1], and let h :
τ ′ → G× [0, 1] be a Γ-equivariant map which is piecewise smooth. Let d ∈ Z and let
Z be a compact fundamental domain for the right action of Γ on G. For all smooth
d-cycles α in G,∫
Z
‖Pg·h(τ ′)(α × [0, 1])‖1 dg ≤ c∩massα
∑
Γ·σ∈Γ\(τ ′)(d+1)
massh♯([σ
∗]).
Consequently, there is an g ∈ G such that
‖Pg·h(τ ′)(α× [0, 1])‖1 ≤ c∩
massα
voln Z
∑
Γ·σ∈Γ\(τ ′)(d+1)
massh♯([σ
∗]).
Proof. Corollary 6 implies that∫
Z
‖Pg·h(τ ′)(α× [0, 1])‖1 dg ≤
∑
Γ·σ∈Γ\(τ ′)(d+1)
∫
G
|i(α× [0, 1], g · h♯([σ
∗]))| dg
≤ c∩massα
∑
Γ·σ∈Γ\(τ ′)(d+1)
massh♯([σ
∗]),
as desired. 
4. Filling cycles in Carnot groups
Now we apply the approximation techniques of the previous section to construct
fillings of cycles in Carnot groups. Let G be an n-dimensional Carnot group, let
st : G→ G, t > 0 be the family of scaling automorphisms, and let Γ be a lattice in
G such that s2i(Γ) ⊂ Γ for i = 1, 2, . . . .
If α is a Lipschitz cycle and f : τ → G, we can construct a sequence
P(s20◦f)(τ)(α), . . . , P(s2i◦f)(τ)(α), . . .
of approximations of α of different scales. Furthermore, using the constructions
in the previous section, we can construct chains interpolating between these ap-
proximations. If we can bound the mass of the interpolating chains and show that
P(s2i◦f)(τ)(α) = 0 for some i, we can bound the filling volume of α.
In general, we cannot expect good bounds on the mass of P(s2i◦f)(τ)(α), but we
can bound the expected mass of Pg·(s2i◦f)(τ)(α) when g is a random element of
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G. The masses of the approximations and the interpolating chains depend on the
masses of simplices of s2i ◦ f , so this lets us find bounds on FV
∗
G by constructing
maps from simplicial complexes to G that satisfy certain metric properties.
We first state some definitions necessary to state the main proposition of the
section. If (τ, φ : τ → G) is a triangulation, we define st(τ) to be the triangulation
(τ, st ◦ φ). If τ is Γ-adapted, then st(τ) is st(Γ)-adapted.
If S ⊂ G is an open subset, then the scaling automorphisms polynomially expand
the volume of S. That is, there is an integer κ such that
vol st(S) = t
κ volS.
We call κ the volume growth exponent of G. Likewise, if f : τ → G, the scaling
automorphisms polynomially expand the volume of f(τ (d) for all d. If
sized(f) =
∑
Γ·σ∈Γ\B(τ)(d)
mass f♯(σ
∗),
there are k(f, d) such that
sized(st ◦ f) ∼ t
k(f,d)
for t > 1.
Proposition 8. Let τ = (τ, φ) be a Γ-adapted triangulation of G and let τ ′ be
an s2(Γ)-adapted triangulation of G × [1, 2] which restricts to τ on G × {1} and
s2(τ) on G × {2}. Let f : τ → G be a s2(Γ)-equivariant piecewise smooth map
f : G × [1, 2] ∼= τ ′ → G which is Γ-equivariant when restricted to G × {1} and
satisfies f(g, 2) = s2(f(s1/2(g), 1)).
Let n = dimG, and for each 1 ≤ d ≤ n, let k(d) = k(f, d). Let κ be the volume
growth exponent of G. Then for all 1 ≤ d < n, if k(d+ 1) + k(n− d) > κ, then
FVdG(V ) - V
k(d+1)
κ−k(n−d) .
Proof. It suffices to construct fillings for all simplicial d-cycles. Let α ∈ Cd(τ)
be a simplicial d-cycle with mass V . Let c0 be such that for all t > 1 and all
1 ≤ d′ ≤ dimG,
c∩ sized′(st ◦ f, τ
′) ≤ c0t
k(d′).
Let I be the smallest positive integer such that
2c0V 2
Ik(n−d) < 2κI volZ;
note that k(d′) < κ for all d′ < n, so this exists. We will construct a filling of α by
constructing a triangulation τ0 of G× [1, 2I ] and a map f0 : G× [1, 2I ]→ G× [1, 2I ],
then considering
Pf0(τ0)(α× [1, 2
I ]).
We build τ0 out of scalings of τ
′. The conditions on τ ′ mean that scaled copies
of τ ′ can be glued together. That is, we extend st to a map st : G × [0,∞) →
G × [0,∞) given by st(g, x) = (st(g), xt) and define τ
′
i := s2i−1(τ
′). For each i, τ ′i
is a triangulation of G× [2i−1, 2i], and τ ′i restricts to s2i−1(τ) on G×{2
i−1} and to
s2i(τ) on G× {2
i}. In particular, τ ′i and τ
′
i+1 agree on G × {2
i}, and we can glue
τ ′1, . . . , τ
′
I to obtain a triangulation τ0 of G× [1, 2
I ].
The conditions on f let us extend it to all of τ0. We define f0 : G × [1, 2I ] →
G× [1, 2I ] by letting
f0(p) = s2i ◦ f ◦ s2−i(p)
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for all p ∈ G × [2i, 2i+1]. Since s2 ◦ f ◦ s2−1(p) = f(p) for all p ∈ G × {2}, this is
well-defined and continuous.
Now, for x ∈ G, consider the chain
β0(x) := Px·f0(τ0)(α× [1, 2
I ]).
Let f¯ : τ → G be the map f¯(y) = f(y, 1). The boundary of β0(x) is then
∂β0(x) = Px·f¯(τ)(α)× {1} − Px·(s
2I
◦f¯)(τ)(α) × {2
I}.
This boundary has two pieces: an approximation of α in x · f¯(τ) and an approxi-
mation of α in x · (s2I ◦ f¯)(τ). By Lemma 5, the first piece is usually close to α.
We will show that the second term is typically zero and that there is a choice of x
which leads to a β0 with low mass.
First, we claim that the “large-scale” term
γ(x) := Px·s2I (f(τ))(α)
of ∂β0(x) usually vanishes. Let Z be a fundamental domain for the right action of
Γ on G. By Lemma 4,∫
s2I (Z)
‖γ(x)‖1 dx ≤ c02
Ik(n−d)V <
2κI volZ
2
=
vol s2I (Z)
2
,
so there is a set Z ′ ⊂ s2I (Z) of volume volZ
′ > vol s2I (Z)/2 such that if x ∈ Z
′,
then
‖γ(x)‖1 < 1.
Since γ(x) is an integral chain, this implies that if x ∈ Z ′, then γ(x) = 0. Let
p : G× [1, 2I ]→ G be the projection to the first coordinate. If we let
β(x) := Qx·f(τ)(α) + p♯(β0(x)),
then ∂β(x) = α when x ∈ Z ′.
We claim that an appropriate choice of x ∈ Z ′ leads to a β(x) with small mass.
Let Zi := s2i(Z) and let fi : G × [2
i−1, 2i] → G be the restriction of f0 to G ×
[2i−1, 2i]. Recall that s2i(Γ) ⊂ s2j (Γ) whenever i > j, so if λ : G → R is s2j (Γ)-
invariant, then∫
Zi
λ(x) dx = [s2i(Γ) : s2j (Γ)]
∫
Zj
λ(x) dx = 2(i−j)κ
∫
Zj
λ(x) dx.
Consider ∫
ZI
massβ(x) dx.
We can break β(x) into a sum
β(x) = Qx·f(τ)(α) +
I∑
i=1
p♯(Px·fi(τ ′i)(α × [2
i−1, 2i]))
and bound the average mass of each term. First,∫
ZI
massQx·f(τ)(α) dx = 2
κI
∫
Z
massQx·f(τ)(α) dx
≤ 2κIc′QV.
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Next, for 1 ≤ i ≤ I,∫
ZI
mass p♯(Px·fi(τ ′i)(α× [2
i−1, 2i])) dx
= 2(I−i)κ
∫
Zi
mass p♯(Px·fi(τ ′i)(α× [2
i−1, 2i])) dx
≤ 2(I−i)κ
∫
Zi
c02
(i−1)k(d+1)‖Px·fi(τ ′i)(α× [2
i−1, 2i])‖1 dx
≤ 2(I−i)κc02
(i−1)k(d+1)c02
(i−1)k(n−d)V
Thus
massβ(x) ≤ [2κIc′Q +
I∑
i=1
c202
(I−i)κ+(i−1)[k(d+1)+k(n−d)]]V.
Since k(d+ 1) + k(n− d) > κ, the sum is dominated by the i = I term, so there is
a C such that ∫
ZI
mass β(x) dx ≤ C2(k(d+1)+k(n−d))IV
Consequently, there is an x ∈ Z ′ such that
massβ(x) ≤
2C
volZI
2(k(d+1)+k(n−d)−κ)IV.
Fix such an x. If V is sufficiently large, then the definition of I implies that(
2c0V
volZ
) 1
κ−k(n−d)
< 2I ≤ 2
(
2c0V
volZ
) 1
κ−k(n−d)
,
so there is a C′ such that
massβ(x) ≤ C′V 1+
k(d+1)+k(n−d)−κ
κ−k(n−d) = C′V
k(d+1)
κ−k(n−d) ,
as desired. 
It remains to show that triangulations and maps with the desired properties exist
when G is one of the Heisenberg groups. The Heisenberg groups are closely con-
nected to contact geometry. The distribution of horizontal planes in the Heisenberg
group forms a contact structure, so results on the flexibility of isotropic maps (see
[10] or [4]), imply that Hn has many horizontal submanifolds of dimension ≤ n. In
particular, one can show (see for instance [14, Lem. 12]) that
Lemma 9. If Hn is the (2n+ 1)-dimensional Heisenberg group, Γ is the (2n+ 1)-
dimensional integral Heisenberg group, and st : Hn → Hn, t > 0 is the family
of scaling automorphisms of Hn, then there is a s2(Γ)-adapted triangulation τ
′ of
Hn× [1, 2] and a s2(Γ)-equivariant piecewise smooth map f : Hn× [1, 2] ∼= τ ′ → Hn
such that
• τ ′ restricts to a triangulation τ on Hn × {0} and s2(τ) on Hn × {1}.
• For all g ∈ Hn, we have f(s2(g), 2) = s2(f(g, 1)).
• If σ is a d-simplex of τ ′ for some d ≤ n, then f |σ is horizontal.
In Lemma 12 of [14], we constructed a triangulation τ0 of Hn × [1, 2] and a map
f0 : τ0 → Hn which satisfy all the conditions above except for the smoothness
condition on f0; we only required that f0 be Lipschitz. In fact, we constructed f0
to be smooth on simplices of B(τ0); we can thus take f = f0 and τ
′ = B(τ0).
This lets us prove Theorem 1:
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Proof of Theorem 1. Since f is horizontal on all simplices of B(τ ′) below dimension
n, we can let k(d) = d when d ≤ n. Otherwise, recall that we can write the Lie
algebra h of Hn as
h = R2n ⊗ R.
The scaling automorphism st acts by scaling by t on the R
2n component and by
scaling by t2 on the R component. In particular, there is a c such that if β is a
wedge of d vectors in h, then
‖st∗(β)‖ ≤ ct
d+1‖β‖,
which is sharp, for instance, when β is a nontrivial wedge of d − 1 vectors of R2n
and a generator of R. Thus if σ is a d-dimensional simplex of B(τ) for d > n, then
there is a c such that
vol st(f(σ)) ≤ ct
d+1,
and we can let k(d) = d+1 when d > n. Similarly, the volume growth exponent of
Hn is κ = 2n+ 2.
Thus, when d > n, we have k(d+1)+ k(2n+1− d) > 2n+2, so Prop. 8 implies
that
FVd+1Hn (V ) . V
d+2
d+1 .

Burillo [3] proved the corresponding lower bound, so this implies that
FVd+1Hn (V ) ∼ V
d+2
d+1 .
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