Abstract. Let p be an odd prime and let f (
Introduction
Let p be a prime and let F p n be the finite fields with p n elements. Denote the trace from F p n to F p m by Tr n/m ; the trace Tr n/1 is also denoted by Tr n . Let e n (y) = e 2πiTrn(y)/p , y ∈ F p n . Carlitz considered the sum x∈F p n e n (ax p+1 + bx),
where a, b ∈ F p n . He gave explicit evaluations of this sum for p = 2 in [2] and for odd p in [3] . The evaluation of the sum x∈F p n e n (ax p α +1 ), where a ∈ F p n and α ≥ 0, was also implied by the results of Baumert and McEliece [1] . Also see [5] . More generally, we let
where 0 ≤ α 1 < · · · < α k , and consider the sum S(f, n) = x∈F p n e n (f (x)).
Note that S(f, n) is an exponential sum of a quadratic form on F n p . In fact, if we identify F p n with F n p , then Tr n (f (x)) is a quadratic form in the coordinates of F n p . Conversely, every quadratic form on F p n (identified with F n p ) can be written as Tr n (f (x)) for some polynomial of the form (1.1). The sum S(f, n) is completely determined by the canonical form of the quadratic form Tr n (f (x)). The converse is true except when p = 2 and S(f, n) = 0. In general, there is no direct way to identify the canonical form of Tr n (f (x)) using f (x); an indirect way is through the computation of S(f, n).
We can also consider a seemingly more general sum S(f + bx, n) = x∈F p n e n (f (x) + bx), where b ∈ F p n . However, when p is odd, S(f + bx, n) follows easily from S(f, n), as we will see in section 3. When p = 2, we can write S(f + bx, n) = S(f + cx 2 , n), where b = c 2 and f + cx 2 is of the form (1.1). In general, the sum S(f, n) is not explicitly known. In a recent paper [6] by the second author, Carliz's result on the sum x∈F 2 n e n (ax 3 + bx) was extended to certain polynomials of the form (1.1) in F 2 n [x]. In the present paper, we will establish parallel results for odd primes p.
When p is odd, the sum S(f, n) is expressed in terms of the nullity and type (definitions in the next section) of the quadratic form Tr n (f (x)). The nullity of Tr n (f (x)) is rather easy to compute, as we will see in the next section. For most of the paper, we will treat the nullity of Tr n (f ) as known and focus on the determination of the type of Tr n (f (x)).
We fix a polynomial f (x) ∈ F p n [x] of the form (1.1) and consider the sum S(f, mn) as a function of m ∈ Z + . We try to evaluate the type of Tr mn (f (x)) in terms of that of Tr n (f (x)); the result gives S(f, mn) in terms of S(f, n). For this purpose, it suffices to assume that m is a prime, say q. The three cases, (i) q = p, 2, (ii) q = 2, and (iii) q = p, require different methods. In the first two cases, we obtain explicit formulas for S(f, qn) in terms of S(f, n). When q = p, we are able to express S(f, pn) in terms of S(f, n) only under a very restrictive condition that ν p (n) < min{ν p (α i ) : 1 ≤ i ≤ k}, where ν p is the p-adic order function and α 1 , . . . , α k are given in (1.1).
The results described above are "relative" formulas of S(f, mn) in terms of S(f, n). Explicit formulas for S(f, n) itself would be more desirable. A special situation which allows explicit evaluation of S(f, n) is when ν 2 (α) = · · · = ν 2 (α k ) < ν 2 (n). A similar result for p = 2 has been proved in [6] .
The paper is organized as follows. In section 2, we express S(f, n) in terms of the nullity and type of Tr n (f ). We also describe a method for computing the nullity of Tr n (f ). Section 3 provides a formula for S(f + bx, n) in terms of S(f, n). In sections 4 -6, we derive relative formulas for S(f, mn) in terms of S(f, n) in three cases respectively: (i) m = q s , where q is a prime and
In section 7, we give an explicit formula for S(f, n) under the assumption that ν 2 (α 1 ) = · · · = ν 2 (α k ) < ν 2 (n). As a special case of this result, we have an explicit formula for the sum S(ax p α +1 ). The two tables in the appendix contain the nullities of Tr n (f ) with p n = 3, α k ≤ 4 and with p n = 5, and α k ≤ 3. Throughout the paper, p is always an odd prime.
The Nullity and Type
It is well known (cf. [8, Theorem 6.9] ) that every quadratic form F (x 1 , . . . , x n ) on F n p is congruent to a canonical form (2.1)
r , where r ≥ 0 and d ∈ F * p . (Two quartic forms F (x 1 , . . . , x n ) and G(x 1 , . . . , x n ) on F n p are congruent if G(x 1 , . . . , x n ) = F ((x 1 , . . . , x n )A) for some A ∈ GL(n, F p ).) In (2.1), the integer r is called the rank of F and n − r the nullity of F . Let η be the quadratic character of F p . Then η(d) ∈ {±1} is called the type of F . 2 .) The nullity of F is the dimension of the F p -space
The quadratic form F is uniquely determined, up to congruence, by its rank and type. Let g p denote the Gauss quadratic sum on F p . Recall that
where ζ p = e 2πi/p .
Lemma 2.1. Let F be a quadratic form on F n p of type t and rank r. Then
Proof. We may assume
where 0 ≤ α 1 < · · · < α k = α and a k = 0. Let l n (f ) and t n (f ) denote the nullity and type of Tr n (f ) respectively. By Lemma 2.1,
The nullity l n (f ) is the dimension of the F p -space
Note that
where p −αi is a positive integer such that p −αi · p αi ≡ 1 (mod p n − 1) and
Therefore, Tr n (f (x + z) − f (x)) = constant for all x ∈ F p n if and only if z is a root of f * . f * is a p-polynomial over F p n without repeated roots. Thus,
The nullity l m (f ) for all 0 < m ≡ 0 (mod n) can be computed using the following algorithm: First use (2.6) to compute 
In the appendix, we give the values of l m (f ), where f is of the form (2.2) with p n = 3, α ≤ 4 and p n = 5, α ≤ 3.
Proof. We have
) is a constant on this affine subspace. Therefore,
Corollary 3.2. We have
Proof. Since S(f, n) = 0, by Lemma 3.1, we only have to consider the case when
In this section, we assume that q is a odd prime with q = p and s ≥ 0.
Lemma 4.1. In the ring Z[ζ p ], we have
equivalently,
where q p is the Legendre symbol ( [7] ). Proof. Write
In the above,
where
So, (4.1) is proved. To see the equivalence between (4.1) and (4.2), we compute both sides of (4.1).
Note that the quadratic forms q s Tr n (f (x)) and Tr n (f (x)) on F p n have the same rank but the type of q s Tr n (f (x)) equals q p s(n−ln(f )) times the type of Tr n (f (x)).
Thus,
Now, the equivalence between (4.1) and (4.2) is clear.
Lemma 4.2.
We have
and
and (4.3) is proved. Using (4.3), we can simplify (4.2) as
Assume to the contrary of (4.
It follows that 2g p p a ≡ 0 (mod q), which is a contradiction.
Let o q (p) denote the multiplicative order of p in Z/qZ. Then by (4.3),
Theorem 4.3. We have
Proof. By (4.6),
Since g
Using (4.10) and (4.11) in (4.9), we have
In the above, both sides are ±1; hence the two sides are equal. Using the law of quadratic reciprocity p q
we have (4.8).
Example 4.4. (Example 2.2 continued) Let
be the polynomial considered in Example 2.2. The nullity l m (f ) is given by (2.10) for all m > 0. Since
we have 
In the next section, we will revisit this example and determine t m (f ) for all even m not divisible by 5.
Here,
We claim that T (i) is a union of Aut(F p 2 s n /F p n )-orbits of cardinality divisible by 4. Note that Aut(F p 2 s n /F p n ) is cyclic of order 2 s . If x ∈ F p 2 s n \ F p 2n , its stabilizer in Aut(F p 2 s n /F p n ) does not contain Aut(F p 2 s n /F p 2n ) hence must be properly contained in Aut(F p 2 s n /F p 2n ). So, the Aut(F p 2 s n /F p n )-orbit of x has a cardinality divisible by 4; hence the claim is proved. Therefore, we have
e 2 s n (f (x)) (mod 4).
Partition F p 2n as
Note that B can be further partitioned into four-element subsets of the form {±x, ±x
Let β be a nonsquare of F p n and let
Note that when β is fixed,f (x) = f (βx). By (5.1) -(5.3), we have
i.e.,
, the above can be written as
(5.5)
Theorem 5.1. Let f be given by (2.2) andf by (5.4) and let s > 0. Then
Proof. We first show that
depending on whether one or three of 2 s n − l 2 s n (f ), n − l n (f ) and n − l n (f ) are odd. Let τ ∈ Aut(Q(ζ p )/Q) such that τ (g p ) = −g p and apply τ to the above. In the first case, we have
So, 2g p ≡ 0 (mod 4), which is a contradiction. In the second case, we have
So, −2 ≡ 0 (mod 4), which is also a contradiction. Thus, we have proved that
To prove (5.6), we first assume
i.e., t 2 s n (f ) = 1. To sum up, we have
Now assume l n (f ) ≡ l n (f ) (mod 2). Then l 2 s n (f ) is odd. Without loss of generality, assume n − l n (f ) is odd and n − l n (f ) is even. Then by (5.5),
This completes the proof of the theorem. 
we have t 1 (f ) = −1 and l 1 (f ) = 0. By (5.6),
Let m = 2 a 13 b m * , where s > 0 and (m * , 2 · 5 · 13) = 1. Then by (4.8),
The splitting field of f * over F 3 is F 3 24 and
where (m * , 2 · 3) = 1. (See Table 1 in the appendix.) Since
we have t 1 (f ) = −1. By Theorem 4.3,
Since S(f , 1) = x∈F3 e 1 (0) = 3, we have t 1 (f ) = 1 and l 1 (f ) = 1. By Theorem 5.1,
for all a > 0.
By Theorem 4.3 again,
Using Mathematica, we find that the splitting field of f * over F 7 is F 7 56 and
where (m * , 2 · 7) = 1. Since
Choose a nonsquare β = 3 ∈ F 7 . Theñ
Since S(f , 1) = x∈F7 e 1 (0) = 7, we have t 1 (f ) = 1 and l 1 (f ) = 1. By Theorem 5.1,
From S(f, n) to S(f, pn)
In this section, we consider the relative formula of S(f, pn) in terms of S(f, n). This seems to be a difficult situation; the congruence method in the previous two sections does not work here. We are able to express S(f, pn) in terms of S(f, n) only under a very restrictive condition on f .
Let b ∈ F p n such that Tr n (b) = 0. By the Artin-Schreier theorem (cf. [9, Ch. VI, Theorem 6.4]), F p pn = F p n (ǫ), where ǫ p = ǫ + b, and the roots of x p − x − b are ǫ + j, j ∈ F p . For every integer t ≥ 0, we have
If α is a positive integer, then
Tr pn/n (ǫ
Equation (6.2) follows immediately from the above.
Now we prove (6.4). By (6.1),
.
In the above sum, s+τ ≤ s+t ≤ u+v −(p−1) ≤ p−1. Since Tr pn/n (ǫ
in the above, we only have to sum the terms with s + τ = 0. Therefore,
This completes the proof of the lemma.
Moreover, 
Therefore,
So, (6.4) is proved. Equation (6.4) gives
Thus, l pn (f ) = p l n (f ) and
Proof. Apply (6.5) and (6.6) repeatedly.
Proof. It suffices to prove the lemma with k = 2.
(⇐) Since αi (α1,α2) , i = 1, 2, are odd, p (α1,α2) + 1 | p αi + 1 for i = 1, 2. Thus,
On the other hand,
Since (
, where i > j, α 
which is a contradiction.
Proof. If any of α and β is 0, the conclusion is obvious. So, assume α, β > 0. First assume ν 2 (β) > ν 2 (α). Since
For each x ∈ Z and odd integer k > 0, we have ν 2 (1 + x k ) = ν 2 (1 + x). By this fact,
2 ) = 1, we must have (
Proof. By Lemmas 7.1 and 7.2, we have
is the multiplicative order of p modulo q, i.e., o q (p) = 2 ν+1 . Since 2 ν+1 | n, we have q | p n − 1. We first show that 2 ν+1 | l n (f ). In fact, we show that {x ∈ F p n : f * (x) = 0} is a vector space over F p 2 ν+1 . Let x ∈ F p n such that f * (x) = 0 and let y ∈ F p 2 ν+1 . We want to show f * (yx) = 0. By (2.5),
We claim that y
for all y ∈ z .
≡ 1 (mod q).
hence,
(mod q).
Now (7.4) gives
Corollary 7.4. Assume p ≡ −1 (mod 4), α 1 , . . . , α k are all odd and n is even. Then t n (f ) = 1.
Proof. This immediate from Theorem 7.3.
Example 7.5. Let f (x) = 3x
. The splitting field of f * over F 5 is F 5 20 and
where (m * , 2 · 5) = 1. By Theorem 7.3, t n (f ) = −1 for all even n. Theorem 7.3 provides a quick proof for the explicit evaluation of the sum S(ax p α +1 , n).
Proof. We first show that (iii) In this case,
is even. By (7.5),
By Theorem 7.3,
2 ν 2 (α)+1 . The conclusion follows the same way as in (ii). (Note that in this case, ν 2 (n − (2α, n)) = ν 2 (α) + 1.)
Appendix. The Nullity l m (f ) with p n = 3, α ≤ 4 and
So, when computing l m (f ) with a k ∈ F * p , we may assume a k = 1. This appendix contains two tables. Table 1 gives the values of l m (f ) with p n = 3 and α ≤ 4; table 2 gives the values of l m (f ) with p n = 5 and α ≤ 3. In both tables, the left column contains the coefficients a 0 , . . . , a k of f (x) = 
