Current local density-based anomaly detection methods are limited in that the local density estimation and the neighborhood density estimation are not accurate enough for complex and large databases, and the detection performance depends on the size parameter of the neighborhood. In this paper, we propose a new kernel function to estimate samples' local densities and propose a weighted neighborhood density estimation to increase the robustness to changes in the neighborhood size. We further propose a local kernel regression estimator and a hierarchical strategy for combining information from the multiple scale neighborhoods to refine anomaly factors of samples. We apply our general anomaly detection method to image saliency detection by regarding salient pixels in objects as anomalies to the background regions. Local density estimation in the visual feature space and kernel-based saliency score propagation in the image enable the assignment of similar saliency values to homogenous object regions. Experimental results on several benchmark datasets demonstrate that our anomaly detection methods overall outperform several state-of-art anomaly detection methods. The effectiveness of our image saliency detection method is validated by comparison with several state-of-art saliency detection methods. Index Terms-Anomaly detection, local kernel density estimation, weighted neighborhood density, hierarchical context-based local kernel regression Ç 1 INTRODUCTION T HE task of anomaly (novelty, outlier, or fault) detection [1], [2], [3], [18], [25], [29], [30], [40], [52], [53], [54], [55], [57], [58], [59] is to find abnormal data, rare events, or exceptional cases in large datasets. Anomalies [4], [5] in datasets may contain very important information, even possibly inspiring new perspectives, theories, or discoveries. Anomaly detection has a wide range of applications, such as visual surveillance [24] , detection of abnormal regions in images, industrial damage detection, medical diagnostics, protein sequence analysis, irregularity finding in gene expressions, commercial fraud detection, stock market analysis, communication embezzlement detection, social network graph search, and network intrusion detection. Anomaly detection has attracted much attention, and many attempts have been made for it.
Related Work
Anomaly detection methods are classified as supervised, if labeled training samples are available, otherwise they are classified as unsupervised. If only a few labeled samples are available, then they may not meet the requirements for detecting anomalies in very large datasets. In particular, it may not be possible to detect the types of anomalies which do not appear in the training dataset. Unsupervised methods do not require labeled samples, but they usually make assumptions about the data. When the data do not match the assumptions, a high false alarm rate occurs.
According to the assumptions made and the choice of algorithms, anomaly detection methods can be classified into statistical model-based, classifier-based, clustering-based, beyond supervised and unsupervised, and local densitybased. 1) Statistical model-based: These methods construct distribution models for samples, and detect anomalies which do not match the models. Supervised methods model the distributions of normal samples and/or anomalies. Unsupervised methods model the distribution of all the samples and regard samples in the sparse regions as anomalies. The statistical models include non-parametric models, such as histograms [31] and the Parzen windows-based models [32] , parametric models [26] , such as the Gaussian distribution [33] , the Poisson distribution, the Markov chain model [34] , and the mixture statistical model [35] . Statistical model-based methods are effective in detecting anomalies in low dimensional datasets. But, statistical models are not effective enough in describing the large high-dimensional complex datasets. 2) Classifier-based. These methods usually detect anomalies using classifiers constructed from labeled samples [28] . For instance, Jumutc and Suykens [23] detected anomalies using a multi-class classifier. These methods are appropriate for the applications in which anomalous samples are not difficult to obtain. There are also some methods for constructing classifiers in an unsupervised way, i.e., by transforming unsupervised detection to supervised detection. For instance, Markou and Singh [27] proposed a neural networkbased method for anomaly detection using normal samples and artificially generated anomalies. Stein et al. [51] detected anomalies in the process of constructing a random decision tree classifier. The original classifier-based methods require labeled anomalous samples and normal samples. The methods which construct classifiers in an unsupervised way lack solid theoretical support and extendable learning frameworks. 3) Clustering-based. These methods detect anomalies after clustering the samples. The samples not belonging to any cluster, the samples far from the cluster centers, and the samples in very sparse or small clusters [36] , [38] are treated as isolated anomalies, edge anomalies, and sparsely clustered anomalies, respectively. Yu et al. [37] applied a wavelet transformation to the quantized feature space and found sample clusters in this space. The clusters were removed and then the anomalies were identified. He et al. [39] applied the Squeezer clustering algorithm to estimate samples' local anomaly factors which were used to detect anomalies. Shah et al. [65] proposed an information theoretic method for general node-based anomaly detection in edge-attributed graphs. They leveraged minimum description length to rank abnormality of nodes in an unsupervised way. Wu et al. [67] explicitly modeled temporal patterns of users' review behaviors using a probabilistic generative model, and modeled users' review credibility and objects' highly-skewed review distributions for reliable fake review detection. The merit of the clustering-based methods is that they are unsupervised. Their limitations are that they have high computational complexity, and the anomalous samples may affect the clustering, leading to reduced performance. 4) Beyond supervised and unsupervised. There are anomaly detection methods beyond supervised and unsupervised, such as semi-supervised learning-based and active learning-based. Semi-supervised methods, including semi-supervised classification and semi-supervised clustering, utilize both unlabeled and labeled samples to find anomalies. A good semisupervised method is belief propagation [62] , [63] , [64] which iteratively propagates the information from a few nodes with explicit labels to a whole network. Pandit et al. [62] employed a belief propagation mechanism to detect likely abnormal subgraphs in the full graph. The maximum likelihood state probabilities of nodes were inferred, given that the correct states for some nodes are known. Chau et al. [63] leveraged the labels of the known normal and known abnormal samples in the graph to infer unknown labels. Abe et al. [14] presented an active learning-based method for anomaly detection by classifying the artificially generated anomalies and the normal samples taken from the dataset. A selective sampling mechanism based on active learning was employed to provide improved accuracy for anomaly detection. Li et al. [66] proposed a semi-supervised method for social spammer detection. A classifier with a small number of labeled data was trained. A ranking model was used to propagate trust and distrust on the social graph. Yuan et al. [68] proposed an intrusion detection framework, using tri-training with three different Adaboost algorithms. This framework combines the ensemble-based and semi-supervised learning methods. The methods beyond supervised and unsupervised improve the accuracy of anomaly detection using supervision of a small number of labeled samples in contrast with unsupervised learning, while reducing the need for a large number of labeled samples required for supervised learning. Their limitation is that anomaly detection has to be customized to specific application domains in which only some of the samples are labeled. 5) Local density-based. These methods [8] , [10] , [11] , [12] , [13] , [17] detect anomalies by analyzing contexts between samples and the densities of their neighbors.
In contrast with the clustering-based methods which detect anomalies from a global perspective [19] , [22] , the local density-based methods detect anomalies by analyzing the sample distribution in the neighborhood of a given sample from a local perspective. The local density-based methods are classified into DBSCAN (the density-based spatial clustering of applications with noise)-based, neighborhood radius-based, local anomaly factor-based, local correlation integral-based, and local peculiarity factor-based:
The DBSCAN-based methods [60] , [61] divide samples into core, reachable, and abnormal. A sample p is a core sample if at least a fixed number of samples are within a fixed radius of p. Those samples are said to be directly reachable from p. A sample q is directly reachable from p if q is within a fixed radius of p and p is a core sample. A sample q is reachable from p if there is a path linking p and q, and all the samples on the path are core ones, with the possible exception of q. All the samples not reachable from any other samples are anomalies. The DBSCAN-based methods cannot detect anomalies reliably in datasets with large differences in densities. The neighborhood radius-based methods use the distance [41] between a given sample and its kth nearest neighbor (the neighborhood radius of the sample) to decide if the sample is anomalous. Given a fixed value of k, the larger this distance, the sparser the distribution of the samples and the more likely it is that the given sample is an anomaly. The neighborhood radius-based methods are not well adapted to datasets in which denseness and sparseness of distributions of samples are mixed very irregularly. Local anomaly factor-based methods use the ratio of the neighborhood density of a given sample, measured using the local densities of the neighbors of the sample, to the local density of the sample to determine the anomaly factor of the sample [7] . The less the local density of a sample and the larger its neighborhood density, the larger the anomaly factor of the sample. The local anomaly factors for normal samples fluctuate around 1 and the local anomaly factors for anomalies are much larger than 1. This can distinguish anomalies from normal samples more clearly. Fig. 1 shows an example that the local anomaly factor-based methods have advantages in contrast with the neighborhood radius-based methods. In the figure, the blue points represent normal samples distributed in the denser cluster D 1 and the less dense cluster D 2 . The red points A and B represent anomaly samples which are isolated from the two clusters. Anomaly A is detected by both the neighborhood radius-based method and the local density estimation-based method. Anomaly B is close to cluster D 1 , and is not detected using only the neighborhood radius. As the neighborhood density of Anomaly B is high, it is easily detected by the local density estimation-based method. Latecki et al. [9] proposed a local anomaly factor-based anomaly detection method. They used the Gaussian kernel to estimate local densities of samples. The shape of the whole neighborhood is adjusted using the covariance matrix of the Gaussian. The limitations of Latecki et al's work [9] are that the influence of the size of the neighborhood is not considered and the global properties of the distribution of the samples are ignored. Schubert et al. [56] formulated a generalization of a density-based anomaly detection method based on kernel density estimation. They applied the z-score transformation to standardize the deviation from normal density. The normal cumulative density function was used to normalize the scores to the range ½0; 1, and then a rescaling was applied to obtain the anomaly score. Schubert et al.'s method [56] has flexible applicability and scalability. The local correlation integral-based methods [8] use the number of neighbors in a fixed radius of a sample to measure the local density of the sample. The distance between the Gaussian distributions of the local density of a given sample and the local densities of its neighbors is used as the anomaly factor of the sample. For a given sample, the maximum of the anomaly factors obtained using different neighborhood radiuses is used to measure the possibility that the sample is an anomaly. These methods avoid the choice of the neighborhood size k, but require more computational cost. The local peculiarity factor-based methods [10] compute the anomaly factors for each feature dimension and the weighted average of these anomaly factors for a sample is used as the final anomaly factor for the sample. The computational complexity has a direct correlation with the number of dimensions of feature vectors. Therefore, these methods are not adapted to high-dimensional datasets. The local density-based methods [20] are unsupervised and can be applied to complex datasets with sparse or dense mixed samples of different types. However, overall the current local density-based methods have the following common limitations:
Local density estimation is not accurate enough, which leads to a reduced performance. Their performance depends on the choice of the neighborhood size parameter. These methods are based on local analysis. The global properties of the distribution of samples are ignored.
Our Work
In this paper, we focus on local density-based anomaly detection, aiming at removing the above limitations in local density estimation-based anomaly detection. We propose a new anomaly factor estimation method which uses the ratio of the weighted neighborhood density to the local kernel density of a sample as the anomaly factor of the sample and uses hierarchical context-based local regression to refine the anomaly factors of each sample. The main contributions of our work are summarized as follows:
We propose a new kernel function, the Volcano kernel, which is more appropriate for estimating the local densities of samples and then detecting anomalies. We propose a weighted neighborhood density estimation which is more robust to the neighborhood size parameter than the traditional averaged neighborhood density estimation.
We propose a multi-scale local kernel regression method together with a new context-based kernel function to combine the information from multiple scale neighborhoods for locally and globally refining the samples' anomaly factors. We apply the proposed general anomaly detection methods to image saliency detection, based on local density estimation of visual features and saliency score propagation in the image. Our method highlights entire salient regions in contrast with previous methods which only produce high saliency scores at or near object edges [49] , [50] . The remainder of this paper is organized as follows: Section 2 proposes our anomaly detection method based on local kernel and weighted neighborhood density. Section 3 presents our anomaly factor refinement method based on the hierarchical context-based kernel regression. Section 4 applies our anomaly detection methods to image saliency detection. Section 5 reports the experimental results. Section 6 concludes the paper. Table 1 clarifies notations in the paper, helping keep track of symbols' meaning.
LOCAL KERNEL DENSITY-BASED ANOMALY DETECTION
A density estimation-based method detects anomalies by comparing the density of each sample with its neighborhood density which is usually the average of the local densities of its neighbors [7] . We propose a new kernel function for local density estimation and a weighted neighborhood density to calculate each sample's anomaly factors which are used to detect anomalies. Our anomaly detection method based on the weighted neighborhood density is robust to the neighborhood size parameter.
Definition of Neighborhood
Let D be a dataset and let jDj be the number of the samples in D.
For any positive integer kðk jDjÞ, the k-distance d k ðpÞ of p is defined as the distance dðp; oÞ between p and a sample o 2 D, such that in Dnfpg there are at least k samples q of which holds that dðp; qÞ dðp; oÞ, there are at most k-1 samples q of which holds that dðp; qÞ < dðp; oÞ. The k-distance neighborhood of p, denoted as N k ðpÞ, contains the samples whose distances from p are not larger than the k-distance of p: N k ðpÞ ¼ fq 2 Dnfpgjdðp; qÞ d k ðpÞg. Any sample q in N k ðpÞ is called a k-distance neighbor of p. In Fig. 2 , the red points are normal samples and the blue point is an anomaly. In particular, the point p 2 is a normal sample and the point p 1 is an anomaly. The 3-distance neighborhood of p 2 is obviously less than the 3-distance neighborhood of p 1 , i.e., k-distance ðp 2 Þ < k-distance ðp 1 Þ. The size of the k-distance neighborhood of a sample in the space has an inverse relation to the local density of the sample. Given k, the denser the samples, the smaller the k-distances of these samples.
Local Kernel Density Estimation
The density estimation methods in common use include histogram-based, nearest neighbor-based, and kernel-based methods [6] . The histogram-based density estimation is simple to implement and has a low time complexity. But its distribution density is discrete (not a smooth curve) and it is seldom used for anomaly detection. The nearest neighbor density estimation is defined as:
The limitations of the distribution curve yielded by the nearest neighbor density estimation are that the curve is not smooth and the integral over it does not equal to 1 [6] . As shown in Fig. 3 , the heavy tails of the density function and the discontinuities in the derivative for the nearest neighbor density estimate reduce the accuracy of the density estimate. This reduction may lead to an increase in errors of anomaly detection for complex and large databases. By using kernel functions, the kernel density estimate yields a smooth distribution curve over which the integral equals Table   Symbols Descriptions
The dimension of samples in a dataset.
The i-th element in p. d k ðpÞ
The k-distance of p. dðp; oÞ
The distance between samples p and o. N k ðpÞ
The k-distance neighborhood of p. pðpÞ
The nearest neighbor density estimation for sample p.
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The kernel parameter. v q
The weight of sample q in a k-distance neighborhood. wdeðpÞ
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The number of samples in a dataset.
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The weight for pixel j. d spatial ði; jÞ
The Euclidean distance between positions of pixels i and j.
SðiÞ
The saliency score for pixel i. L An image multi-scale set. 1. The size of the window can be used to adjust the smoothness of the curve. We extend the standard kernel density estimation [6] to a type of local kernel density estimation and propose to use the local kernel density to estimate the local densities of samples. Let KðzÞ be a multivariate kernel function for a variable vector z. Let fðqÞ be a prior density for sample q. Let g be the geometric mean of ffðqÞg q2N k ðpÞ :
where jN k ðpÞj is the number of the k-distance neighbors of p. Let q be the local bandwidth factor: q ¼ ðfðqÞ=gÞ Àa , where a is the sensitivity parameter that satisfies o a 1. The local kernel density estimation of a sample p is defined as:
where h is the smoothing parameter and g is the sensitivity parameter. We explain the following points about (3):
As in traditional kernel density estimation, the local kernel density estimation adaptively adjusts the kernel window size from one sample to another according to the value of q . The kdeðpÞ is computed locally in the k-distance neighborhood of sample p, rather than in the entire dataset for the traditional kernel density estimation. Therefore, the computational complexity is greatly reduced.
In the traditional kernel density estimation [6] , the parameter g is set to the dimension d of the sample feature vectors. For the local kernel density estimation, a large value of g may make kdeðpÞ unstable or sensitive. For example, if q is very small, then ð q Þ Àg approximates infinity. We experimentally determine an appropriate value of g as g ¼ 2 using cross verification to maintain a balance between sensitivity and robustness.
In kdeðpÞ, the window adjustment parameter q depends on the prior density function fðqÞ. It is required that fðqÞ can, overall, contrast local densities of different samples. As the k-distance of q is inversely related to the local density of q, we estimate fðqÞ as follows:
We substitute (4) into (3), and then the local kernel density of sample p becomes:
where C ¼ h Á g a . The default value of a is 1.
Kernel Function
The kernel function in (5) is very important for density estimation. The multivariate Gaussian function and the Epanechnikov kernel function are commonly used in the kernel density estimation. However, the Gaussian kernel and the Epanechnikov kernel are not appropriate for use in (5) .
Therefore, we define a new kernel function which is more appropriate for our kernel-based anomaly factor method to detect anomalies. The multivariate Gaussian kernel function is defined as:
where kzk denotes the Euclidean norm of a variable vector z. The Epanechnikov kernel function is defined as:
Fig . 4 shows the curves of the Gaussian kernel and the Epanechnikov kernel. The traditional local density-based anomaly detection methods, which usually use the ratio of its neighborhood density to its local density as its anomaly factor, have the advantage that the obtained anomaly factors of normal samples fluctuate around "1" and the obtained anomaly factor values of anomalies are obviously larger than "1". But, if the Gaussian kernel is used for estimating anomaly factors, it is not guaranteed that the anomaly factors of normal samples within a cluster are approximately equal to 1. This makes it difficult to determine the threshold value for anomaly factors. As shown in Fig. 4 , the Epanechnikov kernel function equals zero when kzk is larger than 1. If the Epanechnikov kernel is used for estimating anomaly factors, most of anomalies and normal samples lying in the borders of clusters have anomaly factors equal to infinity. This influences the results of anomaly detection. In order to avoid the limitations in using the Gaussian kernel and the Epanechnikov kernel for estimating anomaly factors, we propose a new kernel function, the Volcano kernel, which is defined as:
where b is chosen such that KðzÞ integrates to one, and ðkzkÞ is a monotonically decreasing function taking values in the closed interval ½0; 1 and tending to zero at the infinity. We use ðkzkÞ ¼ expðÀkzk þ 1Þ as the default function. The mathematical derivation of b is included in Appendix A, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TKDE.2018.2882404. Fig. 5 shows the curve of our Volcano kernel function in a univariate feature space. When kzk 1, the kernel value equals a constant b. This ensures that the anomaly factors of the samples within a cluster approximate to 1. When kzk > 1, the kernel value is less than 1 and monotonically decreases as kzk increases. This makes the anomaly factors of anomalies much larger than 1. Hence, the proposed kernel function is suitable for anomaly detection.
The neighborhood size k needed by our Volcano kernel is less than the neighborhood size k needed by the Gaussian kernel and the Epanechnikov kernel. The reason is that the Gaussian kernel and the Epanechnikov kernel are designed to estimate the distribution densities of samples. The larger the value of k, the more samples are involved in density estimation and the more accurate the density estimate. However, our Volcano kernel is specifically designed to detect anomalies. Its motivation is to make the anomaly factors of normal samples approximate to 1 and the anomaly factors of anomalies much larger than 1. The values of the random variable kzk for normal samples, which are the majority of the samples in the dataset, lie between À1 and 1. For our Volcano kernel, only a line segment is used to represent the densities when kzk is within ½À1, 1] as shown in Fig. 5 , while a curve segment is used for the Gaussian kernel or the Epanechnikov kernel as shown in Fig. 4 . It is apparent that estimation of the density of a sample using the Volcano kernel requires fewer neighboring samples than estimation using the Gaussian kernel or the Epanechnikov kernel. Therefore, our Volcano kernel requires a smaller neighborhood size k.
Weighted Neighborhood Density
The performance of local density-based anomaly detection depends strongly on the choice of an appropriate value of the neighborhood parameter k. Only when k is large enough such that most of the samples in the neighborhood are normal, can the anomalies be detected. In order to increase the robustness to the parameter k, we propose a weighted neighborhood density, in contrast with the traditional neighborhood density which is the average of the local densities of all the neighbors of a sample and is sensitive to the presence of anomalies in the neighborhood.
The weighted neighborhood density wdeðpÞ is defined for a sample p as follows:
where v q is the weight of sample q in the k-distance neighborhood of sample p. The weight v q is inversely related to the k-distance of q, and we define it as follows:
where s is a positive scaling factor and
The weight of a neighboring sample is a monotonically decreasing function of its k-distance. The neighboring sample with the smallest k-distance has the largest weight which equals 1. Other neighbors' weights lie within interval (0, 1). The k-distance of a sample describes its local density: The more the k-distance, the less the local density. It follows that the weight of a neighboring sample depends on the density of this sample. For a normal sample, its neighboring samples are mostly normal, and its weighted neighborhood density is similar to its average neighborhood density. But for an anomaly, the proportion of anomalies in its neighborhood is uncertain when the parameter k is small. When a large proportion of samples are anomalies in the neighborhood of an anomaly, the average neighborhood density may be drastically decreased, which influences the detection of the anomaly. However, the weighted neighborhood density of an anomaly is obviously larger than the average neighborhood density. Then, the anomaly is easier to detect using the weighted neighborhood density. Therefore, the range of appropriate values of k for the weighted neighborhood density estimation is much wider than the range for the traditional average neighborhood density estimation. This means that our weighted neighborhood density estimation is more robust to the variations in the value of k. Our weighted neighborhood density estimation can replace the average neighborhood density estimation in any local density-based anomaly detection method, and make the method less sensitive to the parameter k.
Anomaly Factor Estimation
The anomaly factor is used to estimate the extent to which a sample is an anomaly. Normal samples lie in dense regions, and then they have high local densities and close neighborhood densities. Anomalies lie in sparse regions and have low local densities. The local kernel density and weighted neighborhood density-based anomaly factor WAF ðpÞ of a sample p is defined as:
The less a sample's local kernel density and the larger the weighted density of its neighborhood, the larger the anomaly factor and the more probably the sample is an anomaly. For most anomalies which are isolated from the cluster, their local densities are much different from their neighborhood densities, ensuring that their anomaly factors are much larger than 1. For most samples in a cluster, their local densities are closer to their neighborhood densities, ensuring that their anomaly factors fluctuate around 1. This makes it easy to distinguish between anomalies and normal samples. Given the anomaly factors of all the samples, the anomalies are detected in the following ways:
The top N samples listed in the descending order of anomaly factors are considered as anomalies. The samples whose anomaly factors are larger than a threshold are considered as anomalies. Appendix B, available in the online supplemental material, gives a mathematical proof of the claim that the weighted neighborhood density estimation is more robust to the parameter k than the traditional average neighborhood density estimation for anomaly factor estimation. This gives a theoretical support to the robustness of our anomaly detection method to the neighborhood size parameter.
Computational Complexity
Computation of the anomaly factors based on local kernel density and weighted neighborhood density includes the following two steps:
The k-distance neighbors for each sample are found. The whole dataset is traversed, and the kdeðpÞ, wdeðpÞ, and WAF ðpÞ values for each sample p are computed. Without optimization, the computational complexity of the first step is Oðn 2 Þ where n is the number of samples in the dataset. By optimization using an index technology, such as the K-D index tree algorithm [7] , [20] , the computational complexity is reduced to Oðn log nÞ. The computational complexity of the second step is OðnkÞ, since both kdeðpÞ and wdeðpÞ are computed in the k-distance neighborhood of p. Hence, the total computational complexity of our local kernel and weighted neighborhood density-based anomaly detection method is Oðn log n þ nkÞ. The larger the k is, the more the runtime. Increasing the robustness to the parameter k not only overcomes the difficulty in determining the value of k without any prior knowledge, but also ensures that a lower value of k can be used thus reducing the runtime.
Limitations
There are the following two limitations in the local kernel density-based local anomaly factor estimation method:
Anomaly factors are not accurate enough to rank all the samples in the database. In the local density-based methods, the anomaly factor of a sample is determined by both the estimate of its density and the density estimate of its neighborhood. As shown in Fig. 6 , sample A is close to cluster D2 and sample B is close to cluster D1. Cluster D1 has a larger density than cluster D2. Then, the estimated anomaly factor of sample A is smaller than that of sample B. However, as sample A is farther away from the normal sample clusters, it has a higher probability of being an anomaly than sample B in practice. The local kernel-based local anomaly factor of a sample depends on the density estimation in its neighborhood. The estimated local anomaly factors in the same cluster may differ widely because of different neighborhood densities. With a fixed value of k for all the samples, the neighborhood density estimation may not be accurate enough to express the relative magnitudes of the neighborhood densities of different samples. If the anomalies are randomly distributed in a number of clusters that have different densities, a single value of k may not be appropriate for detecting all the anomalies. Then, the estimated local anomaly factor values are not accurate enough to rank all the samples in a complex database with highly variable region densities.
HIERARCHICAL CONTEXT-BASED KERNEL REGRESSION
In order to handle the above limitations of local density-based methods, we propose to adopt non-parametric regression to refine the anomaly factors obtained by a local density-based method F ðÞ. The dataset fx 1 ; x 2 ; :::; x n g is preprocessed: fx 1 ; :::; x n g ) F ðxÞ fðy 1 ; x 1 Þ; :::; ðy n ; x n Þg;
where y i is sample x i 's anomaly factor estimated by F ðxÞ.
We propose a multi-scale local kernel regression method to combine the information from multiple scale neighborhoods to hierarchically refine the anomaly factors fy 1 ; y 2 ; :::; y n g.
Local Kernel Regression
Nadaraya-Watson kernel regression is a classic nonparametric regression method [21] . It has strong adaptability, high robustness, and unfettered regression function forms. It is able to effectively handle nonlinear inhomogeneous regression problems. Given a dataset fðy 1 ; x 1 Þ; ðy 2 ; x 2 Þ; . . . ; ðy n ; x n Þg, the Nadaraya-Watson kernel regression estimates the dependent parameter y of a vector x in the following way:
where i is an adaptive smoothing parameter, g is a sensitivity parameter, and KðÞ is a multivariate kernel function. The Nadaraya-Watson kernel regression attains the estimation of y for sample x using the weighted average of fy 1 ; . . . ; y n g. The weight depends on:
the kernel function K() which determines the mapping relation between the weight of x i and the difference between x and x i . the parameter i which determines the size of the window of the kernel function. Intuitively, the less the difference between x and x i , the larger the weight for x i , and the closer the value y is to y i . The Nadaraya-Watson kernel regression estimator avoids the parameter solving process in the traditional linear regression models. It is more adaptable to complex samples which are nonlinearly distributed. The limitation of the Nadaraya-Watson regression is that it is necessary to traverse all the samples in the dataset to estimate the regression value of a new sample, and then the computational complexity is high.
To reduce the computational complexity of the Nadaraya-Watson regression, we extend it to propose a local kernel regression estimator which is computed locally in the k-distance neighborhood of a sample. The local kernel regression estimator of a sample p is defined as: where sample q is a k-distance neighbor of p and y q is the anomaly factor of q. The local kernel regression estimator is different from the Nadaraya-Watson kernel regression in the following ways:
The computational complexity of the Nadaraya-Watson regression for estimating the dependent parameter of a sample is O(n). The computational complexity of our local regression estimator for a sample is O(k). It is apparent that k << n. Our local regression estimator has a much lower computational complexity than the Nadaraya-Watson regression estimator.
In the Nadaraya-Watson regression, the parameter g is usually set to the dimension d of the sample vectors.
In high dimensional databases, (k-distance)d is unstable, because when k-distance is small (k-distance) d approximates to 0, and when k-distance is large (k-distance) d is very large. This makes the regression estimator indiscriminative to samples. To obtain a balance between the sensitivity and the robustness, a default value of g is 2, which is verified as an optimal value by our experiments. The window control parameter i for a sample i in the Nadaraya-Watson regression becomes the k-distance of the sample in our local kernel regression estimator. We use the k distance of each sample in the neighborhood to control the size of the window. This ensures that the size of the window is adaptively adjusted in a data-driven way. Selection of the parameter for a sample as in the Nadaraya-Watson regression is avoided.
Context-Based Kernel
The kernel KðÞ in (15) is critical for determining the performance of the local kernel regression. The kernel function in the local regression has the following requirements:
It should effectively keep high anomaly factors for the isolated anomalies which can be easily detected by the local anomaly detection methods, such as our method based on local kernel and weighted neighborhood density. It should make the anomaly factors of anomalies in the same cluster close to each other and obviously distinguishable from the factors of normal samples. The local kernel function should be able to utilize the relation between a sample and its k-distance neighbors, besides only using the differences between samples and the neighborhood size to determine the weight of each neighbor.
The traditional kernels, such as the Gaussian kernel and the Epanechnikov kernel, cannot meet the above requirements. So, we propose a new kernel function which is defined as follows for a variable vector z:
where the constant b is chosen to ensure that KðÞ integrates to 1 (The mathematical derivation of b is included in Appendix A, available in the online supplemental material). Based on the new kernel, the local kernel regression estimator computes the weight of a k-distance neighbor q of a sample p according to the followed rules:
If p is also a k-distance neighbor of q, then kp À qk d k ðqÞ and
If p is not a k-distance neighbor of q, then kp À qk > d k ðqÞ, and
The kernel value of q is, with the maximum b, a monotonically decreasing function of the difference between p and q. The reason for the first rule is that, if either of two samples is a neighbor of the other sample, then they have similar local distributions and they are likely to belong to the same cluster. Therefore, both of them are assigned larger weights to obtain similar anomaly factors. The reason for the second rule is that, if only one of two samples is a neighbor of the other sample, then they are less closely related, and thus we use their difference to inversely weight them. In this way, our neighborhood context-based kernel retains the properties of the traditional kernels. It also considers the different properties of isolated anomalies and anomalies distributed in clusters and deals with these two types of anomalies differently. By combining similarities between samples and the neighborhood context, our kernel can more effectively distinguish anomalies from normal samples.
Hierarchical Kernel Regression
A complex dataset includes anomalies which are easier to detect by taking into account the global distribution of all the samples and anomalies which are distributed in small clusters and are easier to detect locally. We propose a hierarchical kernel regression strategy which iteratively updates anomaly factors of samples using our local kernel regression method by gradually enlarging the size of the neighborhood. In this way, sample anomaly factors are estimated both locally and globally to increase their accuracies.
The hierarchical kernel regression-based anomaly detection method initializes the anomaly factors fy 0 1 ; :::; y 0 n g for the samples using the anomaly factors obtained by the local kernel density and weighted neighborhood density-based method described in Section 2. The initial value k 0 of k for the hierarchical updating process is set to the value of k used in the initial anomaly factor estimation. Isolated anomalies should be specifically handled to avoid that the anomaly factor of an isolated anomaly is smoothed by its k-neighbors. As shown in Fig. 6 , isolated samples are obviously far from other samples. We propose to use the neighborhood context to identify isolated anomalies, i.e., if a sample is not a k-neighbor of its own k-neighbors, then there is no similar sample in its neighborhood and the sample is treated as an isolated sample. The anomaly factors of isolated anomalies are kept unchanged, because the anomaly factors of the isolated anomalies usually have been accurately estimated by the initial local density-based method. In this way, our regression method effectively handles the isolated anomalies and increases the accuracy of detecting anomalies distributed in clusters. Our hierarchical kernel regression-based anomaly detection process is outlined as follows:
Step 1. 1 ! t; k 0 ! k; fy 0 1 ; :::; y 0 n g is given.
Step 2. Determine the k-distance neighborhoods for all the samples.
Step 3. Compute fy t 1 ; :::; y t n g using the local kernel regression estimator (15), given fy tÀ1 1 ; :::; y tÀ1 n g; If 8q 2 N k ðpÞ kp À qk > d k ðqÞ, then p is identified as an isolated anomaly and y t p ¼ y tÀ1 p .
Step 4. If P n i¼1 jy t i À y tÀ1 i j is less than a threshold or a predefined number of iterations is reached, then go to Step 5; otherwise t þ 1 ! t, k þ D ! k(D is a stepping factor), and go to Step 2 for another loop of iteration.
Step 5. Output the anomaly factors fy t 1 ; :::; y t n g. Our hierarchical kernel regression combines the multiple scale information from the different sizes of neighborhoods using the local kernel regression estimator. This combination makes the hierarchical kernel regression more effective in detecting anomalies in mixed and large databases.
SPATIAL CONSTRAINED ANOMALY DETECTION: IMAGE SALIENCY DETECTION
We apply the above general anomaly detection theory to image saliency detection [47] , [48] , and propose a spatial constrained anomaly detection method. Salient regions in an image deviate from the background regions and capture the attention of human viewers. This makes it possible to treat salient pixels in object regions as anomalies and background regions as normal, and then use our unsupervised anomaly detection method to construct a saliency map. In contrast to pure anomaly detection, saliency detection combines visual feature contrast information and pixels' spatial distribution information. A saliency detection method is proposed, which consists of local density-based saliency map computation in the feature space and saliency score propagation in the image.
Local Density-Based Saliency Map
According to the human vision attention mechanism theory, the saliency of a pixel depends on its appearance and its context with its surrounding pixels. Hence, we use visual features of the image patch centered at each pixel, instead of only the pixel value itself. Let c j be the value vector of pixel j in the CIE L Ã a Ã b Ã color space. A pixel i is represented by a visual feature vector v i describing the image patch I i centered at pixel i:
where v j is the weight for pixel j. The weight is computed by:
where d spatial ði; jÞ is the Euclidean distance between the positions of pixels i and j. A pixel i is considered as salient if the appearance of its patch I i deviates from the majority of patches in the visual feature space. Given the visual feature vector set fv i g of all the patches in an image, we propose to estimate the saliency score SðiÞ for each pixel i using anomaly factor obtained by comparing the local density of the patch I i with its neighborhood density using the anomaly detection method in Section 2.
We use local density estimations from multi-scales which are obtained by shrinking (subsampling) the original image, to improve the saliency scores. As a prior knowledge, background patches always have more similar appearances than salient patches. This indicates that a background patch and its k-nearest neighbors in the visual feature space follow the more similar distributions than a salient patch in multi-scales. For each shrunken image, we estimate its saliency map and then enlarge the saliency map to the same size as the original image. In this way, a number of saliency scores for each pixel in multiple scales are obtained. To improve the visual contrast between salient patches and background patches, we combine these saliency scores by:
where S l ðiÞ is the saliency score of pixel i in a scale l, and L is the multi-scale set with the size of jLj.
Kernel-Based Saliency Score Propagation
The above local density-based saliency map computation captures the salient pixels which are the foci of human attention. We keep the original saliency scores of the pixels which have large saliency scores, and propose a kernelbased saliency score propagation method to adjust the saliency scores of other pixels. This propagation method which is similar to the local kernel regression in Section 3.1 is defined as follows:
where KðÞ is a kernel function as defined in (16) , and different from (15) the neighborhood N k Spatial ðiÞ is defined in the image space rather than in the visual feature space. Our kernel-based saliency score propagation method causes that pixels in the same salient region achieve closer saliency scores. According to the definition of KðÞ, if either of patch i and one of its spatial neighbors lies in the k-nearest neighborhood of the other patch in the feature space, the weight of the spatial neighbor patch is set to be the maximum. Our saliency score propagation method ensures that pixels spatially near to the pixels which have large saliency scores increase their saliency scores, while the background pixels have low saliency scores.
EXPERIMENTS
We evaluated the anomaly detection capability of the proposed methods by comparison with the state-of-the-art methods on several synthetic and real datasets. We compared our image saliency detection method with the state-of-the-art methods on a publicly available dataset. In the experiments, there are a few parameters and thresholds which were determined by cross-validation. The parameter g in (3) was set to 2. The parameters a and C in (5) were set to 1. The parameter s in (10) was set to 1 except for testing the effect of s. The parameter g in (15) was set to 2. The initial value k 0 of k for the hierarchical context-based kernel regression updating process was set to 1.5 percent of the number of samples in the dataset. The stepping factor D was set to 2.5 percent of the number of samples in the dataset. The maximum number of iterations was set to 5. For image saliency detection, each pixel was expressed by a patch of size of 7 Ã 7 pixels. Saliency scores in (21) were computed in the four scales which correspond to the sizes of 100, 50, 25, and 12.5 percent of the original image. The neighborhood size in the image space in (22) was set to 10 percent of the number of pixels in the image.
In the following, we first evaluated the robustness of our local kernel and weighted neighborhood density-based method to the neighborhood parameter k on two synthetic datasets. Then, we compared our local kernel and weighted neighborhood density-based anomaly detection method and the hierarchical local regression-based method with several state-of-the-art anomaly detection methods on several real datasets. Finally, the comparison results for image saliency detection were reported. Fig. 7 shows two synthetic datasets. The Synthetic-1 dataset consists of 1500 normal samples and 16 anomalies. The normal samples are distributed in three clusters where each cluster contains 500 normal samples. Fifteen anomalies lie in a cluster whose center is equidistant from the centers of the three clusters of the normal samples; and one anomaly is isolated from all the others. The Synthetic-2 dataset consists of 1000 normal samples and 20 anomalies. There are 500 normal samples uniformly distributed in an annular region and 500 normal samples distributed in a cluster. There are 10 anomalies lying in the center of the annular region and 10 anomalies distributed between the two clusters of the normal samples.
Synthetic Datasets
We compared our local kernel and weighted neighborhood density-based method with the baseline [7] of our work. In the baseline [7] , the local anomaly factor of a sample is the ratio of its neighborhood density to its own density. Table 2 shows the anomaly detection results of the baseline [7] and our method on the Synthetic-1 dataset, when the weight parameter s in (10) was set to 0.1 and 1. The performance of anomaly detection was estimated using the number and proportion of the anomalies in the 16 samples which have the largest estimated anomaly factors. It is seen that our local kernel and weighted neighborhood density-based method identifies all the anomalies when k ! 27 and s ¼ 0:1 and detects all the anomalies when k ! 31 and s ¼ 1. The baseline is unable to identify all the anomalies until k ¼ 60. This indicates the following points:
The available range of k for our method is much larger than the range for the baseline. So, our method is less sensitive to the parameter k.
The value of k for our method to reach the best performance is much smaller than that for the baseline, so our method can obtain the same result as the baseline with less runtime. Our method is robust to the parameter s. Fig. 8 shows the best results that our method and the baseline obtain on the Synthetic-2 dataset. It seen that our method captures all the anomalies in the top-20 sample list of anomaly factors when k ¼ 14. The baseline obtains its best performance when k ¼ 20, and only 17 anomalies are correctly detected in its top-20 sample list. Compared with our method, the baseline cannot detect all the anomalies whatever the value of k, because the annular cluster distribution in the samples poses an obstacle for the baseline method to detect anomalies. The results indicate that our method is more adaptable to the complex datasets than the baseline.
Real Datasets
The following public real datasets were used to compare our methods with the state-of-the-art anomaly detection methods:
The KDD Cup 1999. This is a general dataset for network intrusion detection research. The 60593 normal sample and the 228 U2R attack samples labeled as anomalies were selected to form the KDD dataset for anomaly detection. respectively. Five test datasets were constructed. The samples in the largest class become the normal samples in all the five test datasets. The samples in one of the other five classes become anomalies in a test dataset. Each sample is described by a 9-dimensional feature vector.
The visual trajectory dataset. The trajectories in this dataset were captured by tracking vehicles in a crowded traffic scene. There are 1500 normal trajectories and 50 anomalies which correspond to traffic offences or tracking errors. Each trajectory was linearly interpolated with points to ensure that all the trajectories have the same number of points. The coordinates of the points in a trajectory form a vector representing the trajectory. The samples in these datasets were preprocessed by the inverse document frequency method [10] , [13] , [14] in order that the discrete features can be handled in the same way as the continuous features.
For the real datasets, the performance of anomaly detection was evaluated using the values of areas under the curves (AUC) of the receiver operating characteristic (ROC). A ROC curve was drawn by using the detection rate as the y-coordinate and the false alarm rate as the x-coordinate. As an example, Fig. 9 shows the ROC curves of our local kernel and weighted neighborhood density-based method on the KDD dataset and the Mammography dataset. The AUC value is the surface area under the ROC curve. The larger the AUC value, the more accurate the anomaly detection result. The AUC value on the Shuttle dataset is the average AUC of all the five subsets.
We compared the performances of our local kernel and weighted neighborhood density-based method when the Gaussian kernel, the Epanechnikov kernel, and our kernel were used respectively, where the parameters and thresholds were kept unchanged. Tables 3 and 4 show, respectively, the AUC values and the runtimes of our local kernel and weighted neighborhood density-based method with different kernels on the real datasets. Fig. 10 shows the values of k for all the three kernels on all the datasets when the best detection results were obtained. It is seen that although the detection accuracy of our Volcano kernel is overall only slightly higher that the detection accuracy of the Gaussian kernel and the Epanechnikov kernel, the neighborhood size k with the best results for our Volcano kernel are smaller than those of the other kernels. This supports the claim that our kernel achieves the least runtime. The reason is that for our Volcano kernel only a line segment is used to represent the densities when kzk is within ½À1, 1] , while a curve segment is used for the Gaussian kernel or the Epanechnikov kernel. Estimation of the density of a normal sample using the Volcano kernel requires fewer neighboring samples than estimation using the Gaussian kernel or the Epanechnikov kernel (See Section 2.3).
We compared our method with the following eight stateof-the-art anomaly detection methods:
The local anomaly factor-based method [7] (the baseline of our work): The local outlier factor captures the relative degree to which the sample is isolated from its surrounding neighborhood. The local density factor-based method [9] : This method modifies a nonparametric density estimate with a variable kernel to yield local density estimation. Anomalies are then detected by comparing the local density of each sample to the local density of its neighbors. The local peculiarity factor-based method in [10] : This method applies the local peculiarity factor which is the m-sensitive peculiarity description for general distributions to anomaly detection. The feature bagging-based method [13] : This method combines anomaly scores computed by the individual Fig. 9 . ROC curves of our local kernel and weighted neighborhood density-based method on the KDD and the Mammography datasets. anomaly detection algorithms that are applied using different sets of features to more accurately detect anomalies.
The active learning-based method [14] : This method detects anomalies by classifying a labeled data set containing artificially generated anomalies. Then, a selective sampling mechanism based on active learning was invoked for the reduced classification problem. The bagging-based method in [14] , [15] : The bagging method in [15] was applied to detect anomalies using the same component algorithm in [14] on the same reduced problem in [14] . The boosting-based method in [14] , [16] : The boostingbased method was applied to detect anomalies using the same component algorithm in [14] on the same reduced problem in [14] . The generalized density-based anomaly detection method in [56] : This method produces a series of density estimates. The z-score transformation was applied to standardize the deviation from normal density. A rescaling was applied to obtain the anomaly score. Table 5 shows the AUC values of our method and the competing methods on the real datasets. The AUC values of the competing methods, except for the generalized densitybased anomaly detection method [56] , on the KDD, Mammography, Ann-thyroid, and Shuttle datasets were directly taken from their publications [7] , [9] , [10] , [13] , [14] , [15] , [16] . The setting of the parameters in these competing methods can be found in the publications. For the generalized density-based anomaly detection method, the setting of the minimum and maximum values of k is the same as for our hierarchical context-based kernel regression method. Other parameters were tuned to make the results as accurate as possible. Table 6 shows the runtimes of the local density-based methods. Since the local peculiarity factor-based method has the much higher complexity and needs much more runtime than other methods, its accurate runtime was not given. The runtimes for the other competing methods are not available in the literature. Fig. 11 shows the AUC values of our local kernel and weighted neighborhood density-based method with different values of k on the KDD and Mammography datasets which are the largest datasets in all the datasets. From these tables and figures, the following points are revealed:
Overall, our local kernel and weighted neighborhood density-based method always achieves the best performance or close to the best performance in all the datasets. No method is the winner on all the datasets. On all the datasets, our local kernel and weighted neighborhood density-based method has less runtime than the competing local density-based methods: the local anomaly factor-based method, the local density factor-based method [9] , the local peculiarity factorbased method, and the generalized density-based method [56] . The generalized density-based method [56] yields much more accurate results than the local anomaly factor method [7] and the local density factor method [9] . The runtimes of the generalized densitybased method [56] are comparable to those of the local anomaly factor method [7] and the local density factor method [9] . The AUC values of our local kernel and weighted neighborhood density-based method on the KDD dataset are larger than 0.941, when k varies from 280 to 700. The AUC values of our method on the Mammography dataset are larger than 0.824, when k varies from 40 to 460. These detection accuracies are higher than those of the other competing methods except for the local peculiarity factor-based method and the generalized density-based method. On the Mammography dataset, our local kernel-based method yielded a more accurate result than the competing methods when k ¼ 110, and a comparable result was obtained by the local peculiarity factorbased method when k ¼ 11183. On the KDD dataset, our local kernel-based method yielded an accurate result when k ¼ 320, and the most accurate result was obtained by the local peculiarity factor-based method when k ¼ 13000. The complexity of the local peculiarity factor-based method is Oðnd log ðnÞ þ ndkÞ while the complexity of our local kernel-based method is Oðn log ðnÞ þ nkÞ. It is apparent that the local peculiarity factor-based method needs much more runtime than our local kernel-based method. [13] 0.74 0.80 0.869 0.839 -Active learning [14] 0.94 0.81 0.970 0.999 0.836 Table 7 shows the AUC values obtained after refining the results of the local anomaly factor method and the results of our local kernel and weighted neighborhood density-based method using our hierarchical context-based kernel regression method in Section 3. From Tables 5 and 7, it is seen that our hierarchical kernel regression method greatly improves the results of the local anomaly factor-based method. The AUC values obtained by refining the results of our local kernel and weighted neighborhood density-based method are larger than the values obtained by refining the results of the local anomaly factor-based method. The multiple scale combination together with the local density anomaly factor estimation effectively captures both the global and local properties of samples, and is then more effective for the mixed large databases.
We analyze the result differences between different datasets from different types of applications as follows:
On the KDD dataset, anomaly detection methods obtain comparatively accurate results. This is because the network attacks are easily distinguishable from normal network links corresponding to normal samples and the ratio of anomalies in the dataset is very small. On the Mammography dataset, lower detection accuracies are obtained by anomaly detection methods. The mammography images with cancers are less distinguishable from images without cancers. In contrast with mammography images, samples with thyroid pathological changes are more readily distinguished from normal thyroid samples. The detection accuracy on the Ann-thyroid dataset is higher than that on the Mammography dataset. On the Shuttle dataset, the final accuracy is the average of five test datasets. In four of the five test datasets a very small portion of samples are anomalies. This makes these anomalies easy to identify and substantially increases the average accuracy on the five test datasets. On the KDD dataset, the Mammography dataset, the Ann-thyroid, and the Shuttle dataset, the supplied data are feature vectors extracted from samples. On the visual trajectory dataset, the coordinates of the points in a linearly interpolated trajectory form a feature vector which was used as the input to the anomaly detection methods. Extracting feature vectors in this way keeps the spatial information on trajectories but loses their temporal information. This partly causes failures in detecting abnormal trajectories.
Image Saliency Detection
In the application of image salience detection, feature vectors of the image patch centered at each pixel were used as the data for the anomaly detection methods. Spatial information in images was used to propagate saliency scores of pixels.
We compared our anomaly detection-based saliency detection method with the following state-of-art methods: Itti's method [42] , Hou's method [43] , Seo's method [44] , the graph-based method in [45] , and the frequency tuned method in [46] on a publicly available dataset. The results of the competing methods were taken from the publications [42] , [43] , [44] , [45] , [46] . The setting of the parameters in these competing methods can be found in the publications. This dataset is the Microsoft visual salient image set which contains 5000 high quality images. For each image in the set, 9 users were requested to draw a bounding box around the most salient region. All the users' annotations were averaged to create a saliency map for the image. However, the bounding boxbased ground truth is not accurate. Achanta et al. [46] chose 1000 images from the original set and constructed an objectcontour based ground truth for them. The corresponding binary saliency maps were also given.
All the saliency detection methods were evaluated using Precision, Recall, and F measure. Let S truth ðiÞ be the true binary saliency score for pixel i, and SðiÞ be the binary saliency score for pixel i computed by the saliency detection method. The three measures are formulated as: 
where parameter h was set to 0.5 to balance the precision and the recall. To use the precision, recall and F measure, the original saliency scores were transformed to a binary saliency map using a threshold T, i.e., pixels that have saliency scores above the threshold T are identified as salient. Achanta et al. [46] set the threshold of an image to be twice the mean of the saliency scores of the pixels in the entire image. This method does not consider the information in the distribution of the saliency scores. We propose to combine the standard deviation and mean of saliency scores in an image to determine the threshold. Let Std and Mean be, respectively, the standard deviation and mean of saliency scores in an image. Our method is formulated as:
where parameter m was set to 0.1 in the experiments. If saliency scores follow a Gaussian distribution, this value of m indicates that more than 15 percent of pixels are treated as salient. We used both Achanta's method and our method to produce binary saliency maps, and measure the performances of the saliency detection methods. Fig. 12 shows some examples of saliency maps obtained by our method and the competing methods. It is seen that Itti's method, Hou's method, and Seo's method effectively detect region edges, but salient objects' inner regions are not effectively extracted. The graph-based method and the frequency tuned method extract the main parts of the salient regions, but they fail when salient objects occupy major part of the image or salient objects have colors similar to the background. Our method yields high saliency scores on both object's edges and inner regions, uniformly highlighting the entire salient regions from the background. Fig. 13 shows the precision vs. recall curves of our method and the competing saliency detection methods by changing the value of the saliency threshold. It is seen that given the same recall, our method yields higher precision than the competing methods after transforming each original saliency map to a binary saliency map. Fig. 14 shows the values of the precision, recall and F measure of the saliency detection methods when Achanta's method and our method in (26) were used respectively to determine the threshold T. It is seen that our method yields the most accurate results no matter what the value of T was chosen, and the graphbased method and the frequency tuned method yield more accurate results than the other competing methods. It is apparent that our method more accurately separates the salient regions from the background. So, our anomaly detection method is effectively extended to image salience detection.
CONCLUSION
We have investigated local density-based anomaly detection. We have proposed a new kernel, which is more appropriate for anomaly detection, to estimate samples' local densities. We have also proposed the weighted neighborhood density estimation and shown that it is robust against variations in the size of the neighborhood. We have proposed a contextbased local kernel regression estimator and a hierarchical combination strategy to combine the information from the multiple scale neighborhoods for both locally and globally refining the anomaly factors. We have applied the above anomaly detection methods to image saliency detection. We have proposed a kernel-based saliency score propagation method to combine visual contrast information and spatial distribution information. Our method has uniformly highlighted the entire salient regions according to its distribution information in the image. Experimental evaluations on the several datasets have demonstrated that our local kernel and weighted neighborhood densitybased method is robust and efficient for anomaly detection and our hierarchical context-based kernel regression effectively refines anomaly factors. The effectiveness of our anomaly detection-based image saliency detection method has been validated by comparison with several state-of-art saliency detection methods. [42] . (c) Hou's method [43] . (d) Seo's method [44] . (e) The graphbased method [45] . (f) The frequency tuned method [46] . (g) Our method. 
