Deep learning well demonstrates its potential in learning latent feature representations, and has been applied in the fields of speech recognition, image identification and information retrieval. Deep learning architecture is composed of multilayer non-linear units, each low layer's output as a input of higher layer, and can learn high-order feature representations which contain many structural information from a large number of data. Deep learning is a good way to extract features from original data. Web page is an important human-machine interface. Identify users' visual behavior on Web pages will promote human-machine interaction. This paper apply stacked auto-encoders (SAE) with logistic regression to build classification model. This model effectively solves the problem of identifying users' working state of visual search and visual browse on Web pages. The experiment shows that this model outperforms other Single model such as SVM and logistic regression and achieves the accuracy of 90.32%. Further, we embed adaboost algorithm to improve recognition accuracy and precision. 2015 18-19, December,
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1.Introduction
Leaning feature representations from deep neural networks has been a popular method recent years. It has gained numerous success in the fields such as speech recognition [1] , image identification [2] and information retrieval [3] . Qirong Mao propose to learn affect-salient features for speech emotion recognition using convolutional neural networks. It is confirmed that the features extracted by this model for classification are better than several well-established speech emotion features [4] . Eswaran found that reconstruction error of stacked auto-encoder pretrained by RBM is better than the traditional autoencoder with RBM and the stacked autoencoder without RBM [5] . Salakhutdinov et al. put forward a semantic hash method which utilizes features learned by deep neural network for information retrieval [6] . So, deep learning can find appropriate features.
Eye tracking technique has been applied in human-machine interaction, which can record users' eye movement data in real-time [7] . Andreas et al. use SVM classfiy users' visual behavior, whose model reach up to 76.1% on average [8] . Jella et al. used mobile eye-tracking technology to explore attentional differences between goal-directed search and exploratory search, and built a model to learn attentional discriminative features, the classification accuracy is 77% [9] . However, the existing methods are mainly based on hand-crafted features. So we are not sure what visual behavior features can result in satisfying classification results.
Web page is an important human-machine interface. People's visual behavior on Web pages is complex and difficult to select features for pattern recognition. Inspired by feature representation of deep learning, this paper employs stacked auto-encoder to extract feature representations from origin data when people participate in visual search and visual browse tasks on Web pages, followed by supervised logistic regression to classify the two cognitive state. The model achieved 90.32% accuracy. Comparing classification results of logistic regression with stacked auto-encoders (AE_LR), logistic regression, and SVM with RBF kernel (RBF_SVM), pre-trained features data by stacked autoencoders can lead to better classification result.
Approaches
Stacked Autoencoder and Logistic Regression
Stacked auto-encoder is a deep learning neural network built with multiple layers of autoencoders, in which the output of each layer is connected to the input layer of the next layer. SAE learning is based on a greedy layer-wise unsupervised training, which was put forward by Hinton in 2006 [10] . It solves the problem that it is hard to train auto-encoders with many hidden layers due to large or small initial weights. Auto-encoder consists of input layer, hidden layer and output layer. The hidden layer can learn data representations from input layer, we can apply these representations for classification tasks. Autoencoder consists of two parts: a coder and a decoder. The encoder is a function F that maps an input x R  D to a hidden representation z R  K . It has the form as
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is a hidden bias vector, and S f is an activation function, which is shown as follows:
The decoder function G maps the hidden representation z back to a reconstruction x':
is a bias, and S g is a decoder's activation function, sigmoid.
The objective of a classic autoencoder is to minimize the reconstruction error on a training set. The cost function adopted in this paper is Eq.(2.4)
Where J is the cost function of AE model. The squared reconstruction error, J 1 ,can be denoted as Eq.(2.5)
J 2 is a weight decay term. It can be represented as Eq.(2.6)
Where ||•|| F is the F-norm of matrix and λ is the weights decay parameter.
The gradient values of parameters are calculated with back-propagation algorithm. The limited-memory Broyden-Fletcher-Goldfarb-Shanno(L-BFGS) algorithm which can often be much faster than the gradient descent algorithm can be applied to constantly update the learning rate and gradient values of the parameters so as to find the optimal parameter ϕ {  W, b, W', b'}. Once a stack of auto-encoders are built according to greedy layer-wise training, the top level data representation can be used as input to a supervised learning algorithm. These algorithms include logistic regression or SVM, etc. The supervised algorithm adopted in this paper is logistic regression which has widely applied to two class classification tasks. The objective of logistic regression is to learn the mapping function from data to label, and then finds the optimal parameter θ through L-BFGS algorithm to minimize the cost function on a training set. The cost function of logistic regression adopted in this paper is Eq.(2.7)
Where yi is the true label vector of every eye movement data sample, and yi is the prediction label vector of that data. In our model shown in Figure1, We add a logistic regression layer on top of the autoencoders to yield a deep neural network to supervised learning.Then, based on the
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Mengjie zhang labelled data, all parameters of the whole neural network are fine-tuned using a backpropagation technique. This method is called as fine-tuning which has been proved to further improve the recognition accuracy [11] . 
Adaboost Algorithm
Adaboost algorithm is a ensemble learning method. Each time when training a weak predictor iteratively, the sample weight will be adjusted according to classification error rate. The correct weight increase and the error weight decrease. In this way, the misclassification samples will attract more attention in the next iteration. The advantage of adaboost algorithm is that it uses the selected training data after weighting, instead of the randomly selected training samples. The best classifier is selected via weight voting mechanism. We apply adaboost algorithm to combine AE_LR weak predictors to improve the classification accuracy and precision, as in Figure 2 . 
Experimental Verification and Interpretation of Result
Database
This study apply Tobii T120 eye tracker produced in Swedish to record eye movement data of 35 people when they participate in visual search and visual browse tasks on Web pages.
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The paper launch an experiment on ten Web pages about mobile phone, computer and food, etc. The search task is to mine text or image information on Web pages. The browse task is to browse Web pages based on users' preferences and interests. The sampling frequency is 120Hz. Five well-established data of eye movement are selected, including pupil diameter, center distance of gaze point, saccade distance, fixation time and fixation count. Each class has 637 samples. 600 training samples and 674 test samples are adopted in this paper.
Analysis of Result
The all experiments test on MATLAB R2012b, 4GB, intel i5 PC. Different neural network structure, different number of hidden layers and hidden nodes for each layer are studied. The classification accuracy and test time as the evaluation methods. The classification accuracy is right proportion of total samples. The result, as shown in Table 1 , indicates that a model with two hidden layers yield the best performance, compared with 'deeper' models of the same 'width'. Therefore, model structure with two hidden layer is adopted. Origin data are mapped to a higher dimensional space just like SVM, so as to increase the separability of data. The first layer maps the original data to 3-fold dimensions space. Thus, there are 15 nodes in the first hidden layer. Data compressed and extracted through the second hidden layer. Finally, The logistic regression output the class of users' visual behavior on Web pages. The maximum number of iteration during fine-tuning is 400. At the same time, the weight restraint coefficient is 0.01 during back-propagation. For comparing our algorithms, state-of-the-art classification method-RBF_SVM and Logistic are tested on the same database for comparison. Conclusions can be drawn from Table 3 : although logistic can achieve a good performance, its classification accuracy weaker than AE_LR. As a whole, the efficiency and accuracy of AE_LR can achieve ideal result.
Conclusion
The paper proposes a semi-supervised learning method which combines stacked autoencoders and logistic regression and solves the classification problem of online users' visual behavior, including visual search and visual browse on Web pages. By comparing our model with other models, we find that original data pre-trained by autoencoders proform well. Furthermore, We apply adaboost algorithm to improve AE_LR model's classification accuracy, which suggests adaboost conbined with AE_LR can improve the classification proformance.
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