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SUMMARY 
The objective of this thesis research has been to obtain a complete 
description of the field configuration of the dominant mode in microstrip. 
This was accomplished theoretically by numerical analysis procedures 
which determined the phase constant, the guide wavelength, and the field 
configuration. The phase constants at various frequencies and the rela-
tive amplitude and direction of the magnetic field were determined experi-
mentally. The theoretical and experimental results were then compared in 
order to more accurately characterize the dominant hybrid coupled micro-
strip mode. 
The theoretical method of attack has been to solve numerically 
the vector Helmholtz equations for the longitudinal fields. A system of 
finite-difference equations corresponding to a quantized microstrip re-
gion was written and then cast into an eigensystem form. The direct 
method approach was used to calculate the eigenvalue (which led to the 
frequency-phase constant diagrams) via the QR transform and the eigen-
vector (which led to the longitudinal and then transverse fields) via 
the inverse iteration technique. 
The numerical analysis technique predicted that the longitudinal 
electric and magnetic fields are indeed present and that these fields 
have a non-negligible amplitude as compared with the transverse fields. 
The frequency-phase constant curves indicated that the microstrip mode 
does not propagate as a TEM mode, but instead showed a slight amount of 
Xlll 
normal dispersion whenever the guide wavelength is comparable with the 
substrate thickness. The magnetic field calculations showed that at the 
air-dielectric interface just past the center strip there is a substan-
tial component of circular polarization in two orthogonal planes. The 
mode pattern of the magnetic field in the vicinity of the center strip 
is shaped like an inverted saddle. 
To complement and verify the theoretical calculations a loosely 
coupled transmission resonance experiment was run to determine the f-3 
diagrams and a ferromagnetic spin resonance absorption experiment was 
run to determine the relative amplitudes of the magnetic field compo-
nents. In the former experiment, the f-3 curves had the same relative 
shape indicating a slight dispersion and both approached the TEM curve 
at low microwave frequencies. In the latter experiment, the measured 
magnetic fields indicated very good correlation with the theoretical 
curves in the vicinity of the center strip. The predicted regions of 
circular polarization were also verified, as was also the saddle mode 
shape. 
As a result of this research, the propagation characteristics and 
total field configuration of microstrip are more clearly understood. 
Consequently, the design of some microwave components could be improved 




Motivation for Problem 
Microwave Hybrid Integrated Circuit Transmission Lines 
Within the last decade, the microwave industry has been investi-
gating the use of microwave hybrid integrated circuits as a replacement 
for some conventional microwave circuits. The hybrid integrated 
circuits offer a substantial savings in weight and volume as compared 
with waveguide circulators, isolators, etc., and potentially at a re-
duced cost, since many RF components can be fabricated simultaneously. 
These savings are essential in much of the military and space systems 
and will generate many uses in commercial applications. Monolithic cir-
cuits involve development and fabrication of the entire circuit or sys-
tem and do not allow for changes or replacement of malfunctioning devices. 
Hybrid integrated circuits increase the circuit flexibility as each de-
vice in the circuit can be developed independently and then integrated 
into the entire subsystem. 
The basis of microwave hybrid integrated circuits is the trans-
mission line which connects the various components together and serves 
as an integral part of several circuit components. Presently, three 
different planar transmission line configurations are being considered: 
microstrip, slot line, ' and coplanar waveguide, whose cross sections 
2 
are shown in Figure 1. 
The substrate is a high dielectric constant dielectric, semicon-
ductor, or ferrimagnetic material, usually .020" to .100" thick with a 
dielectric constant ranging between 9 and 16. The substrate metalliza-
tion is a highly conductive metal usually several skin depths thick. 
Slot line and coplanar waveguide have their entire RF circuit on 
the upper surface of the substrate. In slot line, the RF energy is 
guided in the slot between the two metal surfaces, whereas in coplanar 
waveguide, the wave is guided along the center strip between the two 
outside ground planes. 
Microstrip, on the other hand, consists of a center strip on the 
upper surface of the substrate and a ground plane on the lower surface. 
The RF energy is guided by the center strip with most of the energy con-
centrated in the high dielectric substrate. The dielectric constant of 
the substrate and the ratio of center strip width to substrate thickness 
determines the characteristic impedance and propagation constant of the 
line. Of the three lines described, microstrip has been used almost 
exclusively and thus justifiably it has received the most extensive in-
vestigation as to propagation characteristics, characteristic impedance, 
and losses as functions of the center strip's width, thickness, and con-
ductivity and the substrate's thickness, dielectric constant, and loss 
tangent. 
Review of the Microstrip Literature 
TEM Microstrip Mode Assumption. Early experimental determinations 
for such quantities as the characteristic impedance, phase constant, and 
center str 
substrate round plane 
(a) Microstrip 
metallized planes metallized planes 
(b) Slot Line (c) Coplanar Waveguide 
Figure 1. Cross Sections of Microwave Hybrid Integrated Circuit Transmission Lines 
Oo 
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loss of microstrip were made by Arditi, while Shafer attempted to 
determine the field configuration by constructing an oversize model of 
microstrip using a low dielectric constant material. With special 
probes he was able to obtain a rough estimate of the field distribution 
of the microstrip mode propagating in his model. His work verified the 
existence of a longitudinal magnetic field component. That same year 
9 
Wu set up the integral equations, whose solution would be a non-TEM 
mode. However, due to their extremely complicated nature, he was unable 
to solve them. 
Several theoretical analyses were initiated in order to verify 
the experimental data and to provide new insights into the use of micro-
strip. Early investigators were unable to obtain analytical expressions 
for the total field configuration due to the mathematical problems which 
arose from the presence of the air-dielectric interface. The initial 
approximations to the field distribution were that the field was entirely 
transverse to the direction of propagation. If an electromagnetic field 
is assumed TEM, the vector Helmholtz wave equations 
<[ E = -0)2 0̂eE *H = -u/V0eH (l) 
4- 1 0 
reduce to 
v ^ E = O V ^ H = 0 (2) 
Thus, the transverse electric and magnetic fields both satisfy Laplace's 
equation, and the field distribution in the transverse plane is a static 
solution. Based on the TEM mode assumption, several methods have been 
5 
used to calculate the electromagnetic field and wave parameters. 
11 
Assadourian and Rimai " assumed the microstrip line to be com-
pletely immersed in the dielectric and solved for the characteristic im-
12 13 
pedance of the TEM mode by conformal mapping techniques. Wheeler ' 
realized that a purely TEM assumption resulting from a homogeneous di-
electric medium was unrealistic and inadequate. He used conformal trans-
formation techniques to obtain expressions for the characteristic im-
pedance of parallel-strip transmission lines separated by a dielectric 
substrate. The area of the transformed substrate gave him a filling 
fraction q_, which yielded an effective dielectric constant 
K' = 1 + (K-l)q (3) 
in terms of the relative dielectric constant K of the substrate. The 
characteristic impedance 
U = z0/ A ' v'O 
was then calculated from the free-space characteristic impedance Z0. 
These results were based on a propagating TEM mode with a frequency such 
that the guide wavelength was long compared with the substrate thickness, 
Wheeler's method of calculation stimulated interest in generating 
Ik a more complete set of data. Caulton et al. calculated curves for 
characteristic impedance and normalized guide wavelength as a function 
of the ratio of center strip width to substrate thickness. These curves 
were corroborated experimentally at a single S band frequency and were 
assumed to be valid at all microwave frequencies. 
Even though the dominant mode of the microstrip line was known to 
be non-TEM, still other investigators applied various techniques to solve 
the TEM problem. Finite-difference equation approximations to Laplace's 
equation, formulated by Green and Schneider were solved by successive 
over-relaxation for the transverse fields, and from these iterative solu-
tions the characteristic impedances were calculated. 
17 
Steinhelfer using Wheeler's effective dielectric constant, ob-
tained characteristic impedance and loss curves as a function of the 
microstrip dimensions by using successive-over-relaxation techniques. 
-i O 
Bryant and Weiss made use of a dielectric Green's function to solve 
for the dominant TEM mode of microstrip. 
While the previously mentioned investigators realized that the 
assumption of a TEM mode was not rigorously correct, they continued to 
use the TEM mode approximation since (l) differences between their theo-
retical calculations and the available experimental measurements were 
reasonably small, (2) longitudinal magnetic field components were thought 
to be of negligible value as compared with the transverse field, and 
(3) no straightforward approach to calculate the fields of the non-TEM 
mode was known. 
Hybrid Coupled Microstrip Mode. The microstrip mode can be shown 
to be non-TEM by considering the consequences of requiring the longitudi-
nal field components of a propagating wave to be zero along an air-
19 dielectric interface. As shown in Johnson, for zero longitudinal 
fields, the nontrivial solution is obtained only if 
7 
k2 = cu2^0e - 3
2 = 0 (5) 
In a i r , th i s means 
Ac^o = P^lr 6) 
and in the dielectric 
«>W0K = P^ i e l e c t r l c (7) 
However, along the interface the phase constants of the two wave solu-
tions must match resulting in 
U)%0e0 = 0)
2^0e0K 8) 
which contradicts the original assumption that there was an air-dielectric 
o 
interface. Shafer proved that neither a pure TE mode nor a pure TM mode 
can be supported on microstrip by showing that the fields associated with 
each mode considered separately cannot match the boundary conditions 
along the interface and at the center strip independently. In order to 
satisfy all the boundary conditions, the microstrip mode has to be a com-
bination of TE and TM modes existing simultaneously, thus forming a 
hybrid coupled mode. 
Interest in the hybrid microstrip mode has increased, as evidenced 
by the theoretical research in the area that has been presented at recent 
20 
symposiums. Denlinger presented a method for determining the charac-
teristic impedance and propagation velocity of microstrip by determining, 
8 
via the dielectric Green's function technique of Bryant and Weiss, the 
longitudinal currents on an infinitesimally thin wire and then expressing 
the fields which are generated to be the summation of TE and TM mode 
fields. His integral equation technique seems to be a basic continuation 
21 
of Wu's earlier development. Zysman and Varon demonstrated that, at 
microwave frequencies, the mode propagation velocity deviated consider-
ably from that determined by the TEM electrostatic approximations. 
Their method was to assume a sum of TE and TM modes, each satisfying the 
wave equation and external boundary conditions, and the total satisfying 
the continuity equations on the interface and the continuity equations 
on the center strip. Both hybrid mode techniques seem, however, to be 
incapable of determining the microstrip mode field distribution. A 
finite-difference equation eigensystem approach by Hornsby and Gopi-
22 
nath similar to, but developed independently from, the research in this 
thesis has just been published. They solve for the hybrid mode that 
exists on a waveguide enclosed microstrip. Their results will be dis-
cussed in a later chapter. 
Definition of the Problem 
When this research was begun there were no known analytical or 
numerical calculations for the longitudinal field components which dis-
tinguish the microstrip mode from the ordinary TEM mode. Since a longi-
tudinal magnetic field component had been observed experimentally on a 
microstrip model, an analytical or numerical technique was obviously 
needed in order to more completely describe the entire electromagnetic 
field distribution. It is known in the microwave industry that the 
9 
development of devices and components using microstrip as a basis cannot 
be easily achieved "without a more complete understanding of the micro-
strip mode. Thus a more accurate knowledge of the electromagnetic field 
in the region of the center strip is needed by microwave engineers work-
ing in this integrated circuit area. 
For example, if theoretically calculated fields indicating a 
plane of circular polarization of the magnetic field for some specific 
geometry were known, a resonance isolator could be easily developed by 
placing a piece of ferrimagnetic material in the region of the circular 
polarization and applying a DC magnetic field of proper intensity per-
pendicular to the plane of circular polarization. This would eliminate 
the costly trial and error procedure which quite frequently does not 
produce the optimum device. 
Purpose of the Research 
The purpose of this research has been to more completely determine 
the RF electromagnetic field distribution of the dominant mode in the 
region immediately surrounding the center strip in microstrip. 
The primary objectives of the work in this thesis have been: 
(1) To develop a computer program using state-of-the-art 
procedures that determines for microstrip the electromagnetic field con-
figuration, phase constant, and guide wavelength at various frequencies. 
(2) To experimentally examine the relative amplitude and direc-
tion of the magnetic field of the dominant microstrip mode. 
(3) To experimentally determine the phase constants at various 
frequencies for the dominant mode. 
10 
(k) To compare the numerical and experimental results in order 
to characterize the dominant hybrid coupled microstrip mode. 
Method of Attack 
Theoretical Approach. The theoretical approach has been to solve 
numerically the vector Helmholtz equation by bounding the microstrip with 
zero longitudinal field walls and subdividing the region with a system 
of nodes. A system of finite-difference equations corresponding to the 
system of nodes is written and then cast into an eigensystem form. The 
solution of the eigensystem yields the desired phase constant and field 
configuration at a given frequency. An indirect method, the iterative 
successive-over-relaxation technique, was attempted since the order of 
the eigensystem was large, but unfortunately convergence could not be 
obtained. The direct method approach was used with the eigenvalues 
being calculated by the Q£ transform and the eigenvectors by the inverse 
iteration technique. The transverse fields are numerically determined 
from Maxwell's equations. 
Experimental Approach. The magnetic field on microstrip was 
experimentally probed with a small yttrium-iron garnet sphere. The 
ferromagnetic spin resonance absorption for different orientations of a 
DC biasing magnetic field was measured. From these measurements, the 
relative magnetic field components were calculated. The phase constant 
versus frequency curves were experimentally determined by observing the 




THEORETICAL DEVELOPMENT OF THE MICROSTRIP MODEL 
Introduction 
The electric and magnetic fields of the microstrip transmission 
line, as in any electromagnetic field configuration, must satisfy Max-
well's equations subject to appropriate boundary conditions. Any pro-
i cut - Yz pagating mode can be shown to have a z dependence of the form e 
The propagation constant y is defined as 
Y - a+jp (1) 
where a is the attenuation constant and j3 is the phase constant. The 
dielectric media are assumed to be linear, homogeneous, and isotropic. 
The substrate has a sufficiently low loss tangent and ohmic losses are 
neglected so that the lossless case is considered, and a is taken as zero 
Thus the mode propagates as e in the +z direction. The center 
strip and ground plane are treated as being infinitely thin and perfectly 
conducting. 
Longitudinal Fields 
In most previous theoretical developments for microstrip the in-
vestigators chose to neglect the presence and effect of any longitudinal 
field components. A TEM mode results when these longitudinal fields are 
neglected, and the hybrid coupled mode is lost in the analysis. 
12 
The longitudinal fields can be calculated by manipulating Maxwell's 
23 
equations as done in Paris and Hurd into the vector Helmholtz wave 
equations. 
* E = -<J02n,0eE (2) 
$ H = - u / > 0 e H 
These elliptic partial differential equations are cast into a better form 
for solution by: 
(l) recalling that in rectangular coordinates, the vector Lapla-
cian operator can be written as a sum of the scalar Laplacian operators 
in each coordinate direction, 
# F = a v̂ F + a V^F + a V2? 
x x y y z j 
(2) separating the two vector equations into six scalar Helmholtz 
equations, and 
(3) solving two of these six equations, 
v^E = -u)2M,0eE (h) 
Li Z J 
v^H = -u>3|j,0eH z u z 
for the longitudinal fields E and H . Since the z dependence has been 
z z 
- iBz 
specified as e , the Laplacian operator is replaced by the transverse 
Laplacian operator v£ and the scalar Helmholtz equations reduce to 
where 
13 
v*TEz + k ^ = 0 (5) 
^ z + kcHz = ° 
k2 = u)2M-0e - r . (6) 
Solution of these two equations, subject to the boundary condi-
tions of the microstrip configuration, yields the spatial distribution 
of E and H in the transverse xy-plane. 
z z 
Transverse Fields 
The next step in determining the electromagnetic field configura-
tion of the microstrip mode is to derive the equations for the transverse 
fields in terms of the longitudinal fields. This derivation is carried 
out in most standard electromagnetic field texts, and the resulting equa-
tions are 
dE an 
• * (>« sr - » s*) (7) x k* N By dx 
, dE dH_ 
"y k* ^ ax " ay 
1 / • Z . • « Z 
-;? e ^f+ j0 sr 
c 
dE aH OHJ on v 
, 5B 9H 
E y = i? (-dP r̂+ JUVo sr 
Mathematical Model for Microstrip 
The total field configuration of microstrip has not been determined 
Ik 
by purely analytical methods. The reason is that the boundary conditions 
which must be satisfied on the center strip and air-dielectric interface 
introduce analytical complications into the solution of the partial dif-
ferential equations, Equations (5), which cannot be overcome with the 
present theory. Since analytical methods have failed, finite-difference 
approximations to Equations (5) are solved on a digital computer using 
numerical analysis techniques. 
A standard numerical analysis technique is to quantize the region 
of interest by subdividing it by a grid or net and solving these Helm-
2k 
holtz equations at each node. However, microstrip by its very nature 
is an open structure and as such would have an infinite number of nodes. 
It is then necessary to enclose the region around the microstrip by some 
kind of bounding wall. Two obvious choices are: 
(1) Enclosing the microstrip in a metal box, or 
(2) Enclosing the microstrip in a bounding box on which the 
longitudinal electric and magnetic fields are zero. 
The former method allows for generation of fields by charges and currents 
in the bounding wall, whereas the latter choice simply requires the longi-
tudinal electric and magnetic fields to fall off to zero as they approach 
the walls. Experimentally, the microstrip fields are found to decay to 
zero far away from the center strip. Based on this fact, the zero field 
walls were chosen to enclose the region and thereby limit the nodes of 
the net to a finite number. The upper limit to the number of nodes 
At the walls the longitudinal fields are required to be zero. 
However, there is no constraint on the normal derivatives of the fields 
at the bounding walls so that transverse fields may still exist there. 
15 
depends on the technique used to solve the equations at each of the nodes 
and the computer used to carry out the calculations. 
Due to the symmetry of microstrip, which can be seen in Figure 1, 
only half the configuration need be considered, thus halving the number 
of nodes. The microstrip model is shown in Figure 2. The plane of sym-
dEz 
metry is a magnetic wall over which -^— = 0 and H = 0 . 
Finite-Difference Equation Development 
Transverse Helmholtz Equations at Nodes in Air and Dielectric 
The transverse Helmholtz equations, Equations (5)> must be satis-
fied at each node, and therefore finite-difference equation equivalents 
to these partial differential equations are determined. Since the equa-
tions for E and H are alike, the symbol 0 will be used to mean either 
z z 
E or H in the equations. 
z z 
The Taylor series approximation for a scalar function is used to 
derive the finite-difference expressions for the first and second order 
derivatives, 
0(x+h,y) = 0(x,y) + h0'(x,y) + ̂ ^-(x,y) + Rn(x,y) (8) 
with 
Rjx,y)| gi£ sup|0n(r,y)| (9) 
x<r<x+h 
Equation (8) can be written as 
0(x+h,y) = 0(x,y)+h0'(x,y) + ^^(x,y) + **& x,y) (lO) 
h4*"" 
2| \*ta / • 3, 










The scalar field 04 and 0S of the nodes adjacent to the center node in 










Figure 3. A Typical Arrangement of Neighboring Nodes 
4 W / o 2! \dx2/o 3! W ' o U! W ' o (11) 
2̂ = ^0 - hs 
2 / > 2 
^ + ha ^ 
dx/0 2! \Sx 
. *£. 
3! \dP/0 U! \&? 
Neglecting terms above the fourth order, these two equations are rear-
ranged and added to yield 
W 2 / n h? h* W / n W ln„/ hi hi '(A 3! 
. (*L£\ rh4-h2 (12) 
- ® ft?) 
and subtracted to yield 
©o - (S:X§ -1 - *• (4 - *)) - W(P)0 <«> 
- ̂  ft^X0), iH /Vdx-
Substituting Equation (13) into Equation (12) yields 
(t&\ = 2( & + & M + 1^1 (J*^*) (1M 
\ 3x s / 0 Mi^hg+lO haCha+h^) h2h4 '
/ W 3 ' ( A 3 ' 
c s w * ^ 
Neglecting the last two terms, the second order derivative of the func-
tion 0 at the center node is approximated by 
d ft\ = 2 ( — — ^ + -
 m - yQ ) (IS) 
>dx 'o ^h4(hs+h4) h2(h2+h4) h2h4 
Similarly, the second order derivative with respect to y is 
(££) _ J tL- + ^_ _ JaJ) (l6) 
\dy2/o ^hiChi+ha) h3(h1+h3) h ^ / 
The transverse Laplacian is approximated by the sum of Equations (15) 
and (l6). The transverse Helmholtz equation is then approximated by 
0/ h + - . 03 , + . 0a . + y 04 M 7 > 
" ^ ( h x + h a ) hTChi+hsl h 2 ( h 2 + h j h4(h2+h4)
 k , ; 
1 1 
^ + w ; = -k °̂ 
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At a node positioned in the air medium, 
2 ,2 , 2 . 0 2 k* = k* = (i)rfM,0e0 - r (18) 
and Equation (17) becomes 
2 Vh 1 (h i+h 3 )
 + ha (ha+h4 ) + ha (hi+ha )' + h^ha+hj ( l 9 ) 
OT + id:))= -ka0° 
At a node positioned in the dielectric, 
2 n 2 ,..2 „ Q2 k* == k^ = ou^oe0K - p* (20) 
The equation applying there is 
2 - ̂  - + —J^B + ft? + ^ (2i) 
^(hx+hg) ^(ha+h^) ^(hi+hs) h4(h2+h4)
 V ±; 
1 1 
+ T-^T- = -k ° vh lh3
 T hsh4yy - ~ v 
These finite-difference approximations to the transverse Helmholtz 
equations are derived for unequal spacing of the nodes, thus allowing for 
a more general placement of the nodes in the interior of the configura-
tion. 
For equal spacing of the nodes, h = ha = h 2 =h3 = h^, Equations 
(19) and (21) reduce to 
and 







Transverse Helmholtz Equations at Nodes on Boundaries 
Boundary Conditions at Walls. At positions where the nodes lie 
m7 
on metal boundaries, the boundary conditions require E = 0 and -̂ —- = 0 




For the node arrangement in Figure k, 
Bx 
y 
i> \A r ± 
0 ^ _ _ h i 
2 g a h 






r ~> 1 
- X 
Figure k. Node Arrangement for the Boundary Condition -r̂- = 0 
d0 
the normal derivative boundary condition r^ = 0 is approximated by 
04 = 02 for h2 = h4. Thus, the transverse Helmholtz equation becomes 
*K$XT + srn^T+ s r • (EX
+ &)) = - ^ (^ k-*.(sfc + £ 
21 
For the boundary condition 0 = 0 , the approximation is 02 = -04 for h2 
= h4. However, the scalar potential at this node is equal to zero, 
therefore the node can be eliminated from consideration and the zero 
value incorporated into the equations for the adjacent nodes, as shown 
in Figure 5» The Helmholtz equation for the node adjacent to the bound-
ary becomes 
2 ( h l ( h f lh 3 )
+ h3(h?"+h3)
+ i^fei -0o fck+ ro))=-k=0° (25) 
In both Equations (2k) and (25) k = k in air and k = k"? in the dielec-



















Figure 5« Node Arrangement for the Boundary Condition 0 = 0 
Boundary Conditions at the Air-Dielectric Interface. Approxima-
tions for the Helmholtz equation have been established for all nodes 
except those lying along the air-dielectric interface. Consider a 
22 
typical node positioned on the interface, as shown in Figure 6. See 




h a i r 
0 k 
7/ 
7 / / 
7/ 
/ / / / / / / / / / / / 
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Figure 6. Node Arrangement at the Air-Dielectric Interface 
Boundary conditions require that the normal component of the mag-
netic field be continuous across the interface. 
H = H 
^air ^dielectric 
(26) 
Substituting the equation for H from Equations (7) into Equation (26) 
and defining the unitiess parameter 
k 2 n2 
m §. __ o> ^ e 0 -
_L »-> .-, k2 " u>2p,0e0K - 3
2 (27) 
d 
y i e l d s 
dH 
frVSFV. + W ° V 
A 








Finite-difference approximations to the partial derivatives are substi-
tuted into the above equation. The approximating equations are similar 
to Equation (13) except that the third and fourth order terms are omitted. 
For example, 
m V 3 HzaA
hl ^ H 
W~/A
 = Mhi+ha) " ̂ (hi+ha) + hxhs H z 0
 ( 2 9 ) 
where H is the longitudinal magnetic field component at node 1 and 
zi 
H is the image longitudinal magnetic field value that would exist at 
z3 A 
node 3 if there was no dielectric present. This image potential is re-
moved by solving the transverse Helmholtz equation 
H H H H 
Zl Z 3 A Z 2 Z 4 
Mha+hg) ^ (h i+hg) " haCha+hJ " h j h s + h j (30) 
17^7- + r~-)) = "^H z0 \hiha h2h4// a z0 
which is valid at an air positioned node, for H and substituting it 
z3 A 
into Equation (29)- The result of substituting for all the derivatives 
into Equation (28) is an equation relating the longitudinal electric and 
magnetic fields at neighboring nodes to the longitudinal magnetic field 
at the center node of Figure 6. A normalized electric field is defined 
as 
I = ̂  E (3D 
z. p z. 
1 1 
2k 
in order to absorb the unknown phase velocity u)/[3 and to introduce a 
scale factor X which is adjusted later to aid in the solution of the 
equations. The final result of Equation (28) is 
/ 2 \ / 2(h +Th ) N\ / 2T \ 
Hzi vMhx+ha); + Hz2 \h7(h1+h3)(h2+h4);
 + Hz3 Wchi+hg)/
 ( 3 2 ) 
+ H ( 2 ^ h i + T h ^ ) x ^ + H (-2(ht+Tb^) ( 1 + 1 > 
z 4 \ h 4 ( h 1 + h 3 ) ( h 2 + h 4 ) / z 0 \ ( h i + h a ) N h ^ " h 2 h 4 / 
+ 2 kLZliL (1 -T) ^ + 2 (1-KT) /
 E
Z >
 E z p h 4 + ^ 1 i 
" hxh3 (hi+ha)/ (hi+hg) VhTK+hTT h^hs+hj hsh4 z0 
= -k2H 
a z, 
Requiring continuity of the tangential component of the magnetic 
field yields 
Hx = Hx (33) 
air dielectric 
and in a manner similar to the previous derivation results in 
-Ksr)A
 + "̂  W A = -
pT(^)D
 + »-K W D
 (3U) 
where the parameter T = k2/k2 is again used. Substitution for the par-
tial derivatives and elimination of the image fields results in an equa-
tion relating the electric and magnetic fields at neighboring nodes to 
the electric field at the center node of Figure 6. 
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H h2 H h4 h4-h ; 
z Z ^ + ^ l v \2Q^} H r ^ ? ^ + s„ U /v .̂ v. \ (35) h 4 (h 2 +h 4 ) h2(h2+h4T h2h4 z 0 / hi+Kh3 z1 KhTi^h+^T) 
+ F ( 2(hi+KTh>Q N - / 2KT 
z2 \(h1+Kh3)n2(h2+h4yy z3 Vh3(hi+Kh3) 
. 2 ( h l t K T ^ ) ^ . E f-2(h1+KTh,) / 1 _ + _ ^ _ 
(hi + Kha)]^ (ha+ lk ) / zo \ (h!+Kh3) Vhxha h ^ 
h i h s ( h i + K h g ) / a z 0 
At the node where the edge of the center strip coincides with the 
air-dielectric interface, the boundary conditions are that E = 0 and 
m z 
that -r— = 0. The first condition is satisfied by requiring the electric 
field at that node to be zero and incorporating it into the equations 
for neighboring electric nodes and the adjacent magnetic node. The 
second condition is satisfied by requiring H = H and h2 = h4 in 
z2 z4 
Equation (32), resulting in 
\ (M^T) + \ (IfSi)+ HZ3 fcrra) (36) 
+ H (^(hi+Tbg) (_l_ + n + 2 hj-ha (l-T) \ 
zo V (hi+ha) Vhih3 h|/ hjbg (hi+h7)/ 
+ Xl̂ CTl (!k . -k) = .& 
h!+h3 \ hi h4 / a z0 
The edge of the center strip must terminate on a node. 
This completes the formulation for the unequal node spacing of 
the finite-difference approximation to the transverse Helmholtz equation 
26 
which must hold at each node in the configuration. 
Transverse Helmholtz Equations for Integral Multiple Spacing 
If the node distribution is such that all node spacings are inte-
gral multiples of a basic spacing H, then the Helmholtz equations can be 
put into a slightly different form. For example, Equation (19) which 
applies at an air node, can be written as 
2 f r ^ r + r ^ 2 -Y + A r + A r (37) 
VhxHthiH+hsH) h^ jH^H+^H) h^HThTH+haHj h4H(h3H+h4H)
 KDU 
where h x , h 2 , h 3 , and h 4 a r e now i n t e g e r s . Fac to r ing out H y i e l d s 
? ( & + jk + 03 , 04 (nQ) 
V M h i + h a ) hTOv^hTT h 3 (h 1 +h 3 ) h^Cha+h*)
 V ; 
i^rrr + >rV)) - -^H20O 
0 \h ih3 h 2 h 4 / / a ™ 
All other nodal equations are modified in the exact same manner, i.e., 
k2 and k2 a re r ep l aced by k2H2 and k^H2, r e s p e c t i v e l y . Once k2H2 and a d a cL a 
k2H2 are calculated for a general configuration of nodes, the solution 
can be scaled for any substrate thickness desired by specifying H and 
solving for k2 and k2. 
a CL 
Transverse Field Equations for Equal Spacing 
The solution of the Helmholtz equations yields values for the 
longitudinal magnetic and scaled electric field intensities at each node 
27 
Using Maxwell's equations, the transverse fields are found from the 
longitudinal fields. The equations were derived and listed as Equa-
tions (7). Recall the use of the scaled, electric field 
\ = *££a \ • (3D 
i 3 i 
Equations (7) in air then "become 
jp -b\ 3 BH 
IT £ z (on) 
x " Xk2 dy k2 Sx K^} 
a a 
- jp dE jp dH 
H . z z 
y " Xk^ dx k2 By 
a a 
- j P 3 9E joufio m 
g 5. z 
x U)e0Xk
2 dx k2 dy 
u a a 
- j P 2 31 W o SH 
g _ Z + Z 
y uoe0Xk
2 dy k2 dx 
and in the dielectric, Equations (7) become 
jPK dEz JP BHr 
[f By" " k| IT _ _z z (i+o^ x " Xk2 by k2 Bx V ; 
H = 
-jpK BEz JP SHz 
y "" X k | Bx k2 By 
- jp 2 BEz joup-o BHz 
x ~ 0)e0Xk
2 dx k2 dy 
- j p 2 BEz j(JU 0̂ c)Hz 
y " ci)e0Xk
2 dy k | dx 
28 
For node spacings that are integral multiples of a basic spacing 
H, artificial nodes can be placed bet-ween the original nodes to form a 
mesh of equally spaced nodes. The longitudinal field values at the 
intervening artificial nodes are found by simple interpolation. Thus, 
finite-difference equation approximations for the transverse fields need 
only be derived for equal node spacing, as sho"wn in the node arrange-
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Figure 7« Node Arrangement for Equal Spacing 










For node p o s i t i o n s l o c a t e d i n a i r , t h e t r a n s v e r s e f i e l d s a r e 
H = £!_ p] " \) . Jl (%4 ~ \) (h,\ 
x Xk2 V 2h / k2 V 2h / {*5) 
a a 
, n / E - E \ . Q / H - H 
H - i l i P + 7-3) _ Jfi f -5a 5a 
y ~~ Xk2 \ 2h / k 2 \ 2h 
J a a 
- j P 2 ,E - E N ju)|j,0 ,H - H 
x cue0Xk
2 \ 2h / k 2 \ 2h u a a 
.2 - j r /B - E x jcu(i0 ,H - H 
E = pi *«) + !3 (: 
\ 2h y k 2 \ 
Z j . Z£_ 
V coenXk
2 \ 2h / k 2 \ 2h 
0 a a 
and in the dielectric 
aPK ,E - E N j p ,H - H N 
H = (_5j 5a.) ( _ ^ z ^ \ ( W 
x Xk2 V 2h / k 2 \ 2h / {W) 
d d 
-J0K ,E - E N jP ,H - H 
a _,_ p*_aO - ^ (-2J 5a y Xk2 \ 2h / k 2 \ 2h 
d d 
- j p 2 ,E - E x jfljp.0 ,H - H 
E = ( _ 5 A Sa.) „ ( _ 5 J 5a 
x u)e0Xk
2 \ 2h / k 2 \ 2h 
d d 
- j p 2 ,E - E v jcuno ,H - H v 
E = -. ( _ 5 J 5a.) + - ( -54 5a.) 
y we0Xk
2 \ 2h / k2 V 2h / 
d d 
C a s t i n g F i n i t e - D i f f e r e n c e E q u a t i o n s i n t o a M a t r i x E i g e n s y s t e m 
M a t r i x E i g e n s y s t e m F o r m u l a t i o n 
I n o r d e r t o d e t e r m i n e t h e f i e l d c o n f i g u r a t i o n a round m i c r o s t r i p , 
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the finite-difference equation approximation to the transverse Helmholtz 
equation at each node must be solved. Equations (19)> (21), (24), (25), 
(32), and (35) are the difference equations for various boundary condi-
tions which relate the field values at each node to the corresponding 
field values at neighboring nodes. 
There are two scalar potentials superimposed on each other at each 
node. One potential corresponds to the scaled longitudinal electric 
field, E , and the other potential corresponds to the longitudinal mag-
netic field, H . These fields are not directly coupled to each other, 
except along the air-dielectric interface where the equation for E at a 
node is in terms of the adjacent values of E and H . Likewise, the H 
z z ' z 
equation is in terms of adjacent values of H and E . Were it not for 
z z 
this interface coupling, each scalar potential set could be solved inde-
pendently. This would, however, result in independent TE and TM mode 
solutions which would not satisfy the boundary conditions. 
If there are nj nodes allowing for nonzero H values and n2 nodes 
allowing for nonzero E values, then there will be n = n^ris separate 
nodal equations to be solved simultaneously. At a node in air, a typical 
magnetic field equation would be like Equation (24) with the 0. replaced 
by H having the proper subscripts. For a node along the interface, 
i 
the magnetic field coupling equation would be of the form of Equation 
(32) and the electric field coupling equation would be like Equation (35)-
The set of linear simultaneous equations resulting from writing 
the equations at each of the n nodes in the dual mesh is of the form 
A$ = -k2$ (45) 
where A is an n X n square matrix given by Equation {k6). 
a l , l "l,2 °-—° a l ,b ° ° 
a2, l a2,2 a2,3 °" - -° a2,b+l ° ° 
0 a3,2 a3,3 a 3 ^ °----° a3,b+2 ° ° 
0 0 a , 0 0 a _ a a 0 0 a _ 0 0 a - 0 a 0, 
c,d c , c - l c ,c C,C-I-_L c , l c , f c ,g 
% i ° % J ° ° % k 0 - " - ° % h - l % h % h + l ° - - ' -
0 %: 
0 a 0 0 a ., a a 0 0 a 0 . . 0 
n, o n , n - l n ,n n ,n+ l n ,q 
0 0 a , 0 . . . . 0 a _ a a _ 
r , t r , r - l r , r r , r + l 
0 0 a _ 0 0 a _ a 
s , t + l s , s - l s , s 
32 
The coefficients of the coupling terms are designated with a circumflex. 









Note that in the finite-difference equation development, the use 
of the parameter 
k2 
<V — —Q. 
~k l 
(48) 
allowed the set of simultaneous equations to be cast into the basic 
eigensystem form 
(A - XI) $ = 0 (1+9) 
where 
X = -k< 
a 
(50) 
is the eigenvalue, § is the eigenvector, and I is the identity matrix. 
General Eigensystem Form 
The set of equations 
(A + k2l) $ = 0 
a (51) 
is a set of simultaneous homogeneous linear equations. Nontrivial solu-
tions exist for this set of homogeneous equations if the order n of the 
33 
matrix (A + k2l) is greater than the rank of the matrix. If the rank a 
is n, the order of the matrix, the solution vector is unique and is the 
trivial solution, and the determinant of the coefficient matrix (A + k2l) 
a 
is nonzero. Since the trivial solution has no physical significance, 
nontrivial solutions whose coefficient matrix has a zero determinant are 
sought. 
The determinant of the matrix (A + k3l) 
v a ' 
[ A + < I | 
(an+k|) 
8-31 




a S 3 0 
(%3+k|) = 0 (52) 
is after expansion an n -degree polynomial in k2 called the character-
a 
istic equation, 
_2 \n 2 \ n - i 2 \ n - 2 (ksar + Cl (kp"^ + c2(ka)"^ + + C (k ) = 0 (53) 
n a 
where Cl9 C2, ..., Cn are constants. The roots of this n -degree poly-
nomial equation are the eigenvalues, characteristic values, or latent 
roots, of the eigensystem of Equation (51). Direct solution of the char-
acteristic equation for orders greater than three or four is, in general, 
very difficult. Methods for determining k2 other than by calculating 
a 
the roots of the characteristic equation will he investigated later. 
t 
The rank of a matrix is the order of the largest nonzero deter-
minant of submatrices formed by eliminating rows and columns. It is the 
number of linearly independent rows or columns of the matrix. 
3h 
In many engineering problems, the rank of the matrix is usually 
n-1, thus corresponding to only one linearly dependent equation and n-1 
independent equations in the set. Therefore, for a particular eigenvalue, 
by assuming any value for one component of the eigenvector, the other 
components can be found. The solution to such a system is determined to 
within a multiplicative constant. 
For the eigensystem of Equation (51).? composed of n equations, 
there are n mathematically acceptable eigenvalues. To each eigenvalue 
there corresponds an eigenvector such that Equation (51) is satisfied. 
Node Numbering of the Configuration 
The form of the coefficient matrix A depends upon how the nodes of 
Figure 2 are numbered. Two general methods were used. In the first 
form, the magnetic field matrix and electric field matrix are partitioned 








At any node in the configuration of Figures 8 and 9 "the number above the 
node corresponds to the magnetic field node number and the number below 
the node corresponds to the electric field node number, with the excep-
tion that the only nodes on the center strip are magnetic nodes. For 
example, in order to generate the matrix A in the form of Equation (5*0, 





Figure 8. Simplified Microstrip Model with Node Numbering 
for a Partitioned Matrix 
Nodes 12 and 28 physically occupy the same location; however, 
the equation for node 12 has the form of Equation (21), and is 
H H 
JkL 
h2 T h2 h
s h* 
H H 
- ^ + -& + "T^ " H ttj 
Zia \h J 
) = -k^H 
d zia 
(55) 
Node 28 has the form similar to Equation (25), since it is next to a 
wall on which E = 0, and has the equation 
Z 
§23. + J&L + J&L „ i (£)= -k
2E 
h2 h2 h* z2 8 w v d Z28 
(56) 
Recall that E is a scaled electric field. 
36 
Z . P Z. 
1 1 
(3D 
The reason for using the scale factor X is best seen in Equation (5*0-
Depending upon which values of T and K are used, the coupling matrices 
can be such that, for example, only large numbers appear in C1 compared 
with the small numbers that appear in C2. The effect of this unbalance 
is that the eigenvector is then composed of approximately half large 
numbers and the other half small numbers which can reduce the accuracy 
in their calculation. A quick check of the interface equations indicates 
a good choice for X, and thus helps make the solution calculations a bit 
more accurate. 
Another way to number the nodes is shown in Figure 9« The same 
nodes considered previously 
^x 
Figure 9. Simplified Microstrip Model with Node Numbering 
for a Band Matrix 
37 
are now nodes 19 and 2k. The equation for node 19 is 
-|j£- + -TJa + ~|^ + -|fa-H (4)=-k^H (57) 
h3 h2 h2 h2 z19 \h
2/ d z19
 w y 
and for node 2k is 
" T ^ + -Ta3" + " I F - E (4-) - - kJC (58) 
h2 h2 h2 z2 4 w v d z2 4 
In this form of numbering, the magnetic, electric, and coupling matrices 
cannot be partitioned, but rather are intermingled. The method does have 
t 
some merit in that the matrix A is now a band matrix, the band width 
being determined by the numbers of nodes used to model the microstrip. 
The scale factor X has the same exact purpose in the band matrix as it 
does in the former partitioned matrix. 
Specification of Coefficient Matrix 
With either form of the coefficient matrix decided upon, all that 
remains is to determine the numbers that fill each matrix element. After 
specification of the node spacing and dielectric constant, T alone re-
A band matrix is one where all nonzero matrix elements lie be-
tween a lower diagonal and an upper diagonal, e.g. 
[~X X 0 0 0 o] 
X X X 0 0 0 
0 X X X 0 0 
0 0 X X X 0 
0 0 0 X X X 
I 0 0 0 0 X xl 
B is a band matrix having a band width of 3-
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mains. Recall that T was the parameter defined in Equation (27) as 
k2 o)aM,0e0 - 3
2 
T = k| = (Ĵ iioeoK - £2 ' ^ 
Since the microstrip medium is composed of two homogeneous dielectric 
regions, the phase constant, f3, will lie between that for a homogeneous 
air medium |3 . = u)/ M-oeo an(i a homogeneous dielectric medium 
a i r 
p \ . n , . = u)/ ^0e0K . d i e l e c t r i c y f-u u 
w2M-0e0 < P
2 < ou2(j,0e0K (59 ) 
This c o n s t r a i n s k2 t o be n e g a t i v e , s ince a 0 7 
K --'- wWo " P (60) 
a 
and c o n s t r a i n s k2 t o be p o s i t i v e s ince 
d 
k j = uu*>0e0K - r (6i ; 
Thus T is chosen to be a negative number, and the coefficient matrix is 
completely specified. Rewrite Equation (27) as 
T = (? - 0 / f K-0 = ( | - 0 / ( | K-0 «*> 
where 




P = 2TT/\, (6U) 
Specifying a value for T sets explicitly the particular 3/(30
 o r ^ A Q 
ratio that will characterize the solution. 
The coefficient matrix is real (since losses are neglected), non-
symmetric (due to the boundary conditions), and sparse (since the micro-
strip is modeled with finite-difference equations). 
Eigensystem Solutions 
After complete specification of the matrix, the eigensystem is 
solved to determine first the positive eigenvalue, 
X = -k- (65) 
and then the eigenvector, 
$ = hi) 
From Equation (27) , k^ i s determined, 
, 2 _ a 
cl " T 
(66) 
and Equations (60) and (6l) are then solved simultaneously to determine 
the frequency of operation, 
ko 
f = o, 7==/ /,_,v (67) 
and the phase constant of the propagating mode, 
P = /-< ̂ 7 ^ (68) 
Since the matrix is real and nonsymmetric and since the main diagonal 
changes sign, the n mathematically allowable eigenvalues of the n x n 
25 
matrix are real or occur in complex conjugate pairs. However, only 
those that are positive correspond to Equations (65) and (59) and can be 
considered in determining the dominant mode. Negative eigenvalues for a 
negative T result in the contradicting requirement of (32 < ou2|i0e0 and 
p2 > u/V0e0K. 
Methods of Solution of Matrix Eigensystems 
There are two classes of techniques used to solve the matrix 
eigenvalue problem; the indirect method and the direct method. The in-
direct method is an iterative process which can converge to the lowest 
eigenvalue and corresponding eigenvector. There is another iterative 
method, the power method, which can converge to the largest eigenvalue 
and corresponding eigenvector. The direct method, on the other hand, 
generates all the eigenvalues and as many corresponding eigenvectors as 
wanted. 
Indirect Method 
In many eigensystem problems which have large coefficient matrices, 
kl 
there is a practical advantage to using the indirect method as opposed 
to the direct method. The direct method, by its very nature, requires 
the entire coefficient matrix to be readily accessible when calculating 
the eigenvalues and eigenvector. When using digital computers, this 
requires a considerable amount of core memory merely to store the matrix. 
The indirect method circumvents this requirement in that only one row of 
the coefficient matrix is needed at any one time, and only then is it 
generated. This greatly reduces the computer storage requirements, and 
thus a substantially larger eigenvector is available for use and storage, 
With the indirect method, the finite-difference equation approximations 
to the scalar Helmholtz equations which apply at each node are solved 
for the scalar field (electric or magnetic) at the center node in terms 
of the surrounding scalar field values. For example, Equation (22) for 
a magnetic node in air would be rewritten as 
H + H + H + H 
H = -SL, 52 J& _ZiL (69) 
(h - h2k|) W ) 
An initial guess for the eigenvalue -k2 and eigenvector $ is made and 
a 
the iteration begins. The first magnetic node is updated by substituting 
the field values of the surrounding magnetic nodes and the guessed eigen-
value into the difference equation corresponding to that particular node. 
The new field value is calculated and it then replaces the value pre-
viously associated with that node. The next magnetic node is updated by 
substituting into its relevant equation the newly calculated magnetic 
field value and the adjacent field values. This procedure is continued 
until all magnetic and electric field node values have been recalculated. 
k2 
A complete pass through the n potentials is termed an iteration. 
After several iterations, the electric and magnetic fields tend 
to assume the correct relative values with respect to each other even 
with an inaccurately guessed eigenvalue. With an improved estimate on 
the eigenvector, the guessed eigenvalue needs correcting so that it is 
nearer the true eigenvalue. 
There is a procedure for determining an improved value for the 
guessed eigenvalue which depends only upon the relative field values. 
26 
The Rayleigh quotient 
X = ̂  (70) 
where 
*T 
= (H , H , H , , E ) (71) 
zi z2 z3 z n 
is the transpose of §, gives the new estimate of the eigenvalue X based 
on the eigenvector § generated by the last iteration. Using this im-
proved estimate for the eigenvalue, the iteration technique is performed 
several times. Again the Rayleigh quotient is applied to improve the 
eigenvalue based now on the improved relative field values. The entire 
process is repeated until convergence is hopefully obtained. 
27 
Fox has stated that the Rayleigh quotient has no particular 
28 
virtue for matrices lacking symmetry. Forsyth and Wasow proved that, 
t 
unless the coefficient matrix is diagonally dominant, convergence via 
t 
A diagonally dominant matrix is one for which the matrix elements, 
a. ., satisfy >-, 
KJ > 1 KJ' i= 1,2,...,n 
^ 
h3 
the iterative indirect technique is not guaranteed. Since the matrix 
which models the microstrip is not diagonally dominant and is nonsymmet-
ric, there is no way to guarantee convergence of the eigenvector or of 
the Rayleigh quotient. 
The unloaded waveguide problem has been cast into the matrix eigen-
29 
system form and solved by Davies and Muilwyk using this iterative pro-
cess. However, the coefficient matrix resulting from the finite-
difference approximations was symmetric and diagonally dominant, thus 
guaranteeing convergence to the lowest propagating mode. Their method 
utilized successive-over-relaxation to speed convergence. 
Convergence by the indirect method cannot be guaranteed for the 
microstrip problem, but there is no proof that it will not converge. 
The indirect method was applied to several matrices modeling the micro-
strip. It was found that, if the order of the coefficient matrix was 
around 30 or less, the relaxation procedure would converge, but for 
matrices of order greater than 30, convergence could not be obtained, 
regardless of the eigenvector accuracy. As a final check, a matrix of 
order of about 100 whose eigenvalue and eigenvector were known was con-
sidered. The guessed eigenvalue was the correct one and the initial 
components of the guessed eigenvector were set very close to the known 
values, but the relaxation process diverged away from the known solution 
and never did converge, even after several thousand iterations. 
This indirect method, when it converges, does so to the lowest 
eigenvalue and eigenvector. Thus the other n-1 eigenvalues and eigen-
vectors are obscured. 
uu 
The indirect method was abandoned in favor of a direct method for 
this work since the lack of convergence prevented successful application 
of the technique. 
Direct Method 
The direct method is the best way to calculate all the eigenvalues 
of a matrix eigensystem. However, since the complete coefficient matrix 
must be accessible, there is an upper limit to the size matrix which can 
be retained in the computer memory core. 
Starting with Equation (51) 
(A + k*l) $ = 0 (51) 
ct 
we are interested in finding the n values of k2 which satisfy it. The 
3, 
Q,E transform was chosen since it is considered to be the best method 
available for calculating the eigenvalues of a general matrix. The QR 
transform was developed and after a long experimental period was pub-
30 31 
lished by Francis. ' It is briefly outlined in Appendix B. 
Eigenvalue Calculations. The coefficient matrix of Equation (51) 
has been shown to be a real, nonsymmetric, and sparse matrix. This 
matrix A is transformed initially to an upper Hessenberg matrix or some-
times called an almost triangular matrix, A '' . This reduction is done 
32 t 
by the Householder method using similarity transforms. The matrix 
has a special form in which all elements below the first subdiagonal are 
zero. Since A is similar to A, the eigenvalues of A are exactly 
B A B is a similarity transform of A. 
h5 
those of A. 
A CD-
X X X X X X 
X X X X X X 
0 X X X X X 
0 0 X X X X 
0 0 0 X X X 
0 0 0 0 X X 
72) 
The theory of the QR transform is that any matrix A can be decom-
t 
posed into the product of a unitary matrix Q and an upper triangular 
matrix R. The transform consists of forming a sequence of matrices 
A(k+1) = Q(k)*A(k)ft(K) (73) 
where the superscript k keeps track of the iterations. It is done by 
(k) (k)* 
pre-multiplying A by a unitary matrix Q, chosen so as to reduce 
(k) (k) 
Â  to the upper triangular fo:rm R 
Next post-multiply R ^ by Q ^ 
to get A (k+D The transform can be written as a similarity transform, 
A <k+1) = Q W V M ) * . . . . Q(1)V1}Q(1)Q(2).... Q(k) (7k) 
(k) 
As k -» <», the matrix A tends to upper triangular whereupon the diago-
nal elements are the eigenvalues of A. 
In order to speed convergence the origin of the eigenvalues is 
(k) 
shifted by the amount k before the iteration and shifted back after ^ s 
the iteration, thus making the transform become 
t -1 * 
U is a unitary matrix if U = U where the asterisk implies the 




A(k) . k ( k ) x _ Q(k)H(k) R(k)Q(k) + k ( k ) I = A(k+D ( 7 5 ) 
s s 
A ( k + i ) = Q (k )* A (k ) Q (k ) ( 7 6 ) 
Q (k )* ( A (k ) _ k ( k ) ^ = E (k ) ( 7 7 ) 
The iteration procedure is not changed except for the shift. 
If the matrix is real but nonsymmetric, as A is in Equation (51), 
then complex eigenvalues which require complex shifts are allowable. 
Francis developed a form of the Q,R transform which performs two itera-
tions at one time, thus eliminating the need for complex matrices. The 
transform is defined by 
A (k) . k ( k ) x = Q ( k ) R ( k ) R (k ) Q (k ) + k ( k ) x = A ( k + D ( 7 8 ) 
s s 
A(k+i) _ k(k+l)I = (k+l)R(k+l) R(k+l) (k+l) + k(k+l)z = A(k+2) 
s s 
or 
A ( k + 2 ) = ( Q ( k + i ) Q ( k ) ) * A ( k ) ( Q ( k V : k + i ) ) ( 7 9 ) 
*W (̂k+l) „(k) J Jk+l) where the possibly complex matrices Q , Q, »R , and R are 
not explicitly calculated and, as a result, all calculations are per-
formed in the real field. 
The technique for a double iteration is to perform an initial 
(k) 
similarity transformation on Ay and then reduce the resulting matrix 
to upper Hessenberg form by Householder's method. This yields Â  , 
7̂ 
the matrix which would be obtained after two iterations of the QR trans-
form. After each double iteration, the subdiagonal elements are inspected. 
(k) (k) 
If av _ is zero, then a is accepted as an eigenvalue and the ma-
n,n-l ' n,n to 
trix is deflated by eliminating the last row and column. If a is 
zero, the eigenvalues of the bottom 2 x 2 submatrix are accepted as eigen-
values and the last two rows and columns are eliminated. If either is 
zero, do the following: accept the eigenvalue, deflate the matrix and 
start another double iteration on the reduced matrix. If neither is 
zero, proceed with another double iteration. The process is continued 
until the matrix has been reduced to either a 2 X 2 matrix from which 
the eigenvalues are directly calculated or a 1 X 1 matrix which is the 
last eigenvalue. Starting with the n X n coefficient matrix, repeated 
application of the double QR transform results in the n eigenvalues 
satisfying Equation (51)• 
Eigenvector Calculations. The best method for determining the 
eigenvector corresponding to a particular eigenvalue is the Wielandt 
33 iteration or inverse iteration technique. With this procedure, one 
iterates with (A - pi) for a value of p where A is the coefficient 
matrix and p is close to the eigenvalue. Inverse iteration is effective 
with a full matrix, but if A is reduced to upper Hessenberg form A at 
the start, the process is far more efficient. 
The iteration is expressed in the form 
-1 
^ = ( A ^ - pi) * « (80) 
h8 
where <ir is the eigenvector after the k iteration. In practice, it 
is better to rearrange Equation (80) to 
l W = (AM - pi) *<k+1) (81) 
The eigenvalues of (A - pi) are (\-p) . If p is a close approxi-
mation to \ , but not to any other of the eigenvalues of A , then 
(\-p) is much larger than the other eigenvalues. By iterating with 
(Av - pi) , rapid convergence to $ is obtained, since this is the 
corresponding eigenvector of (Â  - pi) as well as that of A. 
Beginning with an arbitrary eigenvector U for the eigenvalue \, 
(A*1* - XI) *(1> = U<0) (82) 
is solved directly via Gaussian elimination with partial pivoting for 
<r . The element of maximum modulus M ' of the solution vector § 
is then determined. An improved estimate of the eigenvector will be 
U(l) = *W/M(1) (83) 
With a forward substitution of IT into Equation (82) 
( A ^ - XI) *<2> = * W (8U) 
is solved for § as before with partial pivoting and back substitution. 
h9 
This iteration process converges to that eigenvector corresponding to 
the accurate approximation of the eigenvalue X. Although (A ' - pi) 
is almost singular when X is close to p, this does not affect the accu-
racy of the process. 
The eigenvector components correspond physically to the longitu-
dinal magnetic and scaled electric field magnitudes at the nodes in the 
microstrip configuration. The longitudinal electric field is calculated 
from 
E = ̂ — E (85) 
z. Xci)e0 z.
 v yy 
1 u 1 
Errors in Numerical Analysis 
There are several types of errors which can cause the numerical 
answers to problems to deviate from the true solution. Since an analy-
tical solution to the microstrip problem has not been found, it is 
necessary to compare the numerical answers with experimental results in 
order to determine what error exists. The errors in the theoretical re-
sults are classed in two areas; those that are inherent in the mathema-
tical formulation and those that arise in actually calculating the nu-
merical solutions on a computer. 
Errors in the Mathematical Formulation 
Three types of errors arise in formulating the mathematical model. 
The specification of the dielectric constant may be in error by as much 
as five percent. This type of error is classed as an error due to the 
inaccuracies of the physical data. 
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Physical Situation Approximations. Errors arise whenever a 
mathematical model is used to approximate the physical situation. For 
example, the assumption that the center strip is infinitely thin is not 
completely accurate. There is a slight error introduced when the con-
ductivity of the center strip and ground plane and the loss tangent of 
the dielectric substrate are assumed negligible. The largest contribu-
tor to error in this group is that error which arises when the open 
microstrip configuration is bounded by the electric and magnetic walls, 
thus requiring the longitudinal fields to approach zero a finite distance 
away from the center strip. Only if an extremely large bounding box were 
allowed would the error introduced by this boundary condition become 
completely negligible. 
Finite-Difference Approximations. The major contribution to 
total error is mesh or truncation error. It arises from the replacement 
of the elliptical differential equation by a finite-difference equation. 
In particular, at the node points of the modeled configuration, the first 
and second order partial derivatives are replaced by the truncated in-
finite series to get the finite series approximation, as in Equations 
(13) and (ll+). 
With respect to the node arrangement of Figure 3, the finite-
difference approximation for the first order derivative is, from Equa-
tion (13) 
© „ • W t X * - * • * • ( * - 4 ) ) - B ^ 
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where the remainder 
|R| * £ h2M3 (87) 
if 
h ^ max(h4,h2) (88) 
NL, k = 1,2,3*•••• denotes the supremum of absolute values of all the 
partial derivatives of §(x,y) of order k in the interval of interest. 
The largest term of the error in the finite-difference form of the equa-
tion contains the factor h2. Thus the approximation has an error 0(h2) 
as h -* 0. 
Considering Equation (8), it is obvious that the forward differ-
ence approximation to the derivative is 
©0 - ̂
+ ° w (89) 
The backward difference derivative also has an error of order h. 
The second order derivative is from Equation (l̂ -) 
where 
|R| =§ I Mfe + T2 h2M4 (91) 
i f 
h ^ max(h4,h2) (92) 
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Here the largest term of the remainder has a leading factor of h. Thus 
the approximation has an error 0(h) as h -» 0. For an equally spaced 
net, h = h2 =114, and 
(§), = ̂ ^ + * <»> 
where 
iRls^h 2^ (9h) 
Equations (91) and ($k) show the advantage of using equally spaced nets, 
in that the error term in the finite-difference expressions drops from 
0(h) to 0(h2), as h - 0, when h = h2 = h4. 
Whenever there is a reentrant corner, which appears here as the 
edge of the center strip, the finite-difference approximation suffers 
since Taylor's expansion is inaccurate, due to the unbounded nature of 
the field derivatives near the singularity. Sinnott, et al. have 
stated that, for solutions whose order of error is normally 0(h2), if a 
thin edge is present, the dominant error term is 0(h) rather than 0(h2). 
According to Green, there is no purely theoretical way to de-
termine the percent error to be anticipated when finite-difference tech-
niques are employed. The most positive way to determine an estimate of 
error is to make a numerical evaluation of a problem which can be solved 
analytically and then compare results. In some cases, the numerical 
evaluation can be compared with experimental results. Another technique 
when using finite-difference equations is to halve the spacing between 
nodes, solve the problem a second time and observe the percentage change 
53 
in results. A small change would imply that the difference approxima-
tions are adequate and that further reduction in mesh size is not 
necessary. 
36 
Walsh has pointed out that, since an estimate of the error can 
not be made, then an upper bound would be helpful but that we are a 
long way from achieving this in the field of partial differential equa-
tions. Upper bounds for the error can generally be obtained in terms of 
the quantities such as Mg and MQ, but these quantities are seldom known. 
It has been proved that, under quite general conditions, the error does 
37 tend to zero as the mesh size, h, approaches zero. 
Computational Error 
The errors which occur in calculating a solution to a numerical 
problem on a digital computer are generally referred to as roundoff 
error. One type of roundoff error occurs when the computer handles a 
fraction which transforms to a nonterminating decimal. The fraction is 
not accurately represented. When a number is stored in the computer, 
there are only k digits available when working in single precision. The 
accumulation of the effects of restricting these numerical values to the 
finite number of places results in a roundoff error which can build up 
after a large number of operations. 
The only place roundoff error could be of consequence in this 
dissertation is in the QR algorithm and the inverse iteration algorithm. 
oQ 
In his work on the QR algorithm, Francis points out that, since there 
are basically two stages in determining eigenvalues, reduction to upper 
Hessenberg form and the actual QE iteration, and since neither involves 
5H 
the use of multiples greater than one, then roundoff error builds up 
only gradually. In the inverse iteration algorithm, the same applies 
in the reduction to upper Hessenberg form, and since partial pivoting 
is used in the Gaussian elimination, roundoff errors should build up 





A theoretical eigensystem approach for the determination of the 
dominant mode's f-p diagram and field configuration in microstrip was 
outlined in Chapter II. This method of solution of the eigensystem, 
the direct method, required millions of calculations. Moreover, the 
same procedure was repeated for different values of relative dielectric 
constant, substrate thickness, and strip width to substrate thickness 
ratio. In addition, each combination of the above parameters was con-
sidered at several frequencies in the microwave spectrum. This large 
number of calculations prohibited computing the solution by hand. 
Consequently, a high speed digital computer was used. 
Computer Requirement 
Since direct methods were employed to calculate the eigenvalues 
and eigenvectors, all elements of the large coefficient matrix, A, in 
Equation (51) of Chapter II 
(A + k2l) § = 0 (1) 
a 
have to be stored in the memory core of the digital computer. This re-
quirement necessitates the use of a computer with at least fifty thousand 
words of usable core. Based on the number of calculations involved, the 
56 
computer needs to be a high speed machine. It must also carry at least 
seven decimal places when representing a number and be capable of operat-
ing in double precision. 
Computer Programs and Program Sequencing 
Matrix Generation. The coefficient matrix A of Equation (l) was 
generated by a program which was written to allow for easily changing 
the modeling configuration, dielectric constant and frequency. The 
technique was to determine the finite-difference equations which repre-
sented all of the possible individual node configurations that were en-
countered when describing the microstrip. These equations were programmed 
as functions of the node spacing parameters h., 1 = 1 , 2, 3> and k, the 
parameter T, and the relative dielectric constant K. 
The first step in the matrix generation was to read into the com-
puter values for T and K. Then for each of the n electric and magnetic 
nodes, the node number, the node numbers of the adjacent nodes, the node's 
spacing parameters, and a label number which directed the computer to the 
finite-difference equation that applied to that particular node were read 
into the computer. In effect, each row of the matrix A was generated in 
turn until the entire matrix was filled according to the specifications 
of that particular problem. For a specific configuration, the frequency 
and/or relative dielectric constant was varied by simply changing the 
initial data card and recomputing the matrix, 
f 
After the matrix was generated, the trace of the matrix A was 
The trace of A is the sum of the diagonal elements 
n 
V an + &22 + 3-33 + •••• + a n n - i a-ĵ  
k=i 
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computed. The matrix was then transformed into an upper Hessenberg ma-
trix A^ whose form is given by Equation (72) of Chapter II. The trace 
of A was then computed and compared with the previously calculated 
trace of A. Since the two matrices A and A ' were similar, the traces 
t 
of the two matrices should be equal. 
Eigenvalue Computations. The eigenvalues were calculated by two 
subroutines. One performed the actual double QR transform, and the other 
subroutine was a control program that tested for convergence and made the 
decision when to accept the eigenvalues which were calculated. After all 
the eigenvalues had been calculated they were summed. The sum of the 
eigenvalues equaled the trace of the original and upper Hessenberg matrix 
provided all calculations were performed accurately. This was true since 
the QR transform reduced the matrix A^ to a similar triangular matrix 
which had as its eigenvalues the diagonal elements. The basic QR algo-
rithm programmed in Fortran was obtained from the University of Tennessee 
SHARE library. 
Eigenvector Computations. The eigenvector corresponding to any 
one of the eigenvalues could now be calculated. The n component eigen-
vector 
$T = (H , H ,..-., E ) (2) 
zi zs zn 
was calculated by the inverse iteration technique in which the eigen-
vector was normalized to its component of largest modulus. The inverse 
t 
The matrices might differ slightly due to roundoff error. A 
large difference would imply that the computer had made an error which 
had not been detected and corrected by the computer's own control 
program. 
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iteration subroutine in Algol was obtained from the Georgia Tech computer 
library. 
f-ft Computations. In order to calculate the frequency f and phase 
constant 0 corresponding to a particular eigenvalue \, initially the 
value of k2 had to be determined. 
<=-|r (3) 
(Recall that all the node spacings are an integral multiple of a basic 
node spacing H which is determined when the substrate thickness is spe-
cified. ) Then the frequency and phase constant were calculated from 
Equations (67) and (68) of Chapter II, which are repeated here. 
f = = A / -^TTTT- CO 
< m) <*> 
True Longitudinal Field Computations. The eigenvector, Equation 
(2), contains the components of the true longitudinal magnetic field and 
the scaled longitudinal electric field. The true electric fields E 
z. 
1 
are related to the scaled electric fields E by the following equation. 
Z • 
1 
L 5 (6) 
z. X(joe0 z. 
The scale factor X was specified at the beginning of the calculations, 
59 
and f and P were calculated from Equations (k) and (5) above. 
Transverse Field Computations. Another subroutine used the above 
calculated eigenvalue, frequency, phase constant, and eigenvector to com-
pute the transverse fields via Equations (1+3) and (kh) of Chapter II. 
Equation (6) was incorporated into the subroutine so that the final 
listing was the electric and magnetic field components at each node. 
The magnitude and direction of the transverse electric and magnetic field 
vectors were also computed. 
Numerical Results 
Numerical calculations were made for microstrip configurations 
having ratios of strip width w to substrate thickness b of one and two. 
A detailed discussion of the numerical results for the .055" alumina sub-
strate with a w/b = 2 follows. The calculated eigenvalues and eigenvec-
tors are initially discussed. Next the calculated f-|3 diagram is pre-
sented and discussed. Then the calculated transverse fields are 
presented. Finally, the mode pattern of the total magnetic field is 
discussed. 
The nodal distribution and numbering for this w/b = 2 configura-
tion are shown in Figure 10. The number above the node corresponds to 
the magnetic field node number and the number below corresponds to the 
electric field node number with the exception that all nodes on the 
metal surfaces (center strip and ground plane) correspond to magnetic 
nodes. There are 1̂ +7 electric and magnetic nodes, and so the resulting 
coefficient matrix of the eigensystem has an order of 1̂ 7 • 
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The previously outlined procedures were used to calculate the l47 
mathematically acceptable eigenvalues of A for values of T, -3 to -11. 
For each value of T, the number of positive and negative eigenvalues was 
approximately the same. The listing of the eigenvalues of small modulus 
has a rather interesting form as seen in Table 1. 
Table 1. Eigenvalues of Small Modulus for Several Values 
of T for an Alumina Substrate with w/b = 2 

























































0.12759 -0.06881 - 3-0 
An important point to observe is that the lowest positive eigen-
value breaks from column to column as T is varied. 
Observe the variation of the eigenvalues in Table 1 as a function 
of T, i.e. in each of the first four columns, positive eigenvalues ap-
proach and pass through zero as T is varied down to -3. This behavior 
62 
would suggest the possibility of each column corresponding to some type 
of mathematical mode. The negative eigenvalues in the positive columns 
approach zero for T of increasing magnitude, while there is a column of 
negative eigenvalues (column 5 of Table l) which changes less than one 
percent as T varies from -3 to -11. This implies that, for higher values 
of T, no new columns of positive eigenvalues will appear. This was veri-
fied for values of T up to -25-
The complex conjugate eigenvalues which occurred at T = -11, in 
Table 1, might seem to imply a coupling of two mathematical modes. 
However, in the experimental work such coupling has not been observed 
to occur in microstrip at the frequencies calculated. Other microstrip 
experimental investigators have not reported the simultaneous existence 
of two such modes and their consequent coupling at X-band. Calculations 
of the eigenvalues for a w/b = 1 configuration for matrices of order 1̂ 7 
and 185 did not reveal any such phenomena. Waveguide enclosed microstrip 
calculations also did not exhibit these complex eigenvalues. Thus, no 
physical evidence to substantiate the existence of these coupled modes 
is presently available. 
Eigenvectors 
The eigenvector corresponding to the lowest positive eigenvalue 
for T = -9 is displayed in Figure 11. The values above the nodes are 
the magnetic field values and those below are the electric field values. 
An eigenvector, corresponding to an eigenvalue in each of the four 
positive columns of Table 1, was calculated and is plotted along the air-
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Figure 12. Eigenvector for Lowest Mathematical Mode 
for T = -10 and f = 7-OU GHz 
Figure 13. Eigenvector for Second Lowest Mathematical Mode 
for T = -9 and f = 10.62 GHz 
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Figure 14. Eigenvector for Third Lowest Mathematical Mode 
for T = -5 and f = 12.9 GHz 
Figure 15. Eigenvector for Fourth Lowest Mathematical Mode 
for T = -3 and f = 14.49 GHz 
-
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calculated from the eigenvalue of column k is called the lowest order 
mathematical mode. That eigenvector corresponding to an eigenvalue in 
column 3 is the second lowest, and so forth. The region of prime interest 
was along the air-dielectric interface, since this was the region most 
accessible for probing the fields. Consequently, the longitudinal 
fields were plotted as field strength versus position away from the 
plane of symmetry. For a meaningful comparison, the plots had to corres-
pond to frequencies approximately in the same frequency band. For this 
reason, the eigenvectors correspond to different values of T. The fre-
quencies on each curve were calculated from Equation (U) for a substrate 
thickness of .055 inch. 
The longitudinal field variations of the lowest order mode, 
Figure 12, are similar to those of the second lowest mode, Figure 13-
The fields of the higher order mathematical modes, Figures 1*+ and 15, have 
more undulations than do those of Figures 12 and 13• These field varia-
tions are characteristic of higher order modes. Note, however, the 
pecularity of their shape. Both the longitudinal electric and magnetic 
fields have increasingly higher amplitude peaks as the distance from 
the center strip increases. Since these fields result in noncutoff modes 
having high energy densities away from the center strip, they are not 
considered to represent physically important modes as intuitively one 
suspects the dominant mode to be one whose energy density is concentrated 
nearer the center strip. 
In order to help determine which mode (the lowest or second lowest) 
is the dominant microstrip mode, calculations were made for the microstrip 
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configuration having a w/b = 1. Similar modes again appeared. At low 
microwave frequencies, the positive and negative peaks of the lowest 
order magnetic field solution were nearly equal. At higher microwave 
frequencies the amplitude of the negative peak of this mode increased 
and became larger than the positive peak. The early experimental work 
o 
of Shafer and the experimental work in this dissertation did not con-
firm the approximately equal positive and negative excursions of H . 
LA 
The results of both experimental procedures corresponded more closely 
with the second lowest solution, i.e. Figure 13. Also, as will be dis-
played later, the f-p diagram corresponding to the mode of Figure 13 and 
column 3 of Table 1 is closer to the experimentally determined f-p curve 
than is the mode of Figure 12 and column h of Table 1. 
The origin of the lowest mode, the third lowest mode, and so forth 
is not explicitly known. By the very nature of matrix eigensystems, an 
n X n system demands that there be n eigenvalues and corresponding 
eigenvectors. Thus mathematical modes are to be expected in the set 
of solutions for large matrix eigensystems. 
Based on this evidence, the solutions of column 3 of Table 1, 
i.e. the second lowest mode, are accepted as those solutions correspond-
ing to the dominant microstrip mode. 
Frequency-Phase Constant Calculations 
In order to determine the frequency corresponding to the eigen-
value and eigenvector obtained for a particular value of T, the substrate 
thickness has to be specified. The basic node spacing of H = O.OH658 
centimeters on the n = 1U7 microstrip model of Figure 10 corresponded 
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to a substrate thickness of .055 inch and a k2 given by Equation (3). 
Each positive eigenvalue of column 3 in Table 1, i.e. the eigenvalues 
of the dominant mode, was substituted into Equation (3) and the value of 
k for each value of T was calculated. The frequency and phase constant 
were then calculated from Equations (k) and (5) for each value of T. 
Frequency-Phase Constant Diagram. The final result of the fre-
quency and phase constant calculations is best displayed as an f-f3 
diagram in Figure 16. The straight line labeled TEM corresponds to a 
TEM mode solution that would propagate if the microstrip were fully 
loaded with a homogeneous dielectric having a relative permittivity of 
9.5- The frequency-phase constant curve for the lowest order mathemati-
cal mode corresponding to Figure 12 and column h of Table 1 was also 
calculated and is shown in comparison with the calculated curve of the 
dominant mode. The lowest order mode curve lies just to the right of 
the dominant mode curve. 
Note that (3 -» 0 as f -» 0. This means that the dominant micro-
strip mode does not have a cutoff and thus propagates at all frequencies. 
The other mathematical modes investigated also had a theoretical zero 
frequency cutoff. If these mathematical modes are real physical modes, 
then they should have been observed experimentally. However, experi-
mental measurements for the f-f3 diagrams which might have revealed their 
presence did not yield any evidence to support their existence. This 
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Microwave Dispersion. If microstrip was a nondispersive trans-
mission line, the f-f3 plot would be a straight line. However, in Figure 
l6, for the microwave region, the curve turns in towards the TEM plot 
and converges below 1 GHz. From the diagram it is seen that -TTT < 77 and 
0 dp p 
that microstrip propagation, is normally dispersive. Although it had been 
believed that microstrip was slightly dispersive, the TEM methods of 
analysis failed to provide any evidence to that fact. The numerical 
analysis method employed here does display the dispersiveness. 
Transverse Field Distribution 
The transverse fields were calculated from the longitudinal 
fields of the .055 inch alumina substrate with w/b = 2. The transverse 
components of the electric and magnetic fields were then combined to 
form a transverse field vector in order to provide a more complete 
picture of the microstrip mode. 
Transverse Magnetic Fields. The transverse magnetic field vector 
at each node for the .055 inch alumina suhstrate with a .110 inch center 
strip at IO.63 GHz is shown in Figure 17. Note that, in the vicinity of 
the center strip, the transverse magnetic field loops around that con-
ductor. This behavior is as expected since the microstrip mode is 
presumed to be somewhat similar to a TEM mode for which the magnetic 
field is entirely transverse and loops around the center conductor. 
Transverse Electric Fields. The transverse electric field dis-
tribution for the same configuration is drawn in vector form at each node 
in Figure 18. Here again, note the similarity of this transverse elec-
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Figure 17. Transverse Magnetic Field Distribution of the Dominant 
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Microstrip Mode on the .055" Alumina Substrate at 10.63 GHz 
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the center strip of a fully loaded line. For both the TEM and the hybrid 
coupled mode, the total energy concentration is high in the region under 
the center strip. 
Effect of Frequency Change. It was observed in the f-(3 plot of 
Figure l6 that the microstrip mode curve approached the TEM mode straight 
line at low microwave frequencies. This behavior suggests the possibility 
of the longitudinal electric and magnetic fields becoming smaller in com-
parison with the transverse fields as the frequency was reduced, thus 
approaching a quasi-TEM mode. To check this, fields at a frequency of 
-̂•97 GHz were calculated and compared with those at 10.63 GHz. The re-
sulting longitudinal magnetic and scaled electric fields along the air-
dielectric interface are plotted in Figure 19. The fields, normalized 
to unity, at the two frequencies were similar. The transverse fields 
are displayed in vector form in Figure 20. 
The transverse magnetic fields at 10.63 GHz were smaller than 
those at -̂.97 GHz. Each complete field distribution was normalized to 
the maximum of the eigenvector which in these cases was the maximum 
longitudinal magnetic component. In other words, for approximately equal 
amplitude transverse field distributions, the relative amplitude of the 
longitudinal magnetic field at -̂-97 GHz was smaller than that at 10.63 
GHz. Thus, as the frequency is lowered and the guide wavelength be-
comes much larger than the substrate thickness, the longitudinal fields 
decrease in amplitude and the microstrip mode approaches a TEM mode. 
Transverse Field of a Higher Order Mathematical Mode. As a matter 
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Figure 19. Longitudinal Fields of the Dominant Microstrip Mode 
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Microstrip Mode at 4-97 GHz and 10.63 GHz 
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longitudinal fields of Figure Ik. The transverse magnetic field vectors 
at each node are shown in Figure 21 and the transverse electric field 
vectors at each node are shown in Figure 22. Note the relatively high 
field intensities which are concentrated away from the center strip. No 
experimental evidence as yet supports the existence of this mathematical 
mode. 
Total Magnetic Field of the Dominant Mode 
A typical magnetic field mode pattern in the neighborhood of the 
center strip is sketched in Figure 23. This mode pattern was based on 
calculations for the .055" alumina substrate with a w/b = 2 whose longi-
tudinal magnetic fields and transverse magnetic fields (which are in 
time quadrature as required by Maxwell's equations) are given in Figures 
11 and 17, respectively. 
This mode has a distinctive feature not found in a TEM mode. The 
field distribution of a TEM mode lies entirely transverse to the direction 
of propagation. For this hybrid coupled mode, at an instant of time and 
for a specific location on the line the fields are purely transverse. 
However, at a point X /8 down the line there are both transverse and 
longitudinal fields and at a point X /h down the line the fields are 
purely longitudinal. 
A distinguishing characteristic causes the hybrid coupled mode to 
sometimes be referred to as a saddle mode since the magnetic field looks 
like an inverted saddle as it loops back into the substrate on either 
side of the center strip and closes on itself under the conductor. 
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ground plane substrate 
Figure 23. iMagnetic Field Distribution of the Dominant 
Microstrip Mode in the Vicinity of the Center Strip -j 
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Other Microstrip Calculations 
Frequency-Phase Constant Calculations 
Frequency-phase constant calculations were made for four other 
microstrip lines with the parameters listed in Table 2. 
Table 2. Parameters of Other Microstrip Lines 
Dielectric Substrate w/b 
Constant Thickness  
9-5 .025" 1 
9.5 -025" 2 
9.5 .055" 1 
16 .055" 2 
The f-0 curves for these cases are plotted in Figures 2k through 27. 
The shape of each is similar to the dispersion curve of the dominant 
mode in Figure l6, in that each exhibits dispersion in the microwave 
band and each approaches the TEM straight line at low microwave fre-
quencies. Since the f-p curve retains its shape relative to the TEM 
curve, these results imply that the microstrip mode of propagation is 
not greatly perturbed by changes in physical dimensions and dielectric 
constant. 
Field Calculations 
The longitudinal field distributions for the four configurations 
of Table 2 are shown in Figures 28 through 31* The fields are similar 
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Figure 2k, f-f3 Diagram fo r t h e Dominant M i c r o s t r i p Mode 
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Figure 25 . f-|3 Diagram for t he Dominant Mic ros t r i p Mode 
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Figure 26. f-p Diagram for the Dominant Microstrip Mode 
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Figure 27. f-P Diagram for t h e Dominant Mic ros t r i p Mode 
on a .055" Alumina Subs t r a t e with w/b = 1 
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Figure 28. Longitudinal Fields for the Dominant Microstrip Mode 
on a .025" Alumina Substrate with w/b = 2 
Figure 29. Longitudinal Fields for the Dominant Microstrip Mode 
on a .055" D-l6 Substrate with w/b = 2 
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Figure 31. Longitudinal Fields for the Dominant Microstrip Mode 
on a .055" Alumina Substrate with w/b = 1 
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face. The dominant mode has the same "basic saddle mode shape as depicted 
in Figure 23 irrespective of dielectric constant or physical dimensions. 
It might "be noted in passing that, in Figures 28 and 29? the 
element of maximum modulus is a magnetic field component whereas in 
Figures 30 and 31 it is a scaled electric field component. This is 
purely a result of the choice of the scale parameter X (see Equation (6)) 




The solutions to the eigensystem problem set up in Chapter II and 
solved in Chapter III led to theoretical descriptions of microstrip 
frequency-phase constant diagrams and electromagnetic field distribu-
tions. Experiments were designed to verify the f-|3 diagram and the 
relative magnitudes of the RF magnetic fields of the microstrip hybrid 
coupled mode. The experimental procedures are described below, the ex-
perimental errors are discussed at the end of this chapter, and the re-
sults of the experiments will be presented in Chapter V. 
Loosely Coupled Transmission Resonance Experiment 
Theory of Transmission Resonance 
The phase constants for microwave frequencies between 2 to 12 GHz 
were determined by loosely coupling RF energy through a microstrip line 
of known length which had been short circuited at both ends. The shorted 
line was resonant at frequencies for which the line length, I, was an 
integral number of guide half-wavelengths X /2. At these resonant f re-
Si 
quencies maximum energy was coupled through the shorted microstrip sec-
tion. Stated mathematically, these resonances occurred at frequencies 
for which 
n^ nn t N 
A = -f = -p n = 1, 2, 3, k, (1) 
The line was sufficiently long so that several resonances occurred in 
the frequency range of interest. 
For each resonance,, the value of n was determined in the follow-
ing manner: 
(1) the frequency at which a transmission resonance occurred 
was noted, 
(2) the value of p" corresponding to that particular frequency 
was taken off the theoretically obtained f-{3 diagram, and 
(3) equation (l) was solved for a noninteger value of n, and 
the integer nearest to n was chosen. 
As an experimental check on the calculated- value of n, a metal 
probe mounted on a moving carriage and positioned just over the center 
strip was moved over the entire length of the microstrip line. The 
metal probe perturbed the standing wave on the line least when in the 
vicinity of an electric field minimum and most when in the vicinity of 
an electric field maximum. The field perturbations were evidenced by 
a shift in the resonant frequency. The length of the line in guide 
half-wavelengths was found and n determined by counting the number of 
frequency shifts encountered as the probe was moved from one end of the 
shorted line to the other. 
Then |3 was calculated from 
e = f = T (2) 
The dispersion curve was then plotted from the f-p combinations obtained, 
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Transmission Resonance Experimental Setup 
Microstrip Lines. Six typical microstrip lines were fabricated 
on two standard substrate materials, alumina and D-l6 (a magnesium ti-
tanate). Alumina, with a relative dielectric constant of approximately 
9.5, was available in two substrate thicknesses, .025" and .055". D-16, 
with a relative dielectric constant of approximately 16, was available 
in a .055" thickness. The metalization of the substrate was accomplished 
by vacuum depositing thin films of first chromium and then gold on the 
substrate. This was followed by electroplating four to six microns of 
silver to the thin film of gold. The etching was accomplished by stand-
ard photoresist techniques. Table 3 lists the substrate thicknesses, b, 
the relative dielectric constants, the center strip widths, w, the w/b 
ratios, and the characteristic impedances, Z0, of the six microstrip 
lines which were used. 
Table 3- Parameters of the Experimental Microstrip Lines 
Substrate Relative Center Strip w/b Characteristic 
Thickness Dielectric Width Ratio Impedance 
b Constant w ZQ 
.055" 9-5 .110" 2 33 A 
.055" 1 50 Q 
.025" 9̂ 5 .050" 2 33 A 
.025" 1 50 n 
.055" 16.0 .110" 2 25 n 
.033" 0.6 50 n 
Two lines were etched on each substrate. The spacing was such that there 
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was effectively no coupling between the lines. The length of each sub-
strate and thus each microstrip line was three inches. 
Test Piece. A drawing of the test piece for the loosely coupled 
transmission experiment is shown in Figure 32. The coupling loop was 
formed by soldering a piece of wire from the center conductor of the OSM 
miniature connector to the bulkhead of the mounting plate. The loops 
were positioned close to but not touching the center strip. The radius 
of curvature of the loop was about l/l6 inch. The microstrip was 
shorted at both ends by spot welding .050" wide strips of gold ribbon 
to the center conductor and the ground plane. The mounting plates were 
affixed to the brass base and the substrate was set into place. The 
microstrip's ground plane had to make good contact with the brass base 
and mounting plates so that the effective short circuit would be at the 
ends of the center strip. 
Equipment. A photograph of the equipment used in this set of 
measurements and in the spin resonance absorption experiment (discussed 
later) is shown in Figure 33* Two of the microwave sweep generators and 
the oscilloscope used are on the left side of the picture. A block dia-
gram of the setup used to perform the transmission resonance experiment 
is shown in Figure 3̂ « Three sweep generators were necessary in order to 
cover the frequency range between 2 and 12 GHz. The sweep voltage of the 
microwave sweep generators was coupled to the horizontal amplifier of 
the oscilloscope so that a visual display of the transmission resonances 
versus frequency was obtained as the frequency was swept. At a frequency 
for which resonance transmission occurred, maximum energy was coupled 
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Figure 32. Transmission Resonance Test Piece 























through the test piece. The detected signal appeared as a high Q, reso-
nance on the oscilloscope. The frequency of each transmission resonance 
was determined with a cavity type reaction frequency meter. 
Experimental Procedure 
The f-3 curves were obtained by: 
(1) sweeping the microwave generators over the frequency range 
desired, 
(2) monitoring the oscilloscope for the transmission resonances, 
(3) determining the frequency of each resonance, 
(k) determining the integral value of n for each resonance, and 
finally 
(5) calculating the |3 and plotting it versus the measured frequency 
for each observed resonance. 
Ferromagnetic Spin Resonance Absorption Experiment 
The technique devised to determine the RF magnetic field compo-
nents was to probe the microstrip with a small sphere of ferrimagnetic 
material (yttrium-iron garnet or YIG), measure the amount of spin reso-
nance absorption, and calculate the RF fields from the measured absorptions. 
Before proceeding with the discussion of this spin resonance absorp-
tion setup, it is both helpful and instructive to consider the theory of 
ferromagnetic spin resonance absorption and the theory by which the RF 
magnetic field components are calculated from the measured resonance ab-
sorptions. 
Theory of Ferromagnetic Resonance Absorption 
YIG Probe. YIG, a ferrimagnetic garnet, is composed of nonmagnetic 
95 
trivalent yttrium, trivalent iron, and oxygen, Y Fe (FeO, ) . According 
. 39 
to the Feel theory of ferrimagnetism the unpaired electron spins of 
the Fe ions which lie in two nonidentical antiparallel sublattices are 
taken in total to constitute a single magnetic moment. A more detailed 
description of the crystal structure and properties of garnets can be 
ko 
found in Lax and Button. 
Uniform Precession Mode. If a uniform RF magnetic field, clock-
t 
wise circularly polarized in a plane normal to a DC "biasing magnetic 
field H0 (clockwise when looking in the direction of the DC field), has 
an RF frequency near the precession frequency ou0, then an appreciable 
amount of energy will be absorbed by the ferrimagnetic sample. At reso-
nance, energy in the RF electromagnetic wave is transferred to the elec-
tron spins of the iron ions and as a result the precession angle of the 
magnetization vector increases from its steady-state alignment along H0. 
The magnetization vector tends to return to its aligned state and the 
energy lost in doing this appears as a heating of the crystal lattice. 
On the other hand, if the magnetic field is counterclockwise circularly 
polarized, there will be no spin resonance absorption exhibited by the 
YIG. The mode of precession in which all the magnetization vectors of 
the electron spins are in phase is known as the uniform precession mode. 
The precession frequency of the magnetization vector is given by 
wo = VHi (3) 
t 
The clockwise polarization is sometimes referred to as positive 
polarization. Likewise, counterclockwise polarization is called nega-
tive polarization. 
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where y is the gyromagnetic ratio (~ 2.8 megahertz/oersted) and H. is 
the effective internal magnetic field. The internal magnetic field is a 
function of the external DC biasing field, the shape and properties of 
the sample, and the mode of precession of the magnetization. 
This ferromagnetic spin resonance is best understood by consider-
~ kl 
ing the tensor permeability [i characterizing this material. Wang 
derives an expression for \i in which magnetic losses are neglected. 
The permeability tensor is then given by 
M. +JK 0 
-jK p, 0 
0 0 \±0 
W 
where 
ô (l • ^ ) (5) 
^ O ^ M K = -? \ (6) 
and (JL0 is the permeability of free space, cu = YM-oM, ^ ^ M is the spon-
taneous magnetization. In this derivation, all time varying terms of 
order higher than the first will be neglected and only the uniform pre-
cession mode is considered. Thus the fields considered must be at low 
RF power levels. 
The tensor permeability can be reduced to a scalar form by follow-
ing the standard development where one assumes that the sample is excited 
by a uniform clockwise (CW) circularly polarized magnetic field in a plane 
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normal to the DC magnetic field. The DC field will be assumed to be in 
the +z direction for the development of the scalar permeabilities. The 
components of the CW field are denoted as: 
h = h h = -jh (7) 
x + v ° + v ' x + y 
b = b b = -jb 
x + Y + 
For a counterclockwise (CCW) circularly polarized magnetic field, the 
components are denoted as: 
h = h h - +jh (8) 
x - y 
b = b b = +jb 
x y 
The total RF magnetic field intensity can then be written as 
h = h + h h = -j(h, - h ) (9) 
x + - y + -
and t h e t o t a l RF magnetic f lux d e n s i t y i s 
b = b + b b = - j ( b - b ) (10) 
x + - y + -
However, b and h are related by the permeability tensor of Equation (h). 
b = (jih + jKh (11) 
x r x ° y 
b = -jKh + pih 
y x r y 
Substituting Equations (9) and (10) into Equation (ll) yields 
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b+ + b_ = M,(h+ + h_) + JK(-j(h+ - h_)) (12) 
-j(b+ - b_) = -jK(h+ + h_) + n(-j(h+ - h_)) 
and after rearranging yields 
b+ + b_ - (p, + K) h+ + (p - K) h_ (13) 
b+ - b_ = (p + K) h+ - (p - K) h_ 
Thus 
b+ = (p + K) h+ b_ = (p - K) h_ (1U) 
The scalar quantities (p + K) and (p - K) are the effective per-
meabilities for the clockwise and counterclockwise circularly polarized 
waves, respectively. Upon substitution of Equations (5) and (6), they 
become 
p + K = p0 + — — + — = p0 + i i (15) 
cuo - o r OUQ - u r 105 - u> 
P - K = p 0 + —g 2 - —g 2"
 = 1̂ 0 + 2 2 
u)5 - u r (jug - u r OUQ - u r 
Factoring the denominator and canceling terms yields 
n + K = ^0 + cu0 - a) 
n K __ M-o + 
^ M 
m -1- n\ 
(16) 
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Whenever the RF frequency uu equals the precession frequency ou0, 
» - K = ̂  (L + i) (17) 
but |i + K becomes undefined due to the division by zero. When magnetic 
losses are included, the resonance absorption is finite rather than infi-
nite as it is here. The CCW fields exhibit no resonance loss due to 
spin coupling effects whereas the CW fields show a strong resonance ab-
sorption. 
Walker Modes. It was assumed that the RF magnetic field was uni-
form over the YIG sphere in the previously discussed ferromagnetic spin 
resonance absorption theory. Other modes of precession are possible in 
the YIG sphere and nonuniform magnetic fields can excite them. If the 
driving field is not uniform, then it is possible that the magnetization 
vector in different regions of the YIG sphere will be driven nonuniform-
ally. Then, in addition to the principal uniform precession mode, other 
modes of absorption will appear at different RF frequencies. The appear-
ance of these other modes, called Walker or magnetostatic modes, reduces 
the amount of absorption of the uniform mode. An analysis of Walker 
k2 
modes is found in Lax and Button and the reader is referred there for 
a theoretical discussion of the modes. 
In this research, the nonuniform modes which appeared were not 
theoretically analyzed. Instead, their appearance was only noted to 
indicate that the absorption by the principal uniform precession mode was 
probably reduced. 
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Determination of the RF Magnetic Field Components from the Measured Spin 
Resonance Absorption 
The RF magnetic field was experimentally determined in component 
pairs: (h ,h ) and (h ,h ). This resulted because the field data were 
z' x z y 
calculated from measured resonance absorptions as a function of the DC 
magnetic field orientations. In the experiment H0 was oriented in the 
±x and ±y directions and microwave energy propagated in the +z direction. 
In general, the magnetic field components are expressed as 
H = h cos (art - pz) (18) 
z z 
H = h sin (cut - pz) 
y y 
H = h sin (cut - pz) x x 
Maxwell's equations require that the transverse fields be in time quad-
rature with the longitudinal fields, thus, in either the xz- or yz-planes, 
the resultant magnetic field is elliptically polarized. 
Resolution of the Elliptically Polarized Field into Two Circularly 
Polarized Fields. For the orientation of Figure 35? the DC biasing mag-
netic field is normal to the plane of the substrate. With this orienta-
tion, the plane of polarization of interest is the xz-plane and the fields 
are 
H * h cos (out - pz) (19) 
H = h sin (cut - pz) 
x x 
These result in an elliptically polarized field in the xz-plane. 
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Figure 35- Orientation of the DC Magnetic Field Normal 
to the Plane of the Substrate 
An elliptically polarized field can be resolved into two circu-
larly polarized fields rotating in opposite directions. 
H = a h cos (cut -
xz z z 
lz) + a h sin (out - 8z) 
X X 
(20) 
= a — cos (out 
z 2 
h 
- a — sin (art 
x 2 
h h 






|3z) + a — sin (cut - |3z) + a — cos (out 
Pz) 
3z) 
+ a — sin (out 
x 2 
h 
|3z) - a — cos (out - Bz) 
z 2 
102 
Rearranging and combining terms, yields 
Hxz = az (it + TJ C O S ^ " 3 z ) + ax \lt + 2 J s i n ((JUt " 3 z ) (21) 
- /hz hx\ - /hz ^ 
+ a^ ^ — - y j cos (flrti - pz) - a^ ^ 2~J sin (cot - Pz) 
The first two terms constitute a circularly polarized field of amplitude 
h h 
z x 
— + — which is rotating in the same sense as the original elliptical 
field. The last two terms constitute a circularly polarized field of 
h h 
7 v" 
amplitude — - — rotating in an opposite sense. 
If the RF magnetic field is such that h and h are both positive, 
z x 
then the field in the xz-plane is 
H = a h cos (out - pz) + a h s i n (cut - Pz) (22) 
x z z z y x x v x ' 
which rotates CW about the DC field (see Figure 35). Resolution of this 
f\ \ \ 
field yields two circularly polarized fields, one of magnitude I— + -^-J 
/h2 hx\ 
rotating clockwise and one of magnitude (— - — ) rotating counterclock-
wise. 
If the RF field is such that h is positive and h is negative, 
2J X. 
then the field is 
H = a |h |cos (cut - pz) - a |h |sin (tut - pz) (23) 
XZ Z Z X X 
/ l h I lh l\ 
Resolution yields a CW field of amplitude ( — ^ ~ ) and a CCW field 
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/|h I lh l\ 
of amplitude \—f~ + -fT~)-
If the direction of the DC magnetic field is reversed, then for 
the field of Equation (22), the circularly polarized component rotating 
.h h N 
CW has an amplitude (— - -r~J and the component rotating CCW has an am-
,h h v 
plitude [~ + -J-J. The field of Equation (23) has a CW field of ampli-
(K\ 'hxK /lhzl
 |hxK 
tude I—-— + —-—J and a CCW field of amplitude I — — - — - — ) . 
For the orientation in which the DC magnetic field is parallel to 
the plane of the substrate as in Figure 36, the fields lying in this yz-
plane are 
H = h cos (art; - 0z) H = h sin (cot - pz) {2k) 
z z y y 
Resolving the elliptically polarized field having these components into 
two circularly polarized fields results in 
,h h x . /h h 
= az (—• + -^) cos (<st - Pz) + ay (-̂- + -^j sin (cut - pz) (25) 
,h h v _̂  ,h h v 
+ az vr"" " 2 / c o s (a}t ' ^ ' \ \ ^ " "27sin ((jut " 3 z ) 
For a positive h and negative h , the elliptically polarized field is 
H = a lh Icos (art - Pz) - a lh Isin (out - pz) (26) 
yz z'z1 K y y* y* 
which is a CW field when looking in the direction of the DC magnetic 
10U 
Figure 36. Orientation of the DC magnetic Field in the Plane 
of the Substrate 
field. Resolution yields a CW rotating field of amplitude 
/|h I lh / z 
and a CCW rotating field of amplitude I—-— - —J 
h 
X 
j. A positive h and 
h yields a CCW elliptically polarized field given by 
H = a |h Icos (cut - Pz) + a |h Isin (out - Pz) 
yz z'z1 K / y1 y1 
27) 
Resolution of this wave yields a CW rotating field of amplitude 
M I lh l\ /1^ I |hvl\ 
(—I ^—) and a CCW rotating field of amplitude ^—g"" + 2")' R e' 
versing the DC field direction results in a simple interchange of the 
amplitudes of the CW and CCW fields. 
105 
Tables h and 5 provide a summary of the amplitude of the CW com-
ponents as functions of the signs of the RF magnetic field components 
and the directions of the DC biasing field. Note that the amplitudes of 
the CW fields remain the same when the signs of both components are re-
versed. This is why the absolute value symbol is on the amplitude ex-
pressions. For example, in Table k, the FJP field components +h , +h 
Z X. 
and -h , -h both have the same magnitude of CW circularly polarized 
z x 
field. 
Table h. Field Amplitudes and Polarizations for a DC Field 






Amplitudes of CW Circularly 
Polarized Field in xz-Plane 
~» —> 
H0 = H0a 
—» —» 





lh | |h | 
1 z ' ' x1 
2 2 
lh 1 lh 1 












2 2 2 2 
The relative signs of the magnetic field components contributing 
to the resonance absorption are easily determined using Tables 4̂ and 5* 
For example, consider the orientation corresponding to Table k. If the 
—* 
absorption measured for an H0 in the minus y direction is greater than 
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that for H0 in the plus y direction, then immediately it is known that 
the components comprising the field are of opposite sign. 
Table 5. Field Amplitudes and Polarizations for a DC Field 






Amplitudes of CW Circularly 
Polarized Field in yz-Plane 
—> —* 
H0 = H0a 
A. 
— • — » 





Ih 1 Ih 1 1 z1 ' y1 Ih 1 Ih II 
z y M or 
-h ,-h z7 y 





Ih 1 Ih 1 
z ' ' y' 




2 ' 2 2 2 | 
Relationship Between the Measured Resonance Absorption and the 
Magnitude of the RF Magnetic Field. The measured resonance absorption 
data is the ratio in dB of the power levels out of the microstrip line 
at resonance to that at off resonance, i.e. it is the power in dB ab-
sorbed by the YIG sphere. The measurement technique will be explained in 
detail in the section on experimental procedure. A relationship is de-
rived which relates the magnitude of the spin resonance absorption to 
the magnitude of the CW circularly polarized magnetic field which causes 
the resonance absorption. 
The connection between the power absorbed and the RF driving field 
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is found by considering the term PI • j-r— which represents a power den-
sity in the complex Poynting theorem. r.'he rate of change of stored 




H . — dV = jo) 
v 
|i H T <W (28) 
and the power absorbed per u n i t volume i s 
P /u .v . = jcJolT | 3 | 2 (29) 
It has already been shown that an elliptically polarized RF magnetic 
field can be resolved into two circularly polarized fields, one CW and 
the other CCW about a normal to the plane of the polarization. 
P/u.v. = Jo,? 13^ + H ^ I 3 (30) 
= *» V ( 5 ^ + HCCW) • (SOT + HC C W)* 
= j u > ^ ( I H ^ I 3 + | H C C W |
2 + H ^ • H { ; c w + H c c w • H ^ ) 
p/u.v. = > ? ( I H J 8 + |Hccwn + i*V (By, • i£O T + 3CCW • S^) (3D 
The second term of Equation (31) is zero. This is shown by letting 
t 
The asterisk implies the complex conjugate. 
Poynting's theorem is discussed in practically all fundamental 
electromagnetic field theory testbooks, for example, Paris and Hurd. ̂ 3 
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SOT -
 A^z - as> ^ -
 Bz) (3.) 
H = B(a + 1a ) e j ( u ) t " ^z) ĈCW l a z J V e 
and by l e t t i n g 
6 = out - Bz (33) 
Performing t h e dot product ope ra t i on y i e l d s 
H ^ - 4 = AedVe" J 9 + ( -JAe^) ( -&%"&) (3^) 
= AB* - AB* = 0 
and 
-Hf 16 * - i f i . I B . , * _-?( 
H c c w - H ^ = B e
J Y e - ^ + ( jBe J ° ) ( jA e"°H) (35) 
SL. SL. 
= BA - BA = 0 
The power absorbed pe r u n i t volume i s then 
P /u .v . = juitf ( i H p J 3 + | H ™ | S ) (36) 
CW1 ' CCW 
= ja)^r I H ^ I 2 + jc«ir |HCCW |2 
It has been shown that, for RF magnetic fields which are circu-
larly polarized, the permeability tensor of Equation (h) can be repre-
sented as two effective scalar permeabilities, one for each direction of 
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circular polarization. Substituting these effective permeabilities of 
Equation (l6) into Equation (36) yields 
P/u.v. - > ( ^0 + _ _ ) | i y » + ju,(,0 + _ - 1 L ) | H C C W | - (37) 
As the RF frequency is varied through au0, the first term will 
have a zero in the denominator and will exhibit a resonance, whereas the 
second term will experience a negligible change. The size of the YIG 
sphere remains constant so, as a result, at a resonance the power absorbed 
by the sample is proportional to the square of the magnitude of that CW 
circularly polarized component of the magnetic field. 
p , . , « |H^T|
2 (38) 
absorbed ' CW1 v ' 
From equations like Equations (21) and (25), the components of the CW 
circularly polarized field are related to the components of the RF mag-
netic field. Thus the power absorbed is proportional to terms like 
h h 





The power absorbed at resonance was not measured directly. In-
stead, it was the ratio in dB of the "at resonance" and the "off reso-
nance ' power levels which were transmitted through the section. 
yrPower __ v 
., . . • J-D -in 1 I off resonance \ /„_N 




off resonance "absorbed' 
, _- N 
0 , / off resonance A 
\Power ,,_, - Power n -, -,/ 
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Rearranging this equation yields 
Power , , , _ 
absorbed = 1 1 (ko) 
Power _„ n n n , . _ /Absorption in dB\ ' off resonance antilog I —•e—— 1 
The power level into the microstrip line is kept constant so that the 
absorbed " ... ""/Absorption in dB\ ^ ' 
antilog ^ ^~ix) / 
Combining Equations (38) and (hi) yields 
|HcW' " l 1 ' antilog ^sorption in dB)) ^ 
Thus by Equation (̂ 2) the amount of resonance absorption is related to 
the CW circularly polarized component of the magnetic field. 
RF Magnetic Field Component Calculations. The procedure for cal-
culating the field components from the experimental data was to: 
(1) measure the magnitude of the absorption for the two anti-
parallel DC magnetic field orientations of Figure 36 (the experimental 
techniques for measuring absorption will be discussed in detail in a 
later section), 
(2) determine the relative signs of the two field components 
Ill 
from the measured absorptions with the aid of Table 5> 
(3) calculate the relative magnitude of the CW circularly po-
larized component of the RF magnetic field for each antiparallel orien-
tation by Equation (̂ +2), 
[k) relate the larger value of step (3), call it H_T.., to 
CWl h h 
z + y 
h h 
-LL _ LJL and the lesser value, call it H^.^, to 
CW27 
(5) solve these to yield h% = H ^ ± H ^ and hy == H ^ + H ^ 
(the choice of signs is not determined until step (7), 
(6) repeat steps (l) through (5) to solve for the values of h 
and h using Table h for the orientation of Figure 35> and finally, 
(7) determine the values for h , h , and h by comparing the 
results of step (5) and using the signs which make the two calculations 
for h , from the two orthogonal orientations, the closest. 
Spin Resonance Experimental Setup 
Microstrip Lines. Three microstrip lines, selected from the 
group of lines used in the transmission resonance experiment, were modi-
fied for use in the spin resonance absorption experiment. The short 
circuits on the ends of each microstrip line were removed. Since the 
characteristic impedance of the experimental system was 50 ohms, the 
line whose impedance was 50 ohms needed no alterations. However, the 
alumina lines with ratios of strip width to substrate thickness of two, 
having characteristic impedances of approximately 33 ohms, had to be 
matched to the system to eliminate any standing waves. This was accom-
plished by etching a one inch taper on each end of the test line so that 
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the input and output impedances were about 50 ohms. With this taper 
standing waves were minimized and the 33 ohm portion of the line could 
be probed for the true fields. 
Test Piece. A photograph of the test piece showing the tapers on 
the line, the brass base, the OSM connectors and the OSM to type N adap-
tors is shown in Figure 37• The connection between the center conductor 
of the OSM connector and the center strip of the microstrip line was a 
pressure fit connection. It was not necessary to solder these two con-
ductors for proper connection. 
Equipment. The equipment used in this experiment is shown in the 
center and on the right hand side of the photograph of Figure 33* The 
setup used in the ferromagnetic spin resonance absorption experiment is 
block diagrammed in Figure 38- The source for the single frequency 
microwave signal was a Hewlett-Packard model 620A SHF signal generator. 
This particular instrument is noted for its frequency and output power 
stability. The magnitude of the resonance absorption was measured with 
an SWR indicator calibrated to read power levels in dB below a set level. 
The power meter was used to ensure against power levels exceeding one 
milliwatt, otherwise, a large resonant absorption could cause heating 
of the YIG sphere, resulting in an increase in the line width and a de-
crease in the "on resonance" permeability. The double stub tuners were 
used to match out the residual discontinuity between the connectors and 
the microstrip. The gaussmeter was used to measure the flux density 
between the poles of the electromagnet. 
The DC biasing magnetic field was supplied by the regulated elec-
tromagnet. The poles of the electromagnet with a test piece between 
i 












































them are pictured in Figure 39« 
To obtain a significant amount of resonance absorption with a 
small sample, a material having a narrow resonance line width must be 
used. A single crystal YIG sphere was chosen since its line width is 
much narrower than that of other ferrimagnetic materials. To prevent a 
dielectric loading effect (perturbation of the field distribution) on 
the microstrip surface, the high dielectric constant YIG sphere (K = 16) 
had to be small. The YIG sphere probe (the small dot beside the tapered 
line in Figure 39) had a diameter of 0.0164 inch and a line width of 0.27 
oersted. 
Experimental Procedures 
The resonance absorption experiment was composed of two procedures. 
The first was to check the VSWR of the test piece and match out any re-
sidual discontinuities. A standing wave in the microstrip would lead to 
incorrect field calculations. The second was to record the magnitudes 
of the resonance absorptions of the YIG sphere at different positions on 
the microstrip interface for each of the four orthogonal orientations of 
the DC biasing field. From these measured absorptions the relative mag-
netic field components were calculated. 
VSWR Determinations and Subsequent Reductions. The VSWR versus 
frequency of the test piece was measured on a Hewlett-Packard automatic 
network analyzer. This provided the information needed to pick a fre-
quency where the mismatches of the two connectors were small. 
The mismatch due to the connector on the generator side was re-
t 
Line width is the width of the resonance absorption curve at 
half-maximum absorption. 
Figure 39. A Photograph of the Mlcrostrip Test Piece Between 




(1) replacing the 50 ohm load #1 with the bolometer and SWR 
indicator, 
(2) laying a piece of load material, polyiron, on the center 
strip of the microstrip line, and 
(3) tuning double stub tuner #1 until there was minimum reflec-
ted power from the connector mismatch. 
The mismatch of the connector on the load side was reduced by: 
(1) replacing the 50 ohm load #2 with the output of the signal 
generator and isolator combination;, 
(2) connecting the bolometer and SWR indicator to the arm of 
directional coupler #2, 
(3) laying the load material on the center strip, and 
(h) tuning double stub tuner #2 until there was a minimum of 
reflected power from the connector. 
As long as the frequency of operation was not changed, the micro-
strip line retained a minimum reflected wave after this tuning procedure. 
Ferromagnetic Spin Resonance Absorption Measurements. The spin 
resonance absorption measurements were made with the setup of Figure 38. 
A frequency was selected and the generator power was adjusted for a power 
level of less than a milliwatt. The procedure for measuring the absorp-
tion was to: 
(1) select a location in the plane of the interface on the line 
and affix the YIG sphere to the line with a small amount of glue, 
(2) connect the test piece to the system and orient it between 
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the poles of the electromagnet, 
(3) set the SWR indicator at zero dB, 
(h) vary the magnetic field of the electromagnet and watch for 
resonance absorptions, 
(5) measure the magnitudes of the absorptions in dB with the SWR 
indicator, 
(6) measure the field strength of the DC biasing magnetic field 
with the gaussmeter, 
(7) rotate the test piece by 90° and repeat steps (h) through 
(7) until the absorptions of the four orthogonal orientations have been 
measured, 
(8) remove the YIG spheres with acetone, and 
(9) repeat steps (l) through (9) at different locations in the 
transverse plane of the microstrip. 
Experimental Precautions. Several precautions had to be observed 
to ensure success of the experimental measurements. The slides of the 
double stub tuners were taped after their adjustment to keep them from 
sliding and upsetting the system. Care had to be taken in the pressure 
fitting of the OSM connectors to the microstrip's center strip as an 
overpressure could break the substrate. The YIG sphere had to be handled 
with extreme care to keep it from being lost. In particular, after glu-
ing the sphere to the substrate, it had to be checked to make sure that 




Four types of experimental error were evident in performing the 
previously discussed experimental procedures. The following list is not 
all inclusive but it does represent those types which account for most 
of the error: 
(1) errors inherent in the measuring equipment, 
(2) errors arising from reading the instruments, 
(3) errors arising from inaccurate physical placement of the 
test piece and YIG sphere probe, and 
(k) errors arising from the YIG sphere loading of the substrate. 
Transmission Resonance Experiment 
In the transmission resonance experiment, the frequency meter was 
the critical piece of measurement equipment. It had a calibrated accuracy 
of 0.2 percent, and the maximum error in reading the absorption blip on 
the oscilloscope was about 0-5 percent. The resonant frequency was 
shifted from its true value due to the coupling effects of the loops. 
This error is reasoned to be less than one percent for loose coupling. 
The resonant section was three inches long, but the exact location of the 
short circuits was not known accurately. The electrical length was esti-
mated to be within 1.5 percent of the three inch length. It was believed 
that the maximum experimental error in this particular experiment amounted 
to approximately five percent, and is largely systematic error. 
Spin Resonance Absorption Experiment 
In the ferromagnetic spin resonance absorption experiment the 
critical piece of measuring equipment was the SWR indicator which had an 
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inherent maximum error of 0.2 percent. For absorptions between six and 
ten dB, the meter could be read to within about 0.2 dB. For absorptions 
up to around one dB the expanded scale could be read to within 0.02 dB. 
The SHF generator's frequency was accurate to within about 0.5 percent. 
The position of the YIG sphere for each run was read to within 0.0005" 
with a Nikon profile projector. 
There were other sources of error which could not be accurately 
estimated. Some error was introduced when the DC biasing magnetic field 
was not exactly parallel to or perpendicular to the substrate interface. 
Despite the precautions taken to eliminate standing waves, a small amount 
of reflected energy still existed on the line and perturbed the measure-
ment of the fields of the dominant propagating mode. In regions of the 
substrate surface where nonuniform (Walker) modes were excited, a reduc-
tion in the peak of the uniform resonance absorption curve resulted in 
some error in the calculated fields. 
The relative size of the YIG probe was a limiting factor in the 
amount of error obtained. The larger the sphere, in comparison with the 
microstrip, the larger the perturbation of the field pattern. For the 
experiment with the .055" alumina substrate with w/b = 2, the relative 
size of the sphere was small. However, for the other two experiments 
the relative size of the sphere became larger and the difference between 
the actual measured fields and the theoretically calculated fields of the 
unloaded microstrip increased accordingly. In regions away from the 
center strip, the perturbation caused by the high dielectric constant 
YIG sphere loading of the substrate increased as the fields were drawn 
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out into it. The result of this field displacement was that the symmetry 
of the mode pattern was distorted and away from the center strip the ex-
perimentally determined field distribution was not an accurate represen-
tation of the real distribution. It is believed that the total maximum 
error for the experiment ranged from about ten percent in the vicinity 
of the center strip to twenty percent and higher as the distance from 
the strip increased. 
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CHAPTER V 
EXPERIMENTAL RESULTS AND COMPARISONS 
WITH THEORETICAL CALCULATIONS 
This chapter presents the results of the experimental procedures 
discussed in the previous chapter and compares them with the theoretical 
results discussed in Chapter III. The experimentally determined f-(3 
diagrams were prepared from the measured data of the loosely coupled 
transmission resonance experiment. The experimental determinations of 
the RF magnetic field components were calculated from the data taken 
with the ferromagnetic spin resonance absorption experiment. Compari-
sons are made between the experimental and theoretical results of this 
work and with the results reported by other investigators. Together, 
the theoretical and experimental results provide a more complete under-
standing of the microstrip mode than had previously been obtained. 
Loosely Coupled Transmission Resonance Results 
The loosely coupled transmission resonance experiment was set up 
according to the block diagram of Figure 3̂- and performed according to 
the experimental procedure outlined in Chapter IV. 
The transmissions, which occur through each of the resonant micro-
strip lines whenever the line length, £, is an integral number, n, of 
guide half-wavelengths long, can be indexed as tabulated in Table 6. 
This table relates the index number, n, to the guide wavelength, \ , and 
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Table 6. The Relationship Between n, X , and 3 for 





1 15- 2k .141 
2 7.62 .82 
3 5.08 1.21+ 
k 3.81 I .65 
5 3.05 2.06 
6 2.5k 2.1+8 
7 2.18 2.89 
8 1.91 3.30 
9 I . 6 9 3.71 
10 1.52 1+.12 
11 1.38 h.^k 
12 1.27 ^•95 
13 1.17 5.36 
Ik I . 0 9 5.77 
15 1.02 6.18 
16 0-95 6.60 
17 0.90 7 .01 
18 O.85 7.^2 
19 0.80 7.83 
20 0.76 8.2*4 
the phase constant, $. (fl = T— = -y- as shown in Equation (2) of Chap-
A g X, 
ter IV.) 
Experimental Measurements 
Loosely coupled transmission measurements were made on each of 
the six prepared microstrip lines listed in Table 3« Tables 7 through 
12 list the measured frequency at which each shorted line was resonant. 
The determined number of guide half-wavelengths on the line was then 
taken as that integral value closest to the theoretically calculated 
number. This was then verified by measuring the number of guide half-
wavelengths on the line with the metal probe on a moving carriage. The 
corresponding phase constant at each resonant frequency was then obtained 
from Table 6. 
Table 7« Frequency, n, and p for the .055" Alumina 
Substrate with a w/b -• 2 
f n p 
(GHz) (rad/cm) 




3.631 5 2.06 
4.348 6 2.48 
5.040 7 2.89 
5.725 8 3.30 
6.4oo 9 3.71 
7.080 10 4.12 
7.753 11 4.54 
9-055 13 5.36 
9.7io 14 5.77 
10.358 15 6.18 
Table 8. Frequency, n, and (3 for the .055" Alumina 
Substrate with a w/b = 1 
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Table 11. Frequency, n, and 3 for the .055" D-l6 































Table 12. Frequency, n, and 3 for the .055" D-16 
Substrate with a w/b = 0.6 
f n (3 
(GHz) Xrad/cm) 
2.450 4 I .65 
3.0U8 5 2.06 
3-640 6 2.48 
4.203 7 2.89 
4.775 8 3.30 
5-342 9 3-71 
5-904 10 4.12 
6.465 11 4.54 
7.015 12 4.95 
7-564 13 5.36 
8.640 15 6.18 
9.170 16 6.60 
9.720 17 7.01 
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The oscilloscope display of two sets of these transmission reso-
nances was photographed with a Polaroid camera and is shown in Figure kO. 
The first photograph shows the transmission resonances obtained for a 
.055" alumina substrate with a w/b = 2. The frequency range of the micro-
wave sweep generator was between approximately four and eight gigahertz. 
The output power of the generator and the coupling coefficient at reso-
nance was not constant over the swept frequency range. This accounts 
for the variation in the transmitted RF energy. The second photograph 
shows the transmission resonances for a .055" D-l6 substrate with a w/b 
= 0.6. The frequency was again swept between about four and eight GHz. 
Experimental and Theoretical Comparisons 
The experimental results tabulated in Tables 7 through 12 are 
plotted as frequency versus phase constant curves in Figures kl through 
k6. Also plotted in Figures kl through 1+5 are the theoretically pre-
dicted f-{3 curves for comparison. The theoretical curves for the w/b = 2 
ratios are generally in better agreement with the experimental curves 
than are the curves for the w/b = 1 ratios. This was expected since the 
w/b = 1 configurations required unequal spacing between the bottom two 
rows of nodes in order to achieve the w/b = 1 ratio with ikT nodes whereas 
the w/b = 2 configurations were modeled with equally spaced nodes. As 
was pointed out in the section on error analysis in Chapter II, the 
unequal spacing finite-difference equation had an error of 0(h) whereas 
the equally spaced equation had an error of 0(h2). Consequently the 
solutions of the finite-difference equations for unequal spacing of 
the nodes are less accurate than the solutions obtained for an equal 
spacing of nodes. Figure kl also contains the f-3 curves for the 
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(a) .055" Alumina Substrate with w/b = 2 
for a Sweat Freauencv of k to 8 GHz 
(b) .055" Vhl£ Substrate with w/b m 0.6 
for a Swept Frequency of k to 8 GHz 
Figure Uo. Photographs of the Loosely Coupled Transmission 
Resonances 
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Figure kl. Experimental and Theoretical f-P Diagrams 
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Figure hk. Experimental and Theoretical f-p Diagrams for 
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Figure k6. Experimental f-p Diagram for the .055" Alumina 
Substrate with w/b = 0.6 
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quasi-TEM mode of Wheeler and the waveguide enclosed microstrip mode 
22 
of Hornsby and Gopinath, ' both of which are discussed later in this 
chapter. 
Note that, in the microwave frequency region, all the experimental 
curves exhibit the normal dispersion which was predicted by the theore-
tical analysis. 
Other Microstrip Modes 
In addition to the mode selected as the dominant microstrip mode, 
other mathematical modes appeared in the set of numerical solutions. If 
these other mathematical modes had existed physically then, "because of 
their zero cutoff frequency, they should have been excited. Transmission 
resonances for each of the higher order modes and the lowest order mode 
then should have appeared in the photographs of Figure kO, but they did 
not appear. At this time, these other mathematical modes cannot be asso-
ciated with any known experimentally measured mode. Thus no physical 
interpretation is presently available. 
By comparing Figure 16 with Figure ^1, it is seen that the f-f3 
curve for the lowest order mathematical mode is displaced to the right of 
the second lowest mode (the dominant microstrip mode) by a small amount 
and is thus further from the experimental f-|3 curve. 
Ferromagnetic Spin Resonance Absorption Results 
The ferromagnetic spin resonance absorption experiment was set up 
according to the block diagram of Figure 38 and performed according to 
the experimental procedures outlined in Chapter IV. The magnetic field 
components were calculated from the measured spin resonance absorptions 
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on three of the microstrip lines: the .055" and .025" alumina lines 
with w/b = 2 and the .055" D-l6 line with w/b = 0.6. 
VSWR Measurements 
VSWR versus frequency measurements for these three lines which 
were computed on the Hewlett-Packard network analyzer are plotted in 
Figure k-7. 
The variation in VSWR as a function of the frequency was due to 
the phasing of the reflected waves from the connector mismatches. These 
results indicated that each line would have to be matched using the two 
double stub tuners before meaningful resonance absorption measurements 
could be taken. Had a matching procedure not been used, the large re-
flected wave on the microstrip line would have added to the forward 
propagating wave. Subsequently, the fields calculated from the measured 
spin resonance absorptions would then have been a resultant of the for-
ward and reverse propagating waves. This would have led to an erroneous 
mode pattern. 
Experimental and Theoretical Results for the .055" Alumina Substrate 
with w/b = 2 
The spin resonance absorption measurements were made on the .055" 
alumina substrate with a center strip width of .110" (having a character-
istic impedance of 33 ohms) at a frequency of 10.6 GHz. The measured 
uniform mode spin resonance absorption peaks are presented in Table 13 
as a function of the YIG sphere positions, normalized to half the center 
strip width W, in the vicinity of the center strip. Also listed are the 
relative power absorbed and the calculated magnetic field components. 
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(a) .055" Alumina Substrate with w/b = 2 
11.0 
*- frequency (GHz) 
(b) .025" Alumina Substrate with w/b = 2 
10.0 11.0 . N 
* -^frequency (GHz) 
(c) .055" D-l6 Substrate with w/b =0.6 
Figure 47. VSWR versus Frequency for Three Microstrip Lines 
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Table 13. Measured Resonance Absorptions and the Calculated Magnetic 
Field Components for the .055" Alumina Substrate with 
w/b = 2 
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A complete listing of the measured resonance absorptions, including both 
uniform and nonuniform modes is presented in Appendix C. 
The magnetic field components which were calculated from the spin 
resonance absorption data are plotted in Figure 48. Note that two H 
z 
curves are plotted, one for each of the two antiparallel orientations 
of H0. Also shown in the figure is a cross sectional view of the micro-
strip drawn to approximate scale. The large dot represents the size of 
the YIG sphere relative to the microstrip line. The triangles on the 
plot indicate the regions on the substrate where the nonuniform modes 
perturbed the uniform mode of resonance absorption. At those regions 
coupling to nonuniform modes resulted in a broadening of the resonance 
line of the principal mode of resonance absorption and consequently a 
reduction in the peak of the resonance absorption curve. The fields 
calculated at these locations are based on the resonances which were 
judged to be the uniform mode but which were probably reduced in ampli-
tude due to the coupling to nonuniform modes. 
The theoretically calculated magnetic field components are pre-
sented for comparison in Figures ^9 and 50* Since the YIG sphere diam-
eter was approximately equal to the node spacing for the .055" substrate, 
the plotted fields are averages of the field values at the nodes on the 
interface and the field values at the nodes just above the interface. 
Comparison of the experimental and theoretical curves in the vicinity of 
the center strip shows very good agreement. The longitudinal magnetic 
field reaches its maximum just past the center strip edge. The x-component 
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Figure 48. Magnetic Field Components Calculated from the 
Measured Spin Resonance Absorptions for the 






















Figure lj-9. Relative Amplitudes of the Numerically Calculated 
Magnetic Field Components for the .055 
Substrate with w/b = 2 at 10.62 GHz 
Alumina 
Figure 50. Comparison of the Experimental and Theoretical Magnetic Field Components ^ 
for the .055" Alumina Substrate with w/b = 2 
1̂ 3 
strip edge, passes through zero just past the edge and then passes 
through a negative extremum a short distance from the edge. The y-
component of the magnetic field drops off from zero in the vicinity of 
the center strip down to a negative maximum just past the center strip 
edge. Note that the longitudinal magnetic field and consequently the 
longitudinal electric field of the microstrip mode along the interface 
is far from being a negligible quantity. 
Further away from the center strip, the accuracy of the measure-
ment decreases rather rapidly for reasons associated with the experi-
mental technique. The power absorbed by the YIG sphere probe was 
effectively normalized to a maximum value of unity. The RF magnetic 
field was then calculated from the square root of the power absorbed by 
the sphere, and two was the maximum value that these calculated fields 
could attain. Thus for a relatively large range of absorptions mea-
sured in dB, from zero to a large value, the resulting calculated fields 
cover a relatively small range, from zero to a maximum of two. 
At regions on the air-dielectric interface in the vicinity of 
the center strip edge, both the experimental plot, Figure hQ, and the 
theoretical plot, Figure h^, reveal a relatively large component of 
circularly polarized RF magnetic field in planes normal to both the x-
f 
and y-axes. Experimental work by other investigators had indicated that 
there was a circularly polarized component of the RF magnetic field in 
microstrip, but its relative location and amplitude were not known. 
t 
Private communication with D. R. Taft, Sperry Microwave Elec-
tronics Company, Clearwater, Florida. 
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This research substantiates its existence and provides information vital 
to the design of microstrip components which make use of this particular 
field configuration. For example, a nonreciprocal resonance isolator 
could be easily constructed by surface loading the microstrip line with 
a piece of ferrimagnetic material properly biased for the frequency of 
operation. 
The fact that there is a substantial component of longitudinal 
magnetic field has been demonstrated both experimentally and theoreti-
cally. It should be pointed out, however, that most of the energy in 
the microstrip mode is concentrated in the dielectric substrate under 
the center strip and in this region the longitudinal fields are relatively 
weak. Consequently, one would expect TEM calculations of guide wave-
length, phase constant, etc. to be reasonably close to the actual values. 
This is shown by comparing the calculations in this research with calcu-
lated TEM values. 
Experimental and Theoretical Results for the .025" Alumina Substrate 
with w/b = 2 
The resonance absorption measurements were made on a .025 alumina 
substrate with a center strip width of .050 (having a characteristic im-
pedance of 33 ohms) at a frequency of 10.8 GHz. The measured uniform 
mode resonance absorptions and calculated data in the vicinity of the 
center strip are listed in Table lU. A complete listing of uniform and 
nonuniform resonance absorptions and calculated field components are 
listed in Appendix C. 
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Table Ik. Measured Resonance Absorptions and the Calculated Magnetic 
Field Components for the .025" Alumina Substrate with 
w/b = 2 
:/W Orientation Measured Power Relative 
Magnetic 
Field 
0.00 -y 2.15 0.39 h = 1.21+8 
hX = 0.0 
hZ = 0.0 
hy = 0.0 
z 
0.300 -y 1.1*0 0.275 h = I .165 
hX = 0.116 
hz = -0.21 
hy = 0.21 
z 
0.860 -y 0.62 0.132 h = 1.081 
h* = 0.355 
h z = -1.21+5 
h y = 0.1+27 z 
h = 0.913 
hX = 0.301 
hZ - -1.670 
r i t t i o  easur  e  
of the Absorption Absorbed 
DC F i e l d m 
-  .  -  
+y 2 . 1 5 0 . 3 9 
-x 0 . 0 0 . 0 
+x 0 . 0 0 . 0 
-  
+y 2 . 3 0 0.1+1 
- X 0 . 0 0 . 0 
+X 0 . 2 0 0.01+1+ 
-y   
+y 3 .15 0 . 5 1 5 
- X 0 . 8 0 0 . 1 6 7 
+X 5 .20 O.698 
-y 0.1+2 0 . 0 9 2 
+y 2 . 0 0 O.368 
- X 2 . 7 0 O.I+63 
+X 1 6 . 8 0 0 . 9 7 9 
-y 3 .30 0 . 5 3 2 
+y 0 .02 0 . 0 0 3 
- X 1.1+8 0 . 2 8 8 
+x 1 5 . 8 0 0.971+ 
- y 2 . 8 0.1+75 
+y 0 . 0 1 0 . 0 0 1 
- X 0.1+8 0 . 1 0 3 
+x 9 . 1 0 0 . 8 7 7 
h y = 0.308 
z 
1.61+0 -  h = -O.785 
hX = 0.675 
hZ = -1 .523 
h y = 0.1+1+9 z 
2.01+0 -  .  h = -0 .721 
h x = O.658 
h z = - I . 2 5 8 
h y = 0.616 z 
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The magnetic field components which were calculated from the 
measured spin resonance absorptions are plotted in Figure 51- Also 
drawn to relative scale is a cross sectional view of the microstrip and 
YIG sphere. As before the triangles indicate the excitation of nonuni-
form absorption modes. 
The same .0164" diameter YIG sphere that was used in measuring 
the fields of the .055" alumina line was used in this set of measure-
ments. The relative size of the YIG sphere when compared with the size 
of the microstrip had increased for this portion of the experiment. Thus 
the presence of the high dielectric constant YIG sphere (K = l6) per-
turbed the propagating fields to a much larger degree than that experi-
enced in the previous experiment. This perturbation could have been 
reduced if a smaller single crystal YIG sphere had been used. However, 
the .0164" YIG sphere was the smallest that was available for use in 
this research. 
The theoretically calculated magnetic field components are plotted 
in Figure 52. The field values plotted are those of the first row of 
nodes just above the interface since these more closely approximate the 
center of the YIG sphere. In the vicinity of the center strip, the field 
components of the experimental and theoretical calculations show fairly 
good agreement. Away from the center strip the accuracy decreases rather 
quickly for the same reasons previously discussed. Also, the assumption 
that the high dielectric constant YIG sphere can be treated only as a 
perturbation becomes less accurate, particularly as the sphere is moved 
away from the center strip. This is because the sphere does not perturb 
y 
relative size I 
ure 51. Magnetic Field Components Calculated from the Measured 
Spin Resonance Absorptions for the .025" Alumina 
Substrate with w/b = 2 at 10.8 GHz 
gure 52. Relative Amplitudes of the Numerically Calculated 
Magnetic Field Components for the .025" Alumina 
Substrate with w/b = 2 at 10.9** GHz 
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the mode pattern appreciably when it is over the center strip. But 
when the YIG sphere is on the air-dielectric interface away from the 
center strip, it behaves like a field displacement device and thus per-
turbs the mode pattern. 
Experimental Results for the .055" D-l6 Substrate with w/b = 0.6 
The final set of measurements were taken on a .055" D-l6 substrate 
with a .033" center strip having a 50 ohm characteristic impedance and 
at a frequency of 8.1 GHz. A partial listing of the measured uniform 
mode absorptions and calculated fields is shown in Table 15, and the 
complete listing is included in Appendix C. Figure 53 shows the calcu-
lated fields and the locations where the nonuniform Walker modes perturbed 
the principal uniform mode of resonance absorption. Note the relatively 
large size of the sphere as compared with the microstrip center strip 
width. In the vicinity of the center strip, the fields still show the 
same relative shape predicted by the earlier measurements and calcula-
tions, despite the presence of such a large perturbing probe. There 
were no theoretical calculations made for this particular set of measure-
ments because the narrow center strip could not be accurately represented 
by the nodal arrangement. 
Relative Accuracy of the Experimental Results 
Of the three spin resonance absorption experiments, the .055" 
alumina substrate with the .110" center strip was the most accurate since 
the probing sphere was the smallest when compared with the microstrip di-
mensions. It was interesting to note that, despite the increasingly 
large perturbation presented by the YIG sphere probe in the sequence of 
experiments, the resulting determined fields in the vicinity of the 
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Table 15 • Measured Resonance Absorptions and the Calculated Magnetic 
Field Components for the .055" D-l6 Substrate with 
w/b =0.6 
x /to Or ien t a t i on 
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Figure 53* Magnetic Field Components Calculated from the Measured 
Spin Resonance Absorptions for the .055" D-l6 Substrate 
with w/b = 0.6 at 8.1 GHz 
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center strip still retained their predicted shape. 
A Resonance Absorption 
The magnitude of the ferromagnetic spin resonance absorption was 
measured with an SWR indicator. In order to get a photograph of a reso-
nance absorption, the SHF signal generator was replaced by a microwave 
sweep generator and the bolometer and SWR indicator were replaced by the 
crystal detector and oscilloscope. Figure ^h shows the photograph of 
the detected output with a single uniform mode of resonance absorption 
Figure ^k. A Uniform Mode Resonance (arrow) on a 
.055" Alumina Substrate with w/b = 2 
on a .055" alumina substrate with w/b = 2. The sweep frequency range on 
the generator was from 10 to 11 GHz and the DC biasing field was about 
3.60 kilogauss. The variations at off resonance were due to the microwave 
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sweep generator and the mismatches in the system. 
Figure 56 shows the principal uniform resonance mode of absorp-
tion along with two very small nonuniform modes (Walker modes) of reso-
nance absorption for two different DC biasing fields. The sweep frequency 
range was between 9-5 and 11.1 GHz for DC biasing fields of about 3-66 
kilogauss and 3*70 kilogauss. Note the frequency shift of all the modes. 
Comparison with Other Investigator's Calculations 
22 
Hornsby and Gopinath modeled the microstrip with an enclosing 
waveguide and made calculations for a dielectric substrate having K » 9.0, 
b = .020", and w/b = 2 . In the vicinity of the center strip their calcu-
lated fields are similar to those calculated in this work. Their longi-
tudinal magnetic field is displayed in Figure 55. 
H i / \ 
z ' / A 
•51 / \ 
Figure 55. Longitudinal Magnetic Field of a .020" Dielectric 




9-5 GHz 11.1 GHz 
(a) DC Field of 3-66 kilogauss 
9.5 GHz U.l GHz 
(b) DC Field of 3-70 kilogauss 
Figure 56. A Uniform Mode (arrow) and Two Nonuniform Modes (double 
arrow) of Resonance Absorption on a .025 Alumina Sub-
strate with w/b = 2 for DC Biasing Fields of 3-66 and 
3.70 Kilogauss 
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Along the air-dielectric interface near the waveguide wall, the magnetic 
field of their calculation had an erratic behavior which they attributed 
to the approximate nature of their method. 
It is interesting to note that the mode calculated by Hornsby and 
Gopinath was actually the second lowest mathematical mode. They used a 
technique which calculated only the eigenvalue of smallest modulus and 
its corresponding eigenvector. They assumed that the eigenvalues which 
they calculated belonged to the same mathematical mode. As a check of 
their work, all the eigenvalues were calculated by the QR transform tech-
nique of this work, modified to allow for the perfectly conducting bound-
ing walls. A break in the eigenvalues occurred and a lowest order mathe-
matical mode resulted. However, they did not observe this mathematical 
mode. Their choices for the parameter T yielded results for the second 
lowest mode, the mode considered here to be the dominant mode. 
The only other experimental investigation for the field configura-
o 
tion was by Shafer. He used a loop coupling technique to measure the 
average RF magnetic field distribution on an oversized microstrip line 
having a low dielectric constant substrate. His measured average value 
of the square of the longitudinal magnetic field along the interface is 
drawn in Figure 57• This longitudinal magnetic field component is simi-
lar to the longitudinal magnetic field component in this work and plotted 
in Figure kQ. It appears that his measured fields experienced the same 
reversal in sign as did the theoretical calculations here. 
Ik 
Caulton, et al. calculated several sets of curves describing 
the change in several microstrip parameters as functions of the physical 
dimensions of the line. In particular, their plot of \/X versus w/b 
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65 
Figure 57. Average Longitudinal Magnetic Field Squared 
as Measured by Shafer 
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has been used quite frequently in the microwave industry for determining 
the guide wavelength for various configurations. That part of their 
plot for a relative dielectric constant of 9*5 is plotted in Figure 58. 
It has generally been assumed that the wavelength curve normalized to 
the wavelength for a TEM wave in a homogeneous dielectric would be accu-
rate over the microwave frequency range. The theoretically and experi-
mentally calculated values plotted in Figure 58 show that the curve pre-
pared by Caulton is accurate only around 2 GHz. The experimental points 
around S band for the two lines tested fall very close to Caulton's curve, 
but around X band or higher there is about 15 percent or more error. 
The theoretical calculations for the w/b = 1 configuration had an error 
of 0(h) and are accordingly less accurate than the calculations for the 
w/b = 2 configuration which had an error of 0(h3). 
Wheeler's analysis of a quasi-TEM mode leads to a straight line 
f-(3 curve as shown for comparison in Figure kl. The curve is character-
istic of a TEM mode (zero cutoff frequency), and it is nondispersive. 
The f-(3 curve obtained for the waveguide enclosed microstrip of Hornsby 
and Gopinath fell right along the curve for the zero field walls as is 
also shown in Figure kl. Thus in Figure 58 the points corresponding to 
their analysis fell on the points for the zero field wall analysis 
studied here. 
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2 GHz (e) 
6 GHz (e) 







2 GHz (c) 
6 GHz (c) 
10 GHz (c) 
2 GHz (c) 
6 GHz (c) 
10 GHz (c) 
Figure 58. Experimental (e) and Calculated (c) Normalized Wavelength 
as a Function of w/b for a .025" Alumina Substrate 
Plotted Against Caulton's Curve for K = 9.5 
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CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
Many investigators in the microwave industry have attempted to 
determine the properties of microstrip and its mode pattern. At the 
inception of this research, their theoretical analyses for the deter-
mination of the field configuration were based on TEM or quasi-TEM 
assumptions. These assumptions, though not rigorously accurate, had 
led to usable approximations of the microstrip parameters, such as im-
pedance, guide wavelength, etc. The reason for their success is that 
most of the energy of the microstrip mode is concentrated under the 
center strip in the high dielectric constant substrate. In this region 
the longitudinal fields are weak, and thus an analysis based on purely 
transverse fields shows reasonably good correlation with the true values. 
However, the TEM techniques yield absolutely no information about the 
longitudinal field components. This research, the first to show cor-
relation between the experimental and theoretical calculations for the 
complete microstrip mode, verified that the dominant propagating mode in 
microstrip was indeed a hybrid coupled mode and not a TEM mode. 
In the theoretical analysis, the microstrip region was quantized 
by a system of nodes. The Helmholtz wave equations were written as 
finite-difference equations at each node, cast into a matrix eigensystem, 
and solved on a digital computer to yield the propagation characteristics 
and the longitudinal field configuration of the microstrip mode. The 
transverse field configuration was then calculated via Maxwell's equa-
tions . This particular method allowed for the determination of both the 
longitudinal and transverse components of the electric and magnetic 
fields. 
The results of the theoretical portion of this research not only 
verified that nonnegligible longitudinal electric and magnetic fields 
exist but also yielded the complete field distribution of the dominant 
mode in microstrip. These results imply that the matrix eigensystem 
method is a valid technique for solving the scalar Helmholtz equations 
for hybrid coupled modes of propagation. In particular, the numerical 
results predicted that the dominant microstrip mode was shaped like an 
inverted saddle about the center strip. More important however, the 
computed results showed that the dominant mode possessed substantial 
amounts of circular polarization of the RF magnetic field. This type 
of polarization has been suspected but had not previously been shown 
to exist. An interesting observation was that the almost circular 
polarizations appeared in each of two orthogonal planes. This informa-
tion will be useful in the design of microwave hybrid integrated circuit 
components, e.g. a resonance isolator. 
It was found that, as the frequency was lowered and as the guide 
wavelength became greater than the substrate thickness, the relative 
amplitude of the longitudinal fields decreased and the fields began to 
approach the TEM mode. At low microwave frequencies, the frequency-
phase constant curve approached the straight line of the TEM mode. 
l6l 
The propagation characteristics were verified by observing the 
frequencies for which resonant transmissions occurred through a loosely-
coupled short circuited section of microstrip. The f-f3 curves deter-
mined from this experimental research compared favorably with the theo-
retical curves obtained via the numerical analysis technique. In 
particular, both sets of curves showed that, in the microwave frequency 
band, microstrip is indeed dispersive and that a nondispersive TEM 
solution is not exact. 
To complement and verify the theoretical field calculations, a 
technique was devised which allowed for the determination of the magnetic 
field components from measured amounts of ferromagnetic spin resonance 
absorption in a small single crystal YIG sphere. The experimentally 
determined magnetic fields compare very well with the numerically calcu-
lated fields in the vicinity of the center strip. Not only do they have 
the same shape, but their relative amplitudes are similar. This sub-
stantiated the theoretical predictions of a well defined longitudinal 
field. The theoretically predicted regions of circular polarization of 
the RF magnetic field are also found. The magnetic field has the form 
of the saddle mode. 
A change in the microstrip line's impedance (change in the ratio 
of center strip width to substrate thickness) does not seem to change the 
general shape of the mode pattern and the general propagation character-
istics . 
The chief limitation in the research was the upper limit on the 
size matrix that the computer was capable of handling. A faster computer 
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with an increased storage capacity would allow for a much larger matrix 
eigensystem to be solved. Alternatively, a different technique (one 
more nearly aligned with the indirect method) might be developed for 
solving larger eigensystems. In either case, greater accuracy for the 
given microstrip problem and increased latitude in w/b ratios could be 
obtained. In addition, complex matrices could then be introduced, thus 
allowing for lossy dielectric substrates (characterized by a complex 
permittivity) and unmagnetized ferrimagnetic substrates (characterized 
by a scalar complex permeability). Problems involving inhomogeneous 
substrates, e.g. a ferrite loaded substrate, could then be investigated. 
An interesting extension to the present work would be an inves-
tigation utilizing bounding walls which require the normal derivatives 
of the longitudinal fields to vanish in addition to requiring the longi-
tudinal fields to vanish at the bounding walls. 
Slot line and coplanar waveguide, the other two types of micro-
wave hybrid integrated circuit transmission lines which are presently 
undergoing evaluation by the microwave industry can be analyzed by the 
same numerical technique used to determine the microstrip mode. Quan-
tized models for these two lines are shown in Figure 59-
Another interesting problem that could be solved by this numeri-
cal approach is the even-mode and odd-mode coupled microstrip lines. 
The only theoretical investigation for this major coupling problem has 
been a purely TEM analysis. A more accurate description of the fields 




(a) Slot line 
(b) Coplanar waveguide 
Figure 59. Models for Slot Line and Coplanar Waveguide 
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As a result of this research, the propagation characteristics and 
total field configuration of the microstrip are more clearly understood. 
In particular, the longitudinal field components have been shown to not 
only exist and be of substantial amplitude but to be potentially useful. 
Based on the more accurately determined field configuration, the design 
of some microstrip components could be improved and their performance 






DERIVATION OF THE AIR-DIELECTRIC INTERFACE EQUATIONS 
With reference to Figure 6, at a typical node lying on the 
air-dielectric interface, the normal component of the magnetic field 
must be continuous. 
H = H (A-l) 
V V air ^dielectric 
Equation (7); of Chapter II, gives the general relationship between the 
normal component of the magnetic field and the longitudinal electric and 
magnetic field components. 
, 3E m v 
H
y = - w 0*°
s s r + & w) <A-2> 
c 
2 2 
In the air, k and e are replaced by k and e0, respectively. In the di-
electric, k and e are replaced by k and Ke0, respectively. Applying 
the continuity condition, Equation (A-l) becomes 
.a bE , . ,dE N .Q /BH N . v /BE N 
- k | W ) - k | W )k - - k | W ; - k | W ;D ^> 
Define the parameter 
_a _ u/VneQ - g
2
 f . v 
" k | " cu^oeoK - ^
 l A 4 ; 
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T is an artificial, nonphysical parameter relating the square of the 
transverse wave numbers in the air and dielectric. Specifying a value 
of T is equivalent to specifying the X /\0 ratio characterizing the 
o 
solution. Equation (A-3) becomes 
\w)k
 + m°(w)A -
 PT(§f)D
 + ^Ki-^\ <A-5) 
after replacing k2/k^ by T and canceling the -j in each term. a ci 
The finite-difference equations representing the partial deriva-
tive with respect to x is derived in Chapter II and given by Equation 
(13)- An analogous equation can be derived for the y direction. Ne-
glecting the third and fourth order terms, the derivative approximations 
are given as 
, d H v H h 3
 H
z > h_-h3 
(_X) = - gL- - . - ^A__, ^ + _____ H (A_6) W / . == h _ ( h _ + h 3 ) " h 3 ( h _ + h 3 ) " h x h 3 z A 
,dE N E h 3 E h 4 h 4 - h 2 
\ d x / A "" i i ^ h a + i O h 2 ( h 3 + h 4 ) h 2 h4 z 0 
/___z\ _ "ZiDAJfl _ V 1 1 + 1__! H 
\ d y / " h _ ( h _ + h 3 ) " h 3 ( h x + h 3 ) h x h 3 z 0 
dE N E h 2 E h 4 h 4 - h 2 
- E 
D Z ° 
j v JI; n u; . 
z ] _ Z4 _ za + E 
dx / h 4 ( h 3 + h _ ) h2 (h 2 +114) h 2 h 4 z< 
Since these equations apply at nodes which are on the air-dielectric 
interface, it is necessary to introduce image magnetic fields. H and 
Z3A 
H are respectively the image fields which would exist if the finite-
ziD 
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d i f fe rence approximations were app l i ed t o a node which was p o s i t i o n e d in 
an a l l a i r or a l l d i e l e c t r i c medium. 
S u b s t i t u t i n g Equations (A-6) i n t o Equation (A-5) y i e l d s 
/ H z >
 H z 3 A
h l hi-ha N ^ / \^2 E z s h 4 
^ ( h i + h g ) " h3 (hj+ha)
 + h ^ \ J + CWe°\h4(h2+h4) " h 2 ( h 2 + h j
 ( A " 7 ^ 
h 4 -h 2 x ( \ ^
 H
Z a
h i h l " h 3 
h2h4 z 0 / ~ VhTThT+hTT h3(hi+hs) YL^ Z0 
/ E h 2 E h4 h4 - h 2 v 
0 ^ ( h s + h * ) h 2 (h 2 +h 4 ) hslu z 0 / 
Since the image fields H and H are the fields that would exist in 
Z3A ziD 
an all air or all dielectric medium, then H is H in the finite-
' 1-7 rr 
J3A 
difference equation for 
z . « z 3 
i . e . 
(VT + k a } Hz = ° (A"8) 
/ H H7 H H 
p ( zn Z 3 A z a z 4 / v 
* VMhj+ha ) haChi+hg) hToS+hV) h ^ h a + l O v y) 
( E ^ ^ - - ^ z 0 \h x h 3 h 2 h 4 / / a z< 
And H i s H in the f i n i t e - d i f f e r e n c e equat ion for 
z i D Z l 
(V^ + k p Hz = 0 (A-10) 
i . e . 
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, Hz H H H 
? iD + Z s , Za , z 4 / . -,-, N 
VhiChx+hg) h a l h x + h a ) h 2 ( h 2 + h 4 ) h j h g + h * ) V ^ - U 
rrr- + ̂ t - ) ) = ~A H 
z 0 \ h i h 3 h s h 4 / / d z 0 
R e a r r a n g i n g E q u a t i o n s (A-9) and ( A - l l ) g i v e s t h e image f i e l d s i n t e r m s 
of t h e f i e l d v a l u e s of t h e c e n t e r n o d e ' s n e a r e s t n e i g h b o r s . 
HP? . H H H 
3 A = ZT Z 2 + z 4 / . 1 ? N 
h3(h!+h3) hi(hi+lfe) h2(h3+h4) h4(h2+h4)
 V H _ X J 
k3 
T ~ T + vTT") + T H z 0 \h1h3 h 2 h 4 / 2 z( 
Hrr _. - H H H 
^ i D Zfl _ Za z 4 
hxChi+hs) " h 3 ( h i + h 3 ) " h 2 ( h 2 + h 4 ) h 4 ( h 2 + h 4 ) 
k3 
,r~- + TTT") " "T1 H z0 \h1h3 h2h4/ 2 z0 
Elimination of the image fields from Equation (A-7) after division by 
|3 yields 
(A-13) 
H h 3 H h x H hx H h] , .. , N 
Zn ZT X Z a Z 4 H •. 1 1 1 ^ 
h ^ h x + h s ) + hxChx+hg) h 2 ( h 2 + h 4 ) ' SJ (h 2 +h7T " z 0
 x W ^ h s h * / 
k h x - h 3 ooe0 / E h 2 E h i 
+ hx ~- H + r p r — H + - 5 - ( l -KT) ( r - T ^ T T T " v, &±M \ 1 2 z 0 h].h3 z 0 (3 V h ^ h g + l ^ ) h 2 ( h 2 + h 4 ) 
( c o n t i n u e d ) 
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h 4 - h 3 , H Th3 H Th3 H Tha _ 1 E ] = z3 _ z2 z 4 
h2h4 z0) ' h7(h7+h77 h2(h2+h4) h^hg+h^) 
/ 1 1 \ k d Hz T h l h l _ h a 
+ H Th3 ( T ~ — + 'irtr) - Th3 •— H - r r r ?—r-^ r + T r—r— H z 0 \ h ih 3 h e W 2 z 0 ha ih i+ha) hxh3 z0 
Rearranging and collecting like terms yields 
H 
Zl (hl(h^h3))
 + HZ3 ((h1+25lCS+h4))
 + HZ3 (h3(h^h3))
 (A" l4) 
+ H i',
 2 (y>) s) 4- H r^i^h,) (_i_ + _ j ^ 
z4 \(h1+h3)h4(h2+h4)/ z0 \ (hi+hs) \hxhg h ^ / 
P ^ i zk n . T ^ , aoea ( I -KT)_ / ^ 
* hihaChx+ha) VJ" X V 3 (hi+hg) Vh4(h2 
E h2 E Ik 
Z2_ 
+h4) h2(h2+h4) 
+ ̂ ^ E ) = -k2 H 
h3h4 ZQ/ a Z 0 
This equation gives the center node magnetic field in terms of the nearest 
neighbor magnetic fields and nearest neighbor electric fields. In other 
words, the electric field is coupled to the magnetic field along the air-
dielectric interface. Note, however, that in the coupling term, the 
unknown phase velocity U)/|3 is present. To circumvent this difficulty, 
define a normalized electric field 
E = ̂  E (A-15) 
z 0 z. 
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where the phase velocity is now absorbed and need be determined only 
after the finite-difference equations have been solved. A scale factor 
X is also included in order to aid in the solution of the equations. 
The final result is 
H
Zl (intin,))
+ \ W&OK+JO) + \ (hjihS^y) (A_l6) 
H ( . gfofflO \ + (-2(h1+Th.l /_L_ + _1 
z4 \h4(h1+h3)(h3+h4;/ z0 \ (hj+hs) \h1h3 h2h 
hx-hg (1-T) v (1-KT) , I h2 I h* 
hxh3 (hj+ha)/ (hi+ha) Vh^hg+lu) " h2(hs+h4) + 
h4-h2 
. . E J = - k2 H 
hghi ZQ/ a ZQ ) - -
Now, an equation relating the center node electric field to the 
nearest neighbor electric fields and nearest neighbor magnetic fields 
is needed. In order to derive this equation, use the boundary condition 
requiring the tangential components of the magnetic field to be continu-
ous across the air-dielectric interface. 
H = H (A-17) 
air dielectric 
Equation (7)» of Chapter II, gives the general equation 
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as derived from Maxwell's equations. As in the derivation of Equation 
(A-3)> in the air k2 and e are replaced by k2 and e0, respectively. In 
c a 
the dielectric k2 and e are replaced by k2 and Ke0, respectively. Sub-
stituting into Equation (A-17) and employing Equation (A-U) yields 
/dH v /SE . /9H v /SE N 
- K^r)A
 + w<w)A = - Kar)D
 + we°«iw)B ' ^ 
For the derivatives normal to the interface, it is necessary to intro-
duce image electric fields E and E . The finite-difference equa-
Z3A ziD 
tions representing the partial derivatives are then 
/dH v H h2 H h4 h4-h2 





^ E ^ E„ ha E z^ A
h i h i - h 3 
"^TTT + TTTT- E ^ \n i+n3 /) n.inQ Zo 
(Zjk) - > Z . " ^ 
\dy / . hi (hi+113) h3(h!+h 3 ) hiba z, 
& V * , Hz> , ,**-*% 
\dx / D h4(h2+h4) h 2(h 2+h4) h2h4 z0 
/ ^ z \ _ E z l D
h 3 _ E h , + hi-h3_ 
\dy / D h i (h i+h3) " h 3 (h 1 +h 3 ) h xh 3 z0 
S u b s t i t u t i n g i n t o equa t ion (A-19) y i e l d s 
y Hz h2 Hz h4 h4-h2 v /
 E
z
 h 3 
" pk&*0 " blfej + ĥ T V + ,U)e°W(hl+h3)
 (A"21) 
. E*3A\ , ^ E ^ _ _ pT( ° » > _
 H Z > 




h 4 -h 2 N , Ez «hg E hi hx-h 
h2h4 z 0 / ° Vhxihi+hg) hs lhi+ha) h ih 3 z 0 / 
As be fo re , t h e image e l e c t r i c f i e l d s a re e l imina ted by use of the 
f i n i t e - d i f f e r e n c e equa t ion approximation for the t r a n s v e r s e Helmholtz 
equat ions 
(*" + k 2 ) Ez = 0 (A-22) 
( ^ + k 2) Ez = 0 
Solving the difference equations, 
E Ez . E 
? ( Z l + 3 A 4- Z2 , ZA /. p„\ 
* V M h i + h a ) haChi+hs) h2(h2+h4) ii4(h2+h4) ^ " ^ 
" E (rT- + vTT-)) = " k2 E ZQ vn^ng h 2 n 4 / / a ZQ 
, Ez _ E E E 
VMhx+ba) hafhi+ha) h2(h2+h4) ' h T T V ^ T 
" E (rV + r4~)) = - k* E 
z0 \hih3 h2h4// d z0 
for the image electric fields yields 
-E„ A E E E 
Z3A _ Zi z a + „ 
h 3 (h !+h 3 ) " hiChi+hg) hTiS+hTT ^ ( h g + h j 
5 a A — = - l - - , , / * » , N + t , S l . N (A-2i.) 
k2 
- E f -1 + 1 ^ + -2: E 
z 0 \hxh3 h-gh^/ 2 z0 
17 H 
and 
E7 _ E E E 
^iD _ _ z3 _ z a _ z4 
hxChi+hg) ' " h 3 (h i+h 3 ) " h2(h^+h7T " ^ ( h g + h * ) 
k2 
E (' 1 + ^L_) + <L E 
z0 \hxha hgb^/ 2 z0 
S u b s t i t u t i n g i n t o the boundary cond i t i on equat ion , Equation (A-19) y i e l d s 
/ \^z H z gh4 3^-hg v ^ / E z i h 3 
" U ^ + h J " h2(h2+h4)
 + h ^ " H z J ( l " T ) + " ^ Vh^hi+hs) ( A " 2 5 ) 
E h, E E ^ , _ , N hxk
2 
zi Za Z4. x „ , ( 1 __i—) + a- -c, 
M h i + h s ) h 2 (h 2+h4) hTTh^hTT " z 0
 l Vhihg hah*/ 2 z0 
+ 
h i - h 3 N .,_ , -E h3 E h3 E h3 1 E \ = wenKT / za
 3 _ zg
 3 _ zA
 3 
h ih 3 z 0 / " 3 Vh3(hi+h3T hsCha+h*) ^ ( h a + l O 
h3k
2 E^ hx ht-ha 
+ E h3 (7—7- + 7—) - - ^ E - - 7 ^ — \ + r-T—
 E ) z0
 J xhihg h2h4/ 2 z0 hsChx+he) hih3 z0/ 
Rearranging, collecting like terms, and employing the normalized elec-
tric field of Equation (A-15) yields 
(_V* S*4 , + ^LH H ^
 2(1-T) + ? f - g ^ rA ? î 
' VhTfe+hTT h 2 (h 2 +h 4 ) h2h4 z 0 / h^fKhg zx VlnChi+Khe)/ ^ *
D ; 
v ( 2(hn+KTh3) \ ~ / 2KT \ - / 2(hn+KTh3) ^ 
+ z2 Mhx+KhaJhaCliB+h*)/ Z3 Xlfe (hi+KlteT/ z4 \(hx+Kh3 )h4 {hz+h^) J 
. E (-2(h 1 +KTh,) ( _ 1 _ _1_N ( h ^ ^ (1-KT) \ = . fc2 j 
z0 \ (hx+Kh3) \hihg hzh^J * h ^ (hx+Khg)/ a z0 
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This equation expresses the required coupling between the electric field 




The QR transform has proved to be a powerful method for calculating 
the eigenvalues X of a general matrix A. 
(A - XI) $ = 0 (B-l) 
The method, developed and tested by Francis, works well on real or com-
plex and symmetric or nonsymmetric matrices. It makes use of similarity 
transformations which tend to be numerically stable. The basis of the 
transform is to decompose the matrix A into the product of a unitary 
matrix and an upper triangular matrix R, 
M - Q<kVk> (B-2) 
where the superscript k implies the k iteration or application of the 
decomposition. Calculations in the QR transform are made simpler if 
the matrix A is initially reduced to upper Hessenberg form by House-
holder's method. The matrix form is given by Equation (72) in Chapter 
(k) 
II. As k -• °°, the matrix A tends to an upper triangular matrix, the 
diagonal elements of which are the eigenvalues of A. 
Beginning with the Hessenberg matrix, an iteration is performed 
(k) (k)* 
by premultiplying A by Q to get 
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<k)*A« = Q«* Q«R« = R(k) 
(B-3) 
The n-1 subdiagonal elements of the matrix A. ., i = 1, 2, 3, •••n-1, 
1*T_L » 1 
are eliminated in turn by a series of elementary unitary matrices. 
ft^V1' - A« (B-U) 
i1^ - 41' 
^ K l = *(1) 
or 
(1)* (1) (1)* (l)* (1)-* (1)* (1) (1)* (1) (1) , 
Q W A^J.; = Q|x, ̂ x , Qvx, .__ ^ x ^ A ^ X , = ^±j ^x, = Rv-U (B_^ 
(k) (k) 
Next, the upper triangular matrix R ' is post multiplied by Q 
t o ge t A<k+1> 
R * 1 ^ = 4 1 3 (B-6) 
RW 1* = nix) 
nm=^ 
or 
^ J Q M ^ I ) . . . . £ ) -BU)«U>.A<2) (B-7) 
After one iteration A ' is derived from A^ . After k iterations, the 
QR transform can be written as a similarity transform 
A(k+1) . (k)»Q(k-l)» .... Q(1).A(D,(DQ(2) .... Q M (B.8) 
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In many cases, convergence to the eigenvalues is slow. This weakness in 
the transform is overcome by using a modified form of the algorithm de-
fined by 
A« - k«I - Q<kVk> (B-9) 
s 
where 
Q ( k ) * ( A ( k ) . k ( k ) I } = R(k) ( B . 1 0 ) 
is formed, and then 
R (k) Q (k) + k ( k ) z _ A ( k + D ( B _ 1 1 } 
s 
is.formed to complete the iteration. If the origin of the eigenvalues 
is shifted close to X , the eigenvalue of smallest modulus, by the shift 
(k) kv ' before an iteration and shifted back again afterwards, then the sub-s 
diagonal elements in the last row will be greatly reduced in that itera-
(k) tion, thus speeding convergence. The value of k is determined as 
s 
+• Vi 
follows. Prior to an iteration, say the k , find the eigenvalues of 
the last principal 2 X 2 submatrix. If the eigenvalues are real, choose 
(k) that one that differs least from the last diagonal element a and call 
& n,n 
it X . Initially X is zero. Perform the test 
a = 
x00 m ,(*-i) 
xW 
(B-12) 
where \^ was calculated on the (k-l) iteration. If a < jj, set 
(k) (k) (k) 
kv ' = X , otherwise set kv ; = 0. If the eigenvalues of the submatrix 
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are found to be complex, then the matrix will have to take on a complex 
form if it is real, since shifting by real quantities cannot move the 
origin of the eigenvalues arbitrarily close to either of the complex 
conjugate roots. 
After each iteration, the subdiagonal elements a n and a , _ 
7 ° n,n-l n-l,n-2 
are tested. If a _ is zero, then a is taken as the eigenvalue and 
n,n-l ' n,n to 
the matrix is deflated by removing the last row and column. If a , _ 
° & n-l,n-2 
is zero, then the last 2 x 2 submatrix is solved to find its two eigen-
values and the matrix is deflated by two rows and two columns. 
Another form of the QR transform was developed by Francis in which 
two iterations are combined into one real operation. If two successive 
(k) (k+l) 
iterations with shifts kv and k̂  are performed on a real matrix 
s s 
(k) (k+2) 
A , the final matrix Av is real. Since a real nonsymmetric matrix 
can have complex conjugate eigenvalues, they can be calculated by the 
double QR transform without having to leave the real field. The trans-
form is defined by 
A« - k«I = Q<kVk> R«Q« + k<
k>I - A<k+1> (B-13) 
s s 
A(k+l)k(k+l)I = (k+l) (k+l) R(k+1) (k+l) + k(k+l)I = A(k+2) 
s s 
or as a similarity transform 
(k+2) = Q(k+l)*Q(k)*A(k)Q(k)q(k+l) ( B. l M 
where 
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(Q ( k + l )Q W)(R«R ( k + 1>) - ( A « - k « l ) ( A « - k(
k+1^) = G (B-15) 
The matrices Q ^ , Q^k+1 \ R^kS and R^k+1^ can be complex, but 
W = Q ( k + l )Q ( k ) (B-16) 
and 
D = E(k)R(k+l) (B-17) 
will both be real since they correspond to factorization of the real 
matrix ( A ^ - k ^ l ) (A^k' - k^k+1'l). The method effectively deter-
s s 
(k+2) (is.) 
mines W and Av from Av y without computing the possibly complex 
(k) (k+l) fk) (k+l) 
matrices Q , Qv , Rv , and R '. Francis shows that, in order 
to perform a double iteration, an initial transformation is performed on 
A « , 
p(°VkV°) (B-18) 
changing it to a matrix which is no longer in upper Hessenberg form. 
Then this matrix is reduced to upper Hessenberg form by Householder's 
(k+2) 
method, and the result is Av 
After a double iteration has been performed, the last subdiagonal 
elements are tested. Eigenvalues and deflation of the matrix result 
exactly as in a single QR iteration. The double iteration procedure is 
continued until the coefficient matrix has been reduced to either a 2 X 2 
matrix in which the eigenvalues are calculated directly or a 1 X 1 matrix 
which is the last eigenvalue. 
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Proofs and details of the procedures outlined above are contained 
in Francis's original work. 
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APPENDIX C 
COMPLETE EXPERIMENTAL MEASUREMENTS AND CALCULATIONS 
The following three tables contain the location of the measuring 
YIG sphere probe, the orientation of the DC biasing magnetic field, the 
measured amounts of the ferromagnetic spin resonance absorption, the 
measured DC biasing magnetic field in kilogauss, the calculated amount 
of uniform mode power absorbed by the YIG sphere and the calculated 
relative RF magnetic field components 
Table l6. Measured Uniform and Nonuniform Resonance Absorptions 
and the Calculated Magnetic Field Components for the 
.055" Alumina Substrate with w/b = 2 
x/V Orientation Measured DC Biasing Power Relative 
of the Absorption Magnetic Absorbed Mag netic 
DC Field (dB) Field Field 
0.010 -y 0.08 3.55 0.017 h = 0.261 
+y 0.08 3.59 0.017 h
X 
= 0.0 
-x 0.0 0.0 hz =: 0.0 
+x 0.0 0.0 hy 
z = 
0.0 
0.200 -y 0.08 3.66 0.017 h = 0,298 
+y 0.13 3.68 0.028 h
X 
= 0.037 
-X 0.0 0.0 hZ = 0.0 
+x 0.0 0.0 hy 
z = 
0.0 
0.25*+ -y 0.08 3.60 0.017 h = 0.258 
+y 0.11 3.68 0.024 h
x 
= 0.024 
-X 0.0 0.0 hz = 0.0 
+X 0.0 0.0 hy 
z =: 
0.0 
0.309 -y 0.06 3.6k 0.013 h r: 0.273 
+y 0.12 3.65 0.026 h = 0.0^9 
-X 0.0 0.0 hZ = 0.0 
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T a b l e l 6 . ( c o n t i n u e d ) 
1 .180 -y 0 . 0 1 
0 . 0 2 
3 .52 
3 . 5 9 
+y 
0 . 5 9 
0 . 0 2 
0 . 0 1 
3-61+ 
3 . 8 8 
3 . 5 9 
0 . 1 2 6 h 
X 
- 0 . 1 2 9 
0 . 2 3 3 . 6 3 0 . 0 5 1 h = O.58I 
-X 0 . 0 1 3 . 6 1 z 
+X 
0 . 9 0 
0 . 0 1 5 
0 . 0 5 
3 .66 
3 . 8 9 
3 . 5 ^ 
0 .186 h 
y = 
-1.221+ 
1+.30 3 .65 0 . 6 2 8 h z = 
0 .362 
1.1+00 -y 1.82 3 . 6 9 0.31+2 h = - 0 . 5 8 5 
+y 0 . 0 0 . 0 h
x 
= O.585 
-X 0 . 2 3 3 . 7 1 0 . 0 5 0 h
z 
= - 0 . 9 5 7 
+x 3 .35 3 . 7 0 0 . 5 3 8 h
y 
z = 0 . 5 0 9 
1 .520 -y 1.05 3 . 6 1 0 . 2 1 5 h = -0.1+61+ 
+y 0 . 0 0 . 0 h
X 
= 0.1+61+ 
-X 0 . 0 2 3 .66 0 . 0 0 3 hZ = - 0 . 5 7 7 
+X 1.39 3 .65 0 . 2 7 3 h
y 
z = 0.1+67 
1-7^5 -y 0 . 8 3 .67 0 . 1 6 8 h — -0.1+09 
+y 0 . 0 0 . 0 h
X 
= 0.1+09 
-X 0 . 0 1 3 .62 0 . 0 0 1 hZ = -0.1+1+1+ 
+X 0 . 8 1 3.61+ 0 .170 h y 
z = 
0 . 3 8 0 
1.9^5 -y 0 . 7 5 3 . 6 ^ 0 . 1 7 0 h 
"V" 
= - 0 . 3 9 7 
+y 0 . 0 0 . 0 h
X 
= 0 .397 
-X 0 . 0 0 . 0 h z = -0.31+9 
+x 0 . 5 7 3 . 6 1 0 . 1 2 2 h
y 
z = 0.31+9 
2 . 2 0 0 -y 0 . 3 5 3 .65 0 . 0 7 6 h = - 0 . 2 7 6 
+y 0 . 0 0 . 0 h
x 
= 0 .276 
-X 0 . 0 0 . 0 h z = - 0 . 3 0 2 
+x 0.U2 3 . 7 0 0 . 0 9 1 h y 
z = 
0 .302 
2 . 3 6 0 -y 0 . 3 2 3 . 6 3 0 . 0 7 h 
V" 
= - 0 . 2 6 5 
+y 0 . 0 0 . 0 h
x 
= 0 . 2 6 5 
-x 0 . 0 0 . 0 h z = -0.21+7 
+x 0 . 2 8 3 . 7 0 0 . 0 6 1 h y 
z = 0.21+7 
2 . 6 0 0 -y 0 . 3 1 3 . 6 1 0 . 0 6 8 h = - 0 . 2 6 1 
+y 0 . 0 0 . 0 h
X 
= 0 . 2 6 1 
- X 0 . 0 0 . 0 h Z = - 0 . 1 8 0 
+x 0 . 1 5 3 .65 0 . 0 3 3 h
y 
= 0 .180 
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Table 17- (continued) 
0.300 -y 1.1*0 3.66 0.275 h = I.165 
+y 2.30 3.65 0.4l h
x = 0.116 





o.o44 hy = 
z 
0.21 
0.86 -y 0.10 3.63 
0.62 3.72 0.132 h = 1.081 






















































0.092 h = 
X 
0.913 






















0.979 h = z 
0.308 
1.64 -y 3.30 3-75 0.532 h = -0.785 
+y 0.02 3.75 0.003 h
x = 0.675 
-X 0.02 3.71 z 
1.48 3.78 0.288 h = -1.523 
+x 0.13 3.64 y 
15.80 3.78 0.974 h = z 
0.449 
Table 17. (concluded) 
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2.040 -y 2.8 3.75 0.475 h _ -0.721 
+y 0.01 3.77 0.001 h
X 
= O.658 
-x 0.48 3.82 0.103 hz = -1.258 
+x 0.05 3.70 y 
9.10 3.82 0.877 h z = 
0.616 
2.520 -y 3.95 3.79 0.597 h — -0.805 
+y 0.01 3.79 0.001 h
X 
= 0.741 
-x 0.05 3.75 0.01 h
Z 
= -O.83O 
+x 3.30 3.76 0.532 hy 
z = 
O.63O 
3.080 -y 2.65 3.80 0.456 h - -0.731 
+y 0.02 3.80 0.003 h
X 
= 0.621 
-X 0.0 0.0 hZ = -0.607 
+x 2.00 3.75 0.368 hy z = 0.607 
3.600 -y 1.71 3.81 0.325 h = -O.625 
+y 0.02 3.81 0.003 h
X 
= 0.515 
-x 0.0 0.0 hZ = -0.421 
+x O.85 3-75 0.177 hy z = 0.421 
4.000 -y 0.97 3.78 0.200 h = -0.447 
+y 0.0 0.0 h
x = 0.447 
-X 0.0 0.0 hz = -0.358 
+x 0.6 3.80 0.128 hy z = 0.358 
4.400 -y 0.65 3.75 0.138 h = -0.372 
+y 0.0 0.0 h
X 
= 0.372 
-X 0.0 0.0 hZ = -0.255 




5.200 -y 0.29 3-74 0.064 h = -0.253 
+y 0.0 0.0 h
X 
= 0.253 
-X 0.0 0.0 hZ = -0.221 




Table 18. Measured Uniform and Nonuniform Resonance Absorptions 
and the Calculated Magnetic Field Components foi • the 
. 055" D-l6 Substrat ;e with w/b = 0.6 
x/w Orientation Measured DC Biasing Power Relative 
of the Absorption Magnetic Absorbed Mag netic 
DC Field (dB) Field Field 
0.0 -y 0.72 2.71 




T a b l e 1 8 . (continued) 
+y 
2 . 8 0 
0 . 7 2 
2 . 7 3 
2 . 7 1 
3-20 
2 . 2 0 
2 . 7 3 
2 . 7 3 
0 . 5 2 1 h = 
z 
0 . 0 
-X 0 . 0 0 . 0 h = 0 . 0 
+x 0 . 0 
0 . 1 2 . 7 7 
0 . 0 h y = 
z 
0 . 0 
0.1+55 -y 0.1*0. 2.7*+ 
3-50 2 . 7 8 0 -553 h = 1.566 
+y O.58 2 . 7 1 X 
^ . 7 5 
0 . 1 0 
0 . 1 0 
2 . 7 5 
2 . 7 7 
2 . 8 0 





2 . 7 1 
2 . 7 5 
0 .105 h = 
y 
0 .816 
+x 1 . 2 1 
0.1+1 
2 . 7 1 
2 . 7 2 
0.21+2 h = 
z 
0 . 0 6 8 
1.21+ - y 1 .31 
0.01+ 
0 . 8 2 
2 . 7 1 
2 . 7 2 
2 . 8 1 
+y 
O.87 
0 . 1 3 
0 . 0 8 
0 . 9 2 
1.30 
2.81+ 
2 - 9 3 
2 . 9 9 
2 . 7 2 
2 . 8 1 
0 . 1 8 h = 
z 0.1+71 
- X 
7 . 0 0 
0 . 0 1 
0 .675 
0 . 1 1 
0 . 6 0 
1 .275 
2.81+ 
2 . 8 9 
2 . 8 0 
2 . 8 0 
2 . 8 3 
2 . 8 8 




3 . 7 8 
3.!+0 
0 . 0 1 
0 . 0 1 
0 . 0 1 
0 . 2 8 
0 . 1 0 
1 .63 
1.20 
0 . 5 9 
1 0 . 3 5 
2 . 8 8 
2 . 8 8 
2 . 9 1 
2-95 
3 . 2 1 
3 . 2 3 
2 . 7 0 
2 . 7 9 
2 . 8 0 
2 . 8 5 
2 . 8 8 
0.51+3 h = 
y 
-1.701+ 




















0 . 9 3 7 h = z 
0 .232 
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Table 18. (concluded) 
2 . 0 0 -y 0 . 0 2 2 . 7 5 
+y 
J4.IO 
0 . 2 6 
0 . 0 1 
2 . 8 0 
3 . 0 0 
2 . 7 5 
0 . 6 1 1 h = 
X 
- 0 . 5 7 5 
0 . 2 0 
0 . 0 8 
2 . 7 9 
3 .00 





0 . 1 0 
0 . 1 0 
2 . 7 8 
3 .00 
2 . 6 3 
0 . 3 ^ 0 h = 
y 
- 1 . 5 7 2 
1 6 . 7 0 
0 . 1 2 
2 . 7 8 
2 . 9 8 
0 . 9 7 9 h = z 
0.lK)6 
3-03 -y 5 .75 
0 . 1 3 
2 . 8 6 
3 .05 
0 . 7 3 ^ h = 
X 
- O . 9 1 I 
+y 0 . 0 2 3 .09 0 . 0 0 3 h = 0 . 8 0 1 
- X 
+x 
0 . 8 6 
0 .025 
0 . 0 3 
2 . 8 0 
3 .05 
2 . 7 0 




l U . 5 0 
0 . 0 8 
2 . 8 0 
3 .02 
0 .965 h = z 0 . 5 5 9 
3 .730 -y 5 .50 2 . 8 7 0 . 7 1 8 h = -0.81+8 
+y 0 . 0 0 . 0 h
X = O.8U8 
-X 0 . 2 8 2 . 8 0 0 . 0 6 1 hZ = -I.13I+ 




1+-330 -y 1+.05 2 . 7 8 0 .606 h = - 0 . 8 3 8 
+y 0 . 0 2 2 . 8 0 0 . 0 0 3 h
x = O.728 
- X 0 . 1 2 2 . 8 0 0 .026 h z = -O.985 
+x M5 2 . 8 1 0 . 6 8 0 h y = z O.663 
I+.9I+O -y 2 . 1 0 2 . 7 9 0 . 3 8 2 h = -O.650 
+y 0 . 0 1 2 . 7 9 0 . 0 0 1 h
x = O.586 
- X 0 . 0 2 2 . 8 0 0 . 0 0 3 h z = - 0 . 7 2 6 
+x 2 . 6 0 2 . 8 0 0.1+50 
z 
O.616 
5 . 5 5 0 -y 1.80 2 . 7 9 0 . 3 3 9 h = -O.582 
+y 0 . 0 0 . 0 h = O.582 
-X 0 . 0 0 . 0 h z = -0.601+ 




6 . 1 5 0 -y 2 . 0 0 2 . 8 3 0 . 3 6 8 h = -O .661 
+y 0 . 0 2 2.8U 0 . 0 0 3 h
x = 0 . 5 5 1 
-X 0 . 0 0 . 0 h z = -0.51*3 
+x 1 .53 2 . 8 3 0 .295 h
y = 
z 0.51+3 
7-1+9 -y 0 . 8 0 2 . 8 0 0 . 1 6 7 h = -0.1+1+1 
+y 0 . 0 1 2 . 8 0 0 . 0 0 1 h = 0 .377 
-X 0 . 0 0 . 0 h z = -0.3514 
+x 0 .595 2 . 8 0 0 . 1 2 5 h
y = 0.3514 
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