Abstract-Classifying an unknown object in image retrieval systems using the nearest neighbour classifier would be very time consuming when the number of the objects within the associated database is high. Generating a dendrogram using a Hierarchical Agglomerative Clustering (HAC) algorithm and searching the database images from coarse to fine resolutions using image pyramids are two important groups of techniques widely used for dealing with this problem. In this paper, a novel algorithm is proposed by combining these methods within the framework of a face recognition system. The search process is performed in a coarse-to-fine manner using image pyramids. On the bottom level of the pyramid (the finest resolution), a set of dendrograms is formed using the HAC algorithm. Our experimental studies show that the recognition process can be speeded up by a factor of around 65 compare to the basic nearest neighbour classifier. In such a condition, however, the recognition rate is slightly reduced.
I. INTRODUCTION
A commonly used method of classifying an unknown object to a set of known classes is the k-nearest neighbour classifier. The most k similar objects available in a labelled reference data set are found by measuring the degree of similarity between the features derived from the input data and the data set templates. The computational complexity of such a method is O(nd) where n is the number of the templates in the reference set and d is the number of the features. This process would be very time-consuming especially when n or d are large.
There are three general algorithmic techniques for reducing the computational burden: computing partial distances, prestructuring of the data and editting the stored prototypes [1] .
In the editing technique, the size of the prototype set, n, is reduced. The condensed nearest neighbour rule and pruning method are two important methods of selecting a subset of training samples to be the prototype set [1] .
Applying a hierarchical structure in process of prototypes editing is an active research area. A dendrogram is constructed for the database prototypes using Hierarchical Agglomerative Clustering (HAC) algorithm. A few representatives less than the database prototypes are then chosen by cutting the dendrogram from a predefined level. These representatives play the roll of the prototypes so that in classification stage, a test pattern is compared with these representatives instead of the original prototypes. In [2] , an automated HAC based system has been proposed which automatically organises a collection of music files according to musical surface characteristics.
In [3] , a multishot face recognition system has been designed based on the HAC algorithm in order to automatically extract a set of representative face samples namely exemplars from each person images in the associated database. Experimental results confirm the effectiveness and flexibility of the method.
Jain et.al also have proposed a HAC based technique for automatically selecting the prototypes related to fingerprint templates from a given set of fingerprint impressions in a biometric authentication application [4] .
The object recognition process can be also speeded up by searching for objects in a coarse-to-fine resolution manner, e.g. by using image pyramids. The search process is started at a low resolution i.e. with small sized images and recursively refined by increasing the associated resolution up to the highest resolution. A successful recognition of rigid objects has been reported using this approach [5] . Image pyramids are also applied to the problem of object alignment. In [6] , considering a face detection system, it has been shown that applying a hierarchical classification in pyramid mode speedsup the detection process by a factor of 335 with a similar classification performance.
In this work, a combination of image pyramid and hierarchical clustering algorithms is considered as a solution to the problem of computational complexity of the nearest neighbour classifier within the framework of a face recognition system. For this purpose, the search process is performed in a coarse-to-fine manner using image pyramids. A query image is assigned to the most similar cluster on the top level. The search process is then continued within the other levels of pyramids using the finer images related to the assigned cluster. On the bottom level of the images pyramids (the finest resolution), a set of dendrograms is formed based on the HAC algorithm. Our proposed method is conceptually similar to the vocabulary tree method proposed by Nister and Stewenius [7] . However, there are a few main differences between these methods. First, the adopted features in [7] are not appropriate features in a face recognition system. We adopted a set of pixel-based features which leads us to a pyramidal structure in order to speed up more the system. Also, in the proposed algorithm the optimum number of clusters in each level of the tree is adaptively determined. Moreover, in this study the speeding up factor has been determined analytically rather than experimentally. Our analytical and experimental studies on the face recognition system demonstrate that the recognition process can be speeded up by a factor of 65 compare to the basic nearest neighbour classifier. In such a condition, however, the recognition rate is slightly reduced. A better performance, comparable to the basic system, can be obtained at a bit higher computational cost.
The outline of the paper is as follows: In section II, we give a brief overview of image pyramid techniques. In section III, the HAC algorithm and the adopted method of constructing dendrogram are described. In section IV, we present experimental results of the proposed algorithm. The paper is concluded in section V.
II. IMAGE PYRAMIDS ANALYSIS
The search for objects can be more efficiently performed in a coarse-to-fine manner, e.g., by using image pyramids. In fact, objects can be totally more easily recognised in images with a relatively low sampling rate. There are two main reasons for this. Firstly, the required computations are fewer because of the reduced image size. Secondly, confusing details which are present in the high resolution version of the image may disappear at the reduced resolution. However, for distinguishing between relatively similar objects, high resolution images would be more suited. This naturally leads to the use of image pyramids in object recognition, where the search for objects is started at a low resolution with small sized images and refined by increasing the spatial resolution until the highest resolution is reached. The basic idea for constructing an image pyramid is based on the Nyquist theorem. This theorem states that the highest frequency which can be represented in a sampled version of a signal is less than a half of the sampling rate. Thus, the original image is smoothed first using a low pass filter. The smoothed image then can be sub-sampled without violating the Nyquist theorem, i.e., without creating aliasing artifacts.
This process can be iteratively repeated. The results of which are multi-scale representations of the original image.
A. Building the Pyramids
In our recognition system, in order to build a pyramid of training images, on the top level (the lowest resolution), the training images are downscaled to a proper size. As mentioned earlier, an anti-aliasing low pass filter is applied before downscaling. The sub-sampled data are then partitioned into k clusters using k-means clustering algorithm. To further speed-up the system, a statistical method of feature reduction is applied in each level of the pyramid. The mean of the feature vectors associated to each cluster data is specified as the representative of the cluster. This procedure is repeated considering a predetermined number of pyramid levels, until the highest resolution is reached. In this level, we are dealing with the features derived from the original data not their representatives. The adopted feature reduction method and the optimum number of clusters, k, in each level of the pyramid are two important affecting factors. They can be determined in an evaluation step.
In the recognition stage, a query image moves on the pyramid levels in a top to bottom manner. The multi-scale representations of the query image are first produced and the associated features are extracted. On the top level of the pyramid, the query image is assigned to the most similar cluster by comparing its features with the clusters representatives obtained in the learning stage. The search process is then continued within the other levels of the pyramid using the finer images related to the assigned cluster. On the bottom level, the query image is compared only to the prototypes of the objects which belong to the determined cluster.
In this work, 2-levels, 3-levels and 4-levels pyramids have been considered (see figure 1 (b,c,d) ). The adopted sampling rate and the other parameters are detailed in section IV.
In order to speed-up more the recognition system, the HAC algorithm was used on the bottom level of each pyramid. In the next section, we give a brief review of the HAC based algorithms.
III. HIERARCHICAL CLUSTERING ANALYSIS
Hierarchical Clustering Analysis (HCA) is a method of exploring the underlying structure of a set of objects through an iterative process which associates (agglomerative methods (HAC)) or dissociates (divisive methods) objects together. The iterative scheme is halted when all the objects have been processed.
The similarity measure which is used for merging the objects and/or groups of objects and the linkage technique are two important choices in the HCA based algorithms. In this study, Euclidean distance was used as the similarity measure. Some of the most used linkage algorithms are Complete (or furthest-neighbour), Single (or nearest-neighbour), Average, Centroid and Ward's techniques [1] . The structure obtained by hierarchical clustering is often presented in the form of a dendrogram where each linkage step in the clustering process is represented by a connection line.
In the training stage, we adopted the use of the HAC algorithm for constructing the search dendrogram on the bottom level of each pyramid. An appropriate representative is chosen for every level of the dendrogram which is further used in the recognition phase. One of the most affecting factors in this algorithm is the strategy used for building the dendrogram. In the following subsections, different techniques adopted for this purpose are studied. These algorithms are compared together from the computational point of view. In fact, if the nearest neighbour rule is normally carried out, the total number of required comparisons, in the recognition phase, would be equal to the number of the original prototypes, n. It is important to find out how much the average number of comparisons is reduced using each adopted technique.
A. Centroid Dendrogram ('Cent')
The centroid dendrogram is built using the HAC algorithm along with the centroid linkage rule. When a new group is formed, the Euclidean distance between the mean of the objects within the group and mean of the objects of any of the other available groups is considered as the distance between these two groups. Since the mean of the objects within the new formed group is considered as it's representative, the centroid linkage is meaningful.
Applying this method to different data leads to dendrograms with different structures. From the computational burden point of view in the worst case, a special form of dendrogram such as the one shown in figure 2 is produced. Considering this plot, the average number of required comparisons in the recognition phase can be equal to the number of the original prototypes, n.
As one can see, in such a case, the computational complexity is not reduced compare to the basis nearest neighbour search. In order to avoid generation of such a dendrogram, the most similar objects can be coupled together two by two in each level.
B. Binary Dendrogram ('Bin')
In a Binary dendrogram, the most similar two objects are first grouped. Then, considering the remaining object, the most similar ones are grouped. This process is continued until the most similar objects are coupled together two by two. The mean value of the data in each group is computed as the group representative. This process is repeated until the highest level cluster is formed.
In the recognition phase, a query image goes through log 2 n levels of the dendrogram where n is the total number of objects. So, the average number of required comparisons is equal to 2 × log 2 n. Therefore, the computational burden is highly reduced compare to the nearest neighbour method specially when n is large.
This approach can be generalised by grouping the objects in each level three by three and so on. For example using a Trinary dendrogram ('Tri'), the average number of required comparison is 3 × log 3 n which is slightly less than 2 × log 2 n associated to the Binary one.
IV. EXPERIMENTS
In this section, the experimental results of the proposed method which is based on a combination of the image pyramid and HAC algorithms are presented within the framework of a face recognition system. For this purpose, the effects of applying different methods of constructing of the image pyramids and dendrograms on the bottom level of the pyramids are studied. These results are compared to the results obtained from the basic nearest neighbour classifier.
A. The XM2VTS Database
The XM2VTS database 1 is a multi-modal database consisting of face images, video sequences and speech recordings taken of 295 subjects at one month intervals. Since the data acquiring was distributed over a long period of time, significant variability of appearance of subjects, e.g. change of hair style, facial hair, shape and presence or absence of glasses is presented in the recordings. The database contains eight images for each subject from 4 recording sessions.
The original resolution of the images data is 720 × 576. The experiments were performed with a relatively low resolution face images, namely 64 × 48, at the highest resolution level. The grey level images associated to the original colour images have been used in the experiments. The results reported in this article have been obtained by applying a geometric face registration based on manually annotated eyes positions. Histogram equalisation was used to normalise the registered face photometrically.
B. Experimental Setup
By applying the cross-validation technique, 50 percent of the image data (4 images for each subject) are randomly taken as the training data. The remaining data is then randomly partitioned into two parts, one part consists of 2 images for each subject assumed to be in the evaluation set and the other 2 in the test set.
The training set is used for constructing prototype models. It is performed by averaging of feature vectors extracted from the images of a person. The evaluation set is used in order to select an appropriate method of feature reduction and also to optimise the number of clusters in each level of the pyramids. The test set is also used to simulate realistic recognition tests where test's identity is unknown to the system.
In each level of the pyramids, considering the Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) as the basic tools for linear feature extraction, the effects of applying these methods were examined. Since the number of features is more than the number of training data, the within class scatter matrix may become singular. To solve the singularity problem, the LDA has been used in two forms, by pre-processing of the data using the PCA namely PCA+LDA, or by applying the Regularised LDA, RLDA. In the later case, a constant value (0 ≺ α ≺ 1) is added to the diagonal elements of the within class scatter matrix. In [8] , it has been shown that the RLDA outperforms the PCA+LDA method in face recognition application. It has been also shown that the method is not sensitive to the value of (α). In this work, the RLDA method with α = 0.1 has been used.
Considering 2-levels, 3-levels and 4-levels pyramids, the recognition system has been designed and examined. In 2-levels pyramid, on the top level, the prototypes were downscaled to 27 percent of the original size (i.e., 17 × 12). On the bottom level, the original sized images 64 × 48 are available (A in all parts of figure 1 ).
In the 3-levels pyramid, another level is added between the levels of the 2-levels pyramid. On the second level, images downscaled to 56 percent of the original size (i.e., 35 × 26). Similarly, in the 4-levels one, a third level containing 80 percent sized images (i.e. 51 × 38) is added.
The performance and computational complexity of the above mentioned structures are compared to that of the basic nearest neighbour system. The full sized images (64 × 48 ) are used in the basic system. The feature reduction method adopted on the bottom level of the pyramids is used also in the basic system. We call the basic system, 1-level pyramid as shown in figure 1 (a) .
It is clear that the downscaling coefficients i.e. 27, 56 and 80 are not special numbers. These values can be selected more intelligently. This is a matter of interest in the future studies.
The recognition performance was evaluated considering the problem of person identification (PID). The PID aspect of face recognition is connected with the possible application of the system to verifying or authenticating person's identity based on their facial images. All images in the database have to be labelled and in response to the query, the identity of the corresponding person is to be returned. The intuitive measure evaluating the performance of the recognition system from the PID point of view is the Average Success Rate (ASR) defined by the following equation.
where SR(p) is the person success rate calculated as: where N Q(p) is the number of query images for person with identity of p and N S(p) is the number of successful queries for this person [9] . By using cross-validation technique, the experiments were repeated 5 times. Then, the mean and standard deviation of the ASR values (per percent) have been calculated along with the Average Number of Comparisons (A.N.C) and Speedup Factor (S.F ). The A.N.C values have been computed experimentally and the S.F factor which declares how much the adopted system performs faster than the basis 1-NN system is defined by the following equation:
C. Experimental results
Considering the evaluation data, our experimental results on the XM2VTS database have been shown in table I. As one can see, the best performance in the evaluation step is always obtained when two clusters are considered in each level of the pyramid, i.e., k = 2. Moreover, it can be noted that overall the RLDA method outperforms the other methods of feature extraction.
Since, the maximum number of features in the LDAbased method is equal to the number of classes minus one, the computational burden of basic 1-NN system would be P × (P − 1) where P is the total number of prototypes.
In 2-levels pyramid, considering the optimised value of k, k = 2, if the prototypes have been distributed over two clusters equally, the computational complexity of the proposed pyramid would be as follows:
where d is the number of features on the top level (i.e., 204). So, S.F would be 3.94. It means that by applying the 2-levels pyramid, we are expected the system to be 3.94 times faster than the basic nearest neighbour system. Similarly, for the 3-levels pyramid, the average number of comparisons is reduced by a factor of 1/4 compare to the basic 1-NN system and the computational burden could be as follows: So, S.F would be 14.3. Please, note that it has been always assumed that in each level, the prototypes are equally divided between the clusters.
For 4-levels pyramid, the reduction factor associated to the average number of comparisons is 1/8 and the computational burden is:
which leads to the value of 39.98 as the S.F . Table II contains our experimental results on the XM2VTS database. These values show that our experimental results are consistent with the theoretical analysis. As one can see, 2-level pyramid is 3.8 times faster than the 1-NN system and its performance is better than the basic system. The reason is that by applying the coarse-to-fine manner, we omitted some redundancy in face images. The 3-levels and 4-levels pyramids speed-up the recognition system further, but their performance is a bit worse.
To further speed-up the face recognition system, in the training stage, we have constructed a set of dendrograms for prototypes of each cluster on the bottom level of each pyramid. In recognition phase, a test face image, moves on the pyramid levels and is compared to the representatives. Then, the query can find the most similar cluster. On the bottom level of pyramid, the query moves on the dendrogram from the highest level to the lower level and compares to specified representatives until the best matched prototype is found. For this purpose, the 'Cent', 'Bin' and 'Tri' dendrograms have been constructed. The results of applying this procedure on the XM2VTS database have been shown in table III.
As one can see, the 'Cent' dendrogram does not perform well; because the 'Cent' algorithm builds a dendrogram with a form that is inappropriate from the computational burden point of view. But the 'Bin' and 'Tri' speed up the face recognition system with a degradation in performance of system. The most fast system has been obtained by applying 'Tri' dendrogram on the bottom level of 4-levels pyramid. The proposed system is around 65 times faster than 1-NN system with 12 percent reduction in performance in related to 1-NN system (84.58 to 72.1).
V. CONCLUSION An important issue in large scale recognition systems is the computational burden caused by measuring the similarity between a query image and the database objects. In this paper, considering a face recognition system, we presented a speeding-up method based on a combination of image pyramid and Hierarchical Agglomerative Clustering (HAC) algorithm. The search process is performed in a coarse-to-fine manner using image pyramids. 2-levels, 3-levels and 4-levels pyramids have been implemented. Experimental results on the XM2VTS database show that the simplest pyramid (i.e., 2-levels) is 3.8 times faster than the basic nearest neighbour classifier with a better performance compare to the basic system. 3-levels and 4-levels pyramids speed-up the system more, but their performance is a bit worse. To further speed-up the system, on the bottom level of images pyramids, a set of dendrograms is formed based on the HAC algorithm. Our experimental studies demonstrate that the recognition process can be speeded up by a factor of around 65 compare to the basic nearest neighbour classifier. In such a condition, however, the recognition rate is slightly reduced.
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