For a class of asymptotically hyperbolic manifolds, we show that the bottom of the continuous spectrum of the Laplace-Beltrami operator is not an eigenvalue. Our approach only uses properties of the operator near infinity and, in particular, does not require any global assumptions on the topology or the curvature, unlike previous papers on the same topic.
Introduction and main result
The main purpose of this paper is to prove that on an asymptotically hyperbolic manifold (M, G) of dimension n and for perturbations V of the Laplace-Beltrami operator which decay at infinity, we have the property
Here V may be a potential but also a second order differential operator, possibly with complex coefficients. In the case when −∆ G + V is selfadjoint, this means that the bottom of the essential spectrum is not an eigenvalue. That the essential spectrum is absolutely continuous follows for instance from [6] . Let us recall that, in scattering theory, ruling out the presence of such an eigenvalue is the first step in the study of the resolvent of the Laplacian at the bottom of the continuous spectrum, this being in turn important to analyze long time properties of dispersive equations, such as the local energy decay for the wave equation. This is the main motivation of this paper. The property (1.1) has been considered in several papers, with V ≡ 0, under various curvature conditions but only for (perturbations of) spherically symmetric metrics [10, 5] and simply connected manifolds [3, 4] , each time with the additional assumption that the curvature is globally negative. These are restrictive conditions, in particular for the purpose of scattering theory of asymptotically hyperbolic manifolds where one wishes to treat general scatterers, ie not to rely too much on what happens in a compact region. In a different direction from the previous results, Vasy and Wunsch [12] have obtained an absence of eigenvalue condition on a very general class of negatively curved manifolds for which no asymptotic behavior is needed (only a pinching condition on the curvature is required), but under the stronger assumption that ψ decays super exponentially. Recently, Kumura [8] has obtained fairly sharp conditions on the decay rate of the radial curvature to −1 leading to the absence or the existence of embedded eigenvalues in the bulk of the continuous spectrum, however his results do not apply to the bottom of the continuous spectrum (n − 1) 2 /4. Our main result in this paper is that if the left hand side of (1.1) holds, then ψ decays super exponentially. Using the unique continuation result of Mazzeo [9] , this implies automatically that ψ must vanish identically (if V is a second order operator then, for this unique continuation purpose, its principal symbol has to be real, but lower order terms can have complex coefficients). The interest of our approach is that it depends only on data at infinity: the metric and the topology can be arbitrary in a compact set, no global condition on the curvature is needed and we don't use any spherical symmetry nor simple connectedness. Furthermore, our proof of the super exponential decay of ψ is robust enough to handle non self-adjoint operators (here V may have complex coefficients even in the second order terms) and does not use crucially the particular structure of the angular Laplacian. In addition, our decay condition on G to an exact warped product dr 2 + e 2r g (see (1.3) ) is relatively weak (it is a short range pertubation in the Schrödinger operators terminology), and in any case much weaker than what happens in the conformally compact case where one has exponential decay.
Here are our assumptions on (M, G) and on the perturbations V . We consider an asymptotically hyperbolic Riemannian manifold (M, G) of the following form. We assume that M is smooth and that, for some smooth compact subset K ⋐ M with boundary ∂K = S (with S of dimension n − 1), we have
where (g(r)) r>R is a family of Riemannian metrics on S depending smoothly on r and which converges to a fixed metric g as r → ∞, in the sense that
for each semi-norm || · || C ∞ (T * S⊗T * S) of the space of smooth sections of T * S ⊗ T * S. Here τ 0 is a positive real number that τ 0 > 1.
We note that metrics of the more general form
where θ 1 , . . . , θ n−1 are coordinates on S and x a coordinate such that x → ∞ at infinity on M \K, can be put under the normal form dr 2 + e 2r g(r) under natural decay rates of the coefficients a to 1 and b j to 0 (see [2] for more details).
The perturbations V which are allowed in (1.1) are as follows. First we assume that they are second order differential operators on M with smooth coefficients such that
This implies first that if the left hand side of (1.1) holds then ψ is smooth and more importantly that the operator satisfies the local unique continuation principle provided that its principal symbol is real (see for instance [7, Theorem 17.2.6] ). Near infinity, ie on M \ K, we assume that 5) where W (r) is, for each each r, a second order differential operator on S which reads in local coordinates
locally uniformly with respect to θ. We also assume that 8) for all semi-norms || · || C ∞ (S) of C ∞ (S). For simplicity we also assume that a α , a and b are smooth but no bound on higher order derivatives in r will be used. Note also that these coefficients can be complex valued; furthermore, we do not require V to be symmetric with respect to dvol G , the Riemannian volume density. An operator V satisfying (1.4), (1.5), (1.6), (1.7) and (1.8) will be called an admissible perturbation. Theorem 1.1. Let (M, G) be a connected asymptotically hyperbolic manifold of dimension n and
, since r is only defined on M \ K, but this is sufficient for we are only interested in the behavior near infinity and we know that ψ is smooth. The super exponential decay (1.10) and the result of Mazzeo [9, Corollary (11) ] on Carleman estimates and unique continuation lead to Corollary 1.2. Let V be an admissible perturbation, with real principal symbol if V is a second order operator 1 . Then (1.1) holds true. In particular, for V ≡ 0, (n − 1) 2 /4 is not an eigenvalue of −∆ G .
Note that even if we show that (n − 1) 2 /4 is not an eigenvalue of −∆ G , we do not exclude that there can be eigenvalues smaller than (n − 1) 2 /4.
An abstract result on exponential decay
The purpose of this section is to prove Theorem 2.5 below which roughly asserts that L 2 solutions of P u = 0, for a certain class of Schrödinger operators P on a half-line (see (2.2) below) with operator valued coefficients, decay super exponentially at infinity. We will see in Section 3 that the proof of Theorem 1.1 is a consequence of Theorem 2.5.
Let H be a separable Hilbert space with inner product ., . H and norm || · || H . Let Q be a selfadjoint operator on H such that
In the sequel, we fix a positive number R 0 > 0 and denote for simplicity
We refer to [11, Section II.4 ] for a definition of tensor products of Hilbert spaces and simply quote here that L 2 H can be viewed as the completion of C ∞ 0 (R 0 , ∞); H equipped with the inner product
We note that the latter is still perfectly well defined on L 2 H ∩ C 0 ((R 0 , ∞); H), ie without any "almost everywhere" issue. Besides, in this paper, we shall only consider integrals of continuous functions (possibly H-valued). In the final application we shall take H = L 2 (S) and Q = 1 − ∆ S , with ∆ S the Laplace Beltrami operator on S associated to the metric g in (1.3).
We consider an unbounded operator on L 2 H of the form
where (Q(r)) r>R0 , (V 1 (r)) r>R0 and (V 2 (r)) r>R0 are families of operators on H satisfying the following conditions. For each r, Q(r) is an unbounded operator such that, for all half integer
each domain Dom(Q s ) being equipped with the norm ||Q s ϕ|| H . We assume that Q(r) is C 2 with respect to r in the sense that Q s Q(r)Q −s−1 is C 2 in the strong sense for all s, and that there exists τ 0 > 0 such that
Notice that Q(r) is a perturbation of the selfadjoint operator Q, as r goes to infinity, but we do not assume that Q(r) is selfadjoint. Without loss of generality, by possibly replacing R 0 by a larger value, we may assume that
which implies that Q(r)Q −1 is invertible as an operator on H. We assume that V 1 (r) and V 2 (r) satisfy, for some τ 1 , τ 2 > 0 and all integer k ≥ 0,
and
meaning more precisely that,
is bounded on H and is strongly C 2−i with the indicated decay rate with respect to r. In the final application, we shall assume that τ 0 > 1 and τ 1 , τ 2 > 2, but this will not be necessary at all steps.
In item 6, that e −2r Q(r)v belongs to L 2 H is an easy consequence of (2.3). The second part of item 6 means of course that if P v = f in the distributions sense with a smooth enough f , then it holds in the strong sense. Definition 2.3. The two equivalent properties in item 6 will be denoted by
To state our result, we introduce the following convenient notation.
In both cases, the threshold R 0 +1 is completely irrevelant. We only mean that these are conditions at infinity. It is also convenient to introduce the following space of families of operators on H,
where, as before, we mean more precisely that B(r) preserves the domain of Q j for all j and r → Q j B(r)Q −j is strongly continuous. These spaces have the following straightforward properties.
Our main result is the following one.
Theorem 2.5. Assume in (A0), (A1) and (A2) that
9)
The condition (2.8) is only a regularity condition which, in concrete examples, will typically follow from elliptic regularity, but which gives no information on the (square) integrability of ||Q k u(r)|| H . The only L 2 information of this form at our disposal is given by (2.9). Note also that the assumption (2.8) does not follow from the fact that u belongs to H 2 H for this only implies that u ∈ C 1 (R 0 , ∞); Dom(Q k ) with k = 0. On the other hand, the equation (2.10), together with the continuity of r → e −2r Q(r)u(r) imply that u belongs to C 2 (R 0 , ∞); H . We shall see later that u actually belongs to C 2 (R 0 , ∞); Dom(Q k ) for all k.
In the sequel we shall use the notation
Let us introduce ̺ ∈ C ∞ (R; R) such that supp(̺) ⊂ [1, ∞) and ̺ ≡ 1 near infinity, and set
The following elementary lemma is a property of the operator P at infinity.
Lemma 2.6. Assume that
we have
Proof. Without loss of generality, (2.12) allows to assume that, for some ǫ > 0 and all i = 0, 1, 2
and, by (A1),
By (A0) with s = −1/2, we also have
Then, using the following Hardy inequality, 
On the other hand, multiplying (2.17) by e −2r ̺ R (r) 2 and integrating in r yields
from which the result follows.
Proposition 2.7. Let u satisfy (2.8), (2.9) and (2.10) and assume that
Then for R ≫ 1 and all integer k ≥ 0, we have
Proof. By (2.19), we assume as in the previous lemma that τ i = i + ǫ for some ǫ > 0. Fix k ≥ 0 and define
which is a family of bounded operators on H preserving the domains of all powers of Q and converging in the strong sense to Q k on Dom(Q k ) as h → 0. For simplicity we denote
We shall prove that, for all R large enough,
For future reference, we already record that u R,h satisfies
since W h is bounded and preserves Dom(Q), and e −2r Qu R,h = ̺ R (r)W h e −2r Qu belongs to L 2 H by (2.9). We observe next that, uniformly with respect to h,
The latter follows from (A0), with s half integer, and the easily verified fact that
where (hQ) m /(1 + hQ) k is bounded, uniformly in h. Similarly, using (A2) we also have
and using (A1)
Since Q and W h commute, we see that
where, by (A0) and (2.23),
Since ∂ r and W h commute, we also see that
satisfying uniformly with respect to h
by (A1), (A2), (2.24) and (2.25). Therefore, using (2.26) and (2.28), we can write
so using (2.27) and the Hardy inequality (2.18) together with (2.29), we have
by choosing R large enough independently of h. On the other hand, the equation (2.10) and (2.20) imply that
Using the uniform bound (2.25), (2.31) implies that we can find a constant C independent of h such that
Using (2.8) and the compact support of ̺ ′ R , the right hand side of (2.32) is finite, hence (2.30) implies that for some constant C R independent of h,
If we assume additionally that R is large enough so that (2.14) holds true, then (2.14) applied to u R,h (recall that u R,h satisfies the conditions (2.13) by (2.22)) and (2.33) imply that ||u R,h || 2 E ≤ 4C R hence (2.21). The result is then a straightforward consequence of the Fatou Lemma.
A first very useful consequence of Proposition 2.7 is the following. Proposition 2.8. Let τ 0 , τ 1 , τ 2 and u be as in Proposition 2.7.
• For all k ≥ 0 and all r > R 0 ,
35)
, all B ∈ B, and for all integers k ≥ 0 and l = 0, 1, we have
The property (2.36) means that, up to exponentially decaying terms, the solution to P u = 0 is spectrally localized where e −2r Q is small.
Proof. Let us consider (2.34). By (2.8), it suffices to show that (2.34) holds for all r large enough or, equivalently, to check that the estimate holds with ̺ R u instead of u. By (2.1) we have
so the conclusion follows from Proposition 2.7 and the Cauchy-Schwarz inequality (with respect to t). The proof of (2.35) is analogous. Let us now prove (2.36). This is again a condition at infinity, so we may replace u by ̺ R u in the estimate. Note also that r → f (e −2r Q) is strongly continuous, so r → f (e −2r Q)B(r)Q k ∂ l r u(r) is continuous by (2.8). Assume first that l = 0. Write, for any arbitrary N ≥ 0,
and observe that ||f N (r, µ)|| ≤ C N for all r > R 0 and all µ ≥ 1. Then (2.36) follows by writing and by using that the bracket in right hand side of (2.37) belongs to L 2 H by Proposition 2.7. If l = 1, we proceed similarly by writing
with B N (r) = Q N B(r)Q −N . This completes the proof.
The following proposition will be very useful in the sequel. To state it, we introduce the notation
We also recall that B is defined in (2.6). Then, for all k ≥ 1 and j ≥ 0, we have
38)
This proposition means that, up to super exponentially decaying terms, integrals as in (2.38) can be spectrally localized where e −2r Q (and/or e −2t Q) is small.
Proof. Let us show (2.38). It suffices to observe that, for any ϕ ∈ Dom(Q j ),
using the Cauchy-Schwarz inequality, (2.34) and the fact that ||B j (r, t)|| H→H is bounded with respect to r and t, which follows from definition of B (see (2.6)). We next prove only (2.39) and (2.40) since they imply easily the last identity. The difference between the two sides of (2.39) reads
with
which both belong to B. By the Cauchy Schwartz inequality, we obtain for all N > 0,
By (2.36) the second integral in the right hand side is bounded with respect to r, so we obtain the bound ||I j,k (r)|| H e −N r , which shows that
which is bounded, the difference between the two sides of (2.40) can be written for all N ≥ 0,
Proceeding as in the case of I k,j , we see that the H norm of the integral in (2.41) is bounded with respect to r which proves that
To justify integrations by part and get rid of boundary terms at infinity, we shall need the following lemma.
Lemma 2.10. Let τ 0 , τ 1 , τ 2 and u be as in Proposition 2.7. Then, for all integers k ≥ 1 and l = 0, 1, we have
Proof. It is sufficient to show that the H-valued function of r
is integrable at infinity (in the Riemann sense), for this will imply that e −2r Q k ∂ l r u(r) has a limit as r goes to infinity which is necessarily zero by (2.34)-(2.35). Notice that (2.42) makes sense for l = 0 by (2.8) and, for l = 1, by item 6 of Proposition 2.2. Let us prove the integrability of (2.42). For l = 0, we have
which is integrable by (2.34) and (2.35). For l = 1, the equation (2.10) shows that
where
all belong to B, by (A0), (A1) and (A2). Thus (2.34) and (2.35) show that all terms of (2.43) are integrable which completes the proof.
From now on we assume that τ 0 , τ 1 , τ 2 are chosen as in Theorem 2.5 and we fix ǫ > 0 such that
Let us then introduce the following subspace of B (defined by (2.6))
where we implicitly assume that, for all j, r → Q j S(r)Q −j is strongly C 2 . Notice that, since ||Q k ∂ r S(r)Q −k || H→H is integrable at infinity, Q k S(r)Q −k has a limit as r → +∞. A useful example of element of S is given by
as can be seen easily using (A0). For q = 0, 1, it is also convenient to introduce the sets
where u is the function considered in Theorem 2.5. Notice that sup t≥r ||u(t)|| H is well defined since u ∈ H 2 H implies that t → ||u(t)|| H is bounded, by Proposition 2.2. The following technical proposition will be useful to prove Theorem 2.5 using an induction argument.
Proposition 2.11. Let τ 0 , τ 1 , τ 2 and u be as in Theorem 2.5. Let
Proof. The statement (2.46) follows easily from (A0). Let us prove (2.47). Integrating by part twice in the left hand side of (2.47), using (2k) −2 ∂ 2 t (e −2kt ) = e −2kt and Lemma 2.10 to handle the boundary terms at infinity, we obtain
Inside the integral in the right hand side of (2.48), we replace the term ∂ 2 t u(t) by its expression given by the equation (2.10). This yields
We next get rid of the terms ∂ t u(t) inside the integrals in (2.48) and (2.49) by integrating by part. These integrals read 
The conclusion follows once observed that,
by (2.36), and
whose second line belongs to A 1 + L 2 exp H, by (2.36) and the fact that ||S ′ (r)|| H→H r −1−ǫ , and where in the first line e −2kr Q k χ(e −2r Q)∂ r u(r) can be replaced by e −2kr Q k ∂ r u(r) thanks to (2.36 ). This completes the proof. Theorem 2.5 will be proven thanks to the following proposition. 
Before starting the proof of Proposition 2.12, we record the following useful simple computation in which we use the notation (2.45). By integrating (2.10) on [r, +∞) and using (2.44) (plus item 2 of Proposition 2.2 to handle the boundary terms at infinity in the integration by part), we have
Proof of Proposition 2.12. We proceed by induction. The case N = 1 is a direct consequence of (2.56). To go from step N to N + 1, it is sufficient to consider the first sum in the right hand side of (2.53). We focus on a single term,
where we drop the indices k, j to simplify the notation. It suffices to show that, for some B N ∈ S and D 1 , D k+1 , S k+1 ∈ S independent of χ, we can write
Let us prove this fact. By Proposition 2.9, we have
Using Proposition 2.11 and the fact that the space L 2 exp H + A 1 is preserved by the action of D(r)(e −2r Q) N −k χ(e −2r Q), the right hand side of (2.58) is a linear combination of
and of a term in L 2 exp H + A 1 . Here S ∈ S is defined as in Proposition 2.11. By setting
which is as the right hand side of (2.57). Here we have used (2.36) in the second and third lines, (2.56) in the fourth one and Proposition 2.9 in the fifth one jointly with the fact that D(r) S(r)χ(e −2r Q)(e −2r Q) N belongs to B hence preserves A 1 . As a direct consequence of Proposition 2.9, we also have
which, as T 1 , is also of the form of the right hand side of (2.57). It remains to prove that T 2 is of this form too. By (2.36) and the fact that ||S ′ (r)|| H→H r −1−ǫ , we have
Therefore, if we set
the contribution of ∂ r u(r) in (2.61) is given by
62) using (2.36) in the first line, (2.56) in the second one and Proposition 2.9 in the third one. The contribution of −2ku(r) in (2.61) is obtained by using
where the first line follows from (2.36) and the second one from the fact that B belongs to S and again (2.36). Using (2.36), (2.56), (2.62) and (2.63), we obtain
which is as the right hand side of (2.57). The proof is complete.
Proof of Theorem 2.5. For any χ ∈ C ∞ 0 satisfying (2.52) to be fixed below and for any fixed N ≥ 1, we introduce v χ,N ∈ A 1 , s χ,N ∈ L On the other hand, let us observe that, if we set By choosing χ with support close enough to 0, the norm ||(e −2r Q) j χ(e −2r Q)|| H→H is small uniformly in r since, for each j ≥ 1, sup λ∈R |λ j χ(λ)| is as small as wish by shrinking the support of χ to {0}. Thus, using that B 1 (r), . . . , B N (r) don't depend on χ and are uniformly bounded, we may assume that χ is chosen so that where H σ (S) is the L 2 Sobolev space of order σ on S. By (1.3), it is not hard to check that f − 1 has the same decay properties as g(r) − g with respect to r (see (1.3) ), hence (A0),(A1) and (A2) hold with τ 1 = τ 2 = τ 0 + 1.
If V is an admissible perturbation, one checks similarly that
