One of the primary goals of data processing is the problem of interpolation of the values of investigated function. Different methods and schemes for the solving various interpolation problems are developed and in use [1] [2] [3] . The schemes of metric analysis for restoration of function of one and many variables are also in use [4] [5] [6] [7] [8] [9] . The new approach for one dimensional and multidimensional interpolation, named by authors "metric analysis", and the algorithms based on this approach are offered. It is shown that the metric analysis interpolates multidimensional functions with high accuracy, even in the case of a small number of points in which values of the function are defined (interpolation knots).
Introduction
The problem of interpolation is one of the primary goals in mathematics, including solutions of important applied problems. For functions of one variable the interpolation problems were solved since the time of Lagrange and Newton. To date, sufficiently complete results are obtained for different interpolation methods, including an analysis of interpolation errors and the convergence of interpolation values to the exact values [1, 2] . Recall that the classical scheme involves presenting the interpolated function as an expansion in basis functions:
where ( ), = 1, … , is the system of the set basic functions, are unknown parameters.
We must define so that y(x) had in points , = 1, … , known values . Thus, in Lagrange's scheme the basic functions of system (1) are monomials ( ) = . However, it turned out that the Lagrange interpolation provides the uniform convergence of interpolation polynomials to the function only for a certain class of smooth functions, for example, for the class of entire functions. The reason for divergence is the discontinuity of derivatives. Bernstein's example shows that even the presence of one angular point can lead to the divergence of interpolation polynomial sequences on the considered interval. As an alternative to the Lagrange's scheme, the scheme of splines interpolation has been offered. The spline interpolation allows to localize the influence of angular points and provides the uniform convergence for any continuous function [2] . The scheme of representation of functions in the form of linear combinations of basic functions, including polynomials and splines-approximations, basically, can be generalized on function of many variables, but such schemes are efficient only for functions of two, at maximum of three variables. For functions of a large number of variables there are no effective general schemes of interpolation. There is only a rough approximation schemes local linear interpolation. These schemes require a large number of data, and even in a presence of a large quantity of data often does not provide the necessary accuracy. An example of such schemes is the neural networks, which allows to interpolate functions of one and many variables [3] . In this paper it is presented a universal approach for solving of the problem of multidimensional interpolation without fixing the kind of functional dependence of the function of its arguments. This approach uses only the information about the location of the point at which we restore the value of function with respect to locations of interpolation knots 1 ⃗⃗⃗⃗ , . . , ⃗⃗⃗⃗ as well as the values of function , = 1, … , at interpolation knots.
Interpolation scheme of the metric analysis
We consider the problems associated with functional dependence:
where the function ( ) ⃗⃗⃗⃗ is unknown, and it value should be restored at point * ⃗⃗⃗⃗ using the function values , = 1, … , at interpolation knots ⃗⃗⃗ = ( 1 , … , ) , = 1, … , . In accordance with the scheme of the metrical analysis we form a matrix W of metric uncertainty for the point * ⃗⃗⃗⃗ on a set of points ⃗⃗⃗ = ( 1 , … , ) , = 1, … , :
where
, determine the functions sensitivity degree of its arguments. According to (3) W is a symmetric nonnegative matrix. It is further assumed that the matrix is positive -definite.
The interpolation formula for the restored value Y* at the point * ⃗⃗⃗⃗ has the form:
where the interpolation weights , = 1, … , as usual for the interpolated formulas satisfy to normalized condition ∑ =1 = 1.
We define the numerical characteristic 2 ( * ) of metrical uncertainty of restored value Y * at the point * ⃗⃗⃗⃗ by the equality:
where = ( 1 , … , ) .
We pose the problem of the selection of such interpolation weight values , = 1, … , , satisfying the normalized condition ∑ =1 = 1, for which the numerical value of the uncertainty is minimal: 
where −1 is the inverse matrix.
Properties of metric analysis interpolation
From the formula (7) we have the following expression for the metrical uncertainty: "the metric information" in the point * ⃗⃗⃗⃗ [6] .
From the properties of inverse matrix it follows that by adding a new point
+1
⃗⃗⃗⃗⃗⃗⃗⃗⃗ to the set of interpolation knots ⃗⃗⃗ = ( 1 , … , ) , Let's consider the problem of a minimum of metric uncertainty (5) in terms of eigen values and eigen vectors of matrix W. Let 1 , … , be the eigen values, and ⃗ 1 , … , ⃗ be the corresponding of the orthonormal system of eigen vectors of the matrix W. We decompose the vector of weights in this system. We have:
The problem (6) is equivalent to the problem:
We solve the problem (9) by Lagrange's method: ( ⃗⃗ , ) = .
(10)
Thus we got the vector of interpolation weights * ⃗⃗⃗ and required interpolated value Y* for a point * ⃗⃗⃗⃗ which are expressed through eigen vectors and eigen values of the matrix of metric uncertainty. Example 1.1. We will consider a case when value of function is known only at one point 1 = ( 1 ) ⃗⃗⃗⃗⃗⃗ . We will find the value at any point * ⃗⃗⃗⃗ . The matrix of metric uncertainty equals = ‖ 1 ⃗⃗⃗⃗ − * ⃗⃗⃗⃗ ‖. Using formulas (10) we have ⃗ 1 = 1, 1 = ‖ 1 ⃗⃗⃗⃗ − * ⃗⃗⃗⃗ ‖, * ⃗⃗⃗⃗ = ⃗ 1 = 1, * = 1 . Thus, in the presence of information on the value of function only at one point, value at any other point, given by the metric analysis, coincides with the value of function at this point 1 ⃗⃗⃗⃗ . One of possible schemes for determining the metrical weights is based on the degree of influence of each argument to the change of function [6] .
it follows that > 1 ( < 1 ) indicates a larger (smaller) level of change of function with respect to the change of the argument .
Remark 2. Since the metrical weights depend on the values of function at interpolation knots, the interpolation function which is obtained by the metric analysis in general is nonlinear.
We show the results of interpolation using the metric analysis for specific examples comparing them with the interpolation by Lagrange's polynomials (see Fig.1 ) and by cubic splines (see Fig.2 
The interpolation is realized by means of the modified scheme (7) 
Conclusion
The numerical calculations of interpolation with the schemes based on the metric analysis have shown that:
1) The schemes of interpolation based on the metric analysis allow to restore the values of function with high accuracy even in the presence of angular points, which is an obstacle for the application of Lagrange's interpolation;
2) By means of the developed schemes based on the metric analysis it is possible to restore the values of function with high accuracy, comparable with the smoothness of the cubic spline interpolation;
3) The metric analysis allows to restore the values of multidimensional functions even in the presence of a small amount of interpolation knots (even when the number of interpolation knots is smaller then the number of arguments).
