Entity resolution, which seeks to identify records that represent the same entity, is an important step in many data integration and data cleaning applications. However, entity resolution is challenging both in terms of scalability (all-against-all comparisons are computationally impractical) and result quality (syntactic evidence on record equivalence is often equivocal). As a result, end-to-end entity resolution proposals involve several stages, including blocking to efficiently identify candidate duplicates, detailed comparison to refine the conclusions from blocking, and clustering to identify the sets of records that may represent the same entity. However, the quality of the result is often crucially dependent on configuration parameters in all of these stages, for which it may be difficult for a human expert to provide suitable values. This paper describes an approach in which a complete entity resolution process is optimized, on the basis of feedback (such as might be obtained from crowds) on candidate duplicates. Given such feedback, an evolutionary search of the space of configuration parameters is carried out, with a view to maximizing the fitness of the resulting clusters. The approach is payas-you-go in that more feedback can be expected to give rise to better outcomes. An empirical evaluation shows that the co-optimization of the different stages in entity resolution can yield significant improvements over default parameters, even with small amounts of feedback.
Introduction
Entity resolution is the task of identifying different records that represent the same entity, and is an important step in many data integration and data cleaning applications [11, 21] . A single entity may come to be represented using different records for many reasons; for example, data may be integrated from independently developed sources that have overlapping collections (e.g., different retailers may have overlapping product lines), or a single organization may capture the same data repeatedly (e.g., a police force may encounter the same individual or address many times, in situations where it may be difficult to be confident of the quality of the data). As a result, diverse applications encounter situations in which it is important to ascertain which records refer to the same entity, to allow effective data analysis, cleaning or integration.
In practice, given large collections, it is impractical to perform a detailed all-against-all comparison, which is O(n 2 ) on the number of records. As a result, entity resolution tends to involve three principal phases: (i) blocking, whereby pairs of records that are candidate duplicates are identified using inexpensive, approximate comparison schemes; (ii) detailed comparison in which a distance function compares properties of the candidate duplicates from blocking; and (iii) clustering, whereby the records that have been identified as candidate duplicates through blocking are grouped into clusters on the basis of the results of the distance function. There is lots of work on each of these phases; for example, Christen [4] provides a survey of indexing techniques that support blocking, and Hassanzadeh et al. [14] compare clustering algorithms that take as input the results of blocking 1 .
In an ideal world, off-the-shelf entity resolution techniques would be applied, with minimal manual intervention, to generate dependable results. However, in practice, the quality of the result of entity-resolution techniques is often crucially dependent on configuration parameters in all of blocking, detailed comparison and clustering. Setting these parameters directly is not straightforward for human experts; the impact of changes to parameters such as thresholds may be wideranging and difficult to predict, and there may be subtle inter-dependencies between parameters.
The importance of configuration of entity resolution has been widely recognised, and there are several results on different aspects of the problem. For example, blocking algorithms may use a subset of the fields in a record as the basis for comparison with other records, and apply a function that, given a record, generates one or several blocking keys, each of which gives rise to an index entry; such functions depend on the data to which the algorithm is to be applied, and manual tuning is often both laborious and difficult [4] . Indeed, several results have been reported that seek to automate (often by learning from training data) suitable parameter values for blocking schemes [3, 12, 26] . It is a similar story for clustering, where algorithms generally make use of thresholds, which also depend on the data that is being clustered. Although there has been some work on the tuning of comparison functions for pairwise matching (e.g. [13, 16] ), we know of no previous work that seeks to co-optimize the complete lifecycle, from blocking to clustering. The most closely related proposal is probably Corleone [13] , which also seeks to optimize the complete entity resolution process, but which differs in optimizing different aspects of an entity resolution pipeline in sequence rather than together, in emphasizing comparison functions rather than wider configuration parameters, and in focusing on pairwise comparison rather than clustering.
In this paper we investigate a pay-as-you-go approach to configuration of a complete entity resolution process. Given feedback on candidate duplicates, the approach explores the space of configuration parameters with a view to maximising the quality of the resulting clusters. Thus the entity resolution process is configured automatically in the light of feedback. The approach is pay-as-you-go, in that users can provide as little or as much feedback as they like, reviewing the results in the light of the feedback provided to date, and supplying additional feedback until they are satisfied. An empirical evaluation investigates the trade-off between the amount of feedback provided and the quality of the result.
In this paper, we use feedback that confirms or rejects candidate duplicates to configure the complete entity resolution process. Assume we have an entity resolution system E(D, P ), which given a collection of records (represented as tuples in this paper) in a data set D and a set of configuration parameters P (such as similarity thresholds), returns a set of clusters C, such that each cluster C i ∈ C is a subset of D. Given feedback on record pairs from D that indicates whether or not the records in the pair are actually duplicates, the problem is to identify parameters P that maximize the quality of the clusters C. Our approach is to use an evolutionary search [24] for parameter values that maximize cluster quality with respect to user feedback, for an existing, state-ofthe-art, entity resolution proposal [5] that combines blocking and clustering. As such, this paper is an application of closed-loop evolutionary optimization [19] to entity resolution.
The contributions of the paper are as follows:
1. A generic approach to configuration of parameters for entity resolution that uses feedback on the correctness (or otherwise) of candidate duplicates. These parameters tune the blocking and clustering algorithms, and configure the distance function that is used to compare pairs of records. 2. A description of the application of that approach to produce a self-optimizing pay-as-you-go entity resolution system that uses an evolutionary search over the space of parameter values in which the fitness of alternative sets of parameters is assessed against feedback received on candidate duplicates from blocking. 3. An evaluation of the resulting platform with real world data sets, which shows substantial improvements in cluster quality, even with small amounts of feedback. 4. As the proposal can be considered to be computationally expensive, we describe and evaluate an approach that seeks to retain the results from (3) while also scaling to large data sets.
The paper is structured as follows: Section 2 provides the technical context for the remainder of the paper, introducing the terminology and prior results on which later sections build. Section 3 describes our approach to pay-as-you-go entity resolution, which is then evaluated in Section 4. An approach to addressing the computational overheads of the approach is presented in Section 5. Related work is discussed in Section 6, and conclusions follow in Section 7.
Technical Context
As discussed in the introduction, entity resolution proposals commonly involve two phases, blocking and clustering.
Blocking, given a data set D of type T , associates each element d i ∈ D with a set of other elements M i ⊂ D such that each element in M i is a candidate duplicate for d i . In practice, as surveyed by Christen [4] , blocking typically yields an index I : T → {T }, where the index may be based on a subset of the attributes of T or some form of string pattern such as n-grams. Requirements of blocking are that it should be efficient, and that M i should contain most of (preferably all) the actual duplicates of d i (and preferably not vast numbers of non-duplicates).
Clustering, given a data set D and an index I from blocking, returns a set of clusters C, such that each cluster C i ∈ C is a subset of D.
In this paper we do not exhaustively re-review related work on blocking [4] or clustering [14] ; the contribution of this paper is on pay-as-you-go configuration of entity resolution, and not on entity resolution techniques per se. As such, we do not develop a new entity-resolution proposal, but rather demonstrate our approach on an existing state-of-the-art proposal [5] that is described in this section. We have chosen this proposal because: (i) the blocking phase, in employing a q-gram based hashing scheme, is using an approach that has been shown to be effective in a recent comparison [4] ; (ii) the clustering algorithm meets all the generic requirements from [14] , in that it is unconstrained (the number of clusters is not known in advance), unsupervised (clusters can be produced without training data) and disjoint (there is no overlap in the membership of clusters); (iii) the clustering algorithm is incremental, enabling new data to be incorporated as it becomes available; (iv) the full entity resolution process, from blocking, through pairwise comparison to clustering is included within a single proposal; and (v) the approach has been shown to be scalable in empirical studies [5] . Although we present our pay-as-you-go configuration approach in the context of this particular proposal, the overall approach is not specific to this technique, and could be applied to configure other approaches.
Blocking
Blocking, given a data set D of type T , creates an index I : T → {T } that, given a tuple d i ∈ D, can retrieve a set of elements M i ⊂ D such that each element in M i is a candidate duplicate for d i . A candidate duplicate in this context is a record for which there is some evidence for its equivalence, but where the quality of the comparison may have been traded off for speed. The central questions for blocking are: what type of index to use and how to construct index keys. In the algorithm of Costa et al. [5] , hash indexes are used, that associate each tuple d i with all other tuples that have identical keys, where the keys use an encoding scheme that captures syntactic similarities between the tuples.
Specifically, each tuple may be associated with several keys, each generated using different hash functions, following Algorithm 1. Given a tuple t and configuration parameters P , Hash returns a collection of keys for t. The configuration Algorithm 1: Hash(Tuple t, Parameters P)
.., keyP.numKeys > parameters provide: the number of hash keys to be generated (P.numKeys), the number of components in each hash key (P.keyComponents) and the size (P.q) of q-grams to use for approximate matching. Costa et al. assume the presence of two collections of hash functions, H 1 i and H 2 j , that carry out first and second level hashing (i.e. second level hashing is applied to the result of first level hashing, as described below). These collections of hash functions can be used to generate several keys for each tuple within blocking. Hash proceeds as follows:
-For each of the keys to be generated (line 1) a representation r is created that contains, for each attribute a k of t, the minimum value obtained when H 1 i is applied to the q-grams of a k (lines 2, 3). Thus a single hash code is generated to represent each attribute in t, in such a way that the probability that two values will be assigned the same hash value increases with the overlap between their q-grams.
-The key generated for each tuple is obtained by concatenating (using ++) together P.keyComponents elements from the representation r (line 5). The specific component that contributes to the jth position in the key is the minimum value obtained when H 2 j is applied to each of the elements in r (line 6).
-The result of the function is a collection of P.numKeys keys (line 7).
To take an example, assume we have two tuples representing person data, each with attributes for forename, surname, street and city: t 1 = ¡David, Cameron, 10 Downing Street, London¿ and t 2 = ¡Dave, Cameron, Downing Street, Lon-don¿. Assume that the representation r produced in (line 2) for each of the tuples is as follows r t1 = < h 1 , h 2 , h 3 , h 4 >, and r t2 = < k 1 , k 2 , k 3 , k 4 >, where each h i and k j is a hash code. As the surname and city attributes have identical values, h 2 = k 2 and h 4 = k 4 . As the forename and street attributes are similar, and thus have several q-grams in common, there is a good likelihood but no guarantee that h 1 = k 1 and that h 3 = k 3 . Assume that the number of key components is 2, and that the key constructed for t 1 is H 2 1 (h 1 )++H 2 2 (h 2 ). There is then a reasonable likelihood that the first component of the key for t 2 will be the same as for t 1 and a very strong likelihood that the second component of the key will be the same, although it is possible that either or both will be different and thus that the index keys of the tuples will not match. In constructing the index there is a trade-off: the more index entries there are for a tuple (i.e. the higher is P.numKeys), the more the recall of blocking (the fraction of the correct tuples that are returned) will rise while its precision (the fraction of the returned tuples that are correct) will fall. By contrast, increasing the number of key components increases the precision of blocking but reduces recall. An empirical evaluation of these features is provided in the original paper on the technique [5] .
Clustering
Given an optional set of existing clusters C, an index from blocking I, a set of tuples N ewT uples and some configuration parameters P , PopulateClusters updates the clusters C to take into account the presence of the N ewT uples. As a result, this algorithm can be used to cluster an entire data set in one go, or incrementally to cluster data as it becomes available. The top level of the algorithm is given in Algorithm 2, which proceeds as follows:
-For each new tuple t (line 1), its k nearest neighbors are retrieved as N . The function kNearestNeighbors (line 2) returns up to P.k entries from the index I that are the closest to t according to a Distance function (described below), and also above a similarityThreshold from P . -The most likely cluster for t is identified by MostLikelyCluster (line 3), which returns a cluster from the clusters of the tuples in N , following a voting procedure involving the neighbors in N . In essence, each neighbor of t, n t ∈ N , adds a contribution 1 Distance(t,nt) to the score of its cluster, and the new tuple t is considered to be a candidate to be returned by MostLike-lyCluster whenever its score from voting exceeds a membershipThreshold from P .
-Where a cluster is identified by MostLikelyCluster, t is added to this cluster (line 8), otherwise a new cluster is created with t as its only member (lines 5 and 6).
Algorithm 3: EntityResolution(Set<Tuple> Data, Parameters P)
The Distance function, given two tuples s and t, computes a weighted sum of the n-gram distance (denoted dist) of the attributes, so for two tuples s =< a s,1 , ..., a s,n > and t =< a t,1 , ..., a t,n >, their distance is w 1 × dist(a s,1 , a t,1 ) + ... + w n × dist(a s,n , a t,n ), where the weights are from P .
Algorithm 3 provides the top-level pseudo-code of EntityResolution that, given some Data to be clustered and control parameters P, shows how Hash and PopulateClusters can be used together to create a new data clustering.
Configuration Parameters
The algorithms described above make a range of different decisions during both blocking and clustering, where these decisions can be tuned using configuration parameters; the parameters are summarized in Table 1 . The hypothesis that this paper sets out to test is that these parameters can be optimized in the light of feedback to improve the quality of clustering for records for which no feedback has yet been obtained. Although several of these parameters are strategy-specific, blocking and clustering strategies tend to make similar types of decision, so we suggest that these provide a representative collection of tuning parameters for a study on parameter tuning.
3 Pay-as-you-go Clustering
Overview
Automatic entity resolution is challenging because duplicate records typically manifest representational heterogeneities and data level inconsistencies that it is difficult for computer systems to unravel. As discussed in general terms in Section 1, and as detailed for a specific entity resolution strategy in Section 2.3, entity resolution techniques make decisions that are often guided by configuration parameters, the most effective settings for which may be data specific, and which may be challenging to set manually. This section details our approach to optimizing parameter setting, in the light of feedback, where the incremental collection of feedback allows a pay-as-you-go approach. We cast the search for effective parameters as an optimization problem. Given an objective function of the form Fitness(Clusters C, Feedback F) that indicates the quality of the set of clusters C in the light of the feedback F , the problem is to search for configuration parameters that yield clusters that maximize Fitness. Rather than using a model of the problem to estimate the quality of a candidate solution (as, for example, is standard practice for query optimization), the search takes place over the space of possible parameter settings, and the Fitness is computed using clusters produced by running EntityResolution with candidate parameters over real data and feedback. Such an approach is followed because there is no known model for predicting the quality of the result of the entity resolution process given its parameters.
For entity resolution, we assume that feedback takes the form of annotations on pairs of records that are candidate duplicates, that confirm or refute that a pair of records are truly duplicates; such feedback is also obtained in [31, 33] . We then require a fitness measure for the outcome of the entity resolution process, the clusters, that builds on this feedback. Our fitness function uses the fraction of the feedback that has been correctly clustered as an estimate of the fitness that results from the use of a set of configuration parameters. In deriving this fraction, we use the notation FC to denote counts derived from the feedback and the clustering, where F and C can each take the values M or U. The first character, F, represents the status of a pair of records in the Feedback: an M indicates that a pair of records match (i.e. they are duplicates); and a U indicates that a pair of records is unmatched (i.e. they are not duplicates). The second character, C represents the status of a pair of records in the clusters: an M indicates that a pair of records match (i.e. are duplicates); and a U indicates that a pair of records is unmatched (i.e. are not duplicates). Thus the notation:
-MM denotes the number of records that are matched in the feedback that are also matched in the clusters. -UU denotes the number of records that are unmatched in the feedback that are also unmatched in the clusters. -MU denotes the number of records that are matched in the feedback that are unmatched in the clusters. -UM denotes the number of records that are unmatched in the feedback that are matched in the clusters.
The Fitness of a clustering in the context of some feedback is then defined as:
Intuitively, this is the fraction of the feedback which is correctly represented in the clusters. We note that this notion differs from existing fitness measures for clusters, but that existing measures tend either: (i) to assume access to the ground truth (e.g. [14] ), of which we have access to only a portion via feedback; or (ii) to relate to general properties of clusters such as inter-and intra-cluster distance (e.g. [23, 27] ) that may not be good indicators of how appropriately values have been assigned to clusters.
Evolutionary Search
This section describes how an evolutionary search, in particular a genetic algorithm, can be used to optimize the configuration parameters of the entity resolution technique from Section 2. We chose to employ a genetic algorithm because: (i) the search space is large, precluding the use of an exhaustive search; (ii) the search acts over a heterogeneous collection of configuration parameters, which are nevertheless easily accommodated in genetic algorithms; (iii) a genetic algorithm often takes less time to complete a task than other search methods [25] , which is important in our context because of the high cost of clustering which is used to support fitness evaluation; and (iv) fitness evaluation can be easily parallelized in an evolutionary search.
We continue with some terminology [24] . An evolutionary search maintains an evolving population of interim solutions (individuals), which is subject to changes inspired by genetics. In our case, each member of the population consists of a collection of values for configuration parameters that control how entity resolution is carried out (see Table 1 ); the overall approach should be able to be applied to other entity resolution strategies using a population that captures their configuration parameters in place of those in Table 1 ). A parent is a member of a population that has been chosen to participate in the production of the next population (or generation) by way of mutation and crossover operators. A mutation introduces a random change to an individual member of the population, whereas a crossover combines features from two parents to produce a new member of the next population. A fitness function models requirements of the search problem, and informs the selection of parents, although to ensure diversity in the population not only the fittest solutions act as parents. An evolutionary search starts from a set of random solutions that constitutes the initial population. The following steps are then repeated, as detailed in Algorithm 4, until a termination condition (e.g., the number of generations) is satisfied:
-Fitness evaluation assigns a fitness to each element in the population (lines [13] [14] [15] [16] . In our case, the fitness of an individual (i.e. a collection of values for configuration parameters) is obtained by generating a collection of clusters C using those configuration parameters, and then by using the definition of Fitness from Section 3.1 to assess these clusters in the light of the user feedback F. -Elite capture maintains a set of the best solutions found to date (line 17); the elites then have a role in the construction of future generations, and have the effect of focusing the search on promising solutions. This focusing can reduce diversity in the population, but is used here because the high cost of fitness evaluation means that we cannot afford too many generations.
-Parent selection chooses from the current generation those that should be used as parents for the next generation (lines 20-21). We apply tournament selection, in which the likelihood of an individual being a parent is proportional to its fitness. -Crossover is a binary variation operator on two parents that brings together properties of different individuals (line 22). We use one-point crossover, which splits both parents at a randomly selected element and exchanges their tails. The crossover is applied with a probability c, called the crossover rate. -Mutation is a unary variation operator that manipulates a single parent, and is used to maintain diversity in a population (line 23). Each of the values in our population is numeric, and we use gaussian convolution to mutate these values in such a way that the values in the children are likely to be similar to those of their parents, but periodically are substantially different [24] . The mutation is applied with a probability m, called the mutation rate.
Evaluation of pay-as-you-go clustering
This section describes the experiments carried out to evaluate the effectiveness of the parameter optimization strategy described in Section 3, given different amounts of user feedback. The purpose of the evaluation is to investigate the extent to which the strategy can improve on default configurations, and the amount of feedback required to obtain such improvements.
Experimental Setup
Datasets We use three real datasets made available by University of Leipzig, for which the ground truth is provided with the dataset, that have been widely used in other studies of the performance of entity resolution techniques (e.g. [21, 22, 30, 31] ):
-DBLP-ACM 2 is a data set containing bibliographic records from 2 data sets.
There -Amazon-Google 4 is a data set containing 4598 product records from 2 data sets. There are a total of 10,527,166 pairs of records, of which 1,300 represent the same entity. An example record is: <http://www. google.com/base/feeds /snippets/12244614697089679523, "production prem cs3 mac upgrad,adobe cs3 production premium mac upgrade from production studio premium or standard,adobe software",805.99>.
Techniques We evaluate several different approaches to entity resolution, all of which generate clusters using the strategy described in Section 2. These approaches differ along three principal dimensions: (i) whether or not optimization takes place, as described in Section 3; (ii) when optimization does take place, whether only weights, or both weights and parameters participate in the search space; and (iii) whether or not the feedback is applied directly to tuple pairs in a way that overrides the score from the distance function used during clustering. In (iii), where a tuple pair is known from feedback to represent the same entity it can be given the minimum distance of 0, and where a pair is known from feedback to represent different entities it can be given the maximum distance of 1. Table 1 No WAPO Yes All of Table 1 No POSC Yes All of Table 1 Yes Table 2 . Approaches compared.
The approaches evaluated are as follows, where their key features are summarized in Table 2 :
-Baseline: this method makes no use of feedback, and simply applies the entity resolution strategy from Section 2 directly. As such, the baseline has been subject to manual configuration. The weights w i used by the Distance function in Table 1 are problem-specific, and were set to values that give higher values to properties that seem likely to be of greater significance for matching, specifically: DBLP-ACM -(title: 0.8, authors: 0.4, venue: 0.6, year: 0.7); AbtBuy -(product name: 0.6, description: 0.8, price: 0.2); and Amazon-Google -(product name: 0.8, description: 0.4, manufacturer: 0.6, price: 0.2). The other parameter values in Table 1 were set as follows: numKeys = 9, keyComponents = 1, q = 3, H 1 and H 2 are chosen at random, K = 10, similarityT hreshold = 0.25, membershipT hreshold = 0.5. Where specific values have been given, these were always based on positive experiences with those values in practice, so the baseline should be representative of what can realistically be achieved based on general experience. -No-optimization score change (NOSC): this method applies the entity resolution strategy from Section 2 without parameter optimization, but with scores changed to reflect feedback that confirms or refutes that tuple pairs represent the same entity. This is to allow us to understand the effectiveness of a strategy in which the feedback is used to change scores but not to inform the configuration of the entity resolution process. -Weights-only optimization (WOO): this method uses the optimization method from Section 3, but only searches over the weights used in the distance function (w i in Table 1 ). This is to allow us to understand the relative impacts of optimization of the distance function and the optimization of the control parameters.
-Weights-and-parameters optimization (WAPO): this method uses the optimization method from Section 3, and searches over not only the weights but also the control parameters in Table 1 . -Post-optimization score change (POSC): this method uses the optimization method from Section 3, and searches over all the parameters in Table 1 , but after the optimization scores are changed to reflect feedback that confirms or refutes that tuple pairs represent the same entity, and the dataset is reclustered with the parameters from the optimization and the changed scores 5 . This it to allow us to understand if optimization of the weights and parameters is sufficient to bring about appropriate clustering of the records on which feedback has been obtained.
We are unable to carry out a direct head-to-head comparison with related work, such as that discussed in Section 6, as there is no other proposal that covers parameter setting and distance function tuning, from blocking to clustering.
Scope of optimization Note that where the optimization is referred to as acting on the control parameters in Table 1 , in fact for three of these parameters (q, keyComponents and numKeys), a sensitivity analysis identified that specific values (3, 9 and 1 respectively) always yielded the best results for our data sets, and thus these do not participate in the optimization.
Evolutionary search
The optimization was implemented using the ECJ evolutionary computing system 6 . Following experimentation with different values, it was ascertained that using a population size of 50 and a generation size of 70 yielded results that were both stable and close in quality to those obtained with more searching; as time consuming entity resolution takes place during optimization, it is important that the search can converge on appropriate answers after a modest number of generations.
Feedback generation
The experiments use feedback that is generated algorithmically from the ground truth. In essence, the feedback is a subset of the ground truth, which assigns an annotation match or unmatch to pairs of candidate duplicates. The approach makes few specific assumptions about how the feedback is obtained, although we do need both match and unmatch feedback; it is possible that targeted selection of feedback of the form discussed in Section 6 could produce improved results, but for now we use a straightforward approach to sample from the ground truth.
To generate match feedback, matching pairs are selected at random from the ground truth. Generating plausible unmatch feedback requires more care. In any data set, there are likely to be many more unmatched pairs than matched pairs, and in practice it makes little sense to ask users if a randomly selected pair of records match, as generally they will not match and there will be no reason to believe that they do. So, to generate unmatch feedback, the following steps take place: (i) generate the collection of blocked pairs by running the blocking algorithm described in Section 2 -blocked pairs should contain only pairs for which there is some evidence of syntactic similarity; and (ii) select pairs at random from the blocked pairs that have the annotation unmatch in the ground truth. In the experiments, we have identical amounts of match and unmatch feedback.
There is no fully accepted way of selecting data for feedback for entity resolution; indeed identifying the most appropriate data on which to obtain feedback is a research topic in its own right. The approach to feedback generation used in the experiment shares features with other work in the literature. For example, in investigating interaction with crowds for entity resolution, CrowdER [31] uses machine-based techniques to identify candidates, on which feedback is then obtained. This is analogous to our use of the blocking algorithm to identify candidates for unmatch feedback.
Evaluating Clusters
The following formula is used to compute the fitness of clustering results with respect to the ground truth:
where: This calculates the fraction of correctly clustered record pairs over all record pairs, giving equal importance to the correct clustering of the matching and unmatching portions of the result. This approach is adopted in a context where there are generally many more unmatched pairs than matched pairs, to ensure that the counts of unmatched pairs do not swamp those for matched pairs. The formula used for evaluating the clusters in the experiments is similar to that used for estimating the fitness of clusters in Section 3.1. The main difference is that for evaluating clusters we have access to the ground truth, whereas the fitness function used when creating the clusters in Section 3.1 only has access to the feedback, which is an approximation of the ground truth. The overall approach of computing fractions of correctly clustered data in the evaluation is standard (e.g. [14] ).
Results

Experiment 1
Comparison of different approaches, for three different levels of feedback. The aim of this experiment is to understand the relative performance of the different methods from Table 2 , so that subsequent experiments can investigate the most promising approaches in more detail. The experiment involves all three datasets (DBLP-ACM, AbtBuy and AmazonGoogle), and three different levels of feedback. Each item of feedback represents the annotation of a single candidate pair as match or unmatch. As the data sets have different sizes, as detailed in Section 4.1, the amounts of feedback experimented with range from annotations involving less than 1% of the records in each data set, up to individual annotations on around 6% of the records in DBLP-ACM and AmazonGoogle, and 14% of the records in AbtBuy. The results are in Figure 1(a) for DBLP-ACM, in Figure 1(b) for AbtBuy and in Figure 1(c) for AmazonGoogle. Where there is no feedback, this corresponds to the Baseline method described in Section 4.1. The following can be observed: (i) For NOSC, the feedback yields limited improvements in all cases -the local edits to scores are applied in the context of the default weights and parameter settings, and result in only small scale improvements to clusters. (ii) For WAPO and POSC, for all data sets, even a small amount of feedback yields a substantial improvement in performance. (iii) For the optimization based strategies, WOO, WAPO and POSC, the performance has leveled off by the time there are 150 items of feedback; other feedback amounts are considered in Experiment 2. (iv) The performance of WAPO is much better than for WOO in Abt-Buy and Amazon-Google, showing that there is benefit to be derived from including control parameters as well as weights in the optimization; several proposals from the literature focus on the optimization of comparison functions without also considering control parameters (e.g. [13, 15] ). (v) The performance of POSC is very similar to that of WAPO, showing that WAPO generally clusters the data items for which there is feedback correctly, without the additional evidence that comes from changed scores.
Experiment 2
Comparison of selected approaches for different amounts of feedback. The aim of this experiment is to understand the rate at which the quality of a clustering can be expected to improve as the amount of feedback collected grows. Thus this experiment is critical in terms of the cost-effectiveness of the pay-as-you-go approach. The experiment involves all three datasets (DBLP-ACM, AbtBuy, Ama-zonGoogle) and varying levels of feedback. The experiment focuses on NOSC and WAPO: NOSC as it represents a baseline in which the feedback is used but there is no optimization, and WAPO because it emerged as a strong proposal from Experiment 1. The results are in Figure 2(a) for DBLP-ACM, in Figure 2 (b) for AbtBuy and in Figure 2(c) for AmazonGoogle. The following can be observed: (i) In WAPO, small amounts of feedback yield results that are close to the results obtained with much larger amounts of feedback; this is a positive result, as it suggests that the approach is cost-effective in terms of feedback collection. For AbtBuy, 5 items of feedback involves around 0.2% of the records, and for DBLP-ACM and AmazonGoogle, 5 items of feedback involves around 0.1% of the records. (ii) The highest quality measure obtained is always quite high, but varies between data sets. This is because in some data sets the syntactic evidence on similarity is stronger than in others; for example there are rarely inconsistencies in titles between the same paper in DBLP-ACM, but product descriptions for the same product are often significantly different in AbtBuy and AmazonGoogle. (iii) In AbtBuy and AmazonGoogle, for WAPO the result quality is slightly less good for 25 and 75 items of feedback than for 5 items of feedback. This is not especially surprising: (i) in all cases the feedback represents a small fraction of the ground truth, which means that the estimated fitness is subject to fluctuations based on the specific data for which feedback has been obtained; and (ii) the search for solutions is not exhaustive, and thus the search itself gives rise to variations in result quality.
Scaling the approach
An issue with the approach in Section 3 is the high cost of evaluating the fitness function for the evolutionary search, which involves repeatedly applying the entity resolution technique from Section 2 on the data set for each candidate solution. Where there is a population size of p and g generations, this leads to p × g runs of the clustering algorithm. Although the search can readily be parallelized using platforms such as map/reduce [8] or Condor [29] so that the fitness of every element in the population at a generation is computed in parallel (indeed, our implementation runs using Condor on a campus grid), this can still be both resource intensive and lead to substantial elapsed times of broadly g × c, were c is the cost of clustering. This section makes a proposal for reducing the cost of exploring the space of candidate solutions, and evaluates its effectiveness both in terms of runtime and cluster quality.
Clustering on Pruned Data Sets
With a view to reducing response times and resource usage, here we describe an approach to reducing c by clustering only the portion of the dataset on which feedback has been obtained. Recall from Section 3.1 that the fitness of a clustering is estimated from the fitness of the feedback (which represents the available subset of the ground truth). Thus although changes to the weights and parameters of the clustering apply to every item in the data set, the estimated fitness depends only on the clustering of the pairs for which we have feedback. Thus, with a view to reducing the computational cost that results from clustering records about which we have no feedback, clustering is run over a pruned dataset that consists of the records on which we have feedback, which is defined as follows: where dataset is the collection of records to be clustered, and hasFeedback is true for a record if there is any feedback on that record. Thus when pruning is used, during optimization the fitness of a candidate configuration is an estimate in two senses: (i) the fitness is based only on the feedback, and not on the ground truth, which is not available in practice; and (ii) the fitness is calculated over clusters that involve only a subset of the complete dataset, in contrast with Section 4.2. In reporting the results of the experiments, cluster quality is reported in terms of the ground truth for a clustering of the complete dataset, where that clustering was obtained using the configuration parameters obtained when optimizing using the pruned dataset. Table 3 indicates the number of records in the pruned data sets for different amounts of feedback. Where the feedback amounts are small, the number of records is typically twice the number of items of feedback, as each item of feed- back involves the relationship between two records. As the amount of feedback grows, there is a growing likelihood that a new item of feedback will involve at least one record for which there is already some feedback, and hence the number of records becomes less than twice the amount of feedback.
Evaluation of Pruning
This section empirically evaluates the effectiveness of the pruning approach in terms of runtime performance and the quality of the clusters produced. The purpose of the evaluation is to investigate the extent to which pruning can improve on the runtime required for a complete clustering, and the extent to which this reduced runtime is accompanied by reduced cluster quality.
Although the fitness function is applied only to records for which there is feedback, the pruning of records for which there is no feedback can be expected to impact on the clustering of the records for which there is feedback, for example because such records now have different neighbors. As such, it is important to evaluate the results of the pay-as-you-go entity resolution strategy to ascertain: (i) the extent to which effective weights and parameters are obtained when optimization takes place over the pruned data sets; and (ii) the performance improvement in terms of clustering times.
Experiment 3
Comparison of cluster quality for optimization using pruned data sets. The aim of this experiment is to understand the extent to which the quality of clusters produced for a given level of feedback is affected by optimization over pruned data sets. Thus this experiment is important in terms of the scalability of approach. The experiment involves all three datasets (DBLP-ACM, AbtBuy and Amazon-Google) with varying levels of feedback. The experiment focuses on WAPO as it has been shown to perform well, and because it depends for its performance on the effectiveness of the optimization.
The results are reported in Figure 3 . The following can be observed: (i) In all cases, where there are 75 or more items of feedback, representing a single item of feedback on 2% to 4% of the records, the results obtained using pruned data sets significantly improve on the default parameters, for which the results were reported in Experiment 1. (ii) In all cases, there is a gap between the results Table 4 . Average runtimes (seconds) and speedup obtained using pruned data set with 300 items of feedback.
Dataset
Runtime: Full Runtime: Pruned Speedup DBLP-ACM  300  5  60  AbtBuy  378  14  27  Amazon Google  9360  300  31 with and without pruning, which narrows as more feedback is obtained. The gap would be expected to narrow, as increased amounts of feedback leads to larger and more representative data sets being used in the assessment of the fitness of candidate solutions. (iii) For the smaller amounts of feedback, specifically 5 and 25 items, the gap between the pruned and non-pruned cases can be large, and the results using pruning are worse than the default parameters in DBLP-ACM. This is explained by the clustering taking place on tiny data sets, which are unrepresentative.
This experiment illustrates that there is an interesting trade-off between the two kinds of payment in pay-as-you-go entity resolution. Payment in the form of user feedback provides a more rapid return on investment when fitness is evaluated by clustering the complete data set. However, clustering the complete data set within the search is computationally expensive. By contrast, with the pruned data sets the cost of clustering can be significantly reduced, but good results can only be obtained where there is more feedback.
Experiment 4
Comparison of clustering times between original and pruned data sets. The aim of this experiment is to understand the impact of pruning on the runtime of clustering. The experiment uses all three data sets, and focuses on WAPO as it has been shown to be an effective strategy.
In practice, clustering times on complete data sets can vary quite significantly between runs (up to about a factor of 3), as different configurations lead to different collections of neighbors, etc. As such, to give a summary of the improvements that can be expected, Table 4 reports the average speedup obtained, averaged over 5 runs, using the pruned data set in place of the complete data set.
The results show that clustering with the pruned data set is several orders of magnitude faster than with the complete data set; even more impressive results can be obtained for more intensive pruning. This shows that pruning can be used with large data sets to very substantially reduce the cost of fitness function evaluation.
Related Work
This section discusses some of the most relevant related work, focusing on learning/optimization for entity resolution and crowdsourcing for entity resolution, both of which seek to improve the results of the entity resolution process on the basis of feedback or training data. In discussing these areas, although there are proposals that follow a pay-as-you-go approach, there is no other proposal that covers parameter setting and distance function tuning, from blocking to clustering.
We do not review the wider literature on entity resolution, where there are existing surveys on the topic as a whole [11, 20] , on blocking [4] and on clustering [14] .
In relation to learning/optimization for entity resolution, there has been work to inform both blocking strategies and more detailed comparison rules. Although not specifically following a pay-as-you-go approach, several relevant proposals have been made that learn or tune blocking schemes, for example using training data to inform the selection of properties that participate in blocking functions (such as [3, 26] ), or by tuning similarity thresholds (e.g. [2] ). More detailed rules for comparing values have also been learned using genetic programming [6] , for example for identifying links between linked open data resources [15] . In addition, as entity resolution potentially acts over huge data sets, research has been carried out into the use of active learning for obtaining the most suitable training data [1, 16] . Such research complements the work in this paper; in this paper the focus is on co-optimizing blocking, comparison and clustering, and insights from work on each of these individual stages can help to identify opportunities for their combined optimization.
In our work, in order to evaluate the fitness of a candidate set of parameters, the full entity resolution process needs to be re-run for each candidate. Such an approach, known as closed-loop optimization, has been widely used in other domains to automatically set configuration parameters for physical systems; for example, Knowles [19] describes the use of evolutionary search techniques for tasks as diverse as optimizing instrument setup in analytical biochemistry, and improving chocolate production. This practice of searching for suitable parameters by running the actual system has also been employed for computing systems. For example, in iTuned [10] , experiments are generated that investigate the effect of different system parameters on overall performance, in a context, like ours, where the development of an analytical cost model is not obviously a practical proposition. Furthermore, in reinforcement learning [18] , learning is intrinsically closely associated with an ongoing process, with the normal behaviour of a system interleaved with learning steps that follow a trial-and-error approach. For entity resolution, de Freitas et al. [7] combine active learning with reinforcement learning, where the latter is used to evaluate the confidence of different committee members that are making detailed comparison decisions.
In relation to crowdsourcing for entity resolution, there is work on identifying the most suitable data on which to crowdsource feedback and on applying the feedback to inform entity resolution decisions.
For identifying the most suitable data on which to crowdsource feedback: CrowdER [31] , focuses on the grouping of candidate entity pairs into tasks with a view to obtaining the required information while minimizing the number of crowd tasks, and thus the expense; and several proposals have investigated the identification of the pairs of records that are likely to be most valuable for refining decisions relating to entity resolution (e.g. [16, 30, 32, 33] ). For example, in Isele et al., [16] , feedback is sought using active learning on the record pairs on which candidate detailed comparison rules disagree the most.
Such research complements the work in this paper, which could be used alongside techniques for efficient collection of feedback to improve overall return on investment.
For applying the feedback to inform entity resolution decisions, several proposals consult the crowd for specific purposes. ZenCrowd [9] identifies pairs of instances in linked data using two levels of blocking to identify candidate pairs for confirmation by the crowd. A probabilistic factor graph accumulates evidence from different sources, from which a probability is derived that a candidate pair is correct. The Silk Link Discovery Workbench [16] uses the crowd to judge whether candidate pairs are duplicates, and refines the collection of detailed comparison rules on the basis of this feedback. Perhaps the work that is closest to ours in terms of ethos is Corleone [13] , which seeks to provide hands-off crowdsourcing for entity resolution, whereby the whole entity resolution process is automated, obtaining input from the crowd as needed. To do this, Corleone uses crowdsourcing to learn blocking and refinement rules in turn, and also addresses issues such as when to terminate a crowdsourcing activity. Our work is similar, in including several entity resolution phases, but is somewhat broader in scope in that it also optimizes related system parameters and considers clustering as well as pairwise matching. In addition, the approaches are significantly different; Corleone tackles blocking and matching in sequence, whereas in this paper, blocking, the distance function and other system thresholds and parameters are optimized at the same time. The price paid to support this co-optimization is the need to run blocking and clustering repeatedly within the evolutionary search, although we have shown that the costs associated with this can be reduced using pruning. In addition, by co-optimizing system parameters, our methodology reduces the risk that important but non-obvious interactions between parameters are overlooked during the application of the pay-as-you-go methodology.
Note that the term pay-as-you-go has been applied with different meanings in relation to entity resolution. In this paper, as in the above literature on crowdsourcing, the payment takes the form of feedback on the results of an entity resolution process, whereas in [34] the payment is in the form of computational resource usage.
Conclusions
We now revisit the claimed contributions of the paper from the introduction: 1. A generic approach to configuration of parameters for entity resolution that uses feedback on the correctness (or otherwise) of candidate duplicates. We have described an approach that uses closed loop optimization to evaluate the effectiveness of alternative configuration parameters, simultaneously optimizing all stages of the entity resolution process; this is a potentially important feature of the approach, as there may be subtle relationships between parameters across the process. 2. A description of the application of that approach to produce a pay-as-you-go self-optimizing entity resolution system that uses an evolutionary search over the space of parameter values. We have applied the approach from (1) to automate the optimization of the parameters for the state-of-the-art approach described in Costa et al. [5] ; the optimized parameters include weights within the distance function, indexing parameters and similarity thresholds. 3. An evaluation of the resulting platform with real world data sets, which shows substantial improvements in cluster quality. The evaluation shows not only that the technique can be effective, providing significantly improved clustering compared with default parameters, but also that effective results can be obtained with surprisingly modest amounts of feedback (a single item of feedback on less than 1% of the records in each of the experimental data sets). The experiments also showed that optimizing the control parameters and distance function together was more effective than optimizing only the distance function, a heretofore popular strategy. 4. As the proposal can be considered to be computationally expensive, we describe and evaluate an approach that seeks to retain the results from (3) while also scaling to large data sets. A modification of the approach is described in which the entity resolution process, rather than testing the fitness of candidate configurations over the complete data set, instead evaluates fitness over the (typically much smaller) portion of the data set for which feedback has been obtained. The experimental evaluation shows that more feedback is required to obtain stable and effective results than when fitness is evaluated over the complete dataset during the search. However, even when using the pruned data set, significant improvements over the default parameters have been obtained with feedback on a small percentage of the data (a single item of feedback on less than 4% of the records in each of the experimental data sets). Pruning on such amounts of feedback can reduce runtime costs of clustering by several orders of magnitude.
There are several possible areas for future work. Although positive results have been demonstrated with small amounts of feedback, it would be interesting to ascertain if active learning [28] could focus feedback collection on values that are still more effective, in particular in the case of the pruning strategy. In the application of the approach, the distance function is fairly straightforward; it would be interesting to investigate the co-optimization of richer distance functions (e.g. as in [6] ) with other configuration parameters. Although the overall closed-loop optimization approach is, in principle, applicable for configuration of different entity-resolution algorithms, it would be interesting to demonstrate this in practice, and to ascertain the extent to which different parameters in different settings can be tuned effectively in this way. Furthermore, it would be interesting to investigate the use of optimization techniques that are specifically targeted at problems with expensive black-box fitness functions [17] .
