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Diplomska naloga obravnava tematiko avtomatiziranega pobiranja izdelkov v razsutem 
stanju. Problem, katerega rešitve so predstavljene tekom naloge, je prepoznava lege in 
orientacije objektov, ki so naključno razporejeni v prostoru. V prvem delu naloge je 
opravljen pregled obstoječega stanja tehnike na področju pobiranja izdelkov in 
tridimenzionalnih merilnikov ter povzeto teoretično ozadje nekaterih uporabljenih funkcij 
za prepoznavo izdelkov. V drugem delu diplomske naloge smo uporabili 3D merilnik za 
zajem 3D slik objektov v razsutem stanju. Sledil je razvoj programske opreme v 
programskem jeziku Python, s katero smo nato obdelali 3D slike in jih pretvorili v 
intenzitetne globinske slike. V nadaljevanju smo te slike še dodatno obdelali z različnimi 
funkcijami, ki so dostopne znotraj odprtokodnih knjižnic ter jih nato uporabili kot vhodne 
podatke v treh različnih funkcijah za prepoznavo enostavnih objektov. V zaključku naloge 
smo preverili delovanje posamezne funkcije na različnih scenskih slikah, na katerih so bili 
objekti različnih oblik. Na podlagi rezultatov smo ovrednotili posamezno funkcijo ter 
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The final thesis deals with the topic of automated collection of bulk products. The problem, 
whose solutions are presented during the task, is to recognize the position and orientation of 
objects randomly distributed in space. The first part of the thesis gives an overview of the 
current state of the art in the field of product picking and three-dimensional scanners and 
summarizes the theoretical background of some of the functions for the identification of 
products. In the second part of the thesis a 3D scanner was used to capture 3D images of 
bulk objects. This was followed by the development of a software in the programming 
language Python, with which we processed the 3D images and converted them into images 
with depth of field. Later, we have further processed these images with various functions 
available within open source libraries, which we then used as input in three different 
functions to identify simple objects. At the end of the assignment, we checked the results of 
each function on different sets of stage images showing objects with different shapes. Based 
on the results, we evaluated each function and estimated whether it was suitable for 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
H / število slikovnih točk po višini scenske slike 
s / število 
W / število slikovnih točk po širini scenske slike 
X / vektor (matrika) vrednosti koordinat v x-osi 
x / številka stolpca 
Y / vektor (matrika) vrednosti koordinat v y-osi 
y / številka vrstice 
𝜃, 𝜗  rad kot rotacije 
   
Indeksi   
   
a točke A  
b točke B  
c središča   
stolp stolpcev   








Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
IDEF integrirana opredelitev (ang. Integration DEFinition) 
FPFH hitri točkovni histogram (ang.Fast point feature histograms) 
FPGA programabilni čip (ang. Field of programmable gate array) 
PCA analiza glavnih komponent (ang. Principal component analysis) 
PFH točkovni histogram (ang. Point feature histograms) 









V prvem delu tega poglavja bomo predstavili ozadje problema teme diplomske naloge, v 
drugem delu pa predstavili cilje, katere želimo doseči. 
 
1.1 Ozadje problema 
Tekom proizvodnih procesov se velikokrat srečamo z nalogami, pri katerih je zahtevana 
natančnost, ponovljivost, kratki cikli in štiriindvajset urno delo, sedem dni v tednu. Primeri 
takšnih nalog so zlaganje izdelkov, njihovo razvrščanje, kontrola, vstavljanje v različna 
orodja, barvanje in podobno. S pomočjo avtomatizacije želimo subjektivno delo človeka 
nadomestiti z roboti. Mi se bomo tekom te naloge posvetili predvsem nalogam povezanih z 
manipulacijo izdelkov. Eden glavnih problemov, ki se pojavijo pri avtomatizaciji takih vrst 
nalog je prepoznava izdelkov v prostoru, katerih pozicija in orientacija sta naključna. Za 
njihovo prepoznavo in lociranje uporabljamo sisteme strojnega vida. Z znano lokacijo 
objekta lahko robota sedaj natančno lociramo, da izdelek pobere in opravi željeno nalogo. V 
zadnjem času se je povpraševanje po avtomatizaciji nalog, ki vključujejo manipulacijo z 
izdelki nekoliko povečalo, zaradi boljše cenovne dostopnosti strojne, kot tudi programske 
opreme različnih ponudnikov na trgu, ki ponujajo paleto različnih rešitev na tem področju. 
Večinoma se za avtomatizacijo odločajo velikoserijska podjetja, pridružuje pa se jim tudi 




Tekom diplomske naloge želimo doseči naslednje cilje: 
- spoznati osnove delovanja sistemov za pobiranje izdelkov v razsutem stanju, 
- opraviti pregled že obstoječih rešitev na trgu, 
- spoznati sisteme za zajem podatkov, 
- spoznati različne 3D merilnike in princip njihovega delovanja, 
- opraviti pregled že obstoječe programske opreme, 
- raziskati možnosti obdelave 3D podatkov, 
- opraviti pregled odprtokodnih rešitev, 
- razviti preizkuševališče za zajem 3D podatkov, 
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- razviti program za prepoznavo in lociranje izdelkov v razsutem stanju v 
programskem jeziku Python, 
- preizkusiti in ovrednotiti delovanje razvitega programa. 
 
Tekom dela se bomo v posameznih poglavjih posvetili ciljem, katere smo si zadali. V 
teoretičnem pregledu se bomo najprej posvetili zgradbi in delovanju sistema za pobiranje 
izdelkov v razsutem stanju ter opravili pregled že obstoječih celovitih rešitev nekaterih 
ponudnikov na trgu. Sledil bo pregled sistemov za zajem podatkov ter tehnike 3D merilnikov 
s pregledom nekaterih najnaprednejših dostopnih sistemov na trgu. V nadaljevanju bomo 
pregledali osnove obdelave 3D slik ter poiskali že obstoječe odprtokodne rešitve, predvsem 
pa se bomo posvetili rešitvam, ki so na voljo znotraj programskega okolja Python. Sledil bo 
drugi del naloge, ki bo zajemal razvoj preizkuševališča ter programa za prepoznavo objektov 
v razsutem stanju. V tem poglavju se bomo posvetili posameznim korakom, katere bo 
potrebno izvesti za pridobitev lokacij objektov iz 3D slik. V zaključku naloge bomo 





2 Teoretične osnove in pregled literature 
Poglavje teoretične osnove in pregled literature bo zajemalo pregled ozadja problema 
sistemov za prepoznavo objektov v razsutem stanju po poglavjih, v katerih bomo zajeli 
posamezne cilje predstavljene v uvodnem poglavju. 
 
2.1 Pobiranje izdelkov v razsutem stanju 
Pobiranje izdelkov v razsutem stanju je multidisciplinarna naloga, ki združuje več pod 
disciplin kot so analiza scene, prepoznavanje izdelkov, njihova lokalizacija (ali ocena 
postavitve), načrtovanje prijemanja in načrtovanje poti [1]. Izdelke, katere želimo pobrati z 
namenom izvajanja nadaljnjih operacij, se običajno nahajajo v zabojih ali na tekočem traku. 
Pri pobiranju izdelkov, ki so naključno razporejeni na tekočem traku je nekoliko 
enostavnejše določiti lokacijo izdelka kot pri pobiranju izdelkov iz zabojnika. Izdelki na 
tekočem traku so običajno razporejeni tako, da se med seboj ne prekrivajo, njihova 
prostorska pozicija in orientacija pa je omejena. Prijemanje vseh izdelkov se izvaja na isti 
višini (v primeru da so vsi izdelki enako obrnjeni), določiti je potrebno le njihovo lokacijo 
na ravnini, ki nam jo predstavlja trak ter rotacijo okrog ene osi (pravokotne na trak), pri 
čemer moramo upoštevati tudi gibanje traku. V primeru, da so izdelki tudi različno obrnjeni 
moramo v program dodatno vključiti prepoznavo o njihovi legi. Lociranje izdelkov na 
tekočem traku je mogoče izvesti na podlagi dvodimenzionalnih (2D) slik, pri izdelkih, ki pa 
so naključno razporejeni v zabojih pa to ni mogoče. Za natančno lociranje in določanje 
njihove orientacije je potrebno zajeti tridimenzionalne (3D) podatke, saj je lokacija in 
orientacija teh izdelkov v vseh smereh je popolnoma naključna. Z ustreznimi obdelavami je 
mogoče prepoznati posamezne izdelke in določiti njihovo dejansko lokacijo in orientacijo, 
ki jo v nadaljevanju potrebujemo pri načrtovanju pobiranja izdelka in pri načrtovanju poti 
gibanja robota skozi prostor. Na podlagi podatkov moramo znati določiti tudi vrstni red 
pobiranja prepoznanih izdelkov. Če prepoznani izdelek prekriva oziroma prekrivajo drugi 
izdelki, jih je potrebno predhodno odstraniti, da se izognemo poškodbam izdelkov ali 
robotskega prijemala. Ne glede na to ali se izdelek nahaja na tekočem traku ali v zaboju, 
mora program robotsko roko pripeljati do točke prijemanja pod pravilnim kotom, brez kolizij 
z okolico. Točko prijemanja izdelka določimo glede na vrsto prijemala (s prsti, vakuumska, 
…) in obliko izdelka tako, da bo ta vedno enolično določena, saj s tem dosežemo boljšo 
natančnost pri odlaganju izdelkov ter zanesljivo delovanja sistema. Ko izdelek ustrezno 
primemo, mora robotska roka prenesti izdelek skozi prostor do odlagalnega mesta, izdelek 
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odložiti (izvreči iz prijemala) ter se vrniti na mesto pobiranja naslednjega izdelka. Program 
se ciklično ponavlja za vse prepoznane izdelke, ki ustrezajo danim kriterijem. V osnovi 
sistem za pobiranje izdelkov v razsutem stanju sestavljajo naslednji ključni gradniki: 
robotski manipulator (npr. industrijski robot s prijemalom), orodje za zajem podatkov in 
računalnik, z ustrezno programsko opremo za obdelavo zajetih podatkov. Da pa sistem 
ustrezno deluje moramo poskrbeti tudi za ustrezno komunikacijo med posameznimi 
gradniki. Zgradbe različnih sistemov za pobiranje izdelkov v razsutem stanju so prikazane 
na sliki 2.1, kjer so opazovani objekti v razsutem stanju označeni s številko 1, podatkovna 
zaznavala s številko 2, robot s prijemalom s številko 3 ter odlagalno mesto s številko 4. Na 
sliki 2.1 (a) je za zajem uporabljen 3D merilnik, ki je pritrjen na stojalo in zajema podatke o 
objektih razporejenih v zabojniku. Robot jih na podlagi podatkov nato pobere z vakuumskim 
prijemalom in odloži na tekoči trak. Podobna scena je prikazana na sliki 2.1 (b), le da je na 
tej 3D merilnik pritrjen na samega robota in lahko zajema podatke o razporeditvi v 
zabojniku, kot tudi o razporeditvi na odlagalnem mestu. Tak način montaže merilnika se 
največkrat uporablja na robotih, ki sestavljajo razne izdelke ali le te vstavljajo v orodja. Na 
sliki 2.1 (c) je prikazan sistem, kjer podatke o razporeditvi objektov zajemamo s 2D kamero, 
pritrjeno nad tekočim trakom, izdelke pa robot prime z namenskim prijemalom in jih odloži 
na paleto, ki se nahaja na odlagalnem mestu. 
 
 
   




Slika 2.1: Primeri sistemov za pobiranje izdelkov v razsutem stanju (a) s 3D merilnikom pritrjenim 
na stojalu [5]; (b) s 3D merilnikom pritrjenim na robotu [4]; (c) s kamero pritrjeno nad tekočim 
trakom [6] 
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Pred načrtovanjem sistema za pobiranje izdelkov v razsutem stanju moramo vedeti kje se 
bodo izdelki nahajali in kakšna bo njihova razporeditev (na tekočem traku, v zaboju, na 
vozičku, …) ter mesto odlaganja. Poznati moramo tudi stanje okolice (osvetlitev, velikost in 
oblika prostora) ter lastnosti opazovanega objekta (velikost, oblika, barva, material), saj vsak 
podatek vpliva na posamezne gradnike sistema. Glede na to, kje se bodo izdelki nahajali in 
kakšna bo njihova razporeditev izberemo vrsto merilnega sistema (2D ali 3D). Na podlagi 
poznanih dimenzij in oblike prostora izberemo ustrezni manipulator, mu določimo delovno 
območje ter prilagodimo svetlobne pogoje merilni napravi (pri aktivnih optičnih merilnikih 
velikokrat to ni potrebno). Na ostale gradnike sistema nam v večji meri vplivajo lastnosti 
opazovanih objektov. Vplivajo predvsem na specifikacije merilnega sistema, kar bomo 
predstavili v nadaljevanju. Glede na lastnosti izdelka (obliko, velikost, material) določimo 
tudi točke prijemanja, da lahko v nadaljevanju izberemo vrsto in obliko prijemala. Prijemalo 
mora biti oblikovno tako, da lahko vsak izdelek ustrezno poberemo brez poškodb. V 
primeru, da so izdelki različno obrnjeni, moramo določiti več točk prijemanja in v sistem 
vključiti tudi odlagalna mesta za preprijemanje. Izbira prijemala ima velik vpliv na 
zanesljivost delovanja sistema, na zanesljivost delovanja pa v veliki meri vpliva tudi izbira 
programske opreme, ki jo izberemo glede na vrsto zajetih podatkov in željenih končnih 
rezultatov. 
 
Osnova vsakega pobiranja izdelkov je dober pristop k določanju pozicije izdelkov. Področju 
zajema in obdelave podatkov z namenom prepoznave izdelkov in določanja njihove lokacije, 
ki predstavlja najpomembnejši del sistema se bomo posvetili tekom te naloge. Tudi druge 
naloge, kot so prijemanje izdelkov in načrtovanje poti tako, da se izognemo trkom robota z 
okolico so pomembne, vendar jih lahko poenostavimo s pravilnim oblikovanjem delovnega 
prostora robota ter pravilno izbiro prijemala. 
 
2.2 Pregled obstoječih rešitev 
Na trgu je na voljo veliko celovitih rešitev na temo pobiranja izdelkov v razsutem stanju, kot 
tudi podjetij, ki načrtujejo sisteme. V tem poglavju se bomo podrobneje posvetili ponudbi 
nekaterih, ki s svojimi rešitvami izstopajo iz množice. 
 
2.2.1 Pick-It  
Sistem za pobiranje izdelkov v razsutem stanju, pri katerem je uporabljena oprema podjetja 
Pick-It je prikazan na sliki 2.2. Na njej je uporabljen robot, ki iz zaboja pobira izdelke na 
podlagi podatkov zajetih z njihovo 3D kamero, katere slika je prikazana v desnem zgornjem 
kotu. Njihova 3D kamera deluje tako, da na podlagi deformacije svetlobnega vzorca na 
površini izračuna podatke o njeni obliki. Za obdelavo 3D podatkov pri podjetju Pick-It 
ponujajo tudi svojo programsko opremo, ki se izvaja na namenskih procesnih napravah in je 
enostavna za uporabo brez dodatnega programiranja ter omogoča določanje pozicij, kot tudi 
orientacij izdelkov v prostoru. Program omogoča tudi hitro učenje sistema. Z zajemom 
podatkov o testnem izdelku in z določitvijo območja, v katerem naj program išče izdelke, 
lahko s funkcijo učenja, sistem le v nekaj minutah uporabimo za iskanje različnih objektov 
raznovrstnih oblik. Za objekte različnih velikosti ponujajo različne kamere. Najmanjša 
omogoča prepoznavo objektov minimalne velikosti 10 mm×10 mm×5 mm, na razdalji od 
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600 mm do 1200 mm, z natančnostjo 0,1 mm, kamera za zajem največjih izdelkov, pa lahko 
prepozna objekte večje od 150 mm×150 mm×50 mm, na razdalji od 1 m do 2 m [4]. 
 
 
Slika 2.2: Prikaz sistema z opremo podjetja Pick-It [4] 
 
2.2.2 iRVision 
iRVision je sistem strojnega vida podjetja Fanuc, ki je popolnoma vgrajen v krmilnike 
njihovih robotov, zato ne potrebuje vmesnika do zunanjih naprav ali kakršnekoli dodatne 
strojne opreme (kot so osebni računalniki ali monitorji) za nastavitev in delovanje. Sistemi 
lahko delujejo na podlagi 2D ali 3D podatkov, na en robotski krmilnik pa lahko priključimo 
do sedem kamer. Mogoče je izvesti tudi simulacijo delovanja znotraj njihovega programa 
Roboguide. V svoji ponudbi ponujajo tudi več različnih izdelkov za zajem podatkov (2D 
kamere, 3D površinske senzorje, …), za različna področja uporabe, kot tudi razna robotska 
prijemala, robote in podobno. Primer sistema z njihovim robotom in 3D površinskim 
senzorjem za pobiranje izdelkov v razsutem stanju je prikazan na sliki 2.3. Senzor omogoča 
zajem 3D slik o izdelkih, ki se nahajajo znotraj vidnega območja na razdalji 0,7 m, večja 
različica pa na razdalji 1,3 m, o izdelkih različnih barv, kot tudi o izdelkih s zrcalno površino 
ter delno transparentnih izdelkov z veliko ločljivostjo na podlagi deformacije kodiranega 




Slika 2.3: Prikaz sistema z opremo podjetja Fanuc [5]  
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2.2.3 Cognex 
Podjetje Cognex je vodilni svetovni ponudnik sistemov strojnega vida, programske opreme, 
senzorjev in industrijskih čitalcev črtnih kod, ki se uporabljajo pri avtomatizaciji 
proizvodnje. Na sliki 2.4 je prikazan sistem z njihovo 2D kamero, s katero izvajamo 
prepoznavo in lociranje izdelkov, v našem primeru domin, sistem pa bi bil prav tako 
primeren za pobiranje izdelkov v razsutem stanju s tekočega traku. V njihovi ponudbi lahko 
najdemo tudi več različnih 3D kamer, ki bi bile primerne za pobiranje izdelkov iz 
zabojnikov. Kamera, ki je uporabljena v spodaj prikazanem sistemu nam omogoča zajem 
slik različnih ločljivosti v sivinskem ali barvnem spektru ter je v kombinaciji z njihovo 
programsko operemo vsestransko uporabna za različne aplikacije strojnega vida, največkrat 




Slika 2.4: Prikaz sistema z opremo podjetja Cognex [7] 
 
2.3 Zajem slike izdelkov v razsutem stanju 
Ne glede ali zajemamo 2D ali 3D sliko izdelkov v razsutem stanju, se moramo posvetiti 
posameznim gradnikom slikovnega sistema, ki je sestavljen iz: elementov za osvetljevanje, 
optičnih elementov (leče, objektivi), elementov za digitalno pretvorbo (2D kamere oz. 3D 
merilnika) ter sistema za obdelavo podatkov. Na sliki 2.5 je prikazan funkcijski diagram-
IDEF0 (ang. Integration DEFinition) z vsemi funkcijami in mehanizmi, ki jih zajema 
slikovni sistem za zajem podatkov (slik). Najprej moramo poskrbeti za pravilno 
osvetljevanje opazovanega objekta, glede na to, kakšen svetlobni efekt želimo doseči. Za 
osvetljavo poskrbimo z uporabo raznih luči ali svetlobnih projektorjev. Ko dosežemo željeni 
svetlobni efekt, moramo pri načrtovanju sistema nato najprej poskrbeti za pravilno izbiro 
digitalnega pretvornika. Pri tem moramo biti pozorni na velikost slikovnega zaznavala in na 
število slikovnih elementov, ki ga sestavljajo, saj nam to v nadaljevanju vpliva na velikost 
merilnega območja, kot tudi na natančnost meritev. Pri izbiri ustreznega digitalnega 
pretvornika moramo upoštevati tudi njegove mehanske dimenzije, barvo zajetih slik, hitrost 
zajemanja ter vrsto komunikacije. Za zajem »dobrih« slik moramo predvsem poskrbeti za 
pravilno nastavitev vseh parametrov. V nadaljevanju moramo na podlagi velikosti 
slikovnega zaznavala in željene velikosti merilnega območja določiti lastnosti optičnih 
elementov, ki veliko vplivajo na končni rezultat meritev. Če za zajem podatkov uporabimo 
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2D kamero, lahko v večini zgoraj predstavljene elemente slikovnega sistema izberemo sami, 
pri 3D merilnih napravah pa so te običajno integrirane v eno napravo, ki jo nato izberemo 
glede na njene specifikacije, le te so predstavljene v nadaljevanju. Na koncu moramo izbrati 
še ustrezen sistem za obdelavo podatkov, kateremu kamera (2D ali 3D) posreduje digitalni 
zapis slike. Sistem sestavljata procesna enota (računalnik) in programska oprema, ki iz slike 
pridobita informacije o sceni (objektu) na njej. Primeri nekaterih programskih rešitev so 




Slika 2.5: IDEF0 diagram slikovnega sistema 
 
2.4 3D kamere 
Najpogosteje uporabljena zaznavala za zajemanje podatkov, ki jih dandanes uporabljamo v 
sistemih strojnega vida so črno-bele kamere (v nekaterih primerih tudi barvne). Takšni 
sistemi so primerni za obravnavanje plosko ležečih izdelkov, ki so med seboj ločeni. Za 
obravnavanje izdelkov, ki se med seboj prekrivajo, pa moramo znati oceniti tudi globino. V 
teh primerih uporabljamo za zajem podatkov 3D kamere (3D merilnike) [8]. V nadaljevanju 
se bomo posvetili 3D merilnikom, katerega bomo tudi v drugem delu naloge uporabili za 
zajem podatkov. 
 
3D kamera je naprava, ki zbira podatke o obliki in videzu opazovanih predmetov in njegovi 
okolici. Podatke lahko v nadaljevanju uporabimo za izdelavo digitalnih 3D modelov, 
uporabnih za najrazličnejše aplikacije. Te naprave se široko uporabljajo v industrijskem 
oblikovanju, protetiki, obratnem inženirstvu, pri arhiviranju kulturnih artefaktov ter nadzoru 
kakovosti. Poznamo več vrst 3D kamer, ki delujejo na različnih principih, vsak pa ima svoje 
prednosti in slabosti, glavno vlogo pa velikokrat igra njihova cena. Vrste smo podrobneje 
predstavili v nadaljevanju. Namen 3D merilnika je običajno zajeti množico (oblak) točk, ki 
nam podaja geometrijske in površinske značilnosti objekta, katere nato uporabimo pri 
rekonstrukciji objekta. Če merilnik omogoča tudi zajem barv, kot rezultat zajemanja dobimo 
3D sliko, ki poleg lokacij točk , ki nam jih podaja oblak točk, vsebuje tudi barve v sivinskem 
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ali barvnem spektru, odvisno od posamezne naprave. V splošnem so 3D merilniki zelo 
podobni kameram. Kot kamere imajo stožčasto vidno polje znotraj katerega zbirajo podatke 
o površinah, ki so niso zakrite. Podatki pridobljeni s 3D merilniki nam podajajo razdaljo 
vsake točke na površini do središča v sferičnem koordinatam sistemu, če se merilnik nahaja 
v njegovem središču ter kota s katerima popolnoma popišemo lokacijo posamezne točke. 
Končne rezultate zajemanja običajno s pretvarjanjem predstavimo v kartezičnem 
koordinatnem sistemu [9]. 
 
V nadaljevanju si bomo najprej pogledali delitev, uporabnost in delovanje največkrat 
uporabljenih različic 3D kamer ter predstavili nekatere najnovejše naprave dostopne na trgu. 
Na koncu pa se bomo posvetili še sestavi in delovanju sistema, katerega smo uporabili za 
zajem podatkov. V grobem poznamo dva tipa 3D merilnikov, kontaktne in nekontaktne. 
Nekontaktne pa lahko v nadaljevanju razdelimo še v dve podkategoriji in sicer na aktivne in 
pasivne 3D merilnike. Posamezna kategorija za pridobivanje podatkov uporablja več 
različnih metod [9]. 
 
Kontaktni 3D merilniki pridobivajo podatke na podlagi fizičnih dotikov. Koordinatni merilni 
stroj je eden izmed primerov predstavnikov te kategorije. Podatke o 3D modelu pridobimo 
z dotikanjem površine predmeta s posebnim tipalom. Uporabljajo se predvsem v industriji 
in so lahko izjemno natančni. Njihova slabost je, da lahko med meritvami poškodujemo 
objekt ter so izjemno počasni v primerjavi z optičnimi merilniki [9]. 
 
Nekontaktni aktivni 3D merilniki delujejo na principu odboja signalov, ki ga oddajajo. 
Signali, ki jih oddajajo so v obliki valovanj, valovanje pa je lahko svetlobno, ultrazvočno ali 
elektromagnetno. Največkrat uporabljena predstavnika te skupine sta merilnika, ki delujeta 
na principu časa preleta svetlobe in trigonometrije [9]. Njuno delovanje je podrobneje 
predstavljeno v naslednjih podpoglavjih. 
 
Nekontaktni pasivni 3D merilniki ne oddajajo nikakršnih valovanj, namesto tega se zanašajo 
na odboj valovanj iz okolice. Večji del predstavnikov zaznava vidno svetlobno, saj je 
večinoma vsepovsod prisoten vir valovanja. Eden izmed primerov takih 3D merilnikov so 
stereoskopski sistemi, ki uporabljajo dve ali več kamer, nameščene pod različnimi koti, ki 
zajemajo slike iste scene. Ti sistemi so podrobneje obravnavani v nadaljevanju. Drugi primer 
predstavnikov te skupine so fotometrični sistemi, ki v primerjavi s stereoskopskim sistemom 
uporablja samo eno kamero, ki zajema slike pri različnih svetlobnih pogojih, na podlagi le 
teh pa nato določimo pozicijo posamezne slikovne točke [9]. 
 
3D merilnik za posamezno področje uporabe izberemo glede na njegove specifikacije, ki 
nam ustrezajo glede na lastnosti izdelka. Glave lastnosti merilnikov so: velikost merilnega 
območja, ki se spreminja z globino zajemanja, hitrost zajemanja in število zajetih točk. Če 
poznamo razdaljo, na kateri bomo zajemali podatke (globino zajemanja) ter število točk, 
lahko določimo tudi razdaljo med posameznimi točkami in s tem natančnost merilnika. 
Večja kot je razdalja na kateri se nahajajo opazovani objekti, večje je merilno območje, 
posledica tega pa je manjša natančnost merilnika. Podobno pa je tudi pri hitrosti zajemanja. 
Večje kot je število točk, daljši so časi zajemanja, se pa poveča natančnost izmerjenih 
podatkov. Pri izbiri merilnika moramo upoštevati tudi obliko in material merjenega objekta, 
saj niso vsi merilniki enako primerni. To moramo upoštevati predvsem pri prozornih 
oziroma delno prozornih izdelkih ter izdelkih katerih površine so zrcalne. 
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2.4.1 Princip časa preleta svetlobe 
3D kamere, ki delujejo po principu časa preleta svetlobe (ang. Time of flight scanner) 
oddajajo valovanje v obliki laserske svetlobe. Njihove glavne komponente so oddajnik 
(laser) in sprejemnik (foto detektor) laserske svetlobe ter element, kateri meri čas, ki preteče 
med tem, ko smo svetlobni signal oddali in prejeli. Na podlagi časa in znane hitrosti svetlobe 
lahko izračunamo razdaljo, katero je svetlobe prepotovala, kar nam predstavlja dvokratnik 
oddaljenosti opazovane točke od 3D merilnika. Dejansko razdaljo izračunamo po naslednji 
enačbi: L=(c × t)/2. Na natančnosti teh merilnikov najbolj vpliva natančnost izmerjenega 
časa, ki ga lahko približno izmerimo na 3,3 pikosekunde natančno, v tem času pa svetloba 
pripotuje 1 milimeter. 3D merilniki, ki delujejo po principu časa preleta svetlobe zajemajo 
podatke le v eni smeri (eni točki) naenkrat, zato je potrebno za zajetje celotne površine 
poskrbeti za usmerjanje svetlobe po celotni površini. To lahko dosežemo z rotiranjem 
celotne naprave ali pa uporabimo rotirajoča se zrcala, ki umerjajo svetlobo po površini. 
Največkrat to izvedemo s zrcali, saj je hitrost in natančnost večja. Tipični predstavniki te 
skupine lahko zajamejo od deset do sto tisoč točk na sekundo, odvisno od sistema in razdalje 
na katerih se točke nahajajo [10]. Prednosti 3D merilnikov, ki deluje na principu časa preleta 
svetlobe je, da je z njim možno zajemati podatke na izjemno velikih razdaljah, v rangu nekaj 
kilometrov. Primerni so za zajemanje velikih objektov, kot so stavbe in geografske 
značilnosti pokrajin, se pa pri zajemanju podatkov pri velikih razdaljah zmanjša njihova 
natančnost [9]. Primer zgradbe in delovanje enega od merilnikov pripadnika te skupine je 




Slika 2.6: Prikaz delovanja 3D merilnika Basler blaze [11] 
 
2.4.2 Merilniki na principu triangulacije 
Tako kot merilniki, ki delujejo po principu časa preleta svetlobe tudi merilniki, ki delujejo 
po principu triangulacije oddajajo valovanje v obliki laserske svetlobe. V primerjavi s 
prejšnjimi, ti omogočajo večjo natančnost na krajših razdaljah. Primer zasnove 
triangulacijskega merilnika je prikazan na spodnji sliki. Merilnik sestavljata oddajnik, ki 
osvetljuje opazovano točko z lasersko svetlobo, ki se odbije do sprejemnika, nameščenega 
pod triangulacijskim kotom. Pred sprejemnikom je običajno nameščena tudi leča za 
povečavo. Na podlagi izmerjene razdalje x lahko nato izračunamo razdaljo D, ki nam 
predstavlja oddaljenost opazovane točke od merilnega sistema [12]. 
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Slika 2.7: Princip triangulacije [12] 
 
Za zajem podatkov celotne površine moramo prav tako kot pri merilnikih, ki delujejo na 
principu časa preleta svetlobe poskrbeti, za usmerjanje svetlobe po celotni površini z 
relativnim premikanjem merilnika glede na merjen objekt. Za hitrejše delovanje lahko 
površino osvetlimo z lasersko črto. Take sisteme imenujemo 2,5D sistemi. Predstavnik te 




Slika 2.8: Linijski merilnik proizvajalca Cognex [7] 
 
Dandanes se trend v razvoju merilnikov usmerja v izdelavo 3D sistemov, ki zajamejo 
podatke celotne površine z enkratnim zajemanjem podatkov. Delujejo tako, da površino 
opazovanega objekta osvetlimo s strukturiranim svetlobnim vzorcem ter na podlagi njegove 
deformacije po principu triangulacije izračunamo obliko merjenca [12]. 
 
2.4.3 Stereoskopski sistemi 
Stereoskopski sistemi za pridobivanje 3D podatkov uporabljajo dve ali več kamer, ki 
zajamejo 2D sliko površine opazovanega objekta pod različnimi koti, pri tem pa se morajo 
posamezne slike med seboj nekoliko prekrivati. Na podlagi teh slik nato program prepozna 
skupne značilnosti na posameznih slikah in po principu triangulacije izračuna informacije o 
medsebojni oddaljenosti točk in njihovi oddaljenosti od merilnega sistema [9]. Sistem je 
potrebno pred zajemanjem slik ustrezno umeriti, da se izognemo vplivom distorzije. Primer 
stereoskopskega sistema je prikazan na spodnji sliki. 
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Slika 2.9: Primer stereoskopskega sistema s tremi kamerami [7]  
 
2.4.4 Aktualne rešitve na trgu 
Večina aktualnih sistemov različnih ponudnikov deluje po principu triangulacije. Na 
podlago projicirajo kodiran svetlobni vzorec, ta se na površini deformira in nam s tem da 
podatke za izračun točk, ki pripadajo površini opazovanega območja. Primeri nekaterih 
najnaprednejših sistemov in njihove specifikacije so predstavljene v nadaljevanju. 
 
Proizvajalec Visio nerf na trgu ponuja svojo pametno 3D kamero Cirrus 3D. Kamera deluje 
po principu strukturiranega osvetljevanja površine z modro led svetlobo. Deformacijo 
vzorca zajame z dvema integriranima kamerama, natančnost podatkov pa je odvisna od 
razdalje s katere zajamemo podatke. Visio nerf ponuja šest sistemov za zajem podatkov o 
objektih različnih dimenzij, na različnih razdaljah. Najmanjši sistem nam omogoča zajem 
podatkov na minimalni razdalji 300 mm z natančnostjo 0,1 mm, objektov maksimalne 
velikosti 150 mm × 150 mm × 70 mm, največji pa zajem na minimalni razdalji 2,5 m z 
natančnostjo 2 mm, objektov maksimalne velikosti 1,6 m × 1,2 m × 1,2 m. Vrne nam 3D 
slike visoke ločljivosti, pri čemer omogoča zajem milijon točk v dveh desetinkah sekunde, 
lahko pa ga uporabimo tudi za zajem podatkov v obliki laserskih profilov. Primer uporabe 
njihovega sistema za pobiranje izdelkov iz zabojnika je prikaza na spodnji sliki. Kamero je 




Slika 2.10: Primer uporabe sistema Vision nerf Cirrus 3D za pobiranje izdelkov iz zabojnika [13] 
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3D kamera proizvajalca Photoneo, je bila leta 2019 uvrščena med najboljše inovacije na 
področju strojnega vida, saj spada med kamere z največjo ločljivostjo in natančnostjo za 
pridobivanje 3D podatkov o izdelkih med gibanjem. Kamera je primerna za različna 
področja, kot so pobiranje izdelkov iz zabojnikov, razvrščanje in zlaganje izdelkov ter na 
področju ugotavljanja kakovosti. Kamera omogoča pregled izdelkov, ki se gibljejo s hitrostjo 
do štirideset metrov na sekundo, z zajemanjem dvajset 3D slik na sekundo, vsaka slika pa 
vsebuje nekaj manj kot pol milijona točk. Na razdalji 1 m je razdalja med posameznimi 
točkami nekaj več kot 0,8 mm, kamera pa omogoča zajemanje v območju 0,35 m-2 m. V 
primeru zajemanja podatkov o objektih v statičnem stanju kamera omogoča zajem treh 3D 
slik na sekundo, vsako pa sestavlja približno dva milijona točk. V tem primeru je oddaljenost 
med posameznimi točkami nekaj manj kot 0,6 mm, območje merjenja pa se ne spremeni. 
Primer delovanja kamere v statičnem stanju za pobiranje izdelkov iz zabojnika ter sistema 




Slika 2.11: Prikaz uporabe Photoneo 3D kamere za zajem 3D podatkov v statičnem in 
premikajočem se stanju izdelkov [14] 
 
Proizvajalec Zivid na trgu ponuja eno izmed najnatančnejših 3D kamer, v treh različnih 
izvedbah. Vsaka omogoča zajem 154 3D barvnih slik na sekundo, po principu 
strukturiranega osvetljevanja površine, na različnih razdaljah, izdelkov različnih velikosti. 
Manjši modeli omogočajo natančnost meritev na 0,03 mm, na razdalji 300 mm, znotraj 
vidnega polja v velikosti 164 mm × 132 mm, na oddaljenosti 800 mm, pa se natančnost 
nekoliko zniža na 0,2 mm, vidno polje pa se poveča na 621 mm× 439 mm. Največja različica 
merilnika v primerjavi z najmanjšim, omogoča zajem podatkov o izdelkih z natančnostjo 0,3 
mm, znotraj vidnega polja v velikosti 843 mm × 500 mm, na oddaljenosti 1,2 m, na 
oddaljenosti 3 m, pa omogoča zajem z natančnostjo nekaj manj kot 2 mm, izdelkov manjših 
od 2,11 m×1,31 m. Kamere so primerne za izvajanje nalog kot so kontrola izdelkov, 
pobiranje izdelkov iz zabojnika, sestavljanje, zlaganje itd. Primer uporabe 3D kamere je 
predstavljen na spodnji sliki, kjer je najmanjša različica sistema uporabljena za pobiranje 
izdelkov iz zabojnika, pri čemer je sama kamera pritrjen na robota [15]. 
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Slika 2.12: Primer uporabe sistema Zivid one plus za pobiranje izdelkov iz zabojnika [15] 
 
2.4.5 LAKOS 3D merilnik 
Za zajem podatkov smo uporabili 3D merilnik, ki deluje po principu triangulacije in je eden 
izmed predstavnikov 2,5D sistemov za zajem 3D podatkov. Na površino opazovanega 
objekta projicira lasersko črto, ki jo s pomočjo zrcala in koračnega motorja vodimo čez 
celotno površino izdelka. Kamera s programabilnim čipom FPGA (ang. Field of 
programmable gate array) pri tem zajema slike površine s hitrostjo 65 slik na sekundo. 
Natančnost zajetih podatkov je odvisna od oddaljenosti opazovanega objekta od samega 3D 
merilnika, ki se mora nahajati znotraj merilnega območja med 700 mm in 1200 mm ter 
oddaljenosti med posameznimi zajetimi profili, ki jo določamo s hitrostjo zajemanja 
podatkov. Prav tako kot natančnost, je tudi širina vidnega polja odvisno od oddaljenosti 




Slika 2.13: LAKOS 3D merilnik 
 
2.5 Obdelava 3D slik 
Po zajemu podatkov imamo več različnih možnosti nadaljnje obdelave le teh. Na spodnjem 
diagramu (slika 2.14) je predstavljena ena od vej izbirnih možnosti s pripadajočimi 
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nadaljnjimi koraki. Odločili smo se, da bomo prepoznavo objektov izvajali na podlagi slik, 
katere bomo pridobili s pretvarjanjem iz oblaka točk, zaradi same enostavnosti in 
nedostopnosti nekaterih pomembnih knjižnic znotraj programskega jezika Python. Kljub 
temu pa si bomo pogledali obdelavo podatkov in prepoznavo objektov iz 3D slike z uporabo 




Slika 2.14: Diagram možnosti in poteka obdelave podatkov 
 
2.5.1 Prepoznava objektov iz 3D slike 
Prepoznavanje 3D objektov na osnovi 3D slike je v zadnjem času močno napredovalo, ker 
se je na trgu pojavilo veliko cenovno dostopnih naprav za zajemanje 3D podatkov, kot tudi 
zaradi razvoja avtonomnih vozil. Razvojni raziskovalni oddelek Willow Garage je na to 
temo veliko prispeval z odprtokodno programsko opremo, kot sta knjižnici Point Cloud 
Library (PCL) in OpenCV, katere bomo uporabljali v nadaljevanju. Na primeru pa si bomo 
tudi pogledali delovanje funkcije znotraj knjižnice CGAL (ang. The Computational 
Geometry Algorithms Library) za klasifikacijo točk. 
 
Za primer prepoznavanja 3D objektov bomo najprej uporabili knjižnico PCL. Zaradi same 
obsežnosti teme, kot je 3D prepoznava objektov in zahtevnosti kode v programskem jeziku 
C++, bomo premer povzeli po njihovi spletni strani [18], kjer nudijo ustrezno pomoč in 
prikaz delovanja kode na enostavnih primerih. Za implementacijo kode moramo najprej 
zajeti 3D sliko. Ta vsebuje veliko objektov, zato jo je potrebno segmentirati in odstraniti 
neželene točke. V naslednjem koraku moramo izračunati opisnike, ki popišejo lastnosti 
okolice posamezne točke. Poznamo več opisnikov točk, eni izmed njih so: točkovni 
histogram (ang. Point Feature Histogram (PFH)), hitri točkovni histogram (ang. Fast Point 
Feature Histogram (FPFH)) in histogram razglednih točk (ang. Viewpoint Feature 
Histogram (VFH)). Nazadnje na podlagi izračunanih opisnikov klasificiramo objekt. Primer 
prepoznave objekta je prikazan na spodnji sliki povzeti iz primerov dostopnih na spletni 
strani PCL knjižnice [19]. 
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Slika 2.15: Primer prepoznave 3D objekt v oblaku točk [19] 
 
Za prepoznavo enostavnih izdelkov iz 3D slik lahko uporabimo tudi knjižnico CGAL, ki je 
prav tako napisana v jeziku C++. Odprtokodna knjižnica, znotraj katere se nahaja vrsto 
funkcij za obdelavo 3D slik kot so filtriranje, 3D rekonstrukcija, generiranje mrež itd., 
omogoča tudi detekcijo oblik in klasifikacijo točk na podlagi skupnih lastnosti. Primer 
klasifikacije točk je prikazan na spodnji sliki in je povzet iz primerov uporabe na njihovi 
spletni strani [20]. Slika levo prikazuje izhodiščni oblak točk, slika desno pa klasificirane 
točke z uporabo funkcije »graphcut«, pri čemer oranžna barva prikazuje tla, modra stene 




                                  (a)                                                                    (b) 
Slika 2.16: (a) izhodiščni oblak točk, (b) klasificiran oblak točk [20] 
 
2.5.2 Prepoznava objektov na 2D slikah 
Za prepoznavo objektov na podlagi 2D slik lahko uporabimo že obstoječe programske 
rešitve na trgu kot so RoboRealm, PickMaster, uniVision itd., so pa vsi progami plačljivi, 
zato smo se odločili za implementacijo lastnega programa. Za obdelavo 2D slik imamo prav 
tako kot pri iskanju objektov iz 3D slik, na voljo že obstoječe knjižnice v različnih 
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programskih jezikih. Mi smo se odločili, da program implementiramo v programskem jeziku 
Python, zaradi najboljšega predznanja programiranja, katerega smo pridobili tekom šolanja 
na Fakulteti za strojništvo. Pri pisanju programa za obdelavo slik in prepoznavo objektov 
smo si pomagali s že obstoječimi funkcijami znotraj različnih odprtokodnih knjižnic. V 
nadaljevanju smo predstavili področja uporabnosti posameznih uporabljenih knjižnic, 
glavne funkcije pa so podrobneje predstavljene v poglavju »Pregled funkcij«. 
 
2.5.2.1 Knjižnica OpenCV 
OpenCV (ang. Open Source Computer Vision) je odprtokodna knjižnica, ki vključuje nekaj 
tisoč algoritmov, katere uporabljamo v povezavi s računalniškim vidom. Sama knjižnica je 
napisana v programskem jeziku C++, vendar se z ustrezno namestitvijo lahko uporablja tudi 
znotraj programskega jezika Python. Znotraj nje smo uporabili predvsem vrsto funkcij za 
obdelavo 2D slik, iskanje objektov ter funkcije za prikaz in izris rezultatov na slikah, katere 
smo dobili z uporabo različnih metod predstavljenih v nadaljevanju. Sledi predstavitev še 
nekaterih knjižnic, katere smo prav tako uporabili bodi si za obdelavo 2D slik ali predhodno 
za obdelavo 3D slik ter nekaterih, ki so nujno potrebne za pravilno delovanje drugih knjižnic. 
 
2.5.2.2 Knjižnica Numpy 
Numpy je temeljna knjižnica za izvajanje zahtevnih računskih operacij znotraj 
programskega jezika Python. Numpy knjižnica nam omogoča uporabo velikih numeričnih 
polj, s katerimi enostavno izvajamo računske operacije. Med drugim nam tudi omogoča 
izvajanje linearne algebre, Fourierovih transformacij ter ponuja orodja za integracijo z 
drugimi programskimi jeziki [21]. Mi smo jo uporabljali predvsem za pretvarjanje 3D 
podatkov zajetih s 3D merilnikom v matrike ter nadaljnje numerične obdelave kot so 
translacija in rotacija. 
 
2.5.2.3 Knjižnica SciPy 
Knjižnica SciPy nam omogoča dodatne znanstvene in tehnične računske operacije skupaj s 
Numpy knjižnico. Znotraj knjižnice SciPy imamo na voljo še posebna orodja, eno izmed 
njih je Scikit image, ki vsebuje vrsto algoritmov za obdelavo slik, ki jih knjižnica obravnava 
kot seznam vrednosti. Knjižnica za uporabo ni zahtevna, če pa želimo izkoristiti njen celoten 
potencial pa potrebujemo veliko predznanja na področju strojnega vida. Mi smo jo uporabili, 
saj se znotraj nje nahajajo vse funkcije, katere so potrebne za izvajanje »poplavnega« 
algoritma, ki ga bomo uporabili v nadaljevanju za prepoznavo objektov. 
 
2.5.2.4 Knjižnica Matplotlib 
Matplotlib je knjižnica, ki nam omogoča izris podatkov z uporabo programskega jezika 
Python. Z nekaj enostavnimi ukazi je mogoče podatke predstaviti v obliki grafa, 
histogramov, črtnih diagramov, raztresenih grafikonov ter še veliko drugih oblikah . Mi smo 
jo uporabili za prikaz zajetih oblakov točk tekom razvijanja programa ter pri nekaterih drugih 
prikazih vmesnih podatkov za boljšo predstavo, tudi znotraj te naloge. 
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2.6 Pregled funkcij 
V tem poglavju si bomo pogledali teoretično ozadje metod, katere bomo v nadaljevanju 
uporabili za implementacijo programa. Metode, kot so iskanje šablone, zaznavanje regij na 
binarni sliki in »poplavni« algoritem bomo uporabili za ločevanje objektov na sliki, 
vsestransko uporabno metodo glavnih komponent pa bomo uporabili za določanje 
orientacije nekaterih objektov. 
 
2.6.1 Iskanje šablone 
Iskanje lokacije šablone med odseki večje slike (ang. Template matching) je ena od metod, 
ki se uporablja za iskanje objektov. Ideja metode je poiskati območja (odseke) na sliki, ki se 
karseda ujemajo s šablono. Eden izmed glavnih problemov ujemanja je določanje 
parametrov transformacij kot so: translacija, rotacija, velikosti in nagiba odseka napram 
šabloni. Naprednejše metode ujemanja so sestavljene iz dveh korakov, katerih zaporedje je 
predstavljeno na spodnjem diagramu (glej sliko 2.17). Prvi izmed korakov je izračun 
faktorjev ujemanja, katere izračunamo na podlagi šablone in scenske slike, drugi korak pa 
zajema uporabo genetskega algoritma. Faktorji ujemanja nam podajajo lokalno pozicijo 
najboljših ujemanj med šablono in sliko, genetski algoritem pa izračuna transformacijske 
parametre za posamezne odseke na sliki, ki kažejo določeno stopnjo ujemanja s šablono. Mi 
si bomo v nadaljevanju pogledali le metode za izračun faktorjev ujemanja, ker funkcije 





Slika 2.17: IDEF0 diagram naprednejše dvokoračne metode [22] 
 
Za izračun stopnje ujemanja med šablono in posameznimi odseki slike poznamo več 
različnih poti, ene izmed njih so: normaliziranje kvadratov razlik, normaliziranje navzkrižne 
korelacije in normaliziranje korelacijskega koeficienta [22]. V nadaljevanju si bomo 
pogledali le eno izmed prej omenjenih metod za izračun faktorjev, ki jo uporablja tudi že 
obstoječa funkcija znotraj knjižnice OpenCV, katero bomo uporabili pri implementaciji 
našega programa. To je metoda normaliziranja navzkrižne korelacije, kjer je faktor 
korelacije definiran z enačbo (2.1),  
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𝐶(𝑥, 𝑦)  =  
∑ ∑ [𝑇(𝑥′, 𝑦′) 𝐼(𝑥 + 𝑥′, 𝑦 + 𝑦′)]w−1x′=0
h−1
y′=0
√∑ ∑ 𝑇(𝑥′, 𝑦′)2w−1x′=0
h−1
y′=0







kjer I(x, y) predstavlja vrednost slikovne točke na lokaciji (x, y) ter T(x', y') vrednost 
slikovne točke v šabloni na lokaciji (x', y'). Velikost slike scene je W × H slikovnih pik, 
medtem, ko je velikost šablone w × h slikovnih pik. Kot rezultat enačbe dobimo faktor 
ujemanja z vrednostmi od −1 in 1. Večja kot je njegova vrednost, večja je podobnost med 
posameznim odsekom slike in šablono [22].  
 
Za iskanje objektov na naših slikah bomo v nadaljevanju uporabljali funkcijo znotraj 
knjižnice OpenCV. Funkcija »matchTemplate«, katere uporabo smo na enostavnem primeru 
prikazali spodaj s šablono (slika 2.18 (a)) in scensko sliko 2.18 (b). Z izborom ustrezne 
metode, funkcija uporablja za izračun korelacijskega faktorja enačbo (2.1), prikazano zgoraj. 
Da na sliki lahko prikažemo lokacije objektov in določimo njihove dejanske koordinate 
moramo poleg funkcije za izračun korelacijskih faktorjev izvesti še korake, katerih zaporedje 
je prikazano na spodnjem diagramu (slika 2.19). 
 
 
                    
 




Slika 2.19: Diagram korakov potrebnih za izris in določitev koordinat z metodo iskanje šablone 
 
(a) (b) 
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Najprej s funkcijo, ki kot vhod sprejme scensko sliko in šablono izračunamo korelacijske 
faktorje. Kot rešitev funkcije dobimo matriko faktorjev, katero bomo za lažjo predstavo z 
ustrezno funkcijo grafično prikazali. Na sliki 2.20 (a), kjer je so točke v grafu obarvane 
rumeno, se nahajajo faktorji najvišjih vrednosti. To so točke, katere nam predstavljajo 
zgornje leve kote odsekov, ki se najbolj ujemajo s šablono. Za izris območja na sliki, kateri 
predstavlja naš odsek, z dodatno funkcijo izrišemo pravokotnik v velikosti naše šablone, 
katerega zgornji levi kot se nahaja v prej omenjeni točki. Za omejitev števila izrisanih 
rezultatov, bomo z uporabo pragovne vrednosti izločili točke, v katerih se odstotek ujemanja 
šablone in izseka slike nahaja pod željeno vrednostjo, odstraniti pa bomo tudi podvojene 
rezultate. To so točke, kjer je vrednost ujemanja nad pragovno vrednostjo, a je stopnja 
ujemanja v okoliški točki nekoliko večja. Za nadaljnje operacije iz posameznega območja 
izločimo samo točke, kjer je stopnja ujemanja največja. Odseki na naši scenski sliki, kateri 
se najbolj ujemajo z našo šablono so prikazani na sliki 2.20 (b). Na koncu moramo na podlagi 
lokacij odsekov določiti še koordinate naših objektov. Predpostavili bomo, da se središče 
naših izdelkov nahaja na sredini najdenih odsekov, tako kot na šabloni. Na podlagi točk s 
katerimi smo izrisali posamezne odseke in znane velikosti šablone izračunamo, kje v matriki 
scenske slike se nahaja središče izdelka. Ko poznamo pozicijo središča, številko vrstice - 𝑥𝑐 
in stolpca - 𝑦𝑐, moramo te vrednosti pomnožiti z ustreznim faktorjem, da dobimo dejanske 
lokacije središč objektov (𝑋𝑐, 𝑌𝑐). Faktor za posamezno os določimo glede na območje, 
katerega zajema oblak točk in velikosti matrike (števila stolpcev- sstolp in števila vrstic-svrst). 
Enačba za izračun posamezne koordinate središča je prikazana spodaj (enačba (2.2) in (2.3)), 
pri čemer maksimalne in minimalne vrednosti koordinat poiščemo znotraj matrik posamezne 
koordinate. 
 
  𝑋c = 𝑥c × 
max(𝑋)−min(𝑋)
𝑠stolp
  (2.2) 
  
  𝑌c = 𝑦c ×
max(𝑌)−min(𝑌)
𝑠vrst
  (2.3) 
 
 
       
 
Slika 2.20: (a) Grafični prikaz korelacijskih faktorjev. (b) Izris območjih odsekov z najboljšim 
ujemanjem 
(a) (b) 
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2.6.2 Zaznavanje regij na binarni sliki 
Zaznavanje regij na binarni sliki (ang. Connected component labeling) je ena izmed metod 
za določanje med seboj neodvisnih območij na digitalni sliki. Posamezne slikovne točke, ki 
pripadajo istemu območju, določimo na podlagi binarne slike, kjer nam vrednosti nič 
predstavljajo črno ozadje, druge vrednosti (ena ali dvesto petinpetdeset) pa bele objekte, ki 
jih želimo ločiti med seboj. Dve slikovni točki p in q pripadata isti regiji C, če obstaja 
množica točk (p0, p1,…, pn), kjer je p0 = p in pn = q ter je pi sosednja točka točke pi-1, za 
vrednosti i = 1,…, n. Glede upoštevanih sosednjih točk pa poznamo dve metodi: metodo 
štirih sosednjih točk in metodo osmih sosednjih točk. Točke, ki jih obravnavamo kot 




Slika 2.21: Prikaz upoštevanih sosednjih točk (a) po metodi štirih točk; in (b) metodi osmih točk 
[23] 
 
Za oštevilčenje slikovnih točk, ki pripadajo posamezni regiji poznamo več različnih 
algoritmov, ki se med seboj razlikujejo predvsem po številu prehodov skozi sliko in hitrosti 
oštevilčenja. V podrobnosti delovanja posameznih algoritmov se zaradi obsežnosti te teme 
ne bomo poglobili, ogled nekaterih pa je mogoč v knjigi [24].  
 
Za prikaz delovanja, kot tudi kasneje za prepoznavo objektov, bomo uporabili funkcijo 
»connectedComponents« znotraj knjižnice OpenCV. Na sliki, katero smo uporabili za prikaz 
v prejšnjem poglavju (slika 2.18 (b)) bomo locirali naša objekta. Za prikaz objektov in 
določitev njihovih dejanskih koordinat, moramo poleg funkcije za oštevilčenje posameznih 




Slika 2.22: Diagram korakov za določitev koordinat objektov po metodi zaznavanja regij 
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Kot je razvidno iz diagrama, najprej oštevilčimo posamezne regije s funkcijo omenjeno 
zgoraj. Nato točke, ki pripadajo posamezni regiji izločimo iz matrike in poiščemo njihovo 
središče. To ponovimo za vse vse regije, pozicije središč pa shranimo v skupni seznam. Na 
koncu moramo, tako kot pri prejšnji metodi, določiti dejanske koordinate središč objektov 
po enačbi (2.2) in (2.3). Na sliki 2.23 smo prikazali objekta, katera smo našli po metodi 





Slika 2.23: Prikaz rezultatov iskanja regij 
 
2.6.3 »Poplavni« algoritem 
Segmentacija na osnovi poplavljanja oziroma »poplavni« algoritem (ang. Watershed 
algorithem) je eden izmed algoritmov za segmentacijo slik. Segmentacija slike je postopek 
delitve slike na smiselne segmente, to so območja, ki kažejo določeno stopnjo homogenosti. 
Segmentacijo slike si je mogoče razlagati in izvajati na več načinov. »Poplavni« algoritem 
skuša najti homogena zaprta območja na podlagi indikacije robov. Zemljevid robov lahko 
ustvarimo z izračunom gradientov vhodne slike, ki jo algoritem v nadaljevanju obravnava 
kot topografsko karto. »Pokrajino«, katero nam sedaj predstavlja slika, ločimo na doline, ki 
ustrezajo notranjosti segmentov, medtem, ko gorski grebeni ustrezajo mejam segmentov. 
Meje lahko z prej omenjenim algoritmom določimo po dveh metodah. Prva metoda le te 
določi s postopnim poplavljanjem »pokrajine«. Linije, kjer se poplavne vode srečajo nam 
predstavljajo gorske grebene, kateri ločujejo posamezne segmente. Postopek poplavljanja je 




Slika 2.24: Prikaz postopka poplavljanja in določanja mej med segmenti [25] 
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Druga metoda za izvajanje algoritma segmentacije na osnovi poplavljanja se imenuje metoda 
»padajočega dežja«. Ta za določanje mej med segmenti prav tako obravnava sliko kot 
topografsko karto, le da izkorišča drugačen princip v primerjavi s poplavljanjem pokrajine. 
Za vsako točko na topografski karti algoritem sledi poti, ki bi jo virtualna kapljica vode 
prepotovala, če bi na tej točki padla na pokrajino. Vse kapljice, ki pritekajo na isti lokalni 
minimum, predstavljajo točke, ki pripadajo posameznemu segmentu. Najnižje gorske 
grebene lahko izločimo tako, da določimo prag pod katerim grebene potopimo in jih s tem 
zanemarimo. Metoda »padajočega dežja« je implementirana z izračunom smeri 
najstrmejšega spusta kapljice, glede na okoliške točke. Pri upoštevanju le štirih okoliških 
točk smer določimo tako, da poiščemo okoliško točko z najmanjšo vrednostjo, pri 
upoštevanju osmih okoliških točk pa moramo pri iskanju najmanjše vrednosti pri 
diagonalnih točkah upoštevati faktor 1/√2. Princip delovanja algoritma zgoraj predstavljene 




Slika 2.25: Princip delovanja algoritma po metodi »padajočega dežja« [26] 
 
Za implementacijo »poplavnega« algoritma znotraj našega programa, smo uporabili 
knjižnico SciPy, z razširitvenim orodjem Scikit-image, katerega smo predhodno že omenili. 
Z uvozom ustreznih funkcij iz zgoraj omenjene knjižnice in nekaterih dodatnih knjižnic, 
katere so nujno potrebne za pravilno delovanje (Numpy in nekaterih sistemskih knjižnic), 
lahko implementiramo kodo za iskanje in ločevanje objektov na podlagi scenske slike, katero 
predhodno pridobimo oziroma uvozimo ter jo ustrezno obdelamo. Funkcija znotraj 
knjižnice, katero bomo uporabili za izvajanje algoritma, deluje po principu metode 
»poplavljanja pokrajine«. Na binarni sliki je potrebno pred samim izvajanjem algoritma 
izvesti še nekatere korake, katerih zaporedje je prikazano na spodnjem diagramu (slika 2.26). 
Za izvajanje algoritma lahko uporabimo tudi knjižnico OpenCV. »Poplavni« algoritem, ki 
se nahaja znotraj te knjižnice deluje nekoliko drugače, kot je predstavljeno zgoraj, saj je 
namenjen uporabi na slikah z več šuma, zato je pred njegovim izvajanjem potrebno izvesti 
nekoliko drugačne korake, kot so prikazani na spodnjem diagramu. Pri izvajanju ter 
definiranju teh funkcij imamo na voljo manj vhodnih parametrov, s katerimi vplivamo na 
vmesne rešitve, kar pa vpliva tudi na končne rezultate. Zaradi večje prilagodljivosti in 
zanesljivejšega delovanja, smo se zato odločili za uporabo funkcije znotraj knjižnice SpiPy.  
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Slika 2.26: Blokovni diagram korakov za določitev koordinat objektov s »poplavnim« algoritmom 
 
Kot je razvidno iz diagrama zgoraj, je naprej potrebno na podlagi točk dvodimenzionalne 
matrike, ki predstavlja našo binarno scensko sliko (za prikaz slika 2.18 (b))Napaka! Vira 
sklicevanja ni bilo mogoče najti.Napaka! Vira sklicevanja ni bilo mogoče najti. 
izračunati evklidske razdalje, ki nam podajajo najmanjše oddaljenosti dveh točk v matriki. 
Kot rezultat funkcije dobimo matriko z vrednostmi razdalj med ne ničelnimi elementi in 
najbližjim ničelnim elementom. Posamezno razdaljo med točko A v matriki na mestu (xa, 
ya) in točko B na mestu (xb, yb) izračunamo po enačbi (2.4). Mesto točke nam v tem primeru 
predstavljajo število stolpca (x) in vrstice (y). Z normiranjem vrednosti lahko matriko razdalj 
prikažemo kot sliko (slika 2.27) iz katere je razvidno, da so robovi objektov bolj temni kot 
središča, ker so vrednosti na robovih manjše. S tem dosežemo učinek topografske karte, na 
podlagi katere algoritem loči posamezne segmente. 




Slika 2.27: Prikaz matrike evklidskih razdalj z normiranjem matrike 
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V nadaljevanju s pomočjo obstoječe funkcije znotraj knjižnice SciPy v matriki evklidskih 
razdalj poiščemo lokalne maksimalne vrednosti, ki so med seboj ustrezno oddaljeni, odvisno 
od velikosti iskanih objektov. Mesta posameznih maksimumov nam v bistvu predstavljajo 
središče iskanih objektov. Funkcija mesta lokalnih maksimumov označi novi matriki, enake 
velikosti kot scenska slika, z logičnimi spremenljivkami z vrednostmi »res« (ang. True). Ta 
mesta poiščemo z naslednjo funkcijo ter jih po vrsti oštevilčimo, ozadje pa dobi vrednost 
nič.  
 
Sedaj lahko uporabimo »poplavni« algoritem, ki na podlagi obratnih vrednosti evklidskih 
razdalj, oštevilčenja posameznih maksimumov in binarne slike določi točke, ki pripadajo 
posameznemu segmentu in jih enako oštevilči. Na podlagi tega oštevilčenja nato izločimo 
točke, ki pripadajo posameznemu objektu, določimo njegovo središče ter vrednosti shranimo 
v skupni seznam. Za konec, pa izračunamo še njihove dejanske koordinate po enačbi (2.2) 
in (2.3), kot pri prejšnjih dveh metodah.  
 
2.6.4 Metoda glavnih komponent 
Metoda glavnih komponent (ang. Principal component analysis) -PCA je ena najpogosteje 
uporabljenih multivariatnih analiz (analiz z več spremenljivkami). Osnovna zamisel metode 
je opisati razpršenost n enot v m razsežnostnem prostoru (določen z m merjenimi 
spremenljivkami), z množico med seboj neodvisnih spremenljivk - komponent, ki so 
linearne kombinacije prvotnih spremenljivk. Nove spremenljivke so urejene po 
pomembnosti, kjer pomembnost pomeni, da prva glavna komponenta pojasnjuje kar največ 
razpršenosti osnovnih podatkov. Cilj te analize je poiskati komponente, ki pojasnjujejo večji 
del razpršenosti analiziranih podatkov. Analiza glavnih komponent omogoča povzemanje 
podatkov s čim manjšo izgubo informacij tako, da zmanjša razsežnost podatkov. Osnovna 
misel metode glavnih komponent je poiskati take linearne kombinacije opazovanih 
spremenljivk, da kar se da močno korelirajo z opazovanimi spremenljivkami oziroma, da 
pojasnijo kar se da največ razpršenosti opazovanih spremenljivk. Pri metodi glavnih 
komponent določimo uteži pri linearni kombinaciji spremenljivk tako, da je varianca te 
linearne kombinacije največja. Prvo komponento K1 opazovanih spremenljivk X zapišemo 
s spodnjo enačbo (2.5) [27].  
   𝐾1 = 𝑎11𝑋1 + 𝑎12𝑋2 + ⋯ + 𝑎1𝑚𝑋𝑚  (2.5) 
Če je X matrika podatkov 
 




]  (2.6) 
 
in 𝑎1 vektor uteži, 
 




]  (2.7) 
 
Teoretične osnove in pregled literature 
26 
želimo poiskati takšne uteži a1, da bo varianca K1 največja. Ko določimo prvo komponento 
nadaljujemo z iskanjem druge komponente tako, da ne sovpada s prvo komponento in ima 
zopet največjo varianco. Postopek ponavljamo do m-te komponente, katerih uteži določimo 
z metodo Lagrangevega multiplikatorja [27]. Mi bomo za točke, katere nam predstavljajo 
objekte določili le prve dve komponenti, saj nam točke slike predstavljajo le dvorazsežni 
prostor. Za določitev komponent bomo uporabili funkcijo znotraj knjižnice OpenCV. Koda 
funkcije (slika 2.28) za določanje in izris prvih dveh komponent je prikazana spodaj in je 
dostopna na [28]. Primer bomo izvedli na podlagi točk, ki predstavljajo sliko 2.29 (a), 




Slika 2.28: Primer kode za izvajanje PCA analize [28] 
 
 
     
                                            (a)                                                (b) 




3 Metodologija raziskave 
V tem poglavju bomo predstavili razviti program za iskanje objektov, ki smo ga 
implementirali v programske jeziku Python. Na podlagi podatkov, ki jih bomo zajeli s 3D 
merilnikom, bomo s posameznimi koraki obdelave le teh prišli do končnega rezultata, ki 
nam bo podal lokacije objektov v prostoru. Kot objekte bomo v začetku za predstavitev 
delovanja programa uporabljali kovance, ki zaradi svoje enostavne oblike poenostavijo 
nekatere funkcije, v nadaljevanju pa jih bomo nadomestili z izdelki različnih oblik. Na 
spodnji sliki je prikazano merilno mesto med zajemanjem podatkov s 3D merilnikom ter 
pripadajočim računalnikom s programsko opremo za določanje nastavitev merilnega sistema 








Za določanje lokacij objektov moramo poleg zajetja »dobrih« podatkov izvesti tudi veliko 
računalniških obdelav, ki nam na koncu pomagajo doseči dobre rezultate – točne lokacije 
izdelkov. Za lažjo predstavitev so v nadaljevanju prikazani diagrami poteka s pripadajočimi 
funkcijami in vhodnimi in izhodnimi parametri in kontrolami ter mehanizmi, ki so potrebni 
za izvajanje posamezne funkcije. Na spodnji sliki (sliki 3.2) je prikazan IDEF0 diagram 




Slika 3.2: IDEF0 diagram določanja pozicij objektov 
 
Če diagram določanja pozicij objektov dodatno razčlenimo, dobimo detajliran diagram 
poteka s tremi glavnimi funkcijami prikazan na sliki 3.3. Kot je razvidno iz diagrama 
moramo najprej zajeti podatke, za kar potrebujemo 3D merilnik ter računalnik z ustrezno 
programsko opremo za nastavitev parametrov merjenja. V nadaljevanju zajete podatke 
ustrezno obdelamo in pretvorimo. Ta funkcija je nadaljnje razčlenjena na diagramu obdelave 
in pretvorbe spodaj (slika 3.4). Iz 2D globinske slike na koncu izločimo objekte in določimo 





Slika 3.3: Detajliran IDEF0 diagram določanja pozicij objektov 
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Na diagramu obdelave in pretvorbe (slika 3.4) je predstavljena razčlenitev funkcije iz 
detajlnega diagrama določanja pozicij objektov. Funkcija je sestavljena iz treh pod funkcij 
in sicer: filtriranja, translacije in rotacije podatkov ter pretvorbe 3D slike v 2D sliko. Kot 




Slika 3.4: IDEF0 diagram obdelave in pretvorbe 
 
3.1 Zajem podatkov 
Za določanje lokacij objektov moramo najprej pridobiti podatke v obliki 3D slike s pomočjo 
3D merilnika. 3D slika nam podaja podatke o točkah, kot so pozicije določene s tremi 
prostorskimi koordinatami x, y in z (skupek imenujemo tudi oblak točk) ter barvo. Ta je 
lahko podana v barvnem ali sivinskem spektru, odvisno od 3D merilnika in formata v 
katerem želimo predstaviti podatke. V našem primeru te pridobimo s 3D merilnikom, ki 
deluje na principu laserske triangulacije, ki smo ga predhodno predstavili v poglavju zgoraj 
(poglavje »LAKOS 3D merilnik«). Pred samim zajemom podatkov moramo poskrbeti za 
pravilno osvetlitev, postavitev izdelkov znotraj merilnega območja na ustrezno podlago ter 
nastavitve sistema, kot so moč laserja in časa odprtosti zaslonke, saj le tako dobimo ustrezne 
podatke, ki nimajo preveč napak. Podatke na koncu izvozimo v ustrezen format, ki ga lahko 
znotraj programskega okolja Python ustrezno preberemo. Zajeti podatki so sestavljeni iz 
množice posameznih profilov, profil pa nam predstavlja množico točk, ki se nahajajo na 
površini pod lasersko črto, katero projiciramo na površino. Po principu 2,5D sistemov nato 
pomikamo lasersko črto vzdolž celotne površine ter iz posameznih profilov sestavimo 
celoto, ki nam predstavlja naš oblak točk. Primer zajetih podatkov je grafično prikazan s 
pomočjo knjižnice Matplotlib na spodnji sliki. Prikazan oblak še vedno vsebuje nekaj napak 
na robovih in se nahaja v koordinatnem sistemu 3D merilnika, zato bomo podatke v 
nadaljevanju še nekoliko obdelali ter premaknili, da bomo na koncu dobili karseda najboljše 




Slika 3.5: Prikaz zajetih podatkov 
 
3.2 Obdelava in pretvorba 
V naslednjem koraku bomo zajete podatke ustrezno obdelali s programskim orodjem, v 
našem primeru je to programski jezik Python. Izvedli bomo operacije filtriranja, premikov 
in rotacije ter sliko pretvorili iz 3D v 2D. Za izvajanje prej naštetih operacij moramo zajete 
podatke v nadaljevanju najprej ustrezno pretvoriti iz formata 3D slike, v našem primeru 
»xyzb« formata, v matrike s katerimi bomo operirali v nadaljevanju. Podatki v »xyzb« 
formatu so tekstovno predstavljeni v štirih stolpcih. Prvi trije predstavljajo x, y in z 
koordinato, četrti stolpec pa podaja barvo v sivinskem spektru z vrednostnimi od nič do ena, 
pri čemer nič predstavlja črno barvo, ena pa belo. Za nadaljnji prikaz podatkov moramo 
poznati tudi število profilov in število točk, ki sestavljajo posamezen profil. Število profilov 
se razlikuje glede na velikost oblaka točk in hitrosti s katero zajemamo podatke, število točk 
v posameznem profilu pa je odvisno od nastavitev merilnika in je pri vsakem zajemu enako. 
Podatka o številu profilov in številu točk posameznega profila nam podaja prva vrstica 
tekstovnega dokumenta, katerega zmnožek nam predstavljaj skupno število zajetih točk. 









Zaradi velikega števila zajetih podatkov je potrebno oblak točk oziroma število točk 
zmanjšati, saj s tem skrajšamo čase izvajanja funkcij v nadaljevanju. To najlažje dosežemo 
z odstranitvijo točk, ki nam predstavljajo napake na robovih. Kakršno koli filtriranje, ki nam 
naključno odstranjuje točke v tem primeru ni mogoče, saj nam le ta onemogoči pretvorbo 
oblaka točk v dvodimenzionalno sliko. Da pa število točk še nekoliko zmanjšamo lahko 
odstranimo tudi tiste točke, katere nam predstavljajo območja za katera smo prepričani, da 
ne vsebujejo podatkov o naši objektih. To so območja, ki jih zajamemo po širini zaradi same 





Slika 3.7: Prikaz obrezanega oblaka točk 
 
3.2.2 Translacija in rotacija 
Za določanje koordinat izdelkov in ugotavljanju njihove višine je potrebno zajete podatke 
najprej ustrezno premakniti in rotirati iz koordinatnega sistema 3D merilnika. Točke naših 
merjenih objektov imajo v tem koordinatnem sistemu manjšo vrednost od točk, ki 
predstavljajo površino na kateri se objekti nahajajo, kar pomeni, da oblaka točk dobimo 
narobe obrnjen. Točke zato najprej rotiramo okrog x-osi za kot θ, ki je v tem primeru 180° 
tako, da vektor koordinat skalarno pomnožimo z rotacijsko matriko (enačba 3.1). Kot 
rezultat dobimo nov vektor koordinat s pravilno orientiranimi objekti. 
 













Pri čemer je Rx rotacijska matrika: 
 
   𝑅x =  [
1 0 0
0 cos 𝜃 − sin 𝜃






Rotirane točke nato premaknemo v izhodišče koordinatnega sistema tako, da znotraj vsake 
matrika posamezne koordinate poiščemo minimalno vrednost in jo nato prištejemo ali 
odštejemo vsem točkam, ki se nahajajo v posamezni matriki, odvisno od njihovega 
predznaka. Same premike je potrebno izvesti zaradi nadaljnjih operacij nad zajetimi točkami 
in lažjega določanja koordinat objektov. Zaradi same konstrukcije stojala 3D merilnika je 
merilnik težko postaviti tako, da bi bili ravnine koordinatnega sistema merilnika in ravnine 
na kateri se nahaja objekt vzporedni, zato je potrebno točke v novem koordinatnem sistemu 
nekoliko rotirati okrog x in y-osi, da dosežemo vzporednost ravnin. Za rotacijo okrog x-osi 
uporabimo zgornjo rotacijsko matriko (enačba 3.2), le, da tokrat uporabimo drugačni kot, za 
rotacijo okrog y-osi pa uporabimo spodnjo rotacijsko matriko (enačba 3.3). Posamezen kot 
je odvisen od same postavitve merilnika. Kot rotacije okrog posamezne osi v našem primeru 
določimo glede na štiri točke, ki se nahajajo na ravnini na kateri se nahajajo tudi naši objekti. 
Izračun lahko izvedemo za vsak oblak posebej, vendar to ni potrebno, če postavitev 3D 
merilnika ne spreminjajo med posameznimi zajemi podatkov. Končni rezultat premikov in 
rotacij zgoraj prikazanega oblaka točk je predstavljen na spodnji sliki. 
 
  𝑅y =  [
cos 𝜗 0 sin 𝜗
0 1 0
−sin 𝜗 0 cos 𝜗








3.2.3 Pretvorba iz 3D v 2D 
Za določanje lokacij objektov moramo najprej iz oblaka točk ugotoviti katere točke 
predstavljajo naš objekt. Ker je izločanje objektov iz oblaka točk precej zahtevno, smo 
podatke pretvorili v sliko. Sivinsko sliko smo ustvarili tako, da smo matriko s podanimi 
višinami točk (z matriko) normirali in nato vsako vrednost pomnožili s dvesto petinpetdeset. 
Rezultat pretvorbe je prikazan na spodnji sliki. Sedaj, ko imamo pripravljeno sliko scene, 
lahko uporabimo različne funkcije iz knjižnice OpenCV za obdelavo slik in nazadnje tudi za 




Slika 3.9: Primer sivinske slike pretvorjene iz oblaka točk 
 
3.3 Iskanje objektov 
V naslednjem koraku bomo na sliki iskali objekte s tremi različnimi metodami: z metodo za 
iskanja šablone, z metodo za zaznavanje regij ter »poplavnim« algoritmom, katerih 
teoretične osnove smo zajeli v poglavju »Pregled funkcij«. Še prej pa moramo sivinsko sliko 
pretvoriti v črno-belo sliko, katero bomo kasneje potrebovali. Za pretvorbo bomo uporabili 
barvni filter oziroma funkcijo za izločitev točk pod mejno vrednostjo (funkcija »threshold«). 
Funkcija mejne vrednosti nam kot rezultat vrne sliko (slika Napaka! Vira sklicevanja ni 
bilo mogoče najti.10 (a)), na kateri bela območja prestavljajo vrednosti oziroma območje 
barv, ki so nad pragovno vrednostjo in predstavljajo naše objekte, črna barva pa predstavlja 
vrednosti oziroma barve, ki so pod pragovno vrednostjo, v našem primeru ozadje. V primeru 
prekrivanja objektov je potrebno scensko sliko še nekoliko bolje pripraviti, da dobimo 
jasnejše meje med objekti. Na sliki (3.10 (b)) je prikazan rezultat uporabe funkcije za 
izločitev točk pod mejno vrednostjo, pri kateri se le ta prilagaja (funkcija »adaptive 
threshold«). Mejna vrednost za posamezno točko se izračuna na podlagi okoliških točk, 
območje točk pa omejimo z vhodnimi parametri. Kot rezultat dobimo sliko, na kateri so 
jasno razvidne meje med posameznimi objekti, ne pa tudi sami objekti, zato v nadaljevanju 
matriki, kateri predstavljata novo nastalo sliko 3.10 (b) in sliko 3.10 (a) med seboj odštejemo 
in kot rezultat dobimo sliko 3.10 (c), s prikazanimi objekti in jasnimi medsebojnimi mejami. 
Za ustrezno delovanje funkcij v nadaljevanju pa je potrebno predhodno še odstrani točke, ki 




Slika 3.10: Prikaz postopka pridobitve končne črno-bele slike 
 
Po pridobitvi dobre črno-bele slike brez šuma bomo v nadaljevanju na podlagi le te poiskali 
in ločili objekte s posamezno metodo, katerih delovanje je podrobneje predstavljeno v 
naslednjih podpoglavjih. 
 
3.3.1 Praktična uporaba metode za iskanje šablone 
Za iskanje objektov po metodi »iskanja šablone« bomo uporabili funkcijo predstavljeno v 
teoretičnem povzetku znotraj knjižnice OpenCV. Ko imamo pripravljeno sliko na podlagi 
katere bomo iskali objekte, moramo pripraviti še ustrezno šablono, katero bomo primerjali s 
posameznimi odseki na sliki. Najprej bomo iskali okrogle objekte, pri katerih nam 
orientacija ne povzroča težav, z uporabo korakov prikazanih na diagramu zgoraj (slika 2.19). 
Delovanje funkcije si bomo pogledali na dveh slikah: na prvi se objekti ne prekrivajo, na 
drugi pa se. Rezultati iskanja so prikazani spodaj na sliki 3.11 (a) in (b), na katerih smo 
očrtali izseke z največjo stopnjo ujemanja ter jih glede na višino oštevilčili, koordinate 
središč najdenih objektov pa prikazali v preglednici 3.1. Pri tej funkciji bomo zaradi boljših 
končnih rezultatov uporabili slike scene, kot tudi šablonske slike, ki so v sivinskem spektru. 
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              (a) brez prekrivanja objektov                              (b) s prekrivanjem objektov 
Slika 3.11: Prikaz najdenih objektov z metodo za iskanje šablone 
 
Preglednica 3.1: Prikaz koordinat središč najdenih objektov na slikah 3.11 (a) in (b) 
 (a) (b) 
 x [mm] y [mm] z [mm] x [mm] y [mm] z [mm] 
1 89,51 21,06 1,36 13,25 23,36 3,05 
2 14,47 14,60 1,20 78,66 27,11 2,95 
3 36,80 13,35 1,15 31,73 46,30 2,94 
4 12,04 53,39 1,11 38,05 11,26/ 1,48 
5 27,60 32,12 1,03 / / / 
6 48,50 48,59 1,00 / / / 
7 70,04 41,92 0,96 / / / 
 
 
Iz slike 3.11 je jasno razvidno, da funkcija ustrezno najde objekte kateri so v celoti vidni, za 
lociranje prekritih objektov pa bi bilo potrebno ponovno zajeti podatke ter ponoviti iskanje, 
ko bi bili objekti, ki prekrivajo ostale objekte odstranjeni. 
 
V nadaljevanju bomo okrogle objekte zamenjali s kvadratnimi in pravokotnimi objekti in 
preverili delovanje programa. Z ustreznimi šablonami bomo iskali objekte na spodnjih 
scenskih slikah 3.12 (a) in (b), na katerih smo predstavili tudi rezultate ter koordinate središč 
najdenih objektov predstavili v preglednici 3.2. 
 
 
     
                    (a) kvadratni objekti                                     (b) pravokotni objekti 
Slika 3.12: Prikaz najdenih objektov različnih oblik z metodo za iskanje šablone  
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Preglednica 3.2: Prikaz koordinat središč najdenih objektov na slikah 3.12 (a) in (b) 
  (a) (b) 
  x [mm] y [mm] z [mm] x [mm] y [mm] z [mm] 
1 26,37 118,18 5,08 73,18 18,31 5,28 
2 29,65 45,79 5,06 45,79 93,73 4,89 
3 69,26 81,55 4,92 49,34 131,66 4,66 
4 122,74 84,17 4,72 / / / 
5 83,38 134,75 4,55 / / / 
6 95,50 30,96 4,48 / / / 
 
 
Iz slike 3.12 je razvidno, da pri kvadratnih objektih rotacija ne vpliva na rezultate iskanja 
objektov, med tem ko pri pravokotnih objektih zaradi rotacije ne najdemo vseh objektov na 
sliki. Za iskanje takih objektov bi bilo potrebno implementirati lastno funkcijo, ki bi na 
podlagi genetskega algoritma določila transformacijsko matriko posameznega objekta, bi pa 
s tem podaljšali čase izvajanja funkcije.  
 
3.3.2 Praktična uporaba funkcije za zaznavanje regij  
Slike, na katerih smo v prejšnjem poglavju iskali objekte po metodi iskanja šablone, bomo 
v nadaljevanju uporabili za iskanje objektov s funkcijo za zaznavanja regij, katere teoretične 
osnove smo prav tako povzeli v poglavju »Pregled funkcij«. Zaznavanje regij bomo v tem 
primeru izvajali na črno-belih slikah, kakor zahteva metoda. Posamezni koraki prepoznave 
in lociranja so predstavljeni na diagramu zgoraj (slika 2.22). Rezultate bomo zaradi boljše 
preglednosti prikazali na sivinskih slikah, kjer bomo prepoznanim objektom očrtali krog z 
najmanjšim radijem ter jih glede na njihovo višino oštevilčili (slika 3.13), koordinate središč 




            (a) brez prekrivanja objektov                              (b) s prekrivanjem objektov 
Slika 3.13: Prikaz najdenih objektov z metodo zaznavanja regij 
 
Iz slike zgoraj je razvidno, da metoda dobro deluje, ko so objekti med seboj jasno ločeni, v 
primeru dotikanja ali prekrivanja pa temu ni tako. V primeru na sliki 3.13 (b), kjer smo 
omejili velikost prikazanih objektov, z zgoraj omenjeno metodo ne najdemo nobenega 
objekta, ki bi ustrezal našim kriterijem. 
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Preglednica 3.3: Prikaz koordinat središč najdenih objektov na slikah 3.13 (a) 
  x [mm] y [mm] z [mm] 
1 89,84 21,27 1,36 
2 14,47 16,27 1,21 
3 37,06 13,14 1,16 
4 12,40 54,01 1,11 
5 61,51 21,90 1,07 
6 27,84 32,33 1,03 
7 48,51 49,22 1,00 
8 70,39 41,92 0,96 
 
 
Tako kot v prejšnjem primeru, bomo v nadaljevanju objekte okroglih oblik zamenjali s 
kvadratnimi in pravokotnimi objekti ter ponovno preverili delovanje programa. Z različnimi 
omejitvami velikosti iskanih objektov bomo enako funkcijo iskanja preizkusili na sliki 3.14 
(a) in (b), ter tako kot prej koordinate središč objektov predstavili v preglednici 3.4. V 
preglednico bomo dodatno dodali še kot rotacije, za katerega je potrebno posamezen objekt 
rotirati do horizontalne lege. Kote smo pridobili na podlagi funkcije za izris najmanjših 
pravokotnikov s katerimi smo očrtali posamezen objekt na spodnjih dveh slikah. 
 
 
     
                      (a) kvadratni objekti                                   (b) pravokotni objekti 
Slika 3.14: Prikaz najdenih objektov različnih oblik z metodo zaznavanja regij  
 
Preglednica 3.4: Prikaz koordinat središč najdenih objektov na slikah 3.14 (a) in (b) 
  (a) (b) 
  
x [mm] y [mm] z [mm] 
kot φ1 
[°] 
x [mm] y [mm] z [mm] 
kot φ1 
[°] 
1 32,80 49,71 5,10 -16,06 73,62 27,63 5,36 0,49 
2 30,78 123,63 5,06 -17,10 46,31 99,28 4,91 -0,95 
3 71,65 82,64 4,91 25,56 28,66 43,16 4,86 30,70 
4 123,94 90,69 4,69 -0,45 109,59 57,55 4,81 -19,51 
5 85,91 138,24 4,55 16,50 54,67 137,32 4,66 6,88 
6 99,53 35,98 4,50 -7,13 115,42 101,58 4,15 -39,92 
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Iz slike 3.14 je razvidno, da funkcija za zaznavanje regij deluje dobro, neodvisno od oblike 
objektov, če so le ti jasno ločeni med seboj. Na delovanje ne vpliva niti naključna orientacija 
objektov, kot tudi ne njihova velikost. 
3.3.3  Praktična uporaba »poplavnega« algoritma 
Nazadnje bomo za iskanje objektov uporabili še »poplavni« algoritem. Po postopku 
predstavljenim v diagramu v poglavju »Pregled funkcij« (slika 2.26), bomo kot pri prejšnjih 
dveh metodah preverili delovanje programa na štirih slikah z različnimi objekti ter rezultate 
prikazali na slikah in preglednicah. Na spodnjih dveh slikah 3.15 (a) in (b) so prikazani 
rezultati iskanja objektov okroglih oblik, v preglednici 3.5 pa predstavljene koordinate 
njihovih središč. Prepoznane objekte smo prav tako kot pri prejšnji metodi očrtali s krogi ter 
jih oštevilčili glede na njihovo višino. 
 
 
   
            (a) brez prekrivanja objektov                               (b) s prekrivanjem objektov 
Slika 3.15: Prikaz najdenih objektov s »poplavnim« algoritmom 
 
Preglednica 3.5: Prikaz koordinat središč najdenih objektov na slikah 3.15 (a) in (b) 
 (a) (b) 
 x [mm] y [mm] z [mm] x [mm] y [mm] z [mm] 
1 89,99 21,06 0,85 13,51 26,91 3,48 
2 14,78 15,64 0,78 34,40 47,99 3,42 
3 37,06 13,35 0,75 80,10 30,24 3,37 
4 27,84 32,33 0,66 92,74 19,61 1,64 
5 61,51 22,31 0,64 17,41 11,26 1,51 
6 12,25 54,43 0,60 39,74 11,68 1,44 
7 70,27 41,92 0,56 14,34 55,07 1,35 
8 48,74 48,80 0,53 63,81 20,23 1,32 
9    52,69 47,40 1,27 
10    31,24 33,79 1,25 
11    72,69 41,93 1,18 
 
 
Iz zgornje slike (slike 3.15) je razvidno, da je algoritem primeren za iskanje objektov, ki se 
ne prekrivajo, kot tudi objektov, ki so delno prekriti. Z enkratnim zajemom je mogoče 
določiti lokacije velikega števila objektov z dobro natančnostjo, s tem prihranimo čas, ki ga 
porabimo za ponovno zajemanje podatkov, kot tudi za njihovo obdelavo. 
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Za uporabo »poplavnega« algoritma za iskanje objektov kvadratnih oblik ni potrebno v 
program vnašati korenitih sprememb. Ker kvadratu lahko včrtamo krog, se maksimum 
evklidskih razdalj posameznega objekta nahaja približno v sredini le tega. V nadaljevanju 
moramo spremeniti samo velikost razdalje med posameznimi maksimumi, katere želimo 
upoštevati, saj so naši objekti kvadratnih oblik večjih dimenzij od objektov okroglih oblik. 
Preostane nam le še popravek predstavitve najdenih objektov, kjer le te očrtamo s 
pravokotniki minimalne velikosti tako kot pri prejšnji metodi. Slika s prikazanimi objekti je 





Slika 3.16: Prikaz najdenih objektov kvadratnih oblik s »poplavnim« algoritmom 
 
Preglednica 3.6: Prikaz koordinat središč kvadratnih objektov in orientacije s slike 3.16 
 x [mm] y [mm] z [mm] kot φ [°] 
1 32,80 49,71 5,15 -16,7 
2 30,78 123,41 5,08 -17,53 
3 71,65 82,86 4,92 25,54 
4 123,88 90,27 4,70 -0,45 
5 86,03 138,24 4,58 16,5 
6 99,41 36,20 4,51 -7,13 
 
 
Pri prepoznavanju objektov pravokotnih oblik s pomočjo enakega algoritma je potrebno 
program nekoliko nadgraditi. Zaradi podolgovate oblike so pri izračunu evklidskih razdalj 
maksimumi razporejeni v liniji po sredini objekta, kar privede do težave. Pri uporabi funkcije 
s katero izločimo maksimume, kateri so nam v prejšnjih primerih (pri krogu in kvadratu) 
predstavljali isti objekt, nam v tem primeru posamezen objekt razdelijo na več delov, če pa 
razdaljo med posameznimi maksimumi preveč povečamo, pa lahko izgubimo informacije o 
celotnem objektu. Da bi popravili to napako smo dodali funkcijo, katera nam vrne točke za 
katere smo prepričani, da predstavljajo posamezen objekt in le te ločili na posamezne objekte 
s pomočjo »poplavnega« algoritma. S tem smo ločili posamezne objekte, izgubili pa veliko 
točk, ki nam predstavljajo posamezen objekt ter z njimi natančne informacije o njihovi 
lokaciji. V nadaljevanju zato združimo točke, za katere smo prepričani, da pripadajo 
posameznem objektu s točkami, katere nam predstavljajo celoten objekt, le, da je ta razdeljen 
na več delov katere smo dobili kot rezultat prvega vnosa v »poplavni« algoritem. Sedaj lahko 
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ločimo objekte z vsemi pripadajočimi točkami in jih v nadaljevanju predstavimo na sliki. 
Enako metodo smo kasneje uporabili tudi pri iskanju kvadratnih objektov, kar še nekoliko 
izboljša rezultate iskanja, če se objekti močno prekrivajo. Slika rezultatov iskanja 
pravokotnih objektov je prikazana v naslednjem poglavju na sliki 3.17, v preglednici 3.7 pa 
predstavljene njihove lokacije in orientacije. 
 
3.4 Praktična uporaba metode glavnih komponent 
Orientacijo objektov s pomočjo PCA analize ni smiselno uporabljati na objektih, če nobena 
od dimenzij bistveno ne prevladuje. Izračunana orientacija na takih objektih nam ne da 
bistvene informacije, saj nam funkcija vrne rezultate, ki so popolnoma naključni. Na objektih 
kot so pravokotniki, kjer je ena dimenzija vidno večja, je uporaba PCA analize smiselna. Ko 
določimo katere točke pripadajo posameznemu objektu, obenem določimo tudi glavni 
komponenti, ki predstavljata osi objekta. Na podlagi komponent lahko izračunamo tudi kot 
orientacije objekta (kot φ2 v preglednici 3.7), kateri nam povejo za koliko je potrebno 
zasukati objekte za postavitev v horizontalno lego. Izračunane kote in kote, katere smo 
določili na podlagi očrtanih pravokotnikov, lahko primerjamo v preglednici 3.7. V 
preglednici smo skupaj s koti prikazali tudi koordinate središč, ki smo jih določili s 
»poplavnim« algoritmom v prejšnjem poglavju, objekte s pripadajočimi osmi pa smo izrisali 




Slika 3.17: Prikaz najdenih objektov pravokotnih oblik s »poplavnim« algoritmom z lastnimi osmi 
 
Preglednica 3.7: Prikaz koordinat središč objektov na sliki 3.17 in primerjava orientacij 
 x [mm] y [mm] z [mm] kot φ1 [°] kot φ2 [°] 
1 73,58 28,44 5,36 0,49 0,14 
2 46,48 99,87 4,93 -0,80 -2,69 
3 28,41 43,60 4,87 30,96 26,65 
4 109,84 57,98 4,82 -19,69 -13,44 
5 54,67 137,32 4,66 7,00 6,27 
6 115,29 101,36 4,16 -39,94 -33,37 
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4 Rezultati in diskusija 
V tem poglavju bomo ovrednotili delovanje programa. Njegovo delovanje bomo preizkusili 
na devetih različnih scenskih slikah, za vsako obliko objekta v treh različnih zahtevnostih 
razporeditve. Na prvi sliki (lažje zahtevnosti razporeditve), bodo objekti med seboj jasno 
ločeni brez prekrivanj. Na drugi sliki scene se bodo objekti med seboj dotikali, nekateri tudi 
delno prekrivali (srednja zahtevnost), na tretji sliki pa bodo nekateri objekti popolnoma 
prekriti (težja zahtevnost). Na slikah bomo iskali objekte in določali njihove lokacije z 
uporabo vseh treh metod, katere smo predstavili v prejšnjem poglavju. V preglednici 4.1 so 
predstavljeni rezultati za posamezne metode, pri čemer smo upoštevali koliko objektov je 
skupno na sliki in koliko od teh je program uspešno prepoznal, koliko zajemanj podatkov je 
bilo potrebno ter število napak pri določanju zaporedja pobiranja ali podvojenih zaznavanj 
istih objektov.  
 
Iz preglednice 4.1 je razvidno, da je funkcija za iskanje šablone znotraj knjižnice OpenCV 
primerna za iskanje objektov, katerih rotacija nima vpliva (okroglih objektov), kot tudi 
objektov oblik, katerih točke se kljub rotaciji v večini nahajajo znotraj odseka v velikosti 
slike šablone. Za lociranje prekritih objektov, ne glede na njihovo obliko, pa moramo iskanje 
večkrat ponoviti s ponovnim zajemanjem podatkov po odstranitvi zgornjih objektov. Metoda 
je po odstranitvi podvojenih rezultatov nekoliko nenatančna, je pa njeno delovanje zelo hitro, 
zato je primerna za aplikacije, kjer je zaželena velika hitrost in manjša natančnost (zlaganje 
s tekočega traku, prelaganje na drugi tekoči trak, razvrščanje izdelkov ipd.). 
 
Funkcija za iskanje regij, katero smo uporabili, ni primerna za iskanje objektov, kateri se 
med seboj dotikajo ali prekrivajo. Kot je razvidno iz preglednice rezultatov (preglednica 
4.1), metoda pri zahtevnejši razporeditvi ni prepoznala nobenega objekta. Metoda je 
uporabna za lociranje objektov na tekočem traku, kjer se ti običajno ne dotikajo, še bolj pa 
je primerna za izvajanje kontrole. Na podlagi matrike, v kateri so slikovne točke, ki pripadajo 
posameznemu objektu, lahko objektom določimo velikost površine, obsega ali drugih 
dimenzij. 
 
Na podlagi rezultatov, ki so podani v preglednici 4.1 je razvidno, da je »poplavni« algoritem 
najbolj primeren za prepoznavanje izdelkov v razsutem stanju, ne glede na njihovo obliko 
ali orientacijo v prostoru. Lokacije vseh objektov smo kljub zahtevnejšim razporeditvam 
določili pri majhnem številu zajemanja podatkov skoraj brez napak. Napako pri določanju 
zaporedja pobiranja smo zaznali samo enkrat, pri zahtevnejši razporeditvi, kjer je algoritem 
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zaznal objekt, ki bi ga bilo mogoče pobrati, bi pa s tem premaknili ostale objekte in izgubili 
njihove pozicije.  
 


















lahka 8/8 2 0 
srednja 11/11 3 0 
težka 12/12 4 0 
kvadratni 
 objekti 
lahka 6/6 1 0 
srednja 3/6 3 0 
težka 6/6 3 2 
pravokotni 
objekti 
lahka 3/6 1 0 
srednja 1/6 2 1 





lahka 8/8 1 0 
srednja 0/11 1 / 
težka 0/12 1 / 
kvadratni 
 objekti 
lahka 6/6 1 0 
srednja 0/6 1 / 
težka 0/6 1 / 
pravokotni 
objekti 
lahka 6/6 1 0 
srednja 0/6 1 / 





lahka 8/8 1 0 
srednja 11/11 1 0 
težka 12/12 2 1 
kvadratni 
 objekti 
lahka 6/6 1 0 
srednja 6/6 2 0 
težka 6/6 2 0 
pravokotni 
objekti 
lahka 6/6 1 0 
srednja 6/6 2 0 
težka 6/6 2 0 
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5 Zaključki 
1) Tekom naloge smo razvili program za prepoznavanje objektov v razsutem stanju na 
podlagi 3D podatkov, katere smo pretvorili v globinsko sliko. 
2) Pokazali smo, da je za prepoznavo objektov mogoče uporabiti različne metode, a niso 
vse enako primerne za prepoznavanje objektov v razsutem stanju. 
3) Program smo preizkusili na različnih scenah z različnimi oblikami iskanih objektov ter 
prikazali rezultate. 
4) Na podlagi preizkusa programa smo ugotovili, da je za prepoznavo objektov vseh vrst 
oblik najbolj primeren »poplavni« algoritem ter prepoznali področja uporabnosti za 
ostali dve metodi. 
 
V sklopu naloge smo razvili program za prepoznavo enostavnih objektov v razsutem stanju, 
katerega lahko v povezavi z robotom uporabimo za pobiranje izdelkov iz zalogovnikov ali 
tekočega traku. 
 
Predlogi za nadaljnje delo 
 
Pred uporabo programa v industrijskem okolju bi bilo potrebno le tega še nekoliko 
nadgraditi. Najprej bi morali njegovo delovanje preizkusiti na zahtevnejših izdelkih ter 
odpraviti težave, ki bi se pri tem pojavile, nato pa program povezati s krmilnikom robotske 
roke in ga ustrezno vključiti v njegov program gibanja. Za prepoznavo izdelkov bi 
preizkusili tudi nekatere zahtevnejše metode, ki delujejo na podlagi nevronskih mrež (npr. z 
uporabo knjižnice TensorFlow) in nekaterih zahtevnejših algoritmov, ki prepoznajo objekte 
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Priloga A: Koda programa 
Funkcija za tvorjenje matrik 
def tvorjenje_matrik(točke): 
    import numpy as np 
    datoteka = open(točke) 
    seznam_nizov_koordinat = datoteka.readlines() 
    oblika_seznama = seznam_nizov_koordinat[0] 
    oblika_seznama2 = oblika_seznama.rstrip() 
    oblika_seznama3 = oblika_seznama2.split(' ') 
    stevilo_profilov = int(oblika_seznama3[1]) 
    stevilo_tock_profila = int(oblika_seznama3[2]) 
    seznam_nizov_koordinat2 = [] 
    seznam_koordinat = [] 
    for i in range(1,len(seznam_nizov_koordinat)): 
        
seznam_nizov_koordinat2.append(seznam_nizov_koordinat[i].rstrip()) 
        seznam_koordinat.append(seznam_nizov_koordinat2[i-1].split(',')) 
    x_matrika_nizov = [] 
    y_matrika_nizov = [] 
    z_matrika_nizov = [] 
    barvna_matrika_nizov = [] 
    vmesni_seznam = [] 
    for i in range(len(seznam_koordinat)): 
        vmesni_seznam = seznam_koordinat[i] 
        x_matrika_nizov.append(vmesni_seznam[0]) 
        y_matrika_nizov.append(vmesni_seznam[1]) 
        z_matrika_nizov.append(vmesni_seznam[2]) 
        barvna_matrika_nizov.append(vmesni_seznam[3]) 
    x_matrika_dolga = np.array(x_matrika_nizov, dtype = float) 
    y_matrika_dolga = np.array(y_matrika_nizov, dtype = float) 
    z_matrika_dolga = np.array(z_matrika_nizov, dtype = float) 
    barvna_matrika_dolga = np.array(barvna_matrika_nizov, dtype = float) 
    x_matrika = 
x_matrika_dolga.reshape(stevilo_profilov,stevilo_tock_profila) 
    y_matrika = 
y_matrika_dolga.reshape(stevilo_profilov,stevilo_tock_profila) 
    z_matrika = 
z_matrika_dolga.reshape(stevilo_profilov,stevilo_tock_profila) 
    barvna_matrika = 
barvna_matrika_dolga.reshape(stevilo_profilov,stevilo_tock_profila) 
    return np.array([x_matrika_dolga, y_matrika_dolga, z_matrika_dolga, 




Funkcija za izvajanje rotacije in translacije 
def premiki_in_rotacija(x, y, z, kot_rot_x = 0, kot_rot_y = 0, 
izracun_rot = False, izris = False, obrezi = False): 
 
''' x ... kordinate oblaka točk v x-smeri, y ... kordinate oblaka točk v 
y-smeri, z ... kordinate oblaka točk v z-smeri, kot_rot_x ... rotacija 
okrog x-osi, kot_rot_y ... rotacija okrog y-osi ,izarcun_rot ... če je 
enako True izracuna rotacijo iz oblaka točk''' 
 
    import numpy as np 
    import matplotlib.pyplot as plt 
    from matplotlib import cm 
    from mpl_toolkits.mplot3d import Axes3D 
    from matplotlib import colors 
    for i in range(len(z)): 
        if z[0] == 0: 
            z[0] = z[1] 
            y[0] = y[1] 
            x[0] = x[1] 
        if z[i] == 0: 
            z[i] = z[i-1] 
            y[i] = y[i-1] 
            x[i] = x[i-1] 
    st_vrstic = int(int(x.shape[0])/750) 
    if obrezi == True: 
        x1 = x.reshape(st_vrstic,750) 
        y1 = y.reshape(st_vrstic,750) 
        z1 = z.reshape(st_vrstic,750) 
        x1 = x1[:,80:] 
        y1 = y1[:,80:] 
        z1 = z1[:,80:] 
        x1 = x1.reshape(st_vrstic*670) 
        y1 = y1.reshape(st_vrstic*670) 
        z1 = z1.reshape(st_vrstic*670) 
    else: 
        x1 = x 
        y1 = y 
        z1 = z 
    točke = np.array([x1, y1, z1]) 
    fi = np.pi 
    R = np.array([[1, 0, 0], 
                  [0, np.cos(fi), -np.sin(fi)], 
                  [0, np.sin(fi), np.cos(fi)]]) 
    x_rot, y_rot, z_rot = R@točke 
    z_min = np.min(z_rot) 
    y_min = np.min(y_rot) 
    x_min = np.min(x_rot) 
    z_premik = z_rot - z_min 
    y_premik = y_rot - y_min 
    x_premik = x_rot + abs(x_min) 
    # izračun rotacije 
    if izracun_rot == True: 
        tocke_z = [z_premik[2*670+20], z_premik[2*670+630], 
         z_premik[(st_vrstic-2)*670+20], z_premik[(st_vrstic-2)*670+630]] 
        tocke_y = [y_premik[2*670+20], y_premik[2*670+630], 
         y_premik[(st_vrstic-2)*670+20], y_premik[(st_vrstic-2)*670+630]] 
        tocke_x = [x_premik[2*670+20], x_premik[2*670+630], 
         x_premik[(st_vrstic-2)*670+20], x_premik[(st_vrstic-2)*670+630]] 
        proba_kot_x = np.zeros(2) 
        proba_kot_y = np.zeros(2) 
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        proba_kot_x[0] = np.arctan((tocke_z[2] - tocke_z[0]) / 
          (tocke_y[2] - tocke_y[0])) 
        proba_kot_x[1] = np.arctan((tocke_z[3] - tocke_z[1]) / 
           (tocke_y[3] - tocke_y[1])) 
        proba_kot_y[0] = np.arctan((tocke_z[1] - tocke_z[0]) / 
           (tocke_x[1] - tocke_x[0])) 
        proba_kot_y[1] = np.arctan((tocke_z[3] - tocke_z[2]) / 
           (tocke_x[3] - tocke_x[2])) 
        kot_rot_x = -np.average(proba_kot_x)  
        kot_rot_y = np.average(proba_kot_y) 
     
    točke2 = np.array([x_premik, y_premik, z_premik]) 
    R1 = np.array([[1, 0, 0], 
                 [0, np.cos(kot_rot_x), -np.sin(kot_rot_x)], 
                 [0, np.sin(kot_rot_x), np.cos(kot_rot_x)]]) 
    rot_x, rot_y, rot_z = R1 @ točke2 
    R2 = np.array([[np.cos(kot_rot_y), 0, np.sin(kot_rot_y)], 
                  [0, 1, 0], 
                [-np.sin(kot_rot_y), 0, np.cos(kot_rot_y)]]) 
    točke3 = np.array([rot_x, rot_y, rot_z]) 
    rot2_x, rot2_y, rot2_z = R2 @ točke3 
     
    if izris == True: 
        fig = plt.figure(figsize=(15,12)) 
        ax = Axes3D(fig) 
        ax.scatter(rot2_x, rot2_y, rot2_z, c = rot2_z, depthshade=False, 
           marker = '.', s = 5) 
        ax.set_zlim(-1,10) 
        plt.show() 
    print(kot_rot_x, kot_rot_y) 
    return rot2_x, rot2_y, rot2_z 
 
Funkcija za obrezovanje 
def obrezovanje(matrika_za_obrez):  
    import ipywidgets as widgets 
    from IPython.display import display 
    from IPython.display import clear_output 
    import matplotlib.pyplot as plt 
     
    levo = widgets.IntText( 
        value=0, 
        description='Obrezi levo:', 
        disabled=False) 
    desno = widgets.IntText( 
        value=669, 
        description='Obrezi desno:', 
        disabled=False) 
    def obrezovanje_matrik1(matrika, a, b): 
        st_stoplcev = matrika.shape[1] 
        matrika = matrika[:,a:] 
        c = st_stoplcev-b 
        matrika = matrika[:,:-c] 
        plt.imshow(matrika) 
        plt.show() 
    button = widgets.Button(description="Obrezi!") 
    output = widgets.Output() 
    display(button, output, levo, desno) 
    def on_button_clicked(b): 
        with output: 
            nova = obrezovanje_matrik1(matrika_za_obrez, levo.value, 
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              desno.value) 
            clear_output(wait=True) 
            global levo1  
            levo1 = levo.value 
            global desno1 
            desno1 = desno.value 
    button.on_click(on_button_clicked) 
def vrni_območje(): 
    return levo1, desno1 
def obrezovanje_matrik(matrika, a, b): 
    st_stoplcev = matrika.shape[1] 
    matrika = matrika[:,a:] 
    c = st_stoplcev-b 
    matrika = matrika[:,:-c] 
    d = st_stoplcev-c-a 
    return matrika, d 
 
Funkcija za vnos podatkov 
def vnos_podatkov(): 
    import ipywidgets as widgets 
    from IPython.display import display 
 
    datoteka = widgets.Text( 
        value='datoteka.xyzb', 
        placeholder='Vnesi ime datoteke', 
        description='Ime datoteke:', 
        disabled=False) 
    oblika = widgets.Combobox( 
        placeholder='Izberi obliko', 
        options=['Krog', 'Pravokotnik'], 
        description='Izberi obliko objektov:', 
        ensure_option=True, 
        disabled=False) 
    radij = widgets.IntText( 
        value=0, 
        description='Radij očrtanega kroga:', 
        disabled=False) 
    uporabi_pca = widgets.Checkbox( 
        value=False, 
        description='Uporabi PCA analizo', 
        disabled=False, 
        indent=False) 
    button = widgets.Button(description="Potrdi!") 
    output = widgets.Output() 
    display(datoteka, oblika, radij, uporabi_pca, button, output) 
    def on_button_clicked(b): 
        with output: 
            global datoteka1  
            datoteka1 = datoteka.value 
            global oblika1 
            oblika1 = oblika.value 
            global radij1 
            radij1 = radij.value 
            global uporabi_pca1 
            uporabi_pca1 = uporabi_pca.value 
    button.on_click(on_button_clicked) 
def vrni_vrednosti(): 





Funkcija za izvajanje PCA analize 
import numpy as np 
import cv2 
import argparse 
from math import atan2, cos, sin, sqrt, pi 
def drawAxis(img, p_, q_, colour, scale): 
    p = list(p_) 
    q = list(q_) 
     
    angle = atan2(p[1] - q[1], p[0] - q[0]) # angle in radians 
    hypotenuse = sqrt((p[1] - q[1]) * (p[1] - q[1]) + (p[0] - q[0]) * 
       (p[0] - q[0]) 
    # Izris osi 
    q[0] = p[0] - scale * hypotenuse * cos(angle) 
    q[1] = p[1] - scale * hypotenuse * sin(angle) 
    cv2.line(img, (int(p[0]), int(p[1])), (int(q[0]), int(q[1])), colour, 
       1, cv2.LINE_AA) 
    # Izris puscic 
    p[0] = q[0] + 9 * cos(angle + pi / 4) 
    p[1] = q[1] + 9 * sin(angle + pi / 4) 
    cv2.line(img, (int(p[0]), int(p[1])), (int(q[0]), int(q[1])), colour, 
       1, cv2.LINE_AA) 
    p[0] = q[0] + 9 * cos(angle - pi / 4) 
    p[1] = q[1] + 9 * sin(angle - pi / 4) 
    cv2.line(img, (int(p[0]), int(p[1])), (int(q[0]), int(q[1])), colour, 
       1, cv2.LINE_AA) 
     
def getOrientation(pts, img): 
     
    sz = len(pts) 
    data_pts = np.empty((sz, 2), dtype=np.float64) 
    for i in range(data_pts.shape[0]): 
        data_pts[i,0] = pts[i,0,0] 
        data_pts[i,1] = pts[i,0,1] 
    # PCA analiza 
    mean = np.empty((0)) 
    mean, eigenvectors, eigenvalues = cv2.PCACompute2(data_pts, mean) 
    # Sharanjevanje središča objekta 
    cntr = (int(mean[0,0]), int(mean[0,1])) 
     
    # Izris prvih dveh komponent in označevanje središča objekta 
    cv2.circle(img, cntr, 3, (0, 255, 255), 2) 
    p1 = (cntr[0] + 0.02 * eigenvectors[0,0] * eigenvalues[0,0], \ 
          cntr[1] + 0.02 * eigenvectors[0,1] * eigenvalues[0,0]) 
    p2 = (cntr[0] - 0.02 * eigenvectors[1,0] * eigenvalues[1,0], \ 
          cntr[1] - 0.02 * eigenvectors[1,1] * eigenvalues[1,0]) 
    drawAxis(img, cntr, p1, (0, 255, 0), 0.5) 
    drawAxis(img, cntr, p2, (0, 255, 0), 3) 
    # Izračun kota glede na vodoravno os 
    angle = atan2(eigenvectors[0,1], eigenvectors[0,0]) # orientacija v 
radianih 
     
    return angle 
 
Program 
import numpy as np 
import matplotlib.pyplot as plt 
get_ipython().run_line_magic('matplotlib', 'inline') 
import cv2 
from tvorjenje_matrik import tvorjenje_matrik 
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from premiki_in_rotacija import premiki_in_rotacija 
from matplotlib import cm 
from mpl_toolkits.mplot3d import Axes3D 
from matplotlib import colors 
from skimage.feature import peak_local_max 
from skimage.morphology import watershed 










datoteka, oblika, velikost, uporabi_pca = vnos_podatkov.vrni_vrednosti() 
velikost_zgornja = velikost +20 
velikost_spodnja = velikost -20 
matrike_dolge, matrike = tvorjenje_matrik(datoteka) 
 
x_matrika_dolga = matrike_dolge[0] 
y_matrika_dolga = matrike_dolge[1] 
z_matrika_dolga = matrike_dolge[2] 
barvna_matrika_dolga = matrike_dolge[3] 
x_matrika = matrike[0] 
y_matrika = matrike[1] 
z_matrika = matrike[2] 
barvna_matrika = matrike[3] 
obrez_barvna_matrika = barvna_matrika[:,80:] 
 
Rotacija in translacija 
kon_x, kon_y, kon_z = premiki_in_rotacija(x_matrika_dolga, 
   y_matrika_dolga, z_matrika_dolga, -0.31671294169554853, 
   0.022186989354346678, izracun_rot = True, izris = False, obrezi =True) 
obrezovanje.obrezovanje(obrez_barvna_matrika) 
 
levo, desno =  obrezovanje.vrni_območje() 
z_nek = kon_z.reshape(int(kon_z.shape[0]/670),670) 
y_nek = kon_y.reshape(int(kon_y.shape[0]/670),670) 
x_nek = kon_x.reshape(int(kon_x.shape[0]/670),670) 
z_za_risat, dz = obrezovanje.obrezovanje_matrik(z_nek, levo, desno) 
y_za_risat, dy = obrezovanje.obrezovanje_matrik(y_nek, levo, desno) 








kon_barvna_matrika , db = 
obrezovanje.obrezovanje_matrik(obrez_barvna_matrika, levo, desno) 
 
razlika_x = np.max(risi_x) - np.min(risi_x) 
razlika_y = np.max(risi_y) - np.min(risi_y) 
skaliranje_x = razlika_x/dx 
skaliranje_y = razlika_y/int(len(risi_y)/dy) 
 
z_norm = ((risi_z - risi_z.min()) / (risi_z.max() - risi_z.min()))*255 
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kon_z_res = z_norm.reshape(int(len(risi_z)/dz), dz) 
kon_z_res = np.uint8(kon_z_res) 
img_thresh = cv2.adaptiveThreshold(kon_z_res, 255,  
adaptiveMethod=cv2.ADAPTIVE_THRESH_GAUSSIAN_C,  
   thresholdType=cv2.THRESH_BINARY_INV, blockSize=15, C=15) 
cv2.imwrite('kon_z_res.jpg', kon_z_res) 
orig_slika = kon_barvna_matrika.copy() 
cv2.imwrite('orig_slika.jpg', orig_slika) 
orig_slika1 = cv2.imread('orig_slika.jpg',1) 
orig_slika1 = np.uint8(orig_slika1) 
kon_z_res2 = cv2.imread('kon_z_res.jpg',1) 
thresh1 = cv2.threshold(img_thresh, 80, 255,cv2.THRESH_BINARY)[1] 
thresh2 = cv2.threshold(kon_z_res, 60, 255,cv2.THRESH_BINARY)[1] 
thresh3= cv2.fastNlMeansDenoising(thresh1, h = 80, templateWindowSize=7, 
   searchWindowSize=21) 
 
kernel2 = np.array([[-1,-1,-1],  
                   [-1, 9,-1], 
                   [-1,-1,-1]]) 
sharpened = cv2.filter2D(thresh3, -1, kernel2) 
sharpened = cv2.threshold(sharpened, 180, 255,cv2.THRESH_BINARY)[1] 
kernel = np.ones((2,2),np.uint8) 
if oblika == 'Pravokotnik': 
    sharpened = cv2.dilate(sharpened,kernel,iterations=3) 
thresh = thresh2 - sharpened 
thresh= cv2.fastNlMeansDenoising(thresh, h = 80, templateWindowSize=7, 
searchWindowSize=21) 
thresh = cv2.filter2D(thresh, -1, kernel2) 




img_blob = thresh.copy() 
 
Poplavni algoritem 
def izskanje_objektov(thresh, nacin): 
    if nacin == 0: 
        D = ndimage.distance_transform_edt(thresh) 
        localMax = peak_local_max(D, indices=False, min_distance=20, 
           labels=thresh) 
        markers = ndimage.label(localMax, structure=np.ones((3, 3)))[0] 
        labels = watershed(-D, markers, mask=thresh) 
        print("[INFO] {} unique segments 
           found".format(len(np.unique(labels)) - 1)) 
 
    if nacin == 1: 
        kernel = np.ones((3,3),np.uint8) 
        opening = cv2.morphologyEx(thresh,cv2.MORPH_OPEN,kernel, 
           iterations = 2) 
        sure_bg = cv2.dilate(opening,kernel,iterations=3) 
        dist_transform = cv2.distanceTransform(opening,cv2.DIST_L2,5) 
        ret, sure_fg = 
cv2.threshold(dist_transform,0.5*dist_transform.max(),255,0) 
        sure_fg = np.uint8(sure_fg) 
        unknown = cv2.subtract(sure_bg,sure_fg) 
        ret, markers = cv2.connectedComponents(sure_fg) 
        markers = markers+1 
        markers[unknown==255] = 0 
         
        labels = cv2.watershed(orig_slika1,markers) 
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        print("[INFO] {} unique segments 
found".format(len(np.unique(labels)) - 1)) 
    return labels 
if oblika == 'Pravokotnik': 
    labels1 = izskanje_objektov(thresh, 0) 
    labels2 = izskanje_objektov(thresh, 1) 
    labels = np.zeros(labels1.shape, dtype="uint8") 
    for label1 in np.unique(labels2): 
        if label1 <= 1: 
            continue  
        mask1 = np.zeros(orig_slika.shape, dtype="uint8") 
        mask1[labels2 == label1] = 255 
        for label2 in np.unique(labels1): 
            if label2 <= 0: 
                continue 
            mask2 = np.zeros(orig_slika.shape, dtype="uint8") 
            mask2[labels1 == label2] = 255 
            final = cv2.bitwise_and(mask1,mask2) 
            final2 = cv2.bitwise_or(mask1,mask2) 
            if final.max() != 0: 
                labels[final2 == 255] = label1 
    print("[INFO] finaly {} unique segments 
found".format(len(np.unique(labels)) - 1)) 
else: 
    labels = izskanje_objektov(thresh, 0) 
 
cifra = 0 
sez_koordinate = np.zeros(((len(np.unique(labels)) - 1),6)) 
if oblika == 'Pravokotnik': 
    rectengel = [None]*(len(np.unique(labels)) - 1) 
for label in np.unique(labels): 
    if label <= 0: 
        continue 
    mask = np.zeros(kon_z_res.shape, dtype="uint8") 
    mask[labels == label] = 255 
    mask= cv2.fastNlMeansDenoising(mask, h = 150, templateWindowSize=7, 
       searchWindowSize=21) 
    mask = cv2.filter2D(mask, -1, kernel2) 
    mask = cv2.threshold(mask, 200, 255,cv2.THRESH_BINARY)[1] 
    z_visina_mask = mask.copy() 
    z_visina_mask = 
z_visina_mask.reshape((int(z_visina_mask.shape[0])*int(z_visina_mask.shap
e[1]))) 
    vsota = 0 
    st_tock = 0 
    for i in  range(len(z_visina_mask)): 
        if z_visina_mask[i] == 255: 
            vsota = vsota + risi_z[i] 
            st_tock = st_tock + 1 
    if st_tock == 0: 
        continue 
    z = vsota/st_tock 
    cnts = cv2.findContours(mask.copy(), cv2.RETR_LIST, 
       cv2.CHAIN_APPROX_SIMPLE) 
    cnts = imutils.grab_contours(cnts) 
    c = max(cnts, key=cv2.contourArea) 
    ((x, y), r) = cv2.minEnclosingCircle(c) 
    if r > velikost_zgornja: 
        continue 
    if r < velikost_spodnja: 
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        continue 
    kot = 0 
    kot2 = 0 
    if uporabi_pca == True: 
        kot2 = PCA_analiza.getOrientation(c, kon_z_res2) 
    if oblika == 'Pravokotnik': 
        rect = cv2.minAreaRect(c) 
        kot = rect[2] 
        if kot < -45: 
            kot = kot +90 
        box = cv2.boxPoints(rect) 
        rectengel[cifra] = np.int0(box) 
    sez_koordinate[cifra] = np.array([x, y, z, r, kot, kot2], dtype = 
       float) 
    cifra = cifra+1 
 
koordinate = [] 
for i in range(len(sez_koordinate)): 
    if sez_koordinate[i][0] != 0: 
        koordinate.append(sez_koordinate[i]) 
for i in range(len(koordinate)): 
    for j in range(0,len(koordinate)-1): 
        if koordinate[j][2] < koordinate[j+1][2]: 
            vmesna = koordinate[j+1].copy() 
            koordinate[j+1] = koordinate[j] 
            koordinate[j] = vmesna 
def risi_konture(oblika): 
    '''oblika == Krog ali Pravokotnik''' 
    for i in range(len(koordinate)): 
        if koordinate[i][0] == 0: 
            continue 
        if oblika == 'Pravokotnik': 
            cv2.drawContours(kon_z_res2,[rectengel[i]],0,(255,255,255),2) 
        if oblika == 'Krog': 
            cv2.circle(kon_z_res2, (int(koordinate[i][0]), 
int(koordinate[i][1])), int(koordinate[i][3]), (255, 255, 255), 2) 
        cv2.putText(kon_z_res2, "#{}".format(i+1), (int(koordinate[i][0]) 
           - 10, int(koordinate[i][1])), cv2.FONT_HERSHEY_SIMPLEX, 1, (0, 






koordinate = np.array(koordinate) 
pret = 180/3.14 





img = cv2.imread('kon_z_res.jpg',0) 
if oblika == 'Krog': 
    template = cv2.imread('template_krog.jpg',0) 
if oblika == 'Pravokotnik' and velikost > 120: 
    template = cv2.imread('template_pravokotnik.jpg',0) 
if oblika == 'Pravokotnik' and velikost < 120: 
    template = cv2.imread('template_kvadrat.jpg',0) 
w, h = template.shape[::-1] 
res = cv2.matchTemplate(img,template,cv2.TM_CCORR_NORMED) 
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min_val, max_val, min_loc, max_loc = cv2.minMaxLoc(res) 
threshold = 0.92 
loc = np.where(res >= threshold) 
koncni_seznam_kordinat_template = [] 
st = 0 
pt_prejsni = (0,0) 
tocke_seznam = [] 
for pt in zip(*loc[::-1]): 
    if pt[0] - pt_prejsni[0] == 1 or pt[1] - pt_prejsni[1] == 1: 
        pt_prejsni = pt 
        continue 
    pt_prejsni = pt 
    tocke_seznam.append([pt]) 
    st = st+1 
pt_prejsni = [(1000,1000)] 
for pt in tocke_seznam: 
    if abs(pt[0][0] - pt_prejsni[0][0]) <= 6 or abs(pt[0][1] – 
pt_prejsni[0][1]) <= 6: 
        pt_prejsni = pt 
        continue 
    pt_prejsni = pt 
    z_izrez_slike = z_za_risat[pt[0][1]:pt[0][1]+h, pt[0][0]:pt[0][0]+w] 
    z_izrez_slike_dolg = 
z_izrez_slike.reshape(z_izrez_slike.shape[0]*z_izrez_slike.shape[1]) 
    izrez_slike_th = img_thresh[pt[0][1]:pt[0][1]+h, pt[0][0]:pt[0][0]+w] 
    izrez_slike_dolg_th = 
izrez_slike_th.reshape(izrez_slike_th.shape[0]*izrez_slike_th.shape[1]) 
    vsota = 0 
    st_tock = 0 
    for i in  range(len(z_izrez_slike_dolg)): 
        if izrez_slike_dolg_th[i] == 255: 
            vsota = vsota + z_izrez_slike_dolg[i] 
            st_tock = st_tock + 1 
    if st_tock == 0: 
        print('nula') 
        continue 
    z = vsota/st_tock 
    koncni_seznam_kordinat_template.append([pt[0][0] + w/2, pt[0][1] + 
       h/2, z]) 
    cv2.rectangle(img, pt[0], (pt[0][0] + w, pt[0][1] + h),(255,255,255), 
       2) 
for i in range(len(koncni_seznam_kordinat_template)): 
    for j in range(0,len(koncni_seznam_kordinat_template)-1): 
        if koncni_seznam_kordinat_template[j][2] < 
koncni_seznam_kordinat_template[j+1][2]: 
            vmesna = koncni_seznam_kordinat_template[j+1].copy() 
            koncni_seznam_kordinat_template[j+1] = 
koncni_seznam_kordinat_template[j] 
            koncni_seznam_kordinat_template[j] = vmesna 
for i in range(len(koncni_seznam_kordinat_template)): 
    cv2.putText(img, "#{}".format(i+1), 
       (int(koncni_seznam_kordinat_template[i][0]) - 10, 
        int(koncni_seznam_kordinat_template[i][1])), 














ret, labels_blob = cv2.connectedComponents(img_blob) 
print("[INFO1] {} unique segments 
found".format(len(np.unique(labels_blob)) - 1)) 
cifra = 0 
sez_koordinate_blob = np.zeros((len(np.unique(labels_blob)),4)) 
rectengel_blob = [None]*(len(np.unique(labels_blob))) 
for label in np.unique(labels_blob): 
    if label <= 0: 
        continue 
    mask = np.zeros(img_blob.shape, dtype="uint8") 
    mask[labels_blob == label] = 255 
    mask= cv2.fastNlMeansDenoising(mask, h = 150, templateWindowSize=7, 
       searchWindowSize=21) 
    kernel2 = np.ones((5,5),np.uint8) 
    mask = cv2.filter2D(mask, -1, kernel2) 
    mask = cv2.threshold(mask, 200, 255,cv2.THRESH_BINARY)[1] 
    z_visina_mask = mask.copy() 
    z_visina_mask = 
z_visina_mask.reshape((int(z_visina_mask.shape[0])*int(z_visina_mask.shap
e[1]))) 
    vsota = 0 
    st_tock = 0 
    for i in  range(len(z_visina_mask)): 
        if z_visina_mask[i] == 255: 
            vsota = vsota + risi_z[i] 
            st_tock = st_tock + 1 
    if st_tock == 0: 
        continue 
    z = vsota/st_tock 
    cnts = cv2.findContours(mask.copy(), cv2.RETR_LIST, 
       cv2.CHAIN_APPROX_SIMPLE) 
    cnts = imutils.grab_contours(cnts) 
    c = max(cnts, key=cv2.contourArea) 
    ((x, y), r) = cv2.minEnclosingCircle(c) 
    rect = cv2.minAreaRect(c) 
    if r > velikost_zgornja: 
        continue 
    if r < velikost_spodnja: 
        continue 
    sez_koordinate_blob[cifra] = np.array([x, y, z, r], dtype = float) 
    box = cv2.boxPoints(rect) 
    rectengel_blob[cifra] = np.int0(box) 
    cifra = cifra+1 
 
koordinate_blob = [] 
for i in range(len(sez_koordinate_blob)): 
    if sez_koordinate_blob[i][0] != 0: 
        koordinate_blob.append(sez_koordinate_blob[i]) 
for i in range(len(koordinate_blob)): 
    for j in range(0,len(koordinate_blob)-1): 
        if koordinate_blob[j][2] < koordinate_blob[j+1][2]: 
            vmesna = koordinate_blob[j+1].copy() 
            koordinate_blob[j+1] = koordinate_blob[j] 




    '''oblika == Krog ali Pravokotnik''' 
    for i in range(len(koordinate_blob)): 
        if koordinate_blob[i][0] == 0: 
            continue 
        if oblika == 'Pravokotnik': 
            
cv2.drawContours(img_blob,[rectengel_blob[i]],0,(255,255,255),2) 
        if oblika == 'Krog': 
            cv2.circle(img_blob, (int(koordinate_blob[i][0]), 
               int(koordinate_blob[i][1])), int(koordinate_blob[i][3]), 
              (255, 255, 255), 2) 
        cv2.putText(img_blob, "#{}".format(i+1), 
           (int(koordinate_blob[i][0]) - 10, int(koordinate_blob[i][1])), 






koordinate_blob = np.array(koordinate_blob) 
koordiante_skalirane_blob = koordinate_blob*(skaliranje_x, skaliranje_y, 
1, 1) 
print(koordiante_skalirane_blob) 
 
 
