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различия в принципе построения морфологической
информации к словам. В алгоритме И.А. Мельчука
используется словарь основ и флексий, а в разраба
тываемом синтаксическом анализаторе использует
ся словарь с восстановленной парадигмой слов.
Разработан и программно реализован журнал
операций для тестирования работоспособности
блоков автоматического синтаксического анализа,
так как осуществление тестирования программных
блоков по отдельности очень сложно. Выбраны ме
тоды программирования алгоритмов и способы
хранения данных, задействованных в работе про
граммы.
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ских исследований, независимо от их специфики,
является оценка состояния биологической систе
мы. При этом под термином «биологическая систе
ма» мы понимаем организм в целом или его часть
любой степени сложности на клеточном, органном
уровне или уровне функциональной системы [1].
Эти же особенности относятся к анализу как био
технических систем, так и любых сложных систем,
имеющих большое количество каналов взаимодей
ствия с внешней средой и характеризующихся су
щественной стохастической составляющей функ
ционирования.
На современном уровне исследования биологи
ческих систем имеет смысл говорить именно о си
стемном подходе, который получил развитие в тру
дах И.Р. Пригожина, П.К. Анохина, К.В. Судакова,
У. Эшби и других выдающихся ученых.
Начиная со второй половины XX в., биология и
медицина стремительно отходят от вербального
описания и все больше тяготеют к формализации
процессов, происходящих в биосистемах, исполь
зованию математических моделей и технических
средств, а позднее и компьютерных технологий
[2, 3]. Однако, это сопряжено с колоссальными
сложностями, особенно при оценке динамических
характеристик поведения биосистем и процесса их
адаптации.
Значительные трудности изучения количе
ственных характеристик биологических систем
предопределяются особенностями и свойствами
последних, и, прежде всего [1]: структурной и
функциональной сложностью; вариабельностью
параметров для одного состояния; нелинейностью
характеристик; невозможностью полного описа
ния системы. Последняя особенность («ущерб
ность» описания) существенно осложняет постро
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ение моделей поведения, оценки ее состояния и
принятия решений.
Как правило, исследователя интересует: либо ре
акция системы на те условия, в которых она функ
ционирует, либо при известной реакции системы
необходимо выявить некие закономерности функ
ционирования системы, определяющие ее реакцию.
Как в первом, так и во втором случае требуются не
традиционные формализованного описания си
стем, которые и рассмотрены в данной работе.
Моделирование процессов адаптации биосистемы
Биологические системы существуют, приспоса
бливаются и развиваются благодаря обмену энер
гией, веществом и информацией с внешней сре
дой. Такие системы называют открытыми. Одно из
наиболее перспективных направлений в исследо
вании таких систем основано на концепции энтро
пии. В отличие от классической физики, где рас
сматриваются детерминированные и обратимые
процессы, в открытых системах, и это характерно
для живых систем, может наблюдаться устойчивое
неравновесие.
Используя техническую терминологию, можем
отметить, что биологическая система, функциони
руя и взаимодействуя с внешней средой, «отраба
тывает» каждое экзогенное и эндогенное воздей
ствие. Наблюдаются процессы, связанные с флу
ктуацией, диссипациацией энергии, обменом ве
ществом и информацией и, наконец, формирова
нием новых динамических состояний, которые мы
привыкли называть процессами адаптации.
Традиционные методы исследования адапта
ционных характеристик человека позволяют оце
нить динамику отдельных параметров организма и
в условиях влияния большого числа неучтенных
факторов, вариабельности параметров в «норме»,
невысокой точности неинвазивных методик дают
достоверный результат лишь при значительных
грубых отклонениях. Учесть характер и тенденцию
изменения состояния организма, как правило, не
удается, либо представляется на уровне вербальных
качественных заключений.
Для получения количественных характеристик
процесса адаптации нами введены энтропийные
показатели состояния биосистемы [1, 4], которые
позволяют оценивать не абсолютные значения фи
зиологических (или любых других) характеристик
состояния организма, а тенденцию их изменения
под воздействием внешних факторов или условий.
Данный подход был использован авторами при
решении различных прикладных задач: оценки со
стояния адаптированности нефтяников в условиях
вахты [1, 5] и студентовпервокурсников в условиях
«вхождения» в учебный процесс [6]; оценки со
стояния организма на основе анализа результатов
функциональных проб [4, 7]; диагностики состоя
ния новорожденных в раннем неонатальном пе
риоде [4, 8]; слежения за динамикой состояния ор
ганизма человека в послеоперационном периоде
[9]. При этом было введено понятие «адаптацион
ная стратегия» на основе анализа вида функции
Iадапт(t), представляющей собой значения инте
грального показателя в дискретные промежутки
времени. Основные типы выявленных адаптацион
ных стратегий представлены на рис. 1.
Проведенные нами исследования [1, 4–7]
показали эффективность применения энтропий
ных методов моделирования сложных систем для
анализа особенностей адаптации биосистем. Вме
сте с тем применение данного подхода имеет ряд
ограничений: 1) переменные состояния системы
должны быть количественными и не коррелиро
ванными; 2) необходимо иметь данные о поведе
нии системы за определенный промежуток време
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Рис. 1. Типы адаптационных стратегий: а) адаптивный; б) компенсаторный; в) адаптивнокомпенсаторный; г) дезадаптивный
ни (динамические наблюдения). Таким образом, в
тех случаях, когда для измерения переменных со
стояния системы используются не только количе
ственные, но и номинальная и/или ранговая шка
ла, требуются другие подходы для выявления зако
номерностей функционирования системы.
В случае, когда выходное состояние системы
характеризуется некоторой номинальной перемен
ной (например, «исход беременности») могут быть
использованы методы интеллектуального анализа
данных (Data Mining), например, методы постро
ения продукционных моделей.
Выявление скрытых закономерностей 
на основе продукционных моделей
Продукционные модели близки к логическим
моделям, что позволяет организовывать на них эф
фективные процедуры вывода, а с другой стороны,
более наглядно отражают знания, чем классиче
ские логические модели. В них отсутствуют же
сткие ограничения, характерные для логических
исчислений, что дает возможность изменять ин
терпретацию элементов продукции.
Продукционная модель, или модель, основанная
на правилах, позволяет представить знания в виде
предложений типа Если (условие), то (действие).
В качестве инструментария для построения
продукционных моделей могут быть использова
ны: система WizWhy [9] (реализующая метод логи
ческого перебора Бонгарда [8]) и система See5 [9]
(построение деревьев решений).
Алгоритмы ограниченного перебора были пред
ложены в середине 60х гг. прошлого века
М.М. Бонгардом для поиска логических закономер
ностей в данных. С тех пор они продемонстрирова
ли свою эффективность при решении множества за
дач из самых различных областей. Эти алгоритмы
вычисляют частоты комбинаций простых логиче
ских событий в подгруппах данных. Данный подход
был использован авторами для выявления скрытых
закономерностей функционирования сложных си
стем (в задачах психологии и медицины) [10, 11].
Остановимся более подробно на технологии по
строения деревьев решений. Деревья решений явля
ются наиболее распространенным в настоящее
время подходом к выявлению и визуализации ло
гических закономерностей в данных. Чаще всего
используются дихотомические деревья, когда из
вершины выходит только две ветви. Каждому узлу
сопоставлен некоторый признак, а ветвям – либо
конкретные значения для качественных призна
ков, либо области значений для количественных
признаков. Например, в случае решения задачи
прогнозирования исхода беременности к количе
ственным переменным относятся рост, вес, резуль
таты лабораторных анализов, показатели динам
ометрии, артериального давления; к качественным
переменным – анкетные данные; к ранговым – ре
зультаты некоторых психологических тестов [11].
Дерево решений позволяет построить модель
линейной зависимости вида
где Х – множество характеристических признаков,
а Y – множество исходов.
При построении дерева решений должно со
блюдаться требование непротиворечивости – на
пути, ведущем из корня в лист, не должно быть вза
имоисключающих значений.
Дерево решений может быть переведено в на
бор логических высказываний. Каждое высказыва
ние получается при прохождении пути из корневой
вершины в лист и представляет собой логическую
закономерность исследуемого явления.
Качество дерева характеризуют два основных
показателя: точность и сложность дерева. Точность
дерева показывает, насколько хорошо разделены
объекты разных классов.
В качестве показателя сложности дерева высту
пают такие характеристики как: число листьев де
рева, число его внутренних вершин, максимальная
длина пути из корня в конечную вершину и др. По
казатели сложности и точности взаимосвязаны:
чем сложнее дерево, тем оно, как правило, точнее.
На первом этапе на вход алгоритма поступает
некоторое количество обучающих примеров
(объектов), где каждый объект описывается набо
ром характеристических признаков (в дальнейшем
также разделяющие признаки) и классифицирую
щим признаком, который задает принадлежность к
одному из диагностических классов [11].
Корню дерева соответствует самый информа
тивный характеристический признак. Далее, в вер
шинах располагаются признаки в порядке умень
шения значений прироста информативности. В ка
честве меры информативности узла используется
энтропия. Рассмотрим этот процесс подробнее.
Пусть имеется множество Т объектов, разделен
ных по значениям классифицирующего признака
на полные непересекающиеся классы C1,C2,...,Ck
(классифицирующий признак может принимать k
возможных значений), тогда информация, необхо
димая для идентификации класса, есть
Info(T)=I(P),
где P – вероятность распределения классов
(C1,C2,...,Ck):
а I(P) – энтропия, вычисляемая по формуле:
I(P)=–(p1log(p1)+p2log(p2)+...+pklog(pk)).
Основанием логарифма в указанных выше фор
мулах служит 2.
Информация, необходимая для идентифика
ции класса при условии, что нам известно значение
1 2( 1, 2,..., ) , ,..., ,k
C C C
P p p pk
Ò Ò Ò
⎛ ⎞= = ⎜ ⎟⎜ ⎟⎝ ⎠
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разделяющего (характеристического) признака X,
считается как [10]:
где Ti – одно из возможных значений разделяюще
го признака X; m – количество значений разделяю
щего признака; Info(Ti) – информация для каждого
значения разделяющего признака.
Тогда величина, характеризующая прирост ин
формативности Gain(X,T), может быть определена
как:
Gain(X,T)=Info(T)–Info(X,T).
Прирост информативности представляет собой
разницу между информацией, необходимой для
идентификации класса, и информацией, необхо
димой для идентификации класса при условии, что
нам известно значение признака X. При использо
вании обучающей выборки с неполным набором
информации вычисление коэффициента прироста
признака производится только по признакам с
определенными значениями.
Понятие «прирост информации» необходимо
для ранжирования характеризующих признаков
при построении дерева решений. Каждый новый
узел, включаемый в дерево решений, располагается
так, что он приносит наивысший прирост инфор
мативности из всех разделяющих признаков, еще
не включенных в путь к корню.
При последующих ветвлениях может возни
кнуть ситуация, когда вероятностное распределе
ние разделяющего признака D представляет собой
(1, 0). Тогда Info(D,T)=0 и Gain(D,T) максимален.
Чтобы это компенсировать вместо коэффициента
Gain используется следующий коэффициент:
где
а {T1,T2,...,Tm} – подмножества Ti, порождаемые де
лением множества объектов в соответствии со зна
чениями признака D.
Если взят качественный признак, то при вычи
слении коэффициента прироста информации ис
пользуется каждое значение. Количественный
признак требует предварительных разбиений на
некоторые градации или интервалы. Рассмотрим
как это происходит.
Пусть признак Ci – количественный. Возмож
ные значения признака сортируются в порядке
возрастания: A1,A2,...,Am, затем для каждой величи
ны Aj (j=1,2,...,m) записи разделяются на те, кото
рые имеют значения до Aj включительно, и те, ко
торые имеют значения большие Aj. Для каждого из
полученных подмножеств вычисляется прирост
или коэффициент прироста информации. В итоге
выбирается деление на подмножества с максималь
ным коэффициентом прироста. Полученное поро
говое значение подлежит проверке или уточнению
в ходе дальнейших исследований.
Вершина относится к бесперспективным для
последующего ветвления в случае, если объекты
обучающей выборки для данной вершины одно
родны (принадлежат одному диагностическому
классу), или число объектов достаточно мало (по
рог на число наблюдений задается в качестве вход
ного ограничивающего параметра алгоритма).
Усечение дерева решений производится путем
замещения целого поддерева узловым листом. За
мещение имеет место только в том случае, если
ожидаемый показатель ошибки в поддереве боль
ше, чем в одиночном листе.
На первом шаге вычисляется количество оши
бок E0(t) в поддереве с корнем в вершине t:
где L – количество вершин, на которые раздели
лась вершина t; K – количество диагностических
классов, которые соответствуют вершине t; ω≠Y(l)
– дополнительное условие, соответствующее тому,
что не рассматриваются решения (классы), кото
рые были присвоены предыдущим вершинам; Ulω –
число объектов класса ω, которые соответствуют
lой вершине.
На втором шаге подсчитывается количество
ошибок E1(t), которое будет допущено, если подде
рево будет преобразовано в лист.
Затем вычисляется выигрыш G(t) = E0(t)–E1(t).
Вершина, имеющая большое значение выигры
ша, подлежит усечению. Подробно процедура от
сечения рассмотрена в [10].
Каждое правило, выводимое системой, характери
зуется величинами (n/m, lift x): n – количество объек
тов, соответствующих данному правилу; m – количе
ство объектов, не принадлежащих данному диагно
стическому классу (ошибочное распознавание); lift x –
уровень доверия к построенному правилу.
Для того, чтобы улучшить качество классифи
кации, распознавания и прогнозирования, а также
для получения устойчивых закономерностей (под
устойчивостью авторы понимают повторение ре
зультатов) может быть использована процедура по
строения леса деревьев решений.
Деревья могут быть получены разными метода
ми (или одним методом, но с различными параме
трами работы), по разным выборкам. Результаты
классификации и прогнозирования по каждому
построенному дереву будут различаться. Для по
строения коллективной классификации и прогно
зирования используется метод голосования, т. е.
объекту приписывается тот класс, которому отдает
предпочтение большинство деревьев из набора [9].
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Поскольку результаты, полученные как в систе
ме WizWhy, так и в системе See5 представляют со
бой набор логических правил, для выявления
устойчивых «устойчивых» закономерностей может
быть использована разработанная ранее (совме
стно с Е.А. Муратовой [11]) технология выявления
скрытых закономерностей (рис. 2).
Применение данной технологии при решении
задачи исхода беременности позволило выявить
некоторые раннее неизвестные социальнопсихо
логические закономерности, характерные как для
благоприятного, так и для неблагоприятного исхо
да беременности [11–13].
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Рис. 2. Схема выявления устойчивых закономерностей
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Выводы
Для решения задач выявления и исследования
закономерностей в зависимости от особенностей
решаемой задачи и типа переменных состояния си
стемы могут быть использованы два основных под
хода: определение адаптационных стратегий пове
дения системы на основе энтропийных методов и
технология выявления скрытых закономерностей
на основе методов Data Mining.
Применение технологии выявления скрытых
закономерностей в виде продукционных моделей
продемонстрировало эффективность ее использо
вания в области медикобиологических, когнитив
ных, социологических и психологопедагогиче
ских исследований.
Работа частично поддержана грантами РФФИ (проект
08%06%00313а) и РГНФ (проект 07%06%12143в).
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