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Time-stepping methodAbstract The present contributions deal with the development and implementation of the direct
and adjoint incompressible Navier–Stokes equations in a matrix-free time-stepping context making
use of the open-source OpenFOAM (open source field operation and manipulation) C++ tool-
box. It is shown that a few minor modifications in the source code can enable these multi-purpose
computational fluid dynamics (CFD) solvers to carry out global instability analysis of three-
dimensional flows of engineering interest, exploiting all additional capabilities of such codes. The
strength of this methodology is demonstrated through the analysis of an interesting selection of
open and wall-bounded flows.
 2016 Chinese Society of Aeronautics and Astronautics. Published by Elsevier Ltd. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The studies of hydrodynamic instabilities arising in many flows
of engineering relevance are of great importance in order to
understand the transition process from a laminar to a turbu-
lence state. This kind of studies, known as global istability
analyses,1,2 are performed by employing the direct and adjoint
Navier–Stokes equations (NSE) linearized around a base flow,
traditionally implying the development of a specific solver for
each different flow. In this context, recent advances in CFD
software have been provided to the computational fluiddynamics community with a great variety of open-source sol-
vers and tools, such as Stanford University Unstructured
(SU2),3 Nek5000,4 Nektar++5,6 or OpenFOAM (open
source field operation and manipulation),7 among many alter-
natives. From an academic point of view, the major advantage
of the use of these numerical solvers against the proprietary
software, besides license related issues, is the access to the
source code and the possibility of customizes it for multiple
purposes. In addition, these suits allow the use of multiple
pre- and post-processing tools such as parallel processing or
mesh creation/manipulation utilities, whose availability a pri-
ori can save significant effort and time in obtaining results
from numerical simulations.
In parallel to this, most of the advances in global instability
analysis of flows have been closely related to the computa-
tional resources available. As example, global instability anal-
yses of three-dimensional flows in complex geometries, i.e.,
three non-homogeneous spatial directions, also known as
TriGlobal problems1, were not affordable until very
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instability theory to the aerospace field have developed an
exponential growth in the past years, as stated by Theofilis.1,11
Examples of the breakthroughs are the natural extension of the
Orr-Sommerfeld equation12 to two- and three-dimensional
problems, known as BiGlobal13–15 and TriGlobal8–10 problems
respectively, receptivity theory,16,17 transient-growth,18–21
direct-adjoint-based flow control22–25 or even providing fur-
ther insight on acoustic phenomena.26,27 The goal of this work
is to present a methodology for the development of global
direct and adjoint stability analysis based on modification of
the existing open-source CFD software, able to exploit all their
above mentioned advantages of the open-source packages.
Note that while previous works have focused on describing
how to exploit generic solvers, such as Fosas de Pando et al.28
and Alizard et al.,29 or specific in-house codes, such as Browne
et al.30 and Ferrer et al.,31 only the work on Peplinski et al.32
provides information on how to perform global instability
analysis with the open-source code Nek5000. Here, the Open-
FOAM toolbox has been selected for this purpose because its
previous success in this field deals with complex three-
dimensional flows.10,33–36 The validation of the method has
been carried out with well-known but challenging cases; the
global direct and adjoint instability analysis of the flow around
a cylinder, the flow over a 2D and 3D open cavity and the flow
confined in a cubic lid-driven cavity.
2. Theoretical fundamentals
The motion of a 3-D incompressible viscous flow is described
by the following continuity equations and the dimensionless
Navier–Stokes equations in Cartesian coordinates:
r  u ¼ 0 ð1Þ
@u
@t
þ u  ru ¼ rpþ Re1r2u ð2Þ
where Re is the Reynolds number defined as,
Re ¼ UL=l ð3Þ
with U being the reference velocity, L the length reference, l
the kinematic viscosity, the velocity vectors u ¼ ½u; v;w
expressed in Cartesian coordinates (x, y, z) and p the modified
pressure. The mathematical problem is closed with proper
boundary conditions for velocity and pressure depending upon
the flow subject to study. A linearized problem can be obtain-
ing by decomposing the flow in a steady base flow u (x, y, z)
and a three-dimensional unsteady small perturbations
u0ðx; y; z; tÞ with  1. The linearized Navier–Stokes equa-
tions are obtained by retaining the OðÞ terms
r  u0 ¼ 0 ð4Þ
@u0
@t
þ u  ru0 þ u0  ru ¼ rp0 þ Re1r2u0 ð5Þ




where the operator A is the Jacobian matrix of the right hand
side of the Navier–Stokes equations. According to the TriGlo-
bal ansatz1, solutions of Eq. (6) are sought as eigenmodesu0ðx; y; zÞ ¼ u^ðx; y; zÞekt þ c:c: ð7Þ
where k ¼ kr þ iki, ki with representing the frequency, kr the
amplification/damping rate of the sought perturbation and
c:c: the complex conjugate. Finally, the combination of the
Eq. (7) with Eq. (6) leads to the following eigenvalue
problem
ku0 ¼ Au0 ð8Þ
which solution characterizes the instability of the flow. The
structural sensitivity of the eigenmodes to modifications of
the base flow can be calculated with the construction of a
bi-orthogonal or adjoint operator22,25 A*, whose eigenfunc-
tions v^ ¼ ½u^; v^; w^ are left eigenvectors of the Jacobian
matrix. This equivalently reads
ðA  kIÞv^ ¼ 0 ð9Þ
These adjoint equations can be written in a similar fashion
to the linearized Navier–Stokes Eqs. (4) and (5) as




þ u  rv0 þ v0  ru ¼ rm0 þ Re1r2v0 ð11Þ





By perturbing the direct eigenvalue problem Eq. (8) it is
obtained that
dðA kIÞu^ ¼ ðdA dkIÞu^þ ðA kIÞdu^ ð13Þ
and using the adjoint relation (9) leads to a relation between
the change induced in the eigenvalue dk by the modification
of the Jacobian-matrix,
dk ¼ v^dAu^
v^  u^ ð14Þ
If a spatial localized perturbation as dA ¼
dðx x0; y y0; z z0Þ is introduced in the above equation,
it is possible to define a function that localizes the spatial posi-
tions where the k eigenvalue is most sensible to perturbations
of the Jacobian-matrix through small changes in the base flow,
enabling the possibility of suppressing instability onsets by
small modifications in the base flow, as done experimentally
by Strykowski and Sreenivasan,37 which leads to
dkðx; yÞ ¼ jv^jju^j
v^  u^ ð15Þ
The derivation of the adjoint operator can be found in mul-
tiple classical textbooks, e.g. Golub and van Loan38 or Morse
and Feshback,39 where the most critical step is deriving proper
boundary conditions for the treatment of the bilinear concomi-
tant. In what follows, the derivation is omitted for simplicity
and the adjoint equations will be presented with correct
boundary conditions that satisfy a zero bilinear concomitant.
Further details about the construction of the adjoint operator,
318 Q. Liu et al.the corresponding boundary conditions and their use to
determine the structural sensitivity of the eigenmodes can be
found in the works of Hill,22 Giannetti and Luchini.25 The next
section will be focused on the required modifications to
OpenFOAM for the extraction of the direct and adjoint
eigenmodes in a time-stepping matrix-free context, as
performed by Tuckerman and Barkley40 and Barkley et al.183. Numerical method
3.1. Direct and adjoint linearized Navier–Stokes equations
The development of the direct and adjoint linearized Navier–
Stokes equations by modifying the incompressible transient
solver of the open-source CFD software OpenFOAM, named
icoFoam is shown next. This solver, based on a classical finite
volume formulation41 and a pressure-implicit with splitting of
operators (PISO)41–43 algorithm, has demonstrated a high-
quality performance in the recent literature.10,33–35 This algo-
rithm and its modifications to create solvers for the linearized
and adjoint Navier–Stokes equation, named dirIcoFoam and
adjIcoFoam respectively, are explained here in detail. The
key idea of the PISO algorithm is that for small time steps
the pressure–velocity coupling is much stronger than the
non-linear convective coupling, therefore it is possible to split
the solution into a set of corrections where the pressure is
decoupled from the velocity, since the velocity in the momen-
tum equation dose not need to be updated for each pressure
correction. Although this procedure is not formally necessary
to solve the LNSE, since these equations are linear, the PISO
method of solution can be applied in order to treat in an expli-
cit manner the convective term in which the volume flux con-
tribution of the perturbation velocity needs to be evaluated, as
it is detailed next.
A similar notation to Jasak43 will be employed in what fol-
lows. As an example in streamwise direction, the semi-
discretization of the convective term of the Navier–Stokes
using finite volumes in a polyhedron is written as
Z
v
r  ðuuÞdV ¼
Z
s
uu  n^dS ¼
X
i








where the velocity is evaluated on the faces i of the polyhe-
dron P, Si is the normal vector to face i which norm equal
to the face area, /i is flux on face i, aP and aN are the
function of u, and subscript N represents the neighbors
polyhedron to P. Finally, the flux /i is obtained by interpo-
lation of the node values adjacent to each surface. Taking
this formulation into account, the momentum equation of
the Navier–Stokes Eq. (2) can be equivalently defined and
initialized as
u ¼ a1P HðuÞ  a1P rp ð17Þ
aP contains the discretization matrix operator of the implicit
term while HðuÞ represents the explicit terms of the velocity.The first two terms of the above equations are represented in
Line 1 of Listing 1 in OpenFOAM notation, where fvm is
the namespace, which is defined as the implicit version of the
operators (ddt, div or laplacian). A momentum predictor is
then obtained using the momentum equation and the pressure
from a previous step, which in OpenFOAM notation is
written in Line 3 of Listing 1.
Recalling Eq. (17), the explicit terms can be written as
u ¼ a1P HðuÞ ð18Þ
This term is represented in Lines 5 and 6 in Listing 1, where
the functions UEqn.A() and UEqn.H() extract the implicit and
explicit terms from Eq. (17). The momentum equation is then
written as
u ¼ u  a1P rp ð19Þ
where the left hand side term is divergence-free and the conti-
nuity equation can be applied to obtaining the laplacian
equation:
ru ¼ r  a1P rp ð20Þ
in which the left hand side can be treated explicitly. Next the
velocity flux / is updated with the new velocity, which permits
the obtention of the new pressure field, as seen in Lines 8 and 9
in Listing 1.
Finally the divergence-free velocity u is corrected with the
correct pressure gradient with Eq. (17) and the last step of
the PISO algorithm consists of advancing the time-step.
Non-orthogonality effects, boundary conditions corrections
and details about the discretization have been omitted for sim-
plicity. This PISO algorithm is summarized in Algorithm 1 (see
the Appendix A). This algorithm can be easily modified in
order to solve the direct and adjoint linearized Navier–Stokes
equations. It is trivial to observe from Eqs. (5) and (10) that
the main difference with the full Navier–Stokes equations are
the additional advection terms and the different signs in case
of the adjoint equations. Since the terms related with the base
flow are constant, and the predictor fluxes of the perturbation
are constructed with the perturbation velocity from previous
step, the additional advection term of direct and adjoint equa-
tions can be formed in a explicit manner, thus the equations to
be solved are equivalent to the non-linear case. In other words,
the base flow advection term can be treated as a source
term. Therefore, dirIcoFoam and adjIcoFoam solvers for
Eqs. (5) and (11) can be constructed by modifying the matrix
UEqn with adding the new advection term. The source code
of dirIcoFoam is represented in Listing 2, where U refers
now to the perturbation, UB is the base flow and fvc is the
namespace, which are, defined the explicit version of the oper-
ator (div).
Similarly, the adjoint equation solver dirIcoFoam is repre-
sented in Listing 3, where V refers to the adjoint perturbation.
Note that special treatment of the temporal scheme is required
for the backwards temporal integration of the adjoint
equations.






and pfvVectorMatrix UEqn (fvm::ddt(U) + fvm::div(phi,U)-fvm::
laplacian(nu,U));2 . . .3 solve(UEqn == -fvc::grad(p));4 . . .
5 volScalarFeld rUA= 1.0/UEqn. A();6 U* = rUA*UEqn.H();7 . . .8 phi = (fvc::interpolate (U*) & mesh.Sf());9 fvScalarMatrix pEqn (fvm::laplacian(rUA, p) == fvc::
div(phi));Listing 2. Correction step in dirIcoFoam11 Summary of boundary c
dary type
w
: u0 and p0 are the direct pertur
ressure in Eqs. (10) and (11).fvVectorMatrix UEqn2 (3 fvm::ddt(U)4 + fvm::div (phiB,U)5 + fvc::div (phi, UB)6  fvm::laplacian (nu, U)
7 );Listing 3. Correction step in adjIcoFoam1bfvVectorMatrix UEqn2 (3 fvm::ddt(V)4 + fvm::grad((UB) & V)5 + fvc::div (phiB, V)6  fvm::laplacian (nu, V)
7 );3.2. Global instability analysis
Two different methods are presented for the new solvers dirI-
coFoam and adjIcoFoam, as shown in Algorithm 2 and Algo-
rithm 3 (see the Appendix A). Algorithm 2 shows the power
iteration method. In the steady flow, the leading eigenmode
preserves its initial magnitude and the others eigenmodes are
damped while the temporal integration, frequency ki and
damping/growth rate kr of the leading eigenmode can be
extracted using the time history date. This is achieved by fitting
time history date of any flow variable to prescribed oscillatory
exponential solution Eq. (7) via a standard least-squareonditions used in direct and adjoi
Direct instability analysis
u0ðx; y; zÞ ¼ ð0; 0; 0Þ; @p
0ðx; y; z
@n





¼ 0; p0ðx; y; zÞ ¼ 0
ation velocity and pressure field in Eapproximation. Once damping/growth ratio is obtained, the
residual algorithm developed by Theofilis44 is used to deter-
mine the real u^r and imaginary part u^i of the spatial eigenmode
u^. This consists of writing solution Eq. (7) at two different
times t1 and t2 with two unknown parameters u^r and u^i
u0ðx; y; z; t1Þ ¼ ðu^rðx; y; zÞcoskit1  u^iðx; y; zÞsinkit1Þekrt1 ð21Þ
u0ðx; y; z; t2Þ ¼ ðu^rðx; y; zÞcoskit2  u^iðx; y; zÞsinkit2Þekrt2 ð22Þ
leading to a easily solvable linear system. Since this method is
solely based on power iterations, the present algorithm can
only provide the structural sensitivity of the leading eigenvalue
of the flow, which is the responsible for the onset on the
instability. In addition, this method is equivalent to the tempo-
ral integration, so it converges as  ejk1k2 js, thus this algorithm
is very effective when a gap between first and second eigen-
value is expected in the spectrum. In addition, because of this,
the computational resources employed in terms of CPU time in
the analysis can be significantly smaller to those required in the
obtaining of the steady base flow using a transient method.
Algorithm 3 shows the implementation of this methodology
employing the solvers dirIcoFoma and adjIcoFoam. Alterna-
tively, Krylov-subspace projection methods, such as those
described in Tuckerman and Barkley40 and Barkley et al.,18
are straightforward to implement with the dirIcoFoam and
adjIcoFoam solvers. Particularly, this is the preferred method
in case the obtaining of a larger subset of the spectrum is
required.4. Results
4.1. Sensitivity of flow past a circular cylinder
The well-known example of the cylinder wake flow has served
as validation of the present methodology. A similar mesh to
the one employed in the work of Go´mez et al.45 has been
used for the generation of a base flow at Re = 40. The
boundary conditions for the direct instability analysis are
derived straight forward from the linearization of the bound-
ary conditions used for the base flow. The derivation of the
adjoint boundary conditions is not trivial, and the reader
can refer to the works of Barkley et al.18 or Giannetti and
Luchini.25 The details of the boundary conditions used in
the direct and adjoint instability analysis are summarized in
Table 1. We employ Dirichlet for velocity and Neumann
for pressure at inlet and cylinder surface, while both Dirichlet
and Neumann are employed at the outlet. Although this out-
flow boundary condition is not formally correct, it can bent cases.
Adjoint instability analysis












qs. (5) and (6), where v0 and m0 denote adjoint perturbation velocity
Fig. 1 Contour plot of structural sensitivity of the first instabil-
ity of cylinder flow dkðx; yÞ at Re= 40.
320 Q. Liu et al.imposed in the computational domain, which is large enough
for the adjoint mode to be vanished at the far-field, as indi-
cated by Barkley et al.18 Fig. 1 shows the structural sensitiv-
ity of the first instability of the cylinder flow dkðx; yÞ at
Re= 40 corresponding to an eigenvalue k1=0.03 + i0.126
in excellent agreement with the results from Refs.25,46 It can
be seen that the structural sensitivity function is confined
inside the computational domain, proving that the employed
domain is large enough for the present calculations. More-
over, this figure is in perfect agreement with those available
in the literature25 and indicates the instability mechanism is
located in two lobes placed symmetrically inside the
separation bubble.
4.2. Flow over a 2-D open cavity
Open cavity flow, as an interesting topic in the fluid mecha-
nism, has been researched more than half a century. Here we
focus on the recovery of the shear layer instability which is well
known in the 2-D open cavity case and has been described in
detail by Rossiter.47 The cavity configuration and flow condi-
tions are controlled by the ratio of the cavity length to depth
L/D, the Reynolds number depends on the cavity depth
Re ¼ UL=v, the ratio of the cavity length to the initial bound-
ary layer momentum thickness at the leading edge of the cavity
is L=h and d is the boundary layer displacement thicknsess.
Note that the Reynolds number based on the displacement
thickness Red almost remain constant for the two different
studied cases at Re= 1400 and Re= 1900, as shown in
Table 2.Table 2 Parameters of 2D open cavity with aspect ratio
L/D = 2.
Re L/ h d Red
1400 51.948 0.0997 139.58
1900 70.572 0.0734 139.46
Table 3 Grid convergence based on velocity u for the 2D
open cavity at Re = 1400 using three meshes.
Mesh Cell number u(1.1,0) GCI (%)
M1 10878 0.20243
M2 24280 0.20338 0.82019
M3 54136 0.20373 0.30266The Richardson48 extrapolation generalized by Roache49 is
employed for the mesh refinement study, as previously
employed by Sanmiguel-Rojas et al.33 A grid convergence
index (GCI) is defined as




where uj is the variable discretized on mesh j, being j + 1 finer
than j and n indicates the order of the convergence rate of the
discretization, calculated as n ¼ ln ujujþ1
ujþ1ujþ2
 
=ln l: Table 3
shows three different resolutions with refinement ratio
l = 1.5 in each direction and the probed velocity u at point
(1.1,0) is located at the shear layer region of the cavity. Notice
that as the grid is refined as M1 (coarse), M2 (medium) and
M3 (fine), and the grid convergence index obtained with
l= 1.5 and n = 1.25. The grid convergence index decreases
and it can be seen that the M2 resolution with 24280 cells, cor-
responding to a GCI <1, is sufficient to accurately predict the
flow in the open cavity at Re= 1400. Thus here we employed
this M2 mesh for both the two-dimensional and the consecu-
tive three-dimensional computations. Mesh details are showed
in Fig. 2(a). Note that mesh stretching is applied in the wall-
normal direction, accumulating grid points near the shear layer
and thus refining the cavity, which ensures that the physical
properties are precisely described.
The inflow, wall and outflow boundary conditions for the
direct and adjoint instability analysis are the same as the pre-
ceding cylinder case. Table 1 shows these boundary conditions.
Fig. 2 shows the time evolution of the residual of kinetic
energy E(t) from the direct numerical simulation (DNS) of
the 2D open cavity flow at Re= 1400. The constant of slope
corresponds to the damping rate of the least stable stationary
mode k ¼ 0:0179, where DE ¼ EðtÞ  E0, E0 is the convergence
value of kinetic energy. This value is in good agreement with
the spectrum obtained by de Vicente et al.50Fig. 2 Mesh and time evolution of kinetic energy residual of 2D
open cavity at Re= 1400 by DNS.
Table 4 Eigenvalues of the least stable mode get by residual
algorithm for 2D open cavity flow at Re= 1400 and
Re= 1900 with DNS (icoFoam), direct instability analysis
(dirIcoFoam) and adjoint linear instability analysis
(adjIcoFoam).
Algorithm k (Re= 1400) kr þ iki(Re= 1900)
icoFoam 0.0179 0.0123 + i 0.5001
dirIcoFoam 0.0175 0.0124 + i 0.5001
adjIcoFoam 0.0182 0.0124 + i 0.5002
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vers can be seen in Table 4. Figs. 3 and 4 show the correspond-
ing eigenfunctions of these least stable eigenvalues. At
Re= 1400, we can see in Fig. 3 that the flow structure associ-
ated with the stable steady eigenvalue is confined inside of the
cavity, indicating that the shear layer effect does not dominate
the flow features at Re= 1400. In agreement with this, Bre´sFig. 4 Real part of direct eigenmode u^, v^ and real part of
Fig. 3 Real part of direct eigenmode u^. v^ and real part of
Fig. 5 Sensitivity function dkðx; yÞand Colonius51 pointed out that at the subcritical condition
Re= 1500 the shear layer mode damps fast and the oscillation
frequency can only be measured at early times, which proves
that this stationary mode is dominant at those values of
Reynolds number. Fig. 5(a) shows that the structural
sensitivity of this stable mode is confined inside the cavity.
As the Reynolds number increases to a supercritical value of
Re= 1900, the dominant 2-D global mode of the open cavity
flow is no longer related to the cavity and it is dominated by
the shear layer effects, as seen in Fig. 4. Correspondingly,
the structural sensitivity of the eigenvalue now lies on the shear
layer over the cavity, as shown in Fig. 5(b).
4.3. Flow over a 3-D open cavity
The structural sensitivity of the flow over a three-dimensional
cavity is studied here. The instability analysis of this flow has
been and is still the subject of several studies, specially focusingadjoint eigenmode u^, v^ of open cavity at Re= 1900.
adjoint eigenmode u^, v^ of open cavity at Re= 1400.
of two-dimensional open cavity.
Fig. 6 Open cavity configuration, ju^1j direct eigenmode, jv^1j adjoint eigenmode and sensitivity function dkðx; y; zÞ of 3D open cavity at
Re= 1400.
Table 5 Parameters of 3D open cavity with aspect ratio
L/D= 2.
L/D K /D Re L/h d Red
2 1.1 1400 51.9488 0.0997 139.59
Table 6 Comparison of leading mode of 3D instability results
from the open cavity by residual algorithm.






dirIcoFoam 0.02548 0.0076 0.1601
Adjoint instability
analysis
adjIcoFoma 0.02561 0.0076 0.1609
322 Q. Liu et al.on the self-sustained oscillation of the shear layer,52–54 known
as shear layer mode or Rossiter mode.48 However, different
from the two-dimensional case, this configuration also presents
a three-dimensional instability. Bre´s and Colonius51 seem to be
the first to point out the three-dimensional instability of the
open cavity, which arises from a centrifugal instability
mechanism associated with the main recirculate vortex in the
rear of cavity. In addition, de Vicente et al.50 investigate the
early stage of the three-dimensional flow associated with cen-
trifugal effects around the recirculation vortex inside the cav-
ity, and the result shows that the shear layer effects are not
dominant in the nonlinear saturated state.
Like in the previous 2-D case, the instability of the flow over
the open cavity with an homogeneous spanwise spatial direc-
tion is investigated with the three-dimensional linearized and
adjoint linearized Navier–Stokes equations following the Algo-
rithm 2. In this case, the base flow used in the three-dimensional
linear instability analysis relies on the existence of a 2D steady
base flow with a Fourier expansion along the spanwise homo-
geneous direction. All the parameters governing the flow are
sketched in Fig. 6(a) and stated in Table 5. Notice that in addi-
tion to the two-dimensional case parameters, a spanwise extent
K is introduced as additional parameter.
In agreement with the resolution study in Table 3, mesh M2
is preformed with a spanwise extrusion of uniform 15 cells in z
direction. The inflow, wall and outflow boundary conditions of
the direct and adjoint instability analysis are the same as the
2D open cavity case.
As an additional validation, the shear layer spreading rate
along the cavity length, defined as dx,
54 is measured. We find
that for the present simulation the spreading rate
dx = 0.0482 with a thickness L/h= 51.948 is in agreement
with the values presented by Rowley et al.54 dx = 0.05 with
a thickness L/h= 53.Table 6 shows the 3D instability results, indicating that
growth/damping rate kr, frequency ki and Strouhal number
St ¼ kiD=2pU are in good agreement with previous work from
Bre´s and Colonius.51 Fig. 6(b) shows the modulus of the
velocity ju^1j of the first instability mode at Re= 1400, which
corresponds to an unstable configuration because of the posi-
tive growth rate. Translucent and solid isosurfaces represent a
normalized value of 0.2 and 0.5 respectively. The direct mode
rotates around the primary vortex inside the cavity, thus it is
originated by a 3D centrifugal instability mechanisms, as
observed by Bre´s and Colonius.51 Fig. 6(c) indicates that
adjoint mode jv^1j is also confined in the cavity. As a conse-
quence, the structural sensitivity of this eigenvalue must be
located in the cavity as well. It is worthwhile to note that the
Fig. 7 Direct and adjoint spectra, ju^1j direct eigenmode, jv^1j adjoint eigenmode and dkðx; y; zÞ of cubic lid-driven cavity at Re= 1000.
Instability and sensitivity analysis of flows using OpenFOAM 323adjoint mode near the upstream lip is not negligible. The spa-
tial distribution of the product between the direct mode and
the adjoint mode dkðx; y; zÞ is displayed in Fig. 6(d). This result
indicates that the ‘‘wavemaker” region (e.g. Giannetti et al.25)
of this flow is located inside cavity.
4.4. Flow inside a cubic lid-driven cavity
The direct-adjoint instability analysis has also been applied to the
wall-bounded 3D lid-driven cavity flow, which corresponds to a
TriGlobal problem, as a final example of the capability of the pre-
sent methodologies. Note that this TriGlobal problem is the only
one relatively well-known and reference spectra can be found in
the recent literature.10,25,55,56 A steady base flow at Re= 1000
has been obtained by means of the long-time integration of the
transient solver icoFoam using an identical mesh as in the work
ofGo´mez et al.10 at the same value ofReynolds number.Dirichlet
and Neumann boundary conditions are imposed for the adjoint
velocity and adjoint pressure respectively in all boundaries.
Fig. 7(a) shows the obtained direct and adjoint spectra
using the Algorithm 3, which are in excellent agreement with
previous analysis10,56, GLM and GGT refer to results by Gian-
netti et al.56 and Go´me et al.10 respectively using a 643 resolu-
tion. Concerning computational costs of the analysis, the
linearized solvers inherit concurrent execution capabilities
from the transient solver icoFoam, thus the computationalexpenses are similar to the ones showed in Go´mez et al.10
Fig. 7(b) and (c) show the normalized spatial distribution of
the velocity field modulus of direct and adjoint leading eigen-
function respectively, corresponding to k1 ¼ 0:1292	 i0:319,
translucent and solid isosurfaces represent a normalized value
of 0.3 and 0.7 respectively, lid moves in positive x-direction.
The spatial distribution of the product between these direct
and adjoint eigenfunctions dkðx; y; zÞ is shown in Fig. 7(d). The
large overlapping of the direct and adjoint eigenfunctions indi-
cates that the Jacobian matrix of this flow presents small non-
normality. This result is consistent with the literature, since
this kind of wall-bounded flows does not exhibit large transient
growth.57 Interestingly, the relevance of the end-wall affects
the three-dimensional global mode. Flow control based on this
feature could be exploited in a future work.
5. Conclusions
Specific details on the required modification for providing the
open-source toolbox OpenFOAM with global instability and
sensitivity analysis tools have been provided. The presented
methodology has been successfully validated against a large
number of well-known configurations of open and wall-
bounded flows. As a result, this methodology has proved to
be a new effective tool for further research in the global insta-
bility field.
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Appendix A.
Algorithm 1. PISO algorithm
S1: Set initial conditions
S2: Time-step iteration (t=0,1,. . .,tf)
T1: Obtain momentum predictor by solving momentum
equation using mass flux / from previous velocity and pressure
aPu ¼ HðuÞ  rp
T2: Piso Iteration (i=1,2,. . ., NPISO)
P1: Compute volume fluxed
P2: Solve the pressure equation
P3: Correct the velocity with new pressure field
P4: Update boundary conditions
S3: Advance time-step
Algorithm 2. Sensitivity analysis with direct and adjoint power
iteration
A1. Direct problem: Solve the liearized Navier-Stokes equations
B1. Initial condition: Set s, u0(0), u
B2. Call dirIcoFoma: u0  eAsu0ð0Þ
C1. For residual data via least-squares to obtain kr, ki:Eq.
(7), see Fig. 2(b)
C2. Apply residual algorithm to obtain u^r, u^i: Eq. (22)
A2. Adjoint problem: Solve the adjoint linearized Navier-Stokes
equations
B1. Initial condition: Set s, v0(0), u
B2. Call adjIcoFoma: v0  eAsv0ð0Þ
C1. For residual data via least-squares to obtain kr, ki: Eq.
(7), see Fig. 2(b)
C2. Apply residual algorithm to obtain v^r, v^i: Eq. (22)
A3. Structural sensitivity: Computer dkðx; yÞ ¼ jv^jju^j
v^  u^
Algorithm 3. Sensitivity analysis following Barkley et al.18
methodology
A1. Direct problem: Solve direct EVP(8)
B1. Initial condition direct problem: Set m,  and u0l
B2. Arnoldi iteration: Perform until convergence (l = 1,2,. . .,m)
C1. Call dirIcoFoam: u0l  eAsu0l
C2. Gram-Schmidt orthonormalization: (i= 1,2,. . ., l)
D1. From Hessenberg matrix hil ¼ u0Ti eAsu0l





D3. Normalize hlþ1;l ¼ jju0lþ1jj, u0lþ1 ¼
u0lþ1
hlþ1;l
B3. QR: Perform eigenvalue decomposition of the m m
matrix H and undo exponential transformation.A2. Ajoint problem: Solve adjoint EVP (12)
B1. Initial condition adjoint problem: Set m,  and v0l
B2. Arnoldi iteration: Perform until convergence (l = 1,2,. . .,m)
C1. Call adjIcoFoam: v0l  eAsv0l
C2. Gram-Schmidt orthonormalization: (i= 1,2,. . .,l)
D1. From Hessenberg matrix hil ¼ v0Ti eA
sv0l








D3. Normalize hlþ1;l ¼ jjv0lþ1jj, v0lþ1 ¼
v0lþ1
hlþ1;l
B3. QR: Perform eigenvalue decomposition of the m  m
matrix H and undo exponential transformation.
A3. Structural sensitivity: Computer dkðx; yÞ ¼ jv^jju^j
v^  u^
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