Many image segmentation methods utilize graph structures for representing images, where the flexibility and generality of the abstract structure is beneficial. By using a fuzzy object representation, i.e., allowing partial belongingness of elements to image objects, the unavoidable loss of information when representing continuous structures by finite sets is significantly reduced, enabling feature estimates with sub-pixel precision.
vertex coverage segmentation as a graph theoretic equivalent of pixel coverage segmentation. Computing a vertex coverage 23 segmentation involves integrating over all points along the edges of the graph. We show that for segmentations derived 24 from located cuts, the involved integrals may be reduced to simple closed formulas that are easy to evaluate. 25 In Section 5, we present a practical method for computing a located cut, starting from an arbitrary fuzzy segmentation. 26 To illustrate the benefits of the proposed framework, we perform an empirical study where we measure the area of 27 synthetic two-dimensional (2D) objects. The results of this study show that the proposed vertex coverage representation 28 allows area to be measured with much higher precision, compared to crisp representations. It is reasonable to expect that 29 similar improvements can be achieved for other features by following the same approach. 30 This paper extends our previous work, presented in [8] , in the following ways: 31 • We provide a formal framework for the proposed approach, thereby increasing its generality and applicability. 32 • We propose a general method for computing located cuts, starting from an arbitrary fuzzy segmentation of the vertices 33 of the graph. The proposed method is not tied to a particular segmentation method, but may be used in conjunction with 34 a number of popular graph-based segmentation methods. 35 • We evaluate the framework by measuring the area of a large number of synthetic 2D objects, comparing traditional 36 crisp object representation with the proposed vertex coverage representation. Significant improvements in measurement 37 precision are observed. 38 2. Background 39 In this section, we first present a number of graph-based segmentation methods that can be used as input to the described 40 framework. Thereafter, we discuss the concept of image elements being partially covered by one or several objects. 
Graph-based segmentation methods 42
Graph-based methods have been particularly popular in the context of seeded segmentation. Seeded segmentation meth-43 ods attempt to solve the segmentation problem in the presence of prior knowledge in the form of a partial segmentation.
44
Given an image where a small subset of the image elements (called seed-points) have been assigned segmentation labels 45 (e.g., object or background), an automatic method completes the labeling for all image elements. The seed-points may be 46 provided either by some pre-processing algorithm, or by a human user in an interactive setting. Here, we review a selection of graph-based methods for seeded segmentation. It should be noted that the framework proposed here is not tied to any 48 particular segmentation method. With limited work, any of the segmentation methods presented below can be adapted to 49 our framework, thus allowing improved feature measurements.
50
The minimal graph cuts [9] method calculates a cut separating the seed-points, such that the sum of the edge weights along 51 the cut is minimal. A variant of this method is the normalized cuts algorithm [10] . Another family of methods is based on the 52 calculation of a minimum cost path forest. These methods calculate a cut such that each vertex is connected to the closest 53 seed-point, as determined by some path cost function. Examples of this approach include the Image Foresting Transform (IFT) 24 In this section, we present basic definitions for graphs, graph cuts, and segmentation of graph vertices. Moreover, we 25 introduce the novel concept of edge segmentation of a graph. 
Notation and definitions

Graphs and graph cuts 27
A graph is here defined as a pair G = (V (G), E(G)), consisting of vertices v ∈ V (G) and edges e ∈ E(G) ⊆ V × V . In order 28 to simplify the notation, the vertices and edges of a graph will be denoted V and E instead of V (G) and E(G) whenever it is 29 clear from the context which graph G they belong to. An edge spanning two vertices v i and v j is denoted e ij . If e ij ∈ E, the 30 vertices v i and v j are adjacent. The set of vertices adjacent to a vertex v is denoted by N (v). The following will assume that 31 the graph is undirected, i.e., e ij ∈ E ⇔ e ji ∈ E. 32 A path is an ordered sequence of vertices π = ⟨v 1 , v 2 , . . . , v k ⟩ such that v i+1 ∈ N (v i ) for all i ∈ [1, k − 1]. We denote 33 the origin v 1 and destination v k of π by org(π ) and dst(π ), respectively. Two vertices v and w are linked in G if there exists 34 a path π in G such that org(π ) = v i and dst(π ) = w. The notation v i ∼ G v j will here be used to indicate that v i and v j are 35 linked on G. If all pairs of vertices in G are linked, then G is connected, otherwise it is disconnected. 36 If G and H are graphs such that
For any cut S ̸ = ∅, the graph (V , E \ S) is disconnected, i.e., it consists of two or more connected components. 
Graph segmentation 42
A segmentation of a graph into k object classes is here defined as a function that maps elements of the graph (vertices and 43 edges) to vectors x = (x 1 , x 2 , . . . ,
45 and 46 ‖x‖ 1 = 1.
(2) The set of vectors that satisfy Eqs. (1) and (2) is denoted U k . Each component x i in x represents the degree to which the graph 1 element belongs to the corresponding class. If all x i ∈ {0, 1} then x is crisp, otherwise it is fuzzy [29] .
2
A vertex segmentation assigns a vector from U k to each vertex of the graph.
Vertex segmentations and graph cuts are closely related. The boundary, ∂V, of a vertex segmentation V is here defined as
The relation between segmentations and cuts is summarized in the following, 6 well-known, theorem. . For any path π on G ′ it holds that V(org(π )) = 11 V(dst(π )). For all e ij ∈ ∂V, however, it holds that
Next, let S ⊆ E be a cut on G and let G ′ = (V , E \ S). Let V be a vertex segmentation of G such that each connected 13 component of G ′ has a unique label. Then for any edge e kl ∈ E it holds that 
For an undirected graph, we require that
for all e ij ∈ E. 
A framework for sub-pixel segmentation on graphs 24
In this section, we introduce the proposed framework for sub-pixel segmentation on graphs. The components of the 25 proposed framework are illustrated in Fig. 1 . this separation, we suggest to consider the edges of the cut as well, and specify a point along each edge of the cut where the 1 transition between different objects occur. A cut specified in this way is called a located cut.
Located cuts provide a natural way to define an edge segmentation based on a vertex segmentation, via the concept of 6 induced edge segmentation.
7
Definition 5 (Induced Edge Segmentation). Given a vertex segmentation V, and location T such that (∂V, T ) is a located 8 cut, the induced edge segmentation I V,T is defined as
otherwise.
(4)
10
The induced edge segmentation I V,T is consistent with V. The practical benefit of the definition of induced edge 11 segmentation is that given a vertex segmentation V, specifying a consistent edge segmentation is reduced to defining T .
12
The issue of defining T is discussed in Section 5. In the remainder of this section, we assume that T is given. 
Vertex coverage segmentation 14
If V is a vertex segmentation and E is an edge segmentation such that V and E are consistent, then we may view E as 15 an extension of V from the set of points for which t = 0 (points corresponding to vertices) to all points along the edges 16 of the graph. In this sense, E contains more information than V. In order to obtain good feature measurements of segmented 17 objects on the graph, we would like to take advantage of this additional information. Existing feature estimators, however, 18 are defined for vertex segmentations only. It is therefore of high practical interest to define a way of converting an edge 19 segmentation to a vertex segmentation, while preserving as much of the information from the edge segmentation as 20 possible. For this purpose, we now introduce the concept of vertex coverage segmentation, a graph theoretic equivalent of 21 the concept of pixel coverage segmentation discussed in Section 2.2.
22
We define the domain of a vertex v i as the set of points on the ''half-edges'' adjacent to the vertex, see Fig. 2 . Let E be an 23 edge segmentation of G. The vertex coverage segmentation C E of a vertex v i is a vector of U k defined as
For an arbitrary edge segmentation, the integral in the numerator of Eq. (5) may not be possible to evaluate analytically.
27
However, for an induced edge segmentation I V,T , the integral can be written in closed form as
for which the degree of membership is maximum. The maximum element of the segmentation vector is not necessarily 23 unique, and therefore this defuzzification strategy may give rise to ambiguities. If a strictly crisp segmentation is required, 24 then these ambiguities need to be resolved using some additional criterion. Here, we choose to assign the mean of the 25 maximum elements, thereby producing an almost crisp segmentation. Given a vector x ∈ R k , we define the defuzzified
30
If x has a unique maximum element, thenx is crisp. For a vertex segmentation V, the defuzzified vertex segmentationV is 31 defined as
33 for all v ∈ V .
34
We now use information from V to compute a location T such that (∂V, T ) is a located cut. From the definition ofV, 35 we know that for each edge e ij ∈ ∂V, the set of maximal elements of V(v i ) is different from the set of maximal elements of 36 V(v j ). Our strategy for determining a located cut is to perform a linear interpolation of the values of V along the edges in 37 ∂V, to find the point where the maximal element changes. For each edge e ij ∈ ∂V, we define the following scalar values: 
In the remainder of this section, we show that for the location T defined by Eq. (12), (∂V, T ) is a valid located cut. 
Evaluation
25
To study the ability of the proposed framework to produce segmentations from which features can be measured with 26 improved precision, we perform an empirical study where we measure the area of analytic 2D objects. shifted to 50 random ∧ positions within one pixel, and the digitization and area measurement procedure described below is 1 repeated for every position. Thus, a total of 30 000 measurements are performed. from their mathematical definition. The signed distance transform of a Koch snowflake is calculated in two steps. First, we 1 calculate the minimum distance between each pixel and the boundary of the snowflake. The boundary consists of a finite 2 number of line segments, and the minimum distance between a point and a line segment is straightforward to calculate 3 analytically. Next, we we rasterize all the constituent triangles of the snowflake to determine the pixels that are inside 4 the object, and multiply the distance value of these pixels by −1 to obtain the signed distance transform. Area estimation based on counting the number of object pixels in a crisp segmentation in Z 2 has been shown to be 4 multigrid convergent for non-fractal objects [31] , i.e., the relative estimation error decreases with increase of the image 5 resolution, or, alternatively, size of an object. If the observed graph is embedded in Z 2 , and used for representation of an 6 image object, the area estimates obtained from a vertex segmentation CV ,T , as well as fromV, by summing the values 7 assigned to vertices, are also multigrid convergent. This follows from the fact that for both these representations, only the ). This is highlighted 12 in Fig. 9 , which shows a log-log plot of the measurement errors for disks and snowflakes. The slope of the curves in Fig. 9 13 is the same for measurements based on the almost crisp segmentations and measurements based on the vertex coverage 14 segmentations, indicating that the convergence rate is the same. The plots show the maximum, mean, and minimum relative error of the measured area with respect to center point shifts for 1 disks, squares, and snowflakes, respectively. The precision of the feature measurements is greatly improved for the vertex 2 coverage segmentations CV ,T , compared to the almost crispV segmentations. The standard deviation of the relative error, 3 with respect to center point shifts, is on average reduced by a factor 4.7 for all objects in the experiment. The measurements 4 based on the vertex coverage segmentations suffer from a small systematic under-estimation, compared to the analytic 5 value. This bias is likely caused by the linear interpolation used to calculate the located cut. In this experiment, the areas 6 estimated from the vertex coverage segmentations are on average 0.06% smaller than the true area. This error, however, is 7 very small compared to the discretization errors of the crisp segmentation. We have presented a framework for extending the concepts of fuzzy segmentation and partial belongingness to objects 10 represented on an arbitrary graph. A key concept in this framework is the notion of a located cut, i.e., a graph cut specified 11 with sub-edge precision.
