The consensus from time series studies that have investigated the mortality effects of particulate matter air pollution (PM) is that increases in PM are associated with increases in daily mortality. However, recently concerns have been raised that the observed positive association between PM and mortality may be an artefact of model selection due to multiple hypothesis testing. This problem arises when a number of models are investigated, but only the ''best'' model is reported and all subsequent inference is based on this model, ignoring the model selection process. In this paper, we introduce the use of the bootstrap as a means of addressing the problems of model selection in PM mortality time series studies. Using the bootstrap to perform inference about the effect of PM on mortality is a process based on a set of models rather than on a single model. It is shown that using the bootstrap to overcome the problems of model selection is competitive with the existing methodology of Bayesian model averaging.
Introduction
Numerous time series studies have investigated the association between daily mortality and some measure of daily ambient particulate matter air pollution (PM) (Styer et al., 1995; Ostro et al., 1999; Chock et al., 2000; Kwon et al., 2001; Vedal et al., 2003; Filleul et al., 2004; Roberts, 2004b) . These studies typically fit a generalized additive model (Hastie and Tibshirani, 1990) or generalized linear model (McCullagh and Nelder, 1989) to concurrent time series of daily mortality, PM, and meteorological covariates. The fitted models are then used to quantify the effect of PM on mortality. The consensus from these studies is that increases in PM are associated with increases in daily mortality (Crosignani et al., 2002; Moolgavkar, 2003) . Recently, concerns have been raised that the observed positive association between PM and mortality may be an artefact of model selection due to multiple hypothesis testing (Clyde, 2000; Cox, 2000) . This problem arises when a number of models are investigated, but only the ''best'' model is reported and all subsequent inference is based on this model, ignoring the model selection process. In this vein, Lumley and Sheppard (2000) showed that non-negligible levels of bias could be introduced by the practice of selecting the pollutant lag, which maximizes the estimated adverse health effect of the pollutant. Subsequent to these studies, as a consequence of the Health Effects Institute's ''Revised Analyses of Time-Series Studies of Air Pollution and Health' ' (Health Effects Institute, 2003) , the problem of researchers basing their results on a single ''best'' model has been alleviated to some degree. Now many researchers do not report the results from a single ''best'' model, but describe extensive sensitivity analyses of the effect of PM exposure on mortality. However, even in these situations model averaging provides a means of synthesizing the results from these sensitivity analyses.
Bayesian model averaging (BMA) has been proposed as a method of overcoming the problems of model selection in PM mortality time series studies (Clyde, 2000; Sullivan, 2000; Koop and Tole, 2004a) . In BMA, inference about the effect of PM on mortality is based on a set of candidate models rather than a single model. BMA assigns each model in the set a weight or probability that reflects the degree to which the data support the model. These weights can be used to produce an estimate for the effect of PM on mortality that incorporates the estimates obtained from each model, to calculate the probability that PM has an effect on mortality, and to identify a few models that receive strong support by the data. By averaging the results across all such models, BMA incorporates model uncertainity. Clyde (2000) showed that BMA can lead to better predictive performance than using standard model selection. Koop and Tole (2004a) concluded that when BMA is used to incorporate model uncertainity, the measure of uncertainity associated with point estimates of the effect of air pollution on mortality can become very large.
In this paper, we investigate and describe the use of the bootstrap for model averaging in PM mortality time series studies. An excellent introduction to the use of the boostrap for model averaging can be found in Buckland et al. (1997) . Like BMA, bootstrap model averaging (BOOT) incorporates model uncertainty that results from searching through a set of candidate models. Until now, the use of the bootstrap for this purpose in PM mortality time series studies has not been investigated. Since model uncertainty plays an important role in understanding PM mortality time series studies, alternatives to methods such as BMA need to be explored and assessed.
In this paper, simulation studies will be used to investigate the use of BOOT compared to BMA. In these simulations, we compare the probabilities that the methods assign to each candidate model and the accuracy of the resultant estimated PM mortality effects. The results of these simulations will allow researchers to make more informed decisions about which method of allowing for model uncertainty, BMA or BOOT, is most appropriate for their purposes and how these methods compare to standard methods of model selection.
Materials and methods

Materials
The data used in this paper were obtained from the publicly available National Morbidity, Mortality, and Air Pollution Study (NMMAPS) database (Peng et al., 2004b) . The data we extracted consists of concurrent daily time series of mortality, weather, and PM for Cook County, Illinois for the period 1987 to 2000.
The mortality time series data, aggregated at the county level, are nonaccidental daily deaths of individuals aged 65 years and over. The weather time series data are 24 h averages of temperature and dew point temperature, computed from hourly observations. The measure of PM used was the ambient 24 h concentration of particulate matter of less than 10 mm in diameter, measured in units of mg/m 3 . The PM time series of length 5114 days was the only time series that contained missing values. The PM time series contained 251 days that were missing a PM concentration. For the simulations, days with missing PM concentrations were omitted. After these days were removed, 2 days that had PM concentrations above 150 mg/m 3 and 4 days that had mortality counts above 160 were removed. This action was taken to avoid these outlying points having an undue influence in the simulations.
Methods
In many community time series studies on the effect of PM on mortality, an additive Poisson log-linear model is fit to the time series of observed mortality (Kelsall et al., 1997; Daniels et al., 2000; Kim et al., 2003; Peng et al., 2004a) . Under this model, the daily mortality counts are modeled as independent Poisson random variables with a time varying mean m t on day t given by
Here, confounders(a) t represents other time-varying variables which are related to daily mortality. The parameter, a, specifies the degree of control used for the confounder adjustments larger a corresponding to more control F that is, the smooth functions used to model the effects of confounders become less smooth as a increases. The quantity a can be thought of as a nuisance parameter F while it is important that a be estimated accurately, its value is not of interest. The term f(PM) t is the PM exposure measure. In the subsequent analyses, f(PM) t is the value of interest as it yields the effect of PM on mortality and how this effect is distributed over time.
Under Model (1), the set of possible models is defined by the consideration of what functions of PM are associated with increased mortality and the complexity of the relationship between confounders and mortality. For example, if it is believed that lags of PM only up to 3 days are associated with increases in mortality then the functions of PM (f(PM) t ) considered would only involve the current and previous three days' PM concentrations.
Fitting a model similar to Model (1) is the approach taken in a number of studies including the recent NMMAPS analyses (Daniels et al., 2000; Dominici et al., 2003; Bell et al., 2004; Roberts, 2004a) . In these studies, both the confounders and the PM exposure measure included in Model (1) are fixed a priori. Under this approach the problem reduces to selecting the degree of confounder control or adjustment, a. In this paper we will show how the bootstrap can be used to perform model averaging in this setting for Model (1) with the additional freedom of not fixing a priori the PM exposure measure. A similar, but more complex, issue to selecting a value of a is addressed by Smith and Kohn (1996) , who use a Bayesian approach to estimate semiparametrically an additive regression model.
To apply BOOT in the context of PM mortality time series studies, we need to generate bootstrap resamples of the original mortality time series. BOOT then proceeds to fit each model in the set of candidate models to a large number of resampled mortality time series. Probabilities are then assigned to each model by noting the percentage of times that each model was ''best'', based on a standard model selection method such as Akaike Information Crtierion (AIC) (Akaike, 1973) . In the paragraphs that follow, we will describe how BOOT using block resampling with postblackening can be applied in the context of PM mortality time series studies. The first step in BOOT is to prewhiten the mortality time series by fitting a model that is intended to remove much of the dependence between the original observations. For this purpose, Model (1) is fit to the mortality time series using a host of (a, f(PM) t ) combinations considered plausible based on prior evidence such as previous research. In this study, as described in more detail below, we considered 14 a values ranging from 0.3 to 3 and 12 PM exposure measures f(PM) t for a total of 14 Â 12 ¼ 168 (a, f(PM) t ) combinations. Model (1) using the ''best'' (a, f(PM) t ) combination based on a standard model selection method is then used to prewhiten the mortality time series by basing resampling on the residuals from this model fit. The a value from the best (a, f(PM) t ) combination is denotedâ . The prewhitening is performed by extracting the residuals and estimated expected mortality counts from the best fitted model. The standard model selection method used in this paper is AIC. This criterion is the most commonly used model selection method in the PM mortality time series literature.
The second step involves generating B series of innovations using the stationary block bootstrap to resample the mean adjusted, standardized Pearson residuals from the best Model (1). The Pearson residuals for a generalized linear model are residuals based on the difference between observed data values and fitted values under the model. These residuals are subsequently standardized using a measure of the spread of the associated fitted values. Block resampling is used to ensure that any dependence in the Pearson residuals is preserved in the resampled series. To ensure that the resampled series is stationary, the block resampling should be performed using the stationary bootstrap. The B bootstrap resampled mortality time series are then generated by adding back the estimated expected mortality counts from the best Model (1) to each of the B resampled residual series F this process is called postblackening the resampled residuals. The value of B used in the simulations reported in this paper was 1000.
Ordinary bootstrapping ignores dependence structure in the data, assuming it to be composed of independent and identically distributed observations (i.i.d.). Obviously, for data developing through time as do the data considered here, the i.i.d. assumption is untenable. The block bootstrap is a relatively new technique designed to allow for dependence in data series. The basic idea is that in many time series applications, while dependence may be strong between observations close in time, the dependence is often absent or negligible for observations separated in time. As such, an effective resampling technique may treat the data as a sequence of ''blocks'' of data, which may be considered as roughly independent of one another. The basic idea is to simulate series whose dependence patterns resemble those of the original series, and so it is important that the blocks chosen have length commensurate with the extent of dependence in the original series. In this application, we have taken several steps to ensure that our resampled series closely mimic the structure of the original series. First, we have used ''prewhitening'', that is, fitting a basic model to the original series in an attempt to remove gross dependence features, so that the extent of dependence in the remaining series of residuals is reduced as far as possible. Second, we have addressed the obvious issues of dependence between adjacent blocks and edge effects related to the first and last blocks in block-based bootstrap schemes by employing the stationary block bootstrap, a technique whereby block length is random with mean length l, rather than using fixed length blocks, and overlapping blocks are permitted. ''Postblackening'', or restoration of gross model features to the resampled residual series, is used to then ensure that the replicated series mimic features of the original series as closely as possible. Block bootstrap schemes are discussed in detail in Davison and Hinkley (1997, Chapter 8) . The issue of mean block length is an important one, and we investigated resampling based on a number of different block lengths. Mean block lengths of sizes 5, 10, and 20 were considered, as dependence of this order was thought reasonable for daily series of the type considered here. We found that the results were relatively insensitive to choice of block length. The results presented in this paper are based on a block length of 10.
For each of the B resampled mortality time series, the model selection process proceeds by fitting Model (1) using each ðâ; f ðPMÞ t Þ combination. Probabilities are assigned to each combination by noting the number of times each combination was ''best'' based on AIC. These probabilities indicate the degree to which each PM exposure measure is supported by the data and allow a PM mortality effect estimate to be obtained that incorporates model uncertainty. This estimate is obtained by fitting Model (1) using each ðâ; f ðPMÞ t Þ combination to the actual mortality time series data and weighting the PM effect estimate obtained from each model by its associated probability. The components of BOOT using block resampling with postblackening are summarized in Figure 1 . The steps described in the figure are easily implemented using existing functions in the freely available statistical package R, version 2.0.0.
At this point it is important to further discuss the issue of ''plausible'' models for use in model averaging. Here we are using the ''NMMAPS set-up'' to define the set of plausible models for use with BOOT. However, BOOT could be applied using any set of models. The important point is that the set of models considered should reflect models considered broadly in the literature as reasonable based on existing judgement and evidence. Indeed, the use of model averaging with a set of models that contains many implausible models can result in the averaging process having little substantive meaning.
The use of BMA in PM mortality time series studies has been discussed extensively in the literature (Clyde, 2000; Sullivan, 2000; Koop and Tole, 2004a) , and so will not be described in detail here. We will be using BMA based on AIC as described in Clyde (2000) . To use BMA based on AIC in our context, Model (1) using each ða; f ðPMÞ t Þ combination is fit to the actual mortality time series data and a posterior probability assigned to model i using the formula exp ðÀ0:5AIC i Þ P M m¼1 exp ðÀ0:5AIC m Þ Here, AIC i is the AIC for model i and M is the total number of models fit. The estimated PM mortality effect is then obtained by weighting the PM mortality effect estimates obtained from each model by its posterior probability. BMA is computationally faster than BOOT because it avoids the need for resampling the data. The implementation of BOOT and BMA that we propose takes a different approach to the methods proposed by Clyde (2000) and Koop and Tole (2004a) . In these two papers, a pool of potential confounding variables was defined and BMA was used to assign probabilities to the models that could be formed by the inclusion/exclusion of the confounding variables. The approach proposed in this paper a priori fixes the confounding variables to be included and the problem of allowing for confounders reduces to selecting the degree of confounder adjustment or functional form of the confounders (i.e. the value of a). These are both valid approaches and BMA and BOOT could potentially be implemented to incorporate both approaches simultaneously, indeed, Clyde (2000) and Koop and Tole (2004a) partially achieve this aim in their search for the optimal degree of adjustment for longer term and seasonal trends.
Results
Simulation Study
In the simulations, the first 8 years or 2920 days of actual weather and PM data from Cook County is used. Although the weather and PM time series are actual, the corresponding mortality time series are generated using models that describe PM mortality effects.
Realistic Mortality Generation
In order to conduct the simulations we needed a way of generating realistic mortality time series. We used a method previously shown to generate realistic mortality time series (Roberts, 2005) , which proceeds by fitting the following Poisson log-linear model similar to those used in previous studies (Bell et al., 2004) to the actual Cook County mortality and meteorological time series data: log ðm t Þ ¼ S t 1 ðtime; 4 df per yearÞ þ S t 2 ðtemp 0 ; 6 dfÞ þ S t 4 ðdew 0 ; 3 dfÞ þ gDOW t ð2Þ
Here, the subscript t refers to the day of the study and m t is the expected number of deaths on day t. The S ti () are smooth functions of time, temperature and dew point temperature with the indicated degrees of freedom (df). The variables temp 0 and dew 0 are the current day's mean 24 h temperature and dew point temperature, respectively. The terms DOW t are a set of indicator variables for the day of the week. The smooth functions are represented using natural cubic splines. The second argument to the smooth functions S ti () determines the number of knots that are used in these smooth functions. The number of knots used is equal to the number of df minus one. For example, the smooth function of temperature is modelled using a natural cubic spline with five knots. The larger the number of knots, the more ''wiggly'' the smooth functions are allowed to be. Once Model (2) was fit, we extracted the estimated expected mortality counts, denotedm t . The effects of PM on mortality were explicitly specified and incorporated in the generated mortality time series by generating mortality time series that were Poisson distributed with mean c t on day t given by logðc t Þ ¼ logðm t Þ þ gðPMÞ t ð3Þ
Here, g(PM) t is ''true'' effect of PM on mortality. Mortality time series were generated using various specifications for g(PM) t :
1. No effect F PM has no effect on mortality. 2. Lag one effect F the effect of PM on mortality is concentrated on the previous day only. The effect used corresponds to a 0.21% increase in mortality for each 10 mg/m 3 increment in PM. A lag one effect was considered because this was the lag that received most attention in the recent NMMAPS 90 city study (Dominici et al., 2003) . The national average PM effect found by this study was 0.21%. 3. Moving average effect F the effect of PM on mortality depends on a moving average of PM. The moving average considered was the average of the previous 3 days' PM. The effect used corresponds to a 1.0% increase in mortality for each 10 mg/m 3 increment in PM. Smith et al. (2000) found the average of the previous 3 days' PM to be most strongly associated with mortality. In the area they considered the PM effect found was 1.0%. 4. Distributed lag effect F differential effects of PM on mortality over time were allowed. We assumed that the effect of PM on mortality decreased linearly to zero after 6 days. The effect used corresponds to a 1.41% increase in mortality for each 10 mg/m 3 increment in PM. The quantity 1.41% corresponds to the overall effect of PM on mortality found by Schwartz (2000) in his multi-city distributed lag study on the mortality effects of PM.
In this paper we are ignoring the possibility of threshold effects in the relationship between PM and mortality. A recent paper (Koop and Tole, 2004b) investigates the possibility of threshold effects in air pollution-mortality relationships using a Bayesian statistical framework that accounts for model uncertainty. We ignored thresholds because we wanted to focus attention on the comparison of BOOT with BMA; for this purpose the consideration of threshold effects would have unduly complicated matters.
Fitting Models to Generated Mortality
For each specification of the ''true'' effect of PM on mortality, 200 mortality time series were generated. To each generated mortality time series, BOOT, BMA, and standard model selection using AIC (standard AIC) were applied. The specification of Model (1) used was logðm t Þ ¼S t1 ðtime; 4a df per yearÞ þ S t2 ðtemp 0 ; 6a df Þ þS t 4 ðdew 0 ; 3a df Þ þ gDOW t þ f ðPMÞ t ¼ confoundersðaÞ t þ f ðPMÞ t
Here, a controls the degree of confounder adjustment by determining the number of df or knots used in the smooth functions of time, temperature, and dew point temperature.
For example, the smooth function of temperature uses 18 df or 17 knots when a ¼ 3 and 6 df or 5 knots when a ¼ 1. A larger number of knots for a particular confounder correspond to stricter control of that confounder.
Fourteen a values equally spaced between 0.3 and 3 were considered plausible and the following 12 f(PM) t values were considered plausible:
2. Single-day effects. f (PM) t equal to either the lag 0, lag 1, lag 2, or lag 3 PM concentration. 3. Moving average effects. f(PM) t equal to either the average of the lag 0 and lag 1 PM concentrations (avg 0-1), lag 0 to lag 2 PM concentrations (avg 0-2), lag 0 to lag 3 PM concentrations (avg 0-3), lag 1 and lag 2 PM concentrations (avg 1-2), or lag 1 to lag 3 PM concentrations (avg 1-3). 4. Distributed lag effects. f(PM) t equal to either an unconstrained distributed lag model of the lag 0 to lag 3 PM concentrations (lag 0-3), or a quadratically constrained distributed lag model of the lag 0 to lag 5 PM concentrations (lag 0-5). Details on quadratically constrained distributed lag models can be found in Schwartz (2000) .
This means that there were 14 Â 12 ¼ 168 (a, f(PM) t ) combinations, or 168 possible models. The standard AIC was used to choose the ''best'' of these 168 models. In these simulations, since we know the mortality generating model, it is clear that each of the 168 models used in the model averaging processes was plausible. In an actual application, careful consideration should be given to the set of models that will be used.
Results Tables 1 and 2 contain the results of the simulations. Table 1 contains the 25th, 50th, 75th percentiles and mean of the probabilities assigned to each of the 12 PM exposure measures by BOOT and BMA, for each set of 200 simulations. The reason that only 12 probabilities were reported for each method is that for BOOT the ''best'' single a value ðâÞ was selected from among the 14 considered before the bootstrapping was performed and for BMA the probabilities for each of the 12 PM exposure measures were summed across the 14 a values considered. These probabilities indicate the extent to which the data support each PM exposure measure. Overall it appears that both methods assign reasonable probabilities to the different PM exposure measures; that is, both methods typically assign the largest probabilities to the PM exposure measure that generated mortality. The only time this does not hold is when mortality was generated using the distributed lag effect. In this case, both methods assign similar probabilities to lag 0-5 (the PM measure that generated mortality) and avg 0-3. The reason for this phenomenon becomes apparent if we remember that the distributed lag effect used has a linear decay and the effect reduces to zero after 6 days, an effect pattern that can be well approximated by the avg 0-3 exposure measure. By comparing the probabilities assigned by each method, it is apparent that BOOT performs better than BMA when PM has no effect on mortality. In this situation the probabilities assigned to the true PM exposure measure by BOOT are approximately twice those assigned by BMA. For the other three ''true'' PM exposure measures, the probabilities assigned to the true exposure measure are very similar. For the single-day effect BOOT performs slightly better than BMA; for the moving average effect both methods perform about the same; and for the distributed lag effect BMA performs slightly better than BOOT. Table 2 contains the root mean squared errors (rmse) of the estimates for the effect of PM on mortality obtained from BOOT, BMA, and standard AIC. The rmse is a standard method of comparing estimators. The rmse values for the PM estimates obtained from BOOT and BMA were approximately the same except for when the distributed lag effect was used to generate mortality. In this situation, BMA offered a slight improvement in accuracy. It is also important to note that BOOT and BMA each offered an increase in accuracy over standard AIC when PM had no effect on mortality or when the effect of PM on mortality was concentrated at a lag of one day. The results from this section show that BOOT and BMA offer very similar performance and provide little evidence to decisively favour one method over the other. This is an important result and shows that the bootstrap offers a valid frequentist approach to model averaging in PM mortality time series studies, one that competes effectively with a form of BMA.
We ran additional sets of simulations to see the effect on BOOT of including implausible models in the set of candidate models and the effect of excluding the correct model from the set of candidate models. For the simulations where implausible models were included BOOT performed as we would hope and gave negligible probabilities to the implausible models. Even though the implausible models were given negligible weight this does mean that modelaveraging procedures are a substitute for a careful model selection process. Spurious inflation of the number of candidate models increases significantly the possibility of ''false positive'' selections under all model selection critieria, both Bayesian and frequentist. While this effect is unlikely to be major, it nevertheless increases the chance of a completely unsuitable model being viewed as acceptable, if only by chance. Finally, the computational cost of considering a much larger class of models is significant, and should be mitigated if at all possible by prudent pruning of the initial set of candidate models to include those deemed reasonable under other, less statistical criteria. In the simulations that excluded the correct model, the performance of BOOT was only marginally worse than when the correct model was included. The reason for this is that among the candidate models there were a number of models that were very similar to the excluded correct model.
Application
In this section the data from Cook County is used to illustrate the use of BOOT compared to BMA and standard AIC in a real data setting by applying the three methods to the actual Cook County mortality time series data for the period 1987-2000. To avoid the problem of missing data in the PM time series, missing concentrations were imputed as the average of the previous and subsequent day's concentrations. The specification of Model (1) used in the application was
Except for the average of the previous 3 days' 24 h mean temperatures (temp 1-3 ) and mean dew point temperatures (dew 1-3 ), the terms in the above model were defined in Model (2). The same 14 a values used in the simulations were used here. Table 3 contains the probabilities assigned to each PM exposure measure by BOOT and BMA and the PM mortality effect estimates obtained from these two methods and standard AIC. Both BOOT and BMA give the highest probability to the moving average exposure measure avg 0-3.
However both methods also give relatively high probabilities to other exposure measures suggesting that there is no clear choice for the underlying PM exposure measure in Cook County.
The PM mortality effect estimates obtained from BOOT and BMA are about the same and neither provides evidence for PM having an effect on mortality. On the other hand, the PM effect estimate obtained from standard AIC is much larger and, at the traditional 5% level, would provide evidence for an effect of PM on mortality. However, due to the model selection process implicit in finding the best single model via standard model selection, this kind of interpretation should be made with caution.
Discussion
An issue that deserves further discussion is the interpretation of the combined PM mortality effect estimates obtained from BOOT and BMA. For each method, the combined effect estimate is obtained by averaging PM effect estimates that have possibly different units. For example, what does it mean to combine an effect estimate for a single-day PM exposure with an effect estimate for a 3-day PM exposure measure and how is this combined measure interpreted? This issue also arises in other studies that have used BMA to investigate the mortality effects of PM. For this reason, some researcher may be opposed to using the probabilities assigned to each candidate model to form a combined PM mortality effect estimate. In this study the combined estimates obtained from BOOT and BMA were useful as a means of comparing the two methods. However, even if one is opposed to forming a combined PM mortality effect, this does not negate the usefulness of BOOT or BMA; the probabilities obtained from each method indicate the extent to which the data support each model and can be used to select a subset of models that are supported strongly by the data. Alternatively, for a fixed PM exposure measure BOOT or BMA could be used to determine how much the data support the inclusion of particular confounding variables or the functional form of particular confounding variables.
Finally, it is important to remember that the use of BOOT or BMA in no way negates the need for careful model selection in time series studies of PM and mortality. Model selection plays a crucial role in selecting a set of ''plausible'' models for use in the averaging process. Moreover, BOOT or BMA have the potential to give flawed results if a careful model selection process is not carried out and as a result the set of models used in the averaging process contains implausible models. For these reasons, we strongly endorse the practice of including in the set of candidate models a reasonably large collection of models considered sensible, but excluding models that are obviously not credible from a nonstatistical standpoint.
