A cross-period (diachronic) thesaurus enables users to search for information using modern terminology and obtain semantically related terms from earlier historical periods. The complex task of supporting the construction of a diachronic thesaurus by a domain expert lexicographer has hardly been addressed computationally until now. In this article, we introduce a semiautomatic iterative Query Expansion (QE) scheme for supporting diachronic thesaurus construction, which identifies candidate related terms based on statistical corpus-based measures. We use ancient-modern period classification to increase the performance of the statistical cooccurrence measures and extend our methods to deal with Multi-Word Expressions (MWEs). We demonstrate the empirical benefit of our scheme for a Jewish cross-period thesaurus and evaluate its impact on recall and on the effectiveness of the lexicographer's manual efforts.
INTRODUCTION
In the last decade, due to the increased availability of historical texts in digital form, applying Natural Language Processing (NLP) methods to these texts has become more popular [Sporleder 2010; Sánchez-Marco et al. 2011; Piotrowski 2012] . Specific linguistic properties of historical texts, such as nonstandard orthography, grammar, and abbreviations, pose special challenges for NLP. Another challenge, which was not addressed previously in computational works, is bridging the lexical gap between modern and ancient language.
In this article, we address the interesting task of constructing a cross-period thesaurus (a.k.a. a diachronic thesaurus). Thesauri usually contain thousands of target term entries. Each entry includes a list of related terms, which are related to the target term by various semantic relations. A crossperiod thesaurus enables users to conduct a search using a modern term and obtain related terms from earlier periods, which can expand the query in order to retrieve ancient documents. In our cross-period thesaurus, the target terms are modern, while their related terms are ancient. In many cases, while the actual modern term (or its synonym) does not appear in earlier historical periods, various aspects of the term are mentioned in ancient documents. For example, in our historical corpora, the modern term birth control has no ancient equivalent. However, various contraceptive methods are described in historical texts. Thus, when searching for birth control, semantically related ancient terms can be included in the thesaurus.
The goal of our semiautomatic scheme is to support constructing a high-quality publishable thesaurus for the Responsa diachronic corpus, the world's largest electronic collection of Jewish texts in Hebrew, which include thousands of years of Jewish learning. Such a cross-period thesaurus would be a valuable cultural resource as well as a useful tool for supporting searches in the corpus domain. The diachronic thesaurus is aimed to be comprehensive. Therefore, we search for topical similarity between the target term and its related terms. We require that the target term and its related terms would either have a lexical semantic relation between their meanings (e.g., synonyms, hyponyms, and antonyms) or share a common subject area or topic.
Corpus-based thesaurus construction is a broad research area [Curran and Moens 2002; Kilgarriff 2003; Rychlý and Kilgarriff 2007; Liebeskind et al. 2012; Zohar et al. 2013] . Typically, two statistical approaches for identifying semantic relatedness between words have been investigated: first-order (cooccurrence-based) similarity and second-order (distributional) similarity [Lin 1998; Gasperin et al. 2001; Weeds and Weir 2003; Kotlerman et al. 2010] . In this article, we focus on statistical measures of first-order similarity (see Section 2.1). These measures are effective for thesaurus construction as stand-alone methods and as complementary to second-order methods [Peirsman et al. 2008 ]. Firstorder measures assume that words that frequently occur together are topically related [Schütze and Pedersen 1997] . Thus, statistically prominent cooccurrence provides an appropriate signal to identify related term candidates for thesaurus entries.
Since the precision of fully automatically constructed thesauri is typically low (e.g., Mihalcea et al. [2006] ), we adopted a semiautomatic setting for thesaurus construction. In our setting, related candidate terms for the thesaurus were automatically generated and judged by a domain expert lexicographer. Our recall-oriented setting assumes that effective manual effort is worthwhile for increasing the thesaurus coverage.
To apply statistical cooccurrence measures for a cross-period thesaurus construction, a historical corpus is needed. In general, there are two types of historically relevant corpora: ancient corpora, containing ancient language, and modern corpora, containing citations and references to ancient language (mixed corpora). Since in our setting the thesaurus target terms are modern terms, which do not appear in ancient corpora, cooccurrence methods would only be applicable on a mixed corpus. In a preliminary study [Liebeskind et al. 2012] , we applied an algorithmic scheme, which applies firstorder similarity and morphological aspects of corpus-based thesaurus construction on a mixed corpus of a historical domain. We observed that the target terms had low frequency in this corpus. Since statistical cooccurrence measures have poor performance on low statistics, the obtained results were not satisfactory. Therefore, we decided to apply Query Expansion (QE) techniques to increase the number of documents in the statistical extraction process, which reduces the low-statistics problem.
We recognized two potential types of sources of lexical expansions for the target terms. The first is lexical resources available over the internet for extracting different types of semantic relations [Shnarch et al. 2009; Bollegala et al. 2011; Hashimoto et al. 2011] , in our case, Hebrew Wiktionary, a collaborative project to produce a free-content Hebrew dictionary that includes over 16,000 entries. The second is lists of related terms extracted from a mixed corpus by a first-order cooccurrence measure, which contain both ancient and modern terms (as described in Section 2.1). We used these terms to increase thesaurus coverage by query expansion techniques. Furthermore, expanding the target term with ancient related terms enabled the use of ancient-only corpora for enhancing cooccurrence-based extraction.
In addition, we include modern related terms in our diachronic thesaurus because we have realized that including them would contribute to the thesaurus utility in the following two ways. First, modern • 22:3 related terms might be added as new entries in the thesaurus, which will in turn be used as input terms for the semiautomatic construction process. In addition, such new modern terms may inherit some related terms from the original target term to which they were found as related. Second, related modern terms from the thesaurus may be useful for QE of user searches, in addition to expansions by ancient terms.
Following these observations, we present an iterative interactive query expansion scheme for bootstrapping thesaurus construction. Our approach bridges the lexical gap between modern and ancient terminology by means of statistical cooccurrence approaches. The cooccurrence measures are extended to deal with Multi Word Expressions (MWEs). We investigate the influence of period classification on the manual annotation process and use ancient-modern period classification to increase the performance of the statistical cooccurrence measures. Additionally, we use general corpora of modern language for candidate filtering, and explore different ways to improve the query expansion process. We demonstrate the empirical advantage of our scheme over a cross-period Hebrew corpus for a Jewish domain and evaluate its impact on recall and on the effectiveness of the lexicographers' manual effort. This article follows up on our earlier short paper and extends that work substantially.
The language of our case study diachronic thesaurus is Hebrew. For 1,700 years Hebrew was not used as a spoken language. The spoken languages in the different Jewish communities were usually the local languages or dialects incorporating Hebrew and Aramaic items, whereas Hebrew was used for written purposes. The revival of Hebrew as a spoken language was led by Eliezer Ben-Yehuda in the late 19th century and early 20th century [Fellman 1973 ]. It was closely connected with the national renaissance of the Jewish people, as well as with Judaism [Blau 1981 ]. Ben-Yehuda used a stock of 8,000 words from the Bible and 20,000 words from rabbinical commentaries and codified and planned the language of Modern Hebrew. Modern Hebrew uses Biblical Hebrew morphemes, Mishnaic spelling, and Sephardic pronunciation, with idioms and calques borrowed from Yiddish. Considering the historical development of Hebrew, there is a sharp and very common distinction between the formal or religious ancient written Hebrew and the modern Hebrew language.
BACKGROUND
This section presents the background necessary to understand the contributions of this article to semiautomatic diachronic thesaurus construction. Figure 1 (in Section 3) illustrates how the described components are combined in our iterative semiautomatic scheme.
Automatic Thesaurus Construction
Automatic thesaurus construction focuses on the process of extracting a ranked list of candidate related terms (named candidate terms) for each given target term. We assume that the top ranked candidates will be further examined (manually) by a lexicographer, who will select the related terms for the thesaurus entry.
2.1.1 First-Order Cooccurrence Similarity. Statistical measures of first-order similarity (word cooccurrence), such as Dice coefficient [Smadja et al. 1996] and Pointwise Mutual Information (PMI) [Church and Hanks 1990] , were commonly used to extract ranked lists of candidate related terms. These measures consider the number of times each candidate term cooccurs with the target term in the same document, relative to their total frequencies in the corpus.
In our setting, we construct a thesaurus for a morphologically rich language (Hebrew). Therefore, we followed the Liebeskind et al. [2012] algorithm, which proposed a schematic methodology for generating a cooccurrence-based thesaurus in Morphologicall Rich Languages (MRL). In particular, this 22:4 • C. Liebeskind et al. scheme investigated three options for term representation, namely, surface form, lemma, and multiple lemmas, supplemented with clustering of morphological term variants. While the default lemma representation was dependent on tagger performance, the two other representations avoided choosing the right lemma for each word occurrence. Instead, the multiple-lemma representation assumed that the right analysis will accumulate enough statistical prominence throughout the corpus, while the surface representation solved morphological disambiguation "in retrospect," by clustering term variants at the end of the extraction process. Liebeskind et al. [2012] experimented with automatic thesaurus construction from a cross-genre Hebrew corpus. They showed that target term lemma-based representation with candidate representation at the surface level, which was complemented by grouping term variants to lemmas in a postprocessing clustering phase, outperformed other representation variants.
Therefore, our automatic statistics extraction was performed as follows. First, our target term was represented in its lemma form. For each target term, we retrieved all the corpus documents containing the given target term lemma. Then, we defined a set of candidate terms that consisted of all the terms in all these documents. Next, the Dice cooccurrence score between the target term and each of the candidates was calculated, based on their document-level statistics in the corpus. After sorting the terms based on their scores, the highest rated candidate terms were clustered into lemma-based clusters (as in Liebeskind et al. [2012] ). Finally, we ranked the clusters by summing the cooccurrence scores of their members, 1 and then the highest rated clusters constituted the candidate terms for the given target term, to be presented to a domain expert.
2.1.2 Second-Order Distributional Similarity. Statistical measures of second-order distributional similarity, such as Jaccard's coefficient [Gasperin et al. 2001] , Cosine-similarity [Salton and McGill 1983; Ruge 1992; Caraballo 1999; Gauch et al. 1999; Pantel and Ravichandran 2004] , and Lin's mutual information metric [Lin 1998 ], were also commonly used to extract ranked lists of candidate related terms. These measures quantify the degree of similarity between pairs of feature vectors, where each vector represents the contexts of a word. Second-order methods are based on the Distributional Similarity Hypothesis, which suggests that words that occur within similar contexts are semantically similar [Harris 1968 ].
Each entry in the context feature vector represents a type of occurrence relation, usually a cooccurring word and possibly including the syntactic relation between the two cooccurring words [Lund and Burgess 1996; Lin 1998; Lee 1999; Cimiano et al. 2005; Erk and Padó 2008; Agirre et al. 2009 ]. Each feature is assigned a weight indicating its association to the given word.
In the last decade, directional similarity measures were also investigated [Weeds and Weir 2003; Geffet and Dagan 2005; Bhagat et al. 2007; Szpektor et al. 2008; Kotlerman et al. 2010 ]. Directional measures model asymmetric semantic relations, such as hyponym-hypernym.
Recently, there has been growing interest in neural-network-based approaches in which words are embedded into a low dimensional space [Mikolov et al. 2013a [Mikolov et al. , 2013b Baroni et al. 2014; Levy and Goldberg 2014; Melamud et al. 2015] . In word embedding models, the contexts of each word are modeled by a d-dimensional vector of real numbers, and close vectors have been shown to be semantically related.
In general, we found, already in earlier work, that first-order methods have better performance than second-order methods on our corpus [Zohar et al. 2013] . In a preliminary experiment, we used both methods for automatic thesaurus construction. Even though we did not set a frequency threshold on the target terms appearances in the corpus, the first-order method succeeded to retrieve a few related Semiautomatic Construction of Cross-Period Thesaurus terms for target terms with low frequency. However, since the contexts of these terms were scarce they often yielded feature vectors of low quality; the results of the second-order method were relatively low.
Furthermore, while the results of the second-order computation are of paradigmatic type exclusively, first-order computations are a mixture of both syntagmatic and paradigmatic associations [Rapp 2002 ]. In our diachronic setting, we search for any topical similarity between the target term and its related terms. We demand either meaning correlation or a common subject between the terms. Topical similarity includes both syntagmatic and paradigmatic associations. These observations suggest a reason for why the first-order methods outperformed the second-order methods in our particular domain corpus.
In this article, we investigate our iterative semiautomatic scheme with first-order methods. However, we note that our iterative scheme is not restricted to any specific measure. We leave the investigation of applying our scheme using second-order similarity to future work.
Domain Adaptation
The task of diachronic thesaurus construction is related to the task of domain adaptation [Blitzer et al. 2006; Ben-David et al. 2010; Plank and Moschitti 2013; Bollegala et al. 2014; Li et al. 2014; Zhou et al. 2015] , where we wish to train a model in a source domain and then apply it to a different target domain. In our scenario, the source domain is the modern Hebrew corpus and the target domain is the ancient corpus. Blitzer et al. [2006] introduced the notion of pivot features. Pivot features are features that occur frequently in the two domains and behave similarly in both. The pivot features are expected to bridge the lexical gap between two different domains. In our setting, a pivot feature would be a term with high first-order cooccurrence to both a modern target term and an ancient related term. Since the modern documents include citations from ancient texts, a pivot term might be either modern or ancient.
This analogy between the two tasks might explain why the first-order similarity measures yielded better performance on our corpus than the second-order similarity measures. Few of the first-order neighbors of a target term can be related terms, but in the next iteration, the first-order neighbors of a related "pivot" term might also be related terms for the original target term.
Semiautomatic Approaches in NLP
In this article, due to the low precision of fully automatically constructed thesauri, we adopted a semiautomatic approach for thesaurus construction. This approach is better than a purely manual approach in terms of efficiency and better than a fully automatic approach in terms of accuracy. Generally, the goal of semiautomatic strategies is to minimize the manual work done by expert annotators without sacrificing quality. In our setting, we focused on increasing thesaurus coverage, while optimizing the lexicographer manual effort.
In recent years, there has been growing interest in semiautomatic processes for different NLP tasks [Ai et al. 2015; Kotlerman et al. 2015] , especially in the context of crowdsourcing for creating gold standard datasets [Negri et al. 2011; Zeichner et al. 2012; Sajous et al. 2013; Gao et al. 2015] . Crowdsourcing is the process of getting work, usually online, from a crowd of people. Platforms such as Amazon's Mechanical Turk 2 and CrowdFlower 3 provide researchers with easy access to large numbers of workers. Therefore, in recent years, over 10,000 publications have been published on crowdsourced applications to scientific problems . A diverse set of these problems concerns NLP tasks, such as evaluating machine translation quality and crowdsouring translations [Callison-Burch 2009; Anastasiou and Gupta 2011; Yan et al. 2014 ], textual entailment [Negri and Mehdad 2010; Wang and Hauskrecht 2010; Negri et al. 2011; Zeichner et al. 2012] , and paraphrasing [Butnariu et al. 2009; Buzek et al. 2010; Sajous et al. 2013; .
Several mechanisms to reduce the cost of crowdsourcing while maintaining high-quality annotation have been proposed [Callison-Burch and Dredze 2010; Laws et al. 2011; Zaidan and Callison-Burch 2011; Poesio et al. 2013; Gao et al. 2015] . Gao et al. [2015] introduced two such mechanisms for Statistical Machine Translation (SMT), which requires large bilingual sentence-aligned parallel corpora to train translation models. They attempted to achieve high-quality translations while minimizing the associated costs. They proposed two complementary methods: (1) They reduced the number of translations that they solicited for each source sentence. Instead of soliciting a fixed number of translations for each foreign sentence, they stopped soliciting translations after they got an acceptable one. (2) They reduced the number of workers they hired, and retained only high-quality translators by quickly identifying and filtering out workers who produced low-quality translations. The stopping criteria of our iterative scheme, detailed in Section 3, follows a similar rationale to that in the first method of Gao et al. [2015] . More generally, the flow of actions within our proposed semiautomatic scheme for thesaurus construction resembles in spirit crowdsourcing processes that combine automated and manual decisions.
Diachronic Data and Tasks
Until recently, the task of identifying changes in word usage over time was hard to investigate because of the lack of historical texts in electronic format. This has largely changed thanks to the historical data provided by Google (Google books and Google Ngrams historical projects).
Wijaya and Yeniterzi [2011] investigated the change in the contexts of a specific entity over time through topic models. They found that events occurring in the same period of time are reflected by changes in these contexts. Mihalcea and Nastase [2012] introduced the novel task of word epoch disambiguation, defined as the problem of identifying changes in word usage over time. They automatically classify the period of time when a word was used, based on its surrounding context, and showed that this task is feasible. Strapparava [2013, 2014] showed how the Google N-gram corpus can be used to infer transition periods between epochs with specific characteristics. They introduced the task of epoch characterization, focusing on a statistical approach to epoch delimitation. They explored the significant changes in the distribution of terms and their relationships with emotion words. They showed that the task of finding the most similar epoch of an emotional pattern of the data is feasible. Moreover, they observed that language is far from being uniformly old or new, and trends and fashions, which manifest even for relatively short periods of time, such as 50 years, have a great impact. Niculae et al. [2014] investigated a similar idea to predict the date when documents have been created. They proposed a ranking approach to temporal modeling of historical texts. They showed how their model can be used to produce reasonable probabilistic estimates of the linguistic age of historical documents in three languages-English, Portuguese, and Romanian.
Recently, Popescu and Strapparava [2015] introduced a new SemEval task, the Diachronic Text Evaluation task. A corpus of snippets was extracted from a large collection of newspapers published between 1700 and 2010. The task required one to identify the time interval when the piece of news was written. The task was divided into three subtasks. Each subtask concerned a specific type of information that might be available in news. The four systems participating in the tasks have proved that this is an achievable task with very interesting possible future research directions.
Finally, we point at a related research direction, which aimed at exploring language change over time. To that end, a discrete dynamic topic model was first introduced, which captures the evolution of topics along time spans in a corpus [Blei and Lafferty 2006] . Subsequent work considered time to be continuous and replaced the previous discrete model by a continuous time dynamic topic model [Wang et al. 2008] .
In this work, we classify the candidate related terms as modern or ancient. We do not perform an epoch delimitation or explore diachronic sense shifting. We leave these interesting aspects of diachronic data for related future work.
MWE Extraction
One of the contributions of our current article is the extension of the scheme in , which extracts bigram statistics, to handle MWEs. In this section, we briefly describe previous works on MWE extraction.
A MWE can be defined as any word combination for which the syntactic or semantic properties of the whole expression cannot be obtained from its parts [Sag et al. 2002] . Examples of MWEs are phrasal verbs (break down, rely on), compounds (police car, coffee machine), and idioms (rock the boat, let the cat out of the bag). The numerous MWEs in language [Biber et al. 1999 ] play an important role in NLP applications [Fazly and Stevenson 2007] .
In general, approaches to MWE identification can be divided into three categories: (1) statistical approaches based on frequency and cooccurrence affinity [Dias et al. 1999; Deane 2005; Schlesinger 2006]; (2) symbolic approaches using parsers, lexicons, and language filters [Al-Haj and Wintner 2010; Bejcek et al. 2013; Green et al. 2013] ; and (3) hybrid approaches combining different methods [Baldwin 2005; Zhang et al. 2006; Fazly 2007; Boulaknadel et al. 2008; Ramisch et al. 2010 ].
There has been a strong focus on the development of statistical techniques for MWE extraction, particularly based on collocation extraction. Extraction can be performed using association measures such as mutual information and statistical tests of independence. These measures analyze the frequency of a given word combination, often in comparison with the frequency of the component words. Association measures provide a score for each word combination, which forms a ranking of MWE candidates. Final extraction, in such an approach, consists of determining the appropriate cutoff in the ranking. Pecina and Schlesinger [2006] thoroughly investigated the statistical approach. They compared more than 80 statistical measures used for bigram collocation extraction. They exploited the fact that different subtypes of collocations have different sensitivity to certain statistical measures and showed that combining these measures aids in collocation extraction. They found that a hybrid approach, which combines association measures with part of speech tagging or parsing, by applying strict filters on the structure of the extracted MWE (e.g., adjective-noun or verb-noun), works most efficiently ( [Justeson and Katz 1995; Pecina 2010] ). Due to the ability of symbolic approach to recognize both frequent and rare collocations, the hybrid approach overcomes one of the major drawbacks of the statistical approach, that is, requiring a reasonable number of occurrences of a given word combination, which cannot always be assumed.
Since morphological tools have poor performance on MRLs and in particular for a cross-period corpus, we adopted the statistical approach. We used two statistical measures: Mutual Expectation (ME) [Dias et al. 1999] and Mutual Rank Ratio (MRR) [Deane 2005 ]. ME assumes that the cohesiveness of a text unit is measured by how strongly it resists the loss of any component term. ME is implemented by considering, for any n-gram, the set of (n-1)-grams that can be formed by deleting one word from the n-gram. A normalized expectation is then calculated as follows: 
where w i is the term omitted from the n-gram. Then, the ME measure is calculated as the product of the probability of the n-gram and its normalized expectation. We were interested in the ME measure for two reasons: first, ME provided a single measure that could be applied to n-grams of any length; second, as opposed to other statistical and information-based metrics, such as log-likelihood and mutual information, ME was not based upon the independence assumption that the selection of component terms is statistically independent. Another nonparametric method, which does not make the independence assumption and allows scores to be compared across n-grams of different length, is MRR. Given a phrase like east end, we rank how often the context end appears with the target word east in comparison to how often other context phrases appear with east. That is, if { end, side,the ,toward the ,etc.} is the set of (variable length up to a length cutoff) n-gram competing contexts associated with east, then the actual rank (AR) of end is the rank we calculate by ordering all the competing contexts by the frequency with which the target word east appears in each context. We also rank the set of competing contexts associated with east by their overall corpus frequency. The resulting ranking is the Expected Rank (ER) of end, the rank of end in the ranked list of the competing contexts.
The Rank Ratio (RR) for the word given the context is defined as
A normalized, or mutual rank ratio for the n-gram is defined as
(4) We note that in our diachronic setting, none of the well known tools or the described statistical measures had good performance. Therefore, they were only utilized for filtering, as detailed in Section 3.1.
ITERATIVE SEMIAUTOMATIC SCHEME FOR CROSS-PERIOD THESAURUS CONSTRUCTION
As explained in Section 1, our research focuses on developing a semiautomatic setting for supporting cross-period thesaurus construction by a lexicographer. Figure 1 illustrates the general outline of our semiautomatic iterative scheme. We first provide an overview of the flow of the scheme, and then describe the key steps in this flow (numbered 5, 6, and 9) in more detail.
We assume that a list of modern target terms is given as input (step 1 in Figure 1 ). Then we automatically extract a ranked list of candidate related terms for each target term using statistical measures (step 2, using the methods detailed in Section 2.1). In parallel to extracting candidate related terms from the corpus, candidate terms are extracted also from lexical resources, organized collections of data consisting of dictionaries (step 3).
Next, we classify each candidate term as ancient or modern (step 4). The classification is done automatically by a simple classification rule: if a term appears in an ancient corpus, then it is necessarily an ancient term; otherwise, it is a modern term (notice that the opposite is not true, since an ancient term might appear in modern documents). The extracted ranked list of modern candidate terms is then filtered utilizing modern Hebrew corpora (step 5). Then a domain expert lexicographer manually selects related terms for a thesaurus entry from the two resources, the top ranked candidates and the lexical resource. In addition, the lexicographer selects terms for QE (step 6 selects, while the output is 7 and 8).
The iterative QE scheme iterates over the QE terms (8). In each iteration, each of the selected QE terms replaces the target term's role in the statistics extraction process. Candidate related terms are extracted for each QE term, as in the first iteration (step 2) and then the candidate lists of the different QE terms are merged through interleaving (step 9). Next, the candidate related terms are classified as ancient or modern (step 4), modern candidates are filtered (step 5), and the lexicographer then judges the candidates relevancy to the original target term (step 6). To avoid repetition of work, only new candidates that had not been judged in previous iterations are given for consideration. The stopping criterion for the iterations is when there are no additional potential expansions in the expansion list.
Notice that at the first iteration related terms could be extracted only from the mixed corpora where the given (modern) target term might occur. However, during the iterative process, when a selected QE term is ancient, the ancient corpora are also used and might contribute additional ancient related terms.
In Section 1, we briefly described the development of the Hebrew language. Since for 1,700 years Hebrew was not used as a spoken language, while its formal or religious-oriented usage spans across different Jewish communities and geographic regions, it is hard to divide it into subperiods along this time range. In this article, we adopt the common partition of Hebrew, which separates Classical or Biblical (ancient) Hebrew from the present-day language, Modern Hebrew.
We further note that our period classification does not affect the statistical extraction process. It is only used as a heuristic separation of the candidate lists during the manual selection step. Since we do not classify the documents in the statistical extraction, our iterative semiautomatic scheme is not biased by this period classification method.
We used this heuristic split into two periods for two purposes. First, our preliminary experiments revealed that as the target terms are modern, the statistical extraction process quantitatively extracts more modern candidate related terms. Therefore, to allow searching for additional lower ranked ancient terms among the candidates, we separate the manual selection step of the ancient and modern candidates. Second, additional available corpora of modern Hebrew allowed us to apply a filtering method on the modern candidates, which we could not apply for the ancient candidates due to the lack of additional ancient corpora.
We further detail important issues concerning the three key steps of the scheme: modern candidates filtering (5), manual selection of related terms (6), and QE candidates merging (9).
Modern candidates filtering (step 5). Our investigation indicated that general modern Hebrew corpora can be useful for filtering the extracted ranked list of modern candidate terms. Therefore, we incorporated a step of filtering modern candidate terms. Our filtering is based on the statistics of the modern candidate appearances in the same document with the target term in the modern Hebrew corpora. We filter modern candidates that do appear in the corpora but do not appear with the target term in these corpora. We do maintain modern terms that do not appear frequently enough in the modern Hebrew corpora (less than two appearances).
Manual selection of related terms (step 6). The manual selection process includes two decisions on each candidate (either modern or ancient): (i) whether the candidate is related to the target term and should be included in its thesaurus entry, and (ii) whether this candidate could be used as a QE term for the original target term. The second decision provides input to the QE process, which triggers the subsequent iterations.
Since our scheme is recall-oriented, the aim of the annotation process is to maximize the thesaurus coverage. In each iteration, the domain expert annotates the extracted ranked list of candidate terms (sorted by the Dice coefficient scores, which were computed in step 2, in descending order) until k consecutive candidates were judged as irrelevant.
Our experiments with the manual annotation process of the semiautomatic iterative scheme revealed that applying the stopping criterion of k consecutive irrelevant candidates on a mixed list of modern and ancient candidates was sometimes insufficient. The thesaurus' target terms were modern terms of modern language. Therefore, at the first iteration, related terms could only be extracted from the mixed corpora, in which the given target term appeared. However, statistical extraction from the mixed corpora often tended to extract more modern than ancient terms and ranked the modern terms higher in the candidate list. In addition, the stopping criterion prevented us from searching for additional lower ranked ancient terms among the candidate related terms. Consequently, our scheme failed to extract ancient related terms even though they appeared in the candidate list, albeit in lower ranks after many modern terms. This problem occurred in further iterations over modern expansions as well.
Therefore, we further improved our recall-oriented scheme by modifying the manual annotation process. In the automatic statistics extraction step, we separate the extracted ancient candidate terms from the modern candidates while maintaining the original ranking by the statistical • 22:11 cooccurrence measure. Then the domain expert annotates the two lists separately. The extracted ranked list of ancient candidate terms is annotated until k 1 sequential ancient candidates were judged as irrelevant, while the extracted ranked list of modern candidate terms is annotated until k 2 sequential modern candidates were judged as irrelevant. This "split" stopping criterion, for each iteration, increases recall of both ancient and modern related terms while maintaining a low, but still reasonable, precision. QE candidates merging (step 9). The iterative process iterates over the selected QE terms. In a preliminary experiment, merging the candidate lists of the QE terms turned out to be more efficient than going over each of them separately. Therefore, we adopted a simple merging approach that worked well for combining these candidate lists. We also investigated more complex approaches for merging in QE for Information Retrieval (IR) [Salton and Buckley 1997; Carpineto et al. 2001; Manning et al. 2008; Carpineto and Romano 2012] , but the simple merging approach outperformed them.
Our approach for combining candidate lists merges the lists of candidate related terms through interleaving: First, we order the n candidate lists by the order in which the QE terms were selected, their rank in the candidate list of the previous iteration. Then, we merge them as follows: the first element of the merged list is the first element of the first list, the second element of the merged list is the first element of the second list, and so on until the n element of the merged list is the first element of the n list. Then, the n+1 element of the merged list is the second element of the first list, and so forth.
Extending the Scheme to Deal with MWEs
Since in a comprehensive thesaurus many related terms are MWEs, we extend our methods to deal with MWEs. First, we detail the MWE candidates statistical extraction process. Then, we note additional steps of our iterative scheme that have been affected by our MWE treatment.
MWE extraction consists of the following steps: first, collocation candidates are generated (Section 2.5). Then, for each collocation candidate the association measure provides a score, which forms the basis for ranking. Finally, an appropriate cut-off ranking is determined. For collocation candidates, we extracted word combinations (bigrams to fourgrams) from the corpus. The statistical cooccurrence method calculates a cooccurrence score between the target term and these n-gram candidates. Candidates with high scores are more likely to be MWEs than arbitrary word combinations.
The output of the statistical extraction was a list of candidate related n-grams sorted by their cooccurrence score with the target term. Since some of the candidates were not MWEs, our next step was filtering n-grams with low association scores. We calculated the n-grams' association scores by one of the previous methods (see Section 2.5). Then, we filtered n-grams that only appeared once in the corpus or had an association score below a certain threshold. The threshold value was set low enough to ensure that only n-grams that are likely not to be MWEs would be filtered.
In addition, there were n-grams of different lengths that corresponded to the same candidate (e.g., ldbr bšpt 4 (speak language), ldbr bšpt hsimnim (speak sign language), andšpt simnim (sign language) for the target termšpt gwp (body language)). To address this issue, we clustered related n-grams. Clustering aimed at grouping together overlapping n-grams of different lengths, using a measure of overlap. Accordingly, an overlap measure between n-grams had to be defined, and a clustering algorithm had to be selected. The overlap measure was used for building a graph representation of the related candidate n-grams. We represented each term by a vertex and added an edge between each pair of terms that were deemed overlapping. Our overlap measure, given two n-grams, checked whether there was an overlap of at least n-1 word tokens. The clustering was done by finding the connected components in our graph of n-grams using the JUNG 5 implementation (with the WeakComponentVertexClusterer algorithm with default parameters). The connected components were expected to correspond to different n-grams that correspond to the same related term.
Finally, we ranked the clusters by the statistical cooccurrence measure, which calculates the cooccurrence between the target term and the candidate related term. A cluster's score was determined by the highest score in the cluster. We did not consider cluster length as a ranking factor since the n-grams of different lengths were often components of the related term and represented the same statistical correlation (e.g., ldbr bšpt (speak language) and ldbr bšpt hsimnim (speak sign language) are components of the same expression).
This approach for MWE treatment affected the output of the automatic statistical extraction. First, the filtering and clustering enabled related terms with lower cooccurrence scores to increase their rank by grouping with related terms of higher rank. Secondly, using corpus bigram representation, specific highly ranked related bigrams were judged irrelevant when we did not recognize the bigram as part of a longer MWE. Our MWE treatment replaced the bigram by an informative n-gram of the same ranking and enabled the n-gram to be judged relevant; for example, the bigram hith hwrtn (they were conceived) vs. the four-gram hith hwrtnšla bqdwšh (they were not conceived in holiness) for the target term hprih mlakwtit (insemination).
Our preliminary experiment revealed that association measures failed to recognize the best representative n-gram of the cluster (e.g., the score of ldbr bšpt (speak language) was higher than the score of ldbr bšpt hsimnim (speak sign language) oršpt simnim (sign language)). On the one hand, we wanted to avoid presenting long clusters to the lexicographer. Yet, on the other end, we were cautious to avoid the selection of a short representative n-gram that is not informative enough. Thus, for each cluster, we chose representative n-grams in the following way: first, we calculated the maximal n-gram length in the cluster. Next, all the n-grams of the maximal length were selected. Then, when there were several n-grams, we grouped them by concatenating n-grams that shared the same components, requiring that the shared components were either a prefix or a suffix of the concatenated n-grams. As a result, the output for the lexicographer's manual judgment is clusters with a relatively small number of members. For example, a cluster of a related term for the target term hgnh`cmit (self-defense) was [ki kašr iqwm, kašr iqwm, kašr iqwm aiš`l, iqwm aiš, kašr iqwm aiš, iqwm aiš`l r`hw] (as when a man rises against his neighbor). The two bolded components with the maximal length were selected and their concatenation kašr iqwm aiš`l r`hw, which indeed expresses the complete term, was chosen as the cluster representative n-gram. Table I shows examples of n-gram clusters.
In the period classification step of our semiautomatic iterative scheme (step 4), our MWE treatment might cluster both ancient and modern terms into the same cluster. Thus, we extended the classification rule to deal with clusters of n-grams as follows: If one of the cluster's terms is ancient, then it is regarded as an ancient cluster; otherwise it is modern. Our underlying assumption was that an ancient n-gram implies that the term has a certain degree of association with an ancient period. This classification rule made the period classification of the iterative scheme dynamic. A cluster that had been classified as modern in earlier iterations might later be extended with an ancient term and would cause the cluster to be classified as ancient.
Additionally, our MWE treatment raised an additional complication for the QE candidates merging step (step 9). In our MWE treatment, after the statistical extraction (step 2), there is a step of grouping n-grams of different lengths (based on clusters of connected components in a graph, as detailed previously). To allow additional edges to contribute to the final clustering, we first merge the candidate lists (step 9). Then we represent each candidate term of the merged list by a vertex and add an edge between each pair of terms that are deemed overlapping. Thus, the connected components in our graph are generated from the merged list.
CASE STUDY: CROSS-PERIOD JEWISH THESAURUS
Our research targets the construction of a cross-period thesaurus for the Responsa Project. 6 The corpus includes questions on various daily issues posed to rabbis and their detailed rabbinic answers, collected over the last 14 centuries. The corpus covers a variety of topics such as law, health, commerce, marriage, education, Jewish customs, and lifestyle, many of them recurring along the generations, in both ancient and modern periods. It was used for previous IR and NLP research [Choueka et al. 1971 [Choueka et al. , 1987 HaCohen-Kerner et al. 2008; Liebeskind et al. 2012; Zohar et al. 2013 ]. The Responsa corpus represents more than 1,000 years of Jewish literary creativity from all over the world. Since Jews are scattered all over the Diaspora, the Hebrew language was affected by various local languages and evolved over these 1,000 years. Therefore, the corpus documents are of various genres and styles. Moreover, Hebrew Responsa writing style is enriched in an archaic manner, since a response document usually cites the prior Jewish juristic negotiations that led to the final decision. It presents the relevant arguments by citing earlier sources, like the Talmud and its commentators, the legal codes, and earlier responses [Koppel 2014 ]. Consequently, the abundant Aramaic citations, mainly from the Talmud, increase the challenge for thesaurus development.
The Responsa corpus documents are divided into four periods: the 11th century until the end of the 15th century, the 16th century, the 17th through the 19th centuries, and the 20th century until today. We considered the first three periods as our ancient corpora along with the RaMBaM (Hebrew acronym for Rabbi Mosheh Ben Maimon) writings from the 12th century. As the mixed corpus we considered the documents from the last period, but due to a relatively low volume of modern documents we enriched it with additional modern Judaic collections (Tchumin collection, 7 ASSIA (a Journal of Jewish Ethics and Halacha); the Medical-Halachic Encyclopedia, 8 a collection of questions and answers written by Rabbi Shaul Israeli 9 ; and the Talmudic Encyclopedia (a Hebrew language encyclopedia that summarizes halachic topics of the Talmud in alphabetical order). The corpora consists of 81,993 documents. Hebrew Wiktionary was used as a lexical resource for synonyms and the MILA Knowledge Center's 10 corpora was used as modern Hebrew corpora for modern candidate filtering.
For statistics extraction, we applied the Liebeskind et al. [2012] algorithmic scheme using Dice coefficient as our cooccurrence measure (see Section 2.1). Statistics were calculated over n-grams.
EVALUATION

Evaluation Setting
To evaluate our scheme's performance, we used several measures: total number of related terms extracted (RT), relative recall (R), and productivity (P). Since we do not have any predefined thesaurus, our microaveraged relative recall considered the number of related terms from the output of both methods (baseline and iterative; see the following) as the full set of related terms. Productivity was measured by dividing the total number of the annotator relevant related terms extracted (RT) approved by the total number of the judgments performed for the corresponding method (J). Thus, it can be viewed as the precision of the judged lists. Our evaluation was performed on a sample of 100 modern target terms (see Appendix A).
The judgments were performed by one domain expert. However, we evaluated the interannotator agreement over 200 candidate terms that were randomly sampled from our systems' output. Two annotators annotated the sample and we observed a Kappa [Cohen 1985 ] value of 0.73, which is considered as substantial [Landis and Koch 1977] .
We assessed our iterative algorithmic scheme by evaluating its ability to increase thesaurus coverage as compared to a similar noniterative cooccurrence-based thesaurus construction method. We used the Liebeskind et al. [2012] algorithmic scheme as our noniterative baseline (Noniterative) (Section 2.1). For comparison, we ran our iterative scheme and calculated the overall number of judgments performed for ancient and modern candidates. Then, we explored the best stopping criterion for investing the same manual effort on the noniterative algorithm. Thus, we ensured that the number of judgments for our iterative algorithm and that of the baseline were similar, assessing that the coverage increase was due to more efficient lexicographer efforts.
The stopping criteria for each iteration of our iterative algorithm were empirically selected. Two different k values, the number of sequential irrelevant candidates, were selected; one for ancient candidates (k 1 =8) and one for modern candidates (k 2 =15). Then, we ran our iterative algorithm over the test target terms and found that the overall number of judgments performed was 4,906 for ancient candidates and 9,556 for modern candidate related terms. Next, we investigated the corresponding k 1 and k 2 values that yield the same manual effort when using the noniterative baseline algorithm. Figure 2 illustrates our investigation of stopping criteria for both ancient and modern candidate related terms, within the noniterative baseline. The x-axis is the k value of the stopping criterion, that is, the number of sequential irrelevant candidates encountered before stopping the manual judgments for a list of candidates (as described in Section 3). The y-axis is the number of manual judgments performed. The upper curve presents the total number of judgments corresponding to the k value of the stopping criterion; the lower curve presents the number of judgments that were judged as relevant. Notice that the number of relevant judgments is not the number of related terms in the final thesaurus, since the number of relevant judgments includes various inflections and different n-gram sizes of the same thesaurus entries, which were later manually grouped by the lexicographer (these are cases that we did not succeed to unify either by our morphological tool or by our MWE treatment). In the upper curve, we marked the points where we reached the desired number of annotations for the baseline, 4,906 for ancient values and 9,556 for modern values. We therefore assigned k 1 =23 and k 2 =34 as the baseline stopping criteria for ancient and modern terms, respectively. The stopping criteria of the iterative algorithm are marked on the lower curves. It can be seen that both ancient and modern stopping criteria covered the major part of the relevant judgments. Thus, the comparison with the single iteration baselines shows that our empirical choices for the stopping criteria were indeed sufficient for capturing the main portion of the relevant judgments in the first iteration.
For completeness, we also present the results of the noniterative algorithm with the stopping criterion of the iterative algorithm, when reaching k 1 (k 1 =8 in our case) sequential irrelevant ancient candidates and k 2 (k 2 =15 in our case) sequential irrelevant modern candidates (denoted First-iteration), which corresponds to the first iteration of the iterative algorithm. This comparison allowed us to evaluate the iterations contribution in comparison to just increasing the stopping criterion, as done by our baseline.
Results
Table II compares the performance of our semiautomatic iterative scheme with that of the baseline on our sample of the 100 modern target terms. Our iterative scheme increased the average number of related terms from 8.9 to 11. The recall of our scheme increased by 21%, showing the contribution of the additional iterations. Even though we added more judgments to the noniterative method, for comparability, its recall increase was only 0.02%. Both the recall and the productivity increase were statistically significant according to the t-test at the 0.01 level. The productivity of the first iteration was the highest since the top results obtained by searching the original term were more accurate than the results obtained by searching a related term to expand the original search results. Finally, the iterative method prioritizes ancient related terms (600 ancient related terms vs. 506 modern related terms).
We further analyzed our scheme by comparing the use of ancient versus modern terms in the iterative process. In Figure 3 , we report the number of modern related terms, for all the 100 target terms, rwdp (one who is "pursuing" another person to murder him or her. According to Jewish law, such a person must be killed by any bystander after being warned.) nitwxi mtim (autopsy) niwwl hmt (mutilation of the dead) xiib bqbwrh (must be buried) in comparison to the number of ancient related terms for each iteration. In parallel, we illustrate the number of ancient expansions in proportion to the number of modern expansions. The x-axis values denote the iterations, while the y-axis values denote the number of expansions and related terms, respectively. For each iteration, the expansions chart presents the expansions that were extracted, while the related terms chart presents the extracted related terms. Since the input of our scheme was modern target terms, the first iteration used more modern expansions than ancient ones. However, this tendency changed in the second iteration since ancient expansions allowed the process to use the ancient-only corpora. In general, due to the improved performance of the first iteration, our iterative scheme extracted more ancient terms than modern ones. Since our scheme was motivated by the diachronic scenario, we present some insights on the ancient related terms extracted by our semiautomatic iterative scheme. Table III shows examples of thesaurus target terms and their ancient related terms extracted by our iterative scheme. Since the related terms are ancient Halachic terms, we explained them rather than translating them to English. Figure 4 shows the distribution of the thesaurus' ancient related terms extracted by our iterative scheme for the target terms. The x-axis corresponds to the target terms and the y-axis is the number of ancient related terms for a target term. The target terms are sorted in descending order of frequency. As can be seen in the figure, most of the target terms have a few ancient related terms in the thesaurus. While 19% of the target terms have more than 10 ancient related terms, 8% of the target terms do not have any ancient related term in the thesaurus.
Analysis
Error Analysis.
In this section, we analyze two types of errors in our system output. First, we analyze terms that were judged as relevant and include various inflections and different n-gram sizes of the thesaurus entries. For these terms, our morphological tool and our MWE treatment failed to automatically unify these variants. Thus, they were later manually grouped by the lexicographer. Second, we analyze the candidate terms proposed by the system that were judged as irrelevant.
We sampled 30 target terms at different iterations. From each iteration, we sampled the same proportion of judgments, that is, more samples from the first iteration and gradually less from subsequent iterations (15-first, 11-second, 4-third) . We analyzed the top10 judgments of each target term for both ancient and modern annotations. There were 192 positive judgments (99 ancient and 93 modern) (true positives), and 299 negative judgments (false positives) (135 ancient and 164 modern).
First, we explored the positive judgments and noticed that 28% of the ancient judgments and 34% of the modern judgments were related to an already existing thesaurus entry and thus were duplicated. We recognized four types of duplication. While the first three types were mistakenly duplicated by our system and later unified by the lexicographer, the last type is positive judgments that were mistakenly unified by the lexicographer.
(1) Duplication of the original target term. For example, nbxri cibwr (elected officials) → cibwr wnbxriw (public and its elected person), or gidwl klbim (raising dogs) → mgdl klb (to raise a dog).
(2) Duplication due to different morphological variation or n-gram size. For example, hprih mlakwtit (artificial insemination) → hith biah (sexual intercourse) and biah bdrk kl harc (normal sexual intercourse), or bdiqwt dm (blood tests) → xwlim bmxlwt (sick persons) was unified with xwlh bmxla (sick person) (singular and plural), but not with ixšb kxlh (will be considered as sick). (3) Conceptual duplication. For example, dilwl`wbrim (multifetal pregnancy reduction) →šni htinwqwt (two babies) andšni h`wbrim (two fetuses), or hpsqt hriwn (termination of pregnancy) → aswr lbc`hplh (abortion prohibition) and hplh mlakwtit (abortion).
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• C. Liebeskind et al. (4) Duplication by mistake. In contrast to the previous duplications, where the different duplicated judgments were unified to one thesaurus entry by the lexicographer, this type of duplication is an annotation error in the manual lexicographer's grouping. These were related terms that were unified to one group by mistake, for example, nibxri cibwr (elected officials) → hšrim whzqnim (the ministers and the old persons) and mmwnh`l hcibwr (supervisor of the public), which were unified to one group but were supposed to be two different groups.
The left side of Table IV describes the proportion of these duplications (the 100% corresponds to the 28% of the ancient duplicated judgments and 34% of the modern duplicated judgments, respectively). Second, we analyzed the errors of the negative judgments. We divided the errors into four types:
(1) Broad context: candidates that share an obvious context with the target term, such as amwnh tplh (superstition) → dbrišqr wkzb hm (to lie), or hwlh swpni (terminally ill patient) → mškki kab (Analgesic).
(2) General context: a too general related term with closely related context to the target term, such as atiqh rpwait (medical ethics) → rwph (doctor), or tknwn mispka (birth control) → zr`(sperm).
(3) Frequent phrase: candidates that are frequent phrases in our domain, such as akn itkn (it is indeed possible), or hlkwt lmšh msini (an ancient law believed to have been received by Moses on Mount Sinai and later written down as part of the Oral Law). (4) Irrelevant candidates: candidates for which we could not understand why they were suggested by the system.
The right side of Table IV describes the error analysis. We note that the lexicographer was asked to include related terms that share context with the target term, thus most of the errors were of the third type for both ancient and modern candidates. The absolute numbers are given in parentheses.
The two first types of errors may be addressed by measuring contextual similarity using (secondorder) distributional semantics. Directional semantic similarity measures (see Section 2.1.2) were utilized in the literature for recognizing hyponyms and may be useful for filtering related candidates in too general contexts.
MWE Analysis.
Ideally, an MWE extraction method should extract one representative n-gram for each related term. However, the output of our MWE extraction method, described in Section 3.1, is clusters with a relatively small number of members. In this section, we analyze the possible reasons why our method chose more than one representative n-gram for a related term.
We used the sample of the previous error analysis to analyze the MWE groups constructed by our MWE extraction method. For the analysis of the MWEs quality, we considered both positive and negative judgments and explored the n-grams in the MWE groups. We found that the average number of n-grams per group was 1.95 for ancient groups and 1.73 for modern groups. The clustering of overlapping n-grams might cluster different related terms to the same cluster. For example, one of the bdiqwt dm (blood tests) target term's clusters was [mcbwšl hxwlh (patient condition), mxlwt wmwmim (sicknesses and deficiencies)]. The terms were grouped due to the expression mcbšl mxlwt wmwmim (sicknesses and deficiencies condition). However, this phenomenon explained only 61% of the multiple n-grams in the ancient groups and 51% in the modern groups. There were additional reasons for multiple n-grams in the groups (the pair x%, y% in parentheses is the percentage of the ancient and modern cases, respectively):
(1) Similar related terms, where the words that differ across them are synonyms (6%,5%). For example, the expressions lbc`at hbdiqh (to carry out the test) and l`šwt at hbdiqh (to do the test) for the target term bdiqwt dm (blood tests), or the expressions pwriwt hgbr (male fertility) and pwriwt haiš (man fertility) for the target term hprih mlakwtit (insemination).
(2) Different morphological variants of the related term (35%,69%). For example, the expressions twxlt xiim (life expectancy) and twxlt xiw (his life expectancy with deficient spelling) for the target term xwlh swpni (terminal patient), or the expressions hlaw dla tšim and blaw dla tšim (do not bring blood on your house (different prefixes in an Aramaic expression)) for the target term gidwl klbim (raising dogs). (3) Duplicated related terms, where the words that differ across them are modifiers that do not change their meaning (59%, 27%). For example, the expressions mraši glwhwtšbbbl (from the heads of the Babylon Diaspora) and alw raši glwhwt (these are the heads of the Diaspora) for the target term nbxri cibwr (elected officials), or the expressions lh lštwt kwsšl`qrin (a drink for birth control for her) and lašh lštwt kwsšl`qrin (a drink for birth control for the woman) for the target term tiknwn hmšpxh (birth control).
We note that most of the reasons for multiple n-grams may be solved by heuristics string matching algorithms. We consider it as a possible research direction for future work.
CONCLUSIONS AND FUTURE WORK
We introduced an iterative interactive scheme for supporting the construction of a cross-period corpusbased thesaurus, utilizing QE techniques. We used ancient-modern period classification to increase the performance of the statistical cooccurrence measures and extended our methods to deal with MWEs. Our semiautomatic algorithm significantly increased thesaurus coverage relative to the noniterative baseline, while optimizing the lexicographer manual effort. The scheme was investigated for Hebrew, but can be generically applied for other languages.
Although there are often mixed results on the effectiveness of QE for information retrieval [Voorhees 1994; Xu and Croft 1996] , our results showed that QE for thesaurus construction in an iterative interactive setting is beneficial for substantially increasing the thesaurus coverage.
In our setting, we allowed the lexicographer to add only expansions that were suggested by the automatic statistical method. We plan to further explore the scheme by enabling the lexicographer to add expansions on his own based on prior knowledge.
In addition, more complex statistical measures could be investigated; for example, biasing the statistical score of ancient terms by an aging factor or applying machine learning algorithms. We also propose experimenting with second-order distributional similarity methods for cross-period thesaurus construction.
Another possible research direction is to explore our scheme on a more focused (narrower time frame) ancient corpus. The ancient corpus we used covers a very broad time frame, in which the language may have undergone a succession of changes (including morphological and orthographic). Studying a shorter time span could give an indication of whether and how much these factors impact the study. If they do, it could indicate that a gradual iterative approach, that is, starting with a modern corpus, 22:20 • C. Liebeskind et al. and adding iteratively (adjacent) narrow spans of the ancient corpus, could give better results, as the extracted terms at each step would be more accurate.
APPENDIX
A. TARGET TERMS LIST
(1) aimwc ildim (children adoption) (39) ai hbnh (misunderstanding) (2) amwnh tplh (superstition) (40) ainqwbTwr (incubator) (3) asTrwlwgih (astrology) (41) airw`mwxi (stroke) (4) bdiqwt dm (blood tests) (42) am pwndqait (surrogate mother) (5) diqTTwr (dictator) (43) apilpsih (epilepsy) (6) hkrt hTwb (gratefulness) (44) atiqh rpwait (medical ethics) (7) hmtt xsd (euthanasia) (45) gwmi l`ish (chewing gum) (8) hpsqt hriwn (termination of pregnancy) (46) gidwl klbim (raising dogs) (9) hprt amwnim (breach of trust) (47) gilwi swd rpwai (reveal medical secret) (10) hpet xwzh (breach of contract) (48) diath (diet) (11) hqpat zr`(sperm freezing) (49) dilwl`wbrim (multifetal pregnancy reduction) (12) hrmt kwsit (drinking a toast) (50) dmwqrTih (democracy) (13) hrš`h`cmit (self-conviction) 
