The past analyses of available datasets for social networks have given rise to a number of empirical findings that cover only some parts or aspects of the society, but leave the structure of the whole social network largely unexplored due to lack of even more comprehensive datasets. In order to model the whole social network, we assume that some properties of the network are reflected in empirical findings that are commonly featured as stylized facts of social networks, such as broad distributions of network quantities, existence of communities, assortative mixing, and intensitytopology correlations. Several models have been studied to generate the stylized facts, but most of them focus on the processes or mechanisms behind stylized facts. In this paper, we take an alternative approach by devising a static model for the whole social network, for which we randomly assign a number of communities to a given set of isolated nodes using a few assumptions, i.e., the community size is heterogeneous, and larger communities are assigned with smaller link density and smaller characteristic link weight. With these assumptions, we are able to generate realistic social networks that show most stylized facts for a wide range of parameters. This in turn can explain why the stylized facts are so commonly observed. We also obtain analytic results for various network quantities that turn out to be comparable with the numerical results. In contrast to the dynamical generative models, our static model is simple to implement and easily scalable. Hence, it can be used as a reference system for further applications.
I. INTRODUCTION
The structure of social networks plays an important role in the collective dynamics taking place on them [1] [2] [3] , exemplified by disease spreading and diffusion of innovation and opinions. In recent years, the characterization of social networks in the unprecedented detail has become possible thanks to a number of large-scale digital datasets, e.g., for face-to-face interactions [4] [5] [6] , emails [7, 8] , mobile phone communication [9, 10] , online forums [11] , Social Networking Services (SNS) like Facebook [12] and Twitter [13] , and even massive multiplayer online games [14] . However, these datasets capture only a part of the whole social network, implying that any conclusions derived from such datasets cannot be simply extrapolated to the whole society. This raises a series of questions: How can one translate conclusions from partial datasets to the whole social network? More importantly, what does the whole social network look like? The first question has been investigated in terms of sampling biases [15, 16] , while the second question is largely unexplored mainly due to the lack of complete datasets.
We however expect that some properties of the whole social network might be reflected in the empirical findings from some parts or aspects of the network. By collecting such findings from diverse sources, we find several commonly observed features or stylized facts for social networks [17, 18] , e.g., broad distributions of local network quantities [1, 19] , community structure [20] , homophily [21, 22] , and intensity-topology correlations [9] , etc. More recently, geographical and/or demographical information of social networks has also been explored [23] [24] [25] , which is however beyond the scope of this paper. In this paper we focus on the social network modeling for reproducing stylized facts. We first introduce the previous efforts in this line of research: The global picture for social networks has been described by the Granovetter's hypothesis of "strength of weak ties" [26] , indicating that communities of strongly connected nodes are weakly connected to each other. This picture has been empirically confirmed [9] and subsequently produced with computational modeling by considering cyclic and focal closures in tie formation [17, 27, 28] . However, it was recently suggested that communities could be overlapping [29, 30] in contrast to the picture of separate communities. The overlapping behavior is mostly due to the multilayer nature of social networks [31, 32] , in which each layer may correspond to a certain type of human relationship or context. This means that an individual can belong to one community in one layer but simultaneously to another community in another layer. Accordingly, dynamical models for multilayer, overlapping community structure have been introduced, while reproducing other stylized facts for local network quantities [33] .
There indeed exist several models that partially reproduce stylized facts [34] . As many of them are dynamic and evolutionary in nature, they tend to take considerable computational time. More importantly, they are often too complicated for the analytic approach, hampering the rigorous understanding of the consequences of the models. Hence, there is need to take alternative approaches for simpler and easier implementation as well as for the possible analytic treatment, while capturing most of the essential properties of the social networks. To satisfy this need we will here devise a static model to reproduce the stylized facts for social networks by randomly assigning a number of communities to a given set of isolated nodes. Our approach is quite similar to the well-known exponential random graph models [35, 36] and configuration models in network science [37] . For example, while there are many dynamic models leading to the desired degree distribution, the configuration model, where the desired degree distribution is a priori built in, serves as a general reference system. For our static model, we randomly assign a number of communities to a given set of isolated nodes using a few assumptions, i.e., the community size is heterogeneous, and larger communities are assigned with smaller link density and smaller characteristic link weight. With these assumptions, apparently realistic social network structures are generated showing most stylized facts for a wide range of the parameter space. It turns out that the social networks can be described by only a few factors, explaining why the stylized facts are so commonly observed. We expect our static model to serve as a general reference system for the whole social network.
The paper is organized as follows: We first summarize the observed stylized facts for social networks from diverse sources in Section II. Then we introduce the static model in Section III. In Section IV, by performing largescale numerical simulations, we find a wide range of the parameter space in which the stylized facts are reproduced. In Section V, we present analytic results for local network quantities. Finally, we conclude our work in Section VI.
II. STYLIZED FACTS
We introduce commonly observed features or stylized facts in many digital datasets for social networks, as summarized in Table I . They include the statistics of local network quantities and results for the global structure, both of which can be either topological or intensityrelated.
Let us first consider topological quantities. The degree k of a node is the number of its neighbors. Degree distributions P (k) in most datasets are found to be broad and overall decreasing [1, 11, 12, 19, 38] . This implies that the most probable degree or the mode of P (k), denoted by m k , is of the order of 1, and that m k is much smaller than the average degree k . This is clearly not consistent with our common sense that it is unlikely to find individuals with only one or few relationships in a society. This discrepancy was attributed to the sampling bias [16] , where it was argued that most datasets represent only one channel or context out of the whole multiplex social network [31, 32] . Thus, considering the whole social network, P (k) is expected to have a peak at the degree larger than of the order of 1, or that m k is of the comparable order of k . Such P (k) can be called overall peaked, see Fig. 1a in [39] for example.
Homophily, the tendency that alike people are attracted to each other, is one of the governing principles of social network formation [21] . One manifestation of homophily is assortativity, i.e., the tendency that high degree nodes are linked together. This correlation has been quantified in terms of the assortativity coefficient ρ kk , which is a Pearson correlation coefficient (PCC) between degrees of neighboring nodes [22] . Many social networks are found to be assortative, e.g., with ρ kk ≈ 0.09-0.4 [40] . This is also shown by the increasing behavior of k nn (k), i.e., the average degree of neighbors for nodes with degree k [12, 19] . The quantity k nn (k) is defined as follows:
where Λ i denotes the set of i's neighbors and k i = |Λ i | is the node i's degree. High clustering is evident in social networks, implying that your neighbor's neighbor is likely to be also your neighbor. For a node i, the local clustering coefficient c i is defined as the fraction of links between i's neighbors among all possible links between them as follows:
where e i denotes the number of links between i's neighbors. Then one can measure the average local clustering coefficient for nodes with degree k as
The c(k) is found to be a decreasing function of k [12, 19] . This finding can be explained by considering the case that the effect of making new neighbors, corresponding to ∼ k 2 i in Eq. (3), is typically stronger than that of finding new links between neighbors, in relation to e i in Eq. (3). For example, if every new neighbor of a node i creates a new link to one of node i's existing neighbors, then e i ∼ k i , leading to c(k) ∼ k −1 . This behavior can be measured in terms of the PCC between c i and k i , which is denoted hereafter as ρ ck .
At the global scale, social networks have rich community structure. That is, nodes in communities are densely connected, while nodes between different communities are sparsely connected [20] . It has been shown that the community size distribution P (g) has a heavy tail or power-law form, e.g., as evidenced in [29, 30, 41, 42] . We remark that in our model P (g) will be used as an input rather than as an output of the model.
Next, we consider the intensity-related quantities, i.e., strength s and weight w. The weight of a link quantifies [19] compared to the expected behavior [17, 18] . The symbol ( ) implies that the overall trend is monotonically increasing (decreasing). The initially increasing and then decreasing behavior is denoted by . For the link percolation analysis, see the main text for the details. measure MPC expected behavior topological degree distribution, P (k) average degree of neighbors as a function of degree, knn(k) local clustering coefficient as a function of degree, c(k) community size distribution, P (g) intensity-related strength distribution, P (s) weight distribution, P (w) strength as a function of degree, s(k) overlap as a function of weight, o(w) link percolation analysis ∆fc > 0 ∆fc > 0 the interaction activity between two nodes [43] , e.g., the frequency of contact in communication. The strength of a node, denoting the activity of the node, has been defined as the sum of weights of links involving the node:
where w ij is the weight of the link ij. The distributions of these quantities, P (s) and P (w), are also found to be broad and overall decreasing, implying that individual and interaction activities are heterogeneous [19] . The overall decreasing behavior of P (w) can be interpreted as the prevalence of weak links [44] in social networks. In addition, the average strength of nodes as a function of the degree, s(k), is found to be overall increasing [19, 43] . Here s(k) is defined as
This behavior can be measured in terms of the PCC between s i and k i , denoted by ρ sk . Combining the peaked P (k) and the increasing s(k), we expect P (s) to be also peaked. The overall peaked P (s) can be tested in terms of the mode of P (s), denoted by m s . The intensities are correlated with topological properties, which can be called intensity-topology correlation or weight-topology correlation as used in [9] . A linklevel consequence of intensity-topology correlation can be measured by the average overlap for links with weight w, denoted by o(w). The overlap of a link is the fraction of common neighbors of neighboring nodes connected by the link among all neighbors of those nodes:
where e ij denotes the number of common neighbors of nodes i and j, whose degrees are k i and k j , respectively. It has been found that the stronger links show larger overlap up to 95% of weights [9] . The overall increasing behavior of o(w) can also be measured in terms of the PCC between o ij and w ij , and it is denoted by ρ ow .
The intensity-topology correlation emerges at the global scale such that communities of strongly connected nodes are weakly connected to each other [9, 27] . This is a consequence of the Granovetter's hypothesis of "strength of weak ties" [26] . This property has been studied by performing a link percolation analysis such that links are removed one by one either from the weakest links ("ascending") or from the strongest links ("descending") to see when the network gets disintegrated. One can measure the fraction of the largest connected component (LCC) R LCC and the susceptibility χ as functions of the fraction of removed links f . Here the susceptibility for the network size N is defined as χ = 1 N s n s s 2 , where n s is the number of connected components of size s and the summation is taken over all connected components but the LCC. At the percolation threshold f c , R LCC vanishes and χ diverges in the thermodynamic limit [45] . If the percolation threshold for ascending (descending) link removal is denoted by f
, it is found for the Granovetterian network structure that
is significantly larger than 0 as shown in [33] . In other words, the Granovetterian network structure will be disintegrated earlier for ascending link removal than for descending link removal.
Finally, we remark that these stylized facts have been deduced mostly from datasets of single communication channels, while the social networks are multiplex, representing a multiplicity of communication channels. Empirical findings in single channel datasets may reflect some properties of the reality, but they may also introduce biases [16] .
III. MODEL
In order to devise a static model for stylized facts in social networks, let us consider an undirected weighted network of N nodes and C communities. For each community, the community size g is drawn from a distribu-tion P (g). The minimum size of the community is set as g 0 = 3, i.e., a triangle. The maximum size of the community g max is set to be 10 3 that is sufficiently large but not too large for being realistic. Then g different nodes are randomly chosen to form a community, where links between them are created with linking probability p(g). Here p(g) is a decreasing function of g to represent the tendency of link density being sparser for larger communities. Each of these links is assumed to have a positive weight randomly drawn from a distribution P g (w) with a characteristic weight w(g). Here w(g) is a decreasing function of g to represent the tendency of weaker ties in larger communities. For these reasons, we assume the following functional form for distributions of g 0 ≤ g ≤ g max :
with non-negative exponents α, β, and γ. Here A = (
−1 denotes a normalization constant, and θ(·) is the Heaviside step function. We take a powerlaw form for P (g) based on the empirical findings in [29, 30, 41, 42] . The power-law form for p(g) is also inspired by the observations [42] . Finally, we take the uniform distribution for P g (w) within the range of [0, w(g)] as no evidence is known for its shape. Other candidates for P g (w) will be shortly discussed in Appendix A. These settings imply that the average number of neighbors due to the community of size g is (g − 1)p(g), i.e., of the order of g 1−β . Since a membership to the larger community could imply more ties created, it is assumed that β ≤ 1. Further, the sum of weights due to those neighbors in the community of size g scales with g 1−β−γ . This sum decreases with g for sufficiently large γ, meaning that people may spend less time in communication with the members of the larger communities. See Fig. 1 for the schematic diagram of the generated network.
Since in social networks each node may belong to multiple communities, the network consists of an overlapping community structure and this is assured here by construction. Moreover, the network can be interpreted in the frame of a multilayer network [31, 32] . In our model each layer indexed by g is defined as a set of links due to communities of the same size g. Note that the layers in the real social networks do not have to consist of the communities of the same size. Then, a pair of nodes may be connected by multiple links when they belong to multiple communities, irrespective of whether those communities are in the same layer or not. However, we reduce multilayer weighted networks generated by our model to single layer weighted networks by assigning a unique weight to each pair of nodes. Here we use the rule of weight aggregation such that a weight w ij for a link ij is given by where G ij denotes a set of gs for communities in which the link ij is created, and w ij,g is the weight of link ij created in the layer g. Note that alternative rules for weight aggregation can be used, e.g., by taking a maximum weight from a set of w ij,g . We remark that it is very unlikely for a pair of nodes to belong to multiple communities, which is indeed asymptotically the case as shown in Appendix B. Hence, links can be divided into exclusive sets according to the community size g in which the link is created, implying that |G ij | = 1 for all links. Then each set of links corresponds to the layer indexed by g. This assumption is justified only when the network is sufficiently sparse, while we take k = 100 for numerical simulations in the following Sections.
IV. NUMERICAL RESULTS
For numerical simulations, we generate networks of size N = 3·10
4 with g 0 = 3 and g max = 10 3 . We also set w 0 = 1 without loss of generality. We begin with N isolated nodes, to which communities are added sequentially until the average degree reaches a predetermined value, e.g., k = 100. This in turn determines the total number of communities, C. We first study the effects of α and β on the topological properties of the generated networks to find the parameter region for obtaining the stylized facts. Then, for a fixed value of β, we study the effects of α and γ on the intensity-related properties of generated networks.
A. Topological properties
We obtain the simulation results of topological quantities, i.e., m k , ρ kk , and ρ ck , for the wide range of α and β. In Fig. 2(a) , m k is found to overall increase with α and β. As k = 100 in the simulations, we take a threshold value for m k as 10 to distinguish the region of overall decreasing P (k) for small α and β from that of overall peaked P (k) for large α and β. This threshold value is arbitrary yet reasonable for the qualitative description. In Fig. 2(b) , we find that ρ kk ≥ 0 for the entire range of the parameter space, and that ρ kk overall decreases with α and β. Here we take 0.05 as the threshold value to separate the assortative region for small α and β from the uncorrelated region for large α and β. Finally, we observe the non-monotonic behavior of ρ ck according to α and β, as shown in Fig. 2(c) . For small β, there exists an intermediate region of α with ρ ck > 0. As β increases, this region becomes narrower and finally disappears. Summarizing the results, we find the wide region of α spanning over (2, 4.5) and of β spanning over (0.1, 0.6), where all topological stylized facts are reproduced, i.e., relatively large m k and ρ kk and negative ρ ck . This region is surrounded by three boundaries as depicted in Fig. 2(d) .
In order to understand these results, we remind that the larger value of α leads to more frequent triangles as g 0 = 3, and that the larger value of β leads to sparser communities, especially for relatively large communities. We first consider the limiting case with large α and β, and then the other limiting case with small α and β.
In the limiting case when α → ∞, all communities are triangles, irrespective of the value of β. The network is then a random graph but consisting of triangles, namely a random 3-uniform hypergraph in graph theory [46] . As P (k) is peaked [47] , m k is much larger than 1 for sufficiently large k . We numerically find that m k ≈ k for α ≥ 5 is independent of β, as seen in Fig. 2(a) . It is also expected that there is no degree-degree correlations, i.e., ρ kk ≈ 0. Furthermore, the local clustering coefficient may be negatively correlated with k, i.e., ρ ck < 0, as explained in Section II. We find similar behaviors in the limiting case when β → ∞, as communities of size lager than g 0 have no links in them, irrespective of α. These arguments are consistent with simulation results already when β = 1, as depicted in Fig. 2(a-c) .
On the other hand, when β = 0, we have p(g) = 1 for the entire range of g, leading to the network of overlapping cliques of various sizes. If the value of α decreases from infinity, we have more and more large communities or cliques. Since the total number of links is fixed, links are then concentrated more in large communities, leading to a number of isolated nodes. The value of m k then decreases from k as α decreases. For finite α, degrees of nodes in the same community tend to be similar, which along with the heterogeneous community size leads to the positive ρ kk . As for the local clustering coefficient, it must be 1 for all connected nodes unless communities are overlapping. Since communities overlap in general, the value of ρ ck is expected to be negative as nodes belonging to multiple communities tend to have higher degree but smaller c i . However, the positive ρ ck is found in the intermediate range of α in Fig. 2(c) , where nodes belonging to large communities tend to have high degrees and to find more links between their neighbors. Thus, the higher degree nodes have the larger value of c i , hence positive ρ ck . However, if α becomes too small, most nodes have c i of the order of 1, while some high degree nodes have smaller c i due to the overlapping communities. Therefore the negative ρ ck is observed, while the global clustering, i.e., the average of c i for all nodes in the network, is still high (not shown).
B. Intensity-related properties
Next we numerically obtain the intensity-related quantities, i.e., ms s , ρ sk , ρ ow , and ∆f c , by varying α and γ while keeping β = 0.5, which is expected to show the topological stylized facts for α < 3.5. Here the mode of P (s) has been normalized by the average strength s as s also depends on the parameters. We find in Fig. 3(a) that ms s overall increases with α but decreases with γ. In order to distinguish the region of overall decreasing P (s) for small α and large γ from that of overall peaked P (s) for large α and small γ, we take a threshold value for > 0.1, ρ sk > 0.1, ρow > 0, and ∆fc > 0.001, we barely find the parameter region surrounded by four curves from (a-d). If the condition for positive ρow is relaxed, then we have the wide range of parameter space (shaded area) for the stylized facts, i.e., for large α and γ. Here the results have been averaged over 10 networks generated using N = 3 · 10 4 , k = 100, g0 = 3, gmax = 10 3 , and w0 = 1. The dashed line, γ = α + β − 3, indicates the criterion for the decreasing behavior of P (w) obtained from Eq. (37). ms s as 0.1, similarly to the threshold value for m k (= 10) when k = 100. In Fig. 3(b) , we find that ρ sk ≥ 0 for the entire range of the parameter space, and that ρ sk overall increases with α but decreases with γ. We take 0.1 as the threshold value for ρ sk to separate the correlated region for large α and small γ from the uncorrelated region for small α and large γ. As for ρ ow , it has a negative value for the almost entire range of the parameter space, except when both α and γ are small, as shown in Fig. 3(c) . Finally, ∆f c shows the non-monotonic behavior according to α in Fig. 3(d) . For small γ, there exists an intermediate region of α showing ∆f c > 0.001, with the threshold value of 0.001. As γ increases, this region becomes wider.
In summary, we barely find a region in the parameter space of (α, γ) for a fixed β = 0.5, where all intensityrelated stylized facts are reproduced, i.e., relatively large ms s , ρ sk , and ∆f c , and positive ρ ow . However, if the condition for positive ρ ow is relaxed, we have the wide range of the parameter space for the stylized facts to be reproduced, i.e., for large α and γ. This region is depicted in Fig. 3(e) . We note that despite the negative ρ ow , o(w) shows the increasing and then decreasing behavior for some range of parameter values, which will be discussed in the next Section. We have also studied the effects of β and γ for a fixed value of α to find overall similar conclusions (not shown).
In order to understand these results, we remind that the larger value of γ leads to more hierarchical weights as larger communities contain even weaker links on average. We first consider the limiting case with small γ and large α, and then the case with large γ and not too small α.
In the limiting case when γ = 0, all weights are drawn from the uniform distribution with the range of [0, 1], independent of the community size. It implies no intensitytopology correlations, irrespective of topological structure of the network. Therefore, we have s(k) ≈ k 2 for sufficiently large networks, which leads to
and ρ sk ≈ 1 for a wide range of α. Since the overlap of a link is statistically independent of its weight, we have ρ ow ≈ 0. Finally, for the link percolation the ascending link removal is just the same as the descending link removal, thus ∆f c ≈ 0. These are numerically confirmed as shown in Fig. 3(a-d) . These tendencies are also observed for very large α, independent of γ, as the network consists of triangles only and then the weights are fully uncorrelated with topological structure.
On the other hand, the large value of γ enhances the hierarchical structure of weights. If α decreases from infinity, the network is dominated by larger communities, i.e., by the larger number of links with very small weights. Then as more nodes have smaller strength, both m s and s decrease to 0, while ms s decreases to 0 as P (s) becomes more skewed due to the nodes belonging only to large communities. Since the majority of links are weak, the higher degree does not necessarily mean the larger strength, leading to the smaller ρ sk for decreasing α. Further, since the nodes in the large communities tend to have more common neighbors and weaker links between them, we find negative correlations between overlap and weight of links, except for small α and γ, as shown in Fig. 3(c) . Finally, the Granovetterian community structure appears to exist in the networks, as evidenced by ∆f c > 0 for sufficiently large γ and for the wide range of α in Fig. 3(d) . This is because by construction weak links in larger communities connect smaller communities containing strong links. Moreover, as the larger γ enhances the hierarchical structure of weights, we find the stronger intensity-topology correlation, hence a larger ∆f c .
V. ANALYSIS OF NETWORK QUANTITIES
In our static model, the network consists of many random communities whose sizes are randomly drawn from a given distribution. Thus, the network can be understood in terms of an aggregate of different layers, where each layer consists of communities with the same size that are overlapping by construction. Thanks to the random nature of assigning communities to nodes, we can obtain analytic solutions of the local network quantities. We first get analytic results for topological quantities, regardless of the rule of assigning weights to links: P (k), c(k), and k nn (k). We then consider intensity-related quantities: P (w), P (s), s(k), and o(w). According to the discussion in Appendix B, we assume that communities do not overlap over more than one node, unless otherwise stated.
A. Topological quantities
The number of communities of size g is simply given by n g = CP (g) = CAg −α . The average number of links in the layer g is equal to L g = n g g(g−1) 2 p(g) and the total number of links in the network is obtained by L = g L g .
Then C is determined from the relation L = N k 2 . The degree distribution in the layer g can be naively approximated by
with p g ≡ 2Lg N (N −1) and K g ≡ 2Lg N respectively denoting the link density and the average degree in the layer g. As we assume that links in different layers are rarely overlapping, the degree distribution for the whole network is obtained as a Poisson distribution:
where we have used k = g K g . P (k) is found to have a peak around at k , i.e., m k ≈ k . The numerical P (k) in Fig. 4(a) also has the peak around at k but it is broader than the above Poisson distribution possibly due to the correlation between links imposed by the community structure. This effect due to the correlation can be explained by separating nodes chosen for communities from those not chosen in each layer. The number of nodes chosen for communities of size g is approximated as N g ≈ gn g , leading to k g ≡ 2Lg Ng ≈ (g − 1)p(g) denoting the average degree only for nodes chosen for communities in the layer g. Based on this idea, we derive the analytic result for the standard deviation σ for the degrees in Appendix C. For α = 2.7 and β = 0.55, we obtain σ ≈ 31.6 using Eq. (C5), which is comparable with the simulation result of ≈ 34.3. Note that the standard deviation for the Poisson distribution with k = 100 is 10. Thus, the correlation between links imposed by the communities is important in understanding the broader P (k) than the Poissonian case. Now we focus on the egocentric network that consists of a node and its neighbors, namely, the ego and its alters. The degree of the node is determined by the layers in which the node was chosen to create links. We denote by l the largest community size or the outermost layer involving the node. Since the layers involving the node or the ego are not necessarily consecutive, we take a meanfield approach: The indexes of layers involving the ego are assumed to be consecutive from g 0 to l. Since the probability of an ego being chosen to have links in the layer g is Ng N , one obtains the expected degree of nodes with outermost layer l as
Here we have defined for convenience 
where
Later we will need to use the expected outermost layer of nodes with degree k, denoted by l(k). As the calculation of l(k) is not trivial, we fit the simulation result in Fig. 4(d) with a simple scaling function as follows:
withã ≈ 0.542 and µ ≈ 1.30. We remark that the inverse function of k(l) does not necessarily match with l(k),
Next, we calculate the expected local clustering coefficient in two forms: c(k) and c(l). Since the probability of linking two alters in the same layer is p(g), we obtain
Figure 4(e) shows that this analytic result is comparable with the simulation results. Then, we numerically get c(k) by plugging l(k) in Eq. (22) into Eq. (24), i.e.,
which is plotted against k[l(k)] in Fig. 4(f) . We find our approximated solution to be comparable with the simulation results. Then, we study the assortative mixing by calculating k nn (k) and k nn (l). Let us consider the above egocentric network, where each alter, say j, has been connected to the ego in some layer, say z. If z is large, z is most likely to be the outermost layer of j. Then the degree of j is k(z) that is obtained using Eq. (16) . However, for small z, the outermost layer of j is most likely to be larger than z. Hence the degree of j can be estimated as the average degree of nodes whose outermost layer is equal to or larger than z. For example, for very small z, the degree of j would be k . In general, the expected degree of the alter having a link to the ego in the layer z can be obtained as follows:
In Fig. 4(b) , we plot k ≥ (z) that is calculated using the numerical P (k). As expected, k ≥ (z) has a value of k for small z, while it approaches k(z) for large z. As the calculation of k ≥ (z) is not trivial, we make an approximation in a quadratic form as (27) with coefficients b 1 ≈ 0.178 and b 2 ≈ 0.00185, see the solid line in Fig. 4(b) . More complicated functional form may give a better result, but it makes further calculations much more difficult.
Since the ego has on average k g neighbors in the layer g whose expected degree is k ≥ (g), using Eq. (27) we obtain
Here we have assumed that α + β = 2, 3. Figure 4(g) shows that Eq. (29) is comparable with the simulation results. If α + β < 3, as b 1 b 2 , one may expect that for very large l
which hints at the role of exponent values such that the higher assortativity is obtained with the smaller values of α and β, i.e., the more heterogeneous size of communities and the more links for larger communities. This is consistent with the results in Fig. 2(b) . Then, we numerically get k nn (k) by assuming that In Fig. 4 (h) we plot k nn (k) against k[l(k)] to find our approximated solution to be comparable with the simulation results.
B. Intensity-related quantities
Here we calculate local network quantities related to the intensity. The link weight distribution can be obtained as follows: 
One gets
This analytic result compares favorably with the simulation results in Fig. 5(a) . For relatively large w, we can get a simple scaling form from Eq. (35) as follows:
Thus, in order for P (w) to decrease for large w, the following condition must be satisfied:
This condition narrows down the parameter region for stylized facts, as depicted in Fig. 3(e) . Next, we obtain the expected strength in two forms: s(k) and s(l). We obtain s(l) as
This analytic result is compared with the simulation results in Fig. 5(c) . In most cases of our simulations, we use parameter values satisfying that α + β + γ > 3. It implies that s(l) is approaching a constant from below, rather than increasing indefinitely. For the calculation of s(k), we assume that
In Fig. 5(d) we plot s(k) against k[l(k)] to find our approximated solution to be comparable with the simulation results, but with systematic discrepancy. Then, one can get the strength distribution P (s) from the identity P (s)ds = P (k)dk using the above s(k). The peaked P (k) combined with the increasing s(k) leads to the peaked P (s), as evidenced by the simulation results in Fig. 5(b) . The peak turns out to be around at the average strength s ≈ k w ≈ 8.4.
Finally, we discuss the behavior of the overlap o(w). Once a link with weight w is given, the link must have been created in a layer g with g 0 ≤ g ≤ g(w). The probability q w,g that the link of weight w is created in the layer g reads
where 1 w(g) comes from P g (w). If the link ij is created in the layer g, nodes i and j have (g − 2)p(g) 2 common neighbors on average, leading to the average number of common neighbors as . (43) Next, we take an approximation of both k i and k j in Eq. (8) as k ≥ [g(w)] in Eq. (27) to finally obtain
This analytic result of o(w) is increasing and then decreasing with w, but with systematic discrepancy with the simulation results as shown in Fig. 5(e) . The increasing behavior of o(w) for small w can be understood by considering a simple scaling form for large g(w). Since α+β > 3 and 3−α−3β+γ > 0 for our choice of exponent values, we get
Thus, the increasing behavior of o(w) for small w is realized for β > 1 2 , and enhanced by the smaller γ. This is because the relatively large β inhibits the possibility of having common neighbors in large communities, which leads to smaller overlaps for weaker links. However, this argument does not apply to the very strong links as the value of p(g) for small g is still high for large β.
VI. CONCLUSIONS
We have devised the static network model for generating the essential features of the whole social network. As the structure of the whole social network is not known, we assume that it is reflected in the empirical findings from some parts or aspects of the whole social network. For this, we find several commonly observed features or stylized facts in various social networks, such as broad distributions of local network quantities, existence of communities, assortative mixing, and intensity-topology correlations. We have taken the static model approach for simpler and easier implementation as well as for the possible analytic treatment, in contrast to the dynamical generative models for social networks.
For our static model, we randomly assign a number of communities to a given set of isolated nodes using three assumptions: (i) The size g of each community is drawn from a power-law distribution with exponent α, (ii) the link density for the community of size g is given as a decreasing function of g, controlled by the power-law exponent β, and (iii) the characteristic weight of links created in the community of size g is given as a decreasing function of g, controlled by the power-law exponent γ. With these assumptions, realistic social networks have been successfully generated such that they show most stylized facts for a wide range of parameter space of (α, β, γ). This can explain why the stylized facts are so commonly observed. As our model can be interpreted as the aggregate of random uniform hypergraphs with various degrees, it enabled us to obtain analytic results for local network quantities that compare quite favorably with the numerical results. Thanks to the simplicity of our static model, we expect it to serve as a general reference system for further research in the direction of investigating what the whole social network looks like, as well as the dynamical processes on the whole social network.
We remark that we have ignored the known correlations such as those due to the geographical constraint and demographical information. The correlations due to the geographical constraint can be easily incorporated into our model, e.g., as done in [33] , for more realistic modeling of social networks.
Finally, we briefly discuss the rank curve analysis as how individuals distribute their limited resources like time to their neighbors is also indicative to characterize the social networks. The rank curve of a node is defined as the descendingly sorted weights of links involving the node. The layered structure in rank curves has been claimed [48] , while the exponential or power-law functional forms have been successfully used for fitting empirical rank curves [49, 50] . As the functional form of rank curves is still under debate, we leave this issue for a future work. In the main text, we studied the case with the uniform distribution for P g (w). Here we discuss two alternative forms of P g (w). The first case is the delta function as
with the same w(g) = w 0 ( g0 g ) γ as in Eq. (12) . We then find that the parameter range for stylized facts is strongly limited. For example, we obtain the weight distribution as P (w) ∼ w . It implies that for decreasing P (w) one must have α + β < 2, which is hardly realistic. As for the second case, we can study the exponential distribution as follows:
We find the same scaling behavior for large w as in Eq. (36) . Thus, the advantage of this form is marginal compared with the uniform distribution, except that the number of weak links is overwhelming (not shown).
Appendix B: Overlapping communities
In order to consider the case of overlapping communities, we introduce an overlapping probability q gg m that two communities of size g and g share m nodes with 1 ≤ m ≤ min{g, g }. Here we assume that p(g) = 1 for all g, which provides an upper bound of q gg m . One gets 
We get the basic quantities as
Provided that N g, q gg 2 is found to be mostly negligible. It implies that it is very unlikely to find a pair of nodes belonging to multiple communities, whether communities have the same size or not, i.e., whether they are in the same layer or not. The average number of links in the layer g can be obtained as 
For the second line, we have taken only the dominant term in the summation. We can also calculate the exact number of nodes chosen for communities of size g, denoted by N g , by considering the effect by overlapping communities. The maximum of N g is gn g as n g communities are assigned with g nodes for each community. N g can be smaller than gn g due to two factors: (i) Some nodes may be isolated in the layer g if p(g) < 1. (ii) Some nodes may belong to multiple communities. For the former, the probability of a node being isolated is [1 − p(g)] g−1 , provided that this node could belong to only one community. For the latter, the dominant case is when two communities overlap over one node, whose probability is q gg1 . In sum, one gets 
If p(g) 1 and N is sufficiently large, one gets k g ≈ 1, implying that links are mostly isolated.
Appendix C: Standard deviation for the degrees
In order to take into account the correlation between links imposed by the communities in the degree distribution, we separate nodes chosen for communities from those not chosen in each layer g. Then P g (k) consists of two parts, one for nodes chosen for communities and the other for those not chosen:
where k = 0, · · · , g − 1. Note that isolated nodes are either those not chosen for communities or those chosen but left with no links when p(g) < 1. The calculation of P (k) from the above P g (k) is not trivial. In order to calculate the standard deviation for the degrees, we assume that
One gets the variance for the layer g as
leading to the variance for the entire network as 
where H u,v m,n is defined in Eq. (18) .
