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Abstract
We determine the smallest integer n for which the following holds: if G is a nontrivial
abelian group of order m; then every coloring of the integer set f1; 2;y; ng by the elements of
G; results a zero-sum solution to x1 þ x2 þ?þ xm1oxm: It turns out that n depends only on
the order of G and is equal to mðm  1Þ þ 1: If G is cyclic, then we get an Erdo¨s–Ginzburg–Ziv
type generalization of a known result concerning a monochromatic solution of the above
inequality in a 2-coloring of the positive integers.
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1. Introduction
For integers a and b; we use the closed interval notation ½a; b to denote the
set of integers x such that apxpb: Let ½a; b be given and let G ¼ ðG;þ; 0Þ be an
abelian group of order m: A 2-coloring (G-coloring) of ½a; b is a function W :
½a; b-f0; 1g (W : ½a; b-G). A k-tuple ðx1;y; xkÞ of integers from ½a; b is called
zero-sum if
Wðx1Þ þWðx2Þ þ?þWðxkÞ ¼ 0G: IfL is a system of inequalities in k variables
and ðx1; x2;y; xkÞ is a solution of L that is also a zero-sum k-tuple, then we call
ðx1; x2;y; xkÞ a zero-sum solution ofL: The case where k ¼ m is of special interest.
Namely, ifL is a system of inequalities in m variables and G is an abelian group of
order m; we deﬁne RðL; 2Þ (RðL; GÞ) to be the smallest integer, provided it exists,
such that for every 2-coloring of ½1; RðL; 2Þ (G-coloring of ½1; RðL; GÞ) there exists
a zero-sum solution of L: The Erdo¨s–Ginzburg–Ziv (EGZ) theorem [1,6] is the
seminal work in the broad area known as zero-sum Ramsey-type theorems [2,5]. In
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view of the EGZ theorem, if RðL; 2Þ ¼ RðL; ZmÞ; then we say that L admits an











determining RðL1; 2Þ and RðL2; 2Þ: Bialostocki et al. [3] proved that L1 admits an
EGZ generalization for m prime. In this paper, we show that RðL2; 2Þ ¼ RðL; GÞ
for every abelian group of order m: Consequently, L2 admits an EGZ general-
ization.
2. Main result and its proof
Theorem 1. If G is an abelian group of order m and L2 :
Pm1
i¼1 xi  xmo0; then
RðL2; GÞ ¼ mðm  1Þ þ 1:
The proof of the Theorem 1 is a consequence of two lemmas. We begin with a
deﬁnition.
Deﬁnition. Let r and k be positive integers and let x ¼ ðx1; x2;y; xkÞ be a k-tuple.
Deﬁne





 xk ¼ r  1þ
Xk1
i¼1
ðxi  1Þ  xk:
Lemma 2. Let m; r be positive integers and let G be an abelian group of order m: If D is
a G-coloring of ½r; mðr  1Þ þ 1; then there exists an integer kA½1; m and a zero-sum
x ¼ ðx1; x2;y; xkÞ with xiA½r; mðr  1Þ þ 1 for iA½1; k such that Sr;kðxÞo0:
Proof. By induction on m: If m ¼ 1; then G ¼ f0g and DðrÞ ¼ 0: We choose k ¼ 1
and x ¼ ðrÞ which implies Sr;1ðxÞ ¼ r  1 ro0: Consider a group G of order m; a
positive integer r; and a G-coloring D of ½r; mðr  1Þ þ 1 as stated in the lemma. Let
D be a G-coloring of ½r; mðr  1Þ þ 1: If DðrÞ ¼ 0; then we choose k ¼ 1 and x ¼ ðrÞ
which implies Sr;1ðxÞ ¼ r  1 ro0: Otherwise, /DðrÞS ¼ H is a group of order
h41: Deﬁne m0 ¼ m=h and r0 ¼ hðr  1Þ þ 1: Since r04r; it follows that ½r0; m0ðr0 
1Þ þ 1D½r; mðr  1Þ þ 1: Let a (G=H)-coloring D0 of ½r0; m0ðr0  1Þ þ 1 be
deﬁned as the image of D under the natural homomorphism from G to G=H: By
the induction hypothesis, we can choose k0A½1; m0 and x0 ¼ ðx01; x02;y; x0k0 Þ with
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0ðx0iÞAH; there exists an integer nA½0; h  1 that satisﬁes
nDðrÞ þPk0i¼1 D0ðx0iÞ ¼ 0G: Deﬁne k ¼ n þ k0 and x ¼ ðx1; x2;y; xkÞ where xi ¼ r;
for iA½1; n and x1 ¼ x0in; for iA½n þ 1; n þ k0: Since nph  1 and k0pm=h; it
follows that kpm: Clearly, x is zero-sum and furthermore n þ 1ph implies that
Sr;kðxÞ¼ rk þ ð
Pk1






i  x0k ¼ r  ðk0 þ nÞ
þnrþPk01i¼1 x0i  x0k ¼ððn þ 1Þðr  1Þ þ 1Þ  k0þ Pk01i¼1 x0i  x0kpðhðr  1Þ þ 1Þ k0þPk01
i¼1 x
0
i  x0k ¼ Sr0;k0 ðx0Þo0: &
Deﬁnition. If G is a ﬁnite nontrivial abelian group, then G can be written as a direct
product of cyclic groups G ¼ Zm1  Zm2 ? Zmn ; where Zmi is the cyclic group of
order mi for iA½1; n and 1omijm2jyjmn: The cyclic groups Zmi for iA½1; n are called
the invariant factors of G; and n is called the rank of G:
Lemma 3. Let m and r be positive integers greater than one, and let G be a nontrivial
abelian group of order m: There exists a G-coloring D of ½r; mðr  1Þ; such that if k is a
positive integer and x ¼ ðx1; x2;y; xkÞ with xiA½r; mðr  1Þ for iA½1; k is zero-sum,
then Sr;kðxÞX0:
Proof. Let r be a positive integer greater than one. We shall prove the lemma by
induction is on n; the number of invariant factors of G: If n ¼ 1; then G is isomorphic
to Zm the cyclic group of residues modulo m: Let 1 be a generator of G: Deﬁne a G-
coloring D of ½r; mðr  1Þ by DðxÞ ¼ 1; for every xA½r; mðr  1Þ: If k is a positive
integer and x ¼ ðx1; x2;y; xkÞ with xiA½r; mðr  1Þ for iA½1; k is zero-sum, then
kjm; hence kpm: In addition, since xiXr for iA½1; k  1 and xkpmðr  1Þ; it
follows that Sr;kðxÞ ¼ r  1þ ð
Pk1
i¼1 ðxi  1Þ  xkXr  1þ ðm  1Þðr  1Þ  mðr 
1Þ ¼ 0:
Suppose that the lemma holds for every nontrivial abelian group with less than n
invariant factors. Let G ¼ H  T be a nontrivial abelian group of order m with n
invariant factors, where H is the smallest invariant factor. Furthermore, let h and t
denote the orders of H and T ; respectively, and let ð1; 0Þ be the generator of H: In
order to deﬁne D; we shall partition ½r; mðr  1Þ into three sets as follows: ½a1; b1 ¼
½r; tðr  1Þ; ½a2; b2 ¼ ½tðr  1Þ þ 1; ðm  t þ 1Þðr  1Þ; and ½a3; b3 ¼ ½ðm  t þ 1Þ
ðr  1Þ þ 1; mðr  1Þ:
By the induction hypothesis, we can ﬁnd an T-coloring D0 of ½a1; b1 such that if k
is a positive integer and x ¼ ðx1; x2;y; xkÞ with xiA½a1; b1 for iA½1; k is zero-sum in
T ; then Sr;kðxÞX0: Deﬁne the G-coloring D of ½r; mðr  1Þ by
DðxÞ ¼
ð0;D0ðxÞÞ if xA½a1; b1;
ð1; 0Þ if xA½a2; b2;
ð1;D0ðx  ðm  tÞðr  1ÞÞ if xA½a3; b3:
8><
>:
Since ½a3; b3 ¼ ½a1; b1 þ ðm  tÞðr  1Þ; it follows that D is well deﬁned.
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Let k be a positive integer and let x ¼ ðx1; x2;y; xkÞ with xiA½r; mðr  1Þ
for iA½1; k be zero sum in G: We shall show that Sr;kðxÞX0: Observe that if xk
is not the maximum integer in ðx1; x2;y; xkÞ; then Sr;kðxÞX0 and the
proof is complete. Hence, we can assume that xk is the maximum (observe
that k41; since otherwise x is not zero-sum). We shall proceed in three
steps:
Step 1: If x satisﬁes Sr;kðxÞo0; then xkA½a3; b3:
If xkA½a1; b1; then ðx1; x2;y; xkÞ is zero-sum in T ; and hence by the induction
hypothesis Sr;kðxÞX0: If xkA½a2; b2; then since (1,0) has order h; there are at least h
of the xi’s in ðx1; x2;y; xkÞ that belong to ½a2; b2: Consequently, a straightforward
calculation yields
Sr;kðxÞ ¼ r  1þ
Xk1
i¼1
ðxi  1Þ  xkXr  1þ ðh  1Þða2  1Þ  b2 ¼ 0:
Thus, xkA½a3; b3:
Step 2: If x satisﬁes Sr;kðxÞo0; then we can assume xie½a3; b3 for all
iA½1; k  1:
If xiA½a3; b3 for some iA½1; k  1; then we shall construct a zero-sum z ¼
ðz1; z2;y; zk0 Þ with zie½a3; b3 for all iA½1; k0  1 that satisﬁes Sr;k0 ðzÞo0: Suppose
that xiA½a3; b3 for some iA½1; k  1: Deﬁne u ¼ xi  ðm  tÞðr  1ÞA½a1; b1 and
v ¼ tðr  1Þ þ 1 ¼ a2: It is easy to see that DðxiÞ ¼ DðuÞ þ DðvÞ: Replacing xi by u
and v in x results in a zero-sum y ¼ ðu; v; x1; x2;y; xi1; xiþ1;y; xkÞ: A straightfor-
ward calculation implies that
Sr;kþ1ðyÞ  Sr;kðxÞ ¼ ðu þ v  xi  1Þ ¼ ð2t  mÞðr  1Þp0
and consequently, Sr;kþ1ðyÞo0: A repeated application of this procedure yields z:
Thus, we can assume that xie½a3; b3 for all iA½1; k  1:
Step 3: If x satisﬁes Sr;kðxÞo0; then we can assume xke½a3; b3:
If xkA½a3; b3; then we shall construct a zero-sum y ¼ ðy1; y2;y; ykðh1ÞÞ such
that Sr;kðh1ÞðyÞpSr;kðxÞ and ykðh1Þe½a3; b3: Since x is zero-sum in H; and since
xie½a3; b3 for all iA½1; k  1 by step 2, it follows that there are at least h  1 of the
x1’s in ½a2; b2: Deﬁne y to be the following modiﬁcation of x: delete any h  1 of the
x1’s that belong to ½a2; b2; the rest of the x1’s for iak; do not change and ykðh1Þ ¼
xk  ðm  tÞðr  1ÞA½a1; b1: Clearly, y is zero-sum. A straightforward calculation
implies that:
Sr;kðh1ÞðyÞ  Sr;kðxÞpðh  1Þ þ ðm  tÞðr  1Þ  ðh  1Þa2 ¼ 0: Thus we can
assume that xke½a3; b3:
The conclusions of step 1 and step 3 contradict each other, completing the
proof. &
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Proof of Theorem 1. Let G be an abelian group of order m and let
L2 :
Pm1
i¼1 xi  xmo0;. For convenience let LmðxÞ ¼ ð
Pm1
i¼1 xiÞ  xm: If m ¼ 1;
then the proof is trivial, so we can assume that m41: We shall proceed in two
steps.
Step 1: RðL2; GÞpmðm  1Þ þ 1:
Let D be a G-coloring of ½1; mðm  1Þ þ 1: Without loss of generality we can
assume that Dð1Þ ¼ 0: If r ¼ m in Lemma 2, then it follows that there is a positive
integer kom and a zero-sum x ¼ ðx1; x2;y; xkÞ with xiA½m; mðm  1Þ þ 1 for
iA½1; k such that Sm;kðxÞo0: Deﬁne y ¼ ðy1; y2;y; ykÞ by yi ¼ 1 for iA½1; m  k
and yi ¼ xiðmkþ1Þþ1 for iA½m  k þ 1; m: Since x is zero-sum, it follows from the












þ xm ¼ Sm;kðxÞo0:
Hence, y ¼ ðy1; y2;y; ykÞ is a zero-sum solution toL and RðL; GÞpmðm  1Þ þ 1:
Step 2: RðL2; GÞ4mðm  1Þ:
Let r ¼ m in Lemma 3 and choose a G-coloring D of ½m; mðm  1Þ that satisﬁes
the conclusion of the lemma. We extend D to ½1; mðm  1Þ by deﬁning DðxÞ ¼ 0; if
xA½1; m  1: Let x ¼ ðx1; x2;y; xmÞ; with xiA½1; mðm  1Þ for all iA½1; m; be zero-
sum. Clearly, if LmðxÞo0; then xmXxi for all iA½1; m  1: If xiA½1; m  1 for all
iA½1; m; then LmðxÞXðm  1Þ  1 ðm  1Þ ¼ 0: Otherwise assume that exactly k of
the x0is belong to ½m; m2  m for some kA½1; m and deﬁne y ¼ ðy1; y2;y; ykÞ to be












 yk ¼ Sm;kðyÞX0;
with the last inequality following from Lemma 3. Hence, here does not exist a zero-
sum solution to L2 and RðL2; GÞ4mðm  1Þ: &
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