Abstract. Let G be a finite group. In this paper, we study G-categories equipped with an ordinary symmetric monoidal structure, together with a set of specified norm maps. We give an example and explain how the Hill-HopkinsRavenel norm functors arise from it, and then we generalize the Kelly-Mac Lane coherence theorem to include the present structures. As an application, we obtain finite presentations of N∞-G-categories for any G-indexing system. We also prove coherence theorems for normed symmetric monoidal functors and natural transformations, and we show that normed symmetric monoidal categories are essentially determined by the indexing systems generated by their sets of norms.
Introduction
This paper is part of an attempt to bridge the gap between two presentations of equivariant symmetric monoidal structure. One description, due to GuillouMay-Merling-Osorno [10, 12] , is operadic. The other, due to Hill-Hopkins-Ravenel [14, 15] , and recast in higher categorical terms by Barwick-Dotto-Glasman-NardinShah [1] , is given in terms of norm maps. Our ultimate goal is to set up precise comparisons between the structures considered in [12] and [14] , but the aims of this paper are far more modest.
In what follows, we introduce a new class of structures, which are intermediate to the symmetric monoidal G-categories of [12] and the G-symmetric monoidal categories and G-commutative monoids of [14] . Fix a finite group G. Roughly speaking, our objects are categories equipped with:
(1) an action by the group G, (2) an ordinary symmetric monoidal structure in which the unit is G-fixed, and the product and coherence isomorphisms are G-equivariant, and (3) a collection of norm maps, indexed by a set N of finite G-subgroup actions, which are compatible with the ordinary symmetric monoidal structure.
We call such objects N -normed symmetric monoidal categories, and when G is trivial and N is empty, they are nothing more than symmetric monoidal categories in the usual sense. The purpose of this paper is to lay general combinatorial foundations for the study of normed symmetric monoidal categories, which we intend to use in our subsequent comparison work. In summary, we construct an N ∞ operad called SM N for every set of norms N , we show how to extend an N -normed symmetric monoidal structure to an SM N -action, and we show how to interpret N -normed symmetric monoidal functors and natural transformations in terms of SM N . We also explain how to swap out a given set of exponents N for any suitably equivalent set N ′ . These results place normed symmetric monoidal categories squarely between the objects considered in [12] and in [14] . Indeed, if the set N generates all norms, then the symmetric monoidal G-categories of [12] are pseudoalgebras over an operad equivalent to SM N , and the presentation of N -normed symmetric monoidal categories outlined above suggests that they are a pseudofunctorial variant of the G-commutative monoids of [14] .
That said, our approach stands in contrast to the work in [12] and [14] . Both of those frameworks present equivariant symmetric monoidal structure in complete totality, because this is more convenient for theoretical purposes. The work in this paper provides a means of manipulating equivariant symmetric monoidal categories by hand, and once our comparisons are complete, it should also give a practical method for constructing the objects in [12] and [14] . We believe that when all is said and done, there will be an equivalence between symmetric monoidal G-categories, E ∞ normed symmetric monoidal categories, and pseudo-G-commutative monoids (in the G-symmetric monoidal 2-category of all G-categories).
The following example illustrates this last point, and it also hints at a further connection between the fixed point coefficient systems of normed symmetric monoidal categories, and the G-symmetric monoidal categories of [14] . We believe that it will be a useful example going forward, and it is treated in detail in sections 3 and 8.
Example 1.0.1. Let G be a finite group and let TG be the translation category of G. Given an ordinary symmetric monoidal category C , consider the functor category Fun(TG, C ). The right action of G on TG makes Fun(TG, C ) into a left G-category, and:
(a) the category Fun(TG, C ) admits all norm maps, (b) for any subgroup H ⊂ G, the H-fixed subcategory Fun(TG, C )
H is equivalent to the category HC of left H-actions in C , and (c) for any subgroups K ⊂ H ⊂ G, the restriction of the norm map H/K :
Fun(TG, C )
×H/K → Fun(TG, C ) to H-fixed points is the norm functor N H K : KC → HC , up to equivalence. The category Fun(TG, C ) has been studied by many authors. Thomason [23] considers its G-fixed points in connection with the homotopy limit problem, MurayamaShimakawa [19, 22] introduced the construction Fun(TG, −) for use in equivariant bundle theory, Guillou-May-Merling-Osorno [10, 11, 12] take the categories Fun(TG, C ) as input to their infinite loop space machine, and the fixed subcategories Fun(TG, C ) H ∼ = Fun(T(G/H), C ) appear naturally in the construction of the Hill-Hopkins-Ravenel norm functors [15] . The norm functors N Returning to coherence theorems, a bit more fiddling allows one to prove analogous results for monoidal functors and for monoidal natural transformations. Thus, we can boost our results up to an isomorphism of 2-categories (cf. theorem 6.3.4). Theorem 1.1.3. Let G be a finite group and let N be a set of exponents. Then the 2-category of all small N -normed symmetric monoidal categories, lax (resp. strong, strict) monoidal functors, and monoidal natural transformations is isomorphic to the 2-category of all strict SM N -algebras, lax (resp. pseudo, strict) operad maps, and SM N -transformations.
Finally, we show that in the lax and strong case, the 2-categories considered above are determined up to equivalence by the indexing system generated by N (cf. theorems 7.1.2 and 7.1.4). Theorem 1.1.4. Let G be a finite group, and suppose that N and N ′ are sets of exponents that generate the same indexing system. Then the 2-category of all small N -normed symmetric monoidal categories, lax (resp. strong) monoidal functors, and monoidal transformations is 2-equivalent to the analogous 2-category for N ′ .
1.2.
The proof of the coherence theorem. The coherence theorem for normed symmetric monoidal categories is the most involved part of this paper. Indeed, the corresponding theorems for functors and natural transformations follow from essentially the same inductive arguments used in the nonequivariant case (cf. section 6 and [18, Ch. XI.2]), and our change of norm theorem is relatively easy to prove. If the sets N and N ′ generate the same indexing system, and one allows strong monoidal functors, then there is a zig-zag N -norm. SMCat. of 2-equivalences (cf. theorem 7.1.4). Hence, we shall only outline the proof of the coherence theorem for categories. It is fairly straightforward to read off a normed symmetric monoidal structure from an action of SM N , and the homotopy type of SM N follows from work in [21] . However, building an operad action out of an arbitrary normed symmetric monoidal structure requires more effort. We offer the following light summary.
Sketch of proof.
Suppose that C is a normed symmetric monoidal category. Thus C is equipped with a unit e C , a product ⊗ C , norm maps C T , and coherence isomorphisms α C , λ C , etc. satisfying some commutativity conditions. We build the operad SM N out of formal symbols representing these data.
We start with a set of function symbols e, ⊗, and T that have the arity and isotropy of the corresponding data in C . These symbols have a natural interpretation in the endomorphism operad End(C ), and by taking their (G × Σ • )-multiples and operadic composites, we obtain an interpretation of every element of the free G-operad F that they generate.
Next, we consider coherence data. Of all possible coherence isomorphisms that can be built from the maps α C , λ C , etc., some are "basic" in the sense that they only involve a single instance of (α C ) ±1 , (λ C ) ±1 , etc. Introduce edges into F to represent all basic coherence maps. At each level n ≥ 0, we obtain a directed graph Bas n of all formal n-ary products and basic maps between them, and we also get an interpretation of Bas n in End(C ). By taking composites of edges, we obtain an interpretation of the free category Fr(Bas n ) in End(C ). Now for the real work: starting from the coherence axioms for C , one can use Mac Lane's classical techniques to deduce that any two parallel morphisms in Fr(Bas n ) have the same interpretation in End(C ). Thus, our interpretation factors through the quotient of Fr(Bas n ) that identifies all pairs of parallel morphisms, and this is precisely the category SM N (n). From here, the fact that the image of SM N is closed under the G-operad structure of End(C ) essentially implies that we get a map SM N → End(C ) of G-operads. Remark 1.2.1. Thus, we may think of SM N concretely as the operad whose objects are formal composites of (G × Σ • )-multiples of e, ⊗, and the norm maps T , and whose morphisms are (the unique) residue classes of paths of "basic" maps.
The key technical point in the proof is that the coherence maps for the norm T do not interact very strongly with the ordinary symmetric monoidal coherence maps (cf. lemma 5.2.8), or with the coherence maps for other norms S (cf. lemma 5.2.11). This allows us to separate the two kinds of data, thus reducing the problem to a question about ordinary symmetric monoidal coherence, and a question about norm coherence. The former is handled by Kelly and Mac Lane's classical theorem, while the latter is resolved using the functoriality of composition in the endomorphism operad End(C ).
1.3. Organization of the paper. In section 2, we define normed symmetric monoidal categories (section 2.2), before giving some examples and nonexamples (section 2.3). While the category Fun(TG, C ) is normed symmetric monoidal, it is worth noting that the natural symmetric monoidal structure on GC , the category of all G-actions in C , generally does not extend to a normed symmetric monoidal structure (cf. nonexample 2.3.3).
In section 3, we describe the structure of the category Fun(TG, C ) explicitly, deferring some details to the appendix (section 8). We regard Fun(TG, C ) as a prototypical example of a normed symmetric monoidal category, so we have tried to be thorough.
In section 4, we construct the operads SM N that parametrize N -normed symmetric monoidal structures (section 4.1), and we consider their homotopical properties (section 4.2). This work was essentially done in [21] , but we require a slight refinement of our earlier result. In section 4.3, we use this refinement to construct a well-behaved set of N ∞ operads realizing every indexing system, and in section 4.4, we discuss some general properties of categorical N ∞ operads. The content of section 4.4 was inspired by conversations with Mike Hill and Luis Pereira.
In section 5, we prove the coherence theorem for normed symmetric monoidal categories. In section 5.1, we review the construction of free G-operads from [21] , and in section 5.2, we give the main combinatorial argument of this paper. Section 5.3 simply elaborates on the preceding discussion.
In section 6, we prove the coherence theorems for normed symmetric monoidal functors and natural transformations. We state the relevant definitions in sections 6.1 and 6.2, and then we give the arguments in section 6.3.
In section 7, we show how to change norms without significantly changing the mathematics. Section 7.1 summarizes the results, and the constructions and proofs are given in sections 7.2 and 7.3.
In section 8, we write down formulas for the functors appearing in section 3.
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Normed symmetric monoidal categories
In this section, we define N -normed symmetric monoidal categories and briefly describe some examples and nonexamples.
2.1. The double enrichment of the category of (small) G-categories. Fix a finite group G. We begin with some standard, but important observations about how the category of small G-categories may be enriched.
Definition 2.1.1. A G-category is a category C , equipped with a group homomorphism ϕ : G → Aut(C ). Thus G acts on C through functors, and we write
As expected, these data assemble into a 2-category. Definition 2.1.2. The 1-category of all (small) G-categories and G-functors shall be denoted GCat. The 2-category of all (small) G-categories, G-functors, and Gnatural transformations shall be denoted GCat. Thus, the underlying 1-category of GCat is GCat.
However, this is not the full story: by using the diagonal ∆ : G → G × G, the augmentation ε : G → * , and the inversion map (−) −1 : G op → G, we can make GCat into a cartesian closed category. For any G-categories C and C ′ , the product C × C ′ of G-categories is given the diagonal action
the unit is the terminal category * with trivial G-action, and the internal hom
is the category of all nonequivariant functors F : C → D and nonequivariant natural transformations between them, equipped with the conjugation Gaction. On functors F : C → D, this means
and on natural transformations η : F ⇒ G, this means
Here we are using g · (−) to indicate multiplication by g in Cat G (C , D), and we are using juxtaposition g(−) to indicate multiplication in C or D.
By the usual argument, it follows that GCat is also enriched over itself.
Definition 2.1.3. Let Cat G be the GCat-enriched category whose objects are all small G-categories, and whose hom G-categories are Cat G (C , D).
For any G-category C and subgroup H ⊂ G, let C H be the (possibly non-full) subcategory of C consisting of all objects and morphisms that are fixed by H. Then for any G-categories C and D, we have
Remark 2.1.4. Of the categories GCat, GCat, and Cat G , the third is most relevant to the study of algebras over operads in (GCat, ×, * ), and to our present work. Indeed, if O is an operad in GCat, and C is an O-algebra, then each structure map
. . , C σn ) and similarly for morphisms.
, but in general, we will need to consider functors C ×n → C and natural transformations that are not necessarily G-equivariant.
2.2.
Normed symmetric monoidal categories. We now define normed symmetric monoidal categories, starting with a baseline of structure.
Definition 2.2.1. A symmetric monoidal object in GCat consists of (1) a G-category C , (2) a G-bifunctor ⊗ : C ×2 → C , (3) a G-fixed unit e ∈ C , and
A ⊗ e → A, and β : A ⊗ B → B ⊗ A such that the usual pentagon, triangles, and hexagon diagrams commute [18, Chs. VII and XI]. For each n ≥ 0, we define the standard n-fold tensor product n : C ×n → C by 0 := e, 1 := id C , 2 := ⊗, and n+1 :
it follows n is also G-equivariant for every n ≥ 0. Remark 2.2.2. Ignoring G-actions, we see that every symmetric monoidal object in GCat determines a small symmetric monoidal category, where the usual Kelly-Mac Lane coherence theorem applies. Note that we are implicitly working relative to a fixed Grothendieck universe U. By expanding to a larger universe U ′ ⊃ U, we may regard every symmetric monoidal category as small. Now we overlay norm maps. We start by defining a (graded) parameter set.
Definition 2.2.3.
A set of exponents is a tuple N = (N (H)) H⊂G of sets such that for each subgroup H ⊂ G, the elements of N (H) are ordered, finite H-sets. Next, we review the construction of norm objects, also called indexed powers.
Definition 2.2.4. Suppose that C is a G-category and that T is a finite H-set with a chosen ordering {1, . . . , |T |} ∼ = T . Let σ : H → Σ |T | be the permutation representation of the corresponding H-action on {1, . . . , |T |}. The norm object, or T -indexed power C ×T , is the H-category whose underlying category is the cartesian power C ×|T | , and whose H-action is the "twisted diagonal" action
A T -norm map is an H-equivariant functor F : C ×T → C . Writing
we see that the objects of
Finally, here is the definition of an N -normed symmetric monoidal category.
Definition 2.2.5. Suppose that N is a set of exponents. A (small) N -normed symmetric monoidal category consists of a symmetric monoidal object (C , ⊗, e, α, λ, ρ, β) in GCat, together with:
(4) a T -norm map T : C ×T → C for every T ∈ N , and (5) (untwistors) a nonequivariant natural isomorphism
between the T -norm on C and the standard |T |-fold tensor product on C , such that for every subgroup H ⊂ G, exponent T ∈ N (H), element h ∈ H, and pair (h, σ(h)) ∈ Γ T , the twisted equivariance diagram 
shows that twisted equivariance is equivalent to the commutativity of the following diagram in Cat G (C ×|T | , C ):
where σ(h) GCat : C ×|T | → C ×|T | is the isomorphism of G-categories permuting the coordinates of C ×|T | by σ(h), and σ(h)
C is the canonical symmetric monoidal coherence isomorphism for C that permutes the factors of |T | by σ(h) −1 .
Remark 2.2.7. Thus, α, λ, ρ, and β are G-fixed in Cat G (C ×• , C ), and twisted equivariance partially constrains the G-action on υ T (cf. lemma 5.2.17). Notation 2.2.8. We shall write ⊗ C , α C , λ C , etc. when we wish to emphasize that these data are associated to a particular normed symmetric monoidal category C . Remark 2.2.9. The coherence theorem for N -normed symmetric monoidal categories roughly states the following. Consider all composite operations on C generated by e C , ⊗ C , and C T for T ∈ N . We say that a natural isomorphism between two such operations is basic if it the identity transformation, or if it is obtained by applying a single instance of (α ±1 ) C , (λ ±1 ) C , etc. to a sub-operation. We say that a natural isomorphism is canonical if it is a componentwise (vertical) composite of basic natural isomorphisms. Then:
(1) there is a unique canonical map between any two composite operations of the same arity, (2) canonical maps are closed under conjugation by elements of G, As usual, these statements are not literally correct because generically distinct operations might accidentally become equal in some particular C , and the resulting diagrams need not all commute. One must restrict attention to "formally definable" diagrams of coherence isomorphisms in order to get commutativity in general. See section 5 and theorem 5.3.3 for a precise statement.
Examples and nonexamples.
Suppose that C is a nonequivariant symmetric monoidal category and that J is a right G-category. We now describe when the functor category Fun(J, C ) is normed symmetric monoidal.
Example 2.3.1. Let TG be the translation category of G. For any symmetric monoidal category C , the category Fun(TG, C ) of functors TG → C and natural transformations between them has a levelwise symmetric monoidal structure, and it has norm maps for every finite G-subgroup action T . Thus it is N -normed for any set of exponents N . We regard Fun(TG, C ) as the prototypical example of a normed symmetric monoidal category, and we shall say much more in section 3. Nonexample 2.3.3. Let C be a nonequivariant symmetric monoidal category and let GC be the category of left G-actions in C and G-equivariant maps. Then we may equip GC with a trivial G-action, and it inherits a symmetric monoidal structure from C : we give C ⊗ D the diagonal G-action and e the trivial G-action, and we use the same coherence isomorphisms α, λ, ρ, and β.
However, this structure on GC does not generally extend to a (nontrivial) normed symmetric monoidal structure. We illustrate by way of example: let G = C 2 = {e, g} and C = (Set, ⊔, ∅), so that GC = C 2 Set. Suppose for contradiction that C 2 Set supported a C 2 /e-norm map ⊠ : (C 2 Set)
×C2/e → C 2 Set and let υ : ⊠ ⇒ ⊔ be the untwistor. Noting that (g, τ ) ∈ Γ C2/e , we see that the following twisted equivariance diagram must commute:
Then, since the C 2 -action on GC is trivial, we conclude β * , * • υ * , * = υ * , * . Since υ * , * is an isomorphism, we deduce β * , * = id, a contradiction.
Nonexample 2.3.4. More generally, suppose C is symmetric monoidal, J is a small right G-category, and that some j ∈ J is stabilized by a nontrivial subgroup H ⊂ G. Then the levelwise symmetric monoidal structure on Fun(J, C ) does not generally extend to an {H/K}-normed symmetric monoidal structure for any proper subgroup K H. We conclude with an example of a different nature. Its significance only became clear after an illuminating conversation with Bert Guillou and Peter Bonventre.
Example 2.3.6. Suppose that M is a commutative monoid in (GSet, ×, * ), and let (−) disc : GSet → GCat be the functor that sends a G-set to the discrete G-category that has no nonidentity morphisms. The functor (−) disc is productpreserving, and hence D = M disc is a commutative monoid in GCat. We may regard D as a symmetric monoidal object with trivial coherence data, and it can be made normed symmetric monoidal by taking each T -norm T to be the |T |-fold product on D, and each T -untwistor υ T to be the identity map.
In particular, if N is any commutative monoid in Set, then the set of functions Set(G, N ) inherits a componentwise commutative monoid structure. Right multiplication on G makes Set(G, N ) into a left G-set, and with respect to this action, the levelwise product is G-equivariant and the identity element is G-fixed. There-
disc is a normed symmetric monoidal category, and if G and N are both nontrivial, then the G-action on D is nontrivial as well.
The next proposition shows that D = Set(G, N ) disc is almost never G-equivalent to Fun(TG, C ), for any nonequivariant symmetric monoidal category C . Proof. Suppose that Φ : Fun(TG, C ) ≃ → D is a G-equivalence. Since D is discrete, it follows that Fun(TG, C ) is a coproduct of contractible groupoids. Then, since there is a full embedding
induced by pulling back along TG → * , it follows that C is also a coproduct of contractible groupoids.
Let D ∈ D and g ∈ G be arbitrary. We shall show that gD = D. Since Φ is essentially surjective and D is discrete, there is a functor C • : TG → C such that ΦC • = D. Then, since C is a coproduct of contractible groupoids and TG is connected, it follows that C • factors through a single connected component of C . The functor gC • maps into the same connected component, and therefore gC • and C • are naturally isomorphic. Applying Φ, we see that
and then since D is discrete, it follows D = gD.
The category Fun(TG, C )
In this section, we describe some notable features of the category Fun(TG, C ), building on the earlier observations of others.
3.1. The definition of Fun(TG, C ). We begin by constructing Fun(TG, C ) and describing its left G-action. We have deliberately departed from existing notation in order to break any preconceived notions about this object.
Definition 3.1.1. The translation category of a (left) G-set X is the groupoid TX whose object set is X, and whose hom sets are TX(x, y) = {g ∈ G | gx = y}. Composition is by group multiplication, and the unit e ∈ G gives the identities. There is a functor T : GSet → Cat sending a G-set X to TX, and sending a G-map f : X → Y to the functor Tf : TX → TY defined by the formula Tf (x) = f (x) on objects and Tf (g :
We shall sometimes write T G to emphasize that we are taking the translation category of a G-set.
Example 3.1.2. The group G acts on itself by left and right multiplication, and these actions interchange. Thus, we may regard G asymmetrically as a left G-set equipped with a right G-action. Applying T makes TG into a right G-category.
Since G is free as a left G-set, it follows TG is a contractible groupoid, i.e. for every x, y ∈ TG, there is a unique morphism ! = yx −1 : x → y, and it is an isomorphism. Thus, we shall sometimes omit the label "yx −1 " when describing morphisms in TG. For any g ∈ G, the functor (−)g : TG → TG sends the object x ∈ TG to xg and the morphism yx −1 : x → y to yx −1 : xg → yg.
Definition 3.1.3. Suppose that C is a nonequivariant category. The left Gcategory Fun(TG, C ) is the category whose objects are the functors C • : TG → C , and whose morphisms are the natural transformations
Remark 3.1.4. The category TG is isomorphic to the chaotic category G on G, but as explained in [11, §1.4 ], these two categories should not be equated, and neither should the functor categories Fun(TG, C ) and C at( G, C ). For our present purposes, it is easier to phrase the constructions in terms of translation categories. One might also suppose that C has a nontrivial G-action, and that it is a symmetric monoidal object in GCat (cf. definition 2.2.1). In this case, the G-action on the objects of Fun(TG, C ) becomes (g · C) x = g(C xg ), and similarly for morphisms. The formulas that we give in section 3.3 apply equally well in this setting, but the discussions in sections 3.2 and 3.4 break down.
3.2.
The fixed points of Fun(TG, C ). As observed by Thomason [23] , if C is G-trivial, then the G-fixed subcategory of Fun(TG, C ) is isomorphic to the category of G-actions in C . We generalize this point to arbitrary subgroups H ⊂ G, identify both HC and C H as subcategories of Fun(TG, C ), and tie in to HillHopkins-Ravenel's observation that the translation categories T G (G/H) and T H ( * ) are equivalent [14, 15] .
Theorem 3.2.1. Suppose that G is a finite group, H ⊂ G is a subgroup, and that C is a nonequivariant category. There is a diagram
Fun(TG, C ) The proofs of these facts are straightforward, but a bit tedious. In section 8, we give explicit formulas for all functors in sight, but we omit the verifications. Warning 3.2.2. The functors r and (−) are defined using noncanonical choices of G/H coset representatives. In general, the diagram above only commutes up to natural isomorphism, but by making suitable choices, we can obtain the specified strict commutativity relations (cf. section 8.6).
3.3. The normed symmetric monoidal structure on Fun(TG, C ). Suppose that (C , ⊗, e, α, λ, ρ, β) is a symmetric monoidal category. We shall explain how to equip Fun(TG, C ) with a normed symmetric monoidal structure.
To start, the ordinary symmetric monoidal structure is constructed levelwise from the structure on C , i.e. for objects C • and D • ∈ Fun(TG, C ),
and for morphisms (s
The unit is the constant functor valued at e ∈ C , and the associators α, unitors λ and ρ, and braiding β are given componentwise by the corresponding data for C .
We now explain how to construct norm maps S : Fun(TG, C ) ×S → Fun(TG, C ) and untwistors υ S : S ⇒ |S| for any finite H-set S. Construction 3.3.1 (S-norm maps and untwistors). Suppose that H ⊂ G is a subgroup, and that S is an ordered, finite H-set. Let the subgroup
be the graph of the corresponding permutation representation on {1, . . . , |S|}, so that h · i = σ(h)(i) for all i ∈ {1, . . . , |S|}, and choose a set of G/H coset representatives {g 1 , . . . , g |G:H| }.
(1) The norm S : Fun(TG, C ) ×S → Fun(TG, C ) is defined as follows.
For x → y, where x = g i h and y = g j h ′ ,
where σ(h ′ h −1 ) C is the symmetric monoidal coherence map for C that permutes the factors of the tensor product by σ(
C is the symmetric monoidal coherence map for C that permutes the factors of |S| by σ(h) −1 .
One uses the classical coherence theorem for symmetric monoidal categories to check that S (C 1 , . . . , C |S| ) : TG → C is a functor and that the map υ S is twisted H-equivariant. Since S was taken arbitrarily, it follows that Fun(TG, C ) is Nnormed for any set of exponents N . 
where p ⊗ * is the monoidal pushforward for the functor p : Again, the verifications of these statements are straightforward once the definitions have been made. We give the formulas in section 8 and omit the rest. Thus, we may define the norm functors N H K in terms of the normed symmetric monoidal structure on Fun(TG, C ), and in the other direction, the shearing isomorphism Warning 3.4.2. As before, some of the functors above are constructed using noncanonical choices, and thus this diagram generally only commutes up to natural isomorphism. In section 8.6, we explain how to make choices that ensure the specified strict commutativity relations.
The operads SM N and the construction of N ∞ operads
We now construct the operads SM N that parametrize N -normed symmetric monoidal structures. We give an abstract definition here, but in section 5.1, we shall describe their structure more explicitly, in preparation for our proof of the coherence theorem (theorems 5.0.1 and 5.3.3). We shall also discuss the homotopical properties of the operads SM N , and we shall briefly revisit the realization problem for N ∞ operads [4, 13, 21] . Most of our work was already done in [21] , but at that time, we were only concerned with establishing the existence of (large) realizations for every indexing system. We refine our previous construction to produce economical, but less canonical, models. We conclude this section with some generalities on the category of chaotic G-operads.
4.1. The construction of SM N . Suppose that N is a set of exponents (cf. definition 2.2.3). Roughly speaking, the operad SM N is constructed as follows:
(1) start with a G-fixed unit e ∈ C , a G-equivariant product ⊗ : C ×2 → C , and a T -norm map T : C ×T → C for every T ∈ N , (2) freely generate a discrete operad in GSet from this data, and then (3) fill out the component sets of this operad to contractible groupoids.
Formally, we do the following.
4.1.1.
Step 1: the generating data. We begin by constructing a generating symmetric sequence S N . Recall that for any finite H-set T with a chosen ordering {1, . . . , |T |} ∼ = T , we let σ : H → Σ |T | denote the permutation representation of the corresponding H-action on {1, . . . , |T |}, and we write
Definition 4.1.1. For any set of exponents N , let S N be the symmetric sequence in GSet given by the graded coproduct
where ∅ and * * are given trivial G-actions.
Note that the stabilizer of the coset Γ T ∈ (G × Σ |T | )/Γ T is precisely Γ T . Thus, for any (small) G-category C , a map of symmetric sequences
is precisely the same thing as a choice of
since the coset Γ T will represent a T -norm map for T = ∅, * * , or any T ∈ N .
Notation 4.1.2. Thus, we shall write e ≡ Γ ∅ , ⊗ ≡ Γ * * , and T ≡ Γ T . We define an interpretation of {e, ⊗} ⊔ { T | T ∈ N } over a category C to be a function |·| such that |e| = e C is a G-fixed unit, |⊗| = ⊗ C is a G-equivariant tensor product, and
Step 2: the discrete operad. Next, we extend S N to a G-operad.
Definition 4.1.3. Let Sym(GSet) and Op(GSet) denote the categories of symmetric sequences and operads in GSet. There is a free-forgetful adjunction
We obtain a (discrete) free operad F(S N ) in GSet, and we write γ for its composition operation.
4.1.3.
Step 3: coherence. Finally, we fill out the components of F(S N ) to contractible groupoids. The resulting operad will parametrize at most one norm map of each type, up to coherent natural isomorphism. Definition 4.1.4. For any set X, define the chaotification of X to be the contractible groupoid X, whose object set is X, and which has a unique morphism (x, y) : x → y for any x, y ∈ X. There is an adjunction Ob : Cat ⇄ Set : (−), and thus (−) preserves products, (cartesian) operads, and algebras over such operads.
In general, we shall say that a category C is chaotic if there is a unique morphism C → D for every pair of objects C, D ∈ C . Thus, the category X is chaotic for every set X. We shall write Cat ch for the full subcategory of Cat spanned by the chaotic categories.
We can now finish the construction.
Definition 4.1.5. For any set of exponents N , define SM N := F(S N ). We shall also write γ for operadic composition in SM N .
4.2.
The homotopy type of SM N . We begin by giving a slight improvement of the main combinatorial result in [21] . We shall borrow some notation and terminology from that paper in the proofs. For review:
• N Op is the category of operads O in GSet whose underlying symmetric sequences are Σ-free and which satisfy O(n) G = ∅ for every n ≥ 0.
• For any Σ-free symmetric sequence S, we write A(S) for the (graded) class of admissible sets of S.
• For any (graded) class C of finite G-subgroup actions, we write I(C) for the indexing system generated by C.
Then F(S) ∈ N Op, and A(F(S)) = I(A(S)). Proof. To start, observe that the operad F(S) is Σ-free by universality. Then, since η :
and id ∈ F(S)(1) G as well. By choosing t ∈ F(S) (2) G , and taking iterated composites of t and id, we can obtain elements of F(S)(n) G , for any n ≥ 2. This proves F(S) ∈ N Op, and it follows A(F(S)) is an indexing system (by [2, §4] , as explained in [21, §2] ). Since A(S) ⊂ A(F(S)), we see that I(A(S)) ⊂ A(F(S)), and the other inclusion can be proven exactly as in [21, §5] : we only need S to be Σ-free in that argument.
We specialize to the operad SM N . Proof. By definition, SM N = F(S N ), and S N satisfies the hypotheses of the theorem above. It follows F(S N ) ∈ N Op, and hence F(S N ) is an N ∞ operad with admissible sets I(A(S N )). We have the inclusion N ⊂ A(S N ) since
and the coset Γ T is Γ T -fixed. Therefore I(N ) ⊂ I(A(S N )). On the other hand, every admissible set of S N corresponds to a subgroup Λ ⊂ G × Σ • that is subconjugate to some Γ T , where T = ∅, T = * * , or T ∈ N . On the level of actions, such Λ correspond (up to isomorphism) to a restriction of the action on T , together with a change of coordinate on G by conjugation. It follows that A(S N ) ⊂ I(N ), and the inclusion I(A(S N )) ⊂ I(N ) follows.
4.3.
A convenient collection of N ∞ operads. Let Ind be the poset of indexing systems for our ambient group G. We shall construct a well-behaved set of N ∞ operads that realize every indexing system F ∈ Ind. Definition 4.3.1. For any indexing system F ∈ Ind, let O(F ) be the (graded) set of nontrivial orbits H/K ∈ F . Note that O(F ) is finite because G is.
We shall consider the operads SM O(F ) = F(S O(F ) ). To start, the coherence theorem 5.0.1 tells us that SM O(F ) -algebras are precisely the same thing as O(F)-normed symmetric monoidal categories. Here are some other easy, but pleasant properties that the operads SM O(F) enjoy. Proof. Indexing systems are determined by the orbits they contain.
Write Set for the maximum indexing system, containing all finite actions.
Proposition 4.3.3 (Generalized suboperad property). For any F , G ∈ Ind, the inclusion F ⊂ G holds if and only if the inclusion
Proof. Direct inspection of our construction of F(S) shows that if S ⊂ T , then we can construct F(S) as a subset of F(T ). This is just because one can restrict a choice of Σ-orbit representatives for T to a choice for S.
(⇒) In our present case, we can choose Σ-orbit representatives for S O(Set) once and for all, and use them to construct SM O(F ) for any indexing system.
(⇐) Take admissible sets.
its class of admissible sets is an isomorphism of posets.
Definition 4.3.5. Let P = As = Σ • be the permutativity (Barratt-Eccles) operad. We define the G-permutativity operad (cf. [10, 11] ) by
There is a (nonunique) operad map
and any choice of such a map is a levelwise
Proof. The discrete operad Set(G, Σ • ) has Λ fixed points for every subgroup Λ ⊂ G × Σ n such that Λ ∩ Σ n = {(e, e)}. Thus, we can construct a (nonunique) map
of symmetric sequences in GSet. By adjunction, it extends to F(S O(Set) ), and by chaotifying, we obtain an operad map SM O(Set) → P G . Now, for any subgroup Λ ⊂ G × Σ n , the Λ-fixed points of these operads are either both empty or both contractible, according to whether Λ ∩ Σ n = {(e, e)} or not. Thus, the map is a level (G × Σ • )-equivalence.
Write triv for the minimum indexing system, containing all finite, trivial actions. 
and any choice of such a map is a levelwise (G × Σ • )-equivalence. Here ε * P is the nonequivariant permutativity operad, equipped with a trivial G-action.
Proof. The argument in proposition 4.3.6 works just as well here, the only difference being which fixed point subsets are empty, and which are contractible.
We thank Peter May for the next observation: the relationships between the permutativity operads P G and ε * P, and our operads SM O(F ) can be summarized neatly with the following square.
Proposition 4.3.9. There is a commutative diagram
where the horizontal maps are suitably chosen equivalences in propositions 4.3.6 and 4.3.8 , and the map ∆ : ε * P → P G is the diagonal embedding sending σ ∈ Ob(ε * P(n)) = Σ n to the constant function const σ : G → Σ n .
Proof. First, send the generators e, ⊗ ∈ SM O(triv) to id 0 ∈ Σ 0 and id 2 ∈ Σ 2 , respectively. Next, send the generators e, ⊗ ∈ SM O(Set) to ∆(id 0 ) and ∆(id 2 Moreover, we may use the equivalence Op(GSet) ≃ Op(GCat ch ) to construct limits and colimits in Op(GCat ch ). (ii) The category Op(GCat ch ) is cocomplete, and colimits are computed by
Proof. The category Op(GSet) is complete and cocomplete (cf. [7] ), and by using the equivalence (−) : Op(GSet) ⇄ Op(GCat ch ) : Ob, we deduce that lim j Ob(O j ) and colim j Ob(O j ) compute limits and colimits in Op(GCat ch ). However, the functor (−) commutes with the levelwise limits constructing lim j Ob(O j ) because it is a right adjoint.
Notation 4.4.5. We shall write colim for colimits in Op(GCat ch ). In particular, (−) ⋆ (−) shall denote the chaotic coproduct.
Remark 4.4.6. The chaotic coproduct ⋆ appears to be a homotopy colimit variant of the Boardman-Vogt tensor product, but we have not tried to work out the precise relationship. Indeed, if O and O ′ are operads in spaces, then the tensor product O ⊗ O ′ is constructed by first forming the coproduct O ⊔ O ′ , and then factoring out interchange relations (cf. [8] ). In O ⋆ O ′ , all interchange relations hold up to coherent natural isomorphism, but we do not actually identify any pairs of vertices.
We obtain the following results. 
where SM T = SM {T } and SM = SM ∅ .
3
Proof. F preserves colimits.
3 If N is infinite, then in the second line we make a transfinite construction, using ⋆ at each successor stage, and taking colimits at limit stages.
Next, we relate categorical constructions on chaotic N ∞ operads to the lattice structure on Ind. We shall write ∧ and ∨ for the meet and join in Ind, and we shall write A(−) for the admissible sets of a symmetric sequence or operad. Explicitly, for any indexing systems F and G, the indexing system F ∧ G is the intersection of F and G, while F ∨ G is the intersection of all indexing systems containing the union of F and G. 
Proof. Claim (i) holds because (−) Λ preserves products [2, proposition 5.1]. As for (ii), write O i = F(S i ) for i = 1, 2, and observe that S i must be Σ-free because we have a unit map η :
imply we can choose maps S i → Ob(O 3 ) of symmetric sequences, and they extend to maps Proposed proof. We believe that it should be possible to modify the work in [21, §4-5] to handle coproducts of operads in GSet.
Coherence for normed symmetric monoidal categories
Suppose that N is a set of exponents. In this section, we prove that N -normed symmetric monoidal categories and strict SM N -algebras in GCat coincide. Note that our argument is really an elaboration on Mac Lane's [18, Ch. VII.2]. Indeed, our proof actually "factors" through his, and the reader may find it useful to consult the original first.
Theorem 5.0.1. Suppose that N is a set of exponents and that C is (small) Gcategory. Then every N -normed symmetric monoidal structure on C naturally extends to a SM N -algebra structure on C .
We sketch the proof now, and discuss the details in the following sections. Note that we give a slightly sharper formulation of this result in theorem 5.3.3.
Outline of proof. Suppose that C is a given N -normed symmetric monoidal category. Then we obtain an interpretation |·| of {e, ⊗} ⊔ { T | T ∈ N } over C , where |e| = e C , |⊗| = ⊗ C , etc. (cf. notation 4.1.2). This function extends to a map
of symmetric sequences, and by freeness it extends further to a map of operads
However, extending along F(S N ) ֒→ F(S N ) = SM N is more difficult because (−) is a right adjoint, a priori. We are faced with essentially two problems:
(1) constructing a functorial extension of |·| :
to SM N (n) for each n ≥ 0, and (2) proving that these extensions assemble into a map of G-operads. We give a detailed, formal explanation of (1) 
5.1. The elements of SM N . Before we can go forward with our proof of the coherence theorem, we will require a more precise description of the operad SM N . Our argument rests on an analysis of the combinatorics of SM N , and the categorical description given in section 4.1 is insufficient for these purposes.
5.1.1.
Modeling the free operad on a Σ-free symmetric sequence. In earlier work, we gave an explicit description of the free operad F(S) on a Σ-free symmetric sequence S. We review the main points here, but the interested reader should consult [21, §4] for further discussion, or [7] and [9] for related treatments.
Suppose that S is a Σ-free symmetric sequence in GSet. We may construct the free operad F(S) as follows. First, for each n ≥ 0, choose a set R n of Σ n -orbit representatives for S n . Next, consider finite trees of the form below. Here, each letter ℓ is an element of some R n , where n is the number edges entering ℓ. We think of letters as operations C ×n → C , and arrows as specifying (operadic) composition. Since the inputs of C ×n are ordered, we must place a linear order on the edges entering any given vertex, hence the numbering. However, in what follows, we shall always assume that our trees are planar, and that the edges into a given vertex are numbered in ascending order as we start at the outgoing edge, and circle the vertex clockwise. Thus, we may suppress this numbering. We call the bottom node the root, and the top nodes the leaves of the tree. A leaf node is called free or bound according to whether it is labeled by a number or an element of R 0 . We think of bound leaf nodes as constants in C , and free leaf nodes as input variables to the composite operation represented by the tree. Thus, we must also place a linear order on the free leaf nodes, and we define the arity of a tree to be the number of free leaf nodes it possesses. For example, the tree above is 6-ary. Now, the nth component set of F(S) is defined to be the set of isoclasses of all labeled n-ary trees as above. Operadic composition is defined by grafting and reordering free leaf nodes in lexicographic order, and the tree "1" is the identity element. The group Σ n acts on F(S)(n) by permuting the numbering on free leaf nodes. Since we are thinking of F(S)(n) as a left Σ n -set, multiplication by σ replaces the number i with the number σi, which really corresponds to the permutation σ −1 on inputs. Next, for any g ∈ G, multiplication g · (−) : F(S)(n) → F(S)(n) is essentially defined by applying g · (−) to each vertex labeled by an element ℓ ∈ S. However, this is not quite right: we have restricted our vertex labels to lie in the sequence R • of Σ-orbit representatives, so we must "correct" things. For any product gℓ ∈ S n , write gℓ = σm for unique σ ∈ Σ n and m ∈ R n , and then cancel σ by permuting the branches above m according to σ −1 . One starts at the root, and continues inductively up the tree.
Finally, the unit map η : S → F(S) is defined as follows: for any n ≥ 0 and element s ∈ S n , write s = σr for a unique Σ n -orbit representative r ∈ R n and permutation σ ∈ Σ n . Then the corresponding labeled tree η(s) ∈ F(S)(n) is r σ1 σ2 σn
Thus, the map η : S → F(S) is injective, and we shall sometimes identify the symmetric sequence S with its image in F(S).
Remark 5.1.1. Bonventre and Pereira have developed a powerful theory of equivariant trees [4, 20] , and we refer the reader to their work for a more systematic discussion of these matters.
5.1.2.
Specialization to SM N . Since SM N is chaotic, it will be enough to understand its objects. Thus, we shall now describe the discrete operad F(S N ).
The main order of business is to choose Σ-orbit representatives for S N . For convenience, we do this somewhat uniformly.
Lemma 5.1.2. Suppose that G is a finite, discrete group, H ⊂ G is a subgroup, n ≥ 0, and that Λ = {(h, σ(h)) | h ∈ H} ⊂ G × Σ n is a subgroup that intersects Σ n trivially. If {g 1 , g 2 , . . . , g |G:H| } is a set of coset represenatives for G/H, then Then R N is a set of Σ-orbit representatives for S N , and the objects of SM N can be identified with trees with vertex labels in R N .
Proof of the coherence theorem.
Armed with the preceding description of SM N , we can now fill in the proof of theorem 5.0.1. We take the operad map |·| : F(S N ) → Ob Cat G (C ×• , C ) as our starting point.
Basic edges and the levelwise extension of |·| to free categories.
To start extending |·| :
as the set of vertices of a directed graph Bas n (N ), whose edges represent "basic maps" between the n-ary operations in F(S N )(n). Roughly speaking, a basic map t → t ′ is a natural isomorphism that changes a subtree of t using a single instance of α ±1 , λ ±1 , etc. For every n ≥ 0, the corresponding coherence data (α C ) ±1 , (λ C ) ±1 , etc. allows us to extend our interpretation |·| to a map
of directed graphs, and by adjunction, we obtain a interpretation functor
out of the free category on Bas n (N ). The free category Fr(Bas n (N )) is too large, and in section 5.2.2, we show that |·| descends to a quotient of Fr(Bas n (N )) that is isomorphic to SM N (n).
We shall now make these ideas precise.
Definition 5.2.1. An edge of F(S N ) is a pair (t, t ′ ) of elements t, t ′ ∈ F(S N ) that have the same arity. We call this number the arity the edge and denote it ar(t, t ′ ). Given an edge (t, t ′ ), we call t the source of (t, t ′ ) and t ′ the target of (t, t ′ ). The reverse of the edge (t, t ′ ) is the edge (t ′ , t), and we write e −1 for the reverse of e. We call the following edges of F(S N ) irreducible basic edges:
λ := γ(⊗; e, 1) , 1 λ −1 := 1 , γ(⊗; e, 1)
where the elements n ∈ F(S N )(n) are defined by 0 := e, 1 := 1, 2 := ⊗, and n+1 := γ(⊗; n , 1). For β, we are writing (12) ∈ Σ 2 for the transposition. Note that β −1 is not an irreducible basic edge.
We think of irreducible basic edges as formal symbols that represent the generating coherence data (and their inverses) in a normed symmetric monoidal category. Definition 5.2.2. Suppose that C is a N -normed symmetric monoidal category. The interpretation of an irreducible basic edge over C is the natural isomorphism with the same name, i.e. |id| :
Note that for any irreducible basic edge (t, t ′ ), we have The terminology is abusive, but we are thinking of these data as the actual edge
together with a choice of decomposition. The source and target of the basic edge ((t, t ′ ), (u 1 , . . . , u k ), s, i, σ) are the coordinates of the edge above, and the number ar(s) − 1 + ar(u 1 ) + · · · + ar(u k ) is its arity. We say that a basic edge is ε-basic if (t, t ′ ) = ε. We say that a basic edge υ-basic if it is g H i υ T -basic for some g H i and υ T . We may identify every irreducible basic edge with the basic edge obtained by grafting in the unit tree 1 above and below, and applying the identity permutation id ∈ Σ 1 . Explicitly, (t,
Informally, an ε-basic edge transforms its source tree into its target tree by applying ε to a subtree. This is made precise in the next definition. Definition 5.2.4. Suppose that C is a N -normed symmetric monoidal category and that e = ((t, t ′ ), (u 1 , . . . , u k ), s, i, σ) is a basic edge. Writing δ for operadic composition in Cat G (C ×• , C ), we define the interpretation of e over C to be the natural isomorphism
Spelled out, this equals
where • denotes the horizontal composite of natural transformations, and the functor σ −1 : C ×ar(e) → C ×ar(e) is permutation by σ −1 . For any basic edge e, we have |e| : |source(e)| ⇒ |target(e)|.
Remark 5.2.5. We find it convenient to visualize |source(e)| and |target(e)| as trees, whose vertices are copies of the category C , and whose corollas are functors. Then, since horizontal composition with id F is whiskering by F , we think of |e| as obtained from |source(e)| or |target(e)| by fattening a subtree to one of the natural
Definition 5.2.6. The directed graph Bas n (N ) is constructed by taking the trees in F(S N )(n) as vertices, and the n-ary basic edges of F(S N ) as edges. The previous definition extends |·| : F(S N )(n) → Ob(Cat G (C ×n , C )) to a graph morphism
which canonically extends to a functor |·| : Fr(Bas n (N )) → Cat G (C ×n , C ) out of the free category on Bas n (N ).
Recall that the free category Fr(Γ) on a directed graph Γ has one object for each vertex of Γ, and its morphisms are sequences of composable edges. Composition is by concatenation, and the empty sequences (at each vertex) are the identities. 
Descent to the quotient.
In this section, we prove that the interpretation functor |·| : Fr(Bas n (N )) → Cat G (C ×n , C ) factors through the quotient category
This is where the work is, and we borrow techniques and results from Mac Lane. The basic strategy is to reduce the problem to the nonequivariant symmetric monoidal case by separating υ-basic maps out from the rest of a composite. We start with the following "interchange lemma". 
Then there is a composable pair of basic edges r
Proof. Operadic composition in Cat G (C ×• , C ) is functorial, and the maps |e| and |u| modify disjoint subtrees, because the norm symbols g H i T do not appear in the irreducible basic edges α ±1 , λ ±1 , ρ ±1 , or β. Thus, we can interchange the order in which we paste on the corresponding 2-cells without changing the value of the composite in Cat G (C ×• , C ). This means we can find an ε-basic edge e ′ and a υ-basic edge u ′ that satisfy the desired properties.
Remark 5.2.9. Note that the equality in (iii) above only holds after we pass to interpretations in Cat G (C ×• , C ).
Next, we follow Mac Lane. We show that the intepretations of certain parallel "υ-directed morphisms" always coincide, and then we prove the general case. Recall the notation n introduced in definition 5.2.1. On the other hand, |p υ | = |q υ | as well, because if we write p υ = e j • · · · • e 1 with each e i a υ-basic edge, then we must have precisely one edge e i for each vertex of t labeled by a norm symbol g Proof. First use υ-basic edges to remove all norm symbols, then use ordinary symmetric monoidal basic edges to get to n .
The following argument is taken nearly verbatim from [18] . Theorem 5.2.13. Suppose that t, t ′ ∈ Fr(Bas n (N )) and that p : 
where the b i are basic edges. By regrouping the factors, we may write
where each u i is υ ±1 -basic, and no instances of υ ±1 -basic maps occur in the s i . Applying |·| preserves composition, and by replacing each υ −1 -basic map edge with its reverse, we see 
, where the diagonal map |t i | → | n | is |d i |. Every triangle above commutes by lemma 5.2.11 and the functoriality of |·|. This proves |p| =
Thus, we obtain our desired functors |·| :
Corollary 5.2.14. The interpretation |·| :
Moreover, this quotient is isomorphic to SM N (n).
Proof. That |·| factors is immediate from the preceding theorem, so all we need to do is identify the quotient. Observe that every hom set in Fr(Bas n (N )) is nonempty: given objects t and t ′ , choose υ-directed morphisms d : t → n and d ′ : t ′ → n . We obtain a morphism n → t ′ by taking the reverse of each ε-basic factor of d ′ when ε = β, and by replacing each β-basic factor of d ′ with a β-basic edge in the other direction. Then we compose to get a morphism t → n → t ′ .
5.2.3.
Coherence maps and the G-operad structure. We now show that the interpretations |·| :
The basic point in the following lemmas is that the image of |·| is closed under the (G × Σ • )-action and the operad structure on Cat G (C ×• , C ). The rest is bookkeeping, but one must be a bit careful because the categories Fr(Bas n (N )) do not have functorial (G × Σ n )-actions, and there is no operad structure on them as n varies. Notation 5.2.15. We write p for the residue class of a morphism p : t → t ′ in the category Fr(Bas n (N )). Thus p : t → t ′ is the unique morphism t → t ′ in the category SM N (n), and |p| = |p|.
Proof. Suppose that t, t ′ ∈ SM N . The unique morphism ! :
, where each b i is a basic edge. Therefore ! = p = b k • · · · • b 1 , and the functoriality of |·| and the Σ n -action imply that it will be enough to show τ · b = τ · b when b is a basic edge in Fr(Bas n (N )) and τ ∈ Σ n is a permutation.
Given the basic edge
and τ ∈ Σ n , define c := ((t, t ′ ), u • , s, i, τ σ). Then |c| = τ · |b| in Cat G (C n , C ), c and τ · b are parallel (hence equal) in SM N (n), and therefore τ · b = |c| = τ · b .
The next lemma is the only part of the argument where we use the twisted equivariance of υ T : T ⇒ |T | . Indeed, the ordinary symmetric monoidal coherence data is G-fixed, and twisted equivariance tells us how to rewrite g · g
Proof. As above, it is enough to show that g · b = g · b for any g ∈ G and basic edge b in Fr (Bas n (N ) ). There are two cases to consider: either (I) b is basic for one of id,
and we shall write b = ((t, t ′ ), u • , s, i, σ) as before. For case (I), observe that the trees t and t ′ are G-fixed in F(S N ), and that
For case (II), we consider when b is g
and element h ∈ H, then the twisted equivariance of υ implies
ence isomorphism for C that permutes the factors by ξ(h) −1 , and (h, ξ(h)) is an element of the subgroup Γ T . Thus
and by breaking ξ(h)
C up as a composite of basic symmetric monoidal maps in the first factor, and pulling ξ(h) −1 · (−) out of the second factor, we can write g · |b| as a composite of basic maps (i.e. the images of basic edges) in Cat G (C ×• , C ). This composite lifts to a morphism p ∈ Fr(Bas n (N )) such that |p| = g · |b|, and
The two lemmas above show that |·| :
is a map of G-symmetric sequences. As for the operad structure:
Proof. The tree 1 ∈ SM N (1) is sent to the identity functor id
is an operad map. Regarding its identity morphism, there is a basic edge i = ((1, 1), 1, 1, 1, id) : 1 → 1 in Bas n (N ) representing ! : 1 → 1 in SM N , and its interpretation is id id C .
Proof. Suppose that ! = p : s → s ′ ∈ SM N (k) and ! = q i : t i → t ′ i ∈ SM N (j i ) for i = 1, . . . , k, and some p, q i ∈ Fr (Bas • (N ) ). By the functoriality of |·| and operadic composition, we see
which we may split further by factoring p and the q i 's into basic edges. Thus, we can write δ(|p|; |q 1 |, . . . , |q k |) as a vertical composite of 2-cells of the form δ (|b|; id, . . . , id) or δ(id; id, . . . , |b|, . . . , id) where b is a basic edge. By the associativity and Σ-equivariance of δ, we see that each of these terms lifts to a basic edge. Thus, we can find r ∈ Fr (Bas j1+···+j k (N ) ) such that |r| = δ(|p|; |q 1 |, . . . , |q k |) and r = γ(p; q 1 , . . . , q k ), and therefore we must have |γ(p; q 1 , . . . , q k )| = |r| = δ(|p|; |q 1 |, . . . , |q k |).
This completes the proof of theorem 5.0.1.
5.3.
The converse to the coherence theorem. We briefly describe the (far simpler) passage from SM N -algebras to N -normed symmetric monoidal categories, and sharpen the formulation of theorem 5.0.1 a bit.
A quick inspection of the construction above reveals that the operad map |·| :
takes the values that one would expect:
(i) On objects,
from the definition of the operad map |·| : Proof. The values in (i) determine |·| on objects, and the values in (ii) determine |·| on residue classes of irreducible basic edges, and hence all edges.
Moroever, the fact that SM N is a chaotic operad implies that evaluating |·| :
gives an N -normed symmetric monoidal struture on C .
Proof. One can read the usual symmetric monoidal coherence diagrams off from SM N (1) -SM N (4). For example, the pentagon axiom comes from a pentagon in SM N (4), whose vertices are the 4-ary trees representing the five possible groupings of four terms, and whose edges are (residue classes of) α-basic edges.
The twisted equivariance diagrams for T come from the parameter category SM N (|T |). For any exponent T ∈ N (H), there is a morphism υ T : T → |T | , and if (h, σ(h)) ∈ Γ T , then
and since h · T = σ(h) −1 · T , the two morphisms above have the same domain. We may connect σ(h) −1 · |T | to |T | through ordinary symmetric monoidal basic edges, and the resulting commutative diagram maps to the twisted equivariance diagram described immediately after remark 2.2.6.
Thus, we can give a slightly stronger formulation of theorem 5.0.1. is product-preserving, and hence it preserves operads and algebras over operads. If C is a nonequivariant symmetric monoidal category, then it is trivially N -normed (i.e. G = e and N = ∅), and regarding it as an algebra over SM = SM ∅ , we see that Fun(J, C ) is a Fun(J, SM)-algebra. We obtain an operad map
If Ob(J) is G-free, then Fun(J, SM) is a chaotic operad, and its nth component Fun(J, SM(n)) has Λ-fixed objects for every subgroup Λ ⊂ G × Σ n that intersects Σ n trivially. Therefore we may map SM N into Fun(J, SM) freely, and the Fun(J, SM)-action on Fun(J, C ) pulls back to a SM N -action. Evaluation at the objects and morphisms in theorem 5.3.3 gives us an N -normed symmetric monoidal structure on Fun(J, C ).
Coherence for functors and for natural transformations
We now extend the coherence theorem to include functors and natural transformations. We shall establish isomorphisms between the corresponding 2-categories of N -normed symmetric monoidal categories and SM N -algebras (cf. theorem 6.3.4).
Fix a finite group G and let N be a set of exponents. In what follows, we focus on the lax case. 6.1. Normed monoidal functors and transformations. We start by generalizing the usual notions of (lax, strong, strict) monoidal functors and monoidal natural transformations to the present setting. (
, and (4) for every subgroup H ⊂ G and exponent T ∈ N (H), an H-natural trans-
. . , C |T | ) , such that the usual lax symmetric monoidal diagrams relating α, λ, ρ, and β to the comparison maps F e and F ⊗ commute (cf. [18, Ch. XI.2]), and the square 
We say that a lax N -normed morphism is strong (resp. strict ) if the natural transformations F e , F ⊗ , and F T are all isomorphisms (resp. identities). them. An N -normed monoidal transformation ω : (F, 
ω commutes for every T ∈ N .
As expected, the class of N -normed symmetric monoidal categories, lax (resp. strong, strict) functors, and monoidal transformations assembles into a 2-category. We give a brief description. The vertical composite of the monoidal transforma- (1) a G-functor F : C → D, and (2) for each n ≥ 0, a natural transformation
Thus, we have natural transformations (∂ n ) x : |x| D • F ×n ⇒ F • |x| C : C ×n → D, which in turn vary naturally in x. In addition these data, we require the following three conditions to be satisfied: 
A pseudomorphism (resp. strict morphism) is a lax morphism such that (∂ n ) x is an isomorphism (resp. identity) for every n ≥ 0 and x ∈ SM N (n).
Remark 6.2.2. Our pseudomorphisms are closely related, but not identical, to the pseudomorphisms considered in [5, 12] . Conditions (ii) and (iii) correspond to the pasting diagrams in [5, definition 2.4], but we have enforced additional Σ nequivariance in (i). On the other hand, [12] only considers pseudomorphims between algebras over a reduced operad, and they require their morphisms to preserve basepoints strictly.
As we now explain, conditions (i) -(iii) essentially state that the assignment x → (∂ n ) x is an operad map. Definition 6.2.3. Suppose that C and D are strict SM N -algebras and that F : C → D is a G-functor. We define a discrete operad Lax = Lax(C , D, F ) in GSet as follows.
(1) For each n ≥ 0, let Lax(n) be the set whose elements are pairs (x, ϑ), where x ∈ SM N (n) and ϑ :
(2) Define the identity for Lax to be the pair (id, id F ). (3) Define composition maps
by using the composition of SM N on the first coordinate, and the formula in part (iii) of definition 6.2.1 on the second. The first coordinate projection defines a map π 1 : Lax → Ob(SM N ) of G-operads. 
given by s n (x) = (x, (∂ n ) x ) define a map of G-operads.
Since F(S N ) is free, it follows that (i) -(iii) are easily satisfied. The nontrivial coherence condition is the naturality of (∂ n ) x in all x. Definition 6.2.6. Suppose that C and D are strict SM N -algebras, and that
′ such that for every n ≥ 0 and x ∈ SM N (n), the natural transformations
We obtain a 2-category of (strict) SM N -algebras, lax (resp. pseudo, strict) morphisms, and transformations. The definitions are analogous to those for Nnormed symmetric monoidal categories, so we omit them. Notation 6.2.7. Let SM N -AlgLax (resp. SM N -AlgPs and SM N -AlgSt) be the 2-category of all (small) SM N -algebras, lax (resp. pseudo, strict) morphisms, and SM N -transformations between them. There is a forgetful 2-functor SM N -AlgLax → GCat. Proof. We consider the lax case, but the other two are similar. Uniqueness is immediate because if (F, ∂ • ) is a lax morphism, then condition (a) and lemma 6.2.5 imply that s n (x) = (x, (∂ n ) x ) defines an operad map s : F(S N ) → Lax(C , D, F ), and condition (b) gives the value of s on generators.
Turning this around, note that the isotropy conditions on F e , F ⊗ , and F T (cf. remark 6.1.2) allow us to construct a G-operad map Φ : F(S N ) → Lax such that Φ 0 (e) = (e, F e ), Φ 2 (⊗) = (⊗, F ⊗ ), and Φ |T | ( T ) = ( T , F T ) for every T ∈ N . We define (∂ n ) x := π 2 (Φ n (x)). Noting that the map π 1 • Φ : F(S N ) → F(S N ) fixes the generators of F(S N ), it follows Φ n (x) = (x, (∂ n ) x ) for all x ∈ SM N , and hence (∂ n ) x is a map |x| D • F ×n ⇒ F • |x| C for all n ≥ 0 and x ∈ SM N (n). Applying lemma 6.2.5 once more shows (F, ∂ • ) satisfies (i) -(iii) of definition 6.2.1. Since F is a G-functor (by assumption), it remains to check condition (2) .
We must prove that (∂ n ) x is natural in x ∈ SM N (n) for every n ≥ 0. However, it is enough to check that every (∂ n ) • is natural with respect to residue classes of α, λ, ρ, β, and υ T -basic edges, since such morphisms and their inverses generate the SM N (n) ∼ = Bas n (N )/ ∼ as G-categories. So, suppose e : x → x ′ is such an edge. We argue inductively on the height of the domain. The edge e modifies a subtree of x, and that subtree either contains the root of x, or it does not. In the latter case, the recursive definition of ∂ • allows us to reduce to a branch of smaller height, and the conclusion follows by induction. In the former case, the result follows from the compatibility of F e , F ⊗ , and F T with the coherence data for C and D, specified in the definition of a lax N -normed functor.
We may sharpen the preceding result as follows. 
is a SM N -transformation, then taking x = e, ⊗, and T in the equality (∂
Conversely, the set of x ∈ SM N for which (∂ It is easy to check that this assignment is 2-functorial and that it does not change underlying categories, functors, or natural transformations. Thus, we have a commutative triangle. Finally, theorem 5.3.3 and propositions 6.3.2 and 6.3.3 imply that SM N -AlgLax → N SMLax is bijective on 0-cells, 1-cells, and 2-cells.
Change of norms
The work in [2] proves that an N ∞ operad is determined up to homotopy by its norms. We shall show that an analogous result holds for 2-categories of normed symmetric monoidal categories, provided that one uses strong morphisms. Remark 7.1.3. The extension 2-functor ex : N SMLax → (N ∪ M)SMLax and the 2-natural isomorphisms η and ε are not unique, but we can control the choices going into their constructions. Our proof of the theorem above does not work for sub-2-categories of strict morphisms, because the natural maps C → ex(res(C )) that we construct are only strong morphisms.
Assuming theorem 7.1.2, we deduce that N SMLax and N SMStg are determined up to strict 2-equivalence by the indexing system generated by N . Proof. There is a zig-zag Example 7.1.5. For any integer n ≥ 0, subgroup H ⊂ G, and homomorphism α : H → Σ n , let (n, α) denote the H-set structure on {1, . . . , n} determined by α. If we take N = (n, α) all n ≥ 0, H ⊂ G, and α : H → Σ n a homomorphism , then the objects of N SMLax are E ∞ algebras, but the set N is infinite. One can obtain equivalent 2-categories by taking N ′ to be any of the finite sets below:
where the subgroups H i run over all proper subgroups of G.
The remainder of this section will give a proof of theorem 7.1.2.
7.2. Extension and restriction 2-functors. We begin by establishing notation and defining the relevant 2-functors. Fix a pair of disjoint sets of exponents N and M, and assume that N and N ∪ M generate the same indexing system. For convenience, we shall work on the level of SM • -algebras, but the corresponding result for normed symmetric monoidal categories follows by the coherence theorem. The operads SM N and SM N ∪M are generated by the symmetric sequences
respectively. Writing F for the free operad functor, we see that the inclusion i :
We define an operad map r : F(S N ∪M ) → F(S N ) as follows. By theorem 4.2.2, the class of admissible sets of F(S N ) is the indexing system generated by N , which we have assumed is equal to the indexing system generated by N ∪ M. Therefore The chaotification functor (−) : GSet → GCat preserves products, and therefore it preserves operads and operad maps. Applying it to i and r gives operad maps
Furthermore, we still have r • i = id : SM N → SM N , but now since SM N is a contractible groupoid at every level, we conclude that for every n ≥ 0, there is a unique (G × Σ n )-equivariant natural isomorphism ϑ n : i n • r n ⇒ id, where (ϑ n ) x = ! : i n r n x → x.
Naturality and equivariance are an immediate consequence of the fact that there is only one morphism x → y for every pair of objects in SM N ∪M (n).
Definition 7.2.1. Define extension and restriction 2-functors E and R by pulling back along r and i, respectively:
E := r * : SM N -AlgLax ⇄ SM N ∪M -AlgLax : i * =: R.
Explicitly, the 2-functor E is given by the formulas and similarly for R. Thus, E and R are 2-functors over GCat. These 2-functors restrict to the sub-2-categories of pseudomorphisms (and also to the sub-2-categories of strict morphisms).
The specific values of E depend on c : T ∈M (G × Σ |T | )/Γ T → F(S N ), but our arguments will not. Proof. We shall construct a pair of inverse pseudomorphisms between (C , |·| C ) and ER(C , |·| C ), which are 2-natural in (C , |·| C ) ∈ SM N ∪M -AlgLax.
The pseudomorphism (C , |·| C ) → ER(C , |·| C ) = (C , |·| C • i • r) consists of:
(1) the identity functor id C : C → C , and (2) for every n ≥ 0, the natural isomorphism
whose value at x ∈ SM N ∪M (n) is ! : i n r n x → x C .
These data satisfy the axioms for a pseudomorphism because |·| C , i, and r are all maps of G-operads. The inverse pseudomorphism is obtained by replacing each natural isomorphism |·| C • (ϑ n ) • with its inverse. We now consider the 2-naturality of the maps above. The naturality condition is clear for SM N ∪M -transformations, because neither E nor R change the value of 2-cells. For 1-cells, suppose that (F, ∂ • ) : (C , |·| C ) → (D, |·| D ) is a lax morphism. In this case, the naturality of the maps (C , |·| C ) ⇄ ER(C , |·| C ) follows from the naturality of each (∂ n ) x in the variable x.
Given that we have a commutative square
the two preceding lemmas prove theorem 7.1.2. The 2-functor E may also be understood on the level of normed symmetric monoidal categories: to construct an (N ∪ M)-normed structure from an N -normed category C , consider all norms and coherence maps generated by the data for C , and then choose a T -norm and untwistor for each T ∈ M. Similarly for lax functors. By making suitably uniform choices, one obtains an extension 2-functor E.
Appendix: formulas concerning Fun(TG, C )
We give formulas for the functors appearing in section 3.
8.1. The functors r * and s * . We begin by recalling Hill-Hopkins-Ravenel's observation that T H ( * ) ≃ T G (G/H). Let s : T H ( * ) → T G (G/H) be the functor including T H ( * ) as the automorphisms of H ∈ T G (G/H). Since T G (G/H) is a connected groupoid, the functor s is an equivalence. We can construct an explicit retraction and pseudoinverse
by choosing a set of G/H coset representatives {e = g 1 , . . . , g |G:H| }, and then setting r(g i H) = * and r(g : g i H → g j H) = g and by adjointness, the functor r * is both left and right Kan extension along s. This gives a choice-free description of r * .
8.2.
The functors Tπ * and q. Next, we relate Fun(T(G/H), C ) to the H-fixed points of Fun(TG, C ). The projection map π : G → G/H sending x to xH determines a functor Tπ : TG → T(G/H), and pulling back gives (1) For every morphism f : j → j ′ in J and object i ∈ I such that pi = j, there is a unique I-morphism f such that dom f = i and p f = f . (2) For every morphism f : j → j ′ in J and object i ′ ∈ I such that pi ′ = j ′ , there is a unique I-morphism f such that cod f = i ′ and p f = f . (3) For every object j ∈ J, the fiber p −1 (j) ⊂ Ob(I) is finite.
Convention 8.5.2. We shall assume that every finite covering category p : I → J comes equipped with a chosen linear ordering on every fiber p −1 (j).
Notation 8.5.3. We write f i for the unique lift of f starting at i, as in (1), and we define f · i := cod f i . For any f : j → j ′ in J, we obtain a set bijection
however, it will not generally respect the orderings of p −1 (j) and p −1 (j ′ ). We shall write σ(f ) : p −1 (j ′ ) → p −1 (j ′ ) for the unique permutation such that the composite
is order-preserving.
Recall (definition 2.2.1) that the standard tensor products on C are defined by 0 := e, 1 := id, 2 := ⊗, and n+1 := ⊗ • ( n ×id) for n ≥ 2. Definition 8.5.4. For any symmetric monoidal category C and finite covering category p : I → J, the monoidal pushforward p i.e. we take the standard tensor product of the objects X i for i ∈ p −1 (j), using the chosen linear ordering. Then, given f : j → j ′ in J, we take 
