Les systèmes de production sont en général constitués de plusieurs machines interconnectées qui produisent simultanément plusieurs types de pièces. Ces machines sont sujettes à des pannes et réparations aléatoires. La dynamique des pannes de ces machines dépend de leurs âges et leur disponibilité dépend des stratégies de maintenance adoptées. Dans ce contexte, le problème de planification de la production et de la maintenance de ces types de systèmes de production peut être formulé comme un 
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INTRODUCTION
Today's manufacturing systems have more sophisticated and dynamic nature than the ones in the past. Most of them are large dynamic systems characterized by several machines and a large number of different products. Moreover, such systems are subject to discrete events such as machine failures and repairs, demand fluctuations, etc. Thus, in many instances, manufacturing systems are unreliable systems. Over time, their dynamics moves from one mode to another according to various kinds of discrete events. The control policies of such systems must be able to react to these events and to minimize a given criteria index. The related control problem is and extremely complex one. This complexity is mainly due to the unreliability of the systems and the large number of machines and products involved.
The problem of controlling manufacturing systems with unreliable machines was formulated as a stochastic control problem by Older and Suri (1980) . The failures and repairs processes were supposed to be described by homogeneous Markov processes.
The related optimal control model fails in the category of problems studied previously by Rishel (1975) . Investigation in the same direction gives rise to the analytical solution of the one-machine one-product manufacturing system obtained by Akella and Kumar (1986) . In the case of non-homogeneous Matkov processes, the control problem becomes more complex. In this sphere, Boukas and Haurie (1990) considered the fact that the failure probabilities of a machine depend on its age and they added to the existing models the possibility to do preventive maintenance. The related age dependent set of dynamic programming equations were solved numerically for the two-machine one-product manufacturing system. However, with the numerical scheme presented by Boukas and Haurie (1990) , it remains difficult to obtain the optimal control of a large scale FMS (more than two machines). The only way to cope with such a difficulty is to develop heuristical methods based on the reduction of the size of the considered control problem. Hence, different approaches have been proposed in the literature in order to derive simple near-optimal control policies in manufacturing.
The concept of hedging point policy, introduced by Kimemia and Gershwin (1983) , is one of the simple ways of finding suboptimal control policies in manufacturing. For further details on this concept, we refer the reader to the age dependent hedging point concept presented by Boukas et al. (1995b) , Kenne et al. (1997) and Kenne and Gharbi (2000) . For large scale FMS, the derivation of suboptimal policies based on this concept seems to be difficult due to the computation of the threshold levels.
Another approach is to develop hierarchical control methods based on the particular structure of the system. This can be done by using the singular perturbation approach.
The main idea of this approach is to simplify the complexity of a large system control problem according to the discrepancy between the time scales of different events. By replacing fast processes by their mean values, one can construct a deterministic limiting problem, which is computationally more tractable. Details on this approach can be found in Lehoczky et al. (1991) , Sethi and Zhang (1994b) and Soner (1993) .
In this paper, we will extend the production rate control model presented in Lehoczky et al. (1991) , Soner (1993) and Sethi et Zhang (1994a) to the case where the capacity of the system is age dependent and some jump rates are influenced by the control policy. The production and maintenance rates of the FMS will be derived from the numerical solution of the equivalent limiting problem. The purpose of the paper is to show how some large-scale stochastic control problems involving different time scale processes can be approximated in such a way that they become numerically tractable. Our main contribution is the derivation of a FMS age dependent control policies using the singular perturbation approach. We will illustrate our approach on a numerical example, which consists of two machines producing two part types.
The paper is organized as follows. In section 2, we present the problem formulation of the production and maintenance rates control of a FMS subject to different time scale processes. Section 3 is devoted to the related optimal control problem. We develop the limiting control problem and the construction of the suboptimal solution of the original problem in section 4. The proposed numerical algorithm is presented in section 5. In the last section, we apply the proposed method to a numerical example to illustrate the effectiveness of the method.
PROBLEM STATEMENT
In this section, we present an explicit singular perturbation form of the control model for a multiple identical machines system. Thus, a hierarchical approach for solving the control problem of the FMS is the main frame of the proposed formulation. The system under study consists of m identical machines producing n different part types. The operational mode of the machine i can be described by a stochastic process ( ) 
. We can describe the operational mode of the FMS by the
denote the vector of machines ages and the vector of preventive maintenance rates respectively. The process ( ) 
where
For the example of two machines, the set of possible values of ( ) t ζ can be determined from the values of ( ) Our approach is used when the rate of change in the machine states is much larger than the rate at which the cost is discounted. In this paper, we assume a constant demand rate 
The singular perturbation parameter ε is used here to express the hierarchical structure of the proposed approach. With , 1 << ε one can derive, from the formulation of the initial stochastic problem, an equivalent deterministic problem. The related control approach is illustrated in figure 1 . Both control problems (stochastic and deterministic)
are described by dynamic programming equations (DPE) presented in sections 3 and 4.
The significance of the structure depicted in figure 1 , for the decision-making hierarchy, is that the planning level management can ignore the day-to-day fluctuations in machines capacities, or generally, the details of shop floor events. This is given by the limiting problem formulated at l. The operational level management can then derive approximate optimal policies for running the actual (stochastic) manufacturing system.
We will provide the control for this level, namely level 2 of the proposed hierarchy, by construction a near-optimal control policy from the one of the limiting problem (level 1). In order to increase the system capacity or the availability of the machines, we assume that the transition rate from the operational mode to the preventive maintenance mode for each machine is a control variable called ( )
Initial stochastic
. The inverse of the control variable ( ) t i ω represents the expected delay between the call for the technician and his arrival as defined by Boukas and Haurie (1990) .
, be a finite-state stochastic process corresponding to the number of operational machines at time t with values in
denotes the vector of production rates. The set of the feasible control policies ( )
, and is given by:
where p γ is the processing time of the part-type p and max ω is the maximal preventive maintenance rate of each machine.
The system behaviour is described by a hybrid state comprising both a discrete and a 
where x, a and d are given initial surplus or backlog, initial machines ages and demand rates vectors respectively. Let
be the cost rate defined as follow: Our objective is to control the production rate u(t) and the preventive maintenance rate ( ) t ω (or the control policy ( ) t ũ ) so as minimize the expected discounted cost given by :
subject to constraints given by equations (1) to (6). The value function of such a problem is :
In the next sections, we present the elementary properties of the value function ( )
and the derivation of the limiting control problem as ε goes to 0.
PROPERTIES OF THE VALUE FUNCTION
In this section, we present some properties of the value function ( ) . ∈ υ by using the method of viscosity solution of HJB equations. The dynamic programming equations, known as HJB equations, associated with the optimal control problem under study can be written formally as follows :
. In what follows, we show that the value function ( )
Lipschitz and is the viscosity solution of the HJB equations.
The reader is referred to Sethi et al. (1998) 
is a viscosity solution of (9) 
A similar definition can be found in Clarke (1983) . For more information and discussions on viscosity solutions, we refer the reader to Sethi et Zhand (1994a) and references therein.
Theorem 3.1. The value function
, defined in (8), is the only viscosity solution of the dynamic programming equations (9).
Proof. The proof of this theorem can be found in Kenne (1987) and Sethi and Zhang (1994b) .
Let us now present a verification theorem that provides a sufficient condition for optimal control.
denoting the differentiable solution of the HJB equations (9) such that :
is an admissible feedback control such that :
Proof. The proof of this theorem can be found in Boukas et al. (1995a) .
The optimal control policy
is the solution of HJB equations described by (9). Given the large size of (9) for multiple-machine, multiple-part-type manufacturing system, one need here to proceed to the reduction of the system size through the limiting control problem.
LIMITING CONTROL PROBLEM
We derive here two equivalent formulations of the limiting problem in order to show that the value function of the initial stochastic problem converges to one of the related deterministic control problem. Let ( ) ( )
. The proposed approach is based on the stationary distribution of the stochastic process, computed here in terms of the mean values of the machines ages and preventive maintenance rates. 
given by :
With these probabilities, the convergence property of the initial stochastic control problem to the limiting problem when 0 → ε is established in Soner (1993) . Let us now discuss on the meaning and determination of the mean value of a machine.
In early works we have proposed models for the planning of the production and maintenance problem (see Kenne et al. (1997) , Kenne and Gharbi (1999) and Gharbi and Kenne (2000) ) related to small size manufacturing systems. In all the models proposed, we used the fact that the stock level, ( ) ⋅ x , and the aging, ( ) ⋅ a , are described by differential equations of the types given by (4) and (5) respectively. Based on those models, we obtained that there exist two critical age value Ai and Bi, for a machine i, , m , , 1 i  = defined as follow :
Ai The age of the machine i at which it is necessary to stock parts. Before this age, the machine is assumed to be new, and a production at the demand rate is suggested if the other machines are new.
Bi
The age at which the machine i is sent to preventive maintenance when a comfortable level of inventory is achieved. In such a situation, the machine will be sent to preventive maintenance randomly (i.e., there is a random delay from the machine age Bi to the maintenance time).
By assuming that the jump rates are functions of the age ( ) ⋅ a , we model correctly the fact that the more we use a machine, the more its probability to failure will increase with age. Hence, we assume herein that the mean value of a machine age aM is between Ai and Bi.
This assumption has been verified through off-line simulation experiments. Note that negative inventories are minimised by setting aM to Ai. However, this is not necessary the best way to select such a value. We usually resort to simulation modelling as in Pritsker et al. (1997) to determine the mean age value for a given machine.
By using equation (10) and multiplying both side of (9), at i = α , by ( )
and sum over ε ∈ i , we have :
Let us define a deterministic control process U(t) in a control space A 0 given by :
We define the control problem P 0 as follows :
with the value function given by
The structure of (12) suggests us another formulation of the limiting problem. This is done by replacing
we then have (17) is derived with the conjecture of the linearity of f(.) on u. The equation (12) can then be written as
The alternative formulation of the limiting problem, 0 P , can then be defined by :
The value function ( ) x υ is equivalent to ( )
and can be shown to be the only viscosity solution of (18) (cf. theorem 3.1). It is interesting to note that the obtained limiting problem does not depend on the explicit form of Q(.), only on ( ) ω , a k , which is the mean machine availability. This makes the limiting problem very simpler to solve.
Given that the previous equations was obtained for given ω , the overall optimization problem can be described by the following deterministic HJB equations :
Based on the structure of the stochastic control presented in Boukas and Haurie (1990) and Kenne (1997) , we provide a machine age dependent control policy through the solution of (23). The following method is applied to build such a policy.
• Consider an equivalent machine and let m a be its age mean value, called here equivalent machine mean age.
• Select δ and M a to define the following set of equivalent machine mean age values.
• How to determine machine age dependent preventive maintenance and production rates
, set the maintenance rate to the one of the limiting problem if there is a significant stock level. The production rate is then set to its maximal value.
(ii)
For any ( )
, the machine i is supposed to be new.
Hence, the preventive maintenance rate is set to zero and the production rate is set to the demand rate.
(iii) For any ( )
, the machine i is supposed to be old.
The preventive maintenance and production rates are set to their maximal values.
Such a method is used in the next section to determine the age dependent control policy for the limiting problem.
HEURISTICAL OPTIMAL FEEDBACK CONTROL
From the solution of the limiting problem, it has been shown in Lehoczky et al. (1991) how to construct a near-optimal control policy of the original stochastic control problem in the case of homogeneous Markov processes. With such a process, the control policy consists of the production rate and is approximated in Lehoczky et al. (1991) by the following theorem :
is the optimal production rate of the limiting problem related to the homogeneous Markov process, one can approximate the optimal production rate related to the stochastic original problem by the following equation :
where l is the number of operational machines. The production rate of the operational machine i at mode α is given by :
Proof. The proof of this theorem is presented in Lehoczky et al. (1991) .
This theorem states that the production rate of a FMS is equally distributed to operational machines at a given time. The proposal of this paper is mainly based on the machine age and control dependent dynamics of the machines modes (i.e., non homogeneous Markov process). Thus initial identical machines become different while producing due to the fact that their age's trajectories are obviously different. With such an observation, theorem 5.1 cannot be generally valid for the construction of a stochastic near-optimal control when the age is introduced in the model.
Given that the control policy is age dependent in the case considered herein, we first proceed with the numerical solution of (23) for a two-machine, one-product system ( ) 1 n and 2 m = = , to illustrate the structure of the optimal stochastic control policy.
From such a structure, we will next derive and heuristical method for the construction of a near-optimal control policy for a large class of FMS. The solution of (23) for large systems can be easily determined, as in section 6, using numerical techniques. From the control policy of the two-machine, one-product FMS, derived from a numerical solution of equation (23) and the related age dependent control policy, it is interesting to observe the following :
• When there is a backlog (i.e., the surplus ( ) 0 t x < ), the production rates are set to their maximal values and the preventive maintenance rates are set to zero for both machines;
• When ( ) 0 t x = , the production rate of the FMS is either equal to the demand rate for small machines age's values or greater than the demand rate for large machines age's values.
• When there is an inventory (i.e., ( ) 0 t x > ), the machine with a higher age is frequently used compared with the new one. We note that the preventive maintenance domain decreases when the machines ages increase.
Based on these results, we propose the following heuristical method for the construction of near-optimal control policy for the original stochastic control problem.
Step 1 , i = 1, …, Na for given Na and ha. Note that ∧ is a onedimension grid of Na points generated by ha. An example of partition is illustrated in figure 2 for q = 1 in the case of two-machine FMS.
Figure 2. Classes of operational machines
Step 2. At a given time, group operational machines in classes and apply theorem 5.1 (equations (25) and (26)) for machines in the same class. A class here correspond to a set Ck, q k 0 ≤ ≤ , of the partition mentioned in step 1. It is assumed here that machines in the same class are identical.
Step 3. Use frequently old machines such that the sum of production rates remains close to the solution of the limiting problem when the involved machines are in different classes. The production rates ( ) to operational machines using the following steps :
(i) For a given mode α , classify the operational machines through a decreasing order (beginning with the oldest machine, followed with the closely second, and so on). Let O denote the set of ordered machines.
(ii) Set a maximal value to the production rate of the oldest machine and assign sequentially the maximal production rate or the demand rate to other machines until the sum of assigned production rates reaches the production rate ( ) x , ũ α . Assign zero to the production rates of the remaining machines.
(iii) Repeat steps (i) and (ii) for all
Step 4. At the mode m = α (i.e., all machines are operational), the preventive maintenance policy of the stochastic problem can be approximated by assigning maximal preventive maintenance rate to the oldest machine and compare the sum of assigned preventive maintenance rates to ( )
. Continue with the assignment process until the sum of assigned rates reaches ( )
and then assign 0 to the preventive maintenance rates of the remaining machines.
We will use this method in the next section in order to construct a near-optimal control policy for the numerical example developed in that section.
EXPERIMENTATION OF THE PROPOSED APPROACH
We give a two-machine two-part-type model as an example for the numerical experiment (m = 2 and n = 2). With such a model, we have :
In this case we have ( )
. The transition rates i 12 q depend on the machine age and are approximated by the equation :
for given qo and qa. The average number of operational machines is given by : 
The considered control problem is feasible if the following condition holds :
The average cost function derived from equation (6) is given by : 
where aM is the mean value of the machines ages and k1 and k2 are given constants. The HJB equations (23) can be rewritten as follows :
Let us now apply numerical methods to equation (37) 
CONCLUSION
In this paper, we present the singular perturbation formulation of the production and preventive maintenance rates planning problem in manufacturing systems. We consider two times scale processes related to the rate at which the cost is discounted and the one at which machines failures occur. The obtained limiting problem has been shown to be more tractable numerically. This result can be very useful because of the large dimension of control problem in real world flexible manufacturing system. In such a system one can use the proposed approach to approximate the solution of the stochastic problem through the limiting problem concept. The quality of the results (their precision) achieved with the proposed heuristical method depends on the choice of the partition. A best approximation of the stochastic optimal control is ideally given by a partition with a large number of sets. But there is a practical limit with such a number.
With a suitable number of partition sets, the proposed heuristical method, combined with the proposed hierarchical control approach extend the application of the singular perturbation method to non-homogeneous Markov processes (machine age and control dependent). The usefulness of the proposed approach is illustrated by the numerical example presented in this paper.
