Abstract-Numerous efforts have been made to design different low level saliency cues for the RGBD saliency detection, such as color or depth contrast features, background and color compactness priors. However, how these saliency cues interact with each other and how to incorporate these low level saliency cues effectively to generate a master saliency map remain a challenging problem. In this paper, we design a new convolutional neural network (CNN) to fuse different low level saliency cues into hierarchical features for automatically detecting salient objects in RGBD images. In contrast to the existing works that directly feed raw image pixels to the CNN, the proposed method takes advantage of the knowledge in traditional saliency detection by adopting various meaningful and well-designed saliency feature vectors as input. This can guide the training of CNN towards detecting salient object more effectively due to the reduced learning ambiguity. We then integrate a Laplacian propagation framework with the learned CNN to extract a spatially consistent saliency map by exploiting the intrinsic structure of the input image. Extensive quantitative and qualitative experimental evaluations on three datasets demonstrate that the proposed method consistently outperforms state-of-the-art methods.
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I. INTRODUCTION
S ALIENCY detection, which is to predict where human looks in the image, has attracted a lot of research interests in recent years. It serves as an important pre-processing step in many problems such as image classification, image retargeting and object recognition [1] , [2] , [3] , [4] . Unlike RGB saliency detection which receives much research attention, there are not many exploration on RGBD cases. The recently emerged sensing technologies, such as Time-of-flight sensor and Microsoft Kinect, provides excellent ability and flexibility to capture RGBD image [5] , [6] . Detecting RGBD saliency becomes essential for many applications such as 3D content surveillance, retrieval, and image recognition [7] , [8] , [9] . In this paper, we focus on how to integrate RGB and the additional depth information for RGBD saliency detection.
According to how saliency is defined, saliency detection methods can be classified into two categories: top-down approach and bottom-up approach [14] , [15] . Top-down saliency detection is task-dependent that incorporates high level features to locate the salient object. On the other hand, bottomup approach is task-free, and it utilizes low level features that are biologically motivated to estimate salient regions. Most of the existing bottom-up saliency detection methods focus on designing different low-level cues to represent salient objects. The saliency maps of these low-level features are then fused to become a master saliency map. As human attention are preferentially attracted by the high contrast regions with their surrounding, contrast-based features (like the color, edge orientation or texture contrasts) make a crucial role to derive the salient objects. Background [16] and color compactness priors [17] consider salient object in different perspectives. The first one leverages the fact that most of the salient objects are far from image boundaries, the latter one utilizes the color compactness of the salient object. In addition to RGB information, depth has been shown to be one of the practical cue to extract saliency [18] , [19] , [20] , [21] . Most existing approaches for 3D saliency detection either treat the depth map as an indicator to weight the RGB saliency map [18] , [21] or consider depth cues as an independent image channel [19] , [20] .
Notwithstanding the demonstrated success of these features, whether these features complement to each other remains a question. The interaction mechanism of different saliency features is not well explored, and it is not clear how to integrate 2D saliency features with depth-induced saliency feature in a better way. Linearly combining the saliency maps produced by these features cannot guarantee better result (as shown in Figure 1g ). Some other more complex combination algorithms have been proposed in [22] , [23] , [13] , [24] , [10] , [12] . Qin et al. [13] propose a Multi-layer Cellular Automata (MCA, a Bayesian framework) to merge different saliency maps by taking advantage of the superiority of each saliency detection methods. Recently, several heuristic algorithms are designed to combine the 2D related saliency maps and depthinduced saliency map [10] , [12] . However, as restricted by the computed saliency values, these saliency map combination methods are not able to correct wrongly estimated salient regions. For example in Figure 1 , heuristic based algorithms (Figure 1d to 1f) cannot detect the salient object correctly. Adopting these saliency maps for further fusion, neither simple linear fusion (Figure 1g ) nor MCA integration (Figure 1h ) are able to recover the salient object. We wonder whether a good integration can address this problem by further adopting Convolutional Neural Network technique to train a saliency map integration model. The resulted image shown in Figure  1i indicates that saliency map integration is hugely influenced by the quality of the input saliency maps. Based on the these observations, we take one step back to handle more raw and flexible saliency features.
In this paper, we propose a deep fusion framework for RGBD saliency detection. The proposed method takes advanarXiv:1607.03333v1 [cs.CV] 12 Jul 2016 [10] . (e) Saliency map by ACSD [11] . (f) Saliency map by GP [12] . (g) to (i) are the saliency map integration results of (d), (e), and (f). (g) Linear combination (i.e., averaging). (h) MCA integration [13] . (i) CNN based fusion. (j) Saliency map by the proposed hyper-feature fusion.
tage of the representation learning power of CNN to extract the hyper-feature by fusing different hand-designed saliency features to detect salient object (as shown in Figure 1j ). We first compute several feature vectors from original RGBD image, which include local and global contrast, background prior, and color compactness. We then propose a CNN architecture to incorporate these regional feature vectors into a more representative and unified features. Compared with feeding raw image pixels, these extracted saliency features are well-designed and they can guide the learning of CNN towards saliency-optimized more effectively. As the resulted saliency map may suffer from local inconsistency and noisy false positive, we further integrate a Laplacian propagation framework with the proposed CNN. This approach propagates high confidence saliency to the other regions by taking account of the color and depth consistency and the intrinsic structure of the input image [25] , which is able to remove noisy values and produce smooth saliency map. The Laplacian propagation is solved with fast convergence by the adoption of Conjugate gradient and preconditioner. Experimental evaluations demonstrate that, once our deep fusion framework are properly trained, it generalizes well to different datasets without any additional training and outperforms the state-ofthe-art approaches.
The main contributions of this paper are summarized as follows.
1. We propose a simple yet effective deep learning model to explore the interaction mechanism of RGB and depthinduced saliency features for RGBD saliency detection. This deep model is able to generate representative and discriminative hyper-features automatically rather than hand-designing heuristical features for saliency.
2. We adopt Laplacian Propagation to refine the resulted saliency map and solve it with fast convergence. Different from CRF model, our Laplacian Propagation not only considers the spatial consistency but also exploits the intrinsic structure of the input image [25] . Extensive experiments further demonstrate that this proposed Laplacian Propagation is able to refine the saliency maps of existing approaches, which can be widely adopted as a post processing step.
3. We investigate the limitations of saliency map integration, and demonstrate that simple features fusion are able to obtain superior performance.
II. RELATED WORK
In this section, we give a brief survey and review of RGB and RGBD saliency detection methods, respectively. Comprehensive literature reviews on these saliency detection methods can be found in [26] , [10] .
RGB saliency detection: As suggested by the studies of cognitive science [14] , bottom-up saliency is driven by low-level stimulus features. This concept is also adopted in computer vision to model saliency. Contrast-based cues, especially color contrast, are the most widely adopted features in previous works. These contrast-based methods can be roughly classified into two categories: local and global approaches. Local method calculates color, edge orientation or texture contrast of a pixel/region with respect to a local window to measure saliency [14] , [27] . In [14] , they develop an early local based visual saliency detection method by computing center surrounding differences across multi-scale image features to estimate saliency. Bruce et al. [27] propose to apply sparse representation on local image patches. However, based only on local contrast, these methods may highlight the boundaries of salient object [17] and be sensitive to high frequency content [28] . In contrast to local approach, the global approach measures salient region by estimating the contrast over the entire image. Achanta et al. [29] model saliency by computing color difference to the mean image color. Cheng et al. [30] propose a histogram-based global contrast saliency method by considering the spatial weighted coherence. Although these global methods achieve superior performances, they may suffer from distractions when background shares similar color to the salient object. Background and color compactness priors are proposed as a complement to contrast-based methods [16] , [31] , [17] . These methods are built on strong assumptions, which may invalid in some scenarios.
As each feature has different strengths, some works focus on designing the integration mechanism for different saliency features [22] , [31] , [23] , [32] . Liu et al. [22] use CRF to integrate three different features from both local and global point of views. Yan et al. [23] propose a hierarchical framework to integrate saliency maps in different scales, which can handle small high contrast regions well. Unlike these methods that directly combine the saliency maps obtained from different saliency cues, the proposed method records lowlevel saliency feature in vector forms and jointly learns the interaction mechanism to become a hyper-feature with CNN.
Similar to the proposed method, CNN has been adopted in The pipeline of the proposed method. Our method composes of three modules. First, it generates different RGB and depth based saliency feature vectors from the RGBD input image. These generated saliency feature vectors are then fed to the CNN. The CNN takes an input of size 32 × 32 × 6 and generates the saliency confidence value (the probability of this patch belonging to salient). Finally, a Laplacian propagation is performed on the resulted probabilities to extract the final spatially consistent saliency map.
some other works to extract hierarchical feature representations for detecting salient regions [33] , [34] , [35] , [36] , [37] , [38] . In contrast to most of these deep networks that take raw image pixels as input, the proposed method aims at designing a unified CNN framework to learn the interaction mechanism of different saliency cues. RGBD saliency detection: Unlike RGB saliency detection, RGBD saliency receives less research attention [18] , [21] , [20] , [19] , [39] . Maki et al. [18] propose an early computational model on depth-based attention by measuring disparity, flow and motion. Similar to color contrast, Zhang et al. design a stereoscopic visual attention algorithm based on depth and motion contrast for 3D video [21] . Desingh et al. [20] estimate saliency regions by fusing the saliency maps produced by appearance and depth cues independently. These methods either treat the depth map as an indicator to weight the RGB saliency map [18] , [21] or consider depth map as an independent image channel for saliency detection [19] , [20] . On the other hand, Peng et al. [10] propose a multi-stage RGBD model to combine both depth and appearance cues to detect saliency. Ren et al. [12] integrate the normalized depth prior and the surface orientation prior with RGB saliency cues directly for the RGBD saliency detection. These methods combine the depth-induced saliency map with RGB saliency map either directly [11] , [12] or in a hierarchy way to calculate the final RGBD saliency map [10] . However, these saliency map level integration is not optimal as it is restricted by the determined saliency values. On the contrary, we incorporate different saliency cues and fuse them with CNN in feature level. Figure 2 , the proposed deep fusion framework for RGBD salient object detection composes of three modules. The first module generates various saliency feature vectors for each superpixel region. The second module is to extract hyper-feature representation from the obtained saliency feature vectors. The third module is the Laplacian propagation framework which helps to detect a spatially consistent saliency map.
III. PROPOSED METHOD As shown in

A. Saliency feature vectors extraction
Given an image, we aim to represent saliency by some demonstrated effective saliency features. Figure 3 gives an illustration on the proposed saliency feature extraction. We first segment the image into N superpixels using SLIC method [40] . Given a RGB image I, we denote the segmented N regions as P = {P 1 , P 2 , ..., P i , ...P N }. For each superpixel P i , we denote the calculated saliency features as a vector Γ Pi . In the following, we will take region P i (the region that marked in orange in Figure 3 ) as an example to show how we calculate different saliency feature vectors.
Different from the classical saliency detection methods that directly calculate the saliency values for each superpixel, we record the saliency features for each image region and no further operation is performed to make saliency features as raw as possible. For region P i , there are seven types of feature vectors:
, where C and D represent color and depth information respectively, L indicates that saliency is determined in the local scope and G indicates the global scope, B and S represent the background and color compactness priors respectively. More specifically, the color based feature vectors are recorded in the following formula,
and the depth based feature vectors are defined similarly. We compute the color-based features in Lab color space. The local color contrast P CL i,j is calculated as:
where t(j) is the total number of pixels in region P j , and a larger superpixel contributes more to the saliency. c i and c j are the mean color values of the region P i and P j . φ L (i, j) is used to control the spatial influential distance. This weight is defined as exp(− xi−xj , and x i and x j are the centers of corresponding regions. In our experiment, the parameter σ Lr = 0.15 is set to make the neighbors have higher influence on the calculated contrast values, while the influence of other regions are negligible. Similar to the local color contrast vector, the global color contrast vector is defined as, The difference between the global contrast and local contrast lies in the spatial weight φ G (i, j), where in the global contrast the parameter σ Gr is set to 0.45 to cover the entire image. Likewise, the depth contrast between region P j and region P i can be calculated as in Eq. 4 and Eq. 5.
where d i and d j are the mean depth values of the region P i and P j respectively. Generally speaking, the colors of an object are compacted together whereas the colors belong to the background are widely distributed in the entire image. The element P CS i,j in the color compactness based feature vector is calculated as following.
where the function φ(c i , c j ) is used to calculate the similarity of two colors c i and c j , and is defined as exp(− ci−cj .
φ(c i , c j )x j defines the weighted mean position of color c i . The parameter δ c is set to 20 in our implementation. We omit the depth compactness prior in our method since the depth map contains only dozens of depth levels and their spatial distributions can be very random. The experiment results also show that whether adding the depth compactness or not does not affect the final results too much.
Beside color compactness prior, we further introduce the background prior, which leverages the fact that salient object is less possible to be arranged to close to the image boundaries. We first extract N b regions along the image boundary as pseudo-background regions. Then the color or depth contrast to the pseudo-background regions will be calculated similar to Eq. 3 and Eq. 5. In our experiment, the number of superpixels N is set to 1024 and N b is set to 160.
B. Hyper-feature extraction with CNN
Given the obtained saliency feature vectors, we then propose a CNN architecture to automatically incorporate them into unified and representative features. We formulate saliency detection as a binary logistic regression problem, which takes a patch as input and output the probabilities of two classes. Our CNN takes an input of size 32 × 32 × 6, and generates a prediction as saliency output. For each superpixel P i , all the seven saliency feature vectors are integrated into a multiple channel image as follows:
(1) Reshape the N length vector (Θ CL , Θ CG , Θ DL , Θ DG and Θ CS ) to size 32 × 32 to form the first five channels, respectively;
(2) Perform zero padding to the N b length vector Θ CB and Θ DB to length N/2 and then concatenate and reshape them into size 32 × 32 to form the sixth channel.
As shown in Figure 2 , our network consists of three convolutional layers followed by a fully connected layer and a logistic regression output layer with sigmoid nonlinear function. Following the first and second convolutional layers, we add an average pooling layer for translation invariance. We adopt the sigmoid function as the nonlinear mapping function for the three convolutional layers, while Rectified Linear Unites (ReLUs) is applied in the last two layers. Dropout procedure is applied after the first fully connected layers to avoid overfitting.
For simplification, we use conv(N, K) and f c(N ) to indicate the convolutional layer and the fully connected layer with N output and kernel size K. pool(T, K) indicates the pooling layer with type T and kernel size K. sig and relu represent the sigmoid function and ReLUs. Then the architecture of our CNN can be described as conv1 (6, 5) 
This proposed CNN was trained with back-propagation using stochastic gradient descent (SGD).
C. Laplacian propagation
As saliency values are estimated for each superpixel individually, the proposed CNN in Section III-B may fail to retain the spatial consistency and lead to noisy output. Figure 4c shows two examples of the saliency maps produced by our CNN for RGBD image. It indicates that our CNN omits some salient regions and wrongly detects some background regions as salient. Despite these misdetected regions, most of the regions with high probability to be salient are correct, robust, and reliable. The same situation also occurs for non-salient probability in the background (Figure 4d) . As a consequence, these high confident regions are used as guidance, and they are employed in a Laplacian propagation framework [25] to Given a set of superpixels P = {P 1 , P 2 , ..., P N } of an input image I and a label set L = {1, 2}, we denote the salient and non-salient probability generated by the proposed CNN as w sal and w non sal . The superpixels in P are labeled as 1 if w sal > τ 1 , or as 2 if w non sal > τ 2 . The goal of Laplacian propagation is to predict the labels of the remaining regions.
Let
T denotes a N × 2 non-negative matrix which corresponds to the binary classification results of P, and each region P i is assigned with a label y i = arg max k={1,2} f ik , where f i = {f i1 , f i2 }. An indicator matrix is defined as Y = [y ik ] N ×2 with y ik = 1 if region P i is labeled as k, otherwise y ik = 0. We further adopt the color and depth information to form the affinity matrix A = [a ij ] N ×N :
where the first term defines the color distance of superpixel region P i and P j , and the second term defines the relative depth distance. Most of the elements of the affinity matrix A are zero except for those neighbouring P i and P j pairs. In order to better leverage the local smoothness, we use a two-hierarchy neighboring connection model, i.e., each region is not only connected to its neighboring regions but also connected to the regions that share the same boundaries with its neighboring regions. We set a ii = 0 to avoid self-reinforcement. Then the Laplacian propagation can be formulated to solve the following optimization functions:
where parameter µ controls the balance between the smoothness constraint (the first term) and the fitting constraint (the second term). m ii is the element of the degree matrix M derived from affinity matrix A, and m ii = j a ij . This designed smoothness constraint not only considers local smoothness but also confines the regions within the same manifold to have the same label by constructing a smooth classifying function. This classifying function can change sufficiently slow along the coherent structure revealed by the original image [25] . This optimization function Eq. 8 can be solved using an iteration algorithm as shown in [25] , or it can be reformulated into a linear system. For efficiency, we set the derivative of the Q(F ) to zero and the optimal solution of Eq. 8 can be obtained by solving the following linear equation:
where I is an identity matrix and α = 1/(1 + µ). We further adopt Conjugate Gradient and preconditioner to solve this linear equation for fast convergence. After propagating from the high probability salient and non-salient regions, the final saliency map is normalized to [0,1] and it is denoted as S = F * . Two examples of the proposed propagation are shown in Figure 4 . Those wrongly estimated regions in Figure 4b and Figure 4c are corrected in the final saliency maps produced by the Laplacian propagation. In our implementation, parameters τ 1 and τ 2 are adaptively determined by Otsu method [41] .
IV. EXPERIMENTAL EVALUATIONS
In this section, we evaluate the proposed method on three datasets, NLPR RGBD salient dataset [10] , NJUDS2000 stereo datast [11] , and LFSD dataset [43] .
NLPR dataset [10] . The NLPR RGBD salient dataset [10] [36] , BSCA [13] , MB+ [42] , and LEGS [37] are obtained from RGB image while the saliency maps of LMH [10] , ACSD [11] , GP [12] are from RGBD image. different indoor and outdoor scenarios. We split this dataset into two part randomly: 750 for training and 250 for testing. NJUDS2000 dataset [11] . The NJUDS2000 dataset contains 2000 stereo images, as well as the corresponding depth maps and manually labeled groundtruth. The depth maps are generated using an optical flow method. We also split this dataset into two part randomly: 1000 for training and 1000 for testing.
LFSD dataset [43] . The LFSD dataset [43] contains 100 images with depth information and manually labeled groundtruth. The depth information are captured with Lytro light field camera. All the images in this dataset are for testing.
Evaluation metrics. We compute the precision-recall (PR) curve, mean of average precision and recall, and F-measure score to evaluate the performance of different saliency detection methods. The PR curve indicates the mean precision and recall of the saliency map at different thresholds. The Fmeasure is defined as F β = 
A. Implementation details
We use the randomly sampled 750 training images of NLPR dataset [10] and the randomly sampled 1000 training images of NJUDS2000 dataset [11] to train our deep learning framework. These randomly selected training dateset covers more than 1000 kinds of common objects under different circumstances. The remaining NLPR, NJUDS2000, and LFSD datesets are used to verify the generalization of the proposed method.
The proposed method is implemented using Matlab. We set the momentum in our network to 0.9 and the weight decay to be 0.0005. The learning rate of our network is gradually decreased from 1 to 0.001. Due to the "data-hungry" nature of CNN, the existing training data is insufficient for training, in addition to the dropout procedure, we also employed data augmentation to enrich our training dataset. Similar to [44] , we adopted two different image augmentation operations, the first one consists of image translations and horizontal flipping and the other is to alter the intensities of the RGB channels. These data augmentations greatly enlarge our training dataset and make it possible for us to train the proposed CNN without overfitting. It took around 5 ∼ 7 days for our training to converge.
B. Performance Comparison
In this section, we compare our method with four stateof-the-art methods designed for RGB image (S-CNN [36] , BSCA [13] , MB+ [42] , and LEGS [37] ), and three RGBD saliency methods designed specially for RGBD image (LMH [10] , ACSD [11] , and GP [12] ).
The results of these different methods are either provided by authors or achieved using the publicly available source codes. The qualitative comparisons of different methods on different scenes are shown in Figure 5 . As can be seen in the first and fifth rows of Figure 5 , the salient object has a high color contrast with the background, as thus RGB saliency methods are able to detect salient object correctly. However, when the salient object shares similar color with the background, e.g., sixth, seventh, and eighth rows in Figure 5 , it is difficult for existing RGB models to extract saliency. With the help of depth information, salient object can be easily detected by the proposed RGBD method. Figure 5 also shows that the proposed method consistently outperforms all the other RGBD saliency methods (LMH [10] , ACSD [11] , and GP [12] ).
The quantitative comparisons on NLPR, NJUDS2000, and LFSD dataset are shown in Figure 6 and Table I. Figure 6 and Table I show that the proposed method performs favorably against the existing algorithms with higher precision, recall values and F-measure scores on all the three datasets. For the NLPR dataset, it is challenging as most of the salient object share similar color to the background. As a consequence, RGB saliency methods perform relative worse than RGBD saliency methods in terms of precision. By providing accurate depth map (NLPR dataset), LMH [10] and GP [12] methods perform well in both precision and recall. However, they performs not well when tested on the NJUDS2000 dataset and LFSD dataset. This is because these two datasets provide only the rough depth information (calculated from stereo images or using Light field camera), LMH [10] and GP [12] can only detect a small fraction of the salient objects (high precision but with low recall). ACSD [11] works worse when the salient object lies in the same plane with the background, e.g., the third row in the Figure 5 , and the bad quantitative results on the NLPR dataset. Both qualitative and quantitative results show that the proposed method performs better in terms of accuracy and robustness than the compared methods with RGBD input images. Saliency maps vs. features. In here we conduct a series of experiments to analyze the flexibility of the proposed framework and the effectiveness of Laplacian propagation.
Apart from previous heuristic saliency map merging algorithm [10] , [12] , we further compare our method with four other saliency map integration methods on three test dataset [10] , [11] , [43] to show the flexibility of fusing different cues in feature level. These four integration methods are directly linear fusion (LF), fusing in CRF [22] , the latest Multi-layer Cellular Automata (MCA) integration [13] , and a CNN based fusion (denoted as CNN-F) . To investigate the importance of saliency map quality, we test these saliency map merging methods on two set of inputs. The first set is from seven saliency maps computed by widely used features (similar to those seven saliency feature vectors computed in section III-A), and the second set is from more representative sophisticated saliency maps (obtained using three state-of-theart RGBD saliency detection methods [10] , [11] , [12] ).
The original CRF fusion framework in [22] is utilized for merging three color based saliency maps. In our implementation, we retrain this CRF framework for merging the seven adopted fundamental saliency maps and three sophisticated saliency maps respectively 1 . For CNN-F, we utilize the same CNN architecture as shown in Fig. 3 to perform the CNN based saliency map fusion, i.e., the same convolutional layers and fully connected layers except the input layer. More specifically, we formulate the saliency map merging as a binary logistic regression problem, which takes several saliency map patches as input (size 52 × 52 × 7 for fundamental saliency map merging and 52×52×3 for sophisticated saliency map merging), and output the probabilities of the pixel being salient and non-salient. CNN-F is trained in patch-wise manner. We collect training samples by cropping patches of size 52×52 from each saliency map using sliding window. We label a patch as salient if the central pixel is salient or 75% pixels in this patch are salient, otherwise it is labeled as non-salient. This CNN-F is trained on the cropped patches of the NLPR training set [10] and NJUDS2000 training set [11] .
The relevant comparison results of our proposed methods with these saliency map merging methods are shown in Figure  7 , Table II, Table III, and Table IV . "Fundamental fusion" represents the results of four merging methods performed on seven fundamental saliency maps. "Heuristic fusion" gives the results of two state-of-the-art heuristic saliency map merging methods [10] , [12] , while "Sophisticated fusion" gives the results of four merging methods performed on three sophisticated saliency maps (calculated from the existing state-of-theart RGBD saliency detection methods LMH [10] , ACSD [11] , and GP [12] ).
For "Fundamental fusion" in Table IV , all the existing saliency map merging methods (including deep learning framework) cannot achieve satisfactory performance. Even though feeding with the state-of-the-art sophisticated saliency maps, these saliency merging methods still perform worse than our saliency feature fusion without LP framework (0.8071 vs 0.8157), which further validates the flexibility of our feature level fusion. Note that 0.8157 are obtained from our initial saliency feature fusion network, which performs only on the pixel level and without considering spatial consistency. Our model achieves superior performance even though the input features are very simple (similar to the features used in "Fundamental fusion"). Compared to those methods using similar features (in "Fundamental fusion"), we can observe [10] . Middle: quantitative comparisons on the 1000 test images of NJUDS2000 dataset [11] . Right: quantitative comparisons on the LFSD dataset [43] . [10] , ACSD [11] , and GP [12] ). "CNN F init" and "ours init" are the initial results of CNN F and proposed hyper-feature without Lapalacian propagation respectively.
that fusing features is much more flexible than fusing saliency map.
Analysis of Laplacian Propagation. We then evaluate the effective of the proposed Laplacian propagation, and the optimized results of the existing methods using Laplacian propagation. The F-measure scores of our RGBD method without Laplacian propagation on three test dataset [10] , [11] , [43] are shown in blue in Table II, Table III, and Table  IV . These learned hyper-features still outperform the stateof-the-art approaches, while with LP we achieve almost 0.79, 0.79, and 0.84 F-measures. Figure 8 shows some examples of the optimized results of the existing methods (LMH [10] , ACSD [11] , and GP [12] ) using Laplacian propagation. These quantitative and qualitative experimental evaluations further demonstrate that the proposed Laplacian propagation is able to refine the saliency maps of existing methods, which can be widely adopted as a post processing step.
Failure cases. Figure 9 gives more visual results and some failure cases of our proposed method on RGBD images. Compared with the these two pictures, we can find that depth information is more helpful when the salient objects have high depth contrast with background or lie closer to the camera. Our method may fail when the salient object shares a very similar color and depth information with the background. 
V. CONCLUSION
In this paper, we propose a novel RGBD saliency detection method. Our framework consists of three different modules. The first module generates various low level saliency feature vectors from the input image. The second module learns the interaction mechanism of RGB saliency features and depth-induced features and produces hyper-feature using CNN. Feeding with these hand-designed features can guide the learning process of CNN towards saliency-optimized. In the third module, we integrate a Laplacian propagation framework with CNN to obtain a spatially consistent saliency map. Both We demonstrated that an optimized fusion leads to superior performance, and this flexible hyper-feature extraction framework can be further extended by including more saliency cues (e.g., flash cue [28] ). We aim to explore a deeper and more effective fusion network and extend it to other applications in our future work. 
