Abstract-Deep learning (DL) based autoencoder has shown great potential to significantly enhance the physical layer performance. In this paper, we present a DL based autoencoder for interference channel. Based on a characterization of a k-user Gaussian interference channel, where the interferences are classified as different levels from weak to very strong interferences based on a coupling parameter α, a DL neural network (NN) based autoencoder is designed to train the data set and decode the received signals. The performance such a DL autoencoder for different interference scenarios are studied, with α known or partially known, where we assume that α is predictable but with a varying up to 10% at the training stage. The results demonstrate that DL based approach has a significant capability to mitigate the effect induced by a poor signal-to-noise ratio (SNR) and a high interference-to-noise ratio (INR). However, the enhancement depends on the knowledge of α as well as the interference levels. The proposed DL approach performs well with α up to 10% offset for weak interference level, where α≤2/3. For strong and very strong interference channel, the offset of α needs to be constrained to less than 5% and 2%, respectively, to maintain similar performance as α is known.
I. INTRODUCTION
OMMUNICATION networks and services are becoming more intelligent with the novel advancements and unprecedented levels of computational capacity. The design and management of communication components can be significantly enhanced when combined with advanced artificial intelligence (AI) based approaches [1] . AI, represented by machine learning (ML) and deep learning (DL) in solving practical communication problems, has been widely used for performance enhancement with channel estimation [2, 3] , complex multiple-input and multiple-output (MIMO) detection [4] , channel decoding [5] , joint channel estimation and detection [6] and joint channel encoding and source encoding [7] . Compared to a traditional communication system with a multiple-block structure, the ML approach provides a new paradigm with a pure data-driven and end-to-end learning based solution.
In a conventional communication system, the channel propagation is often modelled mathematically, which may not correctly reflect the channel in practical scenarios, and the dynamic nature of the changing channel. DL based approaches [8] [9] [10] [11] demonstrate a useful and insightful way of fundamentally rethinking the communication system design problem and hold the promise for performance enhancement in complex scenarios that are difficult to characterize with tractable mathematical models. A DL based autoencoder is proposed for a physical layer in [12] , where the end-to-end reconstruction jointly optimizes all the components in a single process. The work in [13] presents end-to-end learning of communications system without a channel model. In addition, two practical DL-based systems are implemented in [9] and [14] . In multi-user networks, channel capacity is often limited by the interference created by the users operating at the same frequency. In [15] it is shown that the channel capacity of a twouser interference channel does not reduce when the interference is very strong, where each receiver can completely cancel the interference by exploiting its structure. However, implementation of such scheme for achieving an ideal interference channel capacity remains a difficult problem that requires a complex transmitter and receiver design. To date, there has been very little work on DL-based physical layer in the presence of an interference channel, and in particular there is no systematic study on how the DL approach performs with variations in the interference strength. In this paper, we address this gap, by formally extending [12] to the case of multi-user interference channel and subsequently investigate in the impact of interference strength on the performance of our autoencoder. Our main contributions are as follows: 1. We study the challenge of a communication system physical layer for a Gaussian interference channel. We present a deep learning based autoencoder to solve the problems of unknown interference. This approach can be applied to channel models and loss functions for which the optimal solutions are unknown. For the weak interference channel scenario, the DL-based auto decoder has the capability of decoding the signals even without the knowledge of the interference channel. 2. We further investigate the DL based autoencoder for the interference channel with different interference levels. A model of the symmetric k-user Gaussian interference channel is introduced. Then we characterize the generalized degrees of freedom of the channel, where the interferences are classified as different levels from weak to very strong interferences based on a coupling parameter α. We assume that α is predictable but with a varying up to 10% at the training processing. We DL is originally derived from the neuron model that simulates biological neural system schemes as shown in Fig. 1 . A number of input xn are weighted by matrix Wn, and then the sum with bias is fed into an activation function (. ), to obtain an output y. An NN is then established by connecting several neuron elements to a layered architecture. The simplest NN is called perceptron, which comprises one input layer and one output layer. The loss function, such as square error or cross entropy, need to be established for the perceptron to produce a value that is close to the expected one as much as possible.
A basic DL model is a fully connected feedforward NN, as shown in Fig. 2 . Each neuron is connected to adjacent layers and no connection for neurons in the same layer. The backpropagation algorithm is proposed as an efficient method for training the network for obtaining the optimization. However, the increased hidden layers and neurons make the network implementation more difficult. Challenges during the training process include vanishing gradients, slow convergence, and falling into the local minimum, etc [16] . To solve the vanishing gradient problem, activation functions such as rectified linear units (ReLU) [17] and a special feature of Maxout have been introduced to replace the classic sigmoid function. Some common activation functions are listed in Table  I . To achieve faster convergence and less computation complexity, a stochastic Gradient descent (SGD) [18] is derived from Gradient descent (GD), which randomly selects one sample to compute the loss and gradient every time. In the training process, some fluctuation is induced due to the stochasticity. To address this, mini-batch SGD (a batch of samples computed simultaneously) is adopted as a trade-off between classic GD and SGD. In addition, to enhance the training speed as well as the robustness, some adaptive learning rate algorithms, such as Adagrad [19] , RMSProp [20] , Momentum [21] , and Adam [22] are proposed. A feedforward NN with L layers describes a mapping ( 0 ; ) ∶ ℝ 0 → ℝ of an input vector r 0 ∈ ℝ 0 to an output r ∈ ℝ , through L iterative processing steps [12] :
(1) Where ( −1 ; ) ∶ ℝ −1 → ℝ is the mapping carried out by the th layer. This mapping depends on the output vector −1 from the previous layer as well as a set of parameter , where set is defined as the network, the th layer is called dense or fully-connected if ( −1 ; ) has the form:
The set of parameters for this layer is = { , }. A few common layers are listed in Table  II , and together with its mapping functions. For the activation functions listed in Table I 
(3) where the loss function is: ( , ): ℝ × ℝ → ℝ and , is the output of the NN when 0, is used as input. The algorithm used to find a good sets of parameters is SGD, which starts with some random initial values and then updates iteratively.
III. SYSTEM MODEL A basic communication system block diagram is shown in Fig.3 . It shows that signal propagates through each block via a physical communication channel. The optimization in each block is carried out individually. Therefore, it cannot achieve global optimization. The proposed DL-based approach recast the communication block diagram as an end-to-end optimization task and represent the system as a simplified autoencoder system. Here, we present a deep learning based autoencoder for the interference channel, where the interferences are classified as different levels from the weak to very strong interferences based on a coupling parameter α.
Fig3. A typical communication system diagram

A. Autoencoder for end-to-end communication systems
The communication system shown in Fig. 4 is an end-to-end reconstructed link with the DL approach. The transmitted messages are reconstructed at the receiver side over a physical channel. The autoencoder shown in Fig. 4 represent the entire system and optimize the transmitter and receiver over an AWGN channel jointly. In the proposed approach, the transmitter and receiver are represented as fully connected DNNs, whereas the AWGN channel between them is represented as a simple noise layer with a certain variance. Thus, the communication system can be regarded as a large autoencoder that aims to learn from , which is one out of the M possible messages for propagation, to generate a representation of the transmitted signal x that is robust against the imperfect channel. Therefore, at the receiver side, the original message can be reconstructed as ̂ with a low error rate by learning from the received . In the implementation, s is represented as an M-dimensional one-hot vector. Therefore, K = log2(M) bits are transmitted simultaneously. After being fed into the DNN transmitter with multiple dense layers followed by a normalization layer, an N-dimensional vector x with energy constraints is generated. Therefore, the communication rate of such system is R = K= N. The received N-dimensional signal y noised by a channel represented as a conditional probability density function p(y|x) is subsequently learned by Fig4 . A basic autoencoder system for physical layer encoding schemes the DNN receiver with multiple dense layers. The last layer of the receiver is a Softmax activation layer that outputs an Mdimensional probability vector p, in which the sum of its elements (≥ 0) is equal to 1. The index of the largest element with the highest probability determines which of the M possible messages is the decoded ̂. The autoencoder is trained by SGD at a fixed SNR (7dB) with categorical cross-entropy as a loss function to optimize BLER performance. INR ≜ 2 SNR (5) And the interference level to be: α ≜ log (INR) log (SNR) (6) Note that the definition of INR ignores the fact that there are − 1 interferers observed at each receiver. This is for two reasons. First, this definition parallels that of the two-user case [25] , which will make it easier to compare the two rate regions. Second, the receivers will often be able to treat the interference as stemming from a single effective transmitter, via interference alignment. This is not the case when the receiver treats the interference as noise. In this work, we focus only with situations SNR > 1 and INR > 1. The introduced parameter α > 0 defined by INR = α ; this coupling parameter α is used to specify the corresponding linear deterministic model in [24] .
B. Interference channel
In this work, we address the interference scenarios including noisy, weak, moderate to very strong interference. As shown by Jafar and Vishwanath [26] , the degrees-of-freedom (GDoF) of the symmetric K-user interference channel is identical to that of the two-user channel, except for a singularity at α = 1, as follow:
IV. NUMERICAL RESULTS AND DISCUSSION
In this section, numerical simulation is carried out under the environment of Python 3.0, with the libraries of PyTorch TorchNet and TQDM. Training was done at a fixed value of Eb/N0 = 7 dB using Adam [22] with a learning rate of 0.001.
We first simulate the block error rate (BLER) for a communication system with Hamming (7, 4) code, uncoded BPSK, and autoencoder for comparison. Two decoding schemes of Hamming code are employed: binary hard-decision decoding and the maximum likelihood decoding (MLD). For a fair comparison, the autoencoder parameters (n, k) are set as (7, 4) where both systems operate at rate R=4/7. We also simulate an uncoded BPSK (4,4) system for comparing. The results in Fig. 6 show that autoencoder has learned without any prior knowledge of encoder and decoder function and achieve the same performance as Hamming (7, 4) code with MLD. It outperforms the Hamming (7, 4) hard decision detection and the uncoded BPSK. Then we normalized the communication rate R=n/k=1 [bit/channel use], to simulate performance with different sets (n, k) of the autoencoder. Autoencoder (2, 2) and (8, 8) 2) and (8, 8) . The results in Fig. 7 shows that autoencoder (2, 2) achieve the same performance as the uncoded BPSK (2, 2). The autoencoder (8, 8) outperforms the other three for the range of Eb/Nn > 7dB. And the uncoded BPSK (8, 8) has the worst performance. From the results presented in Figs. 6 and 7 , it notices that the autoencoder (4, 4) has the best performance. Therefore, we further simulate other high-order modulation schemes n-QAM to compare.
Based on the model in section III B, we simulation BLER performance for the two-user interference channel achieved by autoencoder and 2 2k/n -QAM time sharing for different setting of (n, k). Fig. 8 plots the BLER of the auto encoders with different sets, (n, k)={ (1,1), (2,2), (3,3) , (4,4)}. It is noticed that, for this scenario, we carry out the simulation under the interference as noisy level, where the α=1/4. The result shows that the autoencoder (4, 4) and (4, 8) outperform the QPSK (4, 4) and 16-QAM, for around 1.5 dB and 3dB at the BLER of 10 -3 , respectively. It is also interesting to see that the autoencoder (4, 4) outperform the QPSK (1, 1) and (2, 2) only beyond range around Eb/Nn > 7dB (high SNR range). However, it is interesting to explore how much enhancement of DL-based autoencoder performs from weak to strong and even very strong interference levels. We first compare the BLER performance for different interference with and without the knowledge of α, then we further investigate the effect of a varying α, where we assume α could be estimated. However, the accuracy of the estimation may degrade the enhancement of the DL approach. Fig. 9 plots the BLER of two autoencoder receivers with different interference levels. It also compares two scenarios that the training knowledge of α is known and unknown. The results in Figs. 9(a) to 9(d) show that an incorrect training knowledge of α may lead to poor performance, and it becomes worse when interference increases. It is interesting to see the result in Fig.  9(d) . For a poor training, the BLER performance becomes worse in a high SNR range. This is due to the strong interference from the neighboring received signals. However, if α can be estimated precisely, the system can hold the capability for decoding the signals even under a strong interference condition. This improvement also applies to a different sets of the autoencoders, as the results presented in Figs. 9(e) and 9(f) for the autoencoders (2,2) and (8, 8) respectively. The comparison between Figs. 9(b) and 9(f) shows that autoencoder (4, 4) and (8, 8) has similar performance. Therefore, autoencoder parameters (n, k) can be constrained up to (4, 4) for the links within a weak interference channel.
From the results in Fig. 9 , we have known that if we know the interference coupling parameter α or it can be estimated precisely. With an efficient DL training, autoencoder performs extremely well against the interference, even for a very strong interference. However, in a dynamic system, it is a challenge to obtain a precise α, or there is an offset of the estimated value of α. Therefore, we further investigate under a condition of a varying α, against the different interference levels. Fig. 10 plots the BLER for two autoencoder receivers (4,4) for different settings. Fig. 10(a) is with noisy interference where α=1/4. At the training part, we set α with 10% offset. The plot shows that the received signals can be successfully decoded. However, the performance is slightly degraded comparing with accurate training (Fig. 9(a) ). Similar performance for the results in Figs. 10(b) and 10(c) . Fig. 10(b) is when α=0, but setting α=0.1at training. Fig. 10(c) is for the moderate interference level where α=5/6 with 10% varying. Then we simulate the strong and very strong interference scenarios. Fig. 10(d) is when α=3/2 and with 10% varying. It is interesting to see that for this interference level, the performance is not well due to large offset (10%) of α, and this becomes worse for very strong interference case too. However, if the offset can be constrained to 5%, then the autoencoder performs well, as shown in Fig.  10 (e). The similar situation ( Fig. 10(f) ) happens for the very high interference channel where α≥2, and the offset of α should be reduced to 2% or lower. Therefore, an efficient learning algorithm to precisely predict or estimate the value of α is quite critical for a practical system.
V. CONCLUSION
In this paper, a deep learning based autoencoder for interference channel has been presented. The BLER performance of such autoencoder in different interference scenarios has been studied, where the interference level is specified by a parameter α. The designed autoencoder has shown robust performance with the presence of interference, with α known or partially known. The effects of the knowledge of α and the interference levels on the robustness of the autoencoder have also been studied. Our results showed that, for weak to moderate interference channel, the proposed DL autoencoder performs well with up to 10% offset for α at the training stage. However, for the strong and very strong interference channel, the offset of α has to be constrained less than 5% and 2%, respectively, in order to maintain good performance under the interference channel. Therefore, the proposed DL autoencoder can be further enhanced by leveraging an efficient learning algorithm to precisely predict α. Such a learning algorithm will be presented in a subsequent work of ours.
