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vRE´SUME´
L’expansion des te´le´communications entraˆıne une demande de plus en plus forte en de´bit
et en qualite´ de service. Ceci implique une constante e´volution des syste`mes sans-fil utilise´s.
Le de´ploiement des syste`mes a` multiples antennes (MIMO) est une solution tre`s inte´ressante
pouvant augmenter la fiabilite´ du canal et la quantite´ d’information transmise. Cependant,
de nouveaux proble`mes tels que la corre´lation des canaux apparaissent. Paralle`lement a` cette
technologie, les antennes reconfigurables sont utilise´es depuis bien longtemps dans divers do-
maines comme celui des radars. Leur capacite´ a` s’adapter a` leur environnent n’a pas e´chappe´
aux chercheurs. En combinant ce type d’antennes dans des syste`mes MIMO, diverses e´tudes
indiquent une possible diminution de la corre´lation des canaux par modification du dia-
gramme de rayonnement de l’antenne par exemple.
Tout ceci est tre`s inte´ressant, encore faut-il une me´thode de reconfiguration capable de
s’exe´cuter rapidement. Une technique assurant la meilleure configuration consiste a` estimer
le canal de transmission pour toutes les configurations possibles de l’antenne. Cependant,
toutes ces estimations font perdre un temps pre´cieux et affectent la capacite´ du canal. Une
manie`re plus e´labore´e de configurer une antenne est de de´terminer la position des sources par
des me´thodes comme MUSIC ou ESPRIT. Malheureusement, le nombre de sources pouvant
eˆtre trouve´es est limite´ et la complexite´ est assez importante.
On se propose ici de mettre au point une technique dont le but principal est de reconfigu-
rer une antenne en diminuant le plus possible le nombre d’estimations du canal. Les canaux
non-estime´s vont devoir eˆtre reconstruits par un certain calcul de´taille´ dans notre e´tude.
Brie`vement, ce calcul se base sur une de´composition mathe´matique du diagramme de rayon-
nement de l’antenne en fonction de coefficients de´pendants uniquement de la configuration de
l’antenne et de diagrammes de rayonnement particuliers de l’antenne (configurations fixe´es).
Cette technique doit bien entendu eˆtre utilisable dans un syste`me MIMO. Les antennes e´tu-
die´es sont des re´seaux d’antennes line´aires uniformes (ULA) et des antennes a` perte forme´es
a` partir de me´ta-mate´riaux (CRLH).
Cette e´tude va nous mener a` observer le comportement de notre technique face a` des
erreurs d’estimation des canaux mesure´s et des erreurs sur la reconstruction des canaux non-
mesure´s. Chacune de ces erreurs a ses propres caracte´ristiques mais au final elles de´pendent
toutes deux des configurations des canaux mesure´s. On explique qu’un moyen simple pour
parer a` ces deux erreurs consiste a` mesurer beaucoup de canaux ce qui va a` l’encontre du
but fixe´ par notre technique. En re´alite´, un compromis doit eˆtre trouve´ entre le nombre de
mesures, qui conditionne une partie de l’erreur de l’estimation, et l’erreur de reconstruction,
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qui augmente si le nombre de canaux estime´s diminue.
A` travers une e´tude the´orique, on montre que la diminution du nombre de canaux estime´s
est possible. Les simulations permettent de choisir pre´cise´ment le nombre et les configurations
pour lesquelles on doit faire des mesures. On montre aussi l’effet des erreurs de la technique
pre´sente´e sur la capacite´ moyenne. Typiquement, l’erreur d’estimation est visible pour de
faibles rapports signal a` bruit. L’erreur de reconstruction est toujours pre´sente et a pour
conse´quence un e´cart quasi constant avec la capacite´ maximale atteignable. Lorsque l’on
prend en compte le temps perdu lors des estimations dans le calcul de la capacite´, notre tech-
nique propose des re´sultats bien meilleurs que ceux issus par une mesure de tous les canaux.
L’ame´lioration de la capacite´ varie de 5% a` 15% selon l’antenne reconfigurable utilise´e.
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ABSTRACT
The demand for faster data rates and better quality of services constantly increases with
the expansion of wireless telecommunications. Employing Multiple Input Multiple Output
(MIMO) systems is a very interesting solution to improve reliability of channel and enhance
data transmission. Unfortunately, new problems such as channel correlation appear. Next
to these systems, reconfigurable antennas have been used for a long time in different fields
like radars. Their capability to adapt to their environment has generated significant interest
in adding new degrees of freedom. By combining this kind of antenna with a MIMO system,
different studies show some enhancements in adapting dynamically their radiation pattern
for example.
To dynamically adapt antenna, a fast and reliable reconfigurable method has to be used.
In order to find the optimal antenna configuration we can proceed to a complete scanning
of available configurations, which is time consuming and decreases the achievable data rate.
We can also use direction of arrival estimation using the MUSIC algorithm. However, in
a rich multipath environment, the direction of arrival is hard to estimate accurately with
the MUSIC algorithm. Other algorithms, such as ESPRIT, could be used to estimate the
channel parameters. However, they are computationally intensive, especially in a MIMO
environment. Furthermore the number of direction of arrival which can be found is limited
by the number of receiver.
To save time we describe here a technique using estimations of the channel for a low num-
ber of configurations of the antenna. Non-estimated channels will be derived from previous
channels by a method detailed in our study. Briefly, the calculus is based on a specific de-
composition of the radiation pattern of reconfigurable antennas: each pattern is expressed as
a function of functions depending only on configurations of the antenna and some particular
radiation patterns (fixed configurations). Our technique will have to be able to adapt any
antennas in MIMO environment. The studied antennas are Uniform Linear Array (ULA)
and Composite Right/Left-Handed (CRLH) antenna.
Our study will show the performance of the decomposition technique with estimation
error and calculus error during computation of non-estimated channels. Each of this error
have different consequences but both depend on configuration of estimated channels. The
estimation error is visible for low signal-to-noise ratio and increases with the norm of coef-
ficients of the configuration. The second error can be nullified if the number of estimated
channels is sufficient. However, as we will explain later this is not the best way because
it takes too many estimations. A compromise has to be found between performances and
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number of estimation.
Through theoretical study, we demonstrate how it is possible to decrease the number of
estimation without degrading performances. Simulations will be helpful to precisely choose
the best combination of estimated channel. We are even able to improve the performance of
5%− 15% better than the method estimating channel for each configuration.
ix
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1CHAPITRE 1
INTRODUCTION
1.1 Contexte
La capacite´ des antennes reconfigurables a` modifier leur comportement face a` leur envi-
ronnement les a rendues extreˆmement populaires. De nombreuses applications dans divers
domaines du sans-fil les emploient aujourd’hui. Leur utilisation dans les radars est tre`s de´ve-
loppe´e car elles permettent de balayer une large zone sans avoir recours a` des antennes mo-
biles. Elles facilitent aussi grandement la poursuite de cibles mouvantes. Ce type d’antennes
a aussi trouve´ sa place en astronomie embarque´ dans des satellites afin de communiquer avec
une base terrestre. Leur fonctionnement est assez proche d’e´le´ments reconfigurables utilise´s
en optique ou bien en acoustique (sonar). Ces antennes sont pratiques mais le plus souvent
tre`s che`res et de fait re´serve´es au domaine militaire.
Leurs caracte´ristiques sont cependant tre`s inte´ressantes et peuvent eˆtre d’une grande
utilite´ dans le domaine des te´le´communications. En effet, le fait de pouvoir focaliser le dia-
gramme de rayonnement d’une antenne dans une direction de l’espace ouvre de nombreuses
possibilite´s. Il devient alors envisageable d’augmenter le gain de l’antenne dans des directions
spe´cifiques ou bien d’annuler des signaux d’interfe´rence par modification en temps re´el du
diagramme de rayonnement par exemple. Il a donc e´te´ conc¸u des antennes beaucoup plus
petites que celles pre´sente´es dans les applications pre´ce´dentes et pouvant eˆtre inte´gre´es dans
des appareils de te´le´communications. Celles-ci se sont aussi grandement de´veloppe´es avec
l’utilisation de composants MEMS.
Les premie`res e´tudes faites avec ces antennes en te´le´communications avaient uniquement
pour but de maximiser le rapport signal a` bruit dans des syste`mes simples avec une antenne a`
l’e´mission et une antenne a` la re´ception (syste`me SISO). E´tendue aux syste`mes avec plusieurs
antennes en e´mission et plusieurs en re´ception (syste`me MIMO), la reconfiguration se com-
plexifie. Les syste`mes MIMO ont su capter l’attention durant ces deux dernie`res de´cennies
par leurs fabuleuses caracte´ristiques. Ils re´pondent directement aux enjeux des te´le´commu-
nications qui sont d’augmenter le de´bit de transfert des informations tout en assurant une
faible erreur. Ceci vient du fait que l’on est capable d’e´mettre diffe´rents signaux a` un instant
donne´ et tous ces signaux sont rec¸us par chaque antenne re´ceptrice. Les syste`mes MIMO
ont ainsi e´te´ pre´vus dans de nombreuses normes de te´le´communication sans fil comme Wifi
(802.11n), Wimax (802.16e) et LTE. Des e´tudes ont cependant montre´ la grande difficulte´
2qu’ont ces syste`mes a` correctement dissocier les signaux d’arrive´e, en d’autres mots a` de´-
correler les canaux de transmission. Les antennes reconfigurables ont encore une fois montre´
leur grande utilite´. Elles permettent une meilleure isolation des signaux et ainsi une meilleure
estimation de ces derniers. La de´corre´lation du canal peut eˆtre assure´e autrement dans des
cas particuliers de syste`me MIMO. C’est le cas des syste`mes MISO (plusieurs e´metteurs et
un re´cepteur), SIMO (un e´metteur et plusieurs re´cepteurs) ou encore des syste`mes MIMO
utilisant un codage spatio-temporel par bloc orthogonal.
Comme antennes reconfigurables assez re´pandues on trouve les re´seaux d’antennes. Le
plus simple est le re´seau d’antennes line´aire uniforme (ULA) qui est constitue´ d’e´le´ments
radiants aligne´s et espace´s d’une meˆme distance. Chaque e´le´ment du re´seau est capable de
modifier l’amplitude ou la phase du signal. Leur nombre est extreˆmement variable selon l’uti-
lisation : deux ou quatre e´le´ments permettent a` ces antennes d’eˆtre inte´gre´es dans de petits
appareils. On trouve aussi des re´seaux de quarante voire cent e´le´ments pour des antennes uti-
lise´es en ae´rospatial. Le diagramme de rayonnement re´sultant de ces re´seaux forme des lobes
constructifs (augmentation du gain de l’antenne) ou destructifs (diminution voire annulation
du gain) dans certaines directions. Il est possible de trouver des re´seaux bi-dimensionnels
ou tri-dimensionnels. D’autres types d’antennes reconfigurables existent comme les antennes
CRLH-LW qui utilisent des proprie´te´s des me´ta-mate´riaux.
1.2 E´le´ments de la proble´matique
Les antennes reconfigurables peuvent en the´orie suivre des utilisateurs mobiles ou s’adap-
ter a` un environnement exte´rieur ou inte´rieur. La communication n’est possible que si le canal
reste stable sur une certaine dure´e permettant la reconfiguration de l’antenne et l’envoi et la
re´ception de donne´e. L’utilisation de ces antennes est donc envisageable a` l’unique condition
qu’il existe des techniques de reconfiguration s’exe´cutant rapidement et donnant de bonnes
performances.
Une grande partie des me´thodes existantes ont le meˆme sche´ma de principe de fonc-
tionnement pre´sente´ dans [1]. Ce sche´ma se trouve a` la figure 1.1. Il est compose´ de deux
parties. La premie`re permet de de´terminer des informations sur le canal. Ces informations
vont permettre de faire une de´cision sur la configuration a` adopter. La seconde partie traite le
signal apre`s configuration lors du transfert de donne´es. Lorsque les antennes reconfigurables
se trouvent a` l’e´mission, il faut pre´voir un me´canisme permettant de retransmettre l’infor-
mation depuis les re´cepteurs vers les e´metteurs. Les informations re´cupe´re´es peuvent eˆtre de
diffe´rentes natures. Il peut s’agir par exemple d’estimation du canal de transmission pour
diffe´rentes configurations des antennes ou bien l’emplacement des sources.
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Figure 1.1 Sche´ma de configuration d’antenne
Les me´thodes permettant la de´termination des sources sont soumises a` certaines condi-
tions et sont assez gourmandes en calcul et en temps surtout pour des syste`mes MIMO.
Les estimations de canal pour diffe´rentes configurations d’antennes sont des me´thodes plus
simples. Le seul inconve´nient est qu’il faut faire un assez grand nombre de mesures de canal.
Une estimation du comportement du canal pour toutes les antennes consomme beaucoup de
temps et diminue la capacite´ du canal.
1.3 Objectifs de recherche
L’objectif principal de notre recherche est d’e´laborer une technique de configuration d’an-
tennes dans un syste`me MIMO capable de diminuer le nombre d’estimations du canal. On
prend comme crite`re d’optimisation de la reconfiguration la maximisation de la capacite´
instantane´e du canal. L’antenne utilise´e n’est pas spe´cifie´e.
Une fois la me´thode mise au point, on e´tudie the´oriquement sa faisabilite´ et les possibles
erreurs entraˆıne´es. Ce me´canisme de configuration est a` tester pour des re´seaux d’antennes
ULA. Les re´seaux d’antenne ont en fait des proprie´te´s qui permettent de faire une e´tude un
peu plus pousse´e de la de´composition des diagrammes de rayonnement. Une antenne CRLH
est aussi e´tudie´e car elle n’offre pas les meˆmes simplifications du proble`me.
Les performances de notre technique sont a` comparer a` celles issues de la mesure des
canaux pour toutes les configurations.
41.4 Plan du me´moire
Notre e´tude est organise´e de la manie`re suivante. La revue litte´raire se trouve dans le
chapitre 2. Elle a pour but de pre´senter diffe´rentes antennes utilise´es dans cette recherche
et d’expliquer le fonctionnement de quelques techniques de reconfiguration existantes. On y
trouve aussi diffe´rents proce´de´s d’estimations de canal. Le chapitre 3 pre´sente la technique
que l’on souhaite tester. Il est de´montre´ pour un mode`le ge´ome´trique de canal. On explique
de quelle manie`re le nombre d’estimations du canal peut eˆtre diminue´. Pour cela on de´montre
que l’on est capable de connaˆıtre le canal quelque soit la configuration des antennes a` partir
de quelques estime´s de canaux pour certaines configurations particulie`res. Les erreurs com-
mises sur la de´termination des canaux font l’objet du chapitre 4. On distingue deux types
d’erreur. La premie`re est issue de l’estimation des canaux et la deuxie`me provient du calcul
de reconstruction permettant la de´termination des canaux manquants. Le chapitre 5 contient
diverses me´thodes permettant de minimiser l’erreur de reconstruction des canaux. On y de´-
taille aussi les crite`res utiles aux choix des canaux a` mesurer et des canaux a` calculer. Le
chapitre 6 contient les simulations permettant d’e´claircir la plupart des proble´matiques sou-
leve´es dans les autres chapitres. Les performances de notre technique y sont compare´es avec
celui mesurant tous les canaux.
5CHAPITRE 2
REVUE DE LITTE´RATURE
Ce chapitre est une synthe`se de diffe´rents points que l’on va aborder dans cette e´tude et
qui ont e´te´ de´ja` traite´s dans la litte´rature. Tout d’abord dans 2.1, on donne une justification
de l’utilisation des antennes reconfigurables dans les syste`mes MIMO. Par la meˆme occasion
une revue de diffe´rents types d’antennes que l’on peut trouver est faite. Ensuite diverses
techniques de configurations de´ja` existantes sont pre´sente´es dans 2.3. Enfin dans 2.2, on
conclut ce chapitre sur un rappel de me´thodes mathe´matiques permettant l’estimation des
diffe´rents parame`tres du syste`me.
2.1 Utilisation des antennes reconfigurables
Une antenne reconfigurable a la capacite´ de s’adapter a` son environnement en modi-
fiant son diagramme de rayonnement, sa polarisation ou bien sa fre´quence. De nombreuses
e´tudes ont montre´ une ame´lioration significative des performances du syste`me lorsque de
telles antennes sont utilise´es. Pour cette raison, il est possible de trouver diverses antennes
reconfigurables dans la litte´rature.
2.1.1 Ame´lioration des performances du syste`me
Une utilisation tre`s inte´ressante des antennes reconfigurables est faite lorsqu’elles sont
de´ploye´es dans des syste`mes MIMO. Ce type de syste`me permet d’augmenter le de´bit en
ajoutant de nouveaux degre´s de liberte´ et aussi de renforcer le lien de transmission par sa
diversite´ sans utiliser plus de bande passante ni augmenter la puissance d’e´mission. Cepen-
dant, ces syste`mes sont soumis a` de nouveaux proble`mes comme celui de la corre´lation entre
les canaux. En effet, si certaines conditions ne sont pas rassemble´es, il est assez difficile de
recevoir des signaux de diffe´rentes antennes et de pouvoir les identifier a` la re´ception. Les
antennes reconfigurables offrent une solution inte´ressante. Ceci a e´te´ notamment de´montre´
dans [2]. Dans cet article, il a e´te´ e´tudie´ un syste`me dont les antennes ont des diagrammes
de rayonnement reconfigurable en e´mission et en re´ception. L’apport de gain dans certaines
directions a montre´ une ame´lioration du SNR.
Les antennes reconfigurables peuvent aussi eˆtre utilise´es dans des syste`mes utilisant des
ondes millime´triques (60 GHz). En effet, un point inte´ressant que l’on n’aborde pas dans
cette e´tude est l’encombrement supple´mentaire cause´ par le de´ploiement d’antennes reconfi-
6gurables. Le plus souvent ces dernie`res prennent plus de place que des antennes normales. Or,
a` tre`s hautes fre´quences, les antennes n’ont pas besoin d’eˆtre aussi grandes qu’aux fre´quences
utilise´es par la Wifi. Les syste`mes a` ondes millime´triques sont donc plus a` meˆme d’utiliser
de telles antennes. Cependant, ces syste`mes sont soumis a` d’autres proble`mes que l’on ne
rencontre pas a` de basses fre´quences comme la rapide de´croissance de la puissance du signal
cause´e par sa propagation dans l’air.
D’autres syste`mes emploient des antennes reconfigurables pour des utilisations bien spe´ci-
fiques comme l’annulation d’interfe´rences [3] ou tout simplement l’ame´lioration de la re´ception
des signaux dans certaines directions.
2.1.2 Type d’antennes reconfigurables
Il est possible de jouer sur diffe´rents facteurs pour adapter l’antenne a` son environnement.
On peut agir sur la fre´quence, la polarisation ou encore le diagramme de rayonnement. Afin
de modifier ces caracte´ristiques, diffe´rents syste`mes ont e´te´ employe´s durant ces dernie`res
anne´es et ils font principalement intervenir des interrupteurs. La modification de l’e´tat de ces
interrupteurs permet de rallonger ou raccourcir le circuit dans lequel se propage le signal. Par
exemple, pour l’antenne circulaire pre´sente´e dans [4] la modification de la surface du patch
permet d’exciter diffe´rents modes de l’antenne. La modification de la taille du circuit peut
aussi servir de de´phasage. Comme interrupteur on retrouve des diodes PIN dans l’antenne
Octagonal Reconfigurable Isolated Orthogonal Element (ORIOL) [5], des transistors a` effet de
champ (FET) [6] ou des MEMS pour l’antenne PIXEL [7]. Pour donner un ordre de grandeur,
les diodes PIN et les transistors a` effet de champ peuvent changer d’e´tat en 1 − 100ns et
un interrupteur en MEMS en 1− 200µs. Un re´capitulatif de ces divers interrupteurs est fait
dans [8]. L’utilisation de l’un ou l’autre type de´pend par exemple de la fre´quence utilise´e.
Divers exemples d’utilisations de MEMS dans les antennes reconfigurables sont pre´sente´s
dans [9].
Un autre type d’antennes que l’on retrouve sont les re´seaux d’antennes. Les sorties des
diffe´rentes antennes sont associe´es apre`s un passage dans des de´phaseurs et amplificateurs. En
the´orie, de telles antennes permettent un balayage angulaire complet : les de´phaseurs peuvent
prendre n’importe quelles valeurs et le diagramme de rayonnement de l’antenne est capable
de pointer dans n’importe quelle direction. Dans les faits, ces de´phaseurs sont quantifie´s. Ils
consistent en une suite successive de bouts de circuit que l’on peut ou non activer rallongeant
le temps de propagation. Ces de´phaseurs quantifie´s ont typiquement des valeurs de la forme
donne´e dans [3] et [10] :
2pi
k
2K
(2.1)
7avec K un entier naturel. k varie entre 0 et 2K − 1 et sa valeur de´pend des parties du circuit
que l’on active.
D’autres syste`mes utilisent des me´ta-mate´riaux comme pour les antennes dites CRLH-LW
(Composite Right/Left-Handed Leaky-Wave ) pre´sente´es dans [11]. Ce type d’antennes peut
eˆtre mode´lise´ comme un re´seau d’antennes ayant des pertes. La directivite´ de cette antenne
ainsi que les pertes varient selon la fre´quence utilise´e.
Les re´seaux d’antennes et les antennes CRLH vont eˆtre utilise´s dans cette e´tude. Pour
cette raison on retrouve dans les annexes A et B le calcul de leur diagramme de rayonnement.
2.2 Techniques d’estimation de canal
La plupart des me´thodes de configuration pre´sente´es plus tard ont besoin d’avoir certains
renseignements sur le canal. Des outils ont donc e´te´ de´veloppe´s afin d’obtenir des estimations
de la matrice de canal, de sa norme ou bien encore du rapport signal a` bruit.
2.2.1 Estimation du canal d’un syste`me quelconque
On distingue deux grandes classes de me´thodes d’estimation de la matrice de canal. La
premie`re utilise une se´quence d’apprentissage, c’est-a`-dire un message envoye´ par l’e´metteur
et connu du re´cepteur. La seconde arrive a` estimer le canal sans cette se´quence.
Estimation avec se´quence d’apprentissage
Les estimateurs base´s sur une se´quence d’apprentissage ont l’avantage d’eˆtre de faible
complexite´. La discussion re´currente dans les articles traitant ce sujet est de de´terminer la
meilleure se´quence. Dans [12], un estimateur a` maximum de vraisemblance est utilise´. Le cal-
cul de l’erreur d’estimation montre que cette se´quence d’apprentissage doit avoir des e´le´ments
orthogonaux. La seconde partie de [12] tente de chercher l’estimateur MMSE connaissant la
moyenne et la matrice de corre´lation du canal. Anticipant le fait que cette matrice ne soit pas
accessible, un mode`le simplifie´ de matrice de corre´lation est utilise´. Dans [13], il est montre´
que l’estimateur e´tabli pre´ce´demment n’est pas l’estimateur MMSE. La se´quence d’apprentis-
sage utilise´e e´tait beaucoup trop spe´cifique. Les auteurs proposent alors un autre estimateur
MMSE pour un canal suivant une loi gaussienne. L’article continue sur l’estimation de la
norme de la matrice du canal qui est importante pour la de´termination de performance dans
les syste`mes MISO, SIMO ou MIMO avec codage spatio-temporel. L’estimateur de maximum
de vraisemblance est repris dans cette e´tude dans la partie 4.2 car il fonctionne pour tous
les types de syste`mes. De plus, il est assez simple et on connaˆıt les statistiques de l’erreur
commise.
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Sans se´quence d’apprentissage l’estimation devient complique´e et demande de nombreuses
mesures avant d’avoir un re´sultat exploitable. Les signaux rec¸us permettent de calculer cer-
taines fonctions de couˆt utilisant des matrices de moment d’ordre deux ou quatre. Par exemple
la me´thode de Shalvi-Weinstein est base´ sur une maximisation du kurtosis (moment d’ordre
quatre d’une variable ale´atoire aussi appele´ coefficient d’aplatissement de Pearson). Pour
les syste`mes SIMO, il est possible d’employer la me´thode de Godart (ou CMA ou Module
Constant). Parmi les estimateurs utilisant la matrice de corre´lation des signaux rec¸us on re-
trouve un estimateur a` maximum de vraisemblance qui doit a` la fois de´terminer le signal et
le canal. La technique dite d’ajustement de la covariance ne s’occupe elle que de la recherche
de la valeur du canal. On peut trouver encore d’autres me´thodes comme la pre´diction line´aire
ou celle des sous-espaces. Il faut juste retenir que la plupart de ces me´thodes sont ite´ratives.
Elles demandent beaucoup de puissance de calcul et restent assez sensibles au bruit. De plus,
elles sont pre´vues pour des syste`mes SIMO mais des extensions a` des syste`mes MIMO sont
envisageables. Les re´sultats obtenus atteignent rarement les performances des estimateurs
utilisant des se´quences d’apprentissage.
2.2.2 Estimation du canal pour des syste`me OFDM
Les syste`mes de te´le´communications utilisant l’OFDM ne peuvent pas appliquer directe-
ment les me´thodes d’estimation pre´ce´dentes. Il est ainsi possible de trouver des proce´dures
propres a` ce type de syste`me. Dans [14], il est pre´sente´ une me´thode ne s’appuyant sur au-
cune connaissance statistique du canal. Les auteurs de [15] vont encore plus loin et proposent
une technique d’estimation ite´rative pour des syste`mes OFDM dans lesquelles les pre´fixes
cycliques et les pilotes des sous-porteuses ont e´te´ supprime´s. Ceci partant du constat que
les pre´fixes cycliques sont parfois trop longs vis-a`-vis du message contenant l’information.
Cette technique utilise un estimateur de maximum de vraisemblance et des calculs de trans-
forme´e de Fourier dont le but est de minimiser les interfe´rences entre les porteuses et entre
les symboles. Le canal doit cependant eˆtre statique ou quasi-statique pour que la technique
de reconfiguration soit performante.
2.2.3 Effet de l’estimation du canal sur la capacite´
Le fait d’avoir une valeur estime´e du canal et non sa valeur re´elle a des conse´quences sur
le de´codage du signal. La capacite´ du canal en est alors directement affecte´e et on assiste a`
une diminution ge´ne´rale des performances plus ou moins importante selon le rapport signal
a` bruit [16]. Dans [17], une borne infe´rieure de la capacite´ est calcule´e lorsque l’estimation
9est faite a` partir d’un estimateur a` maximum de vraisemblance pour un syste`me MIMO avec
codage spatio-temporelle. Au de´triment des estimateurs utilisant des se´quences d’apprentis-
sage, l’envoi de la se´quence d’apprentissage fait perdre du temps car aucune information utile
n’est alors transmise durant cette pe´riode.
2.2.4 Estimation du rapport signal a` bruit
Le rapport signal a` bruit a un roˆle important dans la configuration des antennes [4]. Il est
d’ailleurs pris comme crite`re de maximisation par quelques proce´de´s de configuration. Cer-
taines estimations du canal et de sa norme sont impossibles a` faire sans sa connaissance. La`
encore des me´thodes existent pour re´pondre a` ce besoin. Dans [18], il est fait une comparaison
quantitative de me´thode d’estimation en se basant sur l’e´tude de la borne de Cramer-Rao
pour des modulations FSK. De meˆme que pour l’estimation du canal, on retrouve des pro-
ce´dures avec ou sans se´quence d’apprentissage. De manie`re assez classique il y a l’estimateur
a` maximum de vraisemblance [19] et des me´thodes utilisant des moments d’ordre deux ou
quatre [20]. Il n’existe pas de me´thode parfaite : le choix du meilleur estimateur varie entre
autre selon le type de syste`me, l’ordre de grandeur du rapport signal a` bruit et le nombre
d’e´chantillons utilise´s.
2.3 Techniques de configuration
Pour obtenir les performances promises par l’utilisation d’antennes reconfigurables, on
doit eˆtre capable de trouver de manie`re efficace les parame`tres optimaux de configuration.
Par efficacite´ on entend bien suˆr le temps qui est utile a` leur de´termination et aussi la
complexite´ de la me´thode employe´e.
2.3.1 Critiques de me´thodes existantes
La premie`re ide´e, la plus simple, est de tester toutes les configurations. Par estimation du
canal de transmission pour chacune de ces configurations, il devient aise´ de choisir le meilleur
parame´trage de l’antenne. Une e´tude the´orique d’une telle me´thode a e´te´ faite dans [21].
Le crite`re de se´lection de la configuration est la maximisation du rapport signal a` bruit.
L’article montre l’influence de l’allocation de puissance et la manie`re dont les antennes sont
regroupe´es. Une prise en compte de la structure physique des antennes est ne´cessaire pour
cette technique. Cette me´thode est prise comme re´fe´rence car elle permet d’obtenir toujours
la meilleure reconfiguration. Bien suˆr ceci est seulement vrai si la de´termination des canaux
est correcte. Un autre avantage de cette proce´dure est sa faible complexite´.
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Une critique e´vidente que l’on peut faire sur ce type de me´thode exhaustive est le temps
perdu lors des estimations. En effet, il faut garder en me´moire que selon le nombre de configu-
rations teste´es cette technique peut devenir rapidement gourmande en temps. Pour contrer
cet effet, les auteurs de [4] pre´sentent une technique de configuration dont une partie se
de´roule avant meˆme l’utilisation de l’antenne. Cette e´tude est mene´e pour le cas spe´cifique
des antennes planaires circulaires (patch en anglais). La me´thode propose de de´terminer a`
l’avance des tables faisant la correspondance entre la matrice de corre´lation du canal, le
rapport signal a` bruit et le mode d’excitation optimal a` utiliser. La connaissance des deux
premiers parame`tres me`ne alors directement au choix du mode. Mise a` part le gain de temps,
cette me´thode a un autre avantage qui est de ne pas modifier les trames de signaux des
syste`mes de te´le´communication actuels.
2.3.2 Configurations de re´seaux d’antennes
En soit l’ide´e d’avoir des me´thodes spe´cifiques a` certains types d’antennes comme dans [4]
est inte´ressante mais n’est pas nouvelle. On retrouve ainsi une litte´rature tre`s riche concernant
la configuration des re´seaux d’antennes utilisant des de´phaseurs et/ou des amplificateurs.
Re´seaux avec de´phaseurs et amplificateurs
Les syste`mes ayant la plus grande flexibilite´ sont les re´seaux combinant a` la fois les de´-
phaseurs et les amplificateurs en arrie`re de chaque antenne. La plupart des techniques de
configuration mises au point ont besoin de connaˆıtre la matrice de corre´lation du canal. Se-
lon le souhait de l’utilisateur, il devient alors possible d’annuler les interfe´rences provenant
d’autres sources et de maximiser le rapport signal a` bruit et interfe´rence. Un grand nombre
de me´thodes est regroupe´ dans [1]. Il est a` noter qu’en ge´ne´ral l’effet du couplage est ne´glige´
bien que ce phe´nome`ne ait des conse´quences directes sur le syste`me plus ou moins impor-
tantes. Dans [22] par exemple, il est montre´ une modification de l’emplacement des ze´ros du
diagramme de rayonnement.
Re´seaux avec uniquement des de´phaseurs
Le proble`me de ces re´seaux combinant de´phaseurs et amplificateurs est la structure phy-
sique de l’antenne qui peut eˆtre assez complexe. Pour cette raison, il est assez commun de
rencontrer des re´seaux ne pouvant modifier que l’un de ces parame`tres. Lorsque seuls des
de´phaseurs sont utilise´s de nombreuses techniques ite´ratives existent. Ils reprennent des me´-
thodes d’optimisation mathe´matiques assez classiques comme la me´thode de Newton [23],
la descente de gradient [24] et la technique de minimisation de moindre-carre´. Dans [3], un
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algorithme ge´ne´tique est employe´. Il y est de´montre´ que cette technique permet d’annuler
le signal rec¸u selon certaine direction sans aucune connaissance pre´alable sur l’emplacement
des sources. Il est applique´ pour de tre`s grands re´seaux ayant quarante voire cent e´le´ments.
Dans [10] un processus de configuration pour un syste`me MISO est mis en oeuvre. Les an-
tennes reconfigurables se trouvent a` l’e´mission. A` intervalle re´gulier une se´quence est envoye´e
permettant la configuration d’un ou plusieurs de´phaseurs. Une dernie`re me´thode consiste a`
tester de manie`re ale´atoire des configurations et au fur et a` mesure a` affiner le choix de la
configuration. On peut reprocher a` la plupart de ces me´thodes de ne pouvoir s’appliquer qu’a`
ce type d’antennes. Elle demande en plus une certaine connaissance des statistiques du canal.
Enfin, elles ne sont souvent applicables qu’a` des cas ou` les de´phaseurs ne sont pas quantifie´s.
De´termination de la direction des sources
Lorsque que l’on souhaite maximiser la puissance rec¸ue ou annuler des signaux d’inter-
fe´rence, il est tre`s utile de connaˆıtre la position des diffe´rentes sources. Une fois ces sources
de´termine´es il devient simple de calculer les valeurs optimales des de´phaseurs. Les algorithmes
les plus connus sont MUSIC (MUltiple SIgnal Classification) [25] et ESPRIT (Estimation of
Signal Parameters by Rotational Invariance Techniques) [26]. Le premier est assez complexe
d’un point de vue des calculs et demande une connaissance de l’emplacement des re´cep-
teurs les uns par rapport aux autres. Le second plus le´ger impose l’utilisation de doublets
d’antennes. Ces deux me´thodes ont pour inconve´nient de pouvoir de´terminer un nombre de
sources limite´ typiquement infe´rieur au nombre de re´cepteurs. Dans [27], Capon a de´veloppe´
la technique MVDR (Minimum Variance Distortionless Response) qui impose des sources
non-cohe´rentes et assez e´loigne´es. L’utilisation de telles me´thodes ne va pas eˆtre faite ici car
le nombre de source est inconnu.
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CHAPITRE 3
PRE´SENTATION DE LA TECHNIQUE
Pre´ce´demment, on a vu que la technique de configuration pour une antenne quelconque
consistait a` de´terminer le canal de transmission pour toutes les configurations possibles,
comme c’est le cas dans [21]. Cette me´thode est extreˆmement couˆteuse en temps. Au prix
d’une complexite´ un peu plus e´leve´e on va montrer qu’il est possible de diminuer le nombre
de mesures de canal.
Ce chapitre s’ordonne de la manie`re suivante. En premier lieu dans 3.1, le syste`me de
transmission et le mode`le de canal conside´re´s sont pre´sente´s. Il s’en suit l’explication en
tant que telle de la technique utilise´e dans 3.2. Cette dernie`re consiste a` de´terminer le canal
de transmission pour certaines configurations de ces antennes. Par combinaison line´aire des
canaux pre´ce´demment e´value´s on peut alors calculer le canal pour des configurations quel-
conques. Cette reconstruction du canal est en fait directement relie´e a` une de´composition du
diagramme de rayonnement. A` la fin de ce chapitre dans 3.3, la capacite´ du canal, qui est
notre parame`tre a` maximiser, est donne´e pour diffe´rents types de syste`me MIMO. Cela va
nous permettre d’e´tablir plus clairement les crite`res d’optimisation de la capacite´. Tout au
long de ce chapitre on explique les diffe´rences qu’entraˆıne la prise en compte ou non du cou-
plage entre les antennes. Toute l’e´tude the´orique et les simulations faites dans les prochains
chapitres ne´gligent les effets de couplage.
La technique pre´sente´e s’ordonne principalement autour de trois points :
– de´composition des diagrammes de rayonnement ;
– estimation du canal pour des configurations particulie`res des antennes ;
– reconstruction des canaux base´e sur la de´composition et les canaux estime´s et de´termi-
nation de la configuration optimale.
3.1 Mode´lisation du syste`me MIMO
3.1.1 Structure du syste`me MIMO
Dans toute la suite de l’e´tude on conside`re un syste`me MIMO pre´sente´ dans la figure 3.1
constitue´ de T antennes a` l’e´mission et R antennes reconfigurables a` la re´ception. Chaque an-
tenne re´ceptrice r posse`de comme parame`tre de configuration Ωr. La variable Ω =
[
Ω1 · · ·ΩR]
est utilise´e afin de regrouper la configuration totale du syste`me de re´ception.
Le signal e´mis est e´crit sous la forme d’un vecteur x ∈ CT×1. H (Ω) ∈ CR×T est le gain du
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Figure 3.1 Sche´ma du syste`me MIMO
canal de transmission et est fonction de la configuration des antennes d’arrive´e Ω. Le signal
en sortie du syste`me est note´ y (Ω) ∈ CR×1 et de´pend lui aussi de Ω. Pour une entre´e x et
une configuration Ω il est possible d’e´crire la re´ponse du syste`me y (Ω) sous la forme :
y (Ω) = H (Ω) x + z (3.1)
ou` z ∈ CR×1 est un bruit additif complexe gaussien circulaire de puissance N0, c’est-a`-dire
z ∼ CN (0R, N0IR).
3.1.2 Mode`le du canal MIMO
Les R antennes re´ceptrices sont aligne´es et se´pare´es d’une distance ∆R comme pour le
cas des re´seaux d’antennes traite´s dans l’annexe A. Pour un tel syste`me, l’angle d’arrive´e
φ peut eˆtre caracte´rise´ par son seul cosinus que l’on note Θ = cosφ. On utilise un mode`le
ge´ome´trique pour repre´senter le canal. L’e´le´ment de la r-ie`me ligne et de la t-ie`me colonne de
la matrice de gain du canal repre´sente le gain du canal entre l’antenne e´mettrice t et l’antenne
re´ceptrice r. Pour une configuration Ω du syste`me en re´ception, ce gain de canal s’exprime
de la manie`re suivante :
hrt (Ω) =
1√
M
M∑
m=1
αm,te
j2pi∆R(r−1)Θmfr (Θm,Ω) (3.2)
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M est le nombre de chemins par lequel arrive le signal. Chacun de ces chemins est de´fini
par le cosinus de l’angle d’arrive´e Θm et un coefficient d’atte´nuation αm,t auxquels on ra-
joute le de´phasage duˆ a` la position de l’antenne re´ceptrice 2pi∆R (r − 1) Θm. Les coefficients
d’atte´nuation peuvent eˆtre de´terministes ou ale´atoires, le seul et unique impe´ratif qu’on leur
impose est qu’ils ne de´pendent pas de la configuration Ω et qu’ils soient constants assez
longtemps pour permettre l’e´valuation du canal et la transmission d’information. Il doit en
eˆtre de meˆme pour les directions d’arrive´e. fr (Θ,Ω) est le diagramme de rayonnement de
l’antenne re´ceptrice r. Il est important de noter qu’il de´pend de la configuration des autres
antennes et pas uniquement de Ωr. Ceci traduit la prise en compte du couplage.
Pour simplifier les notations on note αm,rt = αm,te
j2pi∆R(r−1)Θm , ainsi avec couplage on a :
hrt (Ω) =
1√
M
M∑
m=1
αm,rtfr (Θm,Ω) (3.3)
En absence de couplage le diagramme de rayonnement de l’antenne r ne de´pend que de
Ωr. Les gains du canal arrivant a` l’antenne r ne de´pendent que de la configuration de cette
antenne et l’e´quation (3.3) devient :
hrt (Ω
r) =
1√
M
M∑
m=1
αm,rtfr (Θm,Ω
r) (3.4)
De manie`re ge´ne´rale, pour une re´alisation de canal donne´e (angles de de´part, d’arrive´e
et atte´nuations fixe´s) le canal ne de´pend que de la configuration des antennes. On parle
quelquefois des e´tats du canal dans la litte´rature ou` l’e´tat fait re´fe´rence a` la configuration.
3.2 Principe de de´composition du canal
L’utilisation d’un mode`le ge´ome´trique est extreˆmement inte´ressante par sa line´arite´ avec
les gains des antennes. Notre technique est comple`tement base´e sur cette proprie´te´ : une de´-
composition line´aire des diagrammes de rayonnement entraˆıne une de´composition line´aire des
gains des canaux de transmission. L’ide´e est de se´parer les variables angulaires des variables
de configurations.
3.2.1 Absence de couplage entre antennes
De´composition du diagramme de rayonnement
Ne´gligeons les effets de couplages. On suppose qu’il est possible de trouver Nr configu-
rations de Ωr note´es Ωr1,. . . ,Ω
r
Nr
tel qu’il existe un vecteur wr (Ω
r) ∈ CNr×1 ve´rifiant pour
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l’antenne r :
fr (Θ,Ω
r) = wr (Ω
r)H fbr (Θ) (3.5)
ou` fbr (Θ) ∈ CNr×1 contient les diagrammes de rayonnement pour les configurations pre´ce´-
dentes
fbr (Θ) =

fr (Θ,Ω
r
1)
...
fr
(
Θ,ΩrNr
)
 (3.6)
Cette de´composition suppose qu’il est donc possible de se´parer les parame`tres de configu-
rations et la direction d’arrive´e du signal. Les configurations Ωr1,. . . ,Ω
r
Nr
sont par la suite
appele´es configurations de base en re´fe´rence a` la de´composition. De meˆme, les diagrammes
de rayonnement contenus dans fbr (Θ) sont nomme´s diagrammes de base. Le vecteur wr (Ω
r)
repre´sente les coefficients de projection des diagrammes de rayonnement sur la base forme´e
par fbr (Θ). Nr est la dimension de la base de projection.
Remarque : l’existence d’une telle de´composition est toujours possible. Pour le prou-
ver il suffit de choisir Nr = Gr. Les configurations de base sont tout simplement toutes les
configurations possibles. Le n-ie`me e´le´ment de wr (Ω
r) a alors pour valeur wr,n (Ω
r) = 1 si
Ωr = Ωrn et 0 sinon.
En utilisant les e´quations (3.4) et (3.5), il vient que :
hrt (Ω
r) = wr (Ω
r)H hbrt (3.7)
ou` hbrt ∈ CNr×1 est constitue´ des canaux pour les configurations de base.
hbrt =
1√
M
M∑
m=1
αm,rt

fr (Θm,Ω
r
1)
...
fr
(
Θm,Ω
r
Nr
)
 (3.8)
=

hrt (Ω
r
1)
...
hrt
(
ΩrNr
)
 (3.9)
Ces canaux sont de´sormais appele´s canaux de base. De la meˆme manie`re que l’on a de´compose´
le diagramme de rayonnement, il est possible de de´composer le gain du canal de transmis-
sion en utilisant les meˆmes coefficients de projection. On montre ainsi qu’il est possible de
connaˆıtre le canal quelque soit la configuration des re´cepteurs si l’on connaˆıt les canaux de
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base et les coefficients de projection pour un re´cepteur en particulier. Tout l’enjeu maintenant
consiste a` pouvoir de´composer les diagrammes et a` estimer les canaux de base.
De´finition des configurations de base comple`te du syste`me de re´ception
Les estimateurs classiques de matrice de canal de´terminent toute la matrice et non pas
un unique e´le´ment : de´terminer les e´le´ments les uns a` la suite des autres fait perdre un
temps incommensurable. Lorsqu’un re´cepteur r a donc pour configuration Ωrn on est capable
d’estimer en meˆme temps tous les n-ie`me e´le´ments des canaux de base hbrt de cette antenne.
Toute la ligne de la matrice du canal correspondant a` l’antenne r peut eˆtre donc reconstruite.
En re´alite´ la reconstruction peut s’e´tendre a` toute la matrice. En effet, il faut comprendre que
l’estimation ne se fait pas seulement pour une configuration particulie`re d’un re´cepteur mais
pour une configuration totale du syste`me de re´ception. Lorsque la configuration comple`te du
syste`me de re´ception est Ωn =
[
Ω1n · · ·ΩRn
]
, on estime tous les n-ie`me e´le´ments de tous les hbrt.
Graˆce aux proprie´te´s des estimateurs, du bruit et de l’absence de couplage, l’arrangement
des configurations de base entre elles pour former une configurations comple`te est totalement
arbitraire.
En re´fle´chissant ainsi un proble`me se pose si les re´cepteurs ont des dimensions de de´com-
position diffe´rentes. On doit faire N = max
1≤r≤R
Nr estimations pour obtenir toutes les donne´es
ne´cessaires a` la reconstruction comple`te de la matrice de canal. Or le nombre de configura-
tions de base pour chaque antenne est a priori diffe´rent. Une fois que min
1≤r≤R
Nr estimations
ont e´te´ faites, l’antenne ayant la plus petite dimension de de´composition a assez d’infor-
mation pour reconstruire sa ligne de la matrice de canal, que faut-il donc utiliser comme
configuration pour cette antenne pour les N − min
1≤r≤R
Nr estimations restantes ? On peut uti-
liser ce temps restant afin d’obtenir d’autres mesures de canaux de base et ainsi ame´liorer la
pre´cision de l’estimation. Les prochains chapitres vont s’efforcer de donner des e´le´ments de
re´ponse a` ce proble`me. Il est de´montre´ plus tard qu’il est possible d’augmenter la dimension
d’une base. On peut donc imposer N1 = N2 = . . . = NR = N . Une fois l’e´galisation des
dimensions des re´cepteurs faite, on de´finit les N configurations de base par Ω1 =
[
Ω11 · · ·ΩR1
]
,
. . . , ΩN =
[
Ω1N · · ·ΩRN
]
. Un autre moyen pour re´soudre simplement le proble`me est de choisir
des antennes reconfigurables identiques. L’estimation de la matrice de canal pour une confi-
guration Ωn est note´e Hbn = H (Ωn). Cette matrice contient tous les n-ie`me e´le´ments des
canaux de base hbrt.
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Retour sur la reconstruction de la matrice de canal
Avec (3.7), il est possible de reconstruire un e´le´ment particulier de la matrice de canal
H (Ω). On peut rassembler toutes ces de´compositions afin d’avoir une reconstruction de la
matrice en entier. Pour cela, on construit la matrice Hb ∈ CNR×T contenant tous les canaux
de base :
Hb =

Hb1
...
HbN
 (3.10)
et la matrice W (Ω) ∈ CNR×R regroupant tous les coefficient de projection :
W (Ω) =

w1,1 (Ω
1) (0)
. . .
(0) wR,1
(
ΩR
)
...
...
w1,R (Ω
1) (0)
. . .
(0) wR,R
(
ΩR
)

(3.11)
ou` wr,n (Ω
r) est le n-ie`me e´le´ment de wr (Ω
r).
On obtient alors
H (Ω) = W (Ω)H Hb (3.12)
Il est bon de remarquer pour la suite que ‖W (Ω)‖2F =
R∑
r=1
‖w (Ωr)‖22.
Les techniques mesurant le canal pour toutes les configurations possibles ont besoin de
max
1≤r≤R
Gr estimations. Notre technique base´e sur la de´composition des diagrammes de rayon-
nement a besoin de max
1≤r≤R
Nr. Ainsi la me´thode pre´sente´e ici devient inte´ressante de`s que l’on
est capable de trouver une dimension de de´composition Nr ≤ Gr. En rappelant que dans le
cas Nr = Gr les estimations de canal faites dans les deux types de technique sont les meˆmes,
il est a priori possible de trouver des dimensions telles que l’ine´galite´ pre´ce´dente soit ve´rifie´e.
3.2.2 Prise en compte du couplage
Comme on l’a explique´ pre´ce´demment, le couplage a pour effet de faire de´pendre le dia-
gramme de rayonnement de l’antenne r de la configuration totale Ω. La de´composition faite
a` l’e´quation (3.5) ne peut plus eˆtre faite pour des configurations particulie`res de l’antenne. Il
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faut de´sormais trouver des configurations de base totales Ωr1, . . . , Ω
r
Nr telles que :
fr (Θ,Ω) = wr (Ω)
H fbr (Θ) (3.13)
avec
fbr (Θ) =

fr (Θ,Ω
r
1)
...
fr
(
Θ,ΩrNr
)
 (3.14)
La reconstruction des e´le´ments de la matrice de canal est toujours possible :
hrt (Ω) = wr (Ω)
H hbrt (3.15)
ou`
hbrt =
1√
M
M∑
m=1
αrtm

fr (Θm,Ω
r
1)
...
fr
(
Θm,Ω
r
Nr
)
 (3.16)
=

hrt (Ω
r
1)
...
hrt
(
ΩrNr
)
 (3.17)
Les principales modifications se trouvent dans le choix des configurations de base totales et
le nombre d’estimations. Pre´ce´demment la de´composition se faisait avec des configurations
de base de´pendant d’une antenne. On avait alors pu regrouper les configurations de base
de chaque re´cepteur pour en faire une configuration de base totale. Avec le couplage, le
regroupement n’est plus possible car les configurations de base de chaque antenne sont de´ja`
des configurations totales du syste`me. Le nombre d’estimations est alors
R∑
r=1
Nr pour notre
technique de de´composition. Ceci est une borne supe´rieure car certaines configurations de
base peuvent eˆtre communes a` la de´composition de diffe´rentes antennes. Le cas extreˆme de
base commune correspond a` Nr =
R∏
r=1
Gr qui revient a` de´composer tous les diagrammes sur
toutes les configurations possibles de chaque antenne. Une meilleure borne pour le nombre
d’estimations pour la technique propose´ est donc min
(
R∑
r=1
Nr,
R∏
r=1
Gr
)
. La mesure des canaux
pour tous les regroupements possibles de configurations de chaque antenne est
R∏
r=1
Gr. Encore
une fois la de´composition du canal permet a priori de diminuer le nombre d’estimations .
Cette question trouve une solution dans les simulations du chapitre 6.
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3.3 Re´sume´ de la technique
3.3.1 Re´capitulatif de la techniaue et discussion sur la dimension de la base
Cette technique est base´e sur un mode`le ge´ome´trique de canal. Elle se re´sume en trois
e´tapes :
– de´composition des diagrammes de rayonnement : de´terminer N , les configurations de
base et les coefficients de projection. Cette e´tape est faite avant l’utilisation de l’an-
tenne ;
– estimation des canaux de base ;
– reconstruction de la matrice de canal pour une configuration quelconque et maximisa-
tion des performances du syste`me.
L’avantage de cette me´thode de configuration est de pouvoir diminuer le nombre d’estimations
ne´cessaires a` la configuration du re´cepteur et son principal inconve´nient est d’augmenter la
complexite´.
La dimension de la base est le parame`tre permettant un compromis entre la complexite´
de calcul et le nombre d’estimations. Si la base est surdimensionne´e le nombre d’estimations
peut devenir tre`s important et ne pre´sente plus aucun inte´reˆt. En effet, augmenter la base
e´quivaut au bout d’un moment a` estimer la matrice de canal pour toutes les configurations
(Nr = Gr). Par contre, la quantite´ de calculs ne´cessaires a` la reconstruction des canaux
augmente. Inversement, la diminution de la base compense la diminution du nombre de calculs
par l’augmentation du nombre de reconstructions. Un autre proble`me est que la dimension
va conditionner l’erreur qui est faite sur la reconstruction du canal.
3.3.2 Comment maximiser la capacite´ ?
La dernie`re e´tape de notre technique consiste a` reconstruire la matrice de canal et a`
de´terminer la configuration maximisant les performances du syste`me. On va ici se concentrer
sur la maximisation de la capacite´ ou du moins d’une de ces bornes.
Le signal rec¸u s’e´crit selon (3.1) :
y (Ω) = H (Ω) x + z (3.18)
Lorsque que l’on a une connaissance parfaite du canal a` la re´ception et aucune a` la transmis-
sion, la capacite´ d’un tel syste`me s’e´crit sous la forme :
C (Ω) = log2 det
[
IR +
P
TN0
H (Ω) H (Ω)H
]
(3.19)
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ou` P = Tr (xxH) = xHx est la puissance du signal e´mis par les T transmetteurs.
Le but de la reconfiguration est de trouver la configuration qui maximise la capacite´. Pour
certains syste`mes de te´le´communications la capacite´ est directement fonction de ρ (Ω) =
‖H (Ω)‖2F . Maximiser la capacite´ de tel syste`me revient donc directement a` maximiser la
norme de la matrice de gain.
Voici quelques exemples de ces syste`mes et de leur capacite´ correspondante donne´s dans [28]
et [29] :
– syste`me MISO :
CMISO (Ω) = log2
[
1 +
P
TN0
ρ (Ω)
]
(3.20)
– syste`me SIMO :
CSIMO (Ω) = log2
[
1 +
P
N0
ρ (Ω)
]
(3.21)
– syste`me MIMO avec OSTBC :
COSTBCMIMO (Ω) = τ log2
[
1 +
P
TN0
ρ (Ω)
]
(3.22)
ou` τ est le nombre de symboles transmis par bloc
A fortiori ce constat est vrai pour un syste`me SISO. Pour ce genre de syste`me l’e´tude
porte exclusivement sur la recherche et la maximisation d’un estimateur ρ (Ω) construit a`
partir d’un estimateur de la matrice de canal. Il est tre`s inte´ressant de voir que dans ces cas
il est possible de re´e´crire cette norme comme une somme des normes des gains de canal de
chaque re´cepteur :
ρ (Ω) =
R∑
r=1
T∑
t=1
|hrt (Ωr)|2 (3.23)
=
R∑
r=1
ρr (Ω
r) (3.24)
avec ρr (Ω
r) =
T∑
t=1
|hrt (Ωr)|2.
L’optimisation peut donc eˆtre faite inde´pendamment pour chaque re´cepteur. Ceci est di-
rectement lie´ au de´couplage des antennes.
Pour les autres syste`mes MIMO, il faut travailler directement sur la maximisation du
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de´terminant de l’e´quation (3.19). Ce de´terminant pour un syste`me MIMO 2× 2 s’e´crit :
1 +
P
TN0
ρ (Ω) +
P2
T 2N20
∣∣h11 (Ω1)∣∣2 ∣∣h22 (Ω2)∣∣2 + P2
T 2N20
∣∣h12 (Ω1)∣∣2 ∣∣h21 (Ω2)∣∣2
−2 P
2
T 2N20
Re
{
h11
(
Ω1
)
h∗12
(
Ω1
)
h∗21
(
Ω2
)
h22
(
Ω2
)}
(3.25)
La maximisation de ce terme est beaucoup plus complexe car il fait intervenir un produit
de termes de´pendant des configurations des deux re´cepteurs. Ce terme repre´sente en quelque
sorte la corre´lation du canal. Il est le seul pouvant eˆtre ne´gatif et peut donc affecter de
manie`re ne´faste la capacite´ du canal. Il n’est donc plus envisageable de se´parer l’optimisation
de chaque antenne.
L’utilisation d’antennes reconfigurables est motive´e par la volonte´ de maximiser le gain
de l’antenne et/ou de de´correler le canal. Une autre borne de la capacite´ est donne´e en (4.79)
pour un cas de connaissance errone´e du canal a` la re´ception. Cette autre borne va cependant
se montrer assez difficile a` calculer, c’est pour cette raison que l’on garde comme crite`re de
se´lection la maximisation de la norme ou la maximisation du de´terminant avec une connais-
sance parfaite de la matrice de canal.
Conclusions du chapitre 3
Notre technique re´sume´e dans 3.3 a pour but de diminuer le nombre d’estimations ne´-
cessaire a` la de´termination de la matrice quelque soit la configuration des antennes. Elle se
base sur une de´composition des diagrammes de rayonnement des re´cepteurs. Cette de´compo-
sition par line´arite´ du mode`le ge´ome´trique des canaux se propage a` la matrice de canal. Le
tableau 3.1 re´capitule le nombre d’estimations dont on a besoin selon la technique employe´e
(estimations du canal pour toutes les configurations ou de´composition) et la prise en compte
du couplage.
Tableau 3.1 Nombre d’estimations selon la technique et la prise en compte du couplage
Tech. existant Tech. pre´sente´
avec couplage
R∏
r=1
Gr ≤
R∑
r=1
Nr
sans couplage max
1≤r≤R
Gr max
1≤r≤R
Nr
Notre technique montre qu’il est a priori possible de diminuer le nombre d’estimations
du canal si une de´composition est possible. Une fois le canal connu pour n’importe quelle
configuration, si la capacite´ est le parame`tre a` optimiser, on a indique´ que sa maximisation
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est semblable a` la maximisation de la norme de la matrice de canal ou la maximisation du
de´terminant. De plus, en absence de couplage comme c’est le cas dans la suite de notre e´tude,
la maximisation peut se faire se´pare´ment pour chaque antenne. Ce n’est pas le cas pour le
de´terminant.
Dans le prochain chapitre, on introduit les effets des erreurs d’estimations des canaux de
base et d’une mauvaise reconstruction.
Remarque : la technique est pre´sente´e pour des antennes reconfigurables place´es en
re´ception. Si elles se trouvent a` l’e´mission la de´composition du canal est toujours possible.
L’optimisation des performances est alors possible s’il existe un moyen pour l’e´metteur de
connaˆıtre les canaux de base.
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CHAPITRE 4
ERREURS D’ESTIMATION ET DE RECONSTRUCTION DU CANAL
Le calcul de la capacite´ a montre´ que la connaissance de la matrice de canal ou bien sa
norme est ne´cessaire au fonctionnement de notre technique. Leur de´termination ne peut bien
e´videmment pas eˆtre faite sans erreur. D’une part, toutes les me´thodes d’estimation de canal
vues dans la revue de litte´rature entraˆınent des erreurs cause´es par le bruit du canal. D’autre
part, la dimension choisie peut entrainer des erreurs lors de la reconstruction du canal.
Ce chapitre est une e´tude the´orique de ces deux types d’erreur permettant d’e´tablir des
crite`res de de´composition utilise´s par la suite dans 5.4. Apre`s une premie`re partie permettant
d’introduire quelques notations, on va montrer l’influence de la reconstruction sans erreur sur
la pre´cision de l’estimation du canal dans 4.2. On y de´termine notamment des estimateurs de
la matrice de canal, de la norme du canal et du de´terminant utiles au calcul de la capacite´.
Ensuite, dans 4.3, le proble`me de l’erreur de reconstruction de la matrice de canal est traite´
seul. On e´tablit une relation entre l’erreur de reconstruction de la matrice et celle faite sur la
de´composition des diagrammes de rayonnement. La de´composition des diagrammes de rayon-
nement est traite´e dans le chapitre 5. Cette partie se conclut avec 4.4 sur une comparaison
de l’importance de ces deux erreurs et le calcul de la capacite´ lorsque le canal est mal connu
a` la re´ception.
4.1 Les erreurs a` prendre en compte
Notre technique est soumise a` deux types d’erreur. La premie`re erreur provient de l’es-
timation des canaux de base. On note Hbe l’erreur d’estimation de la matrice contenant les
canaux de base :
H˜b = Hb + Hbe (4.1)
La seconde erreur est cause´e par une de´composition errone´e des digrammes de rayonnement.
Pour chaque re´cepteur l’erreur faite sur la de´composition est fr,e (Θ,Ω
r) :
wr (Ω
r)H fbr (Θ) = fr (Θ,Ω
r) + fr,e (Θ,Ω
r) (4.2)
Par construction pour chaque configuration de base Ωrn, fr,e (Θ,Ω
r
n) = 0.
Pour de´terminer le canal pour une configuration quelconque on utilise la relation suivante
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qui combine ces erreurs :
H˜ (Ω) = W (Ω)H H˜b (4.3)
= W (Ω)H Hb + W (Ω)
H Hbe (4.4)
Or
W (Ω)H Hb = H (Ω) + Hrec (Ω) (4.5)
ou` les e´le´ments de Hrec (Ω) sont hrec,rt (Ω
r) = 1√
M
M∑
m=1
αmrtfr,e (Θm,Ω
r)
En re´sume´,
H˜ (Ω) = H (Ω) + Hrec (Ω) + Hest (Ω) (4.6)
avec Hest (Ω) = W (Ω)
H Hbe.
Le canal reconstruit H˜ (Ω) est donc compose´ de la vraie valeur du canal H (Ω), de l’erreur
de reconstruction Hrec (Ω) et de l’erreur d’estimation Hest (Ω). Lorsque que l’on parle d’erreur
d’estimation, on fait en re´alite´ re´fe´rence a` l’erreur d’estimation apre`s reconstruction.
4.2 Erreur d’estimation
Supposons tout d’abord qu’il n’y ait pas d’erreur de reconstruction. Il faut de´terminer
la matrice de canaux de base. Pour cela, l’estimateur que l’on va prendre est l’estimateur
moindre carre´ pre´sente´ dans [12]. Il utilise une se´quence d’apprentissage et on connaˆıt des
caracte´ristiques sur l’erreur effectue´e.
4.2.1 Estimateur moindre carre´
La trame du signal envoye´ est divise´e en S intervalles de temps. Chaque intervalle corres-
pond a` l’envoi d’un signal x. Comme pre´sente´e dans la figure 4.1, cette trame est compose´e
d’une partie permettant l’estimation des canaux de base. Il y a N estimations a` faire et
chacune est faite a` partir d’une se´quence d’apprentissage e´tale´e sur D intervalles de temps.
L’autre partie est constitue´e des donne´es qui est donc sur S −ND intervalles.
Pour chaque canal de base, D intervalles de temps sont utilise´s. L’estimation est unique-
ment possible si D ≥ T . On a alors pour chaque configuration de base Ωn comme signal
rec¸u :
Yn = HbnX + Zn (4.7)
avec Yn ∈ CR×D l’ensemble des signaux rec¸us pour la configuration Ωn, X ∈ CT×D la
se´quence d’apprentissage de puissance totale ‖X‖2F = DP , Zn ∈ CR×D le bruit dont chaque
25
Données 
Estimations -
configuration 
Séquence complète :       intervalles de temps 
     séquences 
 d’apprentissage 
de      intervalles  
de temps 
Figure 4.1 Structure de la trame transmise
e´le´ment est inde´pendant et suit la loi ∼ CN (0, N0) et finalement Hbn ∈ CR×T la matrice de
gain du canal de base a` estimer.
Connaissant X et Yn, il est possible d’estimer la matrice de canal en minimisant l’erreur
quadratique moyenne :
H˜bn = YnX
† (4.8)
avec X† = XH
(
XXH
)−1
la matrice pseudo-inverse de X.
Dans [12], la se´quence d’apprentissage suivante est exploite´e :
X =
√
P
T

1 1 . . . 1
1 βD . . . β
(D−1)
D
...
...
...
...
1 β
(T−1)
D . . . β
(D−1)(T−1)
D
 (4.9)
avec βD = e
j2pi/D.
Cette se´quence posse`de des proprie´te´s d’orthogonalite´ qui minimisent l’erreur d’estima-
tion. Il est explique´ dans [12] qu’une se´quence minimisant l’erreur d’estimation doit ve´rifier
la relation suivante :
XXH =
DP
T
IT (4.10)
La se´quence donne´e en (4.9) ve´rifie bien cette proprie´te´. L’orthogonalite´ des lignes du
signal d’apprentissage simplifie grandement le calcul de X† qui devient T
DPX
H . L’estimateur
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du canal s’e´crit alors :
H˜bn = Hbn +
T
DPZnX
H (4.11)
Comme la meˆme se´quence d’apprentissage est utilise´e pour chaque configuration de base,
H˜b = Hb +
T
DPZX
H (4.12)
avec
Z =

Z1
...
ZN

Le canal estime´ reconstruit est donc :
H˜ (Ω) = W (Ω)H H˜b (4.13)
En faisant apparaitre l’erreur d’estimation des canaux de base , on a :
H˜ (Ω) = H (Ω) + Hest (Ω) (4.14)
ou` l’erreur d’estimation apre`s reconstruction est :
Hest (Ω) =
T
DPW (Ω)
H ZXH (4.15)
Comme on pouvait s’y attendre cette erreur de´pend du rapport signal a` bruit a` l’e´mission [12]
mais aussi des coefficients de reconstruction et du nombre de mesures effectue´es. Le calcul
de la covariance de l’erreur est fait dans la partie suivante. La norme de l’erreur d’estimation
de´termine´e en (4.31) permet une meilleure compre´hension de l’influence des coefficients de
projection.
4.2.2 Covariance de l’estimateur de la matrice de canal
On cherche a` de´terminer pour une re´alisation particulie`re de canal la matrice de covariance
de l’erreur d’estimation suite a` la reconstruction :
E
{
vec {Hest (Ω)} vec {Hest (Ω)}H
}
Ce calcul est similaire a` celui [13] et fait intervenir une proprie´te´ de l’ope´rateur vec {.}
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qui est
vec {ABC} = (CT ⊗A) vec {B}
En utilisant deux fois cette proprie´te´ sur vec {Hest (Ω)}, on a alors :
vec {Hest (Ω)} = vec
{
T
DPW (Ω)
H ZXH
}
(4.16)
=
T
DP
(
IT ⊗W (Ω)H
)
vec
{
ZXH
}
(4.17)
=
T
DP
(
IT ⊗W (Ω)H
)
(X∗ ⊗ INR) vec {Z} (4.18)
Cependant vec {Z} ∼ CN (0NDR, N0INDR) car tous les e´le´ments de vec {Z} sont inde´pendants
et identiquement distribue´s et suivent la loi CN (0, N0).
Il s’en suit que :
E
{
vec {Hest (Ω)} vec {Hest (Ω)}H
}
=
(
T
DP
)2 (
IT ⊗W (Ω)H
)
(X∗ ⊗ INR)E
{
vec {Z} vec {Z}H
}
(X∗ ⊗ INR)H
(
IT ⊗W (Ω)H
)H
(4.19)
=
T 2N0
D2P2
(
IT ⊗W (Ω)H
)
(X∗ ⊗ INR)
(
XT ⊗ INR
)
(IT ⊗W (Ω)) (4.20)
Or (X∗ ⊗ INR)
(
XT ⊗ INR
)
= DP
T
INRT car la proprie´te´ d’orthogonalite´ sur la se´quence d’ap-
prentissage implique XXH = DP
T
IT . La matrice de covariance de l’estimation des canaux
apre`s reconstruction est donc :
E
{
vec {Hest (Ω)} vec {Hest (Ω)}H
}
=
TN0
DP
(
IT ⊗W (Ω)H
)
(IT ⊗W (Ω)) (4.21)
=
TN0
DP
[
IT ⊗
(
W (Ω)H W (Ω)
)]
(4.22)
La matrice de covariance n’est pas tre`s intuitive pour anticiper la pre´cision sur l’estimation
des canaux. La norme de Frobenius de cette matrice est calcule´e par la suite (4.31).
4.2.3 Estimation de la norme de la matrice de canal
Pre´ce´demment on a montre´ que la capacite´ de certains syste`mes de´pend de la norme de
la matrice de canal (3.20), (3.21) et (3.22). Il faut donc trouver un estimateur de cette norme
a` partir de l’estimation de la matrice de canal H˜ (Ω). Un estimateur non-biaise´ de ρ (Ω) issu
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des statistiques de l’estimateur explique´es dans 4.2.4 est :
ρ˜ (Ω) =
∥∥∥H˜ (Ω)∥∥∥2
F
− E
{∥∥∥Hest (Ω) Hest (Ω)H∥∥∥2
F
}
(4.23)
En effet, pour une re´alisation particulie`re du canal, on a
vec
{
H˜ (Ω)
}
∼ CN
(
vec {H (Ω)} ,E
{
vec {Hest (Ω)} vec {Hest (Ω)}H
})
Ainsi ,
E
{∥∥∥H˜ (Ω)∥∥∥2
F
}
= E
{
Tr
[
vec
{
H˜ (Ω)
}
vec
{
H˜ (Ω)
}H]}
(4.24)
= Tr
[
E
{
vec
{
H˜ (Ω)
}
vec
{
H˜ (Ω)
}H}]
(4.25)
= Tr
[
vec {H (Ω)} vec {H (Ω)}H
]
+Tr
[
E
{
vec {Hest (Ω)} vec {Hest (Ω)}H
}]
(4.26)
=
∥∥∥H˜ (Ω)∥∥∥2
F
+ E
{∥∥∥Hest (Ω) Hest (Ω)H∥∥∥2
F
}
(4.27)
Calculons le dernier terme :
E
{∥∥∥Hest (Ω) Hest (Ω)H∥∥∥2
F
}
= Tr
[
E
{
vec {Hest (Ω)} vec {Hest (Ω)}H
}]
(4.28)
En prenant la trace de la matrice de covariance calcule´e en (4.22) :
E
{∥∥∥Hest (Ω) Hest (Ω)H∥∥∥2
F
}
=
TN0
DP Tr
[
IT ⊗W (Ω)H W (Ω)
]
(4.29)
=
N0T
2
DP Tr
[
W (Ω)H W (Ω)
]
(4.30)
=
N0T
2
DP ‖W (Ω)‖
2
F (4.31)
La norme de la matrice de covariance de´pend de la norme des coefficients de projection : plus
cette dernie`re est importante, plus l’erreur d’estimation est importante. De plus,
‖W (Ω)‖2F =
R∑
r=1
‖wr (Ωr)‖22 (4.32)
On peut donc minimiser l’erreur d’estimation de la matrice de canal apre`s reconstruction en
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minimisant la norme des coefficients de projection de chaque re´cepteur.
Un estimateur non-biaise´ de la norme de la matrice de canal est donc :
ρ˜ (Ω) =
∥∥∥H˜ (Ω)∥∥∥2
F
− N0T
2
DP ‖W (Ω)‖
2
F (4.33)
La se´paration du proble`me de l’estimation a` chaque re´cepteur s’e´tend aussi a` l’erreur faite
sur la norme. En effet, en rassemblant les termes selon chaque antenne, on a :
max
Ω
ρ˜ (Ω) =
R∑
r=1
max
Ωr
ρ˜r (Ω
r) (4.34)
avec
ρ˜r (Ω
r) =
∥∥∥h˜r (Ωr)∥∥∥2
F
− N0T
2
DP ‖wr (Ω
r)‖22 (4.35)
ou` h˜r (Ω
r) est la ligne r de la matrice de canal.
Il est donc possible de maximiser l’estime´e de la norme en maximisant chaque re´cepteur
de manie`re inde´pendante. Ceci est une conse´quence directe de la simplification du proble`me
du couplage entre antenne.
4.2.4 Variance de l’estimateur de la norme de la matrice de canal
Variance pour chaque re´cepteur
On calcule ici l’erreur quadratique moyenne de la norme pour chaque re´cepteur pour une
re´alisation particulie`re. Pour cela, on utilise des re´sultats issus des loi normale et de loi du
χ2. On rede´montre par la meˆme occasion que l’estimateur choisi est non-biaise´.
Rappel sur la loi normale : si le vecteur de variable ale´atoire m ∈ CT×1 suit une loi
gaussienne de moyenne m¯ ∈ CT×1 et de matrice de covariance σ2IT , alors la variable ale´atoire
mHm
σ2
suit une loi du χ2 non centre´e a` T degre´s de liberte´ et de parame`tre
m¯Hm¯
σ2
. L’espe´rance
de la variable m
Hm
σ2
est T + m¯
Hm¯
σ2
et sa variance est 2
(
T + 2m¯
Hm¯
σ2
)
. On en de´duit alors que
l’espe´rance de mHm est σ2T + m¯Hm¯ et sa variance est 2σ2
(
σ2T + 2m¯Hm¯
)
.
Appliquons ce re´sultat a` l’estimation du canal d’un re´cepteur particulier qui suit une loi
normale, h˜Hr (Ω
r) ∼ CN (hHr (Ωr) , N0TDP ‖wr (Ωr)‖22 IT ). En remplac¸ant m par h˜Hr (Ωr), m¯ par
hHr (Ω
r) et σ2 par N0T
DP ‖wr (Ωr)‖22, il vient de manie`re imme´diate que
E {ρ˜r (Ωr)} = ρr (Ωr) (4.36)
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et
E
{
(ρ˜r (Ω
r)− ρr (Ωr))2
}
= 2
N0T
DP ‖wr (Ω
r)‖22
[
N0T
2
DP ‖wr (Ω
r)‖22 + 2ρr (Ωr)
]
(4.37)
Variance totale de l’estimateur de la norme
La variance totale de la norme du canal est
E
{
(ρ˜ (Ω)− ρ (Ω))2} = R∑
r=1
E
{
(ρ˜r (Ω
r)− ρr (Ωr))2
}
+2
R−1∑
r=1
R∑
s=r+1
E {(ρ˜r (Ωr)− ρr (Ωr)) (ρ˜s (Ωs)− ρs (Ωs))}(4.38)
Or, les estimations de ρr (Ω
r) et de ρs (Ω
s) sont inde´pendantes pour r 6= s donc
E {(ρ˜r (Ωr)− ρr (Ωr)) (ρ˜s (Ωs)− ρs (Ωs))} = E {ρ˜r (Ωr)− ρr (Ωr)}E {ρ˜s (Ωs)− ρs (Ωs)} = 0
(4.39)
Ainsi la variance totale est e´gale a` la somme des variances de l’estimation pour chaque
antenne :
E
{
(ρ˜ (Ω)− ρ (Ω))2} = R∑
r=1
E
{
(ρ˜r (Ω
r)− ρr (Ωr))2
}
(4.40)
= 2
N0T
DP
R∑
r=1
‖wr (Ωr)‖22
[
N0T
2
DP ‖wr (Ω
r)‖22 + 2ρr (Ωr)
]
(4.41)
La variance de l’estimateur de la norme de´pend aussi de la norme des coefficients de
projection.
On a montre´ qu’en absence d’erreur de reconstruction, l’erreur d’estimation de la matrice
des canaux reconstruite est fonction des coefficients de projection. Les minimisations de
l’erreur de l’estime´e de la matrice et de l’erreur de sa norme font tous deux intervenir la norme
de ces coefficients. Par omission du couplage entre les antennes, il est possible de re´soudre
cette minimisation au niveau de chaque re´cepteur. En d’autres termes, les configurations de
base en absence d’erreur de reconstruction de chaque antenne doivent eˆtre choisies afin de
minimiser la norme des coefficients de projection associe´s.
4.2.5 Estimation du de´terminant d’un syste`me MIMO 2× 2
La connaissance de la norme de la matrice du canal n’est utile que pour certains syste`mes
MIMO. Pour les autres, il faut maximiser directement la valeur de la capacite´ ou du moins la
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valeur du de´terminant qui se trouve a` l’inte´rieur de son expression. On a vu dans le chapitre
pre´ce´dent que ce de´terminant pour un syste`me MIMO 2×2 peut s’e´crire sous la forme (3.25) :
d (Ω) = 1 +
P
TN0
ρ (Ω) +
P2
T 2N20
∣∣h11 (Ω1)∣∣2 ∣∣h22 (Ω2)∣∣2 + P2
T 2N20
∣∣h12 (Ω1)∣∣2 ∣∣h21 (Ω2)∣∣2
−2Re{h11 (Ω1)h∗12 (Ω1)h∗21 (Ω2)h22 (Ω2)}
L’estimateur que l’on propose utilise a` la fois les estimateurs de la matrice de canal (4.13) et
de sa norme (4.33) :
d˜ (Ω) = 1 +
P
TN0
ρ˜ (Ω) +
P2
T 2N20
ρ˜11
(
Ω1
)
ρ˜22
(
Ω2
)
+
P2
T 2N20
ρ˜12
(
Ω1
)
ρ˜21
(
Ω2
)
−2Re
{
h˜11
(
Ω1
)
h˜∗12
(
Ω1
)
h˜∗21
(
Ω2
)
h˜22
(
Ω2
)}
(4.42)
avec ρ˜rt (Ω
r) =
∣∣∣h˜rt (Ωr)∣∣∣2 + TN0DP ‖wr (Ωr)‖22.
Montrons que cet estimateur n’est pas biaise´. Deux points sont a` rappeler : premie`rement,
l’estimation que l’on fait de la matrice implique une inde´pendance entre les estimations de
chaque ligne et deuxie`mement, les lignes de la se´quence d’apprentissage sont orthogonales.
On a alors,
E
{
h˜ru (Ω
r) h˜∗sv (Ω
s)
}
=

hru (Ω
r)h∗sv (Ω
s) , si r 6= s
hru (Ω
r)h∗rv (Ω
r) , si r = s et u 6= v
|hru (Ωr)|2 + TN0DP ‖wr (Ωr)‖22 , si r = s et u = v
(4.43)
En appliquant ces re´sultats en tenant compte de l’inde´pendance des estimations, pour r 6= s :
E {ρ˜ru (Ωr) ρ˜sv (Ωs)} = E {ρ˜ru (Ωr)}E {ρ˜sv (Ωs)} (4.44)
= |hru (Ωr)|2 |hsv (Ωs)|2 (4.45)
et pour le terme dont on prend la partie re´elle :
E
{
h˜11
(
Ω1
)
h˜∗12
(
Ω1
)
h˜∗21
(
Ω2
)
h˜22
(
Ω2
)}
= E
{
h˜11
(
Ω1
)
h˜∗12
(
Ω1
)}
E
{
h˜∗21
(
Ω2
)
h˜22
(
Ω2
)}
(4.46)
= h11
(
Ω1
)
h∗12
(
Ω1
)
h∗21
(
Ω2
)
h22
(
Ω2
)
(4.47)
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L’estimateur du de´terminant de la formule de la capacite´ n’est donc pas biaise´ :
E
{
d˜ (Ω)
}
= d (Ω) (4.48)
Pour juger du bon fonctionnement de cet estimateur, on peut se fier aux simulations faites
en 6.8.
4.3 Erreur de reconstruction
Dans cette partie, seule l’erreur de reconstruction est prise en compte. On va montrer qu’il
est possible d’e´tablir un lien entre l’erreur de reconstruction de la matrice de canal et l’erreur
de de´composition des diagrammes de rayonnement. On va poursuivre ensuite les calculs pour
la reconstruction de la norme de la matrice et voir qu’il n’est malheureusement pas possible
de relier simplement cette erreur a` la de´composition du diagramme de rayonnement. Le cas
du de´terminant n’est pas fait. On se contente comme pre´ce´demment de reprendre les valeurs
minimisant la reconstruction du canal.
4.3.1 Erreur de reconstruction de la matrice de canal
On veut trouver W (Ω) qui minimise l’erreur de reconstruction quelque soit l’atte´nuation
du canal α et les directions de de´part ΘT et d’arrive´e Θ :
2H (Ω) = E
α,Θ
{∥∥∥H (Ω)−W (Ω)H Hb∥∥∥2
F
}
(4.49)
D’apre`s la de´finition de la norme de Frobenius :
2H (Ω) =
R∑
r=1
T∑
t=1
E
α∗,t,Θ
{∣∣∣hrt (Ωr)−wr (Ωr)H hbrt∣∣∣2} (4.50)
ou` α∗,t de´signe tous les e´le´ments α1,t, ... , αM,t et hbrt = [hrt (Ωr1) · · ·hrt (ΩrN)]T
Il est donc possible de de´composer le proble`me de la minimisation de l’erreur quadratique
de reconstruction du canal, en R proble`mes de minimisation chacun de´pendant du re´glage
d’une antenne. Pour chaque re´cepteur r, il faut en fait de´terminer wr (Ω
r) qui minimise
2hr∗ (Ω
r) =
T∑
t=1
E
α∗,t,Θ
{∣∣∣hrt (Ωr)−wr (Ωr)H hbrt∣∣∣2} (4.51)
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En de´veloppant chaque e´le´ment de la somme, on a :
E
α∗,t,Θ
{∣∣∣hrt (Ωr)−wr (Ωr)H hbrt∣∣∣2}
= E
α∗,t,Θ
{|hrt (Ωr)|2}−wr (Ωr)H E
α∗,t,Θ
{hrt (Ωr)∗ hbrt}
− E
α∗,t,Θ
{
hrt (Ω
r) hb
H
rt
}
wr (Ω
r) + wr (Ω
r)H E
α∗,t,Θ
{
hbrthb
H
rt
}
wr (Ω
r) (4.52)
Tous ces termes font intervenir un calcul de la forme E
α∗,t,Θ
{hrt (ωp)hrt (ωq)∗} ou` ωp et ωq sont
soit des configurations de base, soit Ωr. Pour pouvoir faire le calcul de cette valeur, on doit
poser des hypothe`ses. On conside`re qu’a` l’e´mission il y a un re´seau d’antennes omnidirection-
nelles line´aires uniformes tel que
αm,t = αme
−j2pi∆T (t−1)ΘTm (4.53)
ou` ∆T est l’e´cart entre les antennes de transmission et Θ
T
m la direction d’e´mission du signal.
On suppose de plus que les directions d’arrive´e {Θm} ainsi que les directions de de´part{
ΘTm
}
sont chacune inde´pendantes et identiquement distribue´es. Il en est de meˆme pour les
facteurs d’atte´nuation {αm} et on souhaite que E
αu,αv
{αuα∗v} = σ2αδuv. Enfin, on impose qu’il
y ait inde´pendance entre les {αm}, les {Θm} et les
{
ΘTm
}
.
En utilisant (3.4), il s’ensuit :
E
α∗,t,Θ
{
hrt
(
Ωrp
)
hrt (ωq)
∗}
=
1
M
M∑
u=1
M∑
v=1
E
αu,αv
{αuα∗v} E
ΘTu ,Θ
T
v
{
ej2pi∆T (t−1)(Θ
T
v −ΘTu )
}
E
Θu,Θv
{
ej2pi∆(t−1)(Θu−Θv)fr (Θu, ωp) fr (Θv, ωq)
∗} (4.54)
=
σ2α
M
M∑
m=1
E
Θm
{f (Θm, ωp) f (Θm, ωq)∗} (4.55)
= σ2αE
Θ
{f (Θ, ωp) f (Θ, ωq)∗} (4.56)
ou` Θ suit la meˆme loi de distribution que les {Θm}.
Remarque : l’inde´pendance entre les directions d’e´mission et les directions de re´ception
n’est pas ne´cessaire pour le passage de (4.54) a` (4.55). Les facteurs de´pendant des directions
n’ont pas besoin d’eˆtre se´pare´s. Seule l’inde´pendance de l’atte´nuation avec ces directions est
ne´cessaire ainsi que la de´corre´lation des αm entre eux.
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On a donc
E
α∗,t,Θ
{∣∣∣hrt (Ωr)−wr (Ωr)H hbrt∣∣∣2}
= σ2α
[
E
Θ
{|fr (Θ,Ωr)|2}−wr (Ωr)H E
Θ
{fr (Θ,Ωr)∗ fbr (Θ)}
−E
Θ
{
fr (Θ,Ω
r) fbr (Θ)
H
}
wr (Ω
r) + wr (Ω
r)H E
Θ
{
fbr (Θ) fbr (Θ)
H
}
wr (Ω
r)
]
(4.57)
= σ2α E
Θ
{∣∣∣fr (Θ,Ωr)−wr (Ωr)H fbr (Θ)∣∣∣2} (4.58)
et finalement
2hr∗ (Ω
r) = Tσ2α E
Θ
{∣∣∣fr (Θ,Ωr)−wr (Ωr)H fbr (Θ)∣∣∣2} (4.59)
La minimisation de cette fonction est e´tudie´e dans 5.1.2 et, pour une antenne reconfigurable
quelconque, on obtient :
wr (Ω
r) = B−1r br (Ω
r) (4.60)
avec
Br = E
Θ
{
fbr (Θ) fbr (Θ)
H
}
(4.61)
et
br (Ω
r) = E
Θ
{fr (Θ,Ωr)∗ fbr (Θ)} (4.62)
Pour cette valeur de coefficient de projection, l’erreur quadratique moyenne pour chaque
antenne re´ceptrice est
2hr∗ (Ω
r) = Tσ2α
[
sr (Ω
r)− br (Ωr)H B−1r br (Ωr)
]
(4.63)
ou`
sr (Ω
r) = E
Θ
{|fr (Θ,Ωr)|2} (4.64)
Il n’est pas possible d’e´tablir un lien entre l’erreur de reconstruction et la norme des coeffi-
cients de projection. Ceci nous aurait permis de traiter sans doute les deux types d’erreur de
la meˆme manie`re.
Tout le chapitre 5 se concentre sur la meilleure manie`re de minimiser l’erreur de de´compo-
sition du diagramme de rayonnement. Selon l’antenne e´tudie´e et les donne´es dont on dispose,
diffe´rentes techniques sont pre´sente´es. Ici on a vu qu’a priori, il faut choisir la distribution
de la direction d’arrive´e pour faire la minimisation. Cette distribution n’est pas force´ment
simple a` obtenir. Les simulations 6.3 vont montrer que le choix le plus sense´ est de prendre
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une loi uniforme meˆme si ce n’est pas le cas re´el. Cette distribution permet de ne privile´gier
aucune direction tout en gardant de bonnes performances et cela sans modifier les coefficients
de projection ou les configurations de base meˆme si les statistiques de la direction d’arrive´e
changent.
Remarque : lorsque l’on parle de distribution de la direction d’arrive´e, il ne faut pas
oublier que Θ n’est pas force´ment l’angle. Par exemple, pour le re´seau conside´re´ dans l’an-
nexe A, Θ est le cosinus de l’angle.
4.3.2 Erreur de reconstruction de la norme de la matrice de canal
La norme de Frobenius de la matrice de canal est tre`s utile pour le calcul de la capa-
cite´ dans certains syste`mes MIMO. Dans le chapitre suivant on montre que l’on est capable
de reconstruire la valeur de cette norme de manie`re inde´pendante pour chaque antenne.
The´oriquement la valeur de wr (Ω
r) qui minimise l’erreur de reconstruction de cette norme
E
α,Θ
{(∥∥∥wr (Ωr)H hb,r∥∥∥2
F
− ‖hr (Ωr)‖2F
)2}
pour des configurations de base donne´es est diffe´-
rente du cas pre´ce´dent de minimisation de l’erreur de la matrice de canal. Dans le cas de la
reconstruction de H (Ω), le calcul de l’erreur quadratique me`ne a` des termes d’ordre deux qui
sous certaines hypothe`ses permettent l’e´galite´ avec l’erreur quadratique de de´composition des
diagrammes. Ceci a e´te´ de´montre´ dans 4.3.1 quelque soit le nombre de chemins M arrivant
au re´cepteur.
Comme pre´ce´demment on souhaite trouver une e´quivalence entre l’erreur de reconstruc-
tion de la norme et l’erreur de de´composition. Le plus sense´ est de chercher une e´quivalence
de la forme E
α
{(∣∣∣wr (Ωr)H fb,r (Θ)∣∣∣2 − |fr (Θ,Ωr)|2)2} par exemple. Ici le calcul de l’erreur
de la norme fait intervenir des termes croise´s de moment d’ordre deux et quatre du canal qui
s’e´crivent E
α,Θ
{hrt (ω1)h∗rt (ω2)h∗rk (ω3)hrk (ω4)}.
Calculons ce terme sous les meˆmes hypothe`ses que dans 4.3.1, c’est-a`-dire inde´pendance
entre les directions de de´part, d’arrive´e et les coefficients d’atte´nuation.
E
α,Θ
{hrt (ω1)h∗rt (ω2)h∗rk (ω3)hrk (ω4)}
=
1
M2
M∑
a=1
M∑
b=1
M∑
c=1
M∑
d=1
E
α
{αaα∗bα∗cαd} E
ΘT
{
ej2pi∆T (t−1)(Θ
T
b −ΘTa )ej2pi∆T (k−1)(Θ
T
c −ΘTd )
}
E
Θ
{
ej2pi∆R(r−1)(Θa−Θb+Θd−Θc)fr (Θa, ω1) fr (Θb, ω2)
∗ fr (Θc, ω3)
∗ fr (Θd, ω4)
}
(4.65)
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Or
E
α
{αaα∗bα∗cαd} =

2σ4α, si a = b = c = d
σ4α, si a = b, c = d et a 6= d
σ4α, si a = c, b = d et a 6= d
0, sinon
(4.66)
Le terme a` l’inte´rieur des sommes devient donc
2σ4αE
Θ
{fr (Θa, ω1) fr (Θa, ω2)∗ fr (Θa, ω3)∗ fr (Θa, ω4)} , si a = b = c = d
σ4αE
Θ
{fr (Θa, ω1) fr (Θa, ω2)∗ fr (Θd, ω3)∗ fr (Θd, ω4)} , si a = b, c = d et a 6= d
σ4α |JΘT (k − t)|2 E
Θ
{fr (Θa, ω1) fr (Θb, ω2)∗ fr (Θc, ω3)∗ fr (Θd, ω4)} , si a = c, b = d et a 6= d
0, sinon
(4.67)
ou` JΘT (k − t) = E
ΘT
{
ej2pi∆T (k−t)Θ
T
}
.
En de´nombrant le nombre de fois ou` chaque cas intervient, on peut voir que les termes
n’ont pas la meˆme de´pendance en M : {a = b = c = d} intervient M fois alors que {a = b,
c = d et a 6= d} et {a = c, b = d et a 6= d} M2 fois chacun. Partant de ce constat la valeur
optimale de wr (Ω
r) pour minimiser l’erreur de la norme de´pend de M . Il existe des techniques
permettant de connaˆıtre le nombre de chemins M avec une condition sur le nombre de chemin
et le nombre de re´cepteurs. Sa de´termination augmente aussi la complexite´ du syste`me. Pour
ces raisons on utilise la valeur qui minimise la reconstruction de la matrice de canal et non
sa norme. Cette solution est certes sous optimale mais permet d’obtenir plus simplement la
valeur de la norme. On e´vite par la meˆme occasion de devoir avoir deux jeux de configurations
de base et de coefficients de projection, l’un pour la reconstruction du canal et l’autre pour
la reconstruction de la norme.
4.4 Erreurs d’estimation et de reconstruction
On souhaite de´sormais e´tudier le cas ou` les deux types d’erreur sont pre´sents. Une e´tude
the´orique est difficilement re´alisable. On va donc se contenter de comparer la valeur de ces
deux erreurs pour savoir laquelle est la plus importante. Ceci permet de choisir le crite`re de
minimisation qu’il faut utiliser : minimisation de l’estimation ou minimisation de la recons-
truction. Selon le crite`re applique´ les configurations de base peuvent eˆtre diffe´rentes. Toutes
les configurations de base selon le crite`re choisi se trouvent dans le chapitre suivant.
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4.4.1 Comparaison de la valeur des deux erreurs
Pour une re´alisation particulie`re de canal, on a
E
{
H˜ (Ω)
}
= H (Ω) + Hrec (Ω) (4.68)
et
E {ρ˜ (Ω)} = ‖H (Ω) + Hrec (Ω)‖2F (4.69)
L’estimateur en moyenne a pour valeur celle du canal avec l’erreur de reconstruction. On
se rame`ne donc au cas de la minimisation de l’erreur de reconstruction seule. En moyenne
on peut donc traiter l’erreur d’estimation et l’erreur de reconstruction de manie`re se´pare´e.
Cependant, l’erreur de reconstruction de´pend du choix des configurations de base et ces
derniers conditionnent la valeur des coefficients de projection. De plus, on a vu dans 4.2 que
l’erreur d’estimation est directement relie´e a` ces coefficients. La se´paration des erreurs du
canal n’est donc pas si e´vidente que c¸a.
Dans le chapitre 6 on explique a` travers des simulations dans quels cas il vaut mieux
minimiser les erreurs de reconstruction et dans quels cas il vaut mieux faire attention a`
l’erreur d’estimation. Typiquement pour un faible rapport signal a` bruit il est plus sense´
de regarder l’estimation du canal (4.15). Inversement, a` partir d’un certain seuil l’erreur de
reconstruction est la plus importante et il devient plus raisonnable de s’y inte´resser.
La de´termination rigoureuse de ce seuil de manie`re the´orique est assez complexe. On
va tout de meˆme s’efforcer de de´terminer son ordre de grandeur en comparant l’erreur de
reconstruction et l’erreur d’estimation. Pour une re´alisation particulie`re de canal,
H˜ (Ω) = H (Ω) + Hrec (Ω) + Hest (Ω) (4.70)
Un moyen pour faire cette comparaison des erreurs est de prendre la norme de chacune
des erreurs et de les moyenner sur toutes les configurations possibles.
On caracte´rise ainsi l’erreur d’estimation par la norme de la matrice de covariance (4.31)
que l’on moyenne :
N0T
2
DP
R∑
r=1
E
Ωr
{‖wr (Ωr)‖22}
L’erreur de reconstruction est quant a` elle caracte´rise´e a` partir de (4.59) :
Tσ2α
R∑
r=1
E
Ωr
{
E
Θ
{∣∣∣fr (Θ,Ωr)−wr (Ωr)H fbr (Θ)∣∣∣2}}
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Bien entendu la caracte´risation ne peut se faire sans la connaissance pre´alable du canal : la
variance des coefficients d’atte´nuation σ2α doit eˆtre connue ainsi que la distribution de l’angle
d’arrive´e. On choisit une distribution uniforme et une variance unitaire. Ces parame`tres sont
d’ailleurs ceux utilise´s dans la plupart des simulations du chapitre 6.
On souhaite savoir dans quelles conditions l’erreur de reconstruction est plus importante
que l’erreur d’estimation. Mathe´matiquement cela se traduit par une borne infe´rieure sur le
rapport signal a` bruit dont la valeur est donne´e par :
SNR =
1
D/T
W 2
F 2
(4.71)
avec SNR = P
N0
,
W 2 =
R∑
r=1
E
Ωr
{‖wr (Ωr)‖22}
et
F 2 =
R∑
r=1
E
Ωr
{
E
Θ
{∣∣∣fr (Θ,Ωr)−wr (Ωr)H fbr (Θ)∣∣∣2}}
Les configurations de base et les coefficients de projection sont calcule´s pour minimiser l’erreur
de reconstruction (4.59). Les configurations de base se trouvent utilise´es dans 5.4.2. Les
tableaux 4.1 et 4.2 pre´sentent les seuils du SNR que l’on obtient en fonction de la dimension
de la base et du rapport D/T . Ce rapport doit eˆtre supe´rieur a` un pour que l’estimation
soit possible. Les W 2 et F 2 sont calcule´s pour deux re´cepteurs identiques. Le tableau 4.1 est
ge´ne´re´ pour un re´seau de quatre antennes de longueur normalise´e deux alors que le tableau 4.2
est ge´ne´re´ pour un re´seau de huit e´le´ments.
Tableau 4.1 Comparaison des erreurs d’estimation et de reconstruction pour re´seau ULA
N = 4 et L = 2
Dimension recons. F 2 est. W 2
Seuil SNR en dB
D/T = 1 D/T = 1, 5 D/T = 2
1 5, 8 8, 0 1, 6 −0, 3 −1, 6
2 4, 1 1, 0 −6, 0 −7, 7 −9, 0
3 1, 9 1, 7 −0, 7 −2, 4 −3, 7
Remarque : les configurations de base sont choisies pour que les dimensions supe´rieures
a` N n’entrainent pas d’erreur de reconstruction F 2 = 0. Le seuil du SNR est a` −∞. Seule
l’erreur d’estimation est a` prendre en compte.
On conside`re dans la suite des SNR variant de 0 dB a` 40 dB. Les re´sultats des tableaux
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Tableau 4.2 Comparaison des erreur d’estimation et de reconstruction pour re´seau ULA
N = 8 et L = 2
Dimension recons. F 2 est. W 2
Seuil SNR en dB
D/T = 1 D/T = 1, 5 D/T = 2
1 13, 5 4, 0 −5, 2 −0, 3 −1, 6
2 11, 5 0, 5 −13, 6 −7, 7 −9, 0
3 9, 1 1, 1 −9, 1 −0, 3 −1, 6
4 8, 8 1, 4 −8, 0 −9, 7 −11, 0
5 7, 6 2, 74 −4, 4 −6, 2 −7, 4
6 5, 0 5, 7 0, 5 −1, 3 −2, 5
7 2, 5 119, 7 17, 7 15, 0 13, 7
montrent que bien souvent l’erreur de reconstruction l’emporte sur l’erreur d’estimation car
le seuil du rapport signal a` bruit est en dessous de 0 dB. Ce constat est encore plus vrai si
le rapport D/T est e´leve´ comme le montre (4.71). Le seul cas ou` il faut porter son attention
est le re´seau de huit antennes avec une dimension de base de sept. En effet, le SNR a pour
valeur environ 15 dB qui est au milieu de notre plage de rapport signal a` bruit conside´re´.
Mis a` part le cas spe´cifique pre´ce´demment cite´, l’erreur de reconstruction est toujours la
plus importante des erreurs. Le chapitre 5 s’efforce de diminuer cette erreur en se basant sur
l’e´quivalence entre l’erreur de reconstruction de la matrice de canal et l’erreur de de´composi-
tion des diagrammes de rayonnement. Les simulations vont confirmer la pre´sence d’un seuil
du SNR pour le re´seau de huit antennes avec une dimension de base de sept.
4.4.2 Calcul de la capacite´ avec connaissance errone´e du canal au re´cepteur
La capacite´ donne´e dans le chapitre 3 suppose une connaissance parfaite du canal a` la
re´ception. Dans les faits, cette hypothe`se est bien entendue fausse : il y a toujours au moins
l’erreur d’estimation. On ge´ne´ralise ici un calcul de la capacite´ donne´e dans [30] en ajoutant
une erreur de reconstruction afin de voir s’il est possible d’affiner encore plus la manie`re de
la maximiser. Une borne infe´rieure de la capacite´ pour un canal sans me´moire est donne´e
par l’information mutuelle lorsque le signal e´mis est de moyenne nulle et de puissance totale
transmise P :
I (y (Ω) ,x) = H (y (Ω))−H (y (Ω) |x) (4.72)
= H (y (Ω))−H
(
y (Ω)− H˜ (Ω) x|x
)
(4.73)
≥ H (y (Ω))−H
(
y (Ω)− H˜ (Ω) x
)
(4.74)
On a H˜ (Ω) = H (Ω) + He (Ω) ou` He (Ω) = Hrec (Ω) + Hest (Ω).
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Pour la suite on va omettre la variable Ω pour simplifier l’e´criture. Rappelons que z ∼
CN (0, N0IR).
Calcul de H (y) = log detE{yyH}
E
{
yyH
}
= E
{(
H˜x−Hex + z
)(
H˜x−Hex + z
)H}
(4.75)
=
P
T
(
H˜H˜H − H˜E {He}H − E {He} H˜H + E
{
HeH
H
e
})
+N0IR (4.76)
Calcul de H
(
y − H˜x
)
= log detE
{(
y − H˜x
)(
y − H˜x
)H}
E
{(
y − H˜x
)(
y − H˜x
)H}
= E
{
(z−Hex) (z−Hex)H
}
(4.77)
=
P
T
E
{
HeH
H
e
}
+N0IR (4.78)
On a ainsi
I (y,x) ≥ log det
[
IR +
(
H˜H˜H − H˜E {He}H − E {He} H˜H
)(
E
{
HeH
H
e
}
+
TN0
P IR
)−1]
(4.79)
Lorsqu’il n’y a pas d’erreur de reconstruction, la borne infe´rieure de la capacite´ du canal
devient tout simplement :
log det
[
IR +
P
TN0
H˜H˜H
(
IR +
T
D
WHW
)−1]
Dans le cas particulier des configurations de base que l’on a pour les re´seaux ULA dans 5.2.3,
WHW = N
N ′ IR ou` N est le nombre d’e´le´ments du re´seau et N
′ la dimension de la base :
log det
[
IR +
P
TN0
H˜H˜H
1 + TN
DN ′
]
Cette simplification montre que l’erreur d’estimation revient a` diminuer le SNR d’un coeffi-
cient 1 + TN
DN ′ . Plus la dimension de la base est grande, moins les erreurs affectent la capacite´.
En prenant D = T et N = N ′, le SNR diminue d’environ 3 dB.
Mis a` part dans des cas particuliers, cette capacite´ est impossible a` calculer. En effet, Hrec
est inconnue du re´cepteur (il faudrait connaˆıtre les angles d’arrive´e, les coefficients d’atte´nua-
tion,...). On ne peut donc pas maximiser la capacite´ en pre´sence d’erreur de reconstruction
et la reconfiguration des re´cepteurs ne peut eˆtre faite. Comme on traite ensemble les cas avec
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et sans erreur de reconstruction, il est plus logique de choisir comme crite`re de configuration,
la maximisation de la norme du canal 4.2.3 ou du de´terminant estime´e 4.2.5 et non pas la
borne calcule´e ici qui est certaines fois inde´terminable.
Conclusions du chapitre 4
Les deux types d’erreurs sont fonctions des configurations de base. Pour une base donne´e,
le calcul des coefficients de projection est fait dans le chapitre 5. On a e´tabli que :
– l’erreur d’estimation est sensible a` la norme des coefficients de projection de´coulant du
choix des configurations de base
– l’erreur de reconstruction est sensible a` l’erreur de de´composition des diagrammes a`
partir des configurations
Comme on va le montrer dans 5.4 la minimisation de ces deux erreurs ne me`ne pas aux
meˆmes choix des configurations de base. Ceci laisse a` penser que l’erreur de de´composition
ne de´pend pas directement de la norme des coefficients.
On a e´te´ capable de de´terminer un estimateur de la matrice de canal base´ sur une esti-
mation utilisant une se´quence d’apprentissage. A` partir de cet estimateur, on a pu construire
un estimateur de la norme de la matrice de canal et un estimateur du de´terminant de la
capacite´. Pour rappel, la norme et le de´terminant permettent la maximisation de la capacite´.
En pre´sence d’erreur de reconstruction le manque de connaissance du canal ne nous permet
pas d’e´tablir de nouveaux estimateurs pour la de´termination de la norme ou du de´terminant.
Le seul moment ou` l’on peut intervenir est sur la minimisation de l’erreur de de´composition.
Enfin, on a montre´ que pour la plage de SNR conside´re´e et les antennes e´tudie´es, l’erreur
de reconstruction (lorsqu’il y en a) est ge´ne´ralement plus importante que l’erreur d’estimation.
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CHAPITRE 5
ME´THODES DE DE´COMPOSITION DES DIAGRAMMES DE
RAYONNEMENT
La de´composition des diagrammes de rayonnement a une place essentielle pour le bon
fonctionnement de notre technique. Elle permet de de´terminer la dimension de la base, les
configurations de base et les coefficients de projection. De plus, dans la partie pre´ce´dente 4.3.1,
on a vu qu’il est possible de lier directement l’erreur de reconstruction de la matrice de canal
avec l’erreur de de´composition des diagrammes de rayonnement.
Ce chapitre pre´sente diffe´rentes me´thodes permettant la de´composition de diagrammes
de rayonnement. Ces me´thodes sont teste´es pour des re´seaux d’antennes line´aire et l’antenne
CRLH de l’annexe B. Les techniques pre´sente´es ont toujours le meˆme but qui est de se´-
parer le mieux possible les variables de directions et de configurations. Elles s’efforcent de
trouver les meilleurs coefficients de projection pour une base donne´e. Dans 5.1, on e´tudie
la de´composition d’une antenne quelconque. Ces re´sultats sont ensuite affine´s dans 5.2 pour
le cas d’antenne ou` l’on posse`de de´ja` une expression du diagramme se´parant les variables
de directions et de configurations. Dans 5.3 est pre´sente´e une dernie`re me´thode base´e sur la
de´composition SVD. Elle permet de traiter nume´riquement n’importe quel type d’antennes.
Ces trois premie`res parties de´terminent les coefficients de projection pour des configurations
de base donne´es. Le choix de ces configurations suit certains crite`res re´unis dans 5.4. Ils ont
de´ja` e´te´ partiellement pre´sente´s dans le chapitre 4 : soit on minimise l’erreur de reconstruc-
tion 4.3.1, soit on minimise l’erreur d’estimation 4.2.
5.1 De´composition pour un cas quelconque
Cette de´composition s’applique dans un cas ou` on connaˆıt de manie`re litte´rale le dia-
gramme de rayonnement de l’antenne. Pour simplifier les notations on omet les indices r.
5.1.1 Pre´sentation ge´ne´rale du proble`me
Pour pouvoir faire la de´composition, il faut connaˆıtre la dimension de la base N , les
diagrammes de base fb (Θ) et les coefficients de projection w (Ω). Notre approche du proble`me
est la suivante : on suppose connus N et fb (Θ) et on cherche les coefficients de projection
qui minimisent quelque soit Θ,
∣∣∣f (Θ,Ω)−w (Ω)H fb (Θ)∣∣∣2. Pour ce faire, on va conside´rer
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une certaine distribution de direction d’arrive´e et on veut que w (Ω) soit solution de :
arg min
w(Ω)
E
Θ
{∣∣∣f (Θ,Ω)−w (Ω)H fb (Θ)∣∣∣2} (5.1)
Pre´ce´demment dans 4.3.1, on a montre´ que la distribution la plus sense´e est celle corres-
pondant a` la vraie distribution d’arrive´e du signal. Elle permet de minimiser l’erreur de
reconstruction de la matrice de canal. Cependant, il est assez difficile de la connaˆıtre. Quand
bien meˆme on la connaˆıtrait, il faudrait sans cesse modifier les configurations de base et
les coefficients de projection pour qu’ils s’adaptent a` la distribution pouvant changer si les
antennes sont mobiles. Pour cette raison, on conside`re une distribution quelconque pour le
moment. Des simulations 6.3 montrent que la distribution uniforme est la plus sense´e car
aucune direction n’est privile´gie´e et l’erreur de reconstruction se re´partit uniforme´ment dans
le domaine angulaire.
5.1.2 Calcul des coefficients de projection
On ne conside`re que des cas ou` il n’existe pas de de´pendance line´aire entre les e´le´ments
de fb (Θ), c’est-a`-dire il n’existe pas de vecteur non nul m ∈ CN×1 tel que quelque soit Θ,
mHfb (Θ) = 0.
Le minimum de E
Θ
{∣∣∣f (Θ,Ω)−w (Ω)H fb (Θ)∣∣∣2} est atteint lorsque
w (Ω) = B−1b (Ω) (5.2)
avec
B = E
Θ
{
fb (Θ) fb (Θ)
H
}
(5.3)
et
b (Ω) = E
Θ
{f (Θ,Ω)∗ fb (Θ)} (5.4)
Preuve :
On note
2 (Ω) = E
Θ
{∣∣∣f (Θ,Ω)−w (Ω)H fb (Θ)∣∣∣2} (5.5)
En de´veloppant le terme au carre´,
2 (Ω) = w (Ω)H Bw (Ω)−w (Ω)H b (Ω)− b (Ω)H w (Ω) + s (Ω) (5.6)
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avec
s (Ω) = E
Θ
{|f (Θ,Ω)|2} (5.7)
On souhaite re´soudre l’e´quation
d2 (Ω)
dw (Ω)
= 0 (5.8)
Ainsi,
w (Ω)H B− b (Ω)H = 0 (5.9)
B est une matrice hermitienne par construction et elle est inversible si et seulement si
les e´le´ments de fb (Θ) sont line´airement inde´pendants. Le minimum est donc atteint pour
w (Ω) = B−1b (Ω) (5.10)
Il est possible de trouver le minimum sans utiliser de de´rive´e. Pour cela on utilise les pro-
prie´te´s du produit scalaire 〈x,y〉 = Tr (yxH) = xHy et la norme associe´e ‖x‖2 = 〈x,x〉. Si
B est inversible alors avec ces notations on a :
2 (Ω) = − 〈B−1b (Ω) ,b (Ω)〉+ s (Ω) + ∥∥B1/2w (Ω)−B−1/2b (Ω)∥∥2 (5.11)
≥ − 〈B−1b (Ω) ,b (Ω)〉+ s (Ω) (5.12)
Comme B est une matrice hermitienne de´finie positive, B1/2 existe et est aussi une matrice
hermitienne de´finie positive. On a e´galite´ si et seulement si B1/2w (Ω) − B−1/2b (Ω) = 0
c’est-a`-dire w (Ω) = B−1b (Ω).
La de´composition obtenue est applicable a` des antennes quelconques mais peut mener a`
des re´sultats assez me´diocres, voir les simulations 6.3. Les me´thodes qui suivent offrent de
bien meilleures performances. La de´composition SVD est elle aussi applicable pour n’importe
quelle antenne.
5.2 Se´paration ave´re´e des variables
On propose une de´composition exacte lorsqu’il est de´ja` possible de se´parer les variables
de directions et de configurations et d’e´crire le diagramme de rayonnement sous la forme :
f (Θ,Ω) = b (Ω)H a (Θ) (5.13)
Les vecteurs b (Ω) et a (Θ) sont tous deux des vecteurs colonnes de N lignes. Ce cas corres-
pond a` celui des ULA qui est le type d’antennes utilise´es lors des simulations.
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N est pris pour eˆtre le plus petit possible. En particulier, on ne veut pas qu’il existe de
relation line´aire entre les e´le´ments de b (Ω).
On suppose que le diagramme de rayonnement se de´compose de la manie`re suivante :
f (Θ,Ω) = b′ (Ω)H a′ (Θ) (5.14)
avec b′ (Ω) ∈ CN ′×1 et a′ (Θ) ∈ CN ′×1. On cherche le plus petit N tel qu’il existe b (Ω) ∈
CN×1 et Mb ∈ CN×N ′ avec N < N ′ et b′ (Ω) = Mbb (Ω) c’est-a`-dire qu’il existe une
relation line´aire entre les e´le´ments de b′ (Ω). On peut alors de´finir a (Θ) = MbHa′ (Θ) et
avoir f (Θ,Ω) = b (Ω)H a (Θ) qui est de la forme de´sirer.
De manie`re syme´trique, s’il existe a (Θ) ∈ CN×1 et Ma ∈ CN×N ′ avec N < N ′ (N le
plus petit possible) et a′ (Θ) = Maa (Θ) c’est-a`-dire qu’il existe une relation line´aire entre les
e´le´ments de a′ (Θ). En notant b (Ω) = MaHb′ (Ω) on a f (Θ,Ω) = b (Ω)
H a (Θ).
On peut donc en conclure que la recherche de la plus petite valeur N qui permet d’enlever
la de´pendance entre les e´le´ments de b (Ω) me`ne au meˆme re´sultat que la recherche de la plus
petite valeur N qui permet d’enlever la de´pendance entre les e´le´ments de a (Θ). En effet, si
Mb existe alors prenant Ma = Mb
H on montre que Ma existe aussi et inversement
On va e´tudier le cas ou` l’on souhaite garder N comme dimension de la base de projection
et ceux ou` la dimension est quelconque.
5.2.1 Conservation de la dimension de la base
Pour de telles antennes la de´composition peut eˆtre faite sans aucune erreur en trois temps :
1. On construit une matrice B :
B = [b (Ω1) · · ·b (ΩN)] (5.15)
ou` Ω1,. . . ,ΩN sont des configurations possibles de l’antenne rendant cette matrice B in-
versible. Du fait de la condition impose´e sur N , seul le choix des configurations entraˆıne
ou non l’inversibilite´ de cette matrice.
2. Le vecteur des diagrammes de base fb est de´duit du choix des configurations de base
fb (Θ) = B
Ha (Θ) (5.16)
3. le vecteur des coefficients w (Ω) est alors
w (Ω) = B−1b (Ω) (5.17)
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On obtient finalement
f (Θ,Ω) = w (Ω)H fb (Θ) (5.18)
L’ensemble des diagrammes contenus dans fb (Θ) sont des diagrammes de rayonnement re´a-
lisables par l’antenne, cette condition n’est a priori pas ve´rifie´e par a (Θ). Si c’e´tait le cas, il
e´tait possible de trouver des configurations telle que B = IN .
5.2.2 Modification de la dimension
On souhaite de´sormais modifier la dimension de la base. La nouvelle dimension est note´e
N ′. La matrice B est toujours construite de la meˆme manie`re : B = [b (Ω1) · · ·b (ΩN ′)].
Son rang est infe´rieur ou e´gal a` min (N,N ′). Avec les antennes e´tudie´es, on est toujours
capable de trouver des configurations telles que le rang soit e´gal a` min (N,N ′) et ce sont les
cas qui vont eˆtre conside´re´s. Comme pre´ce´demment le vecteur des diagrammes de base est
fb (Θ) = B
Ha (Θ).
On pre´sente maintenant deux me´thodes permettant d’expliquer la manie`re dont on mi-
nimise l’erreur quadratique moyenne de de´composition. L’une applique les re´sultats issus de
l’e´tude d’un diagramme quelconque, l’autre est directe et s’applique uniquement aux antennes
e´tudie´es dans cette partie.
Suite des calculs des diagrammes de rayonnement quelconques
Pre´ce´demment on a vu que pour un diagramme de rayonnement quelconque on devait
re´soudre l’e´quation (5.9) issue de la de´rive´e de l’erreur quadratique. Cette e´quation avec les
notations actuelles devient :
BHRab (Ω)−BHRaBw (Ω) = 0 (5.19)
On a remplace´ b (Ω) par BHRab (Ω) et B par B
HRaB avec Ra = E
Θ
{
a (Θ) a (Θ)H
}
.
Pre´ce´demment les conditions impose´es au de´part nous avaient permis d’inverser la matrice
BHRaB. Ici ces conditions ne sont par re´unies car B est de dimension quelconque. Ra est
quant a` elle bien inversible par construction du vecteur a (Θ). Cette nouvelle e´quation n’admet
donc plus force´ment de solution unique. Une technique assez classique pour re´soudre ce genre
de proble`me est de chercher a` minimiser
∥∥BHRab (Ω)−BHRaBw (Ω)∥∥2. La minimisation
de cette e´quation fait intervenir le pseudo-inverse de BHRaB qui est B
†Ra−1B†
H
. Lorsque
le proble`me est re´solu de cette manie`re, la valeur optimale pour les coefficients de projection
est :
w (Ω) = B†Ra−1B†
H
BHRab (Ω) (5.20)
47
Cette solution fait intervenir plusieurs fois la matrice pseudo-inverse B† et n’utilise pas re´el-
lement le fait que les parame`tres de directions et de configurations sont se´parables. En ef-
fet, (5.19) peut eˆtre mis sous la forme :
BHRa [b (Ω)−Bw (Ω)] = 0 (5.21)
Or une solution suffisante pour ce syste`me est donne´e par
b (Ω)−Bw (Ω) = 0 (5.22)
On a ainsi supprime´ toutes les valeurs qui de´pendent des directions d’arrive´e, c’est-a`-dire
Ra. La minimisation de ‖b (Ω)−Bw (Ω)‖2 donne une solution plus simple inde´pendante de
toute conside´ration sur les directions d’arrive´e :
w (Ω) = B†b (Ω) (5.23)
Cette solution a l’avantage de ne faire intervenir qu’une seule fois une pseudo-inverse. Une
comparaison des re´sultats offerts par les deux solutions est faite plus tard.
Re´solution directe
On souhaite re´soudre directement la minimisation de l’erreur de de´composition, on a
donc :
b (Ω)H a (Θ)−w (Ω)H fb (Θ) = 0⇔ [b (Ω)−Bw (Ω)]H a (Θ) = 0 (5.24)
Une condition suffisante pour re´soudre cette e´quation quelque soit Θ est :
b (Ω)−Bw (Ω) = 0 (5.25)
On retombe directement sur l’e´quation de minimisation de l’erreur quadratique moyenne
de de´composition. Une solution qui minimise l’erreur quadratique est donne´e par (5.23) :
w (Ω) = B†b (Ω).
Calcul de l’erreur de de´composition
Les solutions trouve´es peuvent s’e´crire sous la forme w (Ω) = Qb (Ω) avec
Q = B†Ra−1B†
H
BHRa ou Q = B
†
48
On note fe (Θ,Ω
r) l’erreur de de´composition du diagramme de rayonnement de´finie par :
fe (Θ,Ω) = w (Ω)
H fb (Θ)− f (Θ,Ω) (5.26)
On a ainsi
fe (Θ,Ω) = b (Ω)
H [QHBH − IN] a (Θ) (5.27)
Calculons maintenant cette erreur selon les valeurs de N ′ et de Q.
– Si N ′ = N , alors B† = B−1. Quelque soit la valeur que l’on a pris pour Q on a Q = B−1
donc il n’y a pas d’erreur de de´composition
– Si N ′ > N , alors B† = BH
(
BBH
)−1
. Dans ce cas, BB† = IN . Quelque soit la valeur
que l’on a pris pour Q on a Q = B† donc de meˆme que pre´ce´demment il n’y a pas
d’erreur de de´composition
– A` l’inverse des situations pre´ce´dentes le cas N ′ < N implique des erreurs de de´compo-
sition qui en plus sont diffe´rentes selon les valeurs de Q. On a B† =
(
BHB
)−1
BH et la
relation BB† = IN n’est plus ve´rifie´e. En effet, le rang de BB† est N ′, celui de IN est
N et N 6= N ′. Sans cette relation, il devient impossible de faire une de´composition sans
erreur. La diminution de la dimension fait perdre en quelque sorte de l’information sur
le diagramme de rayonnement.
5.2.3 Application aux re´seaux d’antennes line´aires
Mode`le ULA et de´composition des diagrammes de rayonnement
L’antenne reconfigurable conside´re´e est un re´seau d’antennes line´aire uniforme. Il est
constitue´ de N antennes omnidirectionnelles aligne´es se´pare´es d’une distance normalise´e 1 ∆.
On de´finit par L = N∆ la longueur normalise´e du re´seau. Le diagramme de rayonnement
d’un tel syste`me est calcule´ dans l’annexe A :
f (Θ,Ω) = e (Ω)H e (Θ) (5.28)
ou`
e (Θ) =

1
ej2pi∆Θ
...
ej2pi∆(N−1)Θ
 (5.29)
Θ est le cosinus de l’angle d’arrive´e et Ω est le cosinus de l’angle maximise´ par le re´seau.
1. Vraie longueur divise´e par la longueur d’onde.
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Ce diagramme est bien de la forme de´sire´e (5.13).
On choisit N ′ configurations de base Ω1,. . . ,ΩN ′ . La matrice B contenant les valeurs de
e (Ω) pour les configurations de base est une matrice de Vandermonde de la forme :
B =

1 · · · 1
β1 · · · βN ′
β21 · · · β2N ′
...
...
...
βN1 · · · βNN ′

(5.30)
avec βn = e
j2pi∆Ωn , n compris 1 et N ′. Si les βn sont diffe´rents alors le rang de B est
min (N,N ′). Pour que tous les βn soient diffe´rents, il ne doit pas exister au moins deux
configurations Ωp et Ωq avec p 6= q tel que Ωp ≡ Ωq
[
1
∆
]
.
Inte´ressons nous au cas N = N ′
Dans ce cas, si B est inversible, alors il existe un moyen simple pour calculer son inverse.
Cette me´thode fait appel aux polynoˆmes de Lagrange et est pre´sente´e dans l’annexe C
Dans [31], des diagrammes de configurations de base Ωn =
n−1
L
ou` n varie de 1 a` N
sont pre´sente´s. Pour de telles configurations de base l’inverse de B est tout simplement BH
en partie graˆce a` l’orthogonalite´ qui existe alors entre les colonnes de B. Les coefficients de
projection sont donc :
w (Ω) =
1
N
BHe (Ω) (5.31)
et les diagrammes de base :
fb (Θ) = B
He (Θ) (5.32)
La forme des diagrammes de base et des coefficients de projection sont extreˆmement similaires.
C’est d’ailleurs un autre point fort de ces configurations de base. L’e´tude de l’un ou de l’autre
donne les meˆmes re´sultats a` un coefficient N pre`s.
Avant d’avancer plus loin dans cette e´tude, il est important de ve´rifier si les configurations
de base de ce type sont bien re´alisables. En effet, dans la revue de litte´rature, on avait dit
que les de´phaseurs e´taient quantifie´s. Pour l’antenne r du re´seau, le de´phaseur a pour valeur
2pi (r−1)k
2K
. On peut voir que l’on a rajoute´ un terme en r afin d’eˆtre cohe´rent avec les de´phasages
que l’on veut avoir 2pi∆ (r − 1) Ωn = 2pi (r − 1) nN . Il existe donc kn compris entre 0 et 2K−1
correspondant a` chaque configuration de base Ωn si et seulement si N est une puissance de
deux et cette puissance est infe´rieure a` K. On a alors kn = n
2K
N
.
La valeur de ∆ influe sur la pre´sence de maximum et sur leur nombre dans le domaine
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visible 2. Selon sa valeur, diffe´rents cas peuvent apparaˆıtre :
– ∆ > 1
2
sous-e´chantillonnage : plusieurs maximums figure 5.1
– ∆ = 1
2
cas limite : un unique maximum figure 5.2
– ∆ < 1
2
sur-e´chantillonnage : un ou aucun maximum figure 5.3
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Figure 5.1 Diagrammes de rayonnement de base pour un re´seau ULA N = 2 et L = 2
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Figure 5.2 Diagrammes de rayonnement de base pour un re´seau ULA N = 4 et L = 2
Le terme d’e´chantillonnage fait re´fe´rence a` la limite de Shannon pour la fre´quence d’e´chan-
tillonnage d’un signal. Le parame`tre relatif a` la longueur du re´seau L est relie´ a` la largeur
des lobes. Le lobe principal a pour largeur 2
L
. La largeur des lobes secondaires est de 1
L
. Ces
largeurs sont donne´es dans le domaine du cosinus de l’angle, ce ne sont pas des angles a`
proprement parler.
Sur les figures 5.1, 5.2 et 5.3 sont pre´sente´s les modules des diagrammes de rayonnement de
base. Pour ∆ ≥ 1
2
(figures 5.1 et 5.2), les diagrammes de base ont un ou plusieurs maximums
dans le domaine visible. Pour ∆ < 1
2
, ceci n’est pas le cas pour trois des diagrammes de
2. Le domaine visible est celui dont Θ est compris entre −1 et 1.
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Figure 5.3 Diagrammes de rayonnement de base pour un re´seau ULA N = 8 et L = 2
base (figure 5.3 3/2, 4/2 et 5/2). Comme les coefficients de projection et les diagrammes
de rayonnement ont la meˆme forme, on est en droit de se demander si garder ces trois
configurations de base est vraiment utile pour la reconstruction. Le fait que certaines fois
le maximum soit visible ou non a des conse´quences sur les configurations conside´re´es. Les
figures 5.4 et 5.5 e´tablissent la relation entre l’emplacement des maximums φ0 dans le domaine
du visible et la configuration du re´seau Ω. On a choisi seize configurations c’est-a`-dire K = 4
(ce choix est justifie´ dans 6.2) repre´sente´ sur les courbes avec leur indice kn de configuration
indique´ a` coˆte´. Pour ∆ = 1, toutes les configurations ont un maximum visible, ce qui n’est
pas le cas pour les configurations dans la figure 5.5. A priori ceci rendrait les configurations
du domaine non visible totalement inutiles. Or on va montrer plus loin dans ce chapitre que
ces configurations font parfois partie des configurations de base. Ceci ne veut pas dire qu’elles
seront souvent choisies comme configuration optimale pour autant (voir la partie 6.6.4).
La pe´riodicite´ des diagrammes de rayonnement des re´seaux ULA (pe´riode de 1/∆) permet
de replacer les configurations ayant un maximum visible dans l’intervalle [−1, 1].
Exemple de configuration de base pour N ′ > N
Lorsque que l’on souhaite augmenter la taille de la base, il est possible de prendre comme
configuration de base Ωn =
N
N ′
n−1
L
ou` n varie de 1 a` N ′. Cette forme permet de garder
l’orthogonalite´ entre les colonnes de B. Ce type de configuration se rapproche d’une technique
d’entrelacement de ze´ro en e´chantillonnage.
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Figure 5.4 Pre´sence de maximum pour un re´seau ULA N = 4 et L = 2 avec K = 4
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Figure 5.5 Pre´sence de maximum pour un re´seau ULA N = 8 et L = 2 avec K = 4
53
5.3 Utilisation de la de´composition SVD
Une e´tude nume´rique a` partir de releve´s de diagrammes d’antenne est possible. Cette
me´thode est base´e sur la de´composition SVD et s’applique a` n’importe quel type d’antennes.
Les releve´s de diagrammes sont regroupe´s sous une matrice F ∈ CG×A ou` G le nombre
de configurations e´tudie´es. Chaque ligne de F contient la mesure du diagramme selon A
directions.
5.3.1 De´composition exacte des diagrammes de rayonnement teste´s : SVD ”com-
pacte”
La de´composition SVD dite compacte garde uniquement les N valeurs singulie`res non
nulles. Par une de´composition SVD traditionnelle, F peut s’e´crire sous la forme 3
F = UHSV (5.33)
avec U ∈ CG×G,V ∈ CA×A et S ∈ CG×A. Lors de la de´composition, on peut ranger les valeurs
singulie`res de F par ordre de´croissant sur la diagonale de S, tous les autres e´le´ments de cette
matrice sont nuls. On ne conside`re que les N valeurs singulie`res non nulles et N = rang (F) ≤
min (A,G). Ge´ne´ralement G < A, ainsi la matrice forme´e par le produit SV a donc ces A−G
dernie`res lignes nulles. On note a ∈ CN×A la matrice forme´e par les N premie`res lignes de SV
et b ∈ CN×G les N premie`res colonnes de U. On a alors une de´composition des diagrammes
de rayonnement de l’antenne sur une base de dimension N .
F = bHa (5.34)
En regardant de pre`s cette e´quation on s’aperc¸oit qu’elle correspond au cas discret de (5.13).
Il reste ensuite a` modifier cette base pour qu’elle soit exclusivement forme´e par des colonnes
de F c’est-a`-dire par de ve´ritables diagrammes.
On cherche une matrice de passage B ∈ CN×N entre a et Fb ou` Fb est une matrice forme´e
par N lignes de F telle que Fb = B
Ha. Ceci est faisable a` la condition que B soit forme´e a`
partir de N colonnes de b. Si B est inversible, il de´coule que F = wHFb avec w = B
−1b.
L’existence d’une matrice B peut eˆtre de´montre´e. Par construction B =
[
b(1) . . .b(n)
]t
ou`
b(n) repre´sente une colonne de b. Pour que B soit inversible il faut que l’on choisisse ne´-
cessairement N colonnes diffe´rentes. Cette matrice inversible existe car U est une matrice
3. Une de´composition SVD traditionnelle est e´crite normalement sous la forme F = USVH . On a ici pris
l’hermitien des matrices U et V
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unitaire 4 et donc inversible. b est alors de rang N et il est possible de trouver N colonnes
parmi les G disponibles qui soient line´airement inde´pendantes.
Remarques : on peut noter que l’on a utilise´ les notations a et b pour des matrices
(et non des vecteurs) afin de montrer la ressemblance avec le cas pre´ce´dent des variables de
configurations et de directions se´parables.
Cette me´thode est extreˆmement puissante car elle permet a` la fois de trouver N la taille
de la base et les coefficients de projection. Il est inte´ressant de voir que dans un cas nume´rique
il est toujours possible de se´parer les variables de directions et de configurations.
5.3.2 De´composition approximative
A` moins de cas tre`s particuliers, si on se contente de garder les valeurs singulie`res stric-
tement non nulles, on a ge´ne´ralement N = G. La de´composition perd alors tout son inte´reˆt.
Pour re´soudre ce proble`me, il faut garder les N ′ valeurs singulie`res les plus significatives.
Une fois la dimension connue, la me´thode est toujours la meˆme : on choisit N ′ colonnes
de b pour former la matrice B et construire la matrice des diagrammes de base Fb = B
Ha.
Il reste alors a` de´terminer w qui minimise
∥∥F−wHFb∥∥2. La solution fait intervenir encore
une fois le pseudo-inverse de B et on a w = B†b. Le choix des colonnes de b a` prendre est
pre´cise´ dans 5.4. On note l’extreˆme ressemblance avec le cas continu.
Dans le cas continu, on a montre´ que pour minimiser de l’erreur de reconstruction il faut
conside´rer la distribution de la direction d’arrive´e. Ici, la distribution est celle correspondant
a` la distribution discre`te utilise´e lors de la mesure des diagrammes. Si cette distribution n’est
pas satisfaisante, il est toujours possible de rajouter des poids a` chaque direction mesure´e.
Ces poids correspondent a` une discre´tisation de la loi continue que suit l’angle d’arrive´e. A`
travers les simulations 6.3, on va montrer que la distribution uniforme est la plus perfor-
mante car beaucoup plus adaptable a` diffe´rents contextes (pre´sence ou non de cluster par
exemple) d’utilisation de la technique sans aucune modification des configurations de base et
des coefficients de projection.
Pour obtenir une telle distribution de mesure, il suffit de mesurer la valeur des diagrammes
de rayonnement a` intervalle re´gulier, par exemple a` chaque degre´. Si cette condition est
respecte´e, le calcul des coefficients est simplifie´ et devient : w = Fb
H†FH
4. UHU = UUH = IG
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5.3.3 Re´seau d’antennes
La figure 5.6 contient les valeurs singulie`res de la matrice F. Cette matrice a e´te´ forme´e
par discre´tisation du diagramme de rayonnement obtenue dans l’annexe A. On a pris la valeur
du diagramme pour 181 angles re´partis uniforme´ment entre 0◦ et 180◦ pour des de´phaseurs
quantifie´s pre´sente´s dans 5.2.3 avec K = 4, c’est-a`-dire seize configurations diffe´rentes .
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Figure 5.6 Valeur singulie`re pour diffe´rents re´seaux ULA
Les valeurs singulie`res pre´sente´es dans la figure 5.6 ont e´te´ calcule´es pour diffe´rents types
de re´seaux. Il y a N valeurs singulie`res non nulles pour un re´seau de N e´le´ments. Lorsque
∆ ≥ 1/2 les valeurs singulie`res sont relativement proches ce qui correspond au cas N = 4
et L = 2, N = 8 et L = 4, et N = 8 et L = 8. Ceci devient faux quand ∆ < 1/2 (cas
N = 8 et L = 2). On peut directement relier la pre´sence des maximums dans le domaine
visible (domaine mesurable) avec la re´partition des valeurs singulie`res. Dans le cas N = 8
et L = 2, il y avait cinq diagrammes de rayonnement avec un maximum de huit dans le
domaine visible, un diagramme de maximum deux et deux autres de un. On retrouve bien
cinq valeurs singulie`res pre´ponde´rantes dans 5.6. Par la suite on va ne conside´rer que des
re´seaux ou` ∆ ≤ 1/2 car les cas ∆ > 1/2 semblent eˆtre assimilables a` ∆ = 1/2 au regard de
la de´composition SVD.
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5.3.4 Antenne CRLH
De nouveau, on ge´ne`re une matrice F ou` cette fois les valeurs sont prises pour une an-
tenne CRLH. Le calcul du diagramme de rayonnement d’une telle antenne est pre´sente´ dans
l’annexe B. On a encore conside´re´ 181 angles re´partis uniforme´ment entre 0◦ et 180◦. Seize
configurations ont e´te´ e´tudie´es. Elles correspondent a` seize fre´quences diffe´rentes uniforme´-
ment re´parties entre 2, 8 GHz et 5, 4 GHz. La figure 5.7 montre la manie`re dont se comporte
le maximum du diagramme de rayonnement en fonction de la fre´quence.
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Figure 5.7 Pre´sence de maximum pour une antenne CRLH
La re´partition uniforme en fre´quence ne correspond pas a` une distribution uniforme de la
direction pointe´e par l’antenne notamment sur les extre´mite´s, c’est-a`-dire 0◦ et 180◦.
Les valeurs singulie`res de F sont pre´sente´es dans la figure 5.8. L’e´chelle logarithmique est
utilise´e afin de repre´senter toutes les valeurs. Elles ont des valeurs extreˆmement diffe´rentes
allant de 102 a` 10−8. On voit donc qu’il est inutile de garder seize configurations de base. Il y a
une sorte de rupture au niveau de la huitie`me valeur singulie`re qui se trouve aux alentours de
1. Pour la suite, on va e´tudier les dimensions variant de 1 a` 10. Les simulations 6.7 montrent
qu’une dimension de cinq est suffisante.
Remarque : il est important de rappeler que les coefficients d’atte´nuation ne de´pendent
pas de la configuration de l’antenne qui est ici la fre´quence.
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Figure 5.8 Valeur singulie`re pour une antenne CRLH
5.4 Crite`res de se´lection des configurations de base
Pour une configuration donne´e, on est capable de calculer les coefficients de projection
optimaux. Le dernier point pour rendre possible la de´composition est de choisir la base.
Le chapitre 4 nous a permis d’e´tablir des liens entre les erreurs d’estimation et les erreurs
de reconstruction avec le choix des configurations. On a ainsi vu que l’erreur d’estimation
de´pend de la norme des coefficients de projection et ces derniers conditionnent aussi l’erreur
de reconstruction. Cette partie instaure les crite`res utilise´s dans la se´lection de la base pour
la minimisation de ces erreurs.
5.4.1 Minimisation de l’erreur de reconstruction de la matrice de canal
Inte´ressons nous tout d’abord au cas d’absence d’erreur d’estimation. Comme on l’a mon-
tre´ dans 4.3.1, la minimisation de l’erreur de reconstruction de la matrice de canal est similaire
a` la minimisation de l’erreur de de´composition du diagramme de rayonnement.
arg min
W(Ω)
E
α,Θ
{∥∥∥H (Ω)−W (Ω)H Hb∥∥∥2
F
}
=
R⋃
r=1
arg min
wr(Ωr)
E
Θ
{∥∥∥fr (Θ,Ωr)−wr (Ωr)H fbr (Θ)∥∥∥2}
(5.35)
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La minimisation de l’erreur de reconstruction au niveau de chaque antenne est la cle´ de la
minimisation de l’erreur de reconstruction de la matrice de canal. Le crite`re de se´lection des
configurations de base est choisi a` partir de ce constat. Pour chaque antenne, on va essayer
de trouver les configurations qui minimisent :
E
Ωr

E
Θ
{∣∣∣fr (Θ,Ωr)−wr (Ωr)H fbr (Θ)∣∣∣2}
E
Θ
{|fr (Θ,Ωr)|2}
 (5.36)
ou` E
Ωr
repre´sente la moyenne sur l’ensemble des configurations possibles du re´cepteur r.
Ce crite`re est construit pour minimiser l’erreur relative moyenne de de´composition. Bien
d’autres crite`res auraient pu eˆtre pris : minimisation de l’erreur moyenne de la de´composition
(et non relative)
min E
Ωr
E
Θ
{∣∣∣fr (Θ,Ωr)−wr (Ωr)H fbr (Θ)∣∣∣2}
ou minimisation de la plus grande erreur de de´composition
min max
Ωr
E
Θ
{∣∣∣fr (Θ,Ωr)−wr (Ωr)H fbr (Θ)∣∣∣2}
La plupart de ces crite`res donnent des configurations de base assez similaires pour les antennes
conside´re´es. Sans doute une prochaine e´tude pourrait apporter une re´ponse beaucoup plus
pre´cise sur le choix du crite`re.
La de´termination de ces configurations se fait pour une dimension de base N ′ connue
et peut eˆtre assez longues. En effet, toutes les combinaisons de configurations doivent eˆtre
teste´es (de l’ordre de GN
′
). Ceci n’est pas re´ellement un proble`me car toute cette partie de
minimisation est faite avant l’utilisation de l’antenne et la transmission de donne´es. Le choix
de la dimension peut par exemple eˆtre base´ sur la de´composition SVD qui permet de donner
un ordre de grandeur.
Calcul du crite`re de minimisation pour une antenne a` variables se´parables
Pour chaque re´cepteur, on cherche a` minimiser l’erreur (5.36) qui devient pour une antenne
avec des variables se´parables (5.13) et (5.27) :
E
Ω
{
b (Ω)H
[
IN −B†HBH
]
Ra
[
IN −BB†
]
b (Ω)
b (Ω)H Rab (Ω)
}
(5.37)
Pour une certaine dimension de base N ′ on cherche les configurations de base Ω1, . . . , ΩN ′
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qui minimisent cette e´quation. Comme on l’a vu pre´ce´demment, si N ′ ≥ N n’importe quelle
configuration de base est utilisable du moment que le rang de B soit N car aucune erreur de
reconstruction n’existe. Cette e´quation a surtout de l’inte´reˆt pour une re´duction de la base
c’est-a`-dire N ≥ N ′.
Il est possible de calculer Ra pour un re´seau ULA quelconque si la direction d’arrive´e suit
une loi uniforme. L’e´le´ment de la ligne p et de la colonne q de Ra a pour valeur :
Rpq =
1
pi
pi∫
0
ej2pi∆(p−q) cosφdφ (5.38)
=
1
pi
pi/2∫
−pi/2
e−j2pi∆(p−q) sinφdφ (5.39)
=
1
pi
pi/2∫
−pi/2
cos (2pi∆ (p− q) sinφ) dφ− j 1
pi
pi/2∫
−pi/2
sin (2pi∆ (p− q) sinφ) dφ (5.40)
=
1
pi
pi/2∫
−pi/2
cos (2pi∆ (p− q) sinφ) dφ− 0 (5.41)
=
1
pi
pi/2∫
0
cos (2pi∆ (p− q) sinφ) dφ+ 1
pi
0∫
−pi/2
cos (2pi∆ (p− q) sinφ) dφ (5.42)
=
1
pi
pi/2∫
0
cos (2pi∆ (p− q) sinφ) dφ+ 1
pi
pi∫
pi/2
cos (2pi∆ (p− q) sinφ) dφ (5.43)
=
1
pi
pi∫
0
cos (2pi∆ (p− q) sinφ) dφ (5.44)
= J0 (2pi∆ (p− q)) (5.45)
ou` J0 (.) est la fonction de Bessel d’ordre 0.
Si un calcul de Ra pour une loi de Laplace est ne´cessaire, une forme approximative peut
eˆtre faite a` partir de l’article [32].
Calcul du crite`re de minimisation suite a` une de´composition SVD
L’utilisation de la de´composition SVD compacte nous a mene´s a` exprimer le diagramme
de rayonnement sous la forme 5.34. Une discre´tisation de l’e´quation pre´ce´dente revient a`
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minimiser :
1
G
G∑
g=1
bHg
[
IN −B†HBH
]
Ra
[
IN −BB†
]
bg
bHg Rabg
(5.46)
ou` Ra =
1
A
aaH et bg correspond a` la g-ie`me colonne de b.
Configurations pour les antennes e´tudie´es par minimisation de l’erreur de recons-
truction
Les tableaux 5.1 et 5.2 contiennent les indices des configurations de base pour des re´seaux
ULA de longueur L = 2, le premier pour N = 4 et le second N = 8. Seuls les cas ou` il
y a des erreurs de configurations ont e´te´ e´tudie´s ici, c’est-a`-dire , N ≥ N ′. Les coefficients
de configurations ont e´te´ calcule´s a` partir de 5.23 et non 5.20 car ces derniers offrent des
performances me´diocres comme le montrent les simulations 6.3.
Tableau 5.1 Configurations de base pour un re´seau ULA N = 4 et L = 2 par minimisation
de l’erreur de reconstruction
Dimension Indices
1 8
2 8 15
3 2 8 14
Tableau 5.2 Configurations de base pour un re´seau ULA N = 8 et L = 2 par minimisation
de l’erreur de reconstruction
Dimension Indices configurations de base
1 3
2 4 12
3 4 13 14
4 2 3 12 14
5 0 2 3 13 14
6 1 2 4 12 14 15
7 0 1 3 4 12 13 15
Le tableau 5.3 est ge´ne´re´ pour des dimensions variant de 1 a` 10 pour l’antenne CRLH de
l’annexe B. The´oriquement, on devrait le faire pour des dimensions allant jusqu’a` 15 qui sont
tous les cas pre´sentant des erreurs de reconstruction (la de´composition SVD montre que cette
antenne posse`de 16 valeurs singulie`res non nulles). On ne le fait pas ici car les simulations
dans 6.7 montrent que pour des dimensions de´ja` en dessous de 10 l’erreur de reconstruction
ne se fait plus ressentir.
Ces configurations sont utilise´es pour comparer l’importance des erreurs dans 4.4.
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Tableau 5.3 Configurations de base pour une antenne CRLH par minimisation de l’erreur de
reconstruction
Dimension Indices configurations de base
1 12
2 8 12
3 4 8 13
4 1 4 8 13
5 1 3 6 10 14
6 1 3 5 8 11 14
7 0 2 5 7 10 12 15
8 0 2 4 6 9 11 13 15
9 0 2 4 6 7 10 12 14 15
10 0 1 3 5 7 9 11 13 14 15
...
...
5.4.2 Minimisation de l’erreur d’estimation
Conside´rons maintenant le cas ou` l’on souhaite minimiser l’erreur d’estimation. On a vu
dans 4.2 que cette erreur est relie´e au rapport signal a` bruit, au nombre de transmetteurs,
au nombre de mesures de canal et a` la matrice des coefficients de projection.
Minimisation de la norme des coefficients de projection
La norme de la matrice de covariance de l’erreur d’estimation du canal 4.31 est propor-
tionnelle a` ‖w (Ω)‖2F . Un crite`re simple est alors de trouver les configurations de base qui
minimisent
E
Ω
{‖W (Ω)‖2F}
Par construction de la matrice des coefficients de projection (3.11), la minimisation peut se
faire au niveau de chaque antenne :
E
Ωr
{‖wr (Ωr)‖22}
Les coefficients de projection sont calcule´s par la me´thode simple (5.23) pour la meˆme raison
que pre´ce´demment (meilleurs re´sultats que (5.20)). Encore une fois d’autres crite`res comme
le min max auraient pu eˆtre choisis.
La norme des coefficients de projection intervient aussi dans le calcul de l’estimation de
la norme de la matrice de canal de´termine´e dans (4.33). Il est important de voir que lorsque
‖wr (Ωr)‖22 est constant par rapport a` Ωr une partie de l’estimateur de la norme du canal
n’est plus ne´cessaire. De plus, la connaissance du SNR n’est plus requise au re´cepteur. En
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effet, on souhaite maximiser ρ˜r (Ω
r). Si une partie de cette fonction de Ωr est constante elle
est inutile a` la maximisation. On ne veut pas connaˆıtre la valeur maximale de la norme mais
uniquement la configuration qui la maximise. On note aussi que la variance de l’erreur est
alors fixe quelque soit la configuration estime´e.
Pour un re´seau ULA, lorsque N ′ = N , on a l’ine´galite´ suivante :
‖b (Ω)‖22
max |λB|2
≤ ‖w (Ω)‖22 ≤
‖b (Ω)‖22
min |λB|2
(5.47)
ou` les λB sont les valeurs singulie`res de la matrice B. La matrice B de´pend directement du
choix des configurations de base. Plus ge´ne´ralement cette ine´galite´ est vraie de`s que B est
normale 5. Si on arrive a` former une matrice B unitaire, les valeurs singulie`res maximales et
minimales sont e´gales. La norme des coefficients de projection est alors uniquement fonction
du vecteur b (Ω) sur lequel on n’a pas d’influence. En reprenant les configurations des dia-
grammes ULA propose´es a` 5.2.3, on obtient ‖wr (Ωr)‖22 = NN ′ pour N ′ ≥ N . La condition de
norme constante est donc possible.
Il est possible de trouver une expression litte´rale de la norme des coefficients pour un
re´seau ULA de deux e´le´ments. Pour deux configurations de base Ω1 et Ω2, on a la norme des
coefficients de projection pour cette antenne qui s’exprime :
‖w (Ω)‖22 =
sin2 [pi∆ (Ω2 − Ω)] + sin2 [pi∆ (Ω1 − Ω)]
sin2 [pi∆ (Ω2 − Ω1)]
(5.48)
Cette fonction n’est pas de´finie (elle tend vers l’infini) lorsque Ω1 − Ω2 ≡ 0
[
1
∆
]
. Ceci cor-
respond a` la condition d’inversibilite´ de la matrice B en 5.2.3. Elle est constante et vaut un
quelque soit la configuration lorsque Ω1 − Ω2 ≡ 1L
[
1
∆
]
. Cette condition impose l’orthogona-
lite´ entre les colonnes de B en 5.2.3. Si le nombre d’e´le´ments du re´seau augmente, il devient
assez difficile d’e´crire cette norme de manie`re litte´rale. On peut cependant ge´ne´raliser les
remarques faites avant. Pour un re´seau de N antennes avec N configurations de base, la
variance est infiniment grande si Ωp −Ωq ≡ 0
[
1
∆
]
pour p 6= q. Elle est constante et vaut n si
Ωp − Ωq ≡ pL
[
1
∆
]
pour p 6= 0.
Les tableaux 5.4 et 5.5 contiennent les indices pour diffe´rents re´seaux ULA. Pour en meˆme
temps minimiser l’erreur de reconstruction, on a uniquement conside´re´ les configurations ou`
le rang de B est min (N ′, N). Sans cette condition, les configurations trouve´es pour N ′ < N
n’ont pas de sens : performances exe´crables a` cause d’erreurs de reconstruction importantes.
Cette condition pour N ′ ≥ N supprime toute erreur de reconstruction.
Le tableau 5.6 est de´termine´ pour l’antenne CRLH de l’annexe B.
5. BBH = BHB
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Tableau 5.4 Configurations de base pour un re´seau ULA N = 4 et L = 2 par minimisation
de l’erreur d’estimation
Dimension Indices configurations de base
1 11
2 0 12
3 0 4 12
4 0 4 8 12
5 0 3 6 10 13
6 0 2 5 8 10 13
7 1 3 6 8 10 12 15
8 1 1 5 5 9 9 13 13
9 0 0 3 4 6 8 9 12 13
10 0 0 3 3 6 7 10 10 13 13
11 0 0 3 3 6 6 8 10 10 13 13
12 0 0 3 4 4 7 8 8 11 12 12 15
13 1 1 4 4 5 8 8 8 11 12 12 15 15
...
...
Tableau 5.5 Configurations de base pour un re´seau ULA N = 8 et L = 2 par minimisation
de l’erreur d’estimation
Dimension Indices configurations de base
1 14
2 2 14
3 0 8 14
4 2 4 10 14
5 0 2 4 8 14
6 0 2 4 10 12 14
7 0 2 4 8 10 12 14
8 0 2 4 6 8 10 12 14
9 0 2 4 6 8 10 12 12 14
10 0 1 3 4 5 7 9 11 13 15
11 0 1 2 3 5 7 9 11 13 14 15
12 1 3 4 5 6 7 8 9 10 11 13 15
13 0 1 2 3 4 5 6 8 10 11 12 14 15
...
...
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Tableau 5.6 Configurations de base pour une antenne CRLH par minimisation de l’erreur
d’estimation
Dimension Indices configurations de base
1 2
2 2 15
3 2 4 15
4 1 3 6 15
5 2 4 7 11 15
6 1 3 6 9 12 15
7 1 3 5 8 11 13 15
8 0 2 4 6 8 11 13 15
9 0 1 3 5 7 10 12 14 15
10 0 1 3 5 7 9 11 13 14 15
...
...
Re´pe´tition des configurations de base
Comme on peut le voir certaines configurations de base se re´pe`tent. Le cas flagrant est celui
pre´sente´ dans le tableau 5.1 pour des dimensions supe´rieures a` quatre. Une technique pre´sen-
te´e ici permet d’e´viter de calculer inutilement des coefficients de projection. On conside`re que
l’on connaˆıt de´ja` les coefficients de projection w1 (Ω), . . . , wN (Ω) pour N configurations de
base Ω1, . . . , ΩN . Imaginons que l’on veuille a` la place avoir N
′ configurations de base avec
N ′ =
N∑
n=1
mn ou` mn est le nombre de fois que la configuration Ωn est re´pe´te´e. Les nouveaux
coefficients rattache´s a` chaque configuration Ωn sont
1
mn
wn (Ω) dans la base de dimension
N ′. Pour le prouver il suffit de calculer la reconstruction du diagramme de rayonnement dans
cette nouvelle base avec ces coefficients de projection. En regroupant les configurations de
base on a :
N∑
n=1
mn∑
k=1
1
mn
wn (Ω) f (Θ,Ωn) =
N∑
n=1
wn (Ω) f (Θ,Ωn) (5.49)
= f (Θ,Ω) (5.50)
Conclusions du chapitre 5
La minimisation de l’erreur de reconstruction pour une base donne´e nous a mene´s a` une
e´quation permettant de de´terminer les coefficients de projection. On a ainsi pu voir que cette
de´composition est fortement relie´e a` notre capacite´ a` se´parer les variables de directions et de
configurations. Deux cas on e´te´ distingue´s : le cas ou` cette se´paration existe de´ja` dans le calcul
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des diagrammes de rayonnement (antennes ULA) et le cas ou` cette se´paration n’est pas visible
(antennes CRLH). Selon la dimension de la base on a montre´ qu’il e´tait possible d’annuler
l’erreur de de´composition. Pour une antenne ULA, cette dimension minimale correspond au
nombre d’e´le´ments composant le re´seau. Cette dimension est apparue aussi dans la me´thode
utilisant la de´composition SVD. Cette technique de de´composition s’est d’ailleurs ave´re´e tre`s
inte´ressante pour donner un ordre de grandeur de la dimension de la base pour une antenne
CRLH.
Apre`s la pre´sentation de me´thode de calcul des coefficients de projection, on a indique´ qu’il
fallait diffe´rentes manie`res de choisir les configurations de base. Le choix ces configurations
suit des crite`res de se´lection construits a` partir de la minimisation de l’erreur de reconstruction
et de l’erreur d’estimation.
On posse`de de´sormais pour chaque dimension des ensembles de configurations de base
et de coefficients de projection. Il reste a` de´terminer lesquels donnent les meilleures perfor-
mances.
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CHAPITRE 6
SIMULATIONS
Ce chapitre regroupe l’ensemble des simulations. Les parame`tres utilise´s durant les simu-
lations sont re´sume´s dans 6.1 et 6.2. On va faire le point dans 6.3 sur la me´thode de calcul des
coefficients de projection qu’il faut choisir (5.20) ou (5.23) et aussi la distribution qui doit eˆtre
conside´re´e pour la minimisation des erreurs de reconstruction (5.1). L’influence des erreurs
de reconstruction sur la capacite´ est e´tudie´e dans 6.4. Lorsque l’on commence a` prendre en
compte les erreurs d’estimation dans 6.5, on y introduit une capacite´ corrige´e permettant de
conside´rer le temps perdu dans l’estimation des canaux. C’est graˆce a` cette capacite´ que l’on
va pouvoir comparer notre technique avec celle mesurant le canal pour toutes les configu-
rations. Dans 6.6 et 6.7, on re´ussit a` de´terminer la dimension optimale de la base ainsi que
le nombre d’estimations ne´cessaire pour des syste`mes et des antennes spe´cifiques. Toutes les
simulations faites jusque la` auront pour but de maximiser la norme de la matrice de canal.
La maximisation du de´terminant est traite´e dans 6.8. Au final, on montre qu’il est possible
d’ame´liorer la capacite´ avec notre technique de se´lection de configuration.
6.1 Parame`tres des simulations
Les simulations se passent de la manie`re suivante. Pour une re´alisation particulie`re de ca-
nal, on est capable de trouver deux configurations : l’une optimale Ωmax issue d’une connais-
sance parfaite du canal pour toute configuration et l’autre Ω˜max issue de la reconstruction et
de l’estimation du canal. Dans certains cas on ne fait pas d’estimation des canaux de base,
on e´tudie seulement l’erreur de reconstruction 6.3 et 6.4. Ω˜max de´pend de la dimension de
la base, du nombre de mesures pour l’estimation et du SNR. Ωmax ne de´pend que du SNR.
Ces configurations sont de´termine´es afin de maximiser la norme de la matrice de canal ou
du de´terminant de la formule de la capacite´. Une fois ces configurations connues, on calcule
la capacite´ instantane´e pour cette re´alisation avec les ve´ritables valeurs du canal (et non
sa valeur estime´e). En moyennant les re´sultats sur toutes les valeurs, on obtient d’un coˆte´
C (SNR) de Ωmax et C (SNR, N,D) de Ω˜max. C (SNR, N,D) est donc une borne supe´rieure
de la ve´ritable capacite´. Elle est calcule´e a` partir de H
(
Ω˜max
)
et non H˜
(
Ω˜max
)
. En effet,
l’estimateur du canal a e´te´ conc¸u initialement pour trouver la configuration optimale et pas
pour eˆtre utilise´ lors du de´codage par exemple. C (SNR) repre´sente la capacite´ maximale
atteignable et elle est aussi prise comme borne supe´rieure de la capacite´ issue de l’estimation
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de tous les canaux.
Principalement deux e´le´ments sont repre´sente´s dans les figures : l’erreur de capacite´
C (SNR)− C (SNR, N,D) qui permet de voir la perte cause´e par l’utilisation de notre tech-
nique et l’erreur relative de la capacite´ C(SNR)−C(SNR,N,D)
C(SNR)
qui est plus en relation avec la
capacite´ de la technique propose´e a` bien reconfigurer l’antenne. La capacite´ moyenne est
calcule´e a` partir de 106 simulations ce qui correspond a` un intervalle de confiance a` 99%,
c’est-a`-dire environ une pre´cision de 5.10−3 bps/Hz pour la capacite´ et de 5.10−7 pour l’er-
reur relative.
Comme on l’a pre´cise´ auparavant, les antennes reconfigurables (re´seau ULA ou antenne
CRLH) se trouvent en re´ception. Les antennes e´mettrices sont des antennes omnidirection-
nelles. Les re´seaux d’antennes sont teste´s dans un syste`me 2× 2 avec deux re´cepteurs iden-
tiques, re´seau a` N = 4 ou N = 8 e´le´ments de longueur L = 2. La se´paration des antennes de
re´ception et d’e´mission est la meˆme ∆R = ∆T = L. L’antenne CRLH est teste´e uniquement
dans un syste`me SISO. Les caracte´ristiques de cette antenne se trouvent dans l’annexe B. Les
signaux arrivent selon M = 5 chemins diffe´rents. Lorsque ce n’est pas pre´cise´ les angles de
de´part et d’arrive´e sont inde´pendants et suivent une distribution uniforme. Les coefficients
d’atte´nuation sont i.i.d. et suivent une loi de la forme CN (0, 1). Ils sont aussi inde´pendants
des directions.
6.2 Nombre de configurations
Dans cette section, il n’est pas encore question de tester la technique pre´sente´e mais
seulement d’e´tudier l’effet sur la capacite´ du nombre de configurations disponibles. Le nombre
de configurations est de la forme G = 2K avec les de´phaseurs quantifie´s conside´re´s. Pour le
nombre de chemins choisi (M = 5), on va voir que K = 4 c’est-a`-dire seize configurations
pour les re´seaux e´tudie´s est un compromis acceptable. Pour comprendre pourquoi cette valeur
de´pend de K, il faut s’imaginer que si le signal arrive selon une unique direction, le meilleur
signal rec¸u est obtenu lorsque le maximum du diagramme de rayonnement pointe dans cette
direction. Or le nombre de directions dans laquelle est capable de pointer l’antenne de´pend
directement du nombre de configurations.
On teste comme valeur de K trois, quatre et cinq pour des re´seaux ULA de quatre et
huit antennes 1 de longueur L = 2. Ces re´seaux sont place´s en re´ception d’un syste`me MIMO
2 × 2. Pour chaque re´alisation de canal, on suppose connaˆıtre parfaitement la valeur de la
matrice de canal pour toutes les configurations. On choisit le meilleur re´glage d’antenne.
Les re´sultats sont pre´sente´s dans la figure 6.1. De manie`re ge´ne´rale, le re´seau de huit
1. Au passage on remarque bien que N est une puissance de deux et cette puissance est infe´rieure ou e´gale
a` K.
68
0 5 10 15 20 25 30 35 40
4
6
8
10
12
14
16
18
20
SNR en dB
Ca
pa
cit
é 
m
oy
en
ne
 e
n 
bp
s/
Hz
 
 
G=3
G=4
G=5
N’=8
N’=4
Figure 6.1 Influence du nombre de configurations sur la capacite´ pour diffe´rents re´seaux de
longueur L = 2
antennes a une meilleure capacite´. Ceci vient du gain plus important du re´seau : le maximum
du diagramme de rayonnement d’un re´seau a` huit antennes est de huit et est seulement de
quatre pour un re´seau de quatre antennes, ce qui revient a` doubler la valeur du canal. Or a`
haut SNR ou lorsque que le gain du canal est assez important, SNR
T
ρ (Ω) 1, on a la capacite´
qui peut s’e´crire de la manie`re suivante :
log2
[
1 +
SNR
T
ρ (Ω)
]
' log2
[
SNR
T
]
+ log2 [ρ (Ω)] (6.1)
' log2
[
SNR
T
]
+ 2 log2 [‖H (Ω)‖F ] (6.2)
Si la norme du canal double, on a donc une augmentation d’environ 2 bps/Hz. Cette diffe´rence
se retrouve bien sur la courbe.
Pour en revenir au nombre de configurations, si K augmente, la capacite´ augmente certes
mais pas de manie`re drastique. Par exemple, entre K = 5 et K = 3 pour le re´seau de huit
antennes, on a seulement gagne´ 0, 27 bps/Hz. Ce gain est quasi inexistant pour le re´seau de
quatre antennes (0, 07 bps/Hz). On choisit K = 4 c’est-a`-dire G = 16 configurations : avoir
G trop bas rend l’inte´reˆt d’une de´composition assez faible (N → G) et avoir G trop grand
augmente les besoins en puissance de calcul sans pour autant ame´liorer la capacite´.
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6.3 Influence de la me´thode de calcul des coefficients de projection dans diffe´-
rents contextes de distribution d’arrive´e
6.3.1 Choix du type de calcul et de la distribution
Maintenant que le choix du nombre de configuration a e´te´ fait il reste a` choisir la me´-
thode permettant de calculer les coefficients de projection. En effet, on a e´tabli deux formes
permettant de minimiser l’erreur de reconstruction. L’une est assez simple (5.23) et consiste
a` inverser (ou prendre son pseudo-inverse) la matrice B, l’autre est plus complexe (5.20)
et prend en compte la matrice de corre´lation des signaux d’arrive´e Ra. On va ici e´tudier
le cas du re´seau a` huit antennes dans lequel on prend uniquement cinq pour dimension de
base comme propose´ par la de´composition SVD dans 5.3.3. En plus de savoir quelle est la
meilleure me´thode de calcul, on souhaite de´terminer les conse´quences lorsqu’on utilise des
configurations de base et des coefficients de projection choisis pour une certaine distribution
alors que celle-ci ne correspond pas a` la re´elle distribution dans laquelle est utilise´e l’antenne :
par exemple, utiliser une loi uniforme alors que tous les signaux proviennent majoritairement
d’une certaine direction.
On compare ici trois paires de coefficients de projection. Chaque paire est compose´e des
deux techniques de calcul, simple (5.23) et complexe (5.20). La premie`re paire est calcule´e
pour minimiser l’erreur de reconstruction pour une distribution uniforme, la deuxie`me pour
un cas de cluster de position moyenne 70◦ et d’e´cart type 10◦ et la troisie`me pour un autre
cluster positionne´ cette fois en moyenne a` 100◦ et d’e´cart type 10◦. Les performances de
ces coefficients de projection sont simule´es pour les trois types de distribution d’angle ayant
permis de les e´tablir.
Pour un cluster, la loi de distribution prise pour la direction d’arrive´e est une distribution
de Laplace caracte´rise´e par sa moyenne φ0 et son e´cart type σφ. Cette distribution est assez
souvent utilise´e dans la litte´rature pour mode´liser des clusters comme par exemple dans [32].
Dans le tableau 6.1 on retrouve les indices des cinq configurations de base dans les trois
contextes de distributions pour les deux types de calcul. Les indices ont e´te´ calcule´s pour
minimiser l’erreur de reconstruction. Lorsqu’il y a un cluster sans grande surprise les confi-
gurations de base choisies correspondent a` des diagrammes de rayonnement pointant dans
la direction moyenne du cluster. Pour s’en convaincre il suffit de regarder la correspondance
dans la figure 5.5 entre les indices et la direction maximise´e.
Les figures 6.2, 6.3 et 6.4 repre´sentent l’erreur relative qui est faite sur la capacite´. La
figure 6.2 repre´sente les simulations lorsque les directions d’arrive´e suivent une loi uniforme.
Les six courbes (certaines sont superpose´es, elles sont plus visibles dans les figures suivantes)
sont les six cas pre´sente´s dans le tableau (trois distributions diffe´rentes fois deux types de
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Tableau 6.1 Configuration de base pour les trois distributions de direction d’arrive´e
Distribution Type de calcul Indices
Uniforme
Simple 0 2 3 13 14
Complexe 5 7 8 9 11
Cluster 70◦
Simple
0 1 2 3 15
Complexe
Cluster 100◦
Simple
0 1 13 14 15
Complexe
calcul pour les coefficients de projection). La figure 6.3 est faite lorsque la distribution re´elle
d’arrive´e des signaux suit une loi de Laplace de moyenne 70◦ et d’e´cart type 10◦. La figure 6.4
est quant a` elle ge´ne´re´e avec une loi de Laplace de moyenne 100◦ et d’e´cart type 10◦.
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Figure 6.2 Erreur relative de la capacite´ pour une distribution uniforme de la direction d’ar-
rive´e
De manie`re e´vidente, les configurations et les coefficients de projection choisis a` partir
de la me´thode complexe (5.20) offrent des performances bien meilleures que celles permises
par la me´thode de calcul simple quelque soit la distribution utilise´e. L’explication de ce
phe´nome`ne a e´te´ en partie donne´e lorsqu’on a fait la remarque que le calcul complexe des
coefficients de projection faisait intervenir plusieurs fois la matrice pseudo-inverse. Une ma-
trice pseudo-inverse utilise´e dans un proble`me de minimisation comme le noˆtre contient des
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Figure 6.3 Erreur relative de la capacite´ avec un cluster de position moyenne φ0 = 70
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erreurs inhe´rentes aux proble`mes de minimisation. Re´utiliser plusieurs fois dans un calcul
une matrice engendrant des erreurs me`ne a priori a` encore plus d’erreurs.
Le fait d’avoir des coefficients en accord avec la ve´ritable distribution ne garantit pas
la meilleure reconfiguration comme pour le cas du cluster a` 100◦ de la figure 6.4. De plus,
on constate aussi que de`s que les coefficients issus des cluster sont utilise´s dans un contexte
qui ne leur est pas propre, les performances en sont diminue´es alors que celles issues de loi
uniforme sont toujours moyennes voire meilleures. Dans un cas ou` la distribution re´elle est
inconnue, on peut donc dire que la distribution uniforme avec un calcul simple est un bon
choix interme´diaire.
Ce choix de distribution peut s’expliquer par la manie`re dont l’erreur de de´composition
se re´partit. Grossie`rement, on peut s’imaginer que l’erreur de de´composition se re´partit in-
versement a` la loi avec laquelle on la calcule : pour une loi uniforme, l’erreur se re´partit
uniforme´ment dans le domaine angulaire alors que pour une loi de Laplace cette erreur aug-
mente lorsque l’on s’e´loigne du cluster 2. Ainsi avec une loi de Laplace, on peut trouver une
exage´ration fortuite de la puissance rec¸ue dans des directions e´loigne´es de la position angu-
laire moyenne du cluster a` cause de l’erreur de de´composition. On peut ainsi eˆtre mene´ a`
choisir une mauvaise configuration. Or, lorsque le calcul de capacite´ est fait, on prend le gain
re´el du diagramme de rayonnement et non de celui qui est reconstruit. Il y a ainsi une forte
diffe´rence entre la capacite´ qui e´tait espe´re´e et la capacite´ re´elle pour cette configuration
soi-disant optimale. Une re´partition uniforme de l’erreur de reconstruction contre en partie
l’exage´ration du gain du diagramme de rayonnement quelque soit la re´elle distribution de la
direction d’arrive´e.
6.3.2 Effet de la dispersion de la direction d’arrive´e
On souhaite de´sormais connaˆıtre l’effet de la dispersion du cluster sur le choix de la
configuration optimale. On simule une nouvelle fois un cluster mais pour deux e´carts types
diffe´rents. Le cluster est en position 70◦ mais l’un a pour e´cart type 10◦ et l’autre 20◦. Les
configurations sont une nouvelle fois calcule´es pour minimiser l’erreur de reconstruction se-
lon une loi uniforme. Les coefficients de projection sont de´termine´s avec le calcul simple. La
figure 6.5 repre´sente l’erreur relative faite sur la capacite´. On a rajoute´ les re´sultats obtenus
par les coefficients issus du cluster d’e´cart type 10◦ pour une distribution re´elle suivant cette
loi et ceux issus de l’e´cart type 20◦ avec un distribution ayant cet e´cart type. Les simula-
tions montrent une nouvelle fois que la loi uniforme semble eˆtre le choix de distribution le
2. Lorsque l’on calcule l’erreur angulaire moyenne, on ponde`re chaque erreur angulaire par la distribu-
tion d’arrive´e du signal. Avec une loi de Laplace, les fortes erreurs e´loigne´es du cluster deviennent donc
insignifiantes a` cause de la faible valeur de la probabilite´ qu’un signal arrive dans ces directions.
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Figure 6.5 Influence de la taille du cluster
plus sense´ pour de´terminer les configurations minimisant l’erreur de reconstruction. En effet,
cette distribution est peut-eˆtre moins efficace pour une utilisation avec un cluster faiblement
disperse´ mais elle est meilleure pour des clusters plus grands. Ceci est tout a` fait normal :
les signaux proviennent majoritairement d’une meˆme direction avec un cluster. Selon son
e´cart type, plus ou moins de chemins se trouvent dans le lobe principal du diagramme de
rayonnement. Lorsque que la direction d’arrive´e suit une loi uniforme ou loi de Laplace avec
un fort e´cart type, la probabilite´ que le nombre de chemin arrivant dans le lobe principal est
plus faible que lorsqu’il y a un cluster concentre´. Le choix de la configuration re´cupe´rant le
plus de signal est alors plus dur a` faire si les signaux sont trop disperse´s.
6.4 Impact de la dimension de la base sur l’erreur de reconstruction
Comme on l’a vu dans le chapitre 5, la dimension de la base conditionne l’erreur de
de´composition et donc l’erreur de reconstruction. Dans cette section est e´tudie´ l’effet de la
dimension sur la valeur moyenne de la capacite´ sans prendre en compte l’erreur d’estimation.
On teste les performances de configuration de notre technique pour un re´seau ULA de quatre
e´le´ments avec une dimension variant de un a` trois. Les dimensions supe´rieures ne sont pas
de grande utilite´ car, l’en absence d’estimation et d’erreur de reconstruction, on est suˆr de
toujours faire le bon choix. On compare aussi les performances des configurations minimi-
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sant l’erreur de reconstruction du tableau 5.1 et celles minimisant l’erreur d’estimation du
tableau 5.4.
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Figure 6.6 Erreur de la capacite´ pour un re´seau ULA N = 4 et L = 2 avec uniquement erreur
de de´composition
L’erreur faite sur la capacite´ se trouve a` la figure 6.6. Sans grande surprise, plus la di-
mension est importante moins l’erreur de la capacite´ est importante. Ceci vient simplement
du fait que l’erreur de reconstruction est plus faible. Pour la meˆme raison, les configurations
minimisant l’erreur d’estimation offrent de moins bons re´sultats car aucun controˆle n’est fait
sur l’erreur de de´composition. On remarque d’autre part que l’erreur tend a` se stabiliser a`
haut SNR. L’erreur qui est faite sur la capacite´ peut se mode´liser par une constante C (N
′)
pour une dimension N ′ de la base. On a donc pour un SNR assez grand :
C (SNR, N ′,+∞) = C (SNR)− C (N ′) (6.3)
Pour symboliser l’absence d’erreur d’estimation on a pris comme valeur pour D l’infini. C va
eˆtre utile pour les simulations avec des erreurs d’estimation. Les valeurs de cette constante
sont pre´sente´es dans le tableau 6.2
D’autres simulations montrent que l’erreur sur la capacite´ se comporte de la meˆme manie`re
pour un re´seau de huit antennes que pour un re´seau de quatre antennes. Les valeurs de la
constante d’erreur de la capacite´ sont donne´es dans le tableau 6.3. Les dimensions six et sept
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Tableau 6.2 Constante d’erreur de reconstruction pour un re´seau ULA N = 4 et L = 2
Dimension
C C
minimisation erreur minimisation erreur
de reconstruction d’estimation
1 0, 99 2, 08
2 0, 59 1, 38
3 0, 32 0, 73
Tableau 6.3 Constante d’erreur de reconstruction pour un re´seau ULA N = 8 et L = 2
Dimension
C C
minimisation erreur minimisation erreur
de reconstruction d’estimation
1 1, 93 2, 66
2 1, 06 1, 37
3 0, 52 1, 57
4 0, 21 0, 65
5 0, 01 0, 33
6 0, 00 0, 00
7 0, 00 0, 00
permettent d’atteindre de manie`re tre`s proche la capacite´ espe´re´e (en tout cas en dessous du
seuil d’erreur de la simulation de 10−3 bps/Hz).
6.5 Erreur d’estimation et capacite´ corrige´e
6.5.1 Pourquoi modifier la capacite´ ?
On e´tudie ici l’impact d’une de´composition sans erreur de reconstruction dans lequel les
erreurs d’estimation sont prises en compte. On a vu que l’un des crite`res de minimisation de ce
type d’erreur est base´ sur la norme de la matrice des coefficients de projection. En l’absence de
reconstruction approximative, l’erreur d’estimation n’est pas tre`s proble´matique. On connaˆıt
de´ja` tous les ingre´dients permettant de diminuer l’erreur de reconstruction du canal : haut
SNR, faible norme de la matrice des coefficients de projection, grand nombre de mesures
de canal et base surdimensionne´e (augmente aussi le nombre de mesures du canal). Les
simulations avec nos e´le´ments actuels ne sont donc pas d’un grand inte´reˆt.Il suffit de prendre
la dimension la plus sense´e, c’est-a`-dire celle qui prend des mesures de chaque configuration,
et d’augmenter de manie`re arbitraire D : l’erreur tend tout simplement vers ze´ro.
Il manque en fait un parame`tre que l’on n’a pas encore pris en compte dans le calcul de la
capacite´ : c’est le temps ne´cessaire aux estimations. Sans cela il n’y a d’ailleurs aucun inte´reˆt
76
a` e´tudier de nouvelles techniques de configuration. La capacite´ originale C est remplace´e par
la capacite´ corrige´e de la forme S−E
S
C ou` E est le nombre d’intervalles de temps total utilise´
pour l’estimation des canaux. Ce terme correctif est aussi utilise´ dans [4]. Une valeur pour
S utilise´e dans les trames IS-136 est 162. De manie`re assez simpliste, en absence d’erreur de
reconstruction on peut dire que la configuration est toujours optimale. La me´thode consistant
a` mesurer toutes les configurations a donc pour capacite´ corrige´e :
S −GD
S
C (SNR)
Les autres capacite´s issues de la de´composition sont de la forme :
S −N ′D
S
C (SNR, N ′, D)
Notre technique prend donc de l’inte´reˆt de`s qu’il est possible d’avoir N ′ < G ce qui est simple
a` faire pour un re´seau d’antennes. La capacite´ maximale atteignable est toujours C (SNR).
Les simulations vont permettre de de´terminer la meilleure combinaison du nombre de canaux
a` estimer et du nombre de mesures par canal.
6.5.2 Re´sultats obtenus avec cette capacite´
La figure 6.7 contient l’erreur relative de la capacite´ corrige´e qui s’exprime comme
C (SNR)− S−N ′D
S
C (SNR, N ′, D)
C (SNR)
On fait toujours la comparaison avec le cas ide´al de la capacite´ pour une connaissance par-
faite du canal sans estimation. Seules les trois meilleures combinaisons dimension/nombre
d’estimations sont pre´sente´es. Elles sont N ′ = 4 et N ′ = 5 avec D = 2 et N ′ = 4 avec
D = 3. Ces combinaisons correspondent aux trois plus faibles valeurs que peut prendre N ′D
le nombre total de mesures du canal. On remarque aussi que ces trois courbes convergent
vers une certaine valeur que l’on peut de´terminer. En absence d’erreur de reconstruction,
C (SNR, N ′, D) tend vers C (SNR) au fur et mesure que D, N ′ ou le SNR augmentent. L’er-
reur relative converge donc vers N
′D
S
. La technique mesurant toutes les configurations avec
un nombre minimal de mesures (D = 2) converge vers une erreur relative de GD
S
' 20%.
Cette valeur est bien loin des performances atteintes par notre technique de configuration
dont l’erreur relative converge avec la meilleure combinaison de N ′ et D a` environ 5%. A`
faible SNR, l’erreur relative est toujours bien plus faible que 20%. De plus, il ne faut pas
oublier que la valeur 20% a` faible SNR ne prend pas en compte l’erreur d’estimation. On
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Figure 6.7 E´cart relatif de la capacite´ corrige´e pour un re´seau ULA N = 4 et L = 2 en
absence d’erreur de reconstruction
a donc une ame´lioration de la capacite´ d’environ (G−N
′)D
S
' 15% par rapport a` la capacite´
maximale atteignable avec notre me´thode.
6.6 Choix de la dimension et des configurations
6.6.1 Prise en compte des deux types d’erreur
De´sormais on conside`re les deux types d’erreur et on va tenter de de´terminer les meilleures
configurations pour les diffe´rents re´seaux utilise´s jusqu’a` maintenant. Dans la figure 6.8, on
pre´sente l’e´cart de capacite´ entre C (SNR) et C (SNR, N ′, D) pour diffe´rentes dimensions
(donnant des erreurs de reconstruction) et diffe´rentes valeurs de D pour un re´seau de quatre
antennes. Le cas D = +∞ correspond au cas sans erreur d’estimation traite´ dans 6.4. On
a garde´ seulement les configurations minimisant l’erreur de reconstruction. Seules ces confi-
gurations sont inte´ressantes car comme on peut voir que l’erreur faite sur la capacite´ reste
proche de celle effectue´e en l’absence d’estimation dans 6.4. D’ailleurs, a` haut SNR, l’effet
de l’erreur d’estimation visible a` faible SNR s’estompe et les courbes convergent vers les
constantes d’erreur donne´es dans le tableau 6.2. Pour une dimension donne´e, l’erreur d’es-
timation est a` son maximum lorsque D = 2. Le fait que l’erreur d’estimation soit visible a`
faible SNR malgre´ l’erreur d’estimation est a` relier a` la comparaison qui avait e´te´ faite dans
78
0 5 10 15 20 25 30 35 40
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
SNR en dB
Er
re
ur
 c
ap
ac
ité
 e
n 
bp
s/
Hz
 
 
D=2
D=3
D=4
D=∞
N’=1
N’=2
N’=3
Figure 6.8 Erreur de la capacite´ pour un re´seau ULA N = 4 et L = 2 avec erreurs de
reconstruction et d’estimation
le tableau 4.1. Le cas de la dimension N ′ = 1 est assez particulier car l’effet de l’estimation
est invisible meˆme a` faible SNR.
Encore une fois ici le calcul de la capacite´ n’a pas pris en compte le temps ne´cessaire aux
estimations. Une manie`re simpliste de voir les re´sultats est d’omettre l’erreur d’estimation
tout en gardant le coefficient de correction de la capacite´. Notre technique est donc meilleure
que celle estimant toutes les configurations a` condition que :
S −GD
S
C (SNR) <
S −N ′D
S
[C (SNR)− C (N ′)]
⇔ SC (N ′) < D (G−N ′)C (SNR) +DC (N ′)
⇔ D
S
>
C (N
′)
(G−N ′)C (SNR) + C (N ′)
On a donc une condition minimale a` respecter sur le rapport du nombre d’intervalles utilise´s
pour une estimation avec la taille de la trame. Ce rapport de´pend de la valeur de la capacite´
pour un SNR donne´. Dans l’intervalle de SNR conside´re´, la valeur minimale de la capacite´
est 4, 33 bps/Hz (voir la figure 6.1). Le rapport doit donc eˆtre de 1, 50% pour N ′ = 1, de
0, 97% pour N ′ = 2 et de 0, 56% pour N ′ = 3. En choisissant D = T = 2 et S = 162, le
rapport D
S
est de 1, 2%. Pour une dimension de deux et plus, la technique de de´composition
offre de meilleurs re´sultats qu’un test sur toutes les configurations. En utilisant le tableau 6.3
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et une capacite´ minimale de 6, 07 bps/Hz, on peut montrer pour des re´seaux de huit e´le´ments
qu’une dimension de trois ou plus ame´liore a priori les re´sultats.
En absence d’erreur de reconstruction, on avait montre´ que l’erreur relative de la capacite´
corrige´e converge vers N
′D
S
. Ceci est toujours vrai en pre´sence d’erreur de reconstruction car
a` partir d’un certain SNR pour une dimension donne´e, C (N
′) C (SNR).
6.6.2 Choix optimaux pour nos re´seaux d’antennes e´tudie´s
Lorsque l’on rassemble toutes les simulations pour le re´seau de quatre e´le´ments avec
correction de la capacite´ on obtient la figure 6.9. Cette figure contient les configurations et
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Figure 6.9 E´cart relatif de la capacite´ corrige´e pour un re´seau ULA N = 4 et L = 2
combinaisons de N ′ et D pour des re´seaux de quatre antennes permettant d’atteindre les
meilleurs re´sultats pour une trame S = 162. Ainsi sur la plage de SNR conside´re´e, le meilleur
choix semble eˆtre une dimension N ′ = 4 (sans erreur de reconstruction) et deux mesures par
canal (2 = T est la plus faible valeur de D possible). Avec une telle configuration, on arrive
a` une ame´lioration de la capacite´ d’environ 15% en comparaison avec la me´thode estimant
tous les canaux.
Une comparaison de toutes les possibilite´s pour un re´seau de huit antennes nous laisse
comme re´sultat final la figure 6.10. Pour ce cas la` l’ame´lioration de la capacite´ est d’environ
de 14%. On garde encore la plus petite valeur possible pour D c’est-a`-dire le nombre de
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Figure 6.10 E´cart relatif de la capacite´ corrige´e pour un re´seau ULA N = 8 et L = 2
transmetteurs, deux. La dimension a` choisir de´pend du SNR. A` faible SNR, le mieux est
de choisir une dimension de cinq et a` haut SNR une dimension de quatre. Ceci vient tout
simplement du fait que l’erreur relative de la capacite´ converge vers 6, 2% pour une dimension
de cinq et vers 4, 9% pour une dimension de quatre. La dimension plus importante a` faible
SNR permet de contrer l’erreur d’estimation. On pre´cise que ces configurations sont celles
permettant de minimiser l’erreur de reconstruction.
6.6.3 Dimension de base sept pour les re´seaux de huit e´le´ments
Dans la comparaison entre les erreurs d’estimation et de reconstruction de la partie 4.4, on
avait montre´ que, pour une dimension de sept avec un re´seau de huit antennes, la premie`re
erreur devenait plus faible que la seconde autour de 18 dB pour D = T . La figure 6.11
contient l’erreur relative de la capacite´ pour les deux configurations minimisant ces deux
types d’erreur.
Les deux courbes se rejoignent bien au niveau des 18 dB : les configurations minimisant
l’erreur de reconstruction donnent des re´sultats bien plus mauvais que les configurations
minimisant l’erreur d’estimation a` faible SNR (environ 17% de diffe´rence a` 0 dB). Une fois le
seuil de SNR de´passe´, l’utilisation des configurations en relation avec la de´composition n’offre
pas de re´elle ame´lioration (environ 0, 01% de diffe´rence a` 40 dB). Avec une dimension de base
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Figure 6.11 Influence du crite`re de minimisation sur la capacite´ pour un re´seau ULA N = 8
et L = 2 de dimension de base 7
sept, l’erreur de reconstruction est de´ja` faible avec les configurations minimisant l’estimation.
L’inte´reˆt d’utiliser d’autres configurations de base est donc faible.
6.6.4 E´tude de la distribution de se´lection des configurations
Il est possible d’e´tudier la distribution de la se´lection des diagrammes de rayonnement
afin de savoir s’il est vraiment utile de garder toutes les configurations. Pour le re´seau de huit
antennes, on a montre´ que le diagramme de rayonnement ne posse`de pas de maximum dans
le domaine angulaire visible pour certaines configurations.
Commenc¸ons avec la distribution pour les deux re´cepteurs de re´seaux a` quatre e´le´ments
qui se trouve a` la figure 6.12. La re´partition est grossie`rement uniforme a` part pour les
configurations d’indice six, sept, huit, neuf et dix. Ceci vient du fait de la re´partition des
maximums des diagrammes selon la configuration de la figure 5.4 et de la loi uniforme que
suit la distribution d’arrive´e. La configuration d’indice huit a un maximum a` 0◦ et 180◦ alors
que tous les autres n’en ont qu’un seul. Un autre facteur est le manque de maximum sur
les extre´mite´s angulaires. Les configurations y ayant des maximums ont donc plus de chance
d’eˆtre se´lectionne´es. Les autres maximums pour les autres configurations sont environ re´partis
uniforme´ment dans le domaine angulaire. La probabilite´ qu’elles soient se´lectionne´es est alors
sensiblement la meˆme.
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Figure 6.12 Se´lection des configurations pour un re´seau ULA N = 4 et L = 2
La probabilite´ de se´lection des configurations pour les re´seaux de huit e´le´ments est pre´-
sente´e dans la figure 6.13. Elle est aussi tout a` fait compre´hensible par la re´partition des
maximums de la figure 5.5. Les configurations n’ayant aucun maximum dans le domaine
visible sont peu voire jamais se´lectionne´es. Les configurations les plus se´lectionne´es corres-
pondent aux directions ou` il y a le moins de maximum. Pour ce re´seau, au lieu de reconstruire
ou d’estimer les canaux pour les G = 16 configurations, seules pour neuf d’entre elles ce sera
vraiment utiles. Le rapport GD
S
qui permet de voir l’erreur relative de la technique estimant
tous les canaux passe alors de 20% a` 11%. Les re´sultats de la technique de de´composition pour
ce re´seau pre´sente´ dans la figure 6.10 offrent encore de meilleurs re´sultats et l’ame´lioration
de la capacite´ passe de 14% a` 5%.
6.7 Syste`me SISO avec antenne CRLH en re´ception
On e´tudie de´sormais la reconfiguration de l’antenne CRLH de l’annexe B dans un syste`me
SISO. Un syste`me SISO est pris car cette antenne se reconfigure selon la fre´quence utilise´e.
Si on avait un syste`me avec deux re´septeurs CRLH, ces re´cepteurs auraient toujours la meˆme
configuration ou les e´metteurs devraient envoyer les signaux avec deux fre´quences diffe´rentes.
Toutes les remarques faites pour les re´seaux d’antennes s’appliquent aussi pour cette
antenne. Les erreurs d’estimation et de reconstruction ont les meˆmes effets sur la capacite´
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Figure 6.13 Se´lection des configurations pour un re´seau ULA N = 8 et L = 2
avec cette antenne. On est capable de de´terminer les constantes C pour les deux ensembles
de configurations de base. Elles sont regroupe´es dans le tableau 6.4.
A` haut SNR, la minimisation de l’erreur de reconstruction semble eˆtre le choix le plus
ade´quat. On remarque aussi que pour des dimensions de cinq et plus cette erreur n’est plus
visible.
Lorsque l’on proce`de a` la simulation de notre technique avec l’estimation, l’erreur de
reconstruction et la capacite´ corrige´e, les configurations et nombres de mesures donnant les
meilleures performances sont regroupe´s a` la figure 6.14
Les deux meilleurs re´sultats sont obtenus pour une dimension de base de cinq avec encore
une fois la plus faible valeur possible pour D c’est-a`-dire le nombre de transmetteur, un. Les
configurations minimisant l’erreur de reconstruction donnent les meilleures performances :
environ 0, 1% de mieux que les configurations minimisant l’erreur d’estimation.
Pour un syste`me SISO, la valeur de l’erreur relative corrige´e en mesurant tous les canaux
GD
S
est de 9, 9%. Comme toutes les configurations posse`dent un maximum dans le domaine
angulaire visible, elles sont toutes possiblement se´lectionne´es par notre technique. On a donc
pris seize comme valeur de G. La technique de de´composition permet d’atteindre des erreurs
plus faibles de l’ordre de 3, 7%.
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Tableau 6.4 Constante d’erreur de reconstruction pour une antenne CRLH
Dimension
C C
minimisation erreur minimisation erreur
de reconstruction d’estimation
1 1, 97 3, 47
2 0, 98 1, 87
3 0, 50 0, 91
4 0, 05 0, 24
5 0, 00 0, 04
6 0, 00 0, 01
7 0, 00 0, 00
8 0, 00 0, 00
9 0, 00 0, 00
10 0, 00 0, 00
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Figure 6.14 Erreur relative de la capacite´ corrige´e dans un syste`me SISO pour une antenne
CRLH
85
6.8 Syste`me MIMO quelconque
Pour un syste`me MIMO quelconque le parame`tre a` maximiser est le de´terminant de la
capacite´. On simule ici un syste`me 2×2 avec des antennes ULA N = 4 et L = 2 de dimension
quatre dont les re´sultats sont pre´sente´s a` la figure 6.15 avec D = T = 2.
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Figure 6.15 Simulation de la technique pour une maximisation du de´terminant dans un sys-
te`me 2× 2 pour antennes ULA N = 4 et L = 2 de dimension quatre
La convergence a` haut SNR se fait toujours vers N
′D
S
' 4, 9%. On peut voir qu’a` faible
SNR l’erreur d’estimation nous fait atteindre presque 12% d’erreur relative a` 0 dB alors que
dans le cas de la maximisation de la norme a` la figure 6.9 l’erreur ne de´passait pas 7, 5%.
L’erreur cause´e par notre estimateur du de´terminant a` faible SNR est donc plus importante
que celle de l’estimateur de la norme. On obtient cependant toujours de meilleurs re´sultats
qu’en mesurant tous les canaux (20%). De plus, la dimension de base de quatre a e´te´ choisie
parce qu’elle nous avait permis d’atteindre les meilleurs performance dans la maximisation
de la norme de 6.6. Ce n’est pas dit que d’autres dimensions ne peuvent pas faire de meilleurs
re´sultats avec la maximisation du de´terminant.
Exactement les meˆmes remarques sont a` faire pour la figure 6.16 qui correspond au cas
des re´seaux de huit antennes avec une dimension de cinq.
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Figure 6.16 Simulation de la technique pour une maximisation du de´terminant dans un sys-
te`me 2× 2 pour antennes ULA N = 8 et L = 2 de dimension cinq
Conclusions du chapitre 6
Les simulations ont montre´ que la technique de de´composition permettait de mieux se
rapprocher de la capacite´ maximale que la technique mesurant le canal pour toutes les confi-
gurations. De´pendant de l’antenne et du syste`me MIMO ou SISO utilise´s, on note une ame´-
lioration de la capacite´ d’environ 5% a` 15%. Pour arriver a` de tels re´sultats, il nous a fallu
tout d’abord choisir la me´thode a` utiliser pour le calcul des coefficients de projection. On a
ainsi montre´ que la me´thode simple de (5.23) offre les meilleures performances. Par la meˆme
occasion, on a explique´ pourquoi la distribution la plus sense´e afin de choisir les configurations
minimisant l’erreur de de´composition est la distribution uniforme. Cette distribution permet
de garder toujours les meˆmes configurations de base et les meˆmes coefficients de projection
quelque soit la distribution re´elle de la direction d’arrive´e et cela sans de´grader grandement
la capacite´ du canal. On e´conomise ainsi beaucoup de temps en ne de´terminant pas la dis-
tribution re´elle et on ne recalcule pas non plus des configurations de base optimales ou des
nouveaux coefficients.
Sur toutes les antennes e´tudie´es, les choix de la dimension et de la configuration se sont
toujours porte´s sur celles minimisant l’erreur de de´composition sans pour autant toujours
l’annuler : une dimension de cinq pour le re´seau de huit antennes et l’antenne CRLH et
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une dimension de quatre pour le re´seau de quatre antennes. La comparaison de l’erreur
relative a` de hauts SNR est un bon indicateur pour savoir si cette dimension en vaut le
coup lorsqu’il y a de faibles erreurs de de´composition. Sans doute un travail supple´mentaire
permettrait de connaitre l’erreur de de´composition tole´re´e. Une ge´ne´ralisation possible a` tous
les re´seaux d’antennes ou` ∆ ≥ 1/2 pourrait eˆtre de prendre N ′ e´gal au nombre d’e´le´ments
du re´seau. Un point commun a` toutes les simulations est que le nombre optimal de mesures
pour l’estimation d’un canal a toujours e´te´ de D = T ce qui est sa valeur minimale pour
permettre une estimation. Il est important de noter que ces re´sultats ont e´te´ obtenus pour
une trame particulie`re de longueur 162.
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CHAPITRE 7
CONCLUSION
Ce me´moire s’est inte´resse´ a` la mise au point et a` l’e´tude d’une technique de reconfigura-
tion d’antennes dans un syste`me MIMO minimisant le plus possible le nombre de canaux a`
estimer. La recherche d’un telle technique est motive´e par l’utilisation d’antennes reconfigu-
rables pour ame´liorer la transmission des signaux sans alte´rer la capacite´.
7.1 Synthe`se des travaux
Pour un mode`le ge´ome´trique de canal de transmission, on a de´montre´ qu’il e´tait possible
de reconfigurer des antennes sans mesurer le canal pour toutes les configurations possibles.
Ceci est vrai que l’on prenne ou non en compte le couplage entre les antennes. La technique
de reconfiguration pre´sente´e ici peut s’appliquer a` des syste`mes MIMO. Elle est base´e sur
une de´composition particulie`re des diagrammes de rayonnement se´parant les variables de di-
rections et les variables de configurations. Cette de´composition montre que si l’on est capable
d’estimer le canal pour certaines configurations des antennes, il est possible d’en de´duire le
canal pour n’importe quelle configuration. Le choix de la configuration optimal peut ensuite
se faire par maximisation de la capacite´.
Ce choix de configuration par la technique de de´composition est sensible a` deux types
d’erreurs : l’une bien connue provient de l’estimation des canaux. Elle s’e´tend malheureuse-
ment aux calculs des canaux restants. L’autre re´sulte d’une erreur lors de la reconstruction
des canaux. On a montre´ que la premie`re de´pend de la norme des coefficients de projection
et la seconde est relie´e a` l’erreur de de´composition des diagrammes de rayonnement. Partant
de ces constats on a pu e´tablir des crite`res de se´lection des configurations de base.
Notre capacite´ a` de´composer les diagrammes de rayonnement est un e´le´ment central
de notre technique. La de´composition SVD s’est ave´re´e eˆtre un outil mathe´matique tre`s
inte´ressant : elle permet une estimation du nombre de configurations ayant une faible erreur
de de´composition. Par ailleurs, dans des cas particuliers (re´seaux d’antennes), on a montre´
que la de´composition peut se faire sans erreur mais ce n’est pas force´ment le meilleur choix
comme l’ont montre´ les simulations. Ces dernie`res nous ont permis de re´soudre plusieurs
proble`mes comme la technique a` utiliser pour le calcul des coefficients de projection ou
la distribution de la configuration d’arrive´e que l’on devait conside´rer dans nos crite`res de
se´lection de configurations de base.
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La prise en compte du temps perdu dans le calcul de la capacite´ nous a montre´ l’impor-
tance de la diminution du nombre d’estimation a` faire. De cette manie`re, on a pu montrer
que la de´composition permettait une ame´lioration de la capacite´ de 5%− 15% par rapport a`
une estimation des canaux pour toutes les configurations.
7.2 Limitations de la technique de de´composition et perspectives
Une limitation flagrante de notre technique est l’obligation d’avoir une antenne reconfi-
gurable dont le diagramme de rayonnement puisse se de´composer de la manie`re souhaite´e.
Pour les antennes re´seaux et l’antenne CRLH, cette de´composition ne posaient pas de pro-
ble`me. Cependant, la de´composition SVD que l’on a pre´sente´e comme tre`s inte´ressante a e´te´
seulement applique´e avec des mode`les the´oriques de diagramme de rayonnement et non pas
avec de vrais releve´s d’antennes.
Un autre point faible est la ne´cessite´ de modifier les trames de communication actuelles
pour permettre l’estimation des canaux de´sire´s. De plus, la trame que l’on a utilise´e pour les
simulations est de longueur bien spe´cifique. Les re´sultats finaux probablement changent si la
longueur totale de la trame augmente ou diminue.
Enfin, on a duˆ construire un estimateur de canal, mais ce dernier ne prend pas en compte
par exemple l’estimation du SNR. En plus d’affecter notre estimateur, la trame doit eˆtre
modifie´e afin de permettre cette nouvelle estimation. Ceci diminue encore plus la capacite´.
Le temps de calcul des canaux non-estime´s n’a pas non plus e´te´ pris en compte ainsi que la
possible re´-e´valuation du canal apre`s configuration pour le de´codage. La plupart de ces points
peuvent faire le sujet d’une e´tude plus approfondie de la technique pre´sente´e. On pourrait
aussi conside´rer d’autres mode`les de canaux comme celui de Kronecker par exemple.
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ANNEXE A
DIAGRAMME DE RAYONNEMENT D’UN RE´SEAU D’ANTENNES
LINE´AIRE UNIFORME
Cette annexe pre´sente le calcul du diagramme de rayonnement d’un re´seau d’antennes
line´aire uniforme. On se place sous l’hypothe`se d’ondes planes et les effets de couplage entre
les antennes sont ne´glige´s.
On conside`re le re´seau d’antennes line´aire uniforme (ULA) de la figure A.1 utilise´ dans [31].
Il est constitue´ de N antennes se´pare´es d’une distance normalise´e ∆. On de´finit la longueur
normalise´e du re´seau par L = N∆. L et ∆ sont des longueurs divise´es par la longueur d’onde
λ du signal rec¸u. Pour simplifier l’approche du re´seau, les antennes utilise´es sont suppose´es
omnidirectionnelles meˆme lorsqu’elles sont place´es dans l’environnement des autres antennes.
On note Ω le parame`tre de configuration du re´seau. Chaque e´le´ment du re´seau est suivi par
un de´phaseur dont la valeur est spe´cifie´e un peu plus tard.
z 
x 
y 
Antenne N 
Antenne 1 
Antenne n 
𝑘 
𝑟 𝑁 
𝑟 1 
𝑟 𝑛 
𝜃 
𝜙 
Figure A.1 Sche´ma du re´seau ULA
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φ est la colatitude variant entre 0 et pi et θ est la longitude qui varie entre 0 et 2pi. Chaque
antenne n se trouve a` une position rn :
rn =
 00
(n− 1) ∆λ
 (A.1)
k est le vecteur d’onde de l’onde incidente qui est suppose´e plane :
k = −2pi
λ
cos θ sinφsin θ sinφ
cosφ
 (A.2)
Le de´phasage de l’antenne n par rapport a` la premie`re antenne du re´seau est −kHrk =
2pi∆ (n− 1) cosφ = 2pi∆ (n− 1) Θ avec Θ = cosφ. On construit ainsi le vecteur
e (Θ) =

1
ej2pi∆Θ
...
ej2pi∆(N−1)Θ
 (A.3)
Connaissant le re´glage des de´phaseurs il est possible de de´terminer le diagramme du re´seau.
Diffe´rentes e´tudes montrent que si le n-ie`me de´phaseur a pour valeur e2pi∆(n−1)Ω, le diagramme
a un maximum dans la direction issue de Ω. Intuitivement, ce maximum s’explique par un
alignement des phases a` la sortie de chaque de´phaseur lorsque l’onde arrive selon φ = cos−1 Ω .
Le vecteur contenant les valeurs des de´phaseurs s’exprime facilement a` partir du vecteur (A.3)
pre´ce´dement de´fini puisqu’il s’agit de son conjugue´ e∗ (Ω).
Le diagramme de rayonnement s’exprime alors comme un produit scalaire :
f (Θ,Ω) = e (Ω)H e (Θ) (A.4)
=
N−1∑
n=0
ej2pi∆n(Θ−Ω) (A.5)
= ejpi∆(N−1)(Θ−Ω)
sin [pi∆N (Θ− Ω)]
sin [pi∆ (Θ− Ω)] (A.6)
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ANNEXE B
DIAGRAMME DE RAYONNEMENT D’UNE ANTENNE CRLH
Cette partie reprend brie`vement une technique permettant de de´terminer le diagramme
de rayonnement d’une antenne CRLH. Elle est davantage explique´e dans [33].
L’ide´e est de repre´senter l’antenne CRLH comme un re´seau d’antennes line´aire auquel
l’amplitude du signal de´croˆıt exponentiellement. Le diagramme de rayonnement de´pend de
la fre´quence ω
2pi
utilise´e et s’exprime de la manie`re suivante :
f (Θ) =
N∑
n=1
e−α(n−1)DejkD(n−1)(Θ−Θ0) (B.1)
ou` D est l’espacement entre les antennes.
Trois parame`tres de´pendent de la configuration ω de l’antenne : le nombre d’ondes dans
l’espace libre k = 2piω
c
, α qui caracte´rise une atte´nuation de l’onde et Θ0 =
β+q 2pi
D
k
la direction
dans laquelle pointe le diagramme de rayonnement ou` q est un entier. β est aussi une variable
de´pendant de la configuration. La de´termination de α et β est faite a` partir d’une mode´lisation
du circuit RF. Ce mode`le me`ne a` la construction d’une matrice ABCD dont les valeurs propres
sont directement lie´es avec les parame`tres recherche´s. Le livre [34] pre´sente des techniques
pour les obtenir. La matrice ABCD s’e´crit de la manie`re suivante[
A B
C D
]
=
[
1 + ZY Z (2 + ZY )
Y 1 + ZY
]
(B.2)
avec
Z =
1
2
[
R + j
(
ωLR − 1
ωCL
)]
(B.3)
et
Z = G+ j
(
ωCR − 1
ωLL
)
(B.4)
R, G, CL, LL, CR et LR ont des valeurs issues de la mode´lisation de l’antenne.
Il est possible d’e´crire les valeurs propres de cette matrice sous la forme e±γl ou` l est la
longueur de ligne LW et on a
α = Re {γ} (B.5)
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et
β = ±Im {γ} (B.6)
Le signe est a` choisir selon le sens de propagation du signal.
Dans toute notre e´tude l’antenne CRLH utilise´e est une antenne de n = 24 e´le´ments et
de longueur 16 cm. La mode´lisation de l’antenne est faite avec les parame`tres suivants :
Tableau B.1 Parame`tres de l’antenne CRLH
R 1 Ω
G 0 S
CL 0, 68 pF
LL 3, 38 nH
CR 0, 50 pF
LR 2, 45 nH
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ANNEXE C
INVERSION D’UNE MATRICE CARRE´E DE VANDERMONDE
L’inversion de ce type de matrice peut eˆtre utile pour le calcul des coefficients de projection
dans le cas d’un re´seau ULA. La me´thode rappele´e ici fait appel aux polynoˆmes de Lagrange.
On conside`re la matrice carre´e de Vandermonde suivante
B =

1 · · · 1
β1 · · · βN
β21 · · · β2N
...
...
...
βN1 · · · βNN

(C.1)
Les polynoˆmes de Lagrange sont de´finis de la manie`re suivante :
Ln (x) =
N∏
p=1,p 6=n
x− βp
βn − βp (C.2)
=
N∑
p=1
Mnpx
p−1 (C.3)
avec n variant entre 1 et N .Les e´le´ments Mnp sont rassemble´s sous une matrice M.
En calculant les valeurs de ces polynoˆmes pour les β1, . . . , βN , on a sous forme matricielle :[
Ln (β1) . . . Ln (βN)
]
=
[
Mn1 . . . MnN
]
B (C.4)
Ainsi, [
Ln (β1) . . . Ln (βN)
]
B−1 =
[
Mn1 . . . MnN
]
(C.5)
Or Ln (βp) = δnp.
[
Ln (β1) . . . Ln (βN)
]
B−1 repre´sente donc la n-ie`me ligne de B−1 qui est[
Mn1 . . . MnN
]
. Il s’ensuit que B−1 = M.
