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Compensation Cost Indexes with 
Data from Multiple Surveys 
W.  Brooks Pierce, John W.  Ruser, 
and Kimberly D. Zieschang 
Place-to-place compensation cost comparisons for areas within the United 
States are very much in demand to inform facility location decisions and local- 
ity salary administration policy in both the private and the public sectors. The 
Bureau of Labor Statistics (BLS) has operated geographically comprehensive 
surveys measuring locality wage levels since 1991, primarily to support the 
Federal Employee Pay Comparability Act (FEPCA). This law was enacted to 
align the locality compensation for federal employees with that of the compa- 
rable nonfederal workforce. Similar studies oriented more toward place-to- 
place comparisons of  compensation are undertaken in the private sector by 
several companies, often with specialties in certain industry and/or occupa- 
tion groups. 
Labor services differ in type and quality from area to area. The central prob- 
lem this paper considers is how indexes comparing employee compensation 
costs across geographic areas that account for the heterogeneity of jobs and 
workers may be formulated and calculated. A long-standing approach to the 
heterogeneity problem, taken, for example, by the BLS in the Occupational 
Compensation Survey program, is to make interarea comparisons only be- 
tween the same narrowly defined jobs that exist in every area for which com- 
parisons are to be made. The limitation of this approach is that the comparisons 
apply only to the population of jobs that are found in all areas, while jobs that 
are specific to only certain areas are excluded from the comparisons. 
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tion Research and Program Development Group of the Bureau of Labor Statistics’ Office of Com- 
pensation and Working Conditions. Kimberly D. Zieschang is a senior economist with the Inter- 
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Another approach, which we follow in this paper, is to define jobs more 
broadly by  industry and occupation and to utilize data for all jobs to make 
interarea comparisons. Within these broader groups, the compensation rates 
received by  specific jobs are then related to specific quantitative information 
on the characteristics of the jobs using a statistical model known in the eco- 
nomics and economic statistics literature as a hedonic model. Heterogeneity is 
controlled for by employing the parameters estimated in these hedonic models, 
fitted using regression analysis, to  adjust for observable characteristics of 
workers and jobs. This approach has the advantage of covering all jobs in each 
labor market. However, it requires additional information about jobs or work- 
ers that can be used as covariates in the hedonic regressions. 
To  provide a context and rigorous interpretation for our indexes, we begin 
with a standard microeconomic framework for input price indexes developed 
in a long economic index number literature, positing a model of producer input 
cost minimization conditioning on output and exogenously determined input 
prices. A good statement of this basic economic input price index framework 
applied to labor input cost measurement is given in Triplett (1983). Triplett 
also discusses the application of hedonic regression methods to adjust for la- 
bor quality. 
We  take these index number concepts and hedonic labor quality measure- 
ment methods and incorporate them into an integrated, computable index num- 
ber system. To construct place-to-place compensation comparisons, we use a 
Tornqvist index formula. We  adopt the Tornqvist formula, rather than alterna- 
tives also used in geographic price comparisons such as the Geary (1958)- 
Khamis (1970) “international prices” system or an adjusted Fisher ideal ap- 
proach, because the Tornqvist framework simultaneously displays five impor- 
tant features: 
First, the Tornqvist formulas that we use for bilateral comparisons have been 
shown by Diewert (1976) to be exact for the translog flexible functional form. 
By  implication, they accurately accommodate producers’ substitution deci- 
sions among types of labor services as their relative prices differ from place 
to place. 
Second, Caves, Christensen, and  Diewert  (1982a) have  shown that  the 
Tornqvist index number is exact even when there are significant differences in 
the underlying technology between situations compared. These indexes there- 
fore accommodate variations in the technology that producers select as they 
consider various site locations. 
Third, Kokoski, Moulton, and Zieschang (chap. 3 in this volume) provide a 
closed form for the class of all-systems  Tornqvist bilateral index numbers that 
are transitive, generalizing a result along these lines introduced by  Caves, 
Christensen, and Diewert (1982b), and provide a feasible algorithm for com- 
puting such systems of index numbers. Clearly, use of our compensation in- 
dexes to inform a salary administration policy for geographically dispersed 
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ity of gains and losses accruing to reassigned staff as a sole result of a series 
of relocations. 
Fourth, Kokoski, Moulton, and Zieschang (chap. 3 in this volume) demon- 
strate that the Tornqvist multilateral system of parities will aggregate in a natu- 
ral way with respect to a given classification hierarchy for types of labor. This 
facilitates explaining variations in aggregate compensation in terms of varia- 
tions in the component occupations making up the aggregate, an important 
property for a system of public compensation statistics. 
Fifth,  Kokoski,  Moulton, and  Zieschang  (chap. 3  in  this  volume) have 
adapted earlier exact index number results from Zieschang (1985, 1988) and 
Fixler and Zieschang (1992a, 1992b) to incorporate information on variation 
in the characteristics of  detailed items when making Tornqvist index number 
comparisons. In this index number framework, coefficients from hedonic com- 
pensation regressions are used in constructing labor quality-adjustment factors 
for place-to-place indexes of compensation rates. Because of the heterogeneity 
in the measured characteristics of labor employed within industry/occupation 
groups across areas, these exact quality adjustments are important for making 
accurate compensation comparisons from place to place. 
In section 4.1, we briefly state the microeconomic foundations of our ap- 
proach using standard production theory and show how the aggregate concep- 
tual bilateral area indexes of  this  framework can be operationalized using 
Tomqvist exact and superlative index numbers. We  then show how the dif- 
fering measured labor services characteristics that are encountered in various 
areas can be accounted for in the index framework. In section 4.2, we establish 
the implications of transitivity in our Tornqvist interarea index system, and, in 
section 4.3, we show how transitivity can be imposed with minimal adjustment 
of the data. In section 4.4, we apply this methodology to both establishment 
micro data on jobs from the U.S. Employment Cost Index (ECI) and area/ 
occupation/industry data  on  workers  from  the  Current Population Survey 
(CPS) and present labor services characteristics-adjusted  interarea wage and 
compensation indexes for thirty-nine major urban centers and rest-of-regional- 
division geographic areas. We conclude in section 4.5. 
4.1  Economic Index Number Concepts Incorporating Information on 
the Characteristics of Heterogeneous Labor Services 
Let p;  be the price or compensation rate in area a,  of which there are A areas 
in total, of labor services of occupation i.  Let 4; be the corresponding quantity 
purchased, and let x; be the vector of characteristics of the ith job specification 
for labor services transacted in area a. Let e;  represent the total labor services 
expense of  establishment h in area a, and let q; denote the vector of  labor 
services consumed by establishment h in area a with vector of characteristics 
x; and prices p;. 
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ing a given level of  output u;:  at expenditure level e;  so that the establishment 
expense incurred for a given quality of labor services as determined by  the 
vector x;:  would be 
where 4(u;,  x;,  q;)  is the joint production function of  establishment h.'  To 
reduce clutter, we condition on and suppress the nonlabor inputs used by estab- 
lishment h. 
We suppose further that an establishment in area a faces a hedonic locus of 
market equilibrium prices across the labor services quality spectrum given by 
p;: =  H'(x;)  and that the establishment minimizes the cost of achieving outputs 
u; over the characteristics of labor services, with the result that 
(1)  v  'h  Ji(U;:,  x;:, Pi)  +  V,,Pp,;E;(u:?  Xi? P:) =  0. 
Since Vxt:  p; = Vxt:  Ha and VPne(u;,  4,  p;) = G,  the latter by the Shephard 
Hotelling lemma, we have 
(2)  Vx,E;(u;,  xi, pi) = -VxgHa'q;:. 
If H" is semilog, as generally assumed in hedonic studies, so that 
(3)  In H; =  a;  +  pfx;, 
then the characteristics gradient expression can be rewritten 
(4)  VxaE;;(u;,  xi, pi) = -Pa'w;e;:, 
h 
where 
r  -l 
w;:  =  ;  N,  =  number of types (occupations) of labor, and 
pa'  = [  z]  ; N,  =  number of labor services characteristics. 
1. This particular joint production function is the input distancefunction, given by 175  Interarea Compensation Cost Indexes 
Diewert (1987) considers the area aggregation of individual establishments 
in the context of an area production function. We  follow this general notion 
but will require some modifications to handle the heterogeneity of labor ser- 
vice types and their prices within and between areas. Turning now to aggregate 
labor input expense over establishments in an area, we have 
E"(Z", X",  $0)  =  CE;(u;, x;,  p;), 
h 
where the arrow over an argument indicates the concatenation of vectors across 
establishments. We  then consider the labor services expenditure or cost func- 
tion in terms of log transformed price arguments as 
Qa(Za, Z", In$")  =  E"(Z",  X",  @a) 
We  aggregate across establishments in area a such that the expenditure- 
weighted average for characteristics and log-labor services prices represents 
the indicators determining area demand behavior, where area item demand for 
labor services is the sum of the establishment item demands for the area. We 
do not require strong aggregation conditions but effectively hold the distribu- 
tion of labor services characteristics and compensation rates fixed across estab- 
lishments within area a as in 
(5)  QQ(Za, X", Go)  =  Q"(ii',  18  Xu  +  v:,  I  8 Inu  +  vf,,), 
where p = i0  -  i @ 3,  vf,,  = In Fa -  I  @ In,  I  = a vector of ones equal 
in dimension to the number of establishments in area a, and @ = Kronecker 
product, which give the deviations of the area means from the individual estab- 
lishment values for labor services characteristics and log compensation rates 
paid. 
Using the derivatives of the expenditure function with respect to log prices 
expressed in  terms of  observable expenditure shares, Diewert (1976) and 
Caves, Christensen, and Diewert (1982a) have shown that the Tomqvist index 
number is exact for the translog flexible functional form, which differentially 
approximates any price aggregator function (i.e., cost of utility, input cost, rev- 
enue function) to the second order at a point, and it is exact even when some 
of the parameters (those on the first-order terms) of the underlying aggregator 
function are different in the two periods or localities compared. We  take the 
derivative of the area expenditure function with respect to establishment labor 
cost-weighted  aggregate arguments to obtain 176  W.  Brooks Pierce, John W.  Ruser, and Kimberly D. Zieschang 
where 
are, respectively, the within-firm labor cost shares of  occupations and  the 
between-firm labor cost shares of establishments in area u. 
Finally, we assume that the area aggregate labor services cost function In @ 
(u~,  ji", In)  has a quadratic, "semi-translog" functional form in its arguments 
with coefficients of second-order terms independent of location but with pos- 
sibly location-specific coefficients on linear terms. Following Caves, Christen- 
sen, and Diewert (1982a), then, we can derive the following (logarithmic) in- 
dex number result: 
In Zab 
1 
= -[ln@(iia,  ~b,  Inpb) -  ln@(iia,  x", 0) 
2 
+ lnQb(iib,  Xb, Gb)  -  lnQb(ib,  X",  Ga)]  (8) 
= T[~,np~nQ~(iia,  1  20,  lnpa) + ~,~~lnQb(iib,  ~b,Gjb)](L$  -  Ir;;;.) 
Substituting (6) and (7) into (8), we have 
- c(pf,w;+  z  p;q)(z;-  nf,)]. 
This is an extremely flexible result that permits all parameters of  the semilog 
"hedonic" labor services compensation equations to differ by area and reflects 
establishments' optimizing behavior in considering location and the available 
characteristics  of  labor services. 177  Interarea Compensation Cost Indexes 
4.2  Tornqvist Multilateral (Transitive) Systems of Bilateral 
Compensation Index Numbers 
In another paper, Caves, Christensen, and Diewert (1982b) noted that the 
system of bilateral Tornqvist interarea indexes is not transitive but developed 
a simply calculated multilateral variant satisfying  the transitivity property. Fol- 
lowing Kokoski, Moulton, and Zieschang (chap. 3 in this volume), we apply 
the following general implication of transitivity for this class of index number: 
(10)  =  cc[-p;wpl(x:  - xi) +  ccx;(p:w;  - p;wp> 
iz  iz 
+  Cwp(lnpP-  lnp;) +  c[-lnppI(wP-  w;), 
where Xp,  = a reference characteristic z for index item i across the entire re- 
gion, p:  = a reference coefficient for the characteristic  z of item i in a semilog 
hedonic equation explaining specification price across the entire region, py = 
a reference price for item i across the entire region, and Wp = a reference share 
for item i for the entire region, where ci  wp  = 1. If  this condition holds, the 
multilateral Tornqvist index has the form 
i  i 
The proof is given in  Kokoski, Moulton, and Zieschang (chap. 3 in this 
volume). Caves, Christensen, and Diewert (1982b) showed that application of 
the EKS principle to a system of bilateral Tornqvist indexes yields the price 
component of the above formula with the reference shares and log prices set at 
their simple arithmetic averages across areas. Clearly, these simple averages 
could also be calculated as total compensation  expenditure-weighted averages. 
Extension for the EKSKaves, Christensen, and Diewert (CCD) approach to 
our labor quality-adjusted index given by equation (1  1) would simply require 
that the zero-superscripted terms constituting the product of the reference he- 
donic coefficients of each characteristic with the reference share weight of the 
index items be set to the regional averages for these terms. In this paper, how- 
ever, we use the Kokoski, Moulton, and Zieschang regression method for de- 
termining the reference parameters, as detailed in section 4.3 below. 178  W. Brooks Pierce, John W.  Ruser, and Kimberly D. Zieschang 
4.2.1  Analysis of the Contribution of Labor Quality Indicators to Levels of 
Place-to-Place Indexes 
Because Tornqvist indexes are linear in the  log  differences of  detailed, 
quality-adjusted specification prices, the contribution of each quality indicator, 
say, full-time status, to the quality-level ratio between two areas can be readily 
calculated by exponentiating the appropriate weighted sums of log price differ- 
ences. These sums would be calculated from the transitive expression for the 
index given above, where it is expressed in terms of locality weights averaged 
with reference weights and price differentials from reference prices. The con- 
tribution to the level of  In  Tub  of labor characteristic z would simply be the 
subordinate sum 
4.3  Estimation of the Reference Values for Shares, Prices, 
and Determinants of Quality 
4.3.1  Adjusting for Labor Quality from Place to Place 
In the present study, we utilize wage and compensation cost data from the 
employment cost index (ECI) survey. This survey contains a limited amount 
of information about each surveyed job. We augment the observed characteris- 
tics of jobs with additional data on worker characteristics from the Current 
Population Survey (CPS). 
We follow the method of Kokoski, Cardiff, and Moulton (1  994), who con- 
struct interarea price  indexes for  consumer goods  using  country-product- 
dummy (CPD) regression (Summers 1973). We  first estimate wage and com- 
pensation costs regressions for each broadly defined job, where the covariates 
include worker and job attributes and local area dummies. Let p; represent the 
wage in the jth quote for job  i in location a, where a job is defined to be in 
an industryloccupation group. The wage can be described by  the following 
regression equation: 
(12)  lnp;  =  X;pt  +  Lf+ E;, 
where X; represents data on the characteristics of the job and the worker and 
where Lp  represents a local area effect for job i in area a.  This regression equa- 
tion allows the coefficients on X; and the local area effects to vary across jobs. 
Equation (12) is estimated by  weighted least squares, where the weights are 
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A standard practice is to utilize the estimation results from equation (12) to 
make interarea wage comparisons. The regression defines a decomposition of 
interarea wage differences into components due to interarea differences in at- 
tributes % and residual terms L;. Let pi,  be the zth element of the vector of 
weighted least squares estimates of -  pi from equation (12), and let x", be the zth 
element of  the vector $.  Also let In p; and Xf,  be weighted (by ECI sample 
weights) averages overj  of In p; and x;~,  respectively. Then, by the properties 
of the weighted least squares estimators, 
A Tornqvist index comparing wages in local area b to those in area a is 
defined (in logs) as 
(13) 
where w;  is cell i's share of the labor expenditure in locality a.  This differential 
can in effect be decomposed into contributions of the various covariates in X 
and contributions of the local area dummies. The contribution of the local area 
dummies takes the same form as (13), 
1 
2i 
lnT;b  =  -c(w;+  wp)(ip-  i;). 
Further, the contribution of the zth characteristic of the job or worker to the 
index in (13) is 
This contribution depends on interarea differences in average characteristics 
(the difference in the mean Xs) in conjunction with the importance of the zth 
characteristic in determining the wages in each job i (the biz).  The sum of these 
z contributions, plus In TZb, equals the Tornqvist index in (13). In the following 
sections, we present this decomposition for a (transitive, multilateral) set of 
Tornqvist bilateral index numbers. 
4.3.2  Multilateral Compensation Indexes: A Regression Approach for 
Imposing Transitivity with Minimal Adjustment of the Data 
In this paper, we  employ an alternative to (or a likely superclass of) the 
EKSKCD approach from Kokoski, Moulton, and Zieschang (chap. 3 in this 
volume) for making the system of bilateral indexes transitive. When this condi- 
tion on the cross-weighted differences of labor characteristics-adjusted  log re- 
gional prices is not met, the data may be minimally adjusted to satisfy transitiv- 
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using least squares to obtain the estimates 
This is a simplification of equation (10) since, if, as our CPD model assumes, 
the hedonic slope coefficients are the same across areas for each specification 
characteristic so that Pz = PP, = PP,,  the coefficient on the difference between 
the share vectors of the two areas is a characteristics-adjusted reference price 
vector and no reference characteristics vector can be separately identified. 
4.4  An Application to U.S. Labor Compensation Data 
4.4.1  Data 
The micro  data used to  construct the interarea indexes come from two 
sources: the employment cost index (ECI) and the Current Population Survey 
(CPS). The ECI data program produces quarterly indexes that measure changes 
over time in wages and salaries and in the cost of total compensation. These 
indexes are calculated from micro data collected for sampled jobs in sampled 
establishments. All jobs in nonfarm private industry and in state and local gov- 
ernments are within the scope of the survey, meaning that the occupation cov- 
erage of the survey is nearly complete. The micro data available include the 
mean hourly wage and mean hourly compensation costs for all incumbents 
in the sampled jobs. Other data elements describe job or establishment charac- 
teristics: the establishment's number of employees; whether the employment 
is  full-time or  part-time; and  whether the job  is covered by  a  collective- 
bargaining agreement. This study utilized the data for 18,486 sampled jobs for 
the fourth quarter of  1993 in nonagricultural private industry. Details of vari- 
able definitions, sample exclusion restrictions, and summary statistics for all 
data are in appendix A. 
A shortcoming of the ECI is that it does not collect key variables that are 
widely believed to measure human capital: education and labor market experi- 
ence. To obtain these variables, data from the CPS were merged with the ECI 
micro data. The CPS is a monthly survey of households that contains informa- 
tion about the demographic characteristics and employment outcomes of indi- 
viduals. For current purposes, we used the three monthly surveys for the fourth 
quarter of 1993 and restricted our sample to employed individuals in nonagri- 181  Interarea Compensation Cost Indexes 
cultural private industry.  We collected information on schooling, age, industry, 
occupation, and area of residence for a sample of almost 140,000  workers. 
Merging the data from the CPS with the ECI presents a challenge because 
the ECI micro data contain the means for jobs while the CPS contains data for 
individuals and, of course, the individuals covered in the two surveys are not 
necessarily the same. The strategy we  followed was  to calculate weighted 
mean values for CPS variables for cells defined by local area, occupation, and 
industry. The industry and occupation cell classification used for this purpose 
was determined by the availability of data; we chose to create cells defined by 
local area, major occupation group, and six industry groups. 
After matching the CPS cell-level data to the ECI micro data for individual 
jobs, we had to determine an appropriate locality/industry/occupation classifi- 
cation for the purposes of computing the interarea indexes. The methodology 
in the previous section, specifically equation (12), calls for estimating separate 
regressions for cells defined by  industry and occupation in order to recover 
estimates of local area dummies for each cell. There is a trade-off between the 
size of the smallest local area for which we can calculate interarea indexes and 
how finely the industry/occupation cells can be disaggregated. We  selected a 
set of  cities that included both those that are the largest and those that are 
of interest in the federal pay-setting process. The remainder of the data were 
aggregated into census geographic divisions (as “rest of  division”). We then 
determined that indexes could be calculated for these local areas using eigh- 
teen industry/occupation cells, defined by major occupation group and whether 
the job is in a goods- or service-producing industry. 
To give the reader a feel for the underlying data, we present some summary 
data in tables 4.1 and 4.2. Table 4.1 gives wage and compensation shares and 
levels by our job classification scheme; major occupation groups are presented 
within the two broad industrial groupings. The first column, labeled wage 
share, reports the fraction of total wages that falls in the given category. These 
statistics are useful for showing where the bulk of the data reside. The second 
column simply reports the average hourly wage in the given cell (all figures 
are in nominal dollars). Roughly speaking, the professional, technical, and ex- 
ecutive occupations have the highest hourly wages, production workers and 
operatives have average wages, and laborers and service workers have below- 
average wages. There is a noticeable difference between the broad industry 
aggregates, with  average wages  in  any  particular occupation group being 
higher in the goods-producing industries. The third column gives shares of 
total compensation. Goods-producing industries have higher shares of  total 
compensation than of total wages, reflecting the fact that a higher fraction of 
compensation comes in the form of  benefits for workers in those industries. 
This fact is apparent in comparing average wages, in the second column, to 
average hourly compensation costs, in the final column. Finally, one other ob- 
vious inference that can be drawn from this table is that, given the wide varia- 
tion in wages and compensation costs across jobs, index numbers might be 182  W. Brooks Pierce, John W. Ruser, and Kimberly D. Zieschang 
Table 4.1  Industry/Occupation Shares, Wages,  and Compensation 
Wage  Average  Compensation  Average 





























































































Source: Winter 1993 employment cost index. 
Note:  Wage share and compensation share are wage and compensation shares in the nonhouse- 
hold, nonfederal, nonagricultural economy.  Average wage and average compensation refer to aver- 
age hourly wages and compensation in nominal dollars, where averages within industry/occupa- 
tion class are weighted by  ECI sample weights. 
expected to yield very different results than simple interarea differences in 
average compensation  rates whenever there are interarea differences in the dis- 
tribution of jobs. 
Table 4.2 gives employment shares and average compensation  by local area. 
The compensation  shares, showing each local area’s compensation as a fraction 
of total U.S. compensation,  give some idea as to which metropolitan statistical 
areas have relatively few ECI  job quotes. Because of their small sizes, localities 
such as Charlotte and Columbus might be expected to have fairly noisy com- 
pensation index estimates. The “rest-of-division” localities, on the other hand, 
tend to be rather large. Comparing column 2 with column 1 shows that larger 
metropolitan areas tend to have the highest average compensation costs, the 
“rest-of-division’’  localities the lowest. The final column (compensation relu- 
tive)  gives average compensation in the local area relative to the overall average 
compensation level in the data. The range in these area relatives is quite large. 
At one extreme, compensation in the Detroit, New York, and San Francisco 
areas is approximately 134 percent of  average compensation in the United 
States; at the other extreme lies the East South Central locality, with 73 percent Table 4.2  Compensation by Local Area 
~~  ~~~  ~~ 
Local Area and Rest  Compensation  Average Hourly  Compensation 

















































East South Central 
Houston 
Dallas 
West South Central 
North Central Region 
,039  19.19  113.1 
,024  22.70  133.8 
.010  17.33  102.2 
,008  16.34  96.3 
.007  17.46  102.9 
,006  15.89  93.7 
.006  15.99  94.3 
,005  18.59  109.6 
,062  14.23  83.8 
,011  17.35  102.2 
,006  20.94  123.4 
,006  18.27  107.7 
,052  14.74  86.9 
South Region 
,026  21.84  128.7 
,014  17.81  105.0 
,009  14.45  85.2 
,008  13.89  81.9 
.005  14.32  84.4 
,077  13.82  81.5 
,042  12.35  72.8 
,020  19.21  113.2 
,018  17.17  101.2 




































,039  15.42  90.9 
Source: Winter 1993 employment  cost index. 
Note: Compensation share is the area share of compensation  in the nonhousehold, nonfederal, nonagricultural 
economy. Average compensation is average hourly compensation in nominal dollars, weighted by ECI sample 
weights. Compensation relative is the ratio of the local area average compensation to the US. average compen- 
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of overall average compensation. A comparison of these figures with the index 
numbers presented below will give some idea as to the importance of interarea 
differences in job characteristics for compensation cost comparisons. 
4.4.2  Regressions 
The first step in the construction of the interarea indexes was the estimation 
of log wage and log compensation cost regressions (eq. [12]). In addition to 
local area dummies, five sets of covariates were included as explanatory vari- 
ables in the regressions to capture factors that affect worker productivity. Fol- 
lowing a long tradition in the labor economics literature dating back to Mincer 
(1962) and Becker (1964), years of schooling, years of potential labor market 
experience (age minus education minus six), and potential experience squared 
were included. These measure the average amount of human capital possessed 
by incumbents in the job. 
The labor literature has shown that wages are positively associated with es- 
tablishment size. Brown and Medoff (1989) argue that part of  this wage-size 
relation arises because large firms attract higher-quality workers (even after 
controlling for observable characteristics). In order to control for this in the 
present study, we include a set of eight establishment-size class dummies. 
In the literature, unionization is claimed both to increase and to decrease 
worker productivity. The traditional view holds that unions lower productivity 
by  imposing staffing requirements and other restrictive work practices that 
prevent firms from efficiently utilizing capital and labor (Lewis 1986; Rees 
1989).  A more recent literature argues that unions enhance worker productivity 
(Freeman and Medoff 1984). First, unions provide a collective voice that com- 
municates workers’ preferences. This lowers worker discontent and turnover, 
increasing firms’ incentives to invest in job-specific human capital. Second, 
unions typically establish seniority rules that may  promote an environment 
where more senior workers are willing to provide less senior workers with 
informal on-the-job training. Finally, unions may enhance worker morale, mo- 
tivation, and effort. While the literature is ambiguous about the effect of unions 
on productivity, most studies show that unions increase wages. To capture the 
effects of unions on productivity in our regressions, we include a dummy indi- 
cating whether a job is covered by a collective-bargaining agreement. 
The literature generally shows that, after accounting for observed differ- 
ences in human capital, part-time workers earn less than full-time workers (see 
Lettau [1997] and the citations therein). For at least two reasons, this differen- 
tial may arise because part-time workers are on average less productive than 
their full-time counterparts. First, it is argued that innately less productive 
workers are more likely to select part-time jobs. For example, more productive 
workers may find it advantageous to work more intensively if their wages re- 
flect their productivity. Second, average productivity might be lower for part- 
time workers owing to fixed daily setup costs that are spread over more work- 
ing hours for full-time workers. We include a part-time dummy in our regres- 
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It is important to note that, while the education and potential experience 
variables are widely viewed as measuring human capital, the other three vari- 
ables-establishment  size, unionization, and part-time status-may  have ef- 
fects on wages that are not strongly associated with labor productivity.  All three 
represent or proxy to some extent characteristics of the labor services transac- 
tion in an industry and locality as much as the characteristics of  the service 
itself. Although the nature of the transaction may have productivity effects, this 
is not a foregone conclusion. Large nonunion firms, for example, may  pay 
higher wages simply to forestall unionization. Union wages may  be higher 
simply because of union monopoly power. If the purpose of including explana- 
tory variables in the regressions is to control for factors that affect productivity, 
then it is possible that our index factors overcontrol for some of these transac- 
tion and other effects. In the analysis that follows, we include all the explana- 
tory variables in the regressions, but we provide a set of  adjustment factors 
associated with the explanatory variables. These factors measure the contribu- 
tion of each variable (or variable group) to the unadjusted interarea differential. 
One advantage of our methodology is that analysts can add back the differen- 
tial associated with a variable if they judge that it is not appropriate to control 
for that variable. In tables 4.3 and 4.4 below, adjusted refers to interarea mea- 
sures adjusted for differences in all our conditioning variables explaining wage 
and compensation variation. Future formats for interarea compensation data 
could reasonably include multiple summary columns of  adjusted data corre- 
sponding to multiple subsets of conditioning factors to satisfy the interests of 
various users. 
Eighteen regressions were estimated separately for wages and compensation 
costs. There is a regression for each of nine major occupation groups in either 
the goods- or the service-producing industries. The regressions for wages ap- 
pear in appendix table 4B.1, while those for compensation costs appear in 
table 4B.2. 
The adjusted R2’s for the regressions are comparable to or higher than those 
found for wage regressions estimated on individual micro data. The regres- 
sions typically explain between 20 and 50 percent of  the variation of wages, 
while the corresponding range for compensation costs is 30-60  percent. 
As expected by  theory and found in most data, wages and compensation 
costs tend to rise with education. The returns to education are perhaps on aver- 
age slightly smaller than would be obtained from person-level micro data. 
However, there are a few instances in our regressions where the education co- 
efficient is anomalously negative (although not large relative to the standard 
error). This may  arise in part owing to small sample sizes for some of the 
regressions. Further, it is important to stress that we have an imperfect measure 
of education that is measured as a cell mean from CPS data. Within a regres- 
sion, education varies across areas and across some industry groups but does 
not vary for a given industry and area. It is likely that the education variable 
would perform better if it were collected for the same unit of observation as 
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Previous empirical work has shown that wages display an increasing, con- 
cave profile with experience. This is often observed in our regressions as well, 
although there are a number of instances where the profile is convex and down- 
ward  sloping at relevant experience levels. As with the education variable, 
problems with the experience variable might arise because its values are cell 
means whose source of  variation for any regression is across areas and to a 
lesser extent across broad industry groups. The sample statistics indicate that 
the standard deviation of  experience is much lower in our data than it is in 
micro data. This low variance is not unexpected but could indicate that the 
variable cannot discriminate well in explaining wage variation. 
As  expected, jobs  that are covered by  union contracts command higher 
wages than uncovered jobs, while part-time jobs tend to receive lower wages. 
The return to union contract coverage is on average higher in these regressions 
than estimates derived from older data (Lewis 1986). Finally, also as expected, 
larger establishments  tend to pay higher wages, with especially notable premi- 
ums for establishments with five hundred or more employees. Comparisons 
of  the establishment-size coefficients across industry/occupation groups are 
difficult because of  substantial variability across those cells in the average 
compensation of workers in the omitted category (one to nine workers). How- 
ever, the establishment-size  coefficient point estimates typically rise with es- 
tablishment size. 
4.4.3  Interarea Indexes of Wages and Compensation for the United States 
Table 4.3 gives our main results for interarea wage rate differentials. The 
second column of  the table presents Tomqvist wage indexes that control for 
the composition of employment across nine major occupation groups and two 
industry groups but where there are no other adjustments for observed differ- 
ences in worker or job characteristics. The index numbers are relative to the 
reference wage generated by our method (described  in sec. 4.3 above) of mak- 
ing the bilateral comparisons transitive; one may  loosely interpret 100.0 as 
average for the United States.* As an example, the first entry in the second 
column indicates that wages, adjusted for broad differences in employment but 
unadjusted for observed differences in worker and job characteristics,  are 10.1 
2. Actually, neither the area share-weighted arithmetic nor geometric average of these locality 
levels is generally equal to 100.0  because of the way the reference shares and prices are determined 
using the “minimum bilateral relative adjustment”  criterion implicit in our regression approach, in 
concert with our observation weighting, which gives greater importance to records representing 
relatively large bilateral average expense shares. Bilateral ratios of the index numbers in tables 4.3 
and 4.4 produce a transitive system of parities as provided by the objective of our algorithm but 
do not provide a particular-level normalization. Interpretation of  these data as levels requires a 
normalization to, e.g., the national average level, much as a time series of  price index numbers 
would be normalized to be 100.0 in a particular time period to align it with other data series so 
normalized for a given analytic purpose. The data in tables 4.3 and 4.4 are, therefore, valid for 
ranking localities in terms of labor services input price levels. As we note elsewhere in the paper, 
the weighted EKS/CCD method of  determining the reference shares and prices of  the transitive 
parities implicitly does normalize the regional geometric average level to 100.0. Table 4.3  Wage Indexes 
Average  Adjusted 
Local Area and Rest  Wage  Wage  Establishment  Full-Time/  Wage 









118.8  110.1  102.5  99.5  100.2  99.6  99.2  109.1 
120.9  111.9  99.6  102.6  102.1  96.0  101.1  110.6 
84.6  88.8  98.4  98.6  97.2  98.1  98.3  97.7 
132.7  128.0  100.6  100.7  100.0  101.1  100.6  124.2 
116.2  111.2  101.4  99.7  99.5  100.0  101.0  109.4 
118.1  108.8  102.4  103.6  101.7  100.9  102.2  97.8 
99.0  101.6  99.2  98.8  101.5  99.1  100.6  102.4 






















































































































(continued) Table 4.3  (continued) 
Average  Adjusted 
Local Area and Rest  Wage  Wage  Establishment  Full-Time/  Wage 
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Source: Winter 1993 employment cost index. 
Note:  The adjusted wage index in the last column is the wage index in col. 2 divided by the product of the characteristics  indexes in cols. 3-7, normalized to base 100. 189  Interarea Compensation Cost Indexes 
percent higher in Boston than in the United States as a whole. The amount 
of interarea variation in employment-adjusted wage indexes is striking, with 
numbers ranging from 128.6 for San Francisco to 78.1 for the East South Cen- 
tral rest-of-division locality. Generally, one tends to find that wages are higher 
than average in the larger CMSAs (consolidated metropolitan statistical areas) 
and along the West  Coast; wage indexes are much smaller than average in 
the rest-of-division localities. Controlling for the composition of employment 
across industry and occupation by using a wage index tends to reduce interarea 
differentials as compared to the unadjusted wage relatives that appear in the 
first column of table 4.3. This is most clearly seen in figure 4.1, which plots 
the wage indexes against the average wage relatives. The figure contains a re- 
gression line through the data points (estimated with unweighted OLS) and a 
forty-five-degree line. If controlling for the composition of industry and occu- 
pation employment had no effect on interarea wages, then the regression line 
would have a forty-five-degree slope. Instead, the regression line is flatter than 
the forty-five-degree line, indicating that, in part, wages are low in low-wage 
areas because employment is more heavily concentrated in low-wage indus- 
tries and occupations. 
The rightmost column of table 4.3 gives adjusted wage differentials corre- 
sponding to the Tornqvist indexes calculated using the local area dummies 
(ip).  Comparing the wage index column with the adjusted wage index column 
of table 4.3, the interarea variation in characteristics-adjusted wages is gener- 
ally smaller than the interarea variation in wages alone. The standard deviation 
of the wage index is 12.2, as opposed to a standard deviation of  9.8 for the 
adjusted wage index. This can be seen graphically in figure 4.2, which plots 
one index against the other. The regression line through the plot is again less 
steep than the forty-five-degree line, indicating that controlling for worker and 
job attributes raises the wage index for low-wage areas and lowers it for high- 
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wages can be attributed to interarea differences in the observable characteris- 
tics X, even after accounting for interarea differences in industry/occupation 
employment distributions. One of  the larger adjustments is in Detroit, where 
the observed differences in characteristics would imply an approximately 9 
percent  (114.4/104.9 = 1.09) premium to hire labor. The seven localities 
with the lowest employment-adjusted wage indexes (five of  which are rest-of- 
division localities) have on average a 4.2 percent increase in wage indexes 
through our labor characteristics adjustments. In contrast, the seven localities 
with the highest employment-adjusted  wage indexes have on average a 4.9 per- 
cent decrease through characteristics adjustments. 
Whether the characteristics adjustment for a particular locality reflects a pre- 
mium mainly attributable to larger establishment size, greater unionization 
rates, a more educated workforce, or some other reason is not clear from com- 
paring the wage indexes. To  address that question, table 4.3 contains a set of 
columns that report the contributions of the observable characteristics to unad- 
justed wage differentials. Recalling the discussion following equation (1  3), 
variations in the area relatives for a characteristic will be larger the larger is 
the coefficient for that characteristic in the wage regressions and the larger is 
the variation in the characteristic across areas. Our decomposition methodol- 
ogy implies that, for any given local area, the quality-adjusted index and the 
covariate contributions (appropriately scaled by  one hundred) must multiply 
up to equal the employment-adjusted wage index. Whenever a number in one 
of the covariate columns exceeds 100 for a given area, the observed characteris- 
tic tends to raise wages in that area. For example, the covariate contribution 
for education in Boston, 102.5, indicates that Boston’s workers are more highly 
educated than average, so their unadjusted pay is 2.5 percent higher than the 
average area owing to this characteristic. Although there is substantial noisi- 
ness in the results, especially among the smaller local areas, what one not sur- 191  Interarea Compensation Cost Indexes 
prisingly sees is that most of the adjustment factors for worker and job charac- 
teristics tend to exceed 100 for the highest-wage areas (e.g., San Francisco) 
and to fall short of 100 for the lowest-wage areas (including most of the “rest 
of regions”). Finally, as stated earlier, note that these adjustment factors can be 
used to add back to the characteristics-adjusted indexes the influence of vari- 
ables that an analyst does not wish to remove in making interarea comparisons. 
To get some sense of the relative contributions of the worker and job charac- 
teristics to wage differentials, figure 4.3 graphs the data from table 4.3 on area 
relatives for these characteristics against the interarea wage indexes. Each fig- 
ure also plots the (unweighted) regression line through the points, and the 
scales of each figure are made the same to facilitate comparison. Each figure 
shows a positive correlation between the particular area relative and the wage 
index, indicating that, on average, all the characteristics contribute to interarea 
wage differentials. More significantly, the steepest regression line is for educa- 
tion, indicating that this characteristic is most important in explaining observed 
interarea differentials in the wage index. The union variable has the second 
steepest slope, while the part-time dummy variable has the flattest regression 
line. Since our wage regressions indicated that wages tend to be significantly 
lower for part-time jobs, the fact that this variable accounts for little variation 
in wages across areas stems from the fact that the proportion of part-time jobs 
varies little across areas. 
Table 4.4 gives analogous calculations for hourly compensation, as opposed 
to wages. Given that wages constitute approximately 70 percent of compensa- 
tion costs, it is not surprising to find that the gross patterns apparent in table 4.3 
hold here as well. Controlling for industryloccupation and worker and job char- 
acteristics reduces interarea compensation differentials, implying that high- 
compensation areas receive high compensation partly for observable reasons. 
One difference between table 4.3 and table 4.4 is that the interarea differences in 
compensation indexes are slightly larger than those for wage indexes. One ex- 
treme example is Detroit, whose characteristics-adjusted compensation index 
(113.0) is much larger than its characteristics-adjusted wage index (104.9). 
The greater interarea dispersion when  computing compensation indexes 
holds for both the employment-adjusted and the characteristics-adjusted series. 
The compensation share-weighted standard deviations for these series are 17.2 
and  13.3, respectively. Controlling for job and worker characteristics, there- 
fore, reduces the interarea variation in compensation by about 23 percent. The 
greater interarea variation in compensation, as opposed to wages, no doubt 
reflects some combination of income effects (workers have income-elastic de- 
mands for health care, pensions, and other benefits) and tax effects (benefits 
are generally lightly taxed or not taxed at all, and the occupation composition 
of the labor force and income tax rates vary by locality). As employers making 
location decisions presumably care about compensation costs broadly defined, 
it is useful to know that interarea wage comparisons are likely to understate 
the interarea compensation differentials. A. Education 
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4.5  Conclusion 
We have applied a promising methodology for place-to-place  price measure- 
ment to the problem of constructing  interarea characteristics-adjusted  compen- 
sation indexes, a methodology that blends hedonic regression and economic 
index number techniques. We have used a combination of establishment data 
from the BLS employment cost index program and household data on individ- 
ual workers from the BLS Current Population Survey to provide a more com- 
plete picture of labor quality than has been available to analysts working with 
only household data. As would be expected, incorporation of the labor quality 
information generally reduced the variability of labor costs from place to place 
and provided insights into the contribution of various factors, such as educa- Table 4.4  Compensation Indexes 
Average  Adjusted 
Local Area and Rest  Compensation  Compensation  Establishment  Full-Time/  Compensation 









116.4  111.2  102.7  99.5  100.0 
121.4  115.5  99.9  102.7  102.4 
82.8  87.0  98.4  98.8  96.1 
134.0  130.3  100.7  100.9  99.8 
117.5  113.1  101.1  99.9  99.2 
119.2  109.3  102.1  103.0  101.4 
101.3  103.2  99.2  99.0  102.1 
North Central Region 
99.2  98.8  110.9 
95.1  101.6  113.9 
97.6  97.5  97.8 
101.4  101.1  125.2 
99.6  101.8  111.3 
100.3  102.3  99.8 















































































100.2  102.5 
99.6  105.1 
98.3  103.7 
101.5  101.1 
99.5  100.2 
100.5  99.2 
102.1  99.5 
102.8  101.5 
99.8  100.9 
99.3  103.1 
102.9  102.1 
101.9  101.6 
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Source: Data from winter 1993 employment cost index; October, November, and December 1993 Current Population Survey. 
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tion, experience, establishment size, union status, and full-time work status, to 
the level of labor compensation in major urban centers of the United States. 
Enhancements to the data are needed. Fortunately, there are prospective de- 
velopments on this score. The BLS Office of Compensation and Working Con- 
ditions is currently undertaking a major redesign and integration of its three 
major compensation surveys, the employment cost index, the Employee Bene- 
fit Survey, and the Occupational Compensation Survey. One salutary result of 
this for the ECI is a substantial increase in sample size from the current five 
thousand establishments to at least twice that number. Of  particular interest 
for interarea comparisons is the adoption of an area-and-industry-based rather 
than a solely industry-based rotational scheme for the samples in the new inte- 
grated survey, whose total size will be approximately thirty thousand establish- 
ments. Comprehensive data on job content is included in the list of data ele- 
ments to be collected from all establishments in the survey, greatly expanding 




The Employment Cost Index (ECI) 
The ECI is a quarterly survey of randomly sampled establishments designed 
to produce estimates of  wage and compensation cost changes. Within estab- 
lishment, jobs are randomly sampled at the establishment initiation into the 
sample (sampling is carried out with probability proportional to establishment 
employment in the occupation). For each job, the ECI collects average wages 
and average compensation costs for the workers in the job. Nonwage compen- 
sation includes leave (sick leave, vacations, and holidays), supplemental pay 
(overtime, nonproduction bonuses), employer contributions to pensions and 
retirement savings accounts, health benefits, life and accident insurance, le- 
gally  required labor expenses (state and  federal unemployment insurance, 
workers’ compensation, social security), and some other miscellaneous fringes. 
The ECI converts all data collected to a cost-per-hour-worked basis. The ECI 
micro data also attach various establishment or job characteristics to each job 
quote, including more detailed industry and occupation codes, establishment 
size, the job’s work schedule, and whether the job is covered by  a union con- 
tract. The ECI collects quarterly updates on the wages and compensation costs 
and uses these updates to compute quarter-over-quarter  and year-over-year in- 
dexes of change. Establishments are replaced in the sample using an industry 
rotation; the entire sample is replaced over the course of four to five years. 
For this study, we gathered a data extract from the ECI for the last quarter 
of  1993. We  kept all private-sector job quotes for which we had valid wage 197  Interarea Compensation Cost Indexes 
and compensation data, meaning that the job quote was used in computing the 
ECI. Data can be invalid for two main reasons. The first is that the data repre- 
sent the establishment's responses at initiation, which of course are not used in 
computing the most recent ECI change. We  exclude these data mainly so our 
sampling weights remain approximately correct; including these observations 
would improperly overweight  the industries that are the focus of initiation. The 
second is that establishments may be unable to, or may refuse to, report some 
benefits or wages for a particular job. In this case, the BLS attempts to impute 
wages or benefits on the basis of the nonmissing data available; cases where 
these attempts fail are essentially dropped from the ECI calculations. Finally, 
we note that, in some instances, the job's  work schedule cannot be calculated 
and hourly compensation must be imputed even though the ECI has valid com- 
pensation data. Once exclusion restrictions are made, we  have a sample of 
18,468  job quotes. 
Because sample replacement is made on  an industry rotation pattern and 
sample weights are not adjusted through the life of the industry panel, normal 
sample attrition results in cross-sectional samples that overweight more re- 
cently initiated industries.  Accordingly,  we adjust the ECI sampling weights to 
bring them current by  adjusting two-digit SIC employments to equal those 
published in the BLS Employment and Earnings series. References to the ECI 
sampling weights in the text and tables reflect this weighting adjustment. 
The Current Population Survey (CPS) 
While the ECI attempts to sample establishments randomly, the CPS is de- 
signed to sample addresses randomly and collect information on the house- 
holds at each sampled address. The main function of these surveys is to gen- 
erate official employment and  unemployment statistics; however, they  are 
utilized by researchers in a number of other ways as well. The survey is con- 
ducted monthly, with a given household surveyed for four months, not sur- 
veyed for eight months, and then surveyed for four final months, at which point 
the household leaves the sample. The survey collects demographics and current 
employment outcomes, among other items, for each person  in  a  sampled 
household. 
We  pooled the October, November, and December 1993 CPS surveys to 
gather worker characteristics  by industry, occupation,  and local area at approxi- 
mately the same time frame as our ECI data. The sampling design guarantees 
some overlap in the month-to-month samples, but that overlap does not imply 
redundant information in all cases because of changing employment rates, in- 
dustry and occupation distributions, etc. Our sample exclusions were made 
primarily to maintain comparability with the ECI sample: we included only 
individuals employed by  nonagricultural, private-sector employers. Our final 
sample contains 138,902  observations. 
The covariates from the CPS data are mainly measures to proxy for human 
capital or other factors typically thought to affect wages. We have data on edu- 
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schooling acquired by the individual. We derive “years of potential labor mar- 
ket experience,” or approximate years out of  school, as a proxy measure for 
the amount of general human capital acquired by the individual through work; 
it is defined as age -  years of schooling -  6 (if less than zero, it is recoded to 
zero). Experience is entered as a quadratic to capture depreciation and decreas- 
ing investment rates through time (see Mincer 1974). 
In order to match these data to our ECI sample, we averaged these covariates 
up to cell levels, where cells are defined by  the area locations, six industry 
groups, and the nine major occupation groups. Averages are weighted averages, 
with weights being CPS sample weights. In matching the CPS to the ECI data, 
a small number of localities had missing values for some of the indusQ/occu- 
pation cells. These were allocated values from a donor cell of similar attributes 
within the local area. As these imputations account for a very small portion of 
the data, our results do not depend on the particular allocation method used. 
Appendix  table  4A.1 contains  summary  statistics, weighted  by  sample 
weights, for hourly wages, hourly compensation, and various job characteris- 
tics from the ECI. 
Table 4A.1  Sample Statistics 
Variable  Mean  SD  Minimum  Maximum 
Average hourly wage 
Average hourly compensation 
ln(hour1y wage) 
ln(hour1y compensation) 
Establishment size 10-19 
Establishment size 20-49 
Establishment size 50-99 
Establishment size 100-249 
Establishment size 250-499 
Establishment size 500-999 
Establishment size 
1,000-2,499 
Establishment size 2,500-t 
Works < 35 hourdweek 



















































Years of schooling  12.95  1.25  4  17 
Years of potential experience  17.39  3.87  0  48 
Experience squared  466.54  149.31  0  2,304 
Number of  observations  18,468 
Source: Winter 1993 employment cost index; October, November, and December 1993 Current 
Population Survey. 
Note: Data are weighted by employment cost index sampling weights. 199  Interarea Compensation Cost Indexes 
Appendix B 
Hedonic, Country-Product-Dummy Regressions 
The regressions in equation (12), 
where p;  represents the average hourly wage or compensation for the jth quote 
for job i in location a,  X; represents data on the characteristics of the job and 
the worker, and Lp represents a local area effect for job i in area a, are essen- 
tially analogs to the country-product-dummy model in international product 
price comparisons. These regressions allow the coefficients on qj  and the local 
area effects to vary across jobs. Tables 4B.1 and 4B.2 give weighted least 
squares estimates for (12),  where the weights are the sample weights from 
the ECI. 
It is worth discussing a few obvious points of interpretation. The coefficients 
give the estimated marginal effect on wages within the industry/occupation 
cell. One would expect these marginal effects to depend on how  broadly or 
narrowly the cells are defined and to differ from the marginal effect from a 
regression over all industry/occupation cells. Furthermore, the CPS covariates 
are averages; a given CPS covariate value is not ECI quote specific as multiple 
ECI quotes have the same values attached. In that case, the proper interpreta- 
tions to place on the marginal effects are less clear. For example, one tends to 
find higher wages in the ECI sample in locations and jobs where the population 
workforce (not the ECI sample workforce, as this aspect is unknown) is more 
highly educated. Does the schooling variable proxy for the ECI sample work- 
force’s schooling, its cognitive abilities more generally, or some other factors 
that are also related to wages? This leads to another issue, namely, the question 
of which variables to use as regressors. Presumably the “proper” selection of 
covariates depends on what they proxy for as well as on the end purpose of the 
generated statistics. If  the end purpose of  the statistics is to inform business 
location decisions, then one would want to control for those factors that are 
productivity related or that capture labor cost premiums that do not reflect 
productivity differences but that can be avoided by prospective new firms. Al- 
though sensible readers might disagree with details of  our specification, we 
feel that the covariates with the largest effects on the interarea wage indexes 
would fall primarily into these categories. Finally, the standard errors in tables 
4B.1 and 4B.2 are likely to be biased downward for the CPS variables since 
the regression equation disturbances are correlated within groups (Moulton 
1986, 1990). At this point, we are mainly interested in generating consistent 
estimates of the local area effects and are less interested in confidence inter- 
vals. Presumably, generating correct standard errors would be more straightfor- 
ward if  estimating the hedonic regressions and interarea indexes simultane- 
ously were practicable. Table 4B.1  Hedonic Wage Regressions 
Professional/  Executive/  Administrative  Precision  Machine  Transport  Service 
Technical  Administrative  Sales  support  Production  Operatives  Operatives  Laborers  Workers 
A. Goods-Producing Industries 
Establishment size 10-19 
Establishment size 20-49 
Establishment size 50-99 
Establishment size 100-249 
Establishment size 250-499 
Establishment size 500-999 
Establishment size 
1,000-2,499 
Establishment size 2,500+ 
Works <  35 hours/week 
Covered by union contract 
Years of  schooling 





























~05) B. Service Industries 
Establishment size 10-19 
Establishment size 20-49 
Establishment size 50-99 
Establishment size 100-249 
Establishment size 250-499 
Establishment size 500-999 
Establishment size 
1,000-2,499 
Establishment size 2,500+ 
Works <  35 hourdweek 
Covered by union contract 
Years of schooling 





Source: Winter 1993 employment cost index. Table 4B.2  Hedonic Compensation Regressions 
Professional/  Executive/  Administrative  Precision  Machine  Transport  Service 
Technical  Administrative  Sales  support  Production  Operatives  Operatives  Laborers  Workers 
A. Goods-Producing Industries 
Establishment size 10-19 
Establishment size 20-49 
Establishment size 50-99 
Establishment size 100-249 
Establishment size 250-499 
Establishment size 500-999 
Establishment size 
1,000-2,499 
Establishment size 2,500+ 
Works < 35 houdweek 
Covered by union contract 
Years of schooling 




Adjusted R2 B. Service Industries 
Establishment size 10-19 
Establishment size 20-49 
Establishment size 50-99 
Establishment size 100-249 
Establishment size 250-499 
Establishment size 500-999 
Establishment size 
1,OOO-2,499 
Establishment size 2,500+ 
Works < 35 hourdweek 
Covered by union contract 
Years of  schooling 
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Comment  Joel Popkin 
Summary of Paper 
Broadly speaking, Pierce, Ruser, and Zieschang construct a spatial version 
of the employment cost index (ECI) for wages and for compensation with two 
differences in method from the time-series ECI. One is their use of transitive 
(or multilateral) Tornqvist place-to-place index number techniques. The ECI, 
by contrast, is neither superlative nor transitive. The Tornqvist method used by 
Pierce, Ruser, and Zieschang is derived from previous work by Caves, Chris- 
tensen, and Diewert and by  Kokoski, Moulton, and Zieschang. The second 
difference in method is that Pierce, Ruser, and Zieschang adjust the Tornqvist 
by  using a hedonic regression incorporating both ECI and household survey 
data to control for labor composition effects. The ECI maintains looser con- 
trols in this regard by estimating separate indexes by industry, occupation, bar- 
gaining status of workers, etc. The two improvements have the effect of  nar- 
rowing the spread in wages and compensation across the United States. For 
wages, just using the Tornqvist accounts for a major portion of the narrowing. 
For compensation, each of  the two improvements narrows most measures of 
the spread by about equal amounts. For one measure, however, the regression 
accounts for more of the narrowing. 
In their paper, Pierce, Ruser, and Zieschang present the two spatial indexes 
of  the  ECI  that  they  have  constructed,  that  is,  the  unadjusted  and  the 
regression-adjusted Tornqvist index. The unadjusted Tornqvist index that they 
present controls for nine major occupations and two major industry groupings 
(goods and services) in thirty-nine areas of the United States. In Pierce, Ruser, 
and Zieschang’s parlance, that index is a composition-unadjusted index. The 
adjusted Tornqvist is adjusted for labor composition effects. For purposes of 
comparison, they also present a third index, which is a simple spatial index of 
wages and compensation relatives based on ECI sample weights for the same 
thirty-nine areas. 
The method used for constructing the Tornqvist index adjusted for labor 
composition effects is based on micro data on jobs from the ECI and on the 
household survey from the Current Population Survey (CPS). ECI data are 
combined with CPS data to estimate hedonic regressions similar in specifica- 
tion to the country-product-dummy approach. The regression coefficients, that 
is, estimates of labor characteristic prices and local area effects, form the in- 
puts to a multilateral Tornqvist index number construct. The unit of  observa- 
tion for the regression is a job. This is the unit priced in the establishment- 
based survey that underlies the ECI. The labor composition variables in the 
regression include ECI data on establishment size and the union and part-time 
status of the job priced. 
Joel Popkin is president of Joel Popkin and Company, an economic consulting company, and 
was director of the former Washington office of the National Bureau of  Economic Research. 206  W.  Brooks Pierce, John W. Ruser, and Kimberly D. Zieschang 
Table 4C.1  A Comparison of the Three Interarea Indexes in the Pierce, Ruser, 
and Zieschang Paper 
Wages  Compensation 
R  T  TA  R  T  TA 
High values  136.7  128.6  124.2  134.0  130.3  125.2 
Low values  74.2  78.1  80.9  72.8  76.4  79.6 
Spread  62.5  50.5  43.3  61.2  53.9  45.6 
Ratio to R  ...  .81  .69  ...  .88  .75 
SD  19.49  15.61  12.58  20.44  17.18  13.28 
HigMow  1.84  1.65  1.54  1.84  1.71  1.57 
The list of independent variables is enhanced by the use of CPS data to add 
the following additional variables to the regression:  schooling, experience, 
part-time status, and union coverage status. Since the unit of  observation in 
the CPS is the individual worker, the CPS variables in the hedonic regression 
represent group means computed over workers falling within specified area, 
occupation, and industry cells. These group means are mapped onto the corre- 
sponding observations on jobs from the ECI. It appears that 2,106 cell means 
from the CPS were mapped to 18,486 ECI job-price quotes. Thus, the mapping 
is not one to one; each CPS cell mean was, on average, matched to nine ECI 
job-price quotes. 
Table 4C.1 shows the effect of using the unadjusted and adjusted Tornqvists. 
The table compares the three indexes in Pierce, Ruser, and Zieschang’s paper. 
The column labeled R is the simple spatial relative, the column labeled T is the 
unadjusted Tornqvist, while the column labeled TA  is the adjusted Tornqvist. 
The high and low values presented in the table for each of the indexes are the 
highest and lowest values of the indexes. The highest values, however, do not 
always represent the same area. For example, the highest value for wages for 
R and T is for San Francisco, while the highest value for TA  is for New York. 
From the estimates in Pierce, Ruser, and Zieschang’s paper and supplemen- 
tal data supplied by  them, there are four ways  of  looking at how  T and TA 
improve spatial comparisons relative to R. One is by looking at the difference 
between the high and the low values of each index. That difference is labeled 
spread in the table. Another way  is by looking at the ratio of the spread of  T 
and of  TA,  respectively, to the spread of  R. It is labeled ratio in the table. A 
third way of looking at the improvement is from the ratio of the high to the low 
values of each of the indexes; it is labeled highnow. The final and most mean- 
ingful way of looking at the improvements is from the standard deviation of 
each of the indexes. That is labeled SD in the table. 
From table 4C. 1, it is apparent that all three of the indexes that the authors 
construct separately for wages  and compensation show a wide dispersion 
across the United States. What the table demonstrates, however, is that the 207  Interarea Compensation Cost Indexes 
dispersion is narrowed by the use of TA  in comparison to T and R.  One conclu- 
sion that can be drawn from the smaller dispersion of TA  relative to T and R is 
that labor composition has a sizable influence on estimates of wage costs and 
compensation cost relatives across areas in the United States. 
For wages, a comparison of R to T shows that just moving from the simple 
spatial ECI  to the unadjusted Tomqvist reduces the spread of  high and low 
values by twelve index points (from 62.5 to 50.5). The adjustment to the Tom- 
qvist narrows the spread by an additional 7.2  index points (from 50.5 to 43.3). 
Overall, when moving from the simple spatial ECI to the adjusted Tomqvist, 
the spread in wage costs is reduced by  somewhat less than one-third (1 - 
0.69 = 0.31 [from the line labeled ratio]).  Another way of looking at the nar- 
rowing of the spread is to observe the relative costs of the highest wage area 
to the lowest one (the higWlow line in the table). Before any adjustment for 
composition effects, the highest-cost area is 84 percent more expensive than 
the lowest-cost area. After application of the Tomqvist and the adjustment to 
it, the highest-cost area is only 54 percent more expensive in terms of wages, 
with most of the narrowing accounted for by moving to the Tomqvist alone. A 
comparable effect is observed for the standard deviation. Moving from the 
simple spatial ECI to the Tomqvist reduces the standard deviation by about 20 
percent, while moving to the adjusted Tomqvist reduces it by an additional 15 
percentage points. 
To  sum up  the  effects of  the  adjustments made  by  Pierce,  Ruser,  and 
Zieschang in measuring wages spatially, the use of  T in place of R narrows 
considerably the dispersion of wages in the United States; the use of  TA  in 
place of T narrows the dispersion further but by somewhat less. 
For compensation, a similar narrowing is observed in the dispersion. Spe- 
cifically, the measure labeled spread in the table shows that moving from the 
spatial ECI to the Tomqvist narrows the spread by 7.3 index points (from 61.2 
to 53.9), and that is comparable to the narrowing of 8.3 points (from 53.9 to 
45.6) when moving to the adjusted Tornqvist. The measures labeled ratio and 
higWlow also show about equal narrowings between R and T and between T 
and TA.  For the standard deviation, the result is somewhat different. The stan- 
dard deviation shows a greater narrowing between T and TA  than between R 
and T (19 vs. 16 percent). For compensation, then, the improvements made by 
the authors to the spatial indexes are by  some measures split about evenly 
between just using the Tomqvist and using the adjusted Tomqvist. When, how- 
ever, the standard deviation is used to assess the improvements made by  the 
authors, the adjusted Tomqvist shows a larger improvement over the unad- 
justed Tomqvist than the latter does over the simple spatial measure. 
The differences observed between wages and compensation in the extent 
to which the unadjusted Tomqvist and the adjusted Tomqvist account for the 
narrowing of the spatial indexes seem to suggest the following: that labor com- 
position effects account for more of the difference in benefits than they do of 
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A more micro analysis of the labor composition effects shows that the key 
variables that Pierce, Ruser, and Zieschang used to explain wage cost differ- 
ences across areas are establishment size, union coverage, schooling, and expe- 
rience. However, a particular labor composition effect found to be important 
in one area is not found to be important in other areas. For example, establish- 
ment size and union  status effects are key factors explaining the results for 
Detroit but not for New York, where full- versus part-time status appears more 
important. 
For wages, an interesting result in the paper is that, the higher the level of R 
in an area, the higher is TA  in percentage  terms for that area. For example, 
New York’s R is  132.7, while the ratio of  TAIR  in New York is 1.068 (a 6.8 
percent adjustment). By contrast, in East South Central, R is 74.2, while its 
ratio of  TAIR  is 0.917 (a -8.3  percent adjustment). This result points to an 
interesting asymmetry in the data: above-average wage costs are symptomatic 
of  superior labor quality, while below-average wage costs are symptomatic of 
factors not related to labor quality. This asymmetry is worth further investiga- 
tion. Is it, for example, an artifact of the methodology? Would this finding be 
affected if  the regression  methodology  allowed labor characteristic prices  to 
vary across areas? Is the finding consistent with what is known about local area 
labor market demand and supply conditions? 
Comment 1: Work versus Worker 
The paper needs to be mindful of the distinction between work (or the job) 
and the worker in the job. Is it the intent of the paper to estimate how compen- 
sation varies across areas in the United States for work having similar charac- 
teristics? Or does the paper intend to measure relative compensation  across 
areas for workers having similar characteristics? In the former case, the he- 
donic regression should include only characteristics that are job descriptive, 
whereas, in the latter case, the regression  should be limited to characteristics 
that are worker descriptive. 
If the intent is to explain all interarea wage dispersion and then decompose 
it into job characteristic and work characteristic effects, it becomes even more 
important to be mindful of  the distinction between the two. One distinction 
between the two is that worker characteristics are portable; that is, they move 
with the worker. Some variables appear to be both worker and job descriptive, 
but it is important to note that their interpretation changes depending on their 
use. For example, union coverage should be used as a job descriptive variable 
only if one believes that workers sort themselves randomly into union and non- 
union jobs. But, if there are systematic differences in skills required for union 
and nonunion jobs, then union coverage should be used as a worker character- 
istic. 
The existing literature should be referenced more fully to sort through these 
choices. For example, the seminal work by Brown and Medoff (1989) consid- 
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on wages. Brown and Medoff found support for the view that the employer 
size-wage  effect is a consequence of differences in worker quality but little 
support for the view that the wage effect is a consequence of  differences in 
job-related characteristics across employers of different size. 
There is also a growing literature within labor economics that attempts to 
sort through the relative effects of job and worker characteristics on wages. 
Unfortunately, the variables typically used as job descriptive' in this literature 
are not currently available in either the ECI or the CPS. However, this literature 
can be fruitfully consulted if Pierce, Ruser, and Zieschang wish to decompose 
interarea wage dispersion  into work and worker  components. Their present 
method of  distinguishing between ECI and CPS covariates is inadequate  in 
this regard. 
Comment 2: The ECI versus the CPS 
The authors have given primacy to the ECI data, retaining the job as a unit 
of observation and molding the CPS data to fit this requirement. The reasons 
for this appear to be a desire to produce a spatial analog to the current ECI and 
the availability of data on benefits in the ECI. However, this approach is not as 
inexpensive as it is presented to be. 
The authors extract three explanatory variables  from the ECI-establish- 
ment size, union coverage, and part-time status. As discussed above, none of 
these  variables  is uniquely  interpretable  as job descriptive. In fact, there is 
considerable evidence pointing to their status as worker-descriptive variables. 
If data are available only on characteristics of workers, the appropriate choice 
of a unit of observation is a worker, not a job. And the proper data to use are 
household survey data, not establishment data. 
The ECI variables used by Pierce, Ruser, and Zieschang are all recorded in 
the CPS on an annual basis. The ECI data could be used as a supplemental 
source of  information. Data on nonwage compensation  could be aggregated 
within cells defined by detailed occupation, establishment size, union status, 
region, etc. and merged with the CPS. Also, the merger of the two data sets in 
this manner is likely to be less costly from the point of view of the regression 
analysis than the gross aggregation of the CPS data presently  adopted by the 
authors. 
The main problem with the CPS data would be that establishment  size is 
available only on an annual basis. Thus, quarterly indexes could not be com- 
puted. There may also be a loss in timeliness. Nonetheless, the advantages of 
the CPS data are sufficient to argue that, at least at this stage of the develop- 
ment of  the  index, the  authors  should  also estimate  a CPS-based  interarea 
wage-cost index. 
1. These are mostly Dictionury of Occupational Titles-type  variables attempting to measure job 
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Comment 3: The Ultimate Uses of the Index 
The paper alludes to two possible uses of  the index. First, it suggests that 
the index could be used to inform employers’ plant location decisions. From 
that point of  view, the index would probably be more useful if disaggregated 
by industry and employer size rather than by industry and occupation. Second, 
the paper suggests that the index could be used to compare wage levels to 
implement the Federal Employee Pay Comparability Act (FEPCA). From this 
point of view, the index would be better served by relying more on CPS data 
and using more worker-descriptive variables. A worker-descriptive variable 
that immediately comes to mind in the context of FEPCA is gender. 
Whether gender should be used as a variable in a hedonic wage regression 
has been previously debated in the literature. It is sufficient to note here that 
some of the most significant contributions  to the field of measuring labor com- 
position/quality have opted to use gender as an explanatov variable. These 
include the seminal work by  Gollop and Jorgenson (1983) and U.S.  Depart- 
ment of Labor (1993), the BLS’s own index of labor composition (produced 
by  its Office of Productivity and Technology). Note that the use of  a gender 
variable would probably rule out the use of a job as the unit of observation. 
Comment 4: Regression Results 
The merger of the ECI and CPS data produces a variety of oddities in the 
regression results. One oddity is that the CPS variables are cell means; hence, 
the coefficients attached to them cannot be interpreted as characteristics  prices 
(on the margin). Do these coefficients belong in the hedonic index? Another 
oddity is that, among the eighteen regressions estimated, about one-third have 
the wrong sign on the schooling variable. Yet another oddity can be seen in the 
coefficient of the experience variable. It appears to be significant in only seven 
regressions and has the wrong sign in two of these cases. A final oddity is in 
two of the ECI covariates. Specifically,  wages appear to decline with establish- 
ment size in some regressions. These anomalies and the interpretation  of CPS- 
variable coefficients as characteristic  prices are issues that need to be analyzed 
in greater detail by the authors. 
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