In this paper, we analyze and extend a class of adaptive networks for secondorder blind decorrelation of instantaneous signal mixtures. Firstly, we compare the performance of the decorrelation neural network employing global knowledge of the adaptive coe cients with a similar structure whose coe cients are adapted via local output connections. Through statistical analyses, the convergence behaviors and stability bounds for the algorithms' step sizes are studied and derived. Secondly, we analyze the behaviors of locally-adaptive multilayer decorrelation networks and quantify their performances for poorly-conditioned signal mixtures. Thirdly, we derive a robust locally-adaptive network structure based on a posteriori output signals that remains stable for any step size value. Finally, we present an extension of the locally-adaptive network for linear-phase temporal and spatial whitening of multichannel signals. Simulations verify the analyses and indicate the usefulness of the locally-adaptive networks for decorrelating signals in space and time.
Introduction
Blind signal separation is useful for numerous problems in acoustics, communications, biomedical signal analysis, and image processing. In blind source separation of instantaneous signal mixtures, a set of measured signals fx i (k)g; 1 i n is assumed to be generated from a set of unknown stochastic, independent sources fs i (k)g; 1 i n, as x(k) = As(k); (1) where x(k) = x 1 (k) x n (k)] T , s(k) = s 1 (k) s n (k)] T , and A is an unknown matrix of n 2 mixing coe cients a ij . Implicit in this model is the assumption that the number of sensors measuring the signals x i (k) equals the number of sources s i (k). The measured sensor signals are processed by a linear single-layer feedforward network as y(k) = W(k)x(k); (2) where W(k) is an (n n)-dimensional synaptic weight matrix. Ideally, W(k) is adjusted such that lim k!1 W(k)A = PD; (3) where P is an (n n)-dimensional permutation matrix with a single unity entry in any of its rows or columns and D is a diagonal nonsingular scaling matrix.
Recently, several simple, e cient, and iterative algorithms for adjusting W(k) have been proposed for the blind signal separation task 1, 2, 3, 5, 4, 6, 7, 8] . Such methods use higher-order statistical information about the source signals to iteratively adjust the coe cient matrix W(k).
A large class of these on-line adaptive algorithms can be represented by the generalized algorithm given by
where G(k) is a matrix that depends on y(k) and/or W(k) and (k) is a step size sequence. Some choices of G(k) are G(k) = h I ? f(y(k))g(y T (k)) i W(k) (5) G(k) = h I ? y(k)y T (k) ? f(y(k))y T (k) + y(k)f(y T (k)) i W(k) (6) G(k) = I ? f(y(k))g(y T (k));
where f(y(k)) and g(y(k)) are vector-valued nonlinear or linear functions of the elements of y(k) whose forms are related to the statistics of the source signals fs i (k)g. While the steady-state performances of these algorithms can sometimes be characterized 8], it is quite challenging to determine their transient behaviors, particularly as they depend on any convergence parameters for the chosen structure and algorithm. Without this understanding, choosing (k) to obtain stable behaviors of these iterative methods is a di cult and time-consuming task.
A related task to blind signal separation is that of multichannel signal decorrelation, in which the autocorrelation matrix given by R xx (k) = Efx(k)x T (k)g (8) is well-de ned and Ef g denotes statistical expectation. In this case, the goal is to adjust W(k) in (2) such that the elements of y(k) are uncorrelated as k ! 1. Typically, we desire lim k!1 R yy (k) = I; (9) where R yy (k) = Efy(k)y T (k)g. The value of W(k) that achieves this result is lim k!1 W(k) = QR ?1=2 xx (k); (10) where Q is any Hermitian matrix and R ?1=2 xx (k) is the symmetric square-root factor of the inverse of R xx (k). Signal decorrelation can be used as a preprocessing step in systems such as adaptive lters and multilayer neural networks to improve their adaptation performances 9, 10] .
Silva and Almeida propose and analyze the multichannel signal decorrelation algorithm 11, 12] W(k + 1) = W(k) + (k)(I ? y(k)y T (k))W(k):
For f(y(k)) = g(y(k)) = y(k), (11) is equivalent to (4) where G(k) is as chosen in (5) or (6) .
Equation (11) is a rst-order in (k) instantaneous approximation to the iterative Potter formula for nding R ?1=2 xx 13] . The algorithm also possesses the so-called \equivariance property" such that its average performance does not depend on the eigenvalues of R xx (k) = R xx 8]. A similar algorithm for multichannel decorrelation is a special case of (4) where G(k) is given by (7) with f(y(k)) = g(y(k)) = y(k). This update is 5] W(k + 1) = W(k) + (k) I ? y(k)y T (k)]:
In addition to being simpler to implement than (11) , the localized memory requirements of the algorithm in (12) make it ideal for hardware and VLSI implementation. However, the performances of the globally-adaptive algorithm in (11) and the locally-adaptive algorithm in (12) are not the same, and it is not clear how to choose both W(0) and (k) to obtain the best performance from each system. A theoretical performance comparison of these two algorithms can also give some insight as to the general performance characteristics of the blind signal separation algorithms in (4)- (7) .
In addition to the above issues, two extensions of the above structures merit further study. Simulations in 5] showed that a multilayer network of cascaded blind signal separation systems of the form in f(4), (7) g has an overall performance that is similar to that of the equivariant algorithm given by f(4), (5) g. In another open problem, it is not clear how (12) can be extended to the task of multichannel spatial and temporal decorrelation of sequences such that
Efy(k)y T (k ? i)g = D (i); ?L < i < L (13) for a given integer value of L is obtained.
The purpose of this paper is fourfold. Firstly, we compare the average behaviors of the two decorrelation networks in (11) and (12), respectively, assuming that Efx(k)x T (k ? i)g = R xx (i).
Our analysis techniques are similar to those in 12]; however, we provide additional insight as to the practical choice of a time-varying (k) to provide stable, fast, and robust adaptation of the coe cient matrix W(k). Secondly, we analyze the multilayer network in 5] for the case f(y) = g(y) = y, showing that by cascading several linear distributed systems, each with the localized learning rule in (12) , the overall mean convergence behavior of the system is faster than that of a single-layer system. Thirdly, we develop an a posteriori version of (12) that has similar properties in simulation to those of a posteriori algorithms in adaptive lters; namely, stable behavior for any positive-valued step size sequence (k) 14]. Finally, we provide an extension of the algorithm in (12) to a multichannel linear phase FIR lter structure that provides joint spatial and temporal decorrelation of multichannel convolved signals. Simulations show the e ectiveness of the algorithms in multichannel and time-series decorrelation tasks.
Derivation of the Algorithms
The two decorrelation networks in (11) and (12) can be derived as stochastic gradient versions of modi ed steepest descent procedures on a suitably-chosen cost function. Both updates are of the form 6]
@J(W(k))
where J(W) is the instantaneous approximation to the Kullback-Leibler divergence between two zero-mean normal distributions with covariances Efy(k)y T (k)g and I, respectively 8], and M(k) is a preconditioning matrix. By choosing M(k) = W T (k)W(k) and M(k) = W T (k), respectively, one obtains the algorithms in (11) and (12 
This algorithm is algebraically-equivalent to that in (12) , and thus the coe cient matrix W(k) tends towards the solution obtained by ?W(k) in the original algorithm. The convergence conditions on (k) are the same as those for ? (k) in the original algorithm.
Analysis of Multichannel Decorrelation Algorithms
We now analyze the algorithms in (11) and (12) . Our study of the transient behaviors of these algorithms yields answers to practical issues such as (i) the evolutionary behavior of the mean of the coe cient matrix W(k) in terms of the signal statistics, (ii) the range of stable step sizes (k) to provide convergence, and (iii) the optimal step sizes for fastest convergence.
In our analyses, we study the behavior of the averaged systems given by
and
respectively. In adaptive ltering, similar mean weight vector analyses are used to characterize the mean trajectories of the lter coe cients for small step size values 10, 15, 16] . These assumptions e ectively imply that (i) the input signal vector x(k) is independent of x(m) for k 6 = m, and (ii) uctuations in the elements of W(k) are small such that terms of the form w ij (k)w mn (k) and w ij (k)w mn (k)w pq (k) can be replaced by Efw ij (k)gEfw mn (k)g and Efw ij (k)gEfw mn (k)gEfw pq (k)g, respectively. While these assumptions are rarely true in practice, they yield analysis equations that are reliable predictors of the networks' performances for small step size values.
Mean Behavior of Globally-Adaptive Network
In 12], the behavior of (17) 
evolves as
Note that as e i (k) tends to zero, R yy (k) tends to the identity matrix, and thus the elements of the output vector y(k) become decorrelated with respect to one another.
From (21), we can determine stability conditions on (k) to guarantee convergence of each i (k) to unity. This analysis is also given in Appendix A, for which su cient conditions on (k) for stability of (21) are
and max (k) is the maximum eigenvalue of R yy (k).
Equation (21) indicates for the algorithm in (11) that the average convergence of each of the eigenvalues of R yy (k) only depends on its value and the value of (k). In other words, convergence of this system does not depend on the eigenvalues i , 1 i n, of R xx . However, since i (k) is related to i as
where w;i (k) is the ith eigenvalue of EfW(k)g, the eigenvalues of R yy (0) depend on both R xx and the initial value W(0) of the coe cient matrix. In this case, one should choose c for the algorithm in (11) such that 1 ?2 (k)c
2 min ] is signi cantly smaller than one for reasonable choices of (k) satisfying (22).
Mean Behavior of Locally-Adaptive Network
We now study the averaged algorithm in (18) . In this case, it is convenient to consider the evolution of the ith eigenvalue of EfW(k)g for this update, de ned as w;i (k). De ne the error in w;i (k) as 
where i (k) is de ned in (24). We can use (28) to determine stability conditions on (k) to guarantee convergence of w;i (k) to 1= p i for the update in (18) . This analysis is also provided in Appendix B and yields the necessary and su cient conditions
; (29) where max and max (k) are the maximum eigenvalues of R xx and R yy (k), respectively. From (28), the convergence of e w;i (k) to zero at time k + 1 occurs for (k) equal to i;opt (k) = 1
Near the vicinity of 1= p i , the best step size for convergence is
a value that is di erent for each eigenvalue of R xx . Since R xx has a large eigenvalue spread for highly-correlated signal mixtures, it is di cult to obtain fast convergence of all the modes of the system in this situation. Although the local update algorithm in (12) does not possess the equivariant adaptation properties of the global update algorithm in (11) , the former algorithm is less sensitive to the choice of W (0) 0) is less critical to obtaining good adaptation performance of (12) for xed step sizes.
Analytical Comparison of Performance
In this section, we compare the potential convergence speeds of the two decorrelation networks. Using (28), we can nd an evolution equation for i (k) as de ned in (24) for the locally-adaptive network as given by
Since both of the updates in (21) and (32) suggest potentially fast convergence of R yy (k) to the identity matrix for the particular network. Figure 2a depicts logarithmically-spaced contours of the absolute value of the factor j i (k)j as a function of i (k) and i (k) for the globally-adaptive network. Although the value of j i (k)j does not depend on the eigenvalues of R xx , the initial distribution of eigenvalues i (0) depends on the choice of W(0) and the eigenvalues of R xx through (24). The most desirable W(0) would cluster all of the i (k) in one region of this contour plot, so that all of these eigenvalues would converge in a similar fashion with the same step size sequence (k). Figure 2b plots contours of the factor j i (k)j for the locally-adaptive network for six values of i in the range 0:001 i 100. From the di erences in these plots, it is seen that the behavior of each i (k) depends strongly on both the value of i (k) and the eigenvalues of R xx , and thus it is impossible to get similar convergence speeds for di erent i (k) using the locally-adaptive network if the condition number of R xx is large.
Implementation Issues
The analyses we have presented indicate that the step size sequence (k) plays an important role in the success of the decorrelation networks in (11) and (12) . Moreover, because of the nonlinear forms of these coe cient updates, the convergence behaviors of these algorithms deviate from the exponential behaviors of algorithms that are based on quadratic error criteria FIR adaptive lters 10]. Thus, it is desirable to consider time-varying step size sequences for these networks that give fast initial convergence and accurate estimates of the decorrelation matrix R ?1=2 xx at convergence. In this section, we describe practical choices of the step size sequences (k) to obtain good adaptation behaviors of the two systems.
Note that our previous statistical analyses do not characterize the uctuations of the coe cients W(k) for either algorithm in steady-state. Such mean-square analyses of the algorithms' transient behaviors are challenging to perform due to the nonlinear forms of the coe cient updates. However, we can make several observations about the relationship between the choice of (k) and the qualitative behavior obtained by each system:
By choosing (k) to be somewhat smaller than the upper bounds computed for the speci c algorithm, the coe cients of each adaptive network converge quickly and track statistical changes in the input signals x(k). However, because of the nature of the averaging analysis, the actual stability bounds predicted by (22) and (29) are not exact predictors of the stability range of (k) required for mean-square convergence of the algorithms in each case. Thus, one must typically select values of (k) that are less than a fraction of the upper bounds for stability as predicted by our analyses. This situation is analogous to that in the analyses of adaptive FIR lters in which the independence assumptions are used 10, 15, 16].
By choosing (k) to be a small value relative to the upper stability bound computed for each system, the uctuations in the elements of W(k) are reduced for data with xed correlation statistics R xx (k) = R xx . However, the speeds of convergence of the algorithms are subsequently slower as well.
Choosing a value of (k) near its optimum value for fastest convergence of the ith mode as in (25) or (30) for each algorithm is likely to lead to divergence of another mode of the system.
Moreover, the step size value needed for accurate estimation of R ?1=2 xx in steady-state for xed correlation statistics is typically a fraction of these optimum values.
Given these facts, we suggest the following methods for computing the step size sequences for the two algorithms.
Globally-Adaptive Algorithm:
Locally-Adaptive Algorithm: Time averages are then used to compute estimates of these quantities. Both x (0) and y (0) should be chosen large enough to prevent initial divergence of either algorithm but not so large as to prevent fast initial estimation of Efjjx(k)jj i (k)j for 1 i n at the mth stage of the system. In e ect, the improvements in the convergence behaviors of previous decorrelation stages are compounded in subsequent decorrelation stages, and the increased adaptation speed is noticeable even for systems with N = 2 stages.
Although the multilayer structure brings potential bene ts in convergence speed, there are two issues that can limit the performance of this system in practice. Firstly, since the cascaded structure has n 2 (N ? 1) redundant parameters, uctuations in these parameters for non-zero adaptation speeds increase the observed level of error at the system outputs, an e ect that is not characterized by our analysis of the system's average behavior. This e ect can be mitigated by choosing step sizes (m) (k) that are somewhat smaller than that used for the single-layer structure, where the convergence bene ts obtained by the nonlinear form of the coe cient updates can be realized even for these smaller adaptation parameters. Secondly, the cascaded structure is an interconnection of several systems, each of which has its own memory and coe cient updates. By simulating (39) for this structure with non-zero adaptation speeds for all layers of the system, it is observed that the outputs of this system do not monotonically converge to decorrelated signals, because the objective functions of the second and subsequent layers change according to the adaptation performances of the rst and preceding layers, respectively. Thus, the system can experience overshoot, ringing, and other undesirable e ects. One can overcome this di culty by using a multi-tiered adaptation strategy whereby only one coe cient layer is allowed to adapt at any one time. As an example, for an interconnected system of two layers, the rst coe cient layer W (1) (k) is allowed to partially converge for a xed number of iterations, at which time (1) (k) is set to zero and the second coe cient layer W (2) (k) is allowed to adapt. In this way, the partial decorrelation provided by previous stages improves the convergence speed of the mth stage without a ecting the monotonic convergence of the coe cients of the mth stage. Such a methodology does require setting adaptation switching times, and if the structure of R xx changes instantaneously, additional logic would be required to monitor the quality of the decorrelated output and alternate the adaptation of each layer in turn.
5 An A Posteriori Locally-Adaptive Network
The analyses of the locally-adaptive algorithm in (12) in previous sections provide some guidance as to the choice of the step size sequence (k) that provides stable adaptation behavior. However, because these analyses assume that the input vector sequence x(k) is independent from time instant to time instant, they do not provide true stability bounds for (k) in terms of mean-square performance and in the more-realistic case of time-correlated input signal vectors. In this section, we derive an algorithm that is based on an a posteriori error criterion. In adaptive ltering, the a posteriori version of the LMS algorithm yields a form of the normalized LMS algorithm that is guaranteed not to diverge for any positive step size value 14]. Simulations described in the next section indicate that the a posteriori version of the locally-adaptive network for blind decorrelation derived here also appears not to diverge for any step size value, and it provides good decorrelation performance as the step size is reduced.
Our proposed algorithm is a modi cation of (12) and can be compactly stated as
where y(k) is the a posteriori output vector given by
Since y(k) depends on W(k + 1), the equation in (40) does not represent a coe cient update. However, via suitable manipulations, we can develop a relation that computes W(k + 1) from W(k) and x(k). The derivation is given in Appendix C, and the resulting update for W(k) is
; (42) where
Note that as 0 (k) ! 0, the update in (42) approaches that in (12) .
We can analyze the behavior of the a posteriori update in (40) using similar assumptions as in our previous analyses. We study the behavior of the averaged system given by For this task, we propose the following locally-adaptive algorithm for adjusting the linear neural network's synaptic weights: 
such that the discrete-time transfer function W k (!), ? ! < of the network has the form
where A k (!) is an n-dimensional matrix with real eigenvalues. Simulations indicate that, so long as A k (!) has positive eigenvalues at each iteration, then a positive xed step size value (k) can be chosen to maintain the stability of the algorithm. Such a condition is equivalent to insuring that M(k) in (14) is positive-de nite for the locally-adaptive network for separation of instantaneous signal mixtures. While an analysis of the convergence behavior and stability properties of the algorithm in (48) are beyond the scope of this paper, simulations of the algorithm indicate that it performs as desired, providing joint temporal and spatial decorrelation of multichannel signals. In addition, we can make two comments concerning its performance:
Because of the constraint in (49), this multichannel decorrelation network is linear phase with a constant group delay. Thus, the temporal shapes of the input signal waveforms are approximately maintained at the network's outputs, a useful feature for some applications. Note that other methods for multichannel decorrelation such as those based on linear prediction do not produce a linear-phase decorrelation system.
Because the coe cient updates at time k are computed using delayed outputs y(k ? i), 0 i L, the algorithm step size required for stability generally decreases as the length L of this multichannel FIR lter is increased. Similar issues govern the selection of adaptation parameters for the delayed LMS algorithm used in hardware implementations of adaptive FIR lters 17] and the ltered-X LMS algorithm for feedforward active noise control 18].
Simulations

Performance Comparison of Multichannel Decorrelation Networks
In this section, we compare the performances of the globally-adaptive algorithm in (11), the locallyadaptive algorithm in (12), a two-layer network structure of the form in (37){(38), and the a posteriori locally-adaptive algorithm in (42) using both theory and simulation. In each case, we use the theoretical results derived for each network to predict its simulated performance on jointly Gaussian signals generated as in (1) (52) yielding a condition number of max = min = 24:2 for R xx . Figure 3 plots the average value of (k) obtained from simulation for each decorrelation system, where we have chosen constant step size values 0 (k) of 0:017; 0:01; and 0:0046 for the globally-adaptive, locally-adaptive, and a posteriori locally-adaptive decorrelation networks, respectively, such that each network gives approximately the same average value of (k) in steady-state. For the two-layer decorrelation network, we have chosen W (1) (0) = 0:1I, W (2) (0) = I, and (1) 0 (k) = 0:017 for the rst two hundred iterations of the system, at which time the adaptation of the rst layer is halted and the second layer is adapted using (2) 0 (k) = 0:014. From the plots, we see that the multilayer network provides the fastest adaptation, followed by the globally-adaptive, locally-adaptive, and a posteriori locally-adaptive single-layer networks, respectively. Note that the convergence speed of the globally-adaptive network is initially slower than that of the locally-adaptive network, as predicted by our analysis of these systems, although the overall adaptation performance of the former system is better than that of the latter system. In addition, the speed of convergence a orded by the multilayer structure indicates that the partial decorrelation provided by the rst layer can enable fast adaptation of the second-layer coe cients of the system, verifying the usefulness of this structure. While the a posteriori locally-adaptive system has the worst adaptation performance of all of the systems in this case, it also proved to be stable for any sequence x(k) and any positive step size value 0 (k) in these simulations, and the steady-state estimation performance of this system increases as 0 (k) is decreased, as expected.
To verify the robust adaptation behavior of the a posteriori locally-adaptive network, we applied this system to numerous input signals generated using the above input signal model for xed step sizes 0 (k) ranging from 0:01 to 100. Although the average value of (k) in steady-state varied from approximately 0:081 to 1:9 10 9 in these simulations, the system never diverged in any of our tests, verifying the stable adaptation behavior of this network. Figures 4(a) , (b), (c), and (d) depict the evolutions of the nine coe cients for each of the decorrelation networks for ve di erent simulation runs. In the case of the multilayer structure, we have plotted the values of W(k) = W (2) (k)W (1) (k) for our given adaptation strategy for this system. Also shown on the plots are the optimal steady-state values, given by the elements of R 1=2 xx , for this decorrelation task. Figure 5(a), (b) , (c), and (d) show the the predicted trajectories of the network coe cients as computed from our mean analyses, which indicate that our analytical descriptions of the mean behaviors of these systems are accurate.
We now investigate the performances of these networks for the signal model in (1) (53) which yields a condition number of max = min = 422:4 for R xx . Figure 6 shows the averaged performance factors for each system, where we have selected step sizes of 0:034, 0:02, and 0:016 for the globally-adaptive, locally-adaptive, and a posteriori locally-adaptive networks, respectively. For the two-layer network, we have selected step sizes of (1) 0 (k) = 0:034 and (2) 0 (k) = 0:03 over their respective periods of adaptation, and we have switched adaptation from the rst to the second layer at time k = 300. From these results, we see that the globally-adaptive network performs the best, followed by the multilayer network, the locally-adaptive, and the a posteriori locally-adaptive networks, respectively. The similar convergence behaviors of the globally-adaptive network in both simulation cases is due to the equivariant property of this system, implying that this network performs well in a variety of situations. Although the other networks based on local adaptation strategies do not perform as well, they do converge to the proper coe cient solutions, and in the case of the a posteriori-based algorithm, its stability is robust to step size choice as well.
Spatial and Temporal Decorrelation of Signals
We now explore the performance of the proposed system in (48) for combined spatial and temporal decorrelation of multichannel signals. For our rst example, we generate a spatially-and temporallycorrelated signal using the rst-order linear system given by To quantify the performance of the algorithm, we compute the performance factor (k) as
and R(p) is an (n(L + 1) n(L + 1)) block Toeplitz matrix whose (i; j)th block entry is the limiting value of R xx (k; k + i ? j ? p) in (57). In this case, we have generated twenty data sets from this model and averaged the ensembles of the estimates of T (k) from the multichannel decorrelation network to estimate the value of Ef T (k)g at each time instant. Figure 7 shows the averaged value of T (k) as a function of time for a three-channel decorrelator with a length of L = 7, where we have chosen (k) = 0:0005 and W p (0) = 0 for 0 p L. As can be seen, the average value of T (k) decreases from a value of approximately three to an average value of 0:0537 in steady-state, indicating that the network in (48) is performing combined spatial and temporal decorrelation of the multichannel signals in this case.
As further evidence of the capabilities of the proposed decorrelation network, Figure 8 shows the power spectra of a human speech signal sampled at f s = 8192Hz both before and after processing by a single-channel, L = 30-length FIR decorrelation system adapted using (48). These spectra have been estimated over the latter two seconds of a four-second continuous speech segment. In this case, the mean input signal power is 4:6 10 ?3 , and we have chosen (k) = 0:005 and w p (0) = 0, 0 p L for the decorrelation system. The power spectrum of the output signal is approximately at over the usable frequency range of 100 f 3000 for this signal, indicating that the decorrelation system works as intended.
Conclusions
In this paper, we have analyzed and compared the performance of several networks for the multichannel decorrelation of signals. Using analyses of the averaged versions of these systems, we provide useful techniques for choosing the step sizes for these algorithms in an on-line system to provide fast, accurate, and robust adaptation behavior in each case. An analysis of a multilayer decorrelation network employing local adaptation rules indicates that the decorrelation provided by successive stages of this system improves the convergence performance and decorrelation properties of the overall network. Finally, we have derived two new adaptive networks based on the local adaptation method of 5]: a robust system for multichannel decorrelation using an a posteriori error criterion, and a system for spatial and temporal decorrelation of multichannel time series. Simulations show that all of these systems work as designed, yielding decorrelated outputs in space and, in the case of the latter algorithm, in space and time. Because of their mathematical and architectural simplicity, these decorrelation methods are expected to have wide use in a number of communications, control, and signal processing applications.
Appendix A
In this section, we analyze the convergence behavior of the averaged version of the globallyadaptive decorrelation network as given in (17) . For our analysis, we post-multiply both sides of (17) by the respective transposes of both sides of (17), pre-multiplied by R xx . From these operations, we determine an update for R yy (k), de ned in (19) , that is given by R yy (k
As is shown in 12], this update can be diagonalized, yielding the expression
where the diagonal matrix yy (k) = Q T y R yy (k)Q y = diagf 1 (k); 2 (k); : : :; n (k)g contains the eigenvalues of R yy (k). Thus, we study the set of n scalar equations given by
We can determine stability conditions on (k) to guarantee convergence of (61). For this calculation, we subtract one from both sides of (61). After some simpli cation, we obtain the relationship in (21), where e i (k) is as de ned in (20). To obtain uniform convergence, we require that j e i (k + 1)j < j e i (k)j, which from (21) This function is also shown in Figure 1 assuming i (k) = max (k). It can be seen that max (k) satis es the bounds on (k) in (63) In cases where the average behavior of the coe cient matrix EfW(k)g of this network is desired, we can diagonalize (17) directly by pre-and post-multiplying this equation by Q T x and Q x , respectively, where R xx = Q x xx Q T x , and xx is a diagonal matrix of eigenvalues of R xx . Noting that W(0) = cI in practice, we nd that the ith eigenvalue of EfW(k)g for this system evolves as
where i (k) is as given in (24).
Appendix B
In this section, we analyze the convergence behavior of the averaged version of the locallyadaptive decorrelation network as given in (18) . Consider the eigenvalue decomposition of R xx as Q x xx Q T x , where i is the ith diagonal entry of xx . By pre-and post-multiplying (18) by Q x and Q T x , we produce the update 
where i is the ith eigenvalue of R xx . Subtracting 1= p i from both sides of (67) and simplifying the resulting expression, we obtain the update 
where e w;i (k) as de ned in (27). Noting the relationship of i (k) in (24), we can rewrite (68) in the form given by (28).
To guarantee convergence of e w;i to zero, we require that j e w;i (k + 1)j < j e w;i (k)j at each iteration. Using (28), this constraint leads to the stability condition for the locally-adaptive system as
Convergence of w;i (k) is thus guaranteed if
Since these bounds must hold for all i , we have the su cient bounds in (29) for stability of the averaged system.
Appendix C
In this section, we derive a causal coe cient update for the a posteriori locally-adaptive network given in (40). To begin, we move all terms that depend on W(k + 1) to the left-hand-side of (40),
Using the matrix inversion lemma 19], it can be shown that
Post-multiplying each side of (71) by the respective sides of (72) and simplifying, we nd after some algebra that
where z(k) is de ned in (43).
To continue, we move the term on the right-hand-side of (73) that depends on W(k + 1) to the left-hand side of the equation. Assuming that W(k + 1) = W T (k + 1), we see that
Again, by using the matrix inversion lemma on the matrix premultiplying W(k + 1) in (74), we pre-multiply both sides of this equation by the inverse of this matrix and simplify the result, yielding
Now, by pre-and post-multiplying the relation in (40) by x T (k) and x(k), respectively, we nd the equation
This equation is quadratic in x T (k) y(k), where the solution corresponding to x T (k) y(k) > 0 is chosen if 0 (k) > 0 to maintain positive de niteness of W(k + 1). Therefore, we solve for the positive root of x T (k) y(k), which is
Substituting this relationship into (75) and simplifying the expression produces the update in (42). Step Size 
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