In the context of computational anatomy, one aims at understanding and modelling the anatomy of the brain and its variations across a population. This geometrical variability is often measured from precisely dened anatomical landmarks such as sulcal lines or meshes of brain structures. This requires (1) to compare geometrical objects without introducing too many non realistic priors and (2) to retrieve the variability of the whole brain from the variability of the landmarks.
Introduction
From the ever growing databases of medical images, there is considerable interest in extracting the most relevant information to characterize normal anatomical variability within a group of subjects as well as between dierent groups, to detect anatomical abnormalities, to classify new images according to their pathologies, and for understanding disease progression. However, modeling the individual anatomy and its normal variability across a population is dicult as there are commonly no physical models for comparing dierent subjects, and anatomical shapes are complex and require large number of degrees of freedom to model adequately.
Moreover, anatomical landmarks such as curves or surfaces embedded in R 3 as well as deformations of the 3D space do not belong to usual vector spaces.
Dening statistical models is therefore dicult and specic tools have to be developed to accurately measure anatomical variations. If anatomic variation were better understood, tools encoding these variations could have a signicant impact in neuroscience to minimize the inuence of the anatomical variability in functional group analysis, and in clinical medical image analysis to better drive the personalization of generic models of the anatomy (called also template, atlas or prototype in the literature).
Instead of analyzing the anatomical variability directly in the 3D intensity space, it is often preferable to extract precisely dened anatomical landmarks such as sulcal lines (Thompson et al., 1996a; Mangin et al., 2004) , cortical surface models (Fischl et al., 2001; Tosun and Prince, 2005) , or models of some sub-cortical structures (Hazlett et al., 2005; Vaillant et al., 2007) . The data to be analyzed are thus curves, surfaces or volumes represented by structured or unstructured point sets. The rst attempts to compare such shapes was based on dening correspondences between points (Zhang, 1994; Chui and Rangarajan, 2003) . However, the sampling of two dierent geometric subjects can be so different that such a correspondence assumption introduces a bias that often hides the real underlying geometrical variability. To overcome this difculty, some authors proposed to measure variations of some features extracted a priori such as length, area, volume, complexity, principal modes of variation of the cloud of sampled points, etc. See Paus et al. (2001) for instance. Although these approaches, that derive scalar measures from structure models, are relatively easy to set up from a computational point of view, they fail to capture ne geometrical variations between subjects like for instance a twisting of the extremity of a sulcus, which cannot be readily described by a set of a priori selected features. Also, data analysis often proceed by computing dense displacement elds that encode variations in shape and volume among individuals, often based on deformable registration of shapes. The deformation that maps one shape onto another has been proved to be useful for measuring signicant anatomical variability among dierent subjects (Fillard et al., 2007a; Vaillant et al., 2007; Ashburner and al, 1998; Durrleman et al., 2007) . Due to the presence of noise and of sampling eects, it may be advantageous to allow a trade o between the regularity of the deformation and the precision of the matching, instead of exact matching. This raises the need to develop a consistent deformation framework and a shape similarity measure that does not rely on point correspondences nor on features selected a priori.
In this perspective, one interesting framework consists of modeling geometrical primitives as currents (Vaillant and Glaunès, 2005; Vaillant et al., 2007; Durrleman et al., 2007) . The idea is to characterize shapes via vector elds, which are used to probe them. For instance, a surface is characterized by the ux of any vector eld through it, a line by the path integral of any vector eld along it. Conversely, associating a ux to any vector eld species an object which is more general than a surface or a curve and which is called a current. This way of embedding shapes in a Hilbert space allows one to dene algebraic operations such as addition or averaging, and to measure distance between geometrical primitives via an inner product that does not assume a specic type of point correspondence.
Discrete and continuous objects are handled in the same setting, oering a way to measure the sampling quality and to guarantee numerical stability.
This framework has been used to compute and visualize mean lines and surfaces, and to perform principal component analysis on datasets of such primitives, suggesting the eciency and generality of the approach (Durrleman et al., 2008) .
However this similarity measure is too weak to capture the broad range of possible dierences between shapes: it is benecial to couple it with a deformation framework. The large deformation diffeomorphic metric mapping (LDDMM) framework (Trouvé, 1998; Grenander and Miller, 1998; Dupuis et al., 1998; Miller et al., 2002 Miller et al., , 2006 ) is ideal for this task as shown in Vaillant and Glaunès (2005) and Glaunès and Joshi (2006) although it might be possible to adapt other dieomorphism registrations method proposed for images (e.g. Ashburner and Friston (2003) ; Avants et al. (2006) ). The deformation that matches a pair of shapes is sought within a group of regular dieomorphisms in order to optimize a trade-o between the regularity of the deformation and matching accuracy, as measured by the dissimilarity measure on currents (Vaillant and Glaunès, 2005; Durrleman et al., 2007) . As a result, the registration decomposes the dierences between two shapes into (1) a deformation that captures a global misalignment and (2) a residual term (rep-resenting the dierence between the registered shape and the target shape) that contains possible nondieomorphic variations as well as physical and numerical noise. In the approach followed here, we perform our statistical analysis of shape on the deformation term only. Our results on a dataset of sulcal lines show that this method can be used to detect and characterize anatomical variability within a group of subjects.
Moreover, this dieomorphic framework enables to register multiple objects in a spatially consistent way. Indeed, a dataset of anatomical landmarks often consists of a set of several shapes (e.g. a set of sulcal lines or set of meshes representing dierent subcortical structures for instance (Mangin et al., 2004; Duchesnay et al., 2007; Gorczowski et al., 2007) . If one set of manifolds, such as a distributed set of sulcal landmark curves, is embedded in another manifold which also varies, such as the cortical surface, one often aims to measure the variability not only of the embedded landmarks but also of the whole underlying brain surface or 3D brain volume. The framework based on currents enables precisely to dene a distance between multiple objects sets even if they are not labeled or if all subjects have not the same number of objects. (In these cases the distance will just be less precise than for labeled objects).
The dieomorphic framework in turn nds a single deformation of the underlying image domain that integrates the variability of all objects in as consistent manner as possible. By contrast, several methods such as in Fillard et al. (2007a) analyze the variability of each shape individually; there is a need for an extrinsic extrapolation scheme to retrieve a variability in the space between the objects. The approach proposed in Hellier and Barillot (2003) ; Cachier et al. (2001) makes a model of deformation that has constraints on sulci, cortex, and whole brain, all within a single optimization framework.
Earlier work like Thompson and Toga (1996) just used the matching of low order manifolds rst, and used these as hard constraints or boundary conditions on subsequent mappings one dimension higher.
Altough there are many other registration frameworks in the literature, we focus in this paper on the current-based dieomorphic registrations (CDR) to build brain variability models. This paper aims to present and discuss such a framework, based on dieomorphic registration of currents, in the case of curves. We apply the method on a dataset of labeled sulcal lines to infer the variability of the brain surface within a population. In Section 2, we explain the framework for registration of sulcal lines. How this diers from the pointwise line correspondence (PLC) approach, proposed in Fillard et al. (2007a) , is discussed in depth from a methodological point of view. In Section 3, we perform a statistical analysis of the underlying brain surface based on these registrations. This allows us to measure and visualize how the brain surface varies in a population. A comparison with the results obtained in Fillard et al. (2007a) on the same database illustrates some of the dierent methodological assumptions each method is based on.
Registering Sets of 3D Curves
Registering a set of 3D curves L 0 onto another set of 3D curves L 1 can be formulated as the task of looking for the most regular deformation φ that transports all curves of L 0 and best matches the curves of L 1 . We follow here the approach introduced in : the unknown deformation is sought in a subgroup of dieomorphisms and its regularity is measured based its distance to the identity (i.e. no deformation), the similarity measure is computed by embedding the curves into a space of currents. As it is common practice in deformable image registration, we nd the registrations by minimizing a cost function that balances the regularity of the deformation against the matching delity.
Non-parametric Representation of Curves as Currents
The space of currents is a vector space that may be equipped with a norm that measures geometrical similarity between curves. In this space, curves could be discrete or continuous and may consist of several dierent parts. All these objects are handled in the same setting and inherit many interesting mathematical properties: linear operations, distance, convergence, etc. Moreover, this denition of distance between curves does not make any assumption about point correspondences, even implicitly. This framework diers therefore from usual methods such as that in Joshi and Miller (2000) where landmark matchings are performed or those in Chui and Rangarajan (2003) ; Granger and Pennec (2002); Cachier et al. (2001) where curves are considered as unstructured point sets and dierent kind of fuzzy correspondences are assumed. We recall here how to build a space of currents and how to compute explic-itly a similarity measure on curves. For more details on the theory we refer the reader to Vaillant and Glaunès (2005) 
where τ (l) is the unit tangent vector (dened almost everywhere) of L at point l and W is a test space of smooth vector elds (See Fig.1 ). More generally, a current L is dened as a continuous linear mapping from the test space W to R. As a set of mappings, the space of current (denoted W * ) is a vector 
A Dirac current may be seen as an oriented segment α entirely concentrated at one point x. Although a curve has an innite set of tangents, polygonal lines may be approximated in the space of currents by a In this setting, it has been shown (Vaillant and Glaunès, 2005; that the norm on W * comes from an inner product ., . W * . On basis elements, this inner product is δ
(where n is not necessarily equal to m) is therefore given by:
This enables to compute explicitly the distance be-
In our applications, we choose K W to be isotropic and Gaussian: for all points x, y ∈ R
We observe that the distance between two curves (Eq.3), induced by the Hilbertian inner product Eq.2, measures geometrical dierences both in pose and shape (See Fig.1 
Dieomorphic Registration
We use here the large deformation framework founded in the paradigm of Grenander's group action approach for modeling objects (see Grenan- der ( We build our deformations as dieomorphisms φ v 1 , solutions at time t = 1 of the ow equation:
with initial condition φ 0 = id R 3 (i.e., φ 0 (x) = x: no deformation). The time-varying vector eld v = (v t ) t∈[0,1] is the speed eld in the Lagrangian coordinates. We suppose, from now onwards, that at every time t, v t belongs to a r.k.h.s. V with kernel K V . We denote . V the norm on this space that measure the spatial regularity of the vector eld. To measure the regularity of the nal dieomorphism, we integrate the regularity of this speed eld along time Miller et al., 2002) :
We must nd therefore a timevarying vector elds (v t ) t∈[0,1] that minimizes the following cost function J:
where γ is a trade-o between the regularity of the deformation and the delity to data.
φ.L represents the geometrical transportation of the curve L by the deformation φ. This formulation is compatible with our framework based on currents.
The path integral of ω along a deformed curve φ(L) equals the path integral along L of the pulled-back vector eld:
. This is a change of variables formula within Eq.1, from which we deduce a general action of dieomorphism on any currents: φ.L(ω) = L(φ ω). In particular, on basis element, this gives: φ.δ
: an innitesimal segment α at point x is transported into φ(x) and deformed by the Jacobian matrix: d x φ. Combined with Eq.2 and 3, this makes computable the delity to data term in Eq.5, once a deformation is given.
To minimize the cost function in Eq.5, we take advantage of a dimensionality reduction property.
Although the vector elds v t are dense, it has been shown (for instance in Miller et al. (2002); Vaillant and Glaunès (2005) ) that, in case of discrete curves,
ci , the minimum of Eq.5 is achieved for a vector eld v t which interpolates the trajectories of the points of L 0 :
where the momenta (α i (t)) is a set of N vectors (in 3D) for each time t and c i (t) = φ t (c i ) are the trajectories of the points of L 0 . Based on Eq.4 evaluated at x = c i , these trajectories depend only on the momenta α i (t). This means that the minimizing dense vector eld v t is entirely determined by a set of 3 * N parameters for each time t. For 34 subjects in the database, we register this set of mean lines onto every individual subject's set of sulcal lines. The registrations were computed by J.
Glaunès' algorithm detailed in . This algorithm depends on the 3 parameters: λ V , λ W and γ. To understand the impact of these parameters and the specicity of this current-based dieomorphic registrations (CDR) with respect to a pointwise line correspondence (PLC) method (Fillard et al., 2007a) , we ran the registration algorithm for several dierent sets of parameters. The local minimum issue is avoided. In both cases (a and b), the deformation kernel's size is very small: λ V = 5mm whereas the diameter of the brain is about 120mm. The speed vector eld is highly irregular and each curve is matched almost indepen- In between points are matched via a closest neighbor procedure after B-spline smoothing and resampling.
As no correlations between curves are assumed and no correspondence eld computed outside the data, this matching can be seen as an approximation of our registrations when λ V tends to zero. Since the correspondences between points do not take noise into account, it is also the limit as λ W tends to zero but After extensive experiments, we choose the typical coherence scale of dieomorphisms λ V = 25mm, the typical noise scale on lines λ W = 5mm and the tradeo γ = 0.01 by visually inspecting the results.
Changing these parameters would smoothly aect the typical correlation size of the following variability maps. These values highlight the specicity of our framework, that will explain, in turn, the dierent variability maps retrieved by our CDR method and the PLC approach on the same dataset as in Fillard et al. (2007a) . 
We dene an inner product (resp. a norm) on this space of momenta as the inner product (resp. norm) of its associated dense
Eq.6. Since V is a r.k.h.s. with kernel K V , the inner product between two sets of 3N momenta (from the registration of two dierent subjects) (α 2 V * = λ 1 , i.e. the eigenvalue corresponding to V 1 ). Given this rst mode of initial momenta m, we follow the procedure explained in section 3.1, to generate the dieomorphism determined by m. We call this deformation, the rst mode of deformation. It illustrates, to the rst order, how the mean anatomy varies within the population. Since the dieomorphism is dense, we can apply it not only on the mean lines points but also on a mean cortical surface to which the mean lines are close (Fig.   4-middle) . This deformation shows the variability between 0 and σ (Fig. 4-right) . Repeating the procedure for −α give the rst mode of deformation between 0 and −σ (Fig. 4-left (Bhattacharya and Patrangenaru, 2003; Oller and Corcuera, 1995; Pennec, 1999) . This is particularly dicult due to the innite dimension of the space. Hamilton et al., 2007; Luders et al., 2004) . In the PLC approach (Fillard et al., 2007a) (Thompson et al., 2002) , based on harmonic mappings that minimize a surface-to-surface deformation energy (Shi et al., 2007; Wang et al., 2005) .
Some of these methods even extend the surface deformation to the full volume, using interpolation (Thompson and Toga, 1996) . In each of these cases, the dierential operator governing the mapping may −σ 0 +σ 
Comparison of Variability Maps
To compare our CDR-based variability measures with those computed with a PLC approach on the same database we create variability maps similar to those in Fillard et al. (2007a) : in absence of generative models, PLC approach performs such descriptive statistics. At each point x of the mean surface, we computed the covariance matrix of the 34 initial speed vectors v 0 (x), computed with Eq.6 for each set of initial momenta. These 3 × 3 matrices (called also tensors) show how locally one point is varying among the studied population, as proposed in Thompson et al. (1996b Thompson et al. ( , 1998 . We notice that this variance contains less information than the former principal component analysis. Here each point are considered independently whereas the PCA takes into account the correlations of all points' motion together. Moreover, due to the dieomorphic approach, the initial vector eld is dense and no extrinsic extrapolation scheme is required to compute the covariance matrices at each point of the mean surface. By contrast, PLC approach computes these 3 × 3 matrices from the correspondence elds at the mean lines samples. (Fig.5-a) and from the correspondence eld in the PLC approach (Fig.5-b) . We notice that the point matching method leads to irregular tensor elds at extremities of the lines and between lines, whereas the global regularity constraint of the diffeomorphism in CDR imposes the retrieved variability to be spatially smoother. CDR thus discounts any variability contained in the residual matching errors, which is considered here as noise. In PLC, the tensor eld is denoised separately by removing unreliable large tensors at the end of lines before the extrapolation step.
Variability in the Direction of the Lines
One drawback of PLC's method as underlined in The CDR approach tries to combine the motion of all lines and therefore leads to a small variability in area 4 (the perisylvian cortex) in the left hemisphere and to a large one in the right hemisphere. In these perisylvian areas, the variability is likely to dier by hemisphere as the right hemisphere perisylvian sulci are torqued forward and at a higher angle of elevation than their counterparts in the left hemisphere (Thompson et al., 1998) . With PLC method this asymmetry in the magnitude of anatomical variability is not retrieved directly.
a -CDR b -PLC Figure 9 . Extrapolation schemes in the simple case of anti-correlated vectors. Right: In PLC framework the tensors are computed at the sample points and then extrapolated in the middle point: the tensor in the middle is similar to the two others.
Left: In CDR approach one rst extrapolates the vector eld and then computes at each point the covariance matrix. Since the vectors are anti-correlated, the eld is close to zero at the center and the variability measured at this point is negligible. be. Building such a statistical framework is beyond the scope of the present paper, but it must be the topic of further investigation.
Some comment is also necessary regarding whether the norm on currents is appropriate for the data, as this model does not take explicitly curvature into account and every points on lines play the same role. When anatomical curves are matched using a smooth registration eld, Leow et al. (2005) have previously explored the case where the curves are modeled as level sets of an implicit functions, and no explicit point correspondence is enforced, allowing the mapping to relax along sulcal lines.
They investigated the matching of anatomic structures by directly constructing their implicit level set representations and the proposed matching cost functionals were shown to be closely related to the Hausdor metric. With this type of mapping, brain structural variability was reduced by 10% in most regions and up to 40% in other regions; greatest reduction was observed in the temporal and frontal lobes, while a lesser reduction was observed in areas with greatest anatomic variability. Arguably, this results in mappings that have less distortion while still matching homologous gyral anatomy in detail from one subject to another. Contrary to some other norms that explicitly take into account surface curvature (Fischl et al., 2004) , or dierential invariants within a curve (such as torsion)
derived from the Frenet frames of the curves being matched (Guéziec and Ayache, 1994) , our norm in this paper, and the one in the paper by Leow et al. A similar framework (but that does note require orientation of lines) has been used in Auzias et al. (2008) with the sulci of Rivière et al. (2002) . In the future, alternative cortical landmarks, including perhaps the endpoints of ber paths inferred from DTI, may also supplant or partially replace the reliance on sulci as a guide to anatomical homology in the human cortex (Cathier and Mangin, 2006) .
The comparison with a pointwise line correspondence (PLC) method is also dicult to interpret.
The comparison remains here largely qualitative and at a methodological level. Even so, it is clear that each result is biased by the assumptions on which the variability measures are based. Each approach reveals new features from the database such as the principal modes of deformation, or unexpected patterns of anatomical correlation at distant points (Fillard et al., 2007b) . A fair comparison between both methods would rely on objective statistical performance metrics, such as their respective predictive power for instance. In future, we will design studies that aim to predict extrinsic information about the subjects (e.g. sex, handedness, disease subtype, prognosis), from the information encoded in the cortical deformations. In a sense, the best model of anatomical variability is one that allows most reliable inferences and predictions regarding population. However, such a deep comparison is beyond the scope of this paper. Our purpose was here to present a general framework to compute statistics of brain shapes, to highlight its strength and limitations and nally to show its feasibility and relevance for addressing a range of statistical problems in the eld of computational anatomy.
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