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Abstract—In this paper
1 we investigate a problem arising in
decentralized registration of sensors. The application we consider
involves a heterogeneous collection of sensors - some sensors
have on-board Global Positioning System (GPS) capabilities
while others do not. All sensors have wireless communications
capability but the wireless communication has limited effective
range. Sensors can communicate only with other sensors that are
within a ﬁxed distance of each other. Sensors with GPS capability
are self-registering. Sensors without GPS capability are less
expensive and smaller but they must compute estimates of their
location using estimates of the distances between themselves and
other sensors within their radio range. GPS-less sensors may be
several radio hops away from GPS-capable sensors so registration
must be inferred transitively. Our approach to solving this
registration problem involves minimizing a global potential or
penalty function by using only local information, determined by
the radio range, available to each sensor. The algorithm we derive
is a special case of a more general methodology we have developed
called ”Emergence Engineering”.
I. INTRODUCTION
Recent interest in sensor and surveillance systems based on
unattended ground-based sensors (UGS) and unmanned au-
tonomous vehicles (UAV’s) has led to a proliferation of devices
with different capabilities, sizes and costs. A typical goal is to
deploy many small and inexpensive “easy-to-sacriﬁce” sensing
devices with limited radio communication range that can
form ad-hoc networks for communicating information back
to processing stations and users. The sensing devices gather
information about the surrounding environment (acoustic, seis-
mic, infrared, temperature, humidity and so on) and then pass
data through neighbors and ultimately to central processing
or communications stations. Given the low envisioned cost
of such technology, some number of sensor failures can be
tolerated as long as the sensing requirements (like coverage of
a certain area) and communications connectivity (for routing
data back to users) are maintained. There are several examples
of prototype and commercial sensors of this type [1].
In this work, we assume that sensor units consist of different
components such as processors, memory, Global Positioning
System (GPS) receivers, radio transmitter and various sensing
modalities. Two speciﬁc types of sensors are considered -
sensors with GPS capabilities and sensors without GPS ca-
pabilities. Sensors with GPS can of course self-register using
the GPS signal while sensors without GPS must estimate their
1Research supported in part by Defense Advanced Research Projects
Agency Grant F30602-00-2-0585.
positions using information communicated with neighboring
sensor units. The algorithm we present for the registration of
all sensor nodes is iterative and decentralized. Our ultimate
goal is to show that networks consisting of different types of
sensors, expensive and cheap, can still be effectively used if
the sensors collaborate on their registration. Our investigations
have raised many interesting questions for future work. What
are the tradeoffs between processing power and, for example,
radio bandwidth and range? What density of GPS enabled
devices is sufﬁcient, with high probability, to register all sensor
nodes within a given region, assuming some sort of random
distribution of both types of sensors within that region.
Section II formulates the basic problem quantitatively.
Section III describes our decentralized algorithmic approach,
Section IV provides convergence results while Section V de-
scribes our experimental analysis. Finally Section VI discusses
future work required in this area. We are currently conducting
experiments and we have implemented this algorithm as a web
browser accessible applet. 2
II. PROBLEM DEFINITION
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B The non-GPS sensors are able to infer algorithmically
their absolute position by locally exchanging information
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B The number of expensive, GPS-enabled sensors,
: is
minimized.
The quantiﬁcation of the trade-offs should now be clear. The
problem is to minimize the use of sophisticated, but costly,
devices at the expenses of less expensive ones. This tradeoff
requires having enough computational and communications
power to compensate for less capable, non-GPS devices. In
general, precise positioning of devices, either GPS or non-
GPS enabled, is not possible because of how the sensors are
deployed. They may be deployed to maximize coverage of
subregions of high value or they may be literally dropped,
as from an aircraft, and therefore end up with more or less
random positions within the region.
Below, we describe a decentralized, iterative algorithm for
non-GPS enabled sensors to self-register. We also present a
preliminary experimental analysis of the required densities
of GPS capable sensors to ensure, with high probability,
self-registration of the whole sensor grid. The minimal such
density, for a given probability of successful self-registration,
would clearly be related to the problem of minimizing the cost
of the overall sensor grid deployment.
III. COMPUTING ABSOLUTE POSITIONS
We approach the problem of inferring absolute positions
of non-GPS equipped sensors deployed on a disk area
￿
￿
following a top-down methodology for the design of desired
emergent behaviors in multiple agent-based systems (MAS)
[2], [3], [4].
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must determine their positions through a local computation
and communication with their neighbors.
The basic idea behind the algorithm is as follows: each
non-GPS sensor node starts with an initial random guess
of its true position within
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and then proceeds iteratively
to successive reﬁnements of that position estimate until the
difference between two successive iterates becomes negligible.
The goal of this process is for the position estimates to
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Our technique is based on a global potential function to
be minimized with a decentralized, possibly asynchronous,
gradient descent method [5]. The effectiveness of the ap-
proach relies upon the fact that the gradient vector is locally
computable. This is one of the key aspects of our top-down
methodology in which the computation of a function requiring
global resources can be computed or estimated using only local
resources.
A. Artiﬁcial Potentials and Algorithms
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p is a suitable nonincreasing sequence of positive
numbers (the “stepsize”).
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The assumption of having
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introduction of an additional function:
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This result can be easily generalized to
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Characterization of uniqueness does not seem very easy and
is actually one of the challenges of this work.
It would be also very interesting to establish conditions
under which equation 2 has only a ﬁnite number of solutions
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holds, in order to prove the convergence of the asynchronous
gradient descent algorithm.
IV. CONVERGENCE
We now focus on proving the convergence of our iterative
decentralized gradient descent algorithm. We determine a
bound for
o that ensures convergence to a stationary point (a
zero of the gradient) although, sometimes, this might be a local
minimum or a point of inﬂection as we veriﬁed experimentally
(see IV-A). We proceed as follows.
B We ﬁrst identify a bounded region that encloses the
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Let us start with the Lipschitz constant.
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Let us conclude this section with a result that establishes a
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Fig. 1. Degeneracy due to alignment of the centers.
be unique. In fact, two circles intersect in at most two points,
say
C and
￿ . If we pick a third point the only way for it to
be at the same distance from
C and
￿ is to lie on the axis
perpendicular to the line passing through
C and
￿ . But this
means that the three centers would be perfectly aligned along
that axis against the hypothesis. This situation of degeneracy
is depicted in Fig. 1.
Let us now consider the following Coloring Algorithm.
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￿ GPS-enabled
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We verify numerically the existence of local minima of the
scalar function
h . First we run our Matlab simulation on
random deployments of the sensors until the gradient descent
process terminates on a stationary point other than
,
A
> , say
,
5
>
C
B .
Then we analyze the behavior of the second partial derivatives
on
,
,
>
C
B to verify that it is a relative (local) minimum (and not
a saddle point). This veriﬁcation, of course, does not rule out
the existence of saddle points. However, here we focus on
local minima because those constitute the worst situation in a
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We apply standard techniques from Calculus based on
expanding
h , by Taylor’s theorem, with a remainder of the
third order, around a stationary point x and studying the
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techniques provide us with the following sufﬁcient condition
for a stationary point x to be a relative minimum for
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Figure 2 reports one such a case. These results reveal that in
general we should expect our algorithm to reach local minima
and so we need to identify methods to precompute convenient
initial values in order to avoid those traps in advance.
V. GENERAL EXPERIMENTS
In this section we present the results of our experimental
analysis. We search critical values of the percentage of GPS-
enabled devices above which the algorithm converges with
very high probability given a random deployment of sensors.
We disseminate uniformly at random
￿ sensors, having ﬁxed
communication range, on a square of side
O
, then we run
the gradient descent algorithm starting from random initial
values. Figure 3 reports the estimated convergence probability
,
1
$
]
:
￿
’ as
: , the number of GPS-enabled devices, ranges from
￿ to
￿ . Intuitively the convergence process depends on the
degree of connectivity of the graph
  which is much higher
for high values of the range to side ratio. For example, if the
communication range is inﬁnite and there are at least
￿ GPS-
enabled units we would expect the algorithm to converge with
very high probability. So, as
￿ tends to inﬁnity, our expected
curve will be a step function with discontinuity at point
:
•
￿
;
￿ .
As
￿ tends to
8 instead the curve becomes more smooth. The
conclusion is that there are no nontrivial critical points.
VI. PLAN AND FUTURE WORK
The following issues need to be explored in future work:
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1) Understand the structure of local minima better: do they
occur in speciﬁc geometric structures?
2) Establish conditions on
  that rule out the existence of
local minima and, in general, of undesirable stationary
points. In such cases, equation
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