Let D c (k) be the space of (non-commutative) distributions of k-tuples of selfadjoint elements in a C * -probability space. On D c (k) one has an operation ⊞ of free additive convolution, and one can consider the subspace D inf-div c (k) of distributions which are infinitely divisible with respect to this operation. The linearizing transform for ⊞ is the R-transform (one has R µ⊞ν = R µ + R ν , ∀ µ, ν ∈ D c (k)). We prove the equality
inf-div c (k) of distributions which are infinitely divisible with respect to this operation. The linearizing transform for ⊞ is the R-transform (one has R µ⊞ν = R µ + R ν , ∀ µ, ν ∈ D c (k)). We prove the equality
where for µ ∈ D c (k) we denote by η µ the η-series associated to µ. (The series η µ is the counterpart of R µ in the theory of Boolean convolution. A quick way to define it is by the formula η µ = M µ /(1 + M µ ), with M µ the moment seris of µ.) As a consequence of (I), one can define a bijection B :
(k) via the formula
We show that B is a multi-variable analogue of a bijection studied by Bercovici and Pata for k = 1, and we prove a theorem about convergence in moments which parallels the Bercovici-Pata result. On the other hand we prove the formula
with µ, ν considered in a space D alg (k) ⊇ D c (k) where the operation of free multiplicative convolution ⊠ always makes sense. An equivalent reformulation of (III) is that
This shows that, in a certain sense, η-series behave in the same way as R-transforms in connection to the operation of multiplication of free k-tuples of non-commutative random variables.
Introduction
The extent to which develoments in free probability parallel phenomena from classical probability has exceeded by far what was originally expected in this direction of research.
In particular there exists a well-developed theory of infinitely divisible distributions in the free sense; a few of the papers building this theory are [10] , [3] , [4] -see also the section 2.11 of the survey [12] for more details. The Boolean Bercovici-Pata bijection is one of the results in this theory (cf [4] , Section 6); it is a special bijection between the set of probability distributions on R which are infinitely divisible with respect to free additive convolution (on one hand), and the set of all probability measures on R (on the other hand).
In this paper we extend the Boolean Bercovici-Pata bijection to the multi-variable framework, in a context where we deal with k-tuples of bounded random variables (or in other words, we deal with non-commutative multi-variable analogues for distributions with compact support). The framework we consider is thus:
where k is a positive integer, D c (k) is the set of linear functionals µ : C X 1 , . . . , X k → C which appear as joint distribution for a k-tuple of selfadjoint elements in a C * -probability space, and ⊞ is the operation of free additive convolution. (For a review of this framework, and for a more detailed description of the notations we are using in connection to it, see Section 4 of the paper.) A distribution µ ∈ D c (k) is said to be infinitely divisible with respect to ⊞ if for every N ≥ 1 there exists a distribution µ N ∈ D c (k) such that the N -fold ⊞-convolution µ N ⊞ µ N ⊞ · · · ⊞ µ N is equal to µ The set of distributions µ ∈ D c (k) which have this property will be denoted by D inf-div c (k). The linearizing transform for ⊞ is the R-transform. The R-transform of a distribution µ ∈ D c (k) is a power series R µ ∈ C 0 z 1 , . . . , z k , where C 0 z 1 , . . . , z k denotes the set of power series with complex coefficients, and with vanishing constant term, in k noncommuting indeterminates z 1 , . . . , z k . The above mentioned linearization property is that
(1.1)
We denote by R c (k) the set of power series f ∈ C 0 z 1 , . . . , z k which appear as R µ for some µ ∈ D c (k); and, similarly, we use the notation R inf-div c (k) for the set of series which appear as R µ for a distribution µ ∈ D inf-div c . A distribution µ is always uniquely determined by its R-transform, so we are dealing in fact with two bijections,
( 1.2) In this paper we put into evidence a commutative diagram where the vertical arrows are the two bijections from ( 1.2) , and where the top horizontal arrow B is a multi-variable counterpart of the Boolean Bercovici-Pata bijection (in the sense that if we make k = 1, then B is the restriction of the Boolean Bercovici-Pata bijection from [4] to the set of distributions with compact support).
( 1.3) We observe the somewhat surprising occurrence in this diagram of another kind of transform, the η-series. This is the linearizing transform for another kind of convolution on D c (k), the Boolean convolution ⊎. The η-series of a distribution µ ∈ D c (k) is a series η µ ∈ C 0 z 1 , . . . , z k , and we have the Boolean counterpart of Equation (1.1), namely that
(
1.4)
A distribution µ is uniquely determined by η µ , so if we denote E c (k) := {f ∈ C 0 z 1 , . . . , z k | ∃ µ ∈ D c (k) such that η µ = f }, then we have a bijection
Note that we have drawn this bijection along the diagonal of the diagram (1.3); the justification for why we are allowed to do so is given by the first part of the next theorem. 
One has a purely combinatorial way of describing this bijection. More precisely, there exists an explicit summation formula which gives the coefficients of Reta(f ) in terms of the coefficients of f , where f is an arbitrary series in R c (k). The summation formula is:
Cf (i 1 ,...,in);π (f ), ( ( 1.8) In the case k = 1, B coincides with the restriction of the Boolean Bercovici-Pata bijection to the set of compactly supported probability distributions on the real line.
When looking at the diagram ( 1.3) , one can say that the map Reta is the "R-transform incarnation" of the Boolean Bercovici-Pata bijection. It is remarkable that one can also describe Reta by the very explicit formulas (1.7) and ( 1.6 ) (where ( 1.6 ) is the one which suggested the name "Reta" -the transformation which "converts R to η").
We can supplement Theorem 1 with the following result, which is a k-dimensional version of the equivalence (2) ⇔ (3) in Theorem 6.1 of [4] (and thus provides a more in-depth explanation for why B of Theorem 1 is indeed a k-dimensional version of the corresponding bijection from [4] ).
, and let p 1 < p 2 < · · · < p N < · · · be a sequence of positive integers. Then the following two statements are equivalent:
where the limits in (1) , (2) are considered with respect to convergence in moments. Moreover, if (1) and (2) hold, then the resulting limits µ, ν are connected by the formula B(µ) = ν, where B is the bijection from Theorem 1.
We next proceed to presenting the second main result of this paper, which concerns a surprising property of the Boolean Bercovici-Pata bijection, in connection to the operation of free multiplicative convolution. This result takes place in a purely algebraic framework, and in order to present it we will move from D c (k) to the larger set D alg (k) of distributions of k-tuples in arbitrary (purely algebraic) non-commutative probability spaces. D alg (k) consists in fact of all linear functionals µ : C X 1 , . . . , X k → C which satisfy the normalization condition µ(1) = 1.
The commutative diagram (1.3) has a "simplified" version living in the algebraic framework of D alg (k). Indeed, for µ ∈ D alg (k) it is still possible to define the R-transform R µ , and every series f ∈ C 0 z 1 , . . . , z k can be written uniquely as R µ for some µ ∈ D alg (k). Moreover, every µ ∈ D alg (k) is (trivially) infinitely divisible in this purely algebraic framework; hence the two bijections displayed in (1.2) are now both replaced by the bijection
On the other hand, for µ ∈ D alg (k) one can define the η-series η µ , and every f ∈ C z 1 , . . . , z k can be written uniquely as η µ for some µ ∈ D alg (k); so we also have a bijection 10) which is the counterpart of the bijection from (1.5). This leads to the diagram
where the vertical arrows are from (1.9), the diagonal is from ( 1.10) , and the horizontal arrows B and Reta are defined via the requirement that the diagram is commutative. On the space D alg (k) we can define an operation of free multiplicative convolution ⊠, as follows. Given µ, ν ∈ D alg (k), one can always find random variables x 1 , . . . , x k , y 1 , . . . , y k in a non-commutative probability space (M, ϕ) such that the joint distribution of the ktuple x 1 , . . . , x k is equal to µ, the joint distribution of the k-tuple y 1 , . . . , y k is equal to ν, and such that {x 1 , . . . , x k } is freely independent from {y 1 , . . . , y k } in (M, ϕ). The joint distribution of the k-tuple x 1 y 1 , . . . , x k y k turns out to depend only on µ and ν; and the free multiplicative convolution µ ⊠ ν is equal, by definition, to the joint distribution of
what makes this definition not to work in the framework of D c (k) is that, even if we assume that all of x 1 , . . . , x k , y 1 , . . . , y k are selfadjoint elements in a C * -probability space, the products x 1 y 1 , . . . , x k y k will no longer be selfadjoint, in general.)
By using this terminology, our second theorem is then stated as follows. 
( 1.12) It is also worth recording how Theorem 2 looks like when it is re-phrased in terms of R-transforms. This re-phrasing involves an operation ⋆, called boxed convolution, on the space of series C 0 z 1 , . . . , z k . One way of defining ⋆ is via the equation
( 1.13) This equation says that ⋆ is the "incarnation of ⊠" obtained when one moves from D alg (k) to C 0 z 1 , . . . , z k via the bijection (1.9). (Or, if we recall how ⊠ is defined, we can say that the job of ⋆ is to describe the multiplication of freely independent k-tuples, in terms of their R-transforms.) On the other hand, the operation ⋆ can also be introduced in a purely combinatorial way -one has explicit formulas giving the coefficients of f ⋆ g in terms of the coefficients of f and of g, via summations over non-crossing partitions. The explicit formulas for the coefficients of f ⋆ g will be reviewed in the Section 7 of the paper; for more details on ⋆ (including the explanation of why it is justified to use the name "convolution" for this operation) we refer to [6] , Lectures 17 and 18. The reformulation of Theorem 2 in terms of transforms goes as follows.
Theorem 2'. The η-series satisfies the relation
The equivalence of Theorems 2 and 2' is immediate. For instance if we assume Theorem 2', then Theorem 2 is obtained as follows: for every µ, ν ∈ D alg (k) we have that
So B(µ ⊠ ν) and B(µ) ⊠ B(ν) have the same R-transform, and these two distributions must therefore be equal to each other.
It is interesting to compare the Equation (1.14) in Theorem 2' with the quite similarly looking Equation (1.13) which precedes the theorem. We see here that the operation of boxed convolution ⋆ also pops up as the "incarnation of ⊠" when one moves from D alg (k) to C 0 z 1 , . . . , z k via the bijection (1.10), µ → η µ , in lieu of the bijection µ → R µ from (1.9). (The bijection in (1.10) is quite a bit easier to work with than the one in (1.9) -see the discussion in Proposition 3.5 and Remark 3.6 below.) Let us also mention here that in the case when k = 1, one of the usual ways of looking at ⊠ is by viewing it as an operation on the set of probability distributions with support (not necessarily compact) contained in [0, ∞); one can then ask if Equation (1.12) from Theorem 2 still holds in that setting. The affirmative answer to this question (obtained by using complex analysis methods, specific to the case k = 1 and which also cover the situation of unbounded supports) is given in [2] .
We conclude this introductory section with a word of explanation on how the paper is organized. In the above discussion it was more relevant to consider first the framework of D c (k), but for a more detailed presentation it is actually better to first clarify the simpler algebraic framework of D alg (k). This is done in Section 3 of the paper, following to a review of some basic combinatorial structures done in Section 2. In Section 4 we give a more detailed introduction to D c (k) and to the maps involved in the commutative diagram (1.3), and then in Section 5 we give the proofs of Theorems 1 and 1'. In Section 6 we return to the algebraic framework and present the result from the combinatorics of non-crossing partitions (Proposition 6.11 ) which lies at the core of our Theorems 2 and 2'. Finally, Section 7 is devoted to presenting the proofs of Theorems 2 and 2'.
Some basic combinatorial structures
The first part of this section gives a very concise review (intended mostly for setting notations) of non-crossing partitions. For a more detailed introduction to these partitions, and on how they are used in free probability, we refer to [6] , Lectures 9 and 10.
Remark (review of N C(n)).
Let n be a positive integer and let π = {B 1 , . . . , B p } be a partition of {1, . . . , n} -i.e. B 1 , . . . , B p are pairwise disjoint non-void sets (called the blocks of π), and B 1 ∪ · · · ∪ B p = {1, . . . , n}. We say that π is non-crossing if for every 1 ≤ i < j < k < l ≤ n such that i is in the same block with k and j is in the same block with l, it necessarily follows that all of i, j, k, l are in the same block of π. The set of all non-crossing partitions of {1, . . . , n} will be denoted by N C(n). On N C(n) we consider the partial order given by reversed refinement: for π, ρ ∈ N C(n), we write "π ≤ ρ" to mean that every block of ρ is a union of blocks of π. (In this paper we will use more than one partial order on N C(n), but "≤" will be always reserved for reversed refinement order.)
For π ∈ N C(n), the number of blocks of π will be denoted by |π|. The minimal and maximal element of (N C(n), ≤) are denoted by 0 n (the partition of {1, . . . , n} into n singletons) and respectively 1 n (the partition of {1, . . . , n} into one block).
A partition π ∈ N C(n) has an associated permutation of {1, . . . , n}, which will be denoted by P π . The permutation P π is defined by the prescription that for every block B = {b 1 , . . . , b m } of π, with b 1 < · · · < b m , one creates a cycle of P π , as follows:
Remark (review of the Kreweras complementation map).
This is a special order-reversing bijection K : N C(n) → N C(n). One way of describing how it works (which is actually the original definition from [5] ) goes by using partitions of {1, . . . , 2n}.
Let π and ρ be two partitions of {1, . . . , n}. We will denote by
the partition of {1, . . . , 2n} which is obtained when one turns π into a partition of {1, 3, . . . , 2n − 1} and one turns ρ into a partition of {2, 4, . . . , 2n}, in the canonical way. That is, π (odd) ⊔ ρ (even) has blocks of the form {2a − 1 | a ∈ A} where A is a block of π, and has blocks of the form {2b | b ∈ B} where B is a block of ρ.
A partition θ of {1, . . . , 2n} is said to be parity-preserving if every block of θ either is contained in {1, 3, . . . , 2n − 1} or is contained in {2, 4, . . . , 2n}. The partitions of the form π (odd) ⊔ ρ (even) introduced above are parity-preserving; and conversely, every parity-preserving partition θ of {1, . . . , 2n} is of the form π (odd) ⊔ ρ (even) for some uniquely determined partitions π, ρ of {1, . . . , n}.
The requirement that π and ρ are in N C(n) is clearly necessary but not sufficient in order for π (odd) ⊔ ρ (even) to be in N C(2n). If we fix π ∈ N C(n) then the set
turns out to contain a largest partition ρ max , which is called the Kreweras complement of π and is denoted by K(π). So K(π) is defined by the requirement that for ρ ∈ N C(n) we have:
It is easily verified that π → K(π) is indeed an order-reversing bijection from N C(n) to itself. Another feature of Kreweras complementation which is worth recording is that
Remark (Kreweras complementation via permutations).
A convenient way of describing Kreweras complements is by using the permutations associated to non-crossing partitions. Indeed, the permutation P K(π) associated to the Kreweras complement of π turns out to be given by the neat formula
( 2.3) (Note that the permutation P 1n associated to the maximal partition 1 n ∈ N C(n) is just the cycle 1
The formula (2.3) can be extended in order to cover the concept of relative Kreweras complement of π in ρ, for π, ρ ∈ N C(n) such that π ≤ ρ. This relative Kreweras complement is a partition in N C(n), which will be denoted by K ρ (π), and which is uniquely determined by the fact that the permutation associated to it is
Clearly, the Kreweras complementation map K discussed above is the relative complementation with respect to the maximal element 1 n of N C(n).
It can be shown that, for a fixed ρ ∈ N C(n), the map π → K ρ (π) is an order-reversing bijection from {π ∈ N C(n) | π ≤ ρ} onto itself. It can also be shown that
For more details on relative Kreweras complements we refer to [6] , Lecture 18.
Besides N C(n), we will also use the related partially ordered set of interval partitions.
Remark (review of Int(n)).
A partition π of {1, . . . , n} is said to be an interval partition if every block B of π is of the form B = [i, j] ∩ Z for some 1 ≤ i ≤ j ≤ n. The set of all interval partitions of {1, . . . , n} will be denoted by Int(n). It is clear that Int(n) ⊆ N C(n), but it is in fact customary to view (Int(n), ≤) as a partially ordered set on its own (where "≤" still stands for the reversed refinement order on partitions). The enumeration arguments related to Int(n) are often simplified by the fact that we have a natural bijection between Int(n) and the collection 2 {1,...,n−1} of all subsets of {1, . . . , n − 1}; this bijection maps π ∈ Int(n) to the set m 1 ≤ m ≤ n − 1, and there exists a block B of π such that max(B) = m .
Moreover, this bijection is a poset isomorphism, if one endows 2 {1,...,n−1} with the partial order given by reversed inclusion.
We now move to introduce another partial order on N C(n); this is not part of the usual lingo related to this topic, but will turn out to be essential for the developments shown in the present paper.
2.5 Definition. Let n be a positive integer, and let π and ρ be two partitions in N C(n). We will write "π ≪ ρ" to mean that π ≤ ρ and that, in addition, the following condition is fulfilled:
For every block C of ρ there exists a block B of π such that min(C), max(C) ∈ B. (2.6)
Let C be a block of ρ, and let B be the block of π which contains min(C) and max(C). Then B ⊆ C (because B has to be contained in a block of ρ, and this block can only be C), and we must have min(B) = min(C), max(B) = max(C).
( 2.7) 2 o It is immediately verified that ≪ is indeed a partial order relation on N C(n). It is much coarser than the reversed refinement order. For instance, the inequality π ≪ 1 n is not holding for all π ∈ N C(n), but it rather amounts to the condition that the numbers 1 and n belong to the same block of π. At the other end of N C(n), the inequality π ≫ 0 n can only take place when π = 0 n . (While looking at these trivial examples, let us also note that the partial order ≪ does not generally behave well under taking Kreweras complements.)
For every 1 ≤ q ≤ p such that |C q | ≥ 3, let us split the block C q into the doubleton {min(C q ), max(C q )} and |C q | − 2 singletons; when doing this for all q we obtain a partition ρ 0 ≤ ρ in N C(n), such that all the blocks of ρ 0 have either 1 or 2 elements. From Definition 2.5 it is clear that for π ∈ N C(n) we have:
Consequently, the set {π ∈ N C(n) | π ≪ ρ} is just the interval [ρ 0 , ρ] (with respect to reversed refinement order) of N C(n), and in order to describe it one can use the nice structure of such intervals of N C(n) -as presented for instance in [6] , Lecture 9. 4 o Let π be a fixed partition in N C(n). In contrast to what was observed in the preceding part of this remark, the set {ρ ∈ N C(n) | ρ ≫ π} isn't generally an interval with respect to reversed refinement order. This set has nevertheless nice enumeration properties, which will be described in Proposition 2.10 below. The statement of this proposition will use the concept of outer block of a non-crossing partition.
2.7 Definition. 1 o Let π be a partition in N C(n), and let A be a block of π. If there is no block B of π such that
then we say that A is an outer block of π.
2 o For π ∈ N C(n), the number of outer blocks of π will be denoted as |π| out .
Remark.
Let π be a partition in N C(n). It is immediate that: (a) The block of π which contains the number 1 is outer.
(b) If B is an outer block of π such that max(B) < n, then there exists an outer block B ′ of π such that min(B ′ ) = max(B) + 1.
These observations show that r := |π| out is always ≥ 1, and that if we list the outer blocks of π as B 1 , B 2 , . . . , B r , in increasing order of their minimal elements, then we have
Another immediate observation in connection to this is that if we let ρ be the interval partition with blocks [min(B i ), max(B i )] ∩ Z, 1 ≤ i ≤ r, then ρ ≥ π and ρ is the smallest interval partition (in the sense of reversed refinement order) which satisfies this inequality.
2.9 Remark. Let π, ρ be two partitions in N C(n) such that π ≪ ρ. It is an easy exercise, left to the reader, to check that:
(a) For every outer block B of π there exists an outer block C of ρ such that min(B) = min(C) and max(B) = max(C).
(b) Conversely, for every outer block C of ρ there exists an outer block B of π such that min(B) = min(C) and max(B) = max(C).
The above facts (a)+(b) tell us that there exists a canonical one-to-one correspondence between the outer blocks of π and the outer blocks of ρ (such that when B and C correspond to each other, we have min(B) = min(C) and max(B) = max(C)). Note that, as a consequence, the number of blocks of ρ must satisfy the inequalities
(the first of them holding because |π| out = |ρ| out ≤ |ρ|).
Proposition.
For every n ≥ 1 and π ∈ N C(n) we have that
And more precisely: for every n ≥ 1 and π ∈ N C(n), and for every integer m such that |π| out ≤ m ≤ |π|, we have that:
Proof. For every n ≥ 1 and π ∈ N C(n) let us consider the polynomial
Rephrased in terms of the polynomials U π , the statement of the proposition comes to
or in other words to
We will prove that (2.14) holds, by induction on n.
The base case n = 1 is immediate (if π is the unique partition in N C(1), then both sides of (2.14) are equal to z). So we will concentrate on the induction step: we fix n ≥ 2 and π ∈ N C(n) and we prove that (2.14) holds for π, by assumming that (2.14) has already been proved for all the partitions in N C(1) ∪ N C(2) ∪ · · · ∪ N C(n − 1).
Let us first discuss the case when our fixed partition π has |π| out =: r > 1. Let B 1 , . . . , B r be the outer blocks of π, listed in increasing order of their minimal elements, and let us denote:
Then π is naturally identified to the concatenation of r non-crossing partitions
, where each of π 1 , . . . , π r has a unique outer block. It is immediate that every ρ ∈ N C(n) such that ρ ≫ π is canonically identified to the concatenation of r non-crossing partitions
The induction hypothesis applies to π 1 , . . . , π r , and gives that
In the remaining of the proof we will discuss the situation when π has exactly one outer block, i.e it has a block B 0 which contains 1 and n. If B 0 = {1, . . . , n} then (2.14) is clear (both its sides are equal to z), so we will assume that B 0 = {1, . . . , n}. The set {b ∈ B 0 | b + 1 ∈ B 0 } is therefore not empty; let us denote its elements as b 1 < · · · < b k , and for 1 ≤ i ≤ k let l i be the smallest positive integer such that b i + l i + 1 ∈ B 0 . For every 1 ≤ i ≤ k the set {b i + 1, . . . , b i + l i } is a union of blocks of π, and we can consider the partition π i ∈ N C(l i ) which is defined via the requirement that p, q are in the same block of π i if and only if b i + p and b i + q are in the same block of π, for 1 ≤ p, q ≤ l i .
With notations introduced as above, we have the following 4-step recipe for producing, without repetitions, all the partitions ρ ∈ N C(n) such that ρ ≫ π.
Step 1:
Step 2: For every 1 ≤ i ≤ k select a set M i (possibly empty) of outer blocks of ρ i . Let N i denote the set of all blocks of ρ i (outer or not) which were not selected in M i .
Step 3: Consider the set B :
Step 4: Let ρ be the partition of {1, . . . , n} which has the following blocks: the set B defined in
Step 3, and all the sets of the form {a + l i | a ∈ A} with 1 ≤ i ≤ k and A ∈ N i .
We leave it as an (easy, though somewhat tedious) exercise to the reader to check that the recipe described above yields indeed a partition ρ ∈ N C(n) such that ρ ≫ π; and moreover, that every ρ ∈ N C(n) such that ρ ≫ π can be obtained in this way, for a unique choice of ρ 1 , . . . , ρ k and M 1 , . . . , M k in the Steps 1 and 2.
Observe that in Step 2 of the above recipe, the selection of M i is equivalent to the selection of a set M ′ i of outer blocks of π i . This is because ρ i ≫ π i , hence we have a canonical one-to-one correspondence between the outer blocks of ρ i and the outer blocks of π i (as explained in Remark 2.9). Thus the data used in Steps 1 and 2 of the recipe can be regarded as
where ρ i ∈ N C(l i ) is such that ρ i ≫ π i and where M ′ i is a set of outer blocks of π i , 1 ≤ i ≤ k. It is useful to also record here how |ρ| (the number of blocks of the partition ρ ≫ π produced by the recipe) can be written in terms of this data: we have
By using the parametrization of ρ ≫ π by the data in (2.16) we obtain that:
where we took into account that
Finally, we apply the induction hypothesis to π 1 , . . . , π k , and substitute this into (2.17). We obtain:
One could also write a proof of the preceding proposition which goes on a "bijective" line, as follows: for every ρ ∈ N C(n) such that ρ ≫ π, let us denote
there exists a block C of ρ such that min(C) = min(B), max(C) = max(B) .
Then it can be shown that ρ → M π (ρ) is a bijection between {ρ ∈ N C(n) | ρ ≫ π} and the collection of sets M | M set of blocks of π, containing all the outer blocks of π .
The formulas (2.11) and (2.12) are a consequence of this, and of the obvious fact that card(M π (ρ)) = |ρ|, ∀ ρ ∈ N C(n) such that ρ ≫ π.
R, η, Reta and B, in the algebraic framework
Throughout this section we fix a positive integer k (the number of non-commuting indeterminates we are working with). We will work with non-commutative distributions considered in a purely algebraic framework. The R and η series associated to such a distribution are reviewed in Definition 3.3, while Reta and B are introduced in Definition 3.7.
Definition (non-commutative distributions).
where the monomials in the basis are multiplied by concatenation. When needed, C X 1 , . . . , X k will be viewed as a * -algebra, with * -operation determined uniquely by the fact that each of X 1 , . . . , X k is selfadjoint. 2 o Let (M, ϕ) be a non-commutative probability space; that is, M is a unital algebra over C, and ϕ : M → C is a linear functional, normalized by the condition that ϕ(1 M ) = 1. For x 1 , . . . , x k ∈ M, the joint distribution of x 1 , . . . , x k is the linear functional µ x 1 ,...,x k : C X 1 , . . . , X k → C which acts on the linear basis (3.1) by the formula
3 o As already mentioned in the introduction, we will denote
It is immediate that D alg (k) is precisely the set of linear functionals on C X 1 , . . . , X k which can appear as joint distribution for some k-tuple x 1 , . . . , x k in a non-commutative probability space.
Definition (series and their coefficients).
1 o Recall from the introduction section that C 0 z 1 , . . . , z k denotes the space of power series with complex coefficients and with vanishing constant term, in k non-commuting indeterminates z 1 , . . . , z k . The general form of a series f ∈ C 0 z 1 , . . . , z k is thus
where the coefficients α (i 1 ,...,in) are from C.
2 o For n ≥ 1 and 1 ≤ i 1 , . . . , i n ≤ k we will denote by
the linear functional which extracts the coefficient of
Thus for f written as in Equation (3.4) we have
3 o Suppose we are given a positive integer n, some indices i 1 , . . . , i n ∈ {1, . . . , k}, and a partition π ∈ N C(n). We define a (generally non-linear) functional
Then we define
(For example if we had n = 5 and π = {{1, 4, 5}, {2, 3}}, and if i 1 , . . . , i 5 would be some fixed indices from {1, . . . , k}, then the above formula would become
Definition (the series M, R, η).
Let µ be a distribution in D alg (k). We will work with three series M µ , R µ , η µ ∈ C 0 z 1 , . . . , z k that are associated to µ, and are defined as follows.
1 o The moment series of µ will be denoted by M µ . The coefficients of M µ are defined by
2 o The R-transform of µ will be denoted by R µ . The coefficients of R µ are defined by a formula which expresses them as polynomial expressions in the coefficients of M µ :
where on the right-hand side of (3.6) we used the notation for generalized coefficients from Definition 3. 2.3 , and where {s(π) | π ∈ ∪ ∞ n=1 N C(n)} is a special family of coefficients (not depending on µ). For a given π ∈ N C(n), the precise description of s(π) goes as follows: consider the Kreweras complement K(π) = {B 1 , . . . , B p } ∈ N C(n), and define s(π) := s |B 1 | · · · s |Bp| , where the s m are signed Catalan numbers,
The explicit description of the coefficients s(π) is probably less illuminating than explaining that they appear in the following way. The Equations in (3.6) are equivalent to another family of equations of the same form, where the roles of M µ and R µ are switched (that is, the coefficients of M µ are written as polynomials expressions in the coefficients of R µ ). The s(π) are chosen such that in this equivalent family of equations we only have plain summations:
3 o The η-series of µ will be denoted by η µ . The procedure for defining η µ in terms of M µ is analogous to the one used for defining R µ , only that now we are using the set Int(n) of interval partitions instead of N C(n). The precise formula giving the coefficients of η µ is
The choice of the values "±1" on the right-hand side of (3.8) is made so that the reverse connection between the coefficients of M µ and of η µ is described by plain summations:
3.4 Remark. 1 o The formulas connecting the moment series M µ to the series R µ and η µ are well-known, and are usually stated as relations between certain multi-linear functionals (moment functionals and cumulant functionals) on non-commutative probability spaces. More precisely, the fomulas for R µ relate to the concept of free cumulant functionals introduced in [7] , while the formulas for η µ relate to the Boolean cumulant functionals which go all the way back to [13] .
2 o It is clear that µ → M µ is a bijection from D alg (k) onto C 0 z 1 , . . . , z k . Since the formulas which define R µ and η µ in terms of M µ are reversible (in the way explained in the parts 2 o and 3 o of the above definition), it is immediate that µ → R µ and µ → η µ also are bijections from D alg (k) onto C 0 z 1 , . . . , z k ; these are the bijections displayed in (1.9) and (1.10) of the introduction.
3 o Let µ be a distribution in D alg (k). The Equation (3.7) describing the passage from R µ to M µ has a straightforward extension to a summation formula which gives the generalized coefficients of M µ in terms of those of R µ . This formula is
holding for any ρ ∈ N C(n) (and where the original formula (3.7) corresponds to the case when ρ = 1 n ).
A similar statement holds in connection to the passage from η µ to M µ -one obtains a summation formula which gives the generalized coefficients of M µ in terms of those of η µ , extending Equation (3.9).
4 o In the analytic theory of distributions of 1 variable, the definition of the η-series of a probability measure µ on R appears usually as
where Ψ is defined by an integral formula and corresponds, in the case when µ has compact support, to the moment series of µ -see for instance the presentation in [1] . The next proposition shows that such an approach can be also used in our multi-variable setting.
3.5 Proposition. Let µ be a distribution in D alg (k). We have 11) where the division on the right-hand side of (3.11) stands for the commuting product M µ (1+ M µ ) −1 in the ring C 0 z 1 , . . . , z k . Conversely, M µ can be obtained from η µ by the formula
Proof. We will verify the relation
out of which (3.11) and (3.12) follow via easy algebraic manipulations. We will fix for the whole proof some integers n ≥ 1 and 1 ≤ i 1 , . . . , i n ≤ k, and we will verify the equality of the coefficients of z i 1 z i 2 · · · z in in the series on the two sides of (3.13). Our computations will rely on the immediate observation that
disjoint union, where for 1 ≤ m ≤ n − 1 we denote Int (m) (n) := {π ∈ Int(n) | {m + 1, . . . , n} is a block of π}.
We will also use the obvious fact that for every 1 ≤ m ≤ n − 1 we have a natural bijection
, where π ′ is obtained from π by removing its right-most block {m + 1, . . . , n}.
So then, compute:
as required. QED 3.6 Remark. Since our presentation in this section emphasizes the parallelism between R and η, let us briefly mention that there exists a counterpart for Equation (3.11) in the theory of the R-transform -but this is a more complicated, implicit equation involving M µ and R µ . This latter equation is not used in the present paper (for a presentation of how it looks and how it is derived, we refer to [6] , Lecture 16).
Definition.
Refer to the bijections R and η from D alg (k) onto C 0 z 1 , . . . , z k which were observed in Remark 3.4.2. We define two new bijections:
and 2 o As explained in the introduction, B stands for "Boolean Bercovici-Pata bijection", while Reta gets its name from the formula
(it is the transformation of C 0 z 1 , . . . , z k which "converts R to η").
3 o We will next prove that Reta can also be described by an explicit formula via summations over non-crossing partitions. This will be the same formula as indicated in Equation (1.7) of Theorem 1, with the difference that we will now state and prove the formula for an arbitrary f ∈ C 0 z 1 , . . . , z k , rather than just for series in the smaller set
3.9 Proposition. Let f, g be series in C 0 z 1 , . . . , z k such that Reta(f ) = g. Then: 1 o For every n ≥ 1 and 1 ≤ i 1 , . . . , i n ≤ k we have
2 o For every n ≥ 1 and 1 ≤ i 1 , . . . , i n ≤ k we have
Proof. By the definition of Reta, there exists a distribution µ ∈ D alg (k) such that
We calculate as follows:
where at the last equality sign we performed a change in the order of summation. Now let us fix for the moment a partition π ∈ N C(n). We claim that
Indeed, the set {ρ ∈ Int(n) | ρ ≥ π} has a smallest element ρ, with | ρ| = |ρ| out =: r (cf Remark 2.8). Hence we have
as required, where during the calculation we used the immediate fact that for every 1 ≤ m ≤ r there are r − 1 m − 1 partitions ρ ∈ Int(n) such that ρ ≥ ρ and |ρ| = m.
The formula (3.17) now follows, when (3.20) is substituted in (3.19). 2 o Before starting on the calculation which leads to (3.18), let us note that it is straightforward to extend the Equation (3.17) proved in 1 o to a formula expressing a generalized coefficient of g in terms of the generalized coefficients of f . (This is analogous to how (3.7) was extended to (3.10) in Remark 3. 4.3 .) The precise formula extending (3.17) is
holding for an arbitrary ρ ∈ N C(n), and where the original Equation (3.17) corresponds to the case ρ = 1 n . We now start from the right-hand side of (3.18), and substitute Cf (i 1 ,...,in);ρ (g) in terms of generalized coefficients of f , as indicated by Equation (3.21). We get: 
(where the fact that (M, ϕ) is a C * -probability space means that M is a unital C * -algebra, and that ϕ : M → C is a positive linear functional such that ϕ(1 M ) = 1).
The notation "D c (k)" is chosen to remind of "distributions with compact support" -indeed, in the case when k = 1 we have a natural identification between D c (1) and the set of probability distributions with compact support on R.
2 o Refer to the bijections R, η :
and respectively
We thus have bijections
as indicated in (1.2) and (1.5) of the introduction section.
Clearly, the set of distributions D c (k) is much smaller than D alg (k). The following characterization of the functionals in D c (k) is most likely a "folklore" fact; for the reader's convenience, we include an outline of the proof. (i) µ(P * P ) ≥ 0, ∀ P ∈ C X 1 , . . . , X k .
(ii) There exists a constant γ > 0 such that
Proof. The necessity of the conditions (i) and (ii) is immediate, and left as exercise. We will outline the argument for their sufficiency. So suppose that µ satisfies (i) and (ii). The positivity condition (i) allows us to create a Hilbert space H and a linear map C X 1 , . . . , X k ∋ P → P ∈ H, such that the image of this map is a dense subspace of H, and such that the inner product on H is determined by the formula
By using the boundedness condition (ii) we will prove the inequality
where γ > 0 is the constant appearing in (ii). This amounts to proving that
We will obtain (4.6) by a repeated application of the Cauchy-Schwarz inequality in H, which says that
So let us fix i ∈ {1, . . . , k} and P ∈ C X 1 , . . . , X k and let us use (4.7) with Q = X 2 i P . We obtain
Then let us use (4.7) once again, but this time with Q = X 4 i P . We get (after taking both sides to power 1/2) that
and replacing the latter inequality into (4.8) leads to
It is immediate how this trick can be iterated (use Cauchy-Schwarz with Q = X 8 i P , then with Q = X 16 i P , etc), to obtain that
We can now use the condition (ii) to get an upper bound on the factor µ(P * X 2 n+1 i P ) 1/2 n on the right-hand side of the inequality (4.10). Indeed, let us write
where for every 1 ≤ j ≤ m we have that α j is in C \ {0} and that P j a monomial of length l j in the variables X 1 , . . . , X k . Then
which implies that
is a constant which depends only on P (but not on n). We thus obtain that the right-hand side of (4.10) is bounded from above by
and (4.6) follows when we let n → ∞. Finally, by using (4.5) it is immediatly seen that one can define a family of bounded linear operators T 1 , . . . , T k ∈ B(H), determined by the formula
We leave it as an easy exercise to the reader to check that T i = T * i , 1 ≤ i ≤ k, and that if one considers the C * -probability space (B(H), ϕ) with ϕ(T ) := T 1, 1 , T ∈ B(H), then the joint distribution of T 1 , . . . , T k in (B(H), ϕ) is precisely the functional µ that we started with. It follows that µ ∈ D c (k), as required. QED
We now come to the operations ⊞ and ⊎ that were mentioned in the introduction. It will be convenient to consider them in the larger algebraic framework provided by the space D alg (k). Each of these two operations has its own theory, developped in connection to a form of independence for non-commutative random variables. We will briefly comment on this in the Remark 4.4 below, but we will not need to go into details about non-commutative independence. Indeed, for the approach used in this paper (where the R-transform and η-series play the main role), we can simply regard ⊞ and ⊎ as the binary operations that are linearized by R and η, respectively. 1 o The free additive convolution µ ⊞ ν is the unique distribution in D alg (k) which has R-transform equal to
2 o The Boolean convolution µ ⊎ ν is the unique distribution in D alg (k) which has η-series equal to η µ⊎ν = η µ + η ν .
( 4.12) 4.4 Remark. The above definition reverses the order of how things are usually considered in the literature -usually ⊞ and ⊎ are considered first, and then R and η appear as linearizing transforms for these two operations. The way how ⊞ and ⊎ are usually considered is in connection to the concepts of free independence and respectively Boolean independence for subsets of a non-commutative probability space (M, ϕ). More precisely, suppose that we have elements x 1 , . . . , x k , y 1 , . . . , y k ∈ M such that the joint distribution of x 1 , . . . , x k is equal to µ, and the joint distribution of y 1 , . . . , y k is equal to ν. If {x 1 , . . . , x k } is freely independent from {y 1 , . . . , y k } in (M, ϕ), then the joint distribution of the k-tuple x 1 + y 1 , . . . , x k + y k is equal to µ ⊞ ν; while if {x 1 , . . . , x k } is Boolean independent from {y 1 , . . . , y k } in (M, ϕ), then the joint distribution of the k-tuple x 1 + y 1 , . . . , x k + y k is equal to µ ⊎ ν.
In this paper we will not need to review the precise definitions of free and of Boolean independence. We need however to mention one fact about ⊞ and ⊎ which comes out of the approach via non-commutative independence, namely that:
Indeed, if µ, ν ∈ D c (k), then it can be shown that x 1 , . . . , x k , y 1 , . . . , y k from the preceding paragraph can always be found to be selfadjoint elements in a C * -probability space. Since the elements x 1 +y 1 , . . . , x k +y k will then also be selfadjoint, it follows that the convolutions µ ⊞ ν and µ ⊎ ν are still in D c (k). Thus we can (and will) also view ⊞ and ⊎ as binary operations on D c (k). Let us also record here that, as a consequence of (4.13) and of the Equations (4.11) and (4.12) in Definition 4.3, it is immediate that the sets of series R c (k), E c (k) ⊆ C 0 z 1 , . . . , z k are closed under addition.
We now move to discuss infinite divisibility. We discuss first the case of ⊞.
then we will say that µ is ⊞-infinitely divisible. The set of all distributions µ ∈ D c (k) which are ⊞-infinitely divisible will be denoted by
(4.14)
4.6 Remark. Infinite divisibility with respect to ⊞ relates to how R c (k) behaves under the operation of multiplication by scalars from (0, ∞). Let us record here that we have:
This is a non-trivial fact, which appears in connection to how R-transforms behave under compressions by free projections -see Lecture 14 of [6] for more details.
On the other hand, R c (k) is not closed under multiplication by scalars from (0, 1). For a fixed series f ∈ R c (k) we have in fact that
where the first of these equivalences follows from (4.15), and the second one is a direct consequence of Definition 4.5.
Remark.
Following the above considerations about infinite divisibility for ⊞, it would be now natural to do the parallel discussion and introduce the corresponding notations for ⊎. But it turns out that no new notations are needed, as E c (k) is closed under multiplication by scalars from (0, ∞) (and consequently, all the distributions in D c (k) are ⊎-infinitely divisible). This fact is proved in the next proposition, by using an operator model for how to achieve the multiplication of an η-series by a scalar t ∈ (0, 1). We mention here that in the case k = 1 another proof of this proposition can be given by using complex analysis methods (specific to the case k = 1 only); see Theorem 3.6 of [8] . To our knowledge, the case k ≥ 2 was not treated before (it is e.g mentioned as an open problem in the recent thesis [14] ).
Proposition.
If f ∈ E c (k) and t ∈ (0, ∞), then tf ∈ E c (k).
Proof. Since we know that E c (k) is closed under addition, it suffices to do the case when t ∈ (0, 1). We fix for the whole proof a series f ∈ E c (k) and a number t ∈ (0, 1). We denote by µ the unique distribution in D c (k) such that η µ = f ; the goal of the proof is to find a distribution ν ∈ D c (k) such that η ν = tf . Let x 1 , . . . , x k be selfadjoint elements in a C * -probability space (M, ϕ) such that the joint distribution of x 1 , . . . , x k is equal to µ. By considering the GNS representation of ϕ we may assume, without loss of generality, that M = B(H) for a Hilbert space H, and that ϕ is the vector-state given by a unit vector ξ o ∈ H (that is, ϕ(x) = xξ o , ξ o for every x ∈ B(H)).
Let us consider a new Hilbert space
where V is a Hilbert space of dimension 2, spanned by two vectors Ω 1 , Ω 2 such that
We consider moreover two isometric operators J 1 , J 2 : H → K, defined by
It is immediately verified that the adjoints J * 1 , J * 2 ∈ B(K, H) are described by the formula
As a consequence of (4.17)-(4.19), we have
where P o ∈ B(H) is the orthogonal projection onto the 1-dimensional space Cξ o (that is,
Consider the operators y 1 , . . . , y k ∈ B(K) defined by
Let ν ∈ D c (k) be the joint distribution of y 1 , . . . , y k in the C * -probability space (B(K), ψ), where ψ is the vector-state given on B(K) by the unit-vector Ω defined as
We want to obtain an explicit formula for the coefficients of the moment series M ν . So let us fix a positive integer n and some indices i 1 , . . . , i n ∈ {1, . . . , k}, and let us compute:
, Ω (by the def. of ν and of ψ)
where at the last equality sign we took into account that (as is immediately verified)
The next thing to be taken into account is that, for r, r ′ ∈ {1, 2}, we have:
So for any n-tuple (r 1 , . . . , r n ) ∈ {1, 2} n , the operator
really depends only on the set of positions m ∈ {1, . . . , n − 1} where we have r m = r m+1 . If we write this set of positions as {m 1 , . . . , m p } with 1 ≤ m 1 < m 2 < · · · < m p ≤ n − 1, then the product considered in (4.24) equals
It is moreover immediately seen that when one applies the vector-state ϕ = ξ o , ξ o to the operator in (4.25), the result is
(Note: It is not ruled out that the set {m | 1 ≤ m ≤ n − 1, r m = r m+1 } could be empty. The formula (4.26) still holds in this case, the quantity appearing there being then equal to
It is convenient that in the calculations shown in the preceding paragraph we encode the sequence 1 ≤ m 1 < · · · < m p ≤ n − 1 by the interval partition π = {B 1 , . . . , B p+1 } where the  case when {m 1 , . . . , m p } = ∅, we take π to be 1 n , the partition with only one block.) The quantity in (4.26) then becomes simply
(a generalized coefficient of M µ , in the sense of Definition 3.2.3). Note moreover that for every given partition π ∈ Int(n) there are exactly two n-tuples (r 1 , . . . , r n ) ∈ {1, 2} n for which the set {m | 1 ≤ m ≤ n − 1, r m = r m+1 } is encoded by π (one of these two n-tuples has r 1 = 1, and the other has r 1 = 2).
If we now return to the expression in (4.23), and if in that summation formula we replace n-tuples (r 1 , . . . , r n ) ∈ {1, 2} n by partitions π ∈ Int(n), then we obtain:
It is more suggestive to put this equation in the form
(holding for every n ≥ 1 and every 1 ≤ i 1 , . . . , i n ≤ k). Equation (4.28) says that the series ((t − 1)/t)M ν is obtained from (t − 1)M µ by exactly the formula expressing a moment series in terms of the corresponding η-series -cf Equation (3.9) in Definition 3.3. But we saw in Proposition 3.5 how the latter formula can be written in a compressed way, in terms of the series themselves (rather than in terms of coefficients). Applied to the situation at hand, Proposition 3.5 will thus give us that
Finally, we use Equation (4.29) in order to compute η ν . We leave it as a straightforward exercise to the reader to check that when we write η ν = M ν /(1 + M ν ) and then replace M ν in terms of M µ (by using (4.29) ), what comes out is simply that η ν = (tM µ )/(1 + M µ ) = tη µ = tf , as we wanted. QED
Proofs of Theorems 1 and 1'
Throughout this section, k is a fixed positive integer.
5.1 Remark. Theorems 1 and 1' take place in the framework of D c (k), but in their proofs it will be nevertheless useful to rely on occasion on the larger algebraic framework provided by D alg (k). For example: when we need to construct a distribution in D c (k) which satisfies certain requirements, it may come in handy to first observe a distribution µ ∈ D alg (k) which satisfies the given requirements, and then to verify (by using Proposition 4.2) that µ belongs in fact to the subset
In connection to the above, it will be convenient to place the next definition (for convergence of sequences) in the larger framework of D alg (k).
We now start on a sequence of lemmas which will gradually build towards the statements of Theorems 1 and 1'.
Lemma. Let µ and (µ
The following three statements are equivalent:
Proof. It is immediate that the convergence in moments from (1) is equivalent to a statement (1') referring to the coefficientwise convergence of the corresponding moment series,
On the other hand, it is immediate that we have (1') ⇔ (2) and (1') ⇔ (3), due to the explicit formulas relating the coefficients of the series M , R, η via (finite!) summations over partitions, as presented in Definition 3.3 above. QED 
Proof. For every n ≥ 1 and 1 ≤ i 1 , . . . , i n ≤ k we have:
where at the last equality sign we used the obvious homogeneity property of Cf (i 1 ,...,in);π . When we make N → ∞ in (5.3), the only term which survives is the one corresponding to π = 1 n , and it follows that
This proves that lim N →∞ g N = f . The argument for lim N →∞ h N = f is similar, with the only difference that we now use Proposition 3.9.2 instead of 3.9.1. QED
Proof. 1 o Let us denote
and let us denote f := η µ . From Lemma 5.3 and the given hypothesis it follows that lim N →∞ f N = f . Thus if we denote
then Lemma 5.4 gives us that lim N →∞ h N = f as well. But let us observe that, for every N ≥ 1:
On the other hand we can write f = η µ = R B(µ) (by definition of B). So the convergence lim N →∞ h N = f amounts in fact to
and the conclusion that lim
2 o The proof of this statement is identical to the proof of 1 o , where now we switch the roles of ⊞ and ⊎, the roles of R and η, and we use the other part of Lemma 5. 4 . QED 5.6 Lemma. Let µ be a distribution in D alg (k), and consider the series R µ , η µ ∈ C 0 z 1 , . . . , z k . The following statements are equivalent:
(1) There exists a constant γ > 0 such that
(2) There exists a constant γ > 0 such that
(3) There exists a constant γ > 0 such that
Proof. Both the equivalences (1) ⇔ (2) and (1) ⇔ (3) follow from the explicit relations via summations over partitions which connect the coefficients of the series M µ , R µ , η µ , where one uses suitable bounds for how many terms there are in the summations, and for the size of the coefficients (if there are any coefficients involved). For example, when proving that (1) ⇒ (2), one uses the bound
and one also uses the fact (easily proved by induction) that the constants "s(π)" appearing in Equation (3.6) from Definition 3.3.2 satisfy
Suppose γ > 0 is such that (1) holds. Then the coefficients of the moment series M µ satisfy |Cf (i 1 ,...,in) (M µ )| ≤ γ n , for every n ≥ 1 and 1 ≤ i 1 , . . . , i n ≤ k, and more generally
So then for every n ≥ 1 and 1 ≤ i 1 , . . . , i n ≤ k we have
and (2) Proof. "⊆" Let f be a series in R inf-div c (k), about which we want to show that f ∈ E c (k). Let µ be the unique distribution in D alg (k) such that η µ = f ; proving that f ∈ E c (k) is equivalent to proving that µ ∈ D c (k). We will prove the latter fact, by verifying that µ satisfies the conditions (i) and (ii) from Proposition 4.2.
The verification of (ii) is immediate, in view of Lemma 5. 6 . Indeed, since f ∈ R inf-div c (k) ⊆ R c (k), we know there exists a distribution ν ∈ D c (k) such that R ν = f . By using the condition (ii) for ν and the equivalence (1) ⇔ (2) in Lemma 5.6, we find that there exists γ > 0 such that |Cf (i 1 ,...,in) (f )| ≤ γ n for every n ≥ 1 and every 1 ≤ i 1 , . . . , i n ≤ k. But then we can use the fact that f = η µ and the equivalence (1) ⇔ (3) in Lemma 5.6 , to obtain that µ satisfies (ii).
In order to verify that µ satisfies condition (i), we proceed as follows. For every N ≥ 1 let us consider the series 4) and the unique distribution µ N ∈ D alg (k) such that η µ N = g N . We have lim N →∞ g N = f , by Lemma 5. 4 . This convergence can also be written as lim N →∞ η µ N = η µ , and it gives us that lim N →∞ µ N = µ, by Lemma 5. 3 . But now let us observe that for every N ≥ 1 we have
In particular it follows that every µ N satisfies condition (i), and then it is clear that the limit in moments µ = lim N →∞ µ N has to satisfy (i) too. "⊇" Let us observe that it suffices to prove the weaker inclusion
Indeed, if (5.5) is known, then for an arbitrary series f ∈ E c (k) we get that:
tf ∈ E c (k), ∀ t ∈ (0, 1) (by Proposition 4.8)
Hence for this part of the proof it suffices if we fix a series f ∈ E c (k), and prove that f ∈ R c (k). The argument for this is pretty much identical to the one shown above, in the proof of the inclusion ⊆. That is, we consider the unique distribution ν ∈ D alg (k) such that R ν = f , and we prove that ν ∈ D c (k), by verifying that it satisfies the conditions (i) and (ii) from Proposition 4.2. The verification of (ii) proceeds exactly as in the proof of ⊆ (we look at the distribution µ ∈ D c (k) which has η µ = f = R ν , and we use Lemma 5.6 twice, in connection to µ, f and ν). The verification of (i) also proceeds on the same lines as shown in the proof of ⊆, with the difference that instead of the series g N from (5.4) we now look at
and we consider the distributions (
We leave it as an exercise to the reader to adjust the argument shown in the proof of ⊆ in order to verify that ν N ∈ D c (k) for every N ≥ 1, and that lim N →∞ ν N = ν. The property (i) for ν is therefore obtained by passing to the limit the property (i) for the ν N . QED
Remark (proofs of Theorems 1 and 1').
At this moment we are in fact only left to observe that all the statements made in Theorems 1 and 1' are covered by the arguments shown above, as follows.
(a) Part 1 o of Theorem 1 is covered by Lemma 5.7.
(b) For part 2 o of Theorem 1, we observe that by its very definition (and by the definitions of R c (k) and E c (k)), the bijection Reta : 
(e) The last thing left is the compatibility (stated in part 3 o of Theorem 1) between B and the corresponding bijection from [4] . This is an immediate consequence of Theorem 1', which was in fact given as a multi-variable counterpart for the corresponding statement in [4] . 5.9 Remark. We conclude this section by mentioning a few facts that did not appear in Theorems 1 and 1' or in their proofs, but may be of relevance for other developments related to these theorems.
1 o Let t be a number in (0, 1), and let µ, µ ′ , µ ′′ be distributions in D alg (k) such that:
Then a direct computation using the relations between R-transforms and η-series yields
Let us observe moreover that if µ ∈ D c (k) then µ ′ and µ ′′ belong to D c (k) as well; this is because R c (k) is closed under multiplication by 1/(1 − t), and E c (k) is closed under multiplication by t. In the case when t = 1/2, these observations can be used to give an alternative proof for the inclusion (5.5) in the proof of Lemma 5.7. 2 o A positivity phenomenon which was observed in preceding work on multi-variable ⊞-infinite divisibility is the following. Let f be a series in R inf-div c (k) and let µ ∈ D alg (k) be the distribution determined by the formula
Then µ(P * P ) ≥ 0 for every polynomial P ∈ C X 1 , . . . , X k which has no constant term. Moreover, this positivity fact can be used to construct realizations of ⊞-infinitely divisible distributions by operators on the full Fock space. For more details on this, see Sections 4.5 and 4.7 of [9] .
3 o A property of distributions µ ∈ D c (k) which is often considered is traciality (µ(P Q) = µ(QP ) for every P, Q ∈ C X 1 , . . . , X k ). This did not appear in Theorems 1 and 1', and in fact the multi-variable Boolean Bercovici-Pata bijection does not preserve traciality. From a combinatorial perspective, the cause of this fact is that the natural action of the cyclic group Z n on partitions of {1, . . . , n} does not leave invariant the set Int(n) of interval partitions.
A special property of the partial order ≪
The goal of this section is to prove a combinatorial result which lies at the heart of the proofs of Theorems 2 and 2', and which will be stated precisely in Proposition 6.11. The proof of this result will invoke a few basic facts about the nested structure of the blocks of a non-crossing partition, and we start by presenting these facts.
6.1 Definition. Let n be a positive integer and let A, B be two non-empty subsets of {1, . . . , n}. If min(A) ≤ min(B) and max(A) ≥ max(B), then we will say that A embraces B, and write A ⋐ B.
6.2 Remark. The relation "⋐" is not a partial order on the set of all non-empty subsets of {1, . . . , n}. But, as pointed out in the next proposition, things become much better when we restrict ⋐ to the set of blocks of a non-crossing partition.
6.3 Proposition. Let π be a partition in N C(n). 1 o The embracing relation ⋐ is a partial order on the set of blocks of π. A block B of π is maximal with respect to ⋐ if and only if it is outer, and is minimal with respect to ⋐ if and only if it is an interval block (i.e. it is of the form B = [i, j] ∩ Z for some 1 ≤ i ≤ j ≤ n).
2 o Let A and B be two distinct blocks of π. We have A ⋐ B ⇔ ∃ a 1 , a 2 ∈ A and b ∈ B such that a 1 < b < a 2 . )] is contained in the other, we would obtain either that min(A 1 ) < min(A 2 ) < max(A 1 ) < max(A 2 ) or that min(A 2 ) < min(A 1 ) < max(A 2 ) < max(A 1 ), contradicting the fact that π is non-crossing.
4 o The set {A ′ block of π | A ′ = A, A ′ ⋐ A} is non-empty (by 1 o ) and totally ordered with respect to ⋐ (by 3 o ). There must therefore exist an element B in this set which is ⋐-larger than all the others. The block B satisfies (i)+(ii), and is clearly uniquely determined by these properties. QED 6.4 Definition. Let π be a partition in N C(n), and let A be a block of π, such that A is not outer. The unique block B with the properties (i)+(ii) of Proposition 6.3.4 will be called the parent of A with respect to π, and will be denoted as Parent π (A).
The next proposition states a few basic properties of the "parenthood" relation for blocks of a non-crossing partitions. The verifications of all these properties are immediate, and are left as exercise to the reader. 6.5 Proposition. Let π be a partition in N C(n). 1 o Let A be a block of π such that max(A) < n. Let B be the block of π such that max(A) + 1 ∈ B, and suppose that max(A) + 1 is not the minimal element of B. Then A is not outer, and Parent π (A) = B.
2 o Let A, B be blocks of π such that min(B) = max(A) + 1. Then either both A and B are outer blocks, or none of them is, and in the latter case we have that Parent π (A) = Parent π (B).
3 o Let A be a block of π which is not outer, and denote Parent π (A) =: B. Let π ′ be the partition of {1, . . . , n} which is obtained from π by joining together the blocks A and B. Then π ′ ∈ N C(n), and we have π ≪ π ′ .
6.6 Remark. In the remaining of this section we will concentrate on parity-preserving partitions θ ∈ N C(2n). We refer to the above Section 2.2 for the definition of such a partition θ, and for the fact that it can always be uniquely presented in the form θ = π (odd) ⊔ ρ (even) where π, ρ ∈ N C(n) are such that ρ ≤ K(π).
A useful remark is that for θ = π (odd) ⊔ ρ (even) as above we always have |θ| = |π| + |ρ| ≥ |π| + |K(π)| = n + 1, ( 6.2) with the equality |θ| = n + 1 holding if and only if ρ = K(π).
If θ ∈ N C(2n) is parity-preserving, then the blocks A of θ such that A ⊆ {1, 3, . . . , 2n−1} will be called odd blocks, while the blocks B of θ such that B ⊆ {2, 4, . . . , 2n} will be called even blocks.
Let us observe that a parity-preserving partition θ ∈ N C(2n) always has at least two outer blocks. Indeed, the odd block M such that M ∋ 1 and the even block N such that N ∋ 2n are distinct, and both have to be outer. If these M and N are the only outer blocks of θ, then we will say (naturally) that θ has exactly two outer blocks. In view of Remark 2.8, a necessary and sufficient condition for this to happen is that min(N ) = max(M ) + 1. (6.3) If θ is written as π (odd) ⊔ρ (even) with π, ρ ∈ N C(n) such that ρ ≤ K(π), then it is immediately seen that the condition (6.3) amounts to min(N 0 ) = max(M 0 ), (6.4) where N 0 is the block of ρ such that N 0 ∋ n and M 0 is the block of π such that M 0 ∋ 1. The condition (6.4) is nicely expressed in terms of the permutations P π , P ρ associated to π and ρ in Remark 2.1. Indeed, it is immediate that min(N 0 ) = P ρ (n) and max(M 0 ) = P −1 π (1), so in the end we arrive to the following equivalence: for π, ρ ∈ N C(n) such that ρ ≤ K(π) we have that π (odd) ⊔ ρ (even) has exactly two outer blocks ⇔ P ρ (n) = P We now start a sequence of lemmas which will gradually build towards the statement of Proposition 6.11.
6.7 Lemma. Let π be a partition in N C(n), and consider the parity-preserving partition θ := π (odd) ⊔ K(π) (even) ∈ N C(2n).
1 o θ has exactly two outer blocks. 2 o If X is a block of θ which is not outer, then the block Parent θ (X) has parity opposite from the parity of X.
Proof. 1 o
In view of the above equivalence (6.5), it suffices to observe that P K(π) (n) = P −1 π (P 1n (n)) = P −1 π (1) (where we used the formula for P K(π) given in Equation (2.3) of Remark 2.3).
2 o We will present the argument in the case when X is an odd block of θ. (The case when X is an even block is treated similarly, and is left as exercise.) We have X = {2a−1 | a ∈ A} where A is a block of π. Let us denote min(A) = a ′ and max(A) = a ′′ . We have a ′ > 1 (from a ′ = 1 it would follow that X ∋ 1, and X would be an outer block of θ). Observe that P K(π) (a ′ − 1) = P −1
This shows that a ′ − 1 and a ′′ belong to the same block B of K(π). The block Y = {2b | b ∈ B} of θ will then contain the elements 2(a ′ − 1) = min(X) − 1 and 2a ′′ = max(X) + 1. From Proposition 6.5.1 we infer that Parent θ (X) = Y , and in particular it follows that Parent θ (X) has parity opposite from the one of X, as required. QED
The next lemma is in some sense a converse of the preceding one.
6.8 Lemma. Let π and ρ be partitions in N C(n) such that ρ ≤ K(π), and consider the parity-preserving partition θ := π (odd) ⊔ρ (even) ∈ N C(2n). Consider the following properties that θ may have: (i) θ has exactly two outer blocks.
(ii) If X is a block of θ which is not outer, then the block Parent θ (X) has parity opposite from the parity of X. Proof. We fix n ≥ 1 and 1 ≤ i 1 , . . . , i n ≤ k, and we will prove the equality of the coefficients of z i 1 · · · z in of the series appearing on the two sides of (7. From the above calculations it is clear that (7.3) will follow if we can prove that N ′ (σ, τ ) = N ′′ (σ, τ ), ∀ σ, τ ∈ N C(n).
Now, the content of Proposition 6.11 is that N ′′ (σ, τ ) = 1, if τ ≤ K(σ) and P τ (n) = P −1 σ (1) 0, otherwise. (7.6) So it remains to prove that N ′ (σ, τ ) is also described by the right-hand side of (7.6).
Let us observe that always N ′ (σ, τ ) ∈ {0, 1}. Indeed, if there exists ρ ∈ N C(n) such that ρ ≥ σ and K ρ (σ) = τ , then ρ is uniquely determined -this is because the associated permutation P ρ is determined, P ρ = P σ P τ . In order to prove that N ′ (σ, τ ) is equal to the quantity on the right-hand side of (7.6) it will therefore suffice to verify the following equivalence:
τ ≤ K(σ) and P τ (n) = P −1 σ (1) ⇔ ∃ ρ ∈ N C(n) such that ρ ≪ 1 n , σ ≤ ρ, and K ρ (σ) = τ . (7.7)
Verification of "⇒" in (7.7) . Consider the relative Kreweras complement of τ in K(σ), and then consider the partition
From Equation (2.5) in Remark 2.3 we have that K K(σ) (τ ) ≤ K(τ ); if we then apply the order-reversing map K −1 to both sides of this inequality, we get that ρ ≥ σ. An immediate calculation involving the permutations associated to ρ, σ and τ gives us that P ρ = P σ P τ , and this in turn implies that K ρ (σ) = τ . Finally, observe that P ρ (n) = P σ P τ (n) = 1 (with the latter inequality following from the fact that P −1 σ (1) = P τ (n)). This shows that ρ ≪ 1 n , and completes this verification.
Verification of "⇐" in (7.7) . Let ρ ∈ N C(n) be such that ρ ≪ 1 n , ρ ≥ σ, and K ρ (σ) = τ . From Equation (2.5) in Remark 2.3 we obtain that τ = K ρ (σ) ≤ K(σ). On the other hand the permutations associated to ρ, σ, τ satisfy P τ = P −1 σ P ρ (because τ = K ρ (σ)), and P ρ (n) = 1 (because ρ ≪ 1 n ). Hence we have P τ (n) = P −1 σ (P ρ (n)) = P −1 σ (1), as required. QED
Remark (proofs of Theorems 2 and 2').
In the introduction section it was shown how Theorem 2 is derived from Theorem 2', and here we show how Theorem 2' follows from the above Theorem 7.2. Let µ and ν be two distributions from D alg (k). Consider the formula (1.13) which is satisfied by µ and ν, and apply Reta to both its sides. We obtain Reta R µ⊠ν = Reta R µ ⋆ R ν = Reta(R µ ) ⋆ Reta(R ν ) (by Theorem 7.2).
Since Reta maps an R-transform to the η-series of the same distribution, we have thus obtained that η µ⊠ν = η µ ⋆ η ν , as stated in Theorem 2'.
