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Because of their small decay rates, nanomechanical modes enable studying strongly nonlinear phe-
nomena already for a moderately strong resonant driving. In particular, the response to an additional
weak probe field becomes multiphoton, in quantum terms. Here we experimentally demonstrate
resonant multiphoton amplification and resonant absorption of the probe field. The corresponding
spectral peaks lie on the opposite sides of the strong-drive frequency and are separated from it by
the frequency of the weakly damped vibrations about the stable state of the strong-drive-induced
oscillations. Even though the system is far from equilibrium and the fluctuation-dissipation theorem
does not apply, we show that the response to the probe field allows us to characterize the squeezing
of fluctuations about the stable states of forced oscillations. Our two-tone experiment is done in
the classical regime, but our findings should equally apply to quantum fluctuations as well. The
squeezing parameter extracted from the spectra of the response is in excellent agreement with the
calculated value with no free parameters.
I. INTRODUCTION
Nanomechanical vibrational systems have been tradi-
tionally studied in the context of mesoscopic condensed
matter physics and nonlinear dynamics, and more re-
cently also from the perspective of quantum and classi-
cal nonlinear optics [1–3] and quantum information [4–6].
Different nanomechanical vibrational modes are strongly
localized within the resonator, they are well separated in
frequency and well-characterized. They often have a very
high quality factor Q, which is determined by the ratio of
the vibration frequency to the decay rate and can exceed
108 [7, 8]. The modes can be easily driven into a nonlinear
regime, and a host of nonlinear phenomena has been ex-
plored, from vibration bistability and associated effects,
cf. [9–16], to nonlinear mode coupling, frequency mixing,
chaos, and a frequency comb generation, cf. [17–25], and
to processes that involve spontaneous or stimulated Ra-
man scattering and are largely exploited in the context
of cavity optomechanics [26].
An important group of applications of nanomechan-
ical systems is related to the mass, charge, and force
sensing. A fundamental constraint on the sensitivity of
the measurements is imposed by noise. The noise comes
from classical sources as well as from quantum fluctua-
tions. A well-established by now approach to suppress-
ing quantum noise is based on using squeezed states [27].
It has been recently implemented in laser interferome-
ters for gravitational wave detection [28, 29]. With the
techniques of the cavity optomechanics, squeezing in the
quantum regime has been also achieved in mechanical
systems [30–32]. In quantum squeezing, the variance of
one of the quadratures of the vibrations is reduced be-
low its value in the ground vibrational state, whereas
fluctuations of the other quadrature are increased. This
∗ ne´e Huber
is a consequence of the uncertainty principle, since the
quadrature operators correspond to the scaled vibration
coordinate and momentum in the rotating frame and do
not commute.
However, squeezing is not limited to the quantum do-
main. One may expect squeezing to occur for classical
fluctuations, too, in which case fluctuations of one of the
quadratures are smaller than in thermal equilibrium. For
a degenerate parametric mechanical amplifier, squeezing
of classical fluctuations was first demonstrated by Rugar
and Gru¨tter [33].
Squeezing should generically emerge in periodically
driven vibrational systems. This is a consequence of the
broken continuous time-translation symmetry. The con-
tinuous symmetry leads to equal variances of the quadra-
ture fluctuations, since the quadratures can be inter-
changed by shifting the time by a quarter of the vi-
bration period. A periodic driving makes such shifting
impossible. Therefore, along with the traditionally ex-
plored squeezing due to parametric driving [34], squeez-
ing should result from driving a nonlinear vibrational
mode close to its eigenfrequency, and the effect may be
resonantly strong. The occurrence of squeezing in this
case could be inferred already from the early work on
resonantly driven nonlinear modes [35, 36]. A theory of
squeezing was developed by Buks and Yurke [37], and the
effect was first observed in a nanomechanical Duffing res-
onator by Almog et al. [38]. This observation was based
on the conventional homodyne detection scheme and was
done in a narrow parameter range near the cusp on the
bifurcation curve.
Homodyne measurements are strongly impeded by fre-
quency fluctuations, which play an important role in
nanomechanical systems. The limitations are partic-
ularly strong in systems with small damping, where
the uncertainty in the in-phase component due to slow
frequency fluctuations becomes large [39]. No homo-
dyne measurements of squeezing have been reported for
strongly underdamped vibrational systems, to the best
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2of our knowledge. However, it was demonstrated [40],
that the squeezing of classical fluctuations in strongly
underdamped resonantly driven systems can be found by
measuring their power spectrum. The power spectrum
is asymmetric. The asymmetry comes along with the
squeezing [41] as a consequence of a resonant driving,
which allows one to find the squeezing parameter in the
classical regime.
In this paper we demonstrate that the squeezing pa-
rameter of a strongly driven underdamped nanomechani-
cal system can also be determined by measuring the spec-
trum of the response of the system to an additional weak
probe force. A major advantageous feature of this result
is that, although the experiment is carried out where the
dynamics of the system is classical, the method is not
limited to the classical regime. It can be equally well ap-
plied to characterize squeezing of quantum fluctuations in
a strong resonant field, since the features of the response
to a weak field are temperature-independent.
For weak damping the absorption spectrum of the
probe field should display two peaks, where the mode has
one stable state of forced vibrations (and up to five peaks
where there are two stable vibrational states) [35, 41, 42].
Expanding on the previous results, we show that the
difference between the two peaks is determined by the
squeezing parameter, which is similar to the case of the
power spectrum in the classical regime [40]. We note that
the onset of the two peaks induced by a probe force in
the vibration amplitude of a mechanical mode was seen
by Antoni et al. [43], but the question of squeezing was
not addressed in this paper.
Besides the squeezing, we wish to highlight another
aspect of the response of the resonantly driven system
to a probe force. One of the two peaks corresponds to
an amplification of this force. Such amplification can be
thought of in terms of parametric amplification in non-
linear optics [44]. However, the process is more compli-
cated. In optics terms, it is a multiphoton process, as we
explain in Sec. IV. We report a direct observation of this
effect.
Below in Section II we describe the setup of the ex-
periment and in Section III describe the experimental
observations. In Section IV we introduce the squeezing
parameter and give explicit expressions of the suscepti-
bility in terms of this parameter. Section V we describes
the results of the measurements of the squeezing param-
eter and its dependence on the driving force. Section VI
contains concluding results.
II. SETUP AND CHARACTERIZATION
The nanomechanical resonator under investigation is
a doubly clamped, strongly pre-stressed silicon nitride
string resonator fabricated on a fused silica substrate,
similar to the one depicted in Fig.1 (a) and described
in reference [40]. It is 270 nm wide, 100 nm thick and
55µm long. The string resonator (green) is flanked by
two adjacent gold electrodes (yellow), enabling the di-
electric transduction combined with a microwave cavity-
enhanced heterodyne detection scheme discussed in [45–
47]. A schematic circuitry of the setup is displayed in the
inset of Fig.1 (a). The microwave cavity is pumped on
resonance at ≈ 3.6 GHz to facilitate displacement detec-
tion while avoiding unwanted dynamical backaction ef-
fects. Actuation and eigenfrequency tuning of the string
is accomplished by applying a dc voltage along with a
near-resonant rf drive voltage Vd cos(ωdt). A weak probe
tone Vp cos(ωpt) is additionally scanned across the res-
onance to record the response spectrum of the device
within a small frequency span. The two-tone measure-
ments are performed using a fast lock-in amplifier (LA)
with a multi-frequency option. For all measurements pre-
sented in the following, a constant dc voltage of 5 V is
applied such that the fundamental flexural out-of-plane
mode can be considered independently, avoiding a hy-
bridization with the in-plane mode [48]. The experiment
is performed at room temperature of 293 K and under
vacuum at a pressure of ≤ 10−4 mbar.
The displacement q(t) of the single mode can be de-
scribed by the following equation of motion
q¨ + 2Γq˙ + ω20q + γq
3 = (1)
Fd cos(ωdt) + Fp cos(ωpt) + ξ(t) .
Here, ω0 = 2pif0 is the angular eigenfrequency, Γ the
damping rate and γ the Duffing nonlinearity parameter.
A comparatively strong driving force with amplitude Fd
and frequency ωd = 2pifd is applied; in this experiment,
we use a resonant drive and set ωd = ω0. The addi-
tionally applied weaker force probing the response of the
device in the vicinity of the resonance has amplitude Fp
and frequency ωp = 2pifp. The third force term ξ(t)
represents the thermal noise. The effective mass of the
resonator is, for the time being, is set to m = 1. As
both the drive tones and the measured signal are volt-
age signals, we calibrate the system in units of volts, as
discussed in detail in the Sup. Mat. of Ref. [40].
In the absence of the weak probe tone (Vp = 0)
and using a small amplitude of the drive Vd we sweep
the frequency ωd to study the linear response of the
fundamental out-of-plane mode at an eigenfrequency of
f0 = 6.528 MHz. It is shown for a drive of Vd = 1 mV as
a function of the detuning fd − f0 in Fig.1 (b) as black
dots. A Lorentzian fit (red solid line) yields a linewidth
2Γ/2pi = 20 Hz and a quality factor of Q ≈ 325, 000.
Increasing the drive voltage leads to the well-known
Duffing response. A bidrectional response curve at a
drive voltage of Vd = 20 mV is plotted in Fig.1 (c) as
black dots. A fit with the Duffing model (red line) allows
to extract the Duffing nonlinear parameter γ/(2pi)2 =
2.8 · 1015V−2s−2.
3Figure 1. (a) Scanning electron micrograph of the doubly
clamped silicon nitride sting resonator (green) and two adja-
cent gold electrodes (yellow) for dielectric drive and detection.
Inset displays a schematic of the experimental setup. (b) Lin-
ear response of the fundamental flexural out-of-plane mode at
a drive voltage of Vd = 1 mV (black dots). A Lorentzian fit
(red) yields an eigenfrequency of 6.528 MHz, a linewidth of
2Γ/2pi = 20 Hz and a quality factor of ≈ 325,000. (c) Duff-
ing response at a drive voltage of Vd = 20 mV (black dots)
and fit with the Duffing model (red). The resulting Duffing
nonlinearity is γ/(2pi)2 = 2.8 · 1015V−2s−2.
III. EXPERIMENTAL OBSERVATIONS
The measurements described in the following are
performed using the two-tone scheme introduced in
Fig. 1(a). The resonant drive tone applied at fd = f0
is increased from 0 to 100 mV. As the drive is applied
on resonance, the nonlinear resonator exhibits only one
stable state (cf. Fig. 1(c)). The weak probe tone with
amplitude Vp is swept across the resonance with a band-
width of 5 Hz and an 8th order filter of the fast lock-in
amplifier. We record the in-phase and quadrature com-
ponents of the vibrations at the probe frequency. We
verified that the amplitude of these vibrations was pro-
portional to Vp in the studied range of Vp, indicating that
the results refer to the regime of the linear response to
the probe force. Figure 2(a) displays the spectra of this
response to a probe of Vp = 3 mV for different amplitudes
of the strong force using a color-coded amplitude.
Two distinct peaks, equally spaced from the line at
the frequency of the strong drive (i.e., fp − fd = 0) and
with a power-dependent splitting are observed. As will
be shown in Sec. IV, these two peaks originate from the
probe-induced small-amplitude vibrations about the sta-
ble state of the vibrations induced by the strong drive.
The bright horizontal line centered at the strong-drive
Figure 2. (a) Color-coded response spectra for increasing
drive voltages at fd = f0. The probe tone is fixed to
Vp = 3 mV. A central feature and two satellite peaks are
clearly visible. The satellites have strongly different bright-
ness. Their splitting increases with the increasing amplitude
of the drive, in good agreement with the theoretical model of
Eq. (3) which is plotted as red dots. The blue dotted line indi-
cates the line cut discussed in panel (b). (b) Amplitude (blue
dotted line) and quadrature component (black solid line) of
the vibrations at the probe frequency for Vd = 50 mV.
frequency indicates the response of the resonator to the
probe interfering with the strong drive tone.
The blue dotted line in Fig. 2 (a) indicates a single line
scan of the response to the probe. It refers to a driving
voltage of Vd = 50 mV. The amplitude of the vibrations
at the probe frequency ωp is shown as a blue dotted line
in Fig. 2 (b). In addition, the quadrature component of
these vibrations is plotted as a black solid line. These
will be the signal components which will be discussed
in more detail below. In both data sets the higher fre-
quency satellite is much brighter than that at the lower
frequency. As we will also discuss in the following, this
is a spectral evidence of the thermomechanical squeez-
ing induced by the strong drive, similar to what has
been reported for the power spectrum [40]. In contrast
to the amplitude data which features two positive satel-
lites, the quadrature data exhibits different signs for the
two satellites, a positive higher frequency, and a negative
lower frequency satellite. Both satellites in the quadra-
ture data have a Lorentzian line shape with the same
linewidth 2Γ/2pi = 20 Hz, as the resonator. In contrast,
the dependence of the amplitude on fp is profoundly non-
Lorentzian.
4IV. SUSCEPTIBILITY OF A STRONGLY
UNDERDAMPED, RESONANTLY DRIVEN
MODE
Prior to analyzing the manifestation of squeezing in
the response to the probe force, we consider the dynam-
ics in the absence of the probe force and noise, i.e., for
Fp = 0 and ξ(t) = 0 in Eq. (1). The driving in this case is
sinusoidal. The stationary states of forced vibrations of
a mode are formed on balance of the energy absorption
from the driving force Fd cosωdt and the energy drain to
a thermal reservoir. However, if we think of the driving
force as coming from an electromagnetic field (which is
the case in the experiment), the absorption by a nonlin-
ear mode is multiphoton. This is because the mode fre-
quency depends on the amplitude, and thus, by changing
the vibration amplitude, the field “prepares” the absorp-
tion coefficient. If the field is resonant, weakly damped
modes display strong nonlinearity already for a compar-
atively weak force. The forced vibrations are essentially
sinusoidal, but their amplitudes (and phases) can take
two values, in a certain parameter range. These values
A1,2 are given, respectively, by the largest and smallest
roots of the equation [49]
ϕ
(
3|γ|A2j/8ωdΓ
)
= 0, (2)
ϕ(ρ) = ρ[(ρ− Ω sgnγ)2 + 1]− 3|γ|F
2
d
32ω3dΓ
3
, Ω =
ωd − ω0
Γ
.
In what follows we assume γ > 0; this condition holds in
our system. The occurrence of two stable values of Aj is
seen in Fig. 1(c). The higher and lower branches of the
amplitude Aj as function of ωd in this figure correspond
to j = 1 and j = 2, respectively.
For weak damping and weak nonlinearity it is conve-
nient to describe the dynamics of the mode by switching
to the rotating frame at the drive frequency ωd. We in-
troduce the scaled coordinate and momentum, Q and
P , which correspond to the in-phase and the quadrature
components of the vibrations,
q(t) + iω−1d p(t) = (Q+ iP ) exp(−iωdt), [p(t) ≡ q˙(t)]
[we note that the variables Q,P differ from the dimen-
sionless variables Q,P in the previous work of one of us
(MD), cf. [41], by a factor (8ωdΓΩ/3γ)
1/2]. The equa-
tions of motion for Q(t), P (t) follow from Eq. (1). If
we disregard small fast-oscillating corrections, i.e., use
the rotating wave approximation (RWA) [50], the coeffi-
cients in these equations are independent of time, in the
absence of noise and the weak probe ∝ Fp. A jth stable
state corresponds to a stable stationary solution (Qj , Pj)
of these equations, and Q2j + P
2
j = A
2
j .
The dynamics near a stable state is described by lin-
earizing the equations of motion in Q−Qj , P−Pj . In the
weak-damping limit, the trajectories Q(t)−Qj , P (t)−Pj
correspond to weakly decaying oscillations. The oscilla-
tion frequency is
ωj = Γ[(3ρj − Ω)(ρj − Ω)]1/2, ρj =
3|γ|A2j
8ωdΓ
. (3)
The condition of the weak decay of the oscillations is
ωj  Γ. We emphasize that ωj is the oscillation fre-
quency in the rotating frame, and therefore ωj  ω0.
Therefore the inequality Γ ωj is a much stronger con-
straint on the decay rate Γ than the condition Γ  ω0
that the mode is underdamped. In our experiment the
condition Γ  ωj was satisfied. We note that, for small
decay rate, A2j ≈ Q2j and thus ρj ≈ 3|γ|Q2j/8ωdΓ.
In the presence of a weak noise the driven mode mostly
performs small-amplitude fluctuations about the stable
state j it occupies. The power spectrum of these fluc-
tuations has peaks at the frequencies ωd ± ωj . Such
well-resolved peaks were seen in our previous experiment
[40]. The experiment was done in the classical regime,
kBT  ~ω0, and it was found that the areas of the peaks
are different. Moreover, the area of one of the peaks was
smaller than the area of the peak in the power spectrum
at frequency ω0 in the absence of the driving. This is
a clear demonstration of the effect of squeezing of the
fluctuations.
The squeezing is immediately seen in the expressions
for the variances of the in-phase and quadrature com-
ponents. With the account taken of both classical and
quantum fluctuations [40, 41]
〈δQ2j 〉 ≡ 〈(Q−Qj)2〉 =
~
4ωd
(2n¯+ 1)(1 + e−4φj ),
〈δP 2j 〉 ≡ 〈(P − Pj)2〉 =
~
4ωd
(2n¯+ 1)(1 + e4φj ), (4)
where n¯ is the Planck number of the oscillator, n¯ =
[exp(~ω0/kBT ) − 1]−1. The squeezing parameter φj is
given by the equation
tanhφj =
|3ρj − Ω)|1/2 − |ρj − Ω|1/2
|3ρj − Ω)|1/2 + |ρj − Ω|1/2 . (5)
The sign of the parameter φj is determined by the sign of
ρj−Ω (which coincides with the sign of 3ρj−Ω). One can
see from Eqs. (2) and (3) that on the higher-amplitude
branch in Fig. 1(c), i.e., for j = 1, we have φ1 > 0.
For the lower branch, j = 2, the squeezing parameter is
negative, φ2 < 0.
As seen from Eqs. (2) and (5), in the considered weak-
damping limit, the squeezing parameter depends on a
single combination of the parameters of the driven mode
β = 3γF 2d /[32ω
3
d(ωd − ω0)3] (γ > 0). (6)
As indicated in Eq. (6), the expression for β is written for
the considered case γ > 0; an extension to the case γ < 0
is straightforward. The parameter φ as a function of β
is shown in Fig. 3; in fact, we show directly the relevant
parameter exp(4φ). As seen from Fig. 3, φ monotonically
5Figure 3. The dependence of the squeezing parameter on
the parameter β, Eq. (6), in the limit of weak damping and
for γ > 0. In this limit the bistability of forced vibrations,
and thus the vibrational branch j = 2 exist in the range
0 < β < 4/27. The red line shows exp(4φ2) in this range. The
blue lines show exp(4φ1). Outside the bistability region the
system has only one stable vibrational state, and φ1 ≡ φ. The
dashed lines show the limit of exp(4φ1) for |β| → ∞ which,
physically, corresponds to the driving frequency approaching
the mode eigenfrequency, |ωd − ω0| → 0. The weak-damping
limit breaks down for small β → 0 and, for the branch j = 2,
for β approaching 4/27.
decreases to zero as β increases from −∞ to 0, and then
φ decreases with the increasing β for β > 0. In the region
|β|  1 the approximation ωj  Γ breaks down, which
imposes a cutoff on |φ1,2| for small |β|.
It follows from Eq. (4) that the variance of the in-phase
component is below the standard limit (~/2ω0)(2n¯ + 1)
for an undriven mode, which indicates the squeezing. At
the same time, the product of the root-mean-square devi-
ations [〈(Q−Qj)2〉〈(P−Pj)2〉]1/2 = (~/2ωd)(2n¯+1)[(1+
cosh 4φj)/2]
1/2 is larger than this product for an undriven
mode. This indicates that, overall, the driving enhances
fluctuations.
The response of a driven mode to a weak probe force
Fp cos(ωpt) can be described by the linear response the-
ory [35, 42]. We are interested in the case of resonant
driving, where the frequencies of both the strong drive
and the weak probe are close to the oscillator eigenfre-
quency, |ωp − ω0|, |ωd − ω0|  ω0. For the oscillator lo-
calized near a jth stable state, the resonant increment in
the oscillator displacement, which is linear in the probe
field, has the form
〈δqj(t)〉 =1
2
Fp
[
χj(ωp)e
−iωpt + Xj(ωp)ei(2ωd−ωp)t
]
+ c.c. (7)
[generally, there is also a characteristic term that comes
from the probe-field induced change of the rates of
fluctuation-induced switching between the states j = 1, 2
[35, 42]; in micromechanical systems the effect of this
term was studied by Stambaugh and Chan [51]].
The susceptibility χj(ωp) describes the response at the
probe frequency ωp. In contrast, the susceptibility Xj
shows the occurrence of the probe-induced vibrations at
the combination frequency 2ωd − ωp. Formally, it de-
scribes a resonant 3-photon process, in the language of
nonlinear optics, which involves two photons of the strong
field and one photon of the probe. Also formally, the
higher-order terms that involve more than two photons
of the strong field seem to have been disregarded. How-
ever, in reality both susceptibilities χj and Xj are mul-
tiphoton: the strong field “prepares” the stable state j
as a result of a process in which there participate many
photons of the strong field.
A. Resonant peaks of the susceptibilities
A clear manifestation of the multiphoton nature of the
susceptibilities is that they display sharp resonant peaks
at the probe field frequencies ωp ≈ ωd ± ωj . Using the
results [42] and Eq. (5) and assuming that
|ωp − ωd − Sωj |  ωj , S = ±1,
one can write the resonant susceptibilities in the form:
χj(ωp) ≈ i
4ωd
1 + (−1)j−1S cosh 2φj
Γ− i(ωp − ωd − Sωj) ,
Xj(ωp) = −i
4ωd
(−1)j−1S sinh 2φj
Γ− i(ωp − ωd − Sωj) . (8)
Equation (8) expresses both susceptibilities in terms of
the squeezing parameter φj . It suggests a way of mea-
suring this parameter by measuring the susceptibilities.
The parameters |χj |2 and |Xj |2 give the squares of the
amplitudes of the probe-field induced vibrations at fre-
quencies ωp and 2ωd−ωp. The dependence of the squared
amplitudes on ωp is described by the Lorentzian peaks
centered at ωp = ωd ± ωj , with halfwidth Γ. For χj(ω),
the areas of the peaks
A±j =
∫
|ωp−ωd∓ωj |ωj
|χj(ωp)|2dωp
are
A(±)j =
pi
16ω2d
[
1± (−1)j−1 cosh 2φj
]2
. (9)
The ratio A+j /A−j = (tanhφ1)−4 for j = 1 and (tanhφ2)4
for j = 2, which makes it possible immediately extract
the parameter φj from the experiment.
It is instructive to compare the result (8) with the sus-
ceptibility of the mode in the absence of strong driving.
In the weak-noise limit, this susceptibility has the form
χ(ωp) = (i/2ω0)[Γ − i(ωp − ω0)]−1. This expression co-
incides with Eq. (8) for χ1(ωp) if in the latter expression
we set j = S = 1 (there is only one vibrational branch),
ωd = ω0, and φ1 = 0.
6The imaginary part of the susceptibility Im χj(ωp) de-
scribes the absorption of the probe field by the mode. In
equilibrium it is always positive. However, as seen from
Eq. (8) Im χj(ωp), has a negative Lorentzian peak at fre-
quency ωp = ωd+Sωj for (−1)j−1S < 0. In other words,
for a given branch of the forced vibrations j, one of the
peaks of Im χj(ωp) is positive and the other is negative.
The negative sign of Im χj(ωp) indicates that the mode is
amplifying the probe signal rather than absorbing energy
from it. The amplification comes at the expense of the
strong drive. However, overall
∫
dωp Imχj(ωp) = pi/2ωd
is positive, a well-known feature of an oscillator [52].
The ratio of the areas of the peaks of |Imχj(ωp)| at
ωp = ωd ± ωj is
Q+1 /Q−1 = tanh−2 φ1, Q+2 /Q−2 = tanh2 φ2,
Q±j =
∫
|ωp−ωd∓ωj |ωj
|Im χj(ωp)|dωp (10)
It should be noted that, in the quantum domain, the
theory applies for sufficiently large vibration amplitude
where, beside the condition ωj  Γ, there also holds the
condition that many quantum levels of the mode are oc-
cupied, ωdA
2
j/~  1. The other quantum restriction on
the applicability of Eq. (8) is that the nonequidistance of
the quasienergy levels (Floquet eigenvalues) of the driven
mode, which is a consequence of the nonlinearity, is small
compared the dissipative level broadening. To the order
of magnitude, it corresponds to ~|γ| < Γω2d(2n¯ + 1); a
more exact condition is given in Ref. [2]. Even where
this condition does not hold, the expressions for the ar-
eas of the spectral peaks (9) still apply.
B. Exact tuning of the strong driving force
The above expressions simplify in the case where the
frequency of the strong driving force ωd is equal to the
mode eigenfrequency ω0. In this case there is only one
branch of forced vibrations, j = 1. As seen from Eq. (5),
φ ≡ φ1 = (ln 3)/4 (ωd = ω0). (11)
The squeezing parameter (11) is independent of the force
amplitude Fd. The corresponding value of exp(4φ) = 3
is shown by the dashed lines in Fig. 3. It was this case
that we studied in the experiment to demonstrate the
efficiency of the method. For the studied classical mode,
kBT  ~ωd, we have from Eq. (4)
〈δQ2〉 ≡ 〈δQ21〉 ≈ 2kBT/3ω2d,
〈δP 2〉 ≡ 〈δP 21 〉 ≈ 2kBT/ω2d. (12)
We use these expressions in discussing the data.
V. RESULTS
In order to compare the theoretical model with the
experimental data, we add the expected position of the
two satellites according to Eq. (3) as a red dotted line
in Fig. 2 (a). We find excellent agreement between the
model (with no free parameters) and the experiment. To
further analyze our data, we focus on the imaginary part
of the susceptibility. It determines the quadrature com-
ponent which is directly determined from the response
measurement (see black trace in Fig. 2(b)).
Clearly, the different signs of the satellite peaks pre-
dicted by the model and attributed to the absorption
and amplification of the probe field are recovered. The
absorption is observed for the higher frequency satellite
with the higher intensity, whereas the amplification is vis-
ible in the weaker and lower frequency satellite. We do
not measure the power of the probe field at the output,
but the very fact that the resonantly absorbed power
(ωpF
2
p /2)Im χj(ωp) is negative for Im χj(ωp) < 0 un-
ambiguously indicates that the nanostring pumps energy
into the probe field.
According to Eq. (8) the satellites in the imaginary
part of the susceptibility |Im χ1(ωp)| have a Lorentzian
lineshape. Thus, Lorentzian fits are employed to extract
the area enclosed under the satellites, Q+1 and Q−1 . The
area ratio Q+1 /Q−1 extracted from the imaginary part of
the susceptibility is plotted in Fig. 4(a) as black dots
and compared with the theoretical model according to
Eq. (10) included as a red line. No free parameters are
employed. We find excellent agreement between the ex-
periment and the theory. We note that the amplitude of
the signal, i.e. the blue dotted line in Fig. 2(b), which
is given by |χj(ωp)| ∝ [Γ2 + (ωp − ωd)2]−1/2 is a non-
Lorentzian function of ωp. It falls off slower than the
Lorentzian with the increasing |ωp − ωd|, as indeed seen
in Fig. 2 (b).
It is expected from Eq. (12) that the squeezing pa-
rameter is independent of the drive amplitude Fd if the
drive frequency coincides with the eigenfrequency of the
mode. Such independence is indeed seen in the exper-
iment, which yields an average squeezing parameter of
0.2825± 0.0295 in good agreement with the theoretically
obtained value of 0.2747. This confirms not only the
analysis of the squeezing, but also the model we use to
describe the mode dynamics.
In Fig. 4(b), the result is re-expressed in terms of the
mean-square fluctuations of the in-phase and quadra-
ture component 〈δQ2〉 and 〈δP 2〉, Eq. (4). The exper-
imental data is plotted as black and gray dots, respec-
tively, whereas the theoretical predictions obtained using
Eq. (12) are shown as red lines. For the sake of clar-
ify, we chose a normalized dimensionless representation.
This obviates reintroducing the effective mass of the res-
onator, which would otherwise re-appear in the denomi-
nator of Eqs. (4) and (12). The grey dashed line indicates
the mean-square of the thermomechanical fluctuations at
293 K, clearly showing that a significant squeezing of the
in-phase component is observed.
We note that the data spread in Fig. 4(a) and (b) is
larger for weak drive power as a result of an insufficient
separation of the satellite peaks. There is also a small
7Figure 4. (a) Ratio of the areas of the satellites peaks ob-
tained form the quadrature data as a function of the drive
voltage (black dots). Red line corresponds to the theoretical
prediction. (b) Normalized dimensionless variances of the in-
phase and quadrature fluctuations 〈δQ2〉 = (ω20/kBT )〈δQ2〉
and 〈δP 2〉 = (ω20/kBT )〈δP 2〉 around the stable state of the
forced vibration as functions of the drive voltage. Black and
blue dots show the in-phase and quadrature values extracted
from the experimentally determined satellite area ratio from
panel (a), whereas the red lines show the corresponding the-
oretical model of Eq. (12). Grey dashed line illustrates the
thermomechanical fluctuations at the temperature 293 K used
in the experiment.
systematic tilt arising from a deviation from the Duffing
model that comes into play for large drive powers.
VI. CONCLUSION
This paper presents the spectra of the response of a
moderately strongly driven nanomechanical mode to a
weak probe drive. The frequencies of the strong drive
and the probe tone are close to the mode eigenfrequency.
We found that the response spectra of our very weakly
damped mode have a peculiar structure. Both the am-
plitude of the response and the quadrature component
display two pronounced features symmetrically located
with respect to the strong-drive frequency. The features
on the high-frequency side are more pronounced than
on the low-frequency side. In the case of the ampli-
tude, the features are non-Lorentzian peaks. In contrast,
the quadrature component displays a peak on the high-
frequency side and a dip on the low-frequency side. Both
have a Lorentzian shape with the same halfwidth as the
peak in the spectrum of the mode in the absence of strong
driving.
The theory predicts the onset of these features. The
distance along the frequency axis between the features
and the frequency of the strong drive is expected to
be equal to the frequency of oscillations of the strongly
driven nonlinear mode about its stable state of forced vi-
brations. This frequency, in turn, is determined by the
interplay of the strong drive and the mode nonlinearity.
Therefore, in terms of quantum optics, the occurrence
of the features of the response is a result of multipho-
ton processes that involve multiple quanta of the strong
drive.
The amplitude and the quadrature component of the
probe-induced vibrations are determined, respectively, by
the absolute value and the imaginary part of the suscep-
tibility of the mode with respect to the probe. The dip in
the quadrature spectrum corresponds to a negative imag-
inary part of the susceptibility. This indicates that the
weak probe drive is amplified by the mode. The ampli-
fication comes at the expense of the energy provided by
the strong drive.
The strongly driven mode is a system away from ther-
mal equilibrium. Therefore there is no standard relation
between the imaginary part of the susceptibility and the
spectrum of fluctuations of the mode. Nevertheless it is
clear on the physical grounds that there should be some
relations between these spectra for the considered weakly
damped mode. Indeed, in the rotating frame, the sta-
ble state of forced vibrations is a stationary state. The
weakly damped mode oscillates about this state due to
thermal and quantum noise, but these oscillations can be
also resonantly excited by an external drive. Therefore
the power spectrum and the susceptibility should display
features at the same frequencies. The susceptibility thus
encodes some information about the fluctuations.
The theoretical analysis shows that one of the com-
ponents of the fluctuations should be squeezed and that
the squeezing determines the ratio of the areas of the dip
and the peak in the imaginary part of the susceptibil-
ity. Therefore by measuring these areas one can extract
the squeezing parameter. Moreover, the theory predicts
that, if the frequency of the strong drive is equal to the
mode eigenfrequency, the ratio of the areas should be in-
dependent of the drive amplitude and should be equal
to 7 + 4
√
3 ≈ 13.9. This is in excellent agreement with
the experiment. Our findings have been independently
reproduced on a second sample.
The agreement between the experiment and the the-
ory regarding the measured positions of the peaks of the
susceptibility, their shape, and their areas, with no ad-
justable parameters, provides a strong evidence of the
squeezing of fluctuations expected in the theoretical anal-
ysis. It complements and significantly extends the results
on the shape and the area of the classical power spectra
of a driven mode [40]. The extension is particularly im-
portant as the method presented in Ref. [40] is applicable
only in the classical regime, whereas both classical and
8quantum fluctuations are squeezed. The present method,
although the experiment is done in the classical regime,
does not rely on and does not require that the fluctua-
tions be classical. To the best of our knowledge, the re-
sults also present the first observation of a multiphoton
resonant amplification by a driven nonlinear vibrational
mode. They demonstrate new interdisciplinary aspects
of the studies of nanomechanical systems.
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