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ABSTRACT
In this study a detailed investigation of the high
energy satellites of the L 23 Auger emission bands of Al,
Si, and P was made.

The satellites are interpreted as

arising from double ionization of the L
than from a plasmon gain process.

23

shell rather

The parent-satellite

energy separations, bE, between like structures were
determined and were found to be consistently smaller than
the volume plasmon energies measured for the same samples.
A comparison of Si and SiO revealed no evidence that bE
for Si is dependent on the volume plasmon energy of the
sample.
The satellite threshold excitation energies, Et' were
determined and were found to compare well with results
expected for double ionization of the L 23 level.

In the

energy range Et<Ep22KeV, the ratio of the satellite to
parent Auger intensities for all three samples were in
good agreement when plotted vs. the reduced energy scale,
Ep/Et.

The results were also found to be consistent with

Gryzinski's binary-encounter model.
The previously reported plasmon like loss structure
associated with the L 23 ionization loss peak for Si was
found not to be related to the high energy L
satellite.

23

Auger

Also, an ionization loss peak for Si observed

at a loss energy o f 216 eV is tentatively identified as
corresponding to double ionization of the L

23

shell.

iii
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I.

INTRODUCTION

Because of the small mean escape depths of low energy
electrons

1

, Auger electron spectroscopy has been developed

and used principally as a tool for elemental analysis of
surfaces.

For example, earlier investigations of the

Si (111) substrate have dealt with the possibility that
small Auger peaks observed in the low energy region were
due to impurities

2

These studies were prompted by

suggestions that the Si (111) 7 x 7 superstructure might be
produced by impurities in the surface layers.

In particu-

lar the 56- and 107-eV peaks were attributed to Ni.

Also Fe

was suggested as a possible impurity giving rise to the
44-eV peak.

These studies involved using LEED and Auger

spectroscopy while calibrated amounts of Ni and Fe were
deposited

3

.

In addition, the higher energy impurity

transitions, which would be separated in energy from the
Si KLL transitions, were searched for.

The results of

these studies indicated that the observed structures in
the low energy region were characteristic of Si.
Attempts have also been made to interpret the low
energy Si Auger spectra which involve the outer shell
electrons in terms of the density-of-states of the valence
band 4 .

There is, however, the problem of accounting for

satellite peaks of unknown size arising from characteristic
energy losses or gains

5 6
'

Such losses result from

2

collective electron interactions (plasmon excitations) and
single electron excitations such as interband transitions.
The Si 107-eV peak which appears above the main
structure of the L

23

vv

Auger emission band is one of the

structures in the Si Auger spectra whose identity is still
4
uncertain . This is what prompted the present study.
Recent studies of the L 23 Auger emission bands of
Mg

7

and Al

8 9
'

have also shown high energy satellite peaks

to be present and their similarities with Si have been
noted.

In addition we have also observed a similar

satellite for P

10

.

These weak structures appear to be

identical to X-ray satellites which have been previously
reported on the high energy side of the L 23 emission bands
11 . It h
o f Na, Mg, Al , and Sl.
as b een sugges t e d th a t th ese
peaks in Auger and X-ray spectra might arise from the
double ionization of the L 23 shell resulting in a shift of
12 13
the emission band to higher energies in both cases
,
.
11 h
. a stu d y o f X-ray
Hanson and Arakawa
ave s h own 1n
satellites that the observed shift is in agreement with
that expected assuming double ionization.
An alternate explanation proposed is that the shift is
.

a result of a volume plasmon ga1n process
Watts

15

6' 14

Recently

has suggested that the dynamical screening of a

core hole by the conduction electrons can yield a plasmon
gain peak in the Auger spectra of a metal.
made f or Al, assuming a core lifetime of 8

A calculation
X

10-16 sec,

predicted a plasmon gain peak comparable in magnitude to

3

As noted by Chung and Jenkins 6-8 and

that observed.

other workers, the general agreement between the
observed volume plasmon energies and the observed
shifts also gives credence to the possibility of a
plasmon gain process.

However, Row and Christman 16

have recently reported Auger results for Si that
strongly indicate that a plasmon mechanism is not
responsible.

They found that the Auger spectra of

Si and SiC exhibited identical spacings of 15 eV
between the parent and satellite bands although the
volume plasmon energies are 17 and 22 eV respectively.
Also, the primary excitation threshold for the satellite
was determined and found to be in good agreement with
that expected for double ionization.
The identification of these satellites then is of
interest from the point of view of identifying possible
inner shell ionization and deexcitation mechanisms.
The possibility that collective effects in the form of
coupling between valence electrons and the core hole
might be involved in deexcitation is of particular interest.
In the present work electron-induced Auger electron
spectroscopy (AES) was used to study the higher energy
satellites of the L
and P.

23

VV Auger transition for Al, Si,

Since the initiation of an Auger transition

depends upon the ejection of an inner shell electron (in
this case the L

23

shell), Auger spectroscopy can be used to

4

study inner shell ionization cross sections.

In addition,

by determining the incident threshold energy necessary
to produce the transition one can determine the core level
involved.

Hence, investigating Auger intensities as a

function of incident excitation energy should clearly
distinguish between double ionization of the L

23

shell

and a process involving dynamical screening of a single
L

23

shell vacancy.

The results of this investigation are

shown to give strong support to the explanation in terms
of double ionization.

In part A of this paper we compare

the observed shifts of the satellite band with the volume
plasmon energies for Al, Si, SiO, and P.

In part B, the

results of measuring the threshold primary excitation
energy necessary for producing the high energy satellites
will be reported and compared to that expected for double
ionization of the L 23 shell.

In section C, the ratio of

the satellite to parent intensities as a function of the
incident electron energy will be compared with the ratio
of double to single ionization cross sections based on
.
k.1
the classical theory o f Gryz1ns

17

.

.
11 y, 1n
.
F1na

section D, the characteristic energy loss spectrum of the
elastic peak for Si is examined and evidence of an
ionization loss peak corresponding to the double
ionization energy of the L 23 level is reported.

5

II.

EXPERIMENTAL DETAILS

The experimental arrangement used has been discussed
in previous reports but is reproduced here for convenience

18

The chamber was a stainless steel bell jar

about 30 em in diameter and 50 liters in volume.

The

system could be evacuated to pressures on the order of
3 x 10

-10

torr after a 24 hour bake at 225°C using a

liquid nitrogen trapped oil diffusion pump with a pumping
speed of 750 1/sec.

Total pressures were measured with a

Bayard-Alpert ionization guage and partial pressures with
a monopole mass spectrometer.

The main residual gases were

found to be H (PH ~ 1/2 Pc 0 ), co and co 2 <Pco ~ 1/2 Pc 0 ).
2
2
2
No mass above 44 amu was detected with a detectability of
p < 10-ll torr.
To enable rotation, translation and tilt motions to
be made, a multiple sample carrier was mounted on a
vacuum manipulator such that the sample could be positioned
in front of the Auger electron spectrometer or the
evaporation sources.
(previously described)

The multiple sample carrier
18

provided both shielding of the

AES optics from the evaporation sources and an electron
bombardment oven capable of up to 100 watts of power for
thermal cleaning of samples.
An Auger electron spectrometer of the type described
by Palmberg, Bohn, and Tracy

19

was used.

It consisted of

a cylindrical mirror analyzer (CMA) with a coaxial electron
gun and a CuBe electron multiplier.

The analyzer had a

6

constant energy resolution of approximately 1%.
Positioning of the sample at the focus of the
analyzer was accomplished by adjusting for a symmetric
elastic peak of maximum peak height.

The applied voltage

to the mirror electrode of the CMA was monitored with a
DVM.

The proportionality factor between the analyzer pass

energy and the applied voltage was determined by using the
20
elastic peak for calibration
. This allowed the relative energy scale to be determined to within 1% for the
parent-satellite separation energies and the plasmon loss
energies reported in section A.
The Auger electron spectra were taken in either the
2
2
dN(E)/dE or the d N(E)/dE modes by detecting the first or
second harmonic of the modulation frequency.

The detected

frequency in either mode of operation was 30 KHz while the
frequencies of the applied modulation were 30 KHz and
15 KHz respectively.

The usual electronic signal process19
ing equipment for synchronous detection was used
The satellite to parent Auger intensity ratios were
measured as a function of the incident beam energy for
the three materials studied in order to obtain threshold
energies for the satellite peaks in sec. B as well as the
relative yield versus excitation energy in sec.

c.

In

order to reduce the secondary electron background for
primary energies near threshold, the second derivative
of the energy distribution was recorded.

The satellite

7

to parent Auger intensity ratio was then taken as being
proportional to the ratio of the peak-to-peak heights
between the minimum and the second maximum in the
second derivative.

The pass energy was modulated by

7.5 eV peak-to-peak.
By using ratios, beam energy dependent corrections
such as the secondary electron enhancement factor and the
range of the primary electrons were reduced to negligible
proportions.

In addition, the use of ratios effectively

normalized out the beam current and geometrical factors .
This allowed the data to be taken in a more reproducible
way and also eliminated the problem of a beam diameter
which varied with beam current at the lower voltages.
The latter problem showed up in current normalization.
We were unable to obtain a constant Auger signal per unit
incident beam current as a function of beam current at a
fixed low beam voltage.
For silicon, a high resistivity (>1000
(111) wafer was used.

~-em)

silicon

Initial cleaning was accomplished

by heating at 1200°C for five minutes after which the only
remaining impurity observed by AES was carbon (estimated
at 0.1 monolayer).

Subsequent cleaning was possible at

lower temperatures and shorter time intervals.

In a

previous study using LEED, this same cleaning technique
produced the well recognized Si(lll) 7 x 7 pattern

21

8

The phosphorus sample was produced by evaporating a
thick phosphorus film onto a silicon substrate using a
GaP(99.999% pure) evaporation source previously described
After outgassing, a pressure of < 2 x 10
maintained during evaporation.

-9

21

.

torr could be

Impurities detectable on

a freshly evaporated surface include gallium (20%),
carbon (6%), and oxygen (<0.8%).
An aluminum sample was made by evaporation of 99.99%
pure aluminum from an outgassed 7 mil. W filliment onto a
thermally cleaned Ta substrate. During evaporation a
9
pressure < 5 x 10- torr was maintained. Initially,
aluminum was evaporated until the oxygen peak was no
longer detectable (<1%).

Some carbon and sulfur were

found at concentrations of 8% and 1% respectively.
The above impurity estimates were made in the manner
of Ueda and Shimizu

22

to within a factor of two using a

beam voltage of 1500 V and a beam current of 30

~

amps.

The

Auger intensities were corrected for relative analyzer
window width, relative sensitivity (using Gryzinski's
17
1
cross section formula)
, and estimated escape depth
Each freshly evaporated phosphorus or aluminum surface
was used for about four hours.

In this time period no

change in shape of the L 23 vv Auger spectrum of either
sample was observed.

The only degredation observable was

approximately a 10% decrease in signal amplitude.

9

III.
A.

RESULTS AND DISCUSSION

Parent to Satellite Energy Separations

The region of the L
23 Auger emission band and
associated high energy satellite peak for AlI Si, SiO,
and P are shown in Fig. 1

-

4.

The comparisons presented

in this study were made between the principle peak in the
parent band located at the top of the band and the
satellite structure.

The two bands are assumed to over-

lap with the satellite structure being just a reflection
of the principle peak and hence representing the top of
the shifted satellite band.

The spectra presented agree

well with those previously cited.
Because of the considerable amount of gallium
observed in the phosphorus spectrum there might be some
question as to the identification of the small peak at
136-eV as being due to phosphorus or gallium.

Uebbing

and Taylor did observe a weak transition for GaAs at
129-eV which they assigned as an M1M4V gallium transition.
However, using the M2M4v gallium transition at 78-eV for
comparison it is estimated that the M1 M4 v transition is
less than 5% of the observed structure.

Hence the gallium

contribution is negligible and the observed structure is
apparently a satellite of phosphorus similar to those
already reported for Mg, Al, and Si.

10
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It was found that there is some difficulty in determining

~E

between like structures in the parent and

satellite bands.

The energy separations were measured in

2
2
both the dN(E)/dE and the d N(E)/dE operating modes and
the different results give an indication of the broadening
of the satellite peak.

The shift obtained from the

dN(E)/dE spectra is taken to be between the inflections
on the high energy side.
2

minima in the d N(E)/dE

2

The energy separation between
spectra represents the separation

between the peak positions of the parent and satellite
bands.

The results are shown in Table I.

It is found

~E seen in the d 2 N(E)/dE 2 operating

that the values of

mode are somewhat smaller than the X-ray results
those obtained from dN(E)/dE spectra.

11

and

This broadening

might be indicative of plasmon dispersion.

However,

double ionization would also give this result due to
lifetime effects.
L

23

In addition, double ionization of the

core level would be expected to result in splitting

3

1

P

,

n 2 , and

1

s 0 states. Structures seen
210
. X-ray sate 11'1tes h ave b een a tt r1'b ute d to t h'1s sp 1'1tt1ng
. 11 ,
1n
the state to

although such structure has not been observed in Auger
spectroscopy.
The small energy difference observed between the
2
2
X-ray and the Auger d N(E)/dE results is in the correct
direction.

It can be shown that the difference between

the two processes is given b y t he difference in binding

TABLE I
ENERGY SEPARATION BETWEEN SATELLITE AND PARENT L

llE

llE

23

llE

BANDS

Volume
Plasmon
Energy
(eV)

dN(E)/dE
data
(eV)

2
2
d N(E)/dE
data
(eV)

Al

15.7 ± 0.5

14.0 ± 0.5

15.2 ± 0.3

15.7

Si

15.6 ± 0.5

14.7 ± 0.5

16.1 ± 0.3

17.2

Material

SiO
p

16.2 ± 0.5

X-Ray
Results
(eV)

15 ± 1

20.1

15.5 ± 0.5

18.4

.......
Ul

16

energies of the valence electrons in the singly and doubly
ionized case and that the parent to satellite energy separation in the Auger spectrum must be less than that in
the observed X-ray spectrum

24

•

Also shown in Table I are the observed volume plasmon
energies from our measurements on the characteristic loss
spectra for each of the samples used.

These are found to

be in good agreement with those obtained by others.
parent to satellite energy separations

~E

The

are seen to be

comparable in magnitude with the volume plasmon energies.
It is this general agreement which has given support to
the plasmon gain interpretation.

However, an analysis

based on energy considerations alone is not sufficient to
establish the identity of the satellites.

As pointed out

11

in the introduction, Hanson and Arakawa

in a paper on

high energy x-ray satellites for Na, Mg, Al, and Si have
~E

shown that the observed energy separation

is also in

good agreement with that expected from double ionization
of the L

23

shell.

A nonrelativistic Hartree-Fock calcula-

tion was made as well as estimates based on experimental
K shell satellite energies.

The latter estimate was made

on the basis that the energy of a

(L 23 )

2

~

L 23 v transition

resulting from a double vacancy in the L 23 shell (denoted
as (L ) 2 ) should be given by the energy difference
23
between a KL
~ (L 23 ) 2 transition (the Ka 3 satellite) and
23
a KL

23

~

L

23

v

transition (the KS"' satellite).

They

17

They found that the energy given by EKa

- EKS"' - EL
3

agreed well with the observed energy separations

23
~E.

A comparison between Si and oxidized Si, moreover,
reveals no relation between the observed energy separation
and the volume plasmon energies.
findings of Rowe and Christman

16

This agrees with the
for Si and SiC.

Thus

the satellite for Si appears not to be a property of the
compound in which Si is found.
B.

Satellite Threshold Energies

In this section we will examine the behavior of the
satellites as a function of the primary excitation energy.
The data was obtained using the second derivative of the
electron energy distribution N(E) in order to effectively
reduce the secondary electron background in the measure25
ment of the small satellite peak
In Fig. 5 is shown
.
the first and second derivative curves of the Si Auger
spectra at a beam voltage of 250 V.

The background is

considerably flatter in the second derivative curve.

The

Auger current was taken as being proportional to the
peak-to-peak height between the minimum and the second
maximum in the second derivative for both the parent and
satellite peaks.
we can also comment about some other features observed
in the spectra of Fig. 5.

Just to the high energy side of

the Si 92-eV peak is a small inflection which we believe

Ep=250 eV
Modi=2eV p-p
dN(E)/dE

XI

Ep=250eV
Mod:=2.5eV P-P
~N(E) /dE2

XI

X 2.5
L2,a
L2,3

50

90
130
ENERGY(eV)

Figure 5.

50

90
130
ENERGY(eV)

The Si(lll) Auger Spectrum Obtained by Using the
2
2
dN(E)/dE and d N(E)/dE Operating Modes.

~

00

19

marks the upper band threshold

26

.

It is not observable

at higher beam energies and has not been previously
reported.

Presumably it is obscured at higher beam

energies because of the overlaping of the satellite and
parent bands.

The structure on the L

23

peak has been previously reported by us
evident here.

ionization loss
10

and is clearly

This structure is possibly due to character-

istic losses as is seen in the characteristic loss spectrum
24
of the elastic peak and/or due to electron shake-off
of
the valence shell electrons occuring with the L 23
ionization process.

Also present is a plasmon related

loss which we will discuss more in sec. D.
In Fig. 6 we have plotted the ratio of I /I
s

P rimary excitation energy Ep for Al, Si, and P.

vs.

p

Here I s

is the Auger current yield for the satellite and I p that
of the parent peak.

The data for Si and P appear to be

linear near threshold and a linear extrapolation was made
to determine the threshold energy.
in Table II.

These values are given

Background corrections were determined for

Si and the same corrections were applied to P.

In the

case of Al, however, the data does not approach as close
to threshold as it does for Si and P.

Consequently, it was

not p ossible to obtain a meaningful extrapolation.

Rather,

the threshold was estimated as being given by
E

pea

k /5 = 800/5 eV = 160 eV where E
k is the incident
pea
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TABLE II
PRIMARY EXCITATION THRESHOLD ENERGIES FOR
THE L

23

EMISSION BAND SATELLITES

E
Et
Material

Et/EL23

(eV)

1

2

E

2

2

(L23)

(L23)

(eV)

(eV)

p

271 ± 30

2.1

297

279

Si

212 ± 30

2.1

231

212

Al

160 (Est.)

2.2

172

159

N
1--'

22

excitation energy at the position of the I /I peak.
s p
factor of 1/5 is that observed for Si and P.

The

The agree-

ment obtained for P and Si is fortuitious considering the
uncertainties involved.

Also, the linear extrapolation is

not theoretically justified.

The threshold behavior for

double ionization is believed to be given by (E
where Et is the threshold energy

27

p

- E )
t

2

It is not possible

to really verify this relation from our data.

Generally

our data did not approach close enough to threshold and
secondly the use of ratios obsures any assertaining of
what the expected behavior should be.
The experimental thresholds are compared to those
expected from a double ionization theory in Table II.
The energy needed for double ionization of the L23 shell
is denoted by E(L
El

2
(L2 3)

23

)2.

The first estimate shown,

' was obtained by analogy with the Bur hop formula

for Auger transitions.
E

1

)2

(L

(Z)

This estimate is simply given by
= EL

23
where EL
23

23

( Z) + E . ( Z +
L23

1)

( 1)

(z) is the binding energy of the L 23 shell

z.

electrons for element of atomic number

This estimate

s h ould be an u pper limit.

The experimental data itself

yields a second estimate.

Here we take

E

2

(L

)2

23

( Z)

=

( Z)

+ .6E ( Z)

( 2)

23

where
band.

~E(Z)

is the observed displacement of the satellite

The L 23 binding energies were taken from Bearden

and Burr.

The general agreement is observed to be good.

It was found that the use of the second derivative
helped to reduce background corrections in the
determination of threshold energies.

The method did not

entirely eliminate the need for such corrections, however,
at the lower voltages where higher sensitivity had to be
used.

The uncertainty in these corrections also

contributed significantly to the estimated uncertainty on
the threshold energy.
(lO~A

A decrease in the beam current

max. at VB = 200 V) with decreasing beam voltage,

reduced sensitivity at the lower voltages.

This reduced

sensitivity and the smallness of the satellite peaks
necessitated the use of large time constants of up to
10 sec (6 db/oct) at the lower beam energies.

This

prohibited the taking of a large amount of data close to
the threshold.

An additional problem is that as the beam

voltage is lowered to near threshold, the multiple plasmon
losses seen below the elastic peak begin to interfere with
the observation of the satellite peak.
It is also evident that the threshold potential
obtained for the phosphorus satellite (271 eV) is
considerably higher than the gallium M core level energy
1
28
(181 eV)
which gives rise to the weak M M V transition
1 4
reported in the energy region of the observed satellite.

24

This supports our earlier contention that the M M v
1 4
gallium Auger transition was weak and that the structure
observed was indeed a satellite of the L

23

Auger emission

band of phosphorus.
C.

Ratio of Satellite to Parent Intensities

Ionization cross sections for single and double
ionization of the L

23

shell by electron impact can be

calculated using Gryzinski's binary encounter theory

17

.

Gryzinski's mathematical formulation has been criticized
for some unrealistic features

27

.

Our approach here is

to consider this model as a semi-empirical formulation
as has been previously suggested

27

.

The formulas

obtained by Gryzinski appear to have been sufficiently
tested to be reliable for the comparison we wish to
make.

It has been demonstrated recently by several

workers that the formula derived from this model for
single ionization is in good agreement with experimental
K and L

shell ionization cross sections for light
23
elements 25 , 29 .
In addition, calculations of double
ionization cross sections for the valence shell using

Gryzinski's relation has produced reasonably good agreement
with experimental data for the rare gases and alkali metal
ions

30,31

25

The expression derived for the double ionization
.

.

cross sec t 10n 1s

17

(3)

where n is the number of atoms per unit volume, N is the
number of electrons in the shell in which the initial
ionization occurs, e is the electronic charge, d is the
mean distance between electrons in the shell, u. and
l

U ..

ll

are the first and second ionization potentials, and E

is

p

the incident electron energy.

In the binary-encounter

theory double election ejection involves a double binary.
The f unct1on
g ii represents t h at component of
sc

encounter.

the cross section arising from two successive collisions
ii
of the incident electron while gre is that due to a
collision between the first ejected electron and those
remaining.

It is these two terms which contain the

dependence of the cross section on E .
p

They are defined

by the relations
( 4)

(x-f)ln(x-f))
f(x-f-1)
X

=

(--1--)2 (~·~) (B· (l+f) (x)ln(I+f)
l+f g l+f' l+f g f'
(x-1-f) f

.!.)
f

26

where
E /U.
p 1

=

X

B = El/Ui

u11
.. ;u.1

f =
and
g(u;v)

= vu(~)
v+u

3/2

2u+l
u+l 1 2
1
(v-1)
{=+- (1- 2v)ln[2.7 + (v-1)1/2]}
v
u 3
u
·

In the above expression for B, E 1 is the expectation value
of the kinetic energy of the bound electron.
Using the same notation, the cross section for single
.
.
.
. g1ven
.
by 17
1on1zat1on
1s
nNne
u. 2

4

g

i

(5)

1

where
g

i

=

g(B;x)

In Fig. 7 we have shown g 11
.. jg.1 as calculated for Si
using f = 1.35 and with B = 1 and 3.3.

The value B = 3.3

was obtained using Slater's rules as suggested by
Robinson

32

It gives a better estimate of the expectation

value of the kinetic energy of the bound electron,
al t h o u g h many investigators have used E1

=

Ui

27

.

Also,

shown is t he ratio g. 1./g. where we have included in g.
1
1
1
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the single ionization of the L

1

2
2
factor l/3[Ui (L 23 ) I Ui (L 1 )J.
B = 2.2 was used.

shell weighted by the
For the L

1

shell the value

The rapid Coster-Kronig L L v
1 23

transition should result in almost all the L

vacancies
1
contributing to the total number of L
vacancies. We
23
have neglected any other mechanism which might contribute
to double ionization.
In Fig. 8 we have plotted the satellite to parent
intensity ratios on a normalized scale versus the reduced
energy for P, Si, and Al.

All data points were repeated

a minimum of four times and the experimental data points
for the three elements agree within ±2% at the higher
energies.

The solid curve is the normalized double

(gii)

to single (gi) ionization cross section ratios from
.
. ' s c 1 ass1ca
.
1 moe
d 1 , were
h
Gryz1nsk1
g ii

=

g ii + g ii..
sc
eJ

This

curve was calculated for Si and includes the L 1
contribution in the single ionization cross section.
general fit is good although the data peaks at Ep/Et

The
~

5

while the peak in the theoretical curve occurs at 4.4.

The

degree of fit at higher incident energies is on the order
of that observed for single ionization in that the
theoretical curve falls off faster than the data does

25 29
,

Some discrepancy at lower incident beam energies might be
expected in comparing the functional dependence on EP of
the satellite to parent intensity ratios directly to
gii/gi, although it is believed to be small as discussed
below.
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For a normally incident electron beam of energy E ,
p

the Auger yield from a substrate for a particular transi.
.
t 10n
can b e wr1tten
as 1
I

Auger

=

GTri

(1- w) !
o

o

00

i(z)exp(A -z )dz
cos 8

(6)

where G is the geometrical collection factor, T is the
analyzer transmission, r is the secondary electron
enhancement factor,

I

0

is the incident current, w is the

flourescent yield, A is the mean escape depth for the
Auger electrons, 8 is the angle between the surface normal
and the detector axis, and i(z) is the ion density for the
electron shell of interest (L

23

depth per unit incident current.

shell) as a function of
Since in the voltage

range of the observed peak positions (800- 1300 V),

the

range of the incident beam is much larger than the mean
Auger electron escape depth (the maximum Auger energy
studied was 136 eV),

we will assume that i(z) is constant

over the depth of region sampled by Auger spectroscopy.
With this approximation we arrive at an expression which
should reflect the true peak position very well.
we take i

=

nQ(Ep) where n is the atom density

Hence,

(we have

taken n(z) = n) and Q{Ep)

is the ionization cross section

as a function of energy.

Thus we obtain the expression

31

I

Auger

=

GTri (1 - w)nQAcos8
o

(7)

which has been used by other investigators for monolayer
coverages

25,33,34

Now we make the assumption that the angular
distributions for the Auger electrons in the parent and
satellite peaks are identical and that these distributions
are independent of the primary electron energy.

Then for

the ratio of the Auger satellite to the Auger parent
intensities we can write
I

!

s =

( 8)

p

24
where we have taken (1 - ws )/(1 - wp )

=

1

We can simplify things by comparing the functional
form of the above expression with the normalized
experimental data.

Then we have simply I s /I p

~

gii/gi

since A T /A T is independent of E and r /r probably
s s p p
p
s p
has a negligible E

p

dependence.

To see this r can be

written as 1 + s where s gives the secondary electron
contribution to the total yield.

For the voltage range

used, s for Si has been found to vary slowly from .15 to
33 34
.25 for the L
core level
'
• Hence any relative
23
changes between s s and s p in the term (1 + s s )/(1 + s p )
will be small and will result in even a smaller change in
the ratio.

32

Presented in Table III is a comparison of the
absolute magnitudes of Is/Ip and QII/QI made in the

=

vicinity of the peak position (Ep/Et
cases.

5.0) for all three

The ratio of I /I is taken as the ratio of the
s p

product of peak-to-peak height and peak width squared as
observed in the first derivative.

In all cases

V d peak-to-peak
mo ·
is on the order of 0 4
peak width at half max.
· ·

Th

e

ratios have been corrected for differences in the
analyzer window width at the parent and satellite peak
Only the correction r A /r A has not been
p p
s s

energies.
applied.

However, it should be close to unity.

The

corrected ratios are found to be in good agreement with
those of Hanson and Arakawa

11

.

The ratio QII/QI has the form

(N - 1)1Te
"'2
2
4nd U ..
1.1.

4

g ..

1.1.

( 9)

g.

1.

where d was calculated using the shell radius of L
electrons given by Slater
by EL

(Z + 1).

35

and Uii was taken to be given

The calculations based on Gryzinski's

23
model are larger than the experimental data by a factor
of about 2.
increasing Z,

The theory predicts a decrease in QII/QI with
which is observed experimentally.

There appears to be some discrepancy between the
magnitude of Is/Ip for P and the other two samples.

33

TABLE III
COMPARISON OF EXPERIMENTAL DATA TO THE RATIO
OF DOUBLE TO SINGLE L

SHELL
23
IONIZATION CROSS SECTIONS

Material

I /I
s p

Al

.0351

.0318

Si

.0234

.0216

p

.0145

.0165

34

Instead of normalizing I /I as was done in Fig. 8, it
s p
should be possible to reduce the ordinate axis in the same
manner as was done for the energy scale 36

From

Equation (9) it is seen that this scale is proportional to
2

the quantity (I /I )r u ..
s p
ll

2

where r is the L-shell radius.

Calculating this quantity at the peak position (Ep/Et = 5.0)
we get 16.8 and 16.5 for Al and Si respectively.
for P a ·value of 13.4 is obtained.

However,

The disagreement is

perhaps due to the fact that the principle Auger peak for
P is quite broad and the parent and satellite structures
do not seem to be clearly separated as can be seen in Fig.4.
In Figs. 1 and 2 the Al and Si satellites are clearly
separated from the parent peaks.
D.

Ionization Loss Spectra of Si

A model for the plasmon gain process has been
15
discussed recently by Watts
and by Matthew and Watts 14
for the case of Auger transitions.

This model was also

discussed earlier by Hedin and Lundquist
of X-ray emission and adsorption.

37

for the case

In this model the

satellites arise from Auger electrons emitted from atoms
with an incomplete relaxation of the primary core hole.
This results in dynamical screening of the L shell hole.
The excess energy is in the form of valence electron-core
hole coupling and is of the order of the plasmon energy.
The result is pictured as an excited core state.

A

35

transition between an excited core state and a final state
with no plasmon excitation is thought to yield the L
Auger satellite band.

23

Based on this model one expects a

higher energy loss structure to be associated with the
L

23

ionization loss peak representing the excess energy

left with the excited atom.

Also a correlation should

exist between this higher energy loss structure and the
high energy Auger satellite observed.
Indeed such a structure can be seen for Si at an
energy 18 eV greater than the L23 ionization loss peak
10
and as can be seen
energy as previously reported by us
in Fig. 9.

However, no apparent correlation exists

between it and the satellite peak.
energy of 250 eV, the L

23

In Fig. 5' at a beam

loss structure is clearly

visable in the dN(E)/dE spectrum, although the Auger
satellite at 107-eV is no longer evident.

Hence it

appears that this structure associated with the Si L 23
ionization loss peak is a plasmon loss satellite formed
by primary electrons losing energy in inelastic collisions
by exciting volume plasmons either before or after
ionizing the L

23

core level.

Indeed we have previously

found that the ratio of the peak-to-peak heights of the
silicon L

ionization loss peak and its associated
23
plasmon like loss structure is in good agreement with the
ratio of the first to the s econd bulk plasmon loss of the
primary peak.

They appea r to be consistent with each other

and sugges t that the same mechanism is i nvolved.
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A similar structure has been observed on the Si L
ionization loss peak as can be seen in Fig. 9.

1
Also, such

loss structures were seen with P and Al but were not
studied further.
If indeed the satellites arise from double ionization
of the L 23 shell, one would expect to find a weak
ionization loss peak at the corresponding loss energy.
Shown in Fig. 9 for Si is a dN/dE scan of the characteristic
loss spectrum with the elastic peak set at 600 V.

Upon

close examination at a time constant of 10 sec (6db/oct),
a loss structure was found at an energy 216 eV below the
elastic peak.

This corresponds well to that expected for

double ionization.

Also, the peak amplitude is of the

correct order of magnitude.

Its identity as a true loss

peak can be verified simply by changing the beam voltage.
It cannot be considered as a plasmon loss of the elastic
peak since such peaks are clearly negligible in this energy
range.

Its only other possible identity is as an ioniza-

tion loss peak due to some impurity.

However, other than

a slight amount of carbon no other impurities were
detectable.
Other peaks that can be easily identified in this
spectrum are the L1 ionization loss peak and its associated
plasmon loss.

The L 23 ionization loss peak can also be

seen at a loss energy of 100 eV although the plasmon losses
are relatively large at this energy.
A similar examination for such a peak for phosphorus
and aluminum has not yet been made.

38

IV.

CONCLUSIONS

In the present work Al, Si, SiO, and P were
investigated with regard to their high energy L
emission band satellites.

23

Auger

The parent-satellite energy

separation between like structures was determined using
2
2
both dN(E)/dE and d N(E)/dE operating modes.
Somewhat
different results were obtained with the two methods.
The results generally agree with the satellite shifts
observed in X-ray emission spectra for Al and Si.

The

volume plasmon energies measured for these samples agree
well with other measurements and are consistently higher
than the observed parent-satellite energy separation.
evidence was found that the energy separation

~E

No

for Si

is dependent on the volume plasmon energy of the sample.
The satellite threshold excitation energies were

+ ~wp expected from a
23
plasmon gain process was not observed. Rather the

determined.

An energy of EL

experimental energy cutoffs are much higher and correspond
well to results expected for a double ionization of the
L

23

shell.
It was found that the second derivative helped to

reduce background but it did not entirely eliminate the
need for making such corrections at the lower voltages
where higher sensitivity had to be used.

The uncertainty

in these correct i ons also contributed significantly to the
estimated uncertainty in the threshold energies.

39

The magnitude, E

p

and Z dependence observed for the

satellite to parent Auger intensity ratio was found to be
in good agreement with the ratio of the double to single
ionization cross section as given by Gryzinski's
binary-encounter model.
The method of using ratios effectively helped to
normalize generally unknown factors such as the secondary
electron enhancement factor and the mean escape depth.
Also, it eliminated the problem involved in current
normalization.
The previously reported plasmon like loss structure
associated with the L 23 ionization loss peak of Si was
found not to be related to the high energy Si L 23 Auger
satellite.

In addition, an ionization loss peak for Si

corresponding to double ionization of the L 23 shell is
tentatively identified.
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APPENDIX A
EXPERIMENTAL APPARATUS AND TECHNIQUES
To supplement previous comments about the experimental
apparatus and techniques, a brief description is presented
regarding the detection scheme and sensitivity considerations and the operating characteristics of a CMA that are
of importance in this study.
Detection Scheme and Sensitivity Considerations
The conventional method for detecting small Auger
1
11
electron signals (lo- A)
for either the LEED or CMA
devices has been to modulate the analyzing energy and
synchronously detect the output current

2

.

In this way

electronic differentiation can be performed to reduce the
large secondary electron background obtained when using
an electron beam as the primary excitation source.

Also,

it reduces the noise by lowering the effective bandwidth
and by allowing the use of a modulation frequency which is
in a qu i et region of the system noise spectrum.
The usual associated electronics are shown schematically in Fig. 10

3

The sweep supply allows energies from

0-2000 eV to be investigated.

However the 3KV electron

gun available (integral with PHI model 10-234G CMA) limits
the sensitivity to detect Auger transitions above 1000 eV.
The sweep supply and isolation transformer are incorporated
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in the PHI model 11-500 Auger System Control unit along
with variable sweep rate, zero offset, and upper and lower
limit controls.

In the dN(E)/dE mode a 30 KHz reference

signal from the lock-in amplifier was applied to the outer
cylinder of the CMA for modulation.

The output of the

electron multiplier was then synchronously detected at this
frequency using a PAR H-R8.

2
2
For the d N(E)/dE mode of

operation a second oscillator set at 15 KHz was used.

This

signal was then used both as a modulation signal for the
CMA and as a reference signal to the lock-in using a diode
as a frequency doubler.

The output current of the CMA was

again detected at 30 KHz.
By superimposing a sinusoidal perturbing voltage on
the applied analyzer voltage, the pass energy and hence the
collected electron current i(E) are modulated (see Fig. 11).

i(E

+~E)
0

i(E

0

=

~E

For a pass energy modulation of

ksinwt we can write

in a Taylor expansion as

+~E)

= i(E)
0

i

I II

+ i' (E

(E )

o

0

)~E

~E

3

i"(E)
+

2

°

~E

2

(1)
+

+• • •

-~3~!--

where the prime denotes differentiation with respect to E.
From the above expression we obtain for the first three
terms
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8

0
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2

i""k

4

0

[-0- +

4

( 2)
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The collected current of a CMA focused for pass
energy E is proportional to

N(E)~E

where

~E

is the window

width and N(E) is the electron energy distribution
entering the analyzer

2

Hence if k

3

and higher terms

can be neglected the coefficient of the fundamental frequency term is proportional to

(dN(E)/dE)~E

while de-

tecting the second harmonic yields a signal proportional
to

(d 2 N(E)/dE 2 )~E.

Sweeping the pass energy across an

Auger peak assuming that k

3

and higher terms are negli-

gible we have that the maximum amplitude S of the
modulated current reaching the detector when detecting
the fundamental frequency is given by

s =

ki

I

(E)

( 3)

max

Assume a Gaussian shaped peak with I as the total Auger
current within the peak entering the analyzer.

Then from

the properties of the Gaussian distribution given by

N(E)

=

1

-E

2

I ( - - ) exp ( -

a 12n
one gets for the collected current

2a
4

2

)

( 4)
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i ' (E) max

2

= ± 0 . 2 4 2 (I 1 a ) ~ E .

( 5)

Hence we obtain the result
S

=

±0.242(k/a)

(~E/a)I.

( 6)

Taking some typical values used for the Auger scans shown
(Figs. 1-4), namely, k

=

1 eV, a

=

2.5 eV, and

~E

=

1 eV

we get
S = ±0.039 I

(7)

.

As the ratio k/a becomes larger, higher order terms
are no longer negligible and the amplitude detected at the
frequency w, for example, is no longer linear with respect
to k/a.

A modulation amplitude of k/a = 0.4 yields about a
4
5% error if higher order terms are neglected
At any

fixed modulation amplitude, however, the relation S

~

still holds where S is the peak-to-peak amplitude.

Hence

I

we can overmodulate for greater sensitivity and still
consider I /I ~ S /S . Thus the normalized S /S data
s p
s p
s p
2
from the d 2 N(E)/dE mode plotted in sec. C of text versus
the incident beam voltage is insensitive to the fixed
modulation used or to any second harmonic distortion in the
applied modulation.
The absolute ratio of I s /I p was determined in the
dN/dE mode using the relation
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I
I

2
S a 6E
s = s s
p
p

( 8)

s p a p 26E s

for comparison with the ratio of double to single
ionization as calculated using the results derived by
Gryzinski.
peak

Using a ratio of k/a

~

0.4 for the parent

(k = 1 eV) and since the parent and satellite peaks

compared are of approximately the same width and shape,
the higher energy terms can be neglected with less than
2% error.

To see this consider the first two terms in the

coefficient of w.

Assuming a Gaussian shaped peak for the

purposes of calculation we have
ki' +

k3

8

=

i'"

k i ' (1

k2

+ --)
= k i ' (1 +
2

f)

(9)

4a

hence in place of the above expression we obtain from

s =
=

ki'
(1 + f)
max
±0. 242

(10)

(k/a) (6E/a) I (1 + f)

the result

Is
Ip

=

2
S a 6E (1 + f )
s s
p
p
2
sp a p 6E s (1 + fs)

(11)

The approximate error in neglecting higher order terms is
then
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-

(1 + f p )

(1 + f

1 + f

s

f

)
=

p

-

f

1 + f

p

(12)

s
p

where fs is given by
f

Using the values

~

k2

=

s

4(0 + ~)2

= 0.5, 0 = 2.5, and k = 1 this gives
f

100

X

p
1

-

f

s

+ fp

~

(13)

1.6%

which is well within the observed experimental error.
The gain of the electron multiplier was checked
experimentally for incident electron energies between 30
and 600 eV.

This was done to determine whether the current

ratios between satellite and parent Auger peaks had to be
corrected for differences in the multiplier gain with
incident electron energy.

Using the elastic peak, the gain

was determined by taking the ratio of the collector current
and the first dynode current.

The first dynode was biased

by the same amount in both measurements.

Also, the Auger

analyzer was operated identically for both measurements
and the current was taken as being proportional to the
peak-to-peak heights observed in the dN/dE spectra.

If the

multiplier is operated with the first dynode at ground
potential, the multiplier gain typically increases rapidly
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to a maximum at incident electron energies around 200 e V 6
After 200 eV the gain remains essentially constant,
decreasing only slightly with increasing energy.

Through-

out this study the multiplier voltage used was 3000 V
with the first dynode biased 200 V above ground potential.
This means that our multiplier gain should be essentially
independent of incident electron energy.
indeed be the case.

We found this to

Within the errors of our measurement

(±2%) the multiplier gain was constant over this energy
range and hence no corrections have to be made in the Auge r
spectra.
Operating Characteristics of

~

Cylindrical Mirror Analyzer

A schematic diagram of a CMA with a coaxial electron
3
The electron beam produced by
gun is shown in Fig. 12
the gun is directed along the axis of the analyzer and is
normally incident on the sample surface.

The secondary

(including Auger) and backscattered primary electrons
traveling in the direction of the acceptance solid angle
pass through the entrance slit of the cylindrical
analyzer.

A voltage (VA) is applied to the outer cylinder

with the inner cylinder grounded.

Depending on VA,

electrons of a particular energy (E pass ) are reflected
such that they pass through the exit slit of the inner
cylinder.

They are then focused on the final exit

aperture at the axis of the cylinder.

Here the current

VA

.

""""'"'-

~--- _____,ELE~bN L...._~

I

ELECTRON

l MULTIPLIER

GUN

I
I

\

--

J

MUMETAL SCREEN

Figure 12.

The Cylindrical Mirror Analyzer.
Ul
~
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can be collected with a Faraday cup or, as in our case,
allowed to impinge on the first stage of an electron
multiplier.
The relation between the pass energy E
applied voltage is quite linear

6

,

pass

and the

the actual value of the

proportionality factor depending on the particular
analyzer geometry.
Epass

~

For our instrument the relation is

1.5 VA where Epass is i n eV an d

vA

is in volts.

It has been shown that this linearity holds to energies
below 100 eV.

Deviations are expected to begin occurring

at low energies due to residual magnetic fields and
analyzer asymmetries.

Since the Auger transitions studied

for aluminum and silicon are below 100 eV in energy, i t is
of importance to check where this deviation begins to occur.
We have done this using the elastic peak reflected off a
tantalum substrate as the known variable pass energy and
plotting it versus the corresponding applied voltage to
the outer cylinder as shown in Fig. 13.
plotted

v .

f11

Actually we have

versus VA where the relation is given by

= e(Vfil - ~¢)~VA.
Vfil is the applied filiment
pass
voltage and ~¢ is the work function difference between the

E

filiment and the analyzer.

The linearity of the relation

was found to hold at least down to 20 eV.

The proportion-

ality factor was found to be 1.464 ± .006 for this
particular sample position.

As will be discussed later,

the energy scale calibration depends upon the sample position.
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A Plot of the Filament Voltage (Vfil) vs.
the Applied Voltage (VA) Measured at the
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The CMA is also characterized with high collection
efficiency and good resolution.
R

=

~E/E

The reduced resolution

is constant except for E less than 60 eV where

the energy spread of the electron beam was observed to be
larger than the instrumental resolution.

Its high

collection efficiency results from the existence of
second order focusing for an entrance angle a of 42.3° 7 .
This means that electrons leaving at an angle

~a

from the

ideal angle a form an image of the source at a distance
from the focal point proportional to

(~a)

2

(~a)

3

instead of

which occurs for first order focusing.

Hence, for

the same resolution as other deflection analyzers, a
larger value of

~a

can be tolerated yielding the higher

collection efficiency.

For the PHI model 10-234G CMA

used in this study, the collection efficiency is reported
to be roughly 10% or on the order of that for the
LEED-Auger device

3

This is obtained with ~a = 6° and

the tradeoff still results in a reduced resolution ~E/E
of approximately 1% where ~E is the separation between
inflection points in the first derivative spectra.
The resolution and energy calibration depend on the
proper positioning of the sample.

Changes in resolution

were not a problem since these would be small and the
Auger peaks were much wider (typically 5-6 eV) than the
instrumental resolution which was on the order of 1 eV in

58

the energy range studied.

Also, the effects of the window

(6E) variation are normalized out by handling the data in
terms of ratios.

The errors in the energy calibration due

to sample positioning errors along the direction of the
analyzer axis

(changing a) were minimized in the obvious

way by reproducing the elastic peak position before
beginning a series of Auger scans.

The positioning of one

point rather than repeating a calibration curve probably
results in a larger error in the energy scale than that
indicated above.

However, it is certainly still better

than ±1%.
The electron gun alignment was factory set and we did
not observe any distortions in the elastic peak which
would indicate a misalignment.
Since the CMA is a band-pass filter it has inherently
a better S/N ratio than does the LEED-Auger device which
is used in the retarding field mode and hence is a high3
.
pass f 1lter •

The current transmitted to the collector

for a CMA consist only of those electrons of energy falling
in the narrow energy range 6E defined by instrumental
resolution.

For the low energy position of the spectrum
4
this current is typically about 10- of that for a
LEED-Auger device which collects all current above the
retarding field.

Therefore, the CMA with similar collection

efficiency produces the same signal S with less collector
current.

Since N ~

~there is an improvement in S/N of a
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2

factor of 10 .

Because of the resolution-sensitivity-

speed trade-off for the CMA the beam current can be reduced
4
by a factor of 10 or using the same beam current the CMA
can be operated at a sweep rate 10

4

times higher than that

of the LEED-Auger device for the same S/N ratio.
Deflection type analyzers are quite sensitive to the
object size and hence to the diameter of the incident
electron beam

8

.

Variations in the object size strongly

affect both the resolution and transmission.

We have

observed at a beam voltage of 400 V (see Fig. 14) that we
could not effectively normalize an Auger peak with respect
to the incident beam current.

In Fig. 14 we have plotted

the 91-eV Si Auger peak-to-peak height (S) obtained in the
dN/dE mode divided by the incident beam current (I) versus
I.
I

Although the maximum Auger signal was found at
~

lS~A,

the maximum S/I ratio was observed at a much

lower current.

It can be demonstrated that a variation in

the beam size is involved here by examining the behavior
of the elastic peak.

In Fig. 15 the width of the elastic

peak is shown at two different beam currents.

The largest

peak corresponds to the maximum current obtainable at
VB = 400

v.

As the beam current is lowered the resolution

is observed to get better.

Using ~E between inflection

points, ~E/E decreases from 1% to 0.8%.

However, the base

resolution appears to change much more than this.

The peak
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width between inflection points is on the order of 4 eV.
Hence any slight changes in the energy spread of the beam
(<1 eV) should be inconsequential.

Thus the change in

resolution is apparently due to variations in the object
size.

This same effect was not observed to be important

at VB = 1000 V.

It is apparent that in any study

involving Auger yields using a CMA either the object size
must be held fixed or some other effective way of
normalizing for beam current must be used.

In this study,

as previously discussed, ratios between the yields of two
different Auger peaks were used to give the needed current
normalization.
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APPENDIX B
IMPURITY ESTIMATION
Auger spectroscopy has been demonstrated to be a
powerful tool for the detection of surface impurities g,lO
However, quantitative elemental analysis of solid surfaces
using AES has not been fully developed.

For special cases

LEED and work function data have been used to relate Auger
electron intensities to adatom coverages.

The Auger yield

has also been calibrated by using a low energy ion beam
and detecting the ion current and by using radioactive
isotopes.

An approach which is applicable to a wide range

of surfaces and evaporants is to use a quartz crystal
microbalance 11 .

All of these techniques, however, are

somewhat involved and are not always applicable or
practical.

In cases where one is interested in estimating

impurity concentrations built up during thin film
deposition, the above techniques are not useful.
One possible approach involves the use of standards.
There are several inherent errors in this technique such
as chemical effects on peak shapes, yield dependence on the
surface topography, matrix effects on electron transport
.
12,13
propert 1 es and secondary electron enhancement factors
.
However, accurate estimates can be made if the standards
are carefully selected so as to be similar to the sample.
The parameters involved in the Auger electron yield have
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already been discussed.

For the relative yield between

the test sample and the standard one can write for a
particular transition of element i
I.

n.

l.

STD
n.

=

l.

l.

i\~TD

[1 + s~TD(E )]
l.
p

l.

I?TD i\.
l.

[1

l.

+ s.

l.

(1)

(E ) ]

p

This assumes that the element i has a constant distribution
with depth and that the geometrical collection factor, beam
current, and beam voltage are the same.

If the samples are

sufficiently similar, the errors in neglecting the generally
unknown electron escape depths
enhancement factors

(i\) and secondary electron

(s) are minimized.

This type of analysis can be applied in our case in
identifying the amount of gallium present on the phosphorus
samples prepared using an evaporation source of GaP.

The

Auger spectrum of GaP is well known and provides a
suitable standard.
The Auger spectra of GaP given in the PHI Handbook on
Auger Electron Spectroscopy

6

was used to estimate the

gallium coverages seen on our samples since it was taken
using a CMA similar to our instrument.

However, since their

scale factors are reported relative to Ag as a standard we
will use the phosphorus peak for normalization purposes.
For the gallium M , M M doublet around 50 eV and the
2 3 4 4
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121 eV L 23 vv phosphorus peak one gets from their data a
ratio between peak-to-peak heights of Sp/SGa

~

9.

Using

similar voltage modulation and beam voltage conditions we
have found a value of Sp/SGa

~

38 for our samples.

Thus,

assuming that compositional changes are proportional to
changes in the Auger current and hence in the peak-to-peak
amplitude of the dN(E)/dE signal (assuming that there are
no changes in the shape of the peak due to chemical effects),
we can write
( 2)

=

38/9

~

4

where K is the relative sensitivity equal to 1/9.

Hence

the gallium concentration nGa/ntotal is on the order of
20%.

Estimates of small impurity concentrations on an
otherwise clean and well defined substrate could be made
accurately by comparison with standard samples of the same
substrate but with known impurity concentrations.

However,

the only standards readily available are pure elemental or
simple compound standards.

Using the oxygen signal from

MgO, for example, as a standard could lead to substantial
errors due to differences in mean escape depths and
secondary electron enhancement factors between MgO and say
the oxygen impurity in aluminum films.

Hence, we will
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employ here an alternate method of estimating small
impurity concentrations

14

Using the previous notation for the Auger yield we
have
I

Auger

= GT cos¢ (1 -

w)

(1 + s) I

n/..Q

p

(3)

where we have assumed that the incident electron beam is
not seriously attenuated within the escape depth region.
Then the ratio of impurity to substrate density is

I.A
=

1.

I

s

s

X.1

+ ss )
( 1 + s. )

(1

1.

( 4)

(1- w.)

Q.

1

1.

Since the substrates and impurities involved are of low Z
number 1 - w

~

1 and can be neglected

15

.

As an example

10 h
.
of the behavior of s, Meyer an d Vra kk 1ng
ave f oun d
for silicon that s = 0.2 ± .1 for phosphorus, sulfur,
carbon, and oxygen Auger transitions from a single adlayer
of each element on a silicon substrate.

Hence the

secondary electron enhancement factor, 1 + s will yield
errors of not more than 10% if neglected.
unknown but

~~e

A is generally

will approximate it by using a general curve

fitted to escape depth data as a function of energy that
was recently compiled using selected data and a variety of
materials

12

(see Fig. 16).

The escape depth of 91-eV
0

electrons in Si has been reported to be 4A which does fall

e-Tarng & Wehner, '1972 Phys. Elect. Conf.
S-Eastman, 1972 P. E. C. Albuquerque.
1'-Ridgeway & Haneman, Surf. Sci.,26 683 (1971).
Q-Palmberg et al.,J. Appl. Phys.,39 2425 (1968).
~-Jacobi, Surface Sci.,~ 54 (1971).
A-Baer et al.' s._ s. c.' 8 1497 (1970) .

........
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•-Steinhardt et al., ICES Asilomar (1971).
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8-Seah, Surface Sci., 32 703 (1972).
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10

which does fall on the curve given

Assuming that this

curve holds for the Al, Si, and P substrates, then its use
reduces errors in relative escape depths to 50%.

Some

total cross section measurements have recently been made
for the L shell
extensive.

16

; however, the data available is not

An available source

(and probably more consis-

tent since relative sensitivities are of interest here) is
5

the classical model of Gryzinski

Calculations based on

.

this derivation have been shown to be in good agreement
with recent L shell cross section measurements

16

and the

calculations are exceedingly simple to make.
We then have as an estimate of the impurity
concentrations

n.

1.

ntotal

n.

1.

n

s

I./.. Q
=

1.

I

s

( 5)

s s

/...Q.
1.

1.

For the phosphorus sample ntotal was taken as 5/4 of the
phosphorus yield because of the 20% gallium present.

To

estimate the ratio of Auger current yields we will use the
ratio of the peak-to-peak amplitudes of the dN(E)/dE
signal corrected for peak widths.

Since the same modula-

tion voltage was used we have
I.
=

rs

1.

(K~)
1

(6)
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where K~ is the relative detection sensitivity between the
impurity and substrate atoms for our instrument and the
ratio E /E. corrects for the difference in the instrumental
s 1
(~E

window width

~

E) at the two energies.

The sensitivity factors and resulting impurity concentrations for our samples are given in Tables IV and V below
for a beam voltage of 1500 V.

We have assumed that the

impurities were not strictly surface contaminates but were
uniform with depth.

This is probably true for the samples

prepared for evaporation since the concentrations reported
were from Auger scans taken promptly after evaporation.
If the observed intensities were only from surface
contaminants, the surface concentration of the impurities
would be much larger than that reported in Table V.

Then

we have
N.

1

=

QiEiitotal/A
=

(7)

Q E I.
s s 1
(in layers)

I.

c~

__1__________

1

Is
monolayer

which is also given in Table V for Si assuming that the
mean escape depth for electrons in the 92-eV Si Auger peak
is two monolayers.
Also included for comparison are the relative
sensitivities obtained using the standards given in the
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TABLE IV
DATA FOR CALCULATING THE
RELATIVE DETECTION SENSITIVITY K~1

A

E

A.

E.

.9

.48

1.3

s

System*

S/A1

1

2.95

s
1

K~
1

C/A1

21.0

.7

.27

3.9

O/A1

75.3

.5

.14

5.0

C/Si

14.0

.7

.34

3.3

0/Si

50.2

.5

.18

4.2

.7

.44

2.9

.5

.24

3.9

C/P
0/P

9.44
33.8

*Transitions used for comparison are
68 eV (L23W)
Si 91 eV (L23W)
p - 121 eV (L
23 VV)

A1 -

s - 152 eV (L23W)

c -

272 eV (KW)

0 - 510 eV (KVV)

TABLE V
ESTIMATED BULK AND SURFACE IMPURITY CONCENTRATIONS

Bulk
Sensitivity
System

K~
~

S/Al

1.3

C/Al

3.9

0/Al

5.0

C/Si

3.3

0/Si

4.2

C/P

2.9

0/P

3.9

K from
STD

.15
1.8

I.

~

I

s

Per Cent
Concentration
.
s
Us~ng K.
~

.01

1

.02

8

.01

3

.02

5

Surface
Sensitivity

c~
~

NI
N

monolayer

.18
4.3

4.8

.1

.45
4.3
.44

-....]

........
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PHI Handbook on Auger Electron Spectroscopy

6

.

It can be

seen that the sensitivities obtained in this way are not
consistent.
Since the ionization cross section should be the
dominant factor in the expression for the Auger yield

1

the yields for sulfur, carbon, and oxygen should be
decreasing in this order.

In addition, their yields are

expected to be less than the yields for aluminum, silicon,
and phosphorus because a relatively low (1500 V) beam
voltage was used.

Hence the relative sensitivity factors

should all be greater than one.

The calculated sensi-

tivities do behave in the manner described.

It is felt

that the discrepancy observed arises from using CdS and
MgO as the standards for sulfur and oxygen.

Part of the

discrepancy certainly results from differences in escape
depths.

Valence band excitation is the dominant factor

in attenuating electrons of this energy

12

Hence escape

depths are determined more by the valence band structure
of the material than by the atomic weight.
large band gap

(~10

MgO has a

eV) which could give rise to a larger

escape depth and hence a larger detected volume.

However,

that of CdS is not significantly different from silicon.
There could also be errors in the assumed surface
stoicheometry

13

in that, for example, surface segregation

of sulfur may have occurred during thermal cleaning of the
CdS sample or electron beam decomposition of the substrate
may have taken place.
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