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ABSTRACT
Cancer must be detected as early as possible to increase the chance for a successful treatment. Since cancer starts
from single cells cytopathological specimens offer advantages over commonly used histopathological investigations.
These cytopathological specimens have to be stained to reveal the diagnostically relevant properties of the cells,
which then in turn can be observed with a microscope.
One example is the silver staining of cell specimens wherein the relevant properties, the so-called argyrophilic
nucleolar organizer regions (AgNORs), appear as spot-like areas darker than their immediate surroundings.
Segmentation of these AgNORs is aﬄicted with the very high dynamic range needed by the imaging system to
appropriately cover the varying staining intensities. Therefore some cells may not contribute to the diagnostic
process, since the AgNORs are lost due to saturation or are just unobservable dark.
To overcome these limitations wemeasure the nonlinearities of the camera in a laboratory setup. This is compared
with an estimate of this camera transfer function (CTF) from differently exposed images of the same scene. We
quantify the difference between measured and estimated nonlinearities and show that, even in a non-laboratory
setup, these differently exposed images can then be combined into one high dynamic range cell image which is
adaptive to the region of interest, viz, the cell nucleus. Within each nucleus AgNORs are detected through a
mean shift segmentation, combined with a following classification of the segments, which is done by a knowledge
based enhancement of Otsus’s threshold selection. As a result we show segmentations of both, normal cells and
of those which under normal circumstances are not available to the diagnostic process.
Keywords: cancer diagnostics, cytology, AgNOR, high dynamic range, segmentation, classification
1. INTRODUCTION
Cancer is one of the most common causes of early death in industrial countries. To increase the chance for
a successful treatment it is desirable to detect it as early as possible. With conventional histopathological
diagnostics on the one hand cancer can not be detected earlier than tumors have grown to a visibly recognizable
size. In these cases a tissue sample is taken, e.g., with a biopsy or by percutaneous large-core needle biopsies
(LCNBs). This is a stressful procedure for the patient and, moreover, if the diagnosis is negative, the operation
in retrospect seems to be unnecessary (e.g., in 95% of the examinations of the thyroid gland [1]).
Cytopathological methods on the other hand have been proven applicable for reliable cancer diagnostics. In
many cases cell specimens can be taken with tiny brushes or with fine needle aspiration biopsies (FNABs), thus
enabling non- or minimal-invasively taken specimens which is much more comfortable for the patient. Moreover
it has been shown that cytopathological diagnostic methods provide an earlier cancer detection [1] in most
cases. Different cytopathological methods such as confocal laserscanning microscopy, fluorescene microscopy,
visible-light brightfield microscopy, or DNA flowcytometry [2, 3] are available. In the following we will focus
on diagnostics based on visible-light brightfield microscopy using a multimodal approach [1], which combines
diagnostically relevant information from several stains of identical cells. One typical sequence is to start with
a morphological examination of Papanicolau or May-Gru¨nwald-Giemsa stained cells, then, after destaining and
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Figure 1. This figure shows the experimental setup, which allows to measure the CTF. On the left the integrating sphere,
with cover removed, can be seen. The camera is placed on the right in front of the integrating sphere in distance x.
restaining the specimen with the Feulgen stain, to measure the DNA content of the same cells, the active
nucleolar organizer regions within silver (Ag) stained cells are finally analyzed. Active nucleolar organizer regions
(AgNORs) appear as dark, spot-like areas within the nuclei. Since their number corresponds to the proliferation
rate, they can be used for tumor grading [4, 5]. Additional examination of the area of such AgNORs further
increases the specificity [6]. We therefore seek to automatically detect the AgNORs using fully automatic image
analysis to provide quantitative, reproducible measurements. Since the staining quality, in terms of intensity
and contrast, varies strongly even on a single slide, the imaging procedure has to be adaptive to each nucleus.
Our medical partner has investigated 42 specimens of pleura effusions, 63 specimens of fine needle aspiration
biopsies of the thyroid gland and 40 specimens of the oral mucosa with our system, which is based on a Leica
DMLA microscope equipped with a JAI CV-M90 3CCD camera. All images have been acquired with an oil-
immersion 63x objective lens with numerical aperture NA = 1.32, providing a pixelsize of ∆x ≈ 0.1µm.
The paper is organized as follows: Due to the strong variations in the staining intensities, we seek to combine
images of different exposure time into a high dynamic range image. To achieve this we need to reverse the effect
of the nonlinearities of the camera. We hence show in Section 2 how to measure the nonlinearities, how well
a model fits to these laboratory measurements and how precise the parameters of this model can be estimated
under non-laboratory circumstances. After combining the corrected images into a high dynamic range image,
we introduce cell-adaptive imaging in Section 3, which no longer depends on the staining intensities. These
“normalized” images are then segmented with the mean shift algorithm, which we briefly mention in Section 4.
The thus obtained segments still have to be classified into AgNORs and background. We therefore show in
Section 5 how the Otsu threshold selection can be extended with problem specific knowledge to achieve good
classification results, which we finally show and discuss in Section 6.
2. HIGH DYNAMIC RANGE IMAGES
The silver stained specimens span a huge range of optical densities, which results in varying staining intensities in
the images acquired by a digital camera. The dynamic range of a digital camera is insufficient to acquire the range
of optical densities in such a silver stained specimen. Therefore an exposure setting appropriate for images of dark
cells will lead to overexposed images of lightly stained cells, while a setting appropriate for the lightly stained cells
will in turn lead to underexposed images of dark cells. In both cases these cells are lost for the diagnosis.
To account for this, we acquire exposure sets from the same scene, tonally align, and combine the images therein
into a high dynamic range image, which provides a sufficient dynamic range. To achieve this the nonlinearities
of the camera transfer function (CTF), denoted by f , have to be compensated by applying the inverse f−1 to
each image of the exposure set first. Different methods have been proposed to estimate the CTF and calculate
a high dynamic range image [7–14], some of which imply a model of the CTF like, e.g.,
f(q) = α+ βqγ (1)
Since we use the acquired high dynamic range images for diagnostic purposes we would like to quantify the
accuracy of the estimated CTF by first measuring the CTF in a laboratory setup. The CTF can be measured
with, e.g., a CamAlign-CGH [10] or Macbeth [15] chart, which both consist of patches of known reflectance.
These chart based measurements, however, are aﬄicted with the difficulty to ensure homogeneous illumination
over their whole spatial extent. We therefore measure the CTF of the camera with a radiometric setup, which
is based on an integrating sphere (Ulbrichtsphere) as the light source. The camera without optics is placed in
front of this lightsource on a sliding carriage, enabling to vary the distance x between the integrating sphere
and the image sensor (see Figure 1). Since the integrating sphere provides a homogeneous and isotropic light
output in terms of radiance L (measured in Wsr·m2 ) at its opening of diameter r, the irradiance E (measured in
W
m2 ) impinging on the sensor is given by [16]
E = pi
r2
r2 + x2
L (2)
Depending on the quantum efficiency η, the energy of a photon hc/λ (h Planck’s constant, c speed of light, and
λ wavelength), the area A of a sensor element, the exposure time t, and optional color filters this results in a
quantity of light q given by
q = ηAEt
λ
hc
(3)
This quantity of light q of each sensor element is mapped to intensity values by the mostly nonlinear CTF f(q).
Hence, the CTF can be measured directly from this setup through acquisition of images at different known
distances x. The parameters for the camera model (1) are then obtained through a least-squares-fit of the model
to the measured CTF points. For our camera, the mean absolute difference in intensity values between these
data points and the fitted model of the measured CTF is µred = 0.4973, µgreen = 0.1870, and µblue = 0.4705 for
the red, green, and blue channel respectively. This proves that the model assumption is valid for our camera [17].
As mentioned earlier, the CTF can furthermore be estimated from differently exposed images as described in [7,9],
which is based on joint histograms of image pairs of a known exposure ratio k. Consider two images f1 (dark)
and f2 (bright) with an exposure ratio k = 2. According to Equation (3) image f2 receives twice the irradiance
as f1 due to the doubled exposure time. This corresponds to an observation f1 = f(q) and f2 = f(kq). The
joint histogram therefore plots f(kq) as a function f(q) [7,9]. This function g(f(q)) = f(kq), is a straight line if
f follows Equation (1) [9, 17]. Fitting a line, e.g., with total least squares, into the joint histogram between the
toe- and shoulder-regions will determine the line parameters slope m and intercept b, which in turn correspond
to the parameters α and γ of the model (1) through [9, 17]
m = kγ ⇒ γ = logm
log k
(4)
b = α(1− kγ) ⇒ α = b
1−m (5)
The parameter β can not be recovered with this method, but is not needed for the calculation of the high dynamic
range image anyway and thus being arbitrary. Comparing the estimated CTF to the measured data points [17]
results in a mean absolute error between measured and estimated CTF of µred = 0.4641, µgreen = 0.4969, and
µblue = 0.9856 for red, green, and blue channel respectively, which confirmes a high estimation accuracy [17].
For each fi acquired with a different exposure setting ki an estimate for the quantity of light qi is given by [9]
qˆi =
1
ki
fˆ−1(fi) (6)
with fˆ−1 being the inverse of the estimated camera model. These estimates qˆi are summed up to the resulting
photoquantity q of the high dynamic range image with a weighting function cˆi
q =
∑
i cˆiqˆi∑
i cˆi
(7)
The weighting function cˆi accounts for the accuracy of the ranges within the different images fi. Consequently,
the weighting function cˆi is chosen to be the derivative of the CTF [9,18]. Additionally, it has to vanish for the
toe- and shoulder-regions.
(a) (b) (c)
Figure 2. The first row shows a lightly stained nucleus and the second row shows a dark stained nucleus of the thyroid
gland each. Column (a) shows the red channel of each nucleus, column (b) the corresponding CTF of the virtual camera,
and column (c) the normalized representation of each nucleus. Note the differences in staining intensities in column (a)
and the nearly identical intensities of both cells after adaptive high dynamic range cell imaging in column (c).
3. ADAPTIVE HIGH DYNAMIC RANGE CELL IMAGING
Since high dynamic range images contain all accessible information from the exposure series [19], they are better
suited for the segmentation than each low dynamic range image. However, the appearance of each cell is still
dependent on the staining intensity. To allow a staining-independent segmentation, an intensity correction within
each nucleus is mandatory. We hence need a mask of each nucleus for this correction. For this we take advantage
of the multimodal approach of our diagnostic concept, which provides a coregistered nucleus contour from the
preceding DNA measurement in the Feulgen stain [20].
To perform the intensity correction, we define a lossless contrast transformation, which maps the image signal of
each nucleus to the same predefined range. This “virtual” camera adapts to each individual nucleus such that
the quantity of light q ∈ [qmin; qmax] inside the nucleus is mapped to a common range Rout = [gmin; gmax]. In
addition the mean quantity of light qµ, which can be seen as a measure of the staining intensity, is mapped onto
a constant value gµ ∈ Rout. It can be shown [21] that with Equation (1) as a model for the CTF of this virtual
camera, the corresponding parameters α˜, β˜, and γ˜ are given by
α˜ = gmin − β˜qminγ˜ (8)
β˜ =
gmax − gmin
qmaxγ˜ − qminγ˜ (9)
qγ˜µ − qγ˜min
qγ˜max − qγ˜min
=
ρ · gmax − gmin
gmax − gmin (10)
From Equation (10) the parameter γ˜ has to be approximated by numerical analysis, such as Newton’s method.
Subsequently the parameters α˜ and β˜ can be computed directly from (8) and (9). With the parameter ρ ∈ [0; 1]
is specified, which percentage of the output range should be available to the input range q < qµ. The normalized
image of each nucleus is consequently given by
f(q(x,y)) = α˜+ β˜q(x,y)γ˜ (11)
Since we are interested in the detection of AgNORs, which appear as dark, spot-like areas, it is reasonable to
reserve a greater part of the output range Rout for the dark areas q < qµ, than for the bright areas q > qµ
within the nucleus. This results in the auxiliary constraint to choose ρ ∈
[
gmin+gmax
2gmax
; 1.0
]
. Figure 2 shows two
examples, a dark and a bright nucleus, together with their corresponding normalized image and the underlying
CTF of the nucleus-specific virtual camera.
4. SEGMENTATION
The segmentation algorithm for subcellular features, like the AgNORs, must take color-similarity as well as
local connectivity into account. Mean shift segmentation implicitly considers these [22, 23] and has shown good
results for image segmentation on both conventional [22] and cell images [24]. This segmentation algorithm is
an unsupervised clustering algorithm in a 3-dimensional featurespace for gray level images and a 5-dimensional
featurespace for RGB color images. For every pixel in the image a featurevector is composed of a spatial part
for the position and a color part given from the L∗u∗v∗ colorspace (in case of gray level images L∗ only). For
each featurevector x the corresponding so-called mean shift vector
mh(x) =
1
Nx
∑
xi∈Sh(x)
(xi − x) (12)
is calculated, which is the mean of the distances between other featurevectors xi within a (hyper)sphere Sh of
radius h, and the featurevector x in question. It can be shown that the mean shift vector mh is proportional
to the normalized density gradient and hence always points towards the steepest increase in the density of the
featurespace. Therefore iteratively calculating and shifting the corresponding (hyper)sphere Sh in the direction
of mh will converge to the corresponding mode of the initial featurevector.
Since spatial and tonal variances are quite different, it has proven reasonable [23] to allow an anisotropic (hy-
per)sphere Shs,hr with a radius hs for the spatial domain and a radius hr in the range domain. In a final step
those obtained modes that are closer than hs and hr are grouped together into one mode. Furthermore, small
modes with less than M featurevectors might be eliminated. Results from the segmentation of the normalized
cell images are shown in column (c) of Figure 4.
5. CLASSIFICATION
After the mean shift segmentation each nucleus is divided into several segments, with each segment being
represented by the gray value of the corresponding mode. These segments still have to be divided into AgNORs
and background, respectively. Since this is a two class problem, one might consider Otsu’s optimal threshold
selection [25]. To further increase the classification quality we enhance this method with certain constraints
reflecting the properties of the AgNORs.
Based on the histogram of the segmented image, a threshold τ , which divides the observed gray values into two
classes C0 and C1, is considered optimal if it maximizes the separability criterion η = σ2B/σ
2
T , where σ
2
B denotes
the between-class variance and σ2T the total variance. Since the total variance σ
2
T is constant, i.e., independent
of the chosen threshold τ , the separability criterion is proportional to the between-class variance
σ2B(τ) =
(µTω0(τ)− µ0(τ))2
ω0(τ)(1− ω0(τ)) (13)
with the total average µT , the average µ0(τ) of class C0, and the probability ω0(τ) of class C0. The best possible
threshold then would be that one that maximizes this σ2B(τ), or, in other words, that one that maximizes the
average distance between the two classes. This can be rewritten as the probability pη that a threshold τ divides
the segmented image accurately into background and AgNORs
pη(τ) =
σ2B(τ)∑ˆ
τ
σ2B(τˆ)
(14)
Although this is reasonable, it still is not sufficient. Since the background is not always homogeneous, this sepa-
ration sometimes detects background segments as AgNORs. Hence, we have incorporated additional constraints
into Otsu’s threshold estimation method which are calculated based on the normalized cell images [21].
(A) AgNORs do not contain holes
AgNORs are compact regions, which do not contain holes. In other words, the probability pν that a gray value
threshold separates correctly AgNORs from the background equals zero, if some segments contain holes.
pν(τ) =
{
0 if an AgNOR contains holes
1 otherwise
(15)
(B) AgNORs are significantly darker than their immediate surrounding
The AgNOR detection still fails in a few cases, because other regions, e.g., chromatin patterns, are spuriously
recognized as AgNORs. Therefore a second constraint “AgNORs are darker significantly than their immediate
surroundings” can be introduced. This means that AgNORs are noticeable due to their contrast to the sur-
rounding structures. By comparing the recognized incorrect AgNOR contours to the original normalized images,
it is often noticeable that the contours do not correspond to the strongest edges. The contrast to neighboring
segments is expressed in terms of the contrast criterion C(τ) which can be computed, e.g., by calculating the
average response of the Laplacian operator along the contour. The probability pψ that a threshold τ divides the
segmented image accurately for this contrast criterion is defined as
pψ(τ) =

|C(τ)|
max
τˆ
|C(τˆ)| for C(τ) < 0
0 else
(16)
Since AgNORs are darker than their surroundings and our contour is defined to be located inside the region, the
contrast criterion C(τ) has to be lower than zero.
(C) AgNORs are mostly homogeneous
Since AgNORs itself are mostly homogeneous, it is obvious that a composition of AgNORs and non-AgNOR
segments decreases a homogeneity criterion. In other words, the probability that a contour represents an AgNOR
correctly, is higher if the region satisfies the criterion of homogeneity. Mathematically, the homogeneity of a region
can be rated by the reciprocal variance of its internal gray values. For a given threshold τ the homogeneity
criterion H(τ) is calculated by inverting the variance of the gray values of all resulting nucleolar organizer
regions depending on the chosen threshold τ . The probability pξ that a threshold τ divides the segmented image
accurately is then similarly to Equation (16) defined as
pξ(τ) =
H(τ)
max
τˆ
H(τˆ) (17)
Integral optimization criterion
The resulting optimal threshold τ∗ is considered to be that one, of all possible τ , which maximizes the overall
probability
pηξφν = (κ1 · pη(τ) + κ2 · pξ(τ) + κ3 · pψ(τ)) · pν(τ) (18)
with κi being weights of the different criteria.
6. RESULTS AND DISCUSSION
The two rows of Figure 3 show the red-channel, the corresponding normalization, segmentation, and detection
results for two different nuclei. In column (d) the algorithm is shown with Otsu’s method and constraint (A) only.
It can be observed that the AgNOR detection fails, although the segmentation is reasonable. After including
characteristic (B) the AgNOR detection is correct (column (e)). For the nucleus in the second row the AgNOR
detection still fails, even with characteristic (A) and (B) incorporated into Otsu’s threshold selection. After
including characteristic (C) the AgNOR detection for the second nucleus is appropriate, too (column (f)).
In Figure 4 some more examples of nuclei and their corresponding segmentation as well as AgNOR detection,
including constraints (A) to (C), are shown. Row three shows a nucleus with some erroneously detected chromatin
(left). So far the results have been found satisfactory by our medical partner in about 90% of cases. We will
provide quantitative results with respect to a manually segmented goldstandard in the near future.
(a) (b) (c) (d) (e) (f)
Figure 3. Both nuclei are from pleura effusion. Column (a),(b), and (c) show the red channel, the normalized image, and
segmented image of each cell respectively. In column (d), (e), and (f) the Otsu threshold selection has been combined with
characteristics (A), (A)+(B), and (A)+(B)+(C) respectively (see Section 5). The first row is an example which demands
for characteristic (B) and row two demonstrates an example needing characteristic (C) for accurate AgNOR detection.
(a) (b) (c) (d)
Figure 4. Each row shows one out of five different nuclei of pleura effusion (rows 2, and 4) and thyroid gland (rows 1,
3, and 5). The nuclei in the first and the third row are from the same specimen. The first two rows show lightly stained
cells, the third row shows a normally stained cell, and the last two rows show strongly stained nuclei with low contrast.
In column (a) the red channel of the original color image of each nucleus is shown, since the AgNORs are best observed
in this channel. In column (b) and (c) the normalized (ρ = 0.75, Rout = [0; 255]) and segmented (M = 0.15µm
2, hr = 25,
hs = 0.15µm) images are shown. Column (d) shows the contours of the detected AgNORs with all constraints.
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