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In this paper, we have studied the three dimensional Coulomb glass lattice model at half-filling
using Monte Carlo Simulations. Annealing of the system shows a second-order transition from
paramagnetic to charge-ordered phase for zero as well as small disorders. We have also calculated
the critical exponents and transition temperature using a finite sizing scaling approach. The Monte
Carlo simulation is done using the Metropolis algorithm, which allowed us to study larger lattice
sizes. The transition temperature and the critical exponents at zero disorder matched the previous
studies within numerical error. We found that the transition temperature of the system decreased
as the disorder is increased. The values of critical exponents α and γ were less and value of ν
more than the corresponding zero disorder values. The use of large system sizes led to the correct
variation of critical exponents with the disorder.
I. INTRODUCTION
Many different systems, like compensated semiconduc-
tors, granular metals, ultra-thin films, etc. are modeled
by the Coulomb glass (CG). The term Coulomb glass
refers to systems having localized electrons (Anderson
Insulators) interacting via unscreened Coulomb interac-
tion. Transport in the CG system is via the hopping
conduction mechanism. The conductivity obeys T 1/4 law
given by Mott [1, 2] for temperatures where the density of
states in uniform around the Fermi level. At low temper-
atures, there is a soft gap in the density of states which
leads to T 1/2 law [3] for conductivity.
The disorder manifests itself in the CG system in two
ways. In the random site model, the electrons occupy
random positions in the system. In the lattice model,
the electrons occupy lattice sites, but the on-site ener-
gies are randomly distributed. The state of the system
is thus characterized by three parameters temperature
(T ), the strength of disorder (W), and strength of inter-
actions. For the lattice model, the on-site energies are
drawn from Gaussian or box distribution. It was shown
by Mo¨bius et al. [4] that the CG system at zero disor-
der, shows a second-order transition from paramagnetic
to antiferromagnetic phase at finite temperature in two
and three dimensions. The critical exponents found were
very nearly equal to the short range Ising model.
Simulations on three dimensional (3d) CG, modeled
using a Gaussian distribution [5, 6] have shown a phase
diagram similar to the random field Ising model (RFIM).
At zero temperature, there exists a critical disorder (Wc)
below which one has a charge-ordered (CO) phase, and
above it, one finds a disordered phase. For disorder less
∗ vikasm76@gmail.com
than the critical disorder, three dimensional CG model
undergoes a second-order phase transition from the para-
magnetic to CO phase at the critical temperature Tc.
The finite-temperature critical exponents vary with the
disorder. So like RFIM system there exist two fixed
points (W = 0, T = Tc) and (W = Wc, T = 0). Both
the work on CG model [5, 6] shows that the critical ex-
ponents for W < Wc are similar to the ones at zero tem-
perature fixed point as seen also in RFIM [7–10]. So
it was concluded that at least at small disorders, both
CG and RFIM belong to the same universality class One
should note that in both these works, the on-site ener-
gies are modeled by a Gaussian distribution. The nu-
merical picture for the Gaussian 3d model was, to a cer-
tain extent, justified using the replica theory formalism
[11]. In the two-dimensional lattice CG model, authors
[12] have shown that at zero temperature, there exists a
first-order transition from charge-ordered phase to disor-
dered phase as the disorder is increased. At small dis-
orders (W < Wc), they found the second-order transi-
tion from paramagnetic to charge-ordered phase as the
temperature was decreased [13]. Coarsening dynamics
of two dimensional CG model [14] showed remarkable
similarity to the dynamics of the RFIM model [15, 16].
In all these works, on-site energies were drawn from a
box distribution. For disorders greater than critical dis-
order, especially at high disorders, many experimental
and theoretical studies have claimed that the CG model
exhibits glassy behavior [21–28]. Mean-field studies [17–
20] done on the three-dimensional CG lattice model at
high disorders show a finite temperature glass transition
using replica symmetry breaking. Numerical studies on
the random site CG model have shown effects like aging,
which were explained by the multi valley picture [29–
31]. The existence of many minimas (also called pseudo
ground states) for the same disorder configuration are
due to the competition between disorder and long-range
2Coulomb interactions. In contrast, to these claims, many
studies found no evidence of glass transition for disorders
above Wc [5, 32, 33].
In this paper we have performed Monte Carlo simula-
tion using Metropolis algorithm on the 3d lattice model
at low disorders. Recent studies have used population
annealing [6] and exchange method [5] to study the same
model. Both these methods are well suited to probe for
equilibrium glass transition (W > Wc). At low disorders,
far below the critical disorder Metropolis algorithm sam-
pling is an adequate method as seen in our previous work
on two-dimensional CG lattice model [13]. Our method
also allowed us to study the model for much larger system
sizes. This, as our results show gives a more consistent
variation of the critical exponents with disorder.
The paper is organized as follows. In Sec.II, we dis-
cuss the Hamiltonian of the system and then in Sec.III
our numerical simulation. The results obtained from the
simulation and its interpretation are presented in Sec.IV
and finally the conclusions are provided in Sec.V.
II. MODEL
The classical three-dimensional CG lattice model [34,
35] can be described by the Hamiltonian
H =
N∑
i=1
φini +
1
2
∑
i6=j
e2
κ|~ri − ~rj | (ni −K) (nj −K) (1)
where the number occupancy ni ∈ {0, 1}, the random on-
site energy φi are the chosen from a uniform distribution
P (φ), given by
P (h) = 1/W, −W/2 ≤ h ≤W/2,
= 0, otherwise, (2)
here W is the strength of disorder. We are concentrating
only on the half-filled case which implies that the filling
factor K = 1/2 and the model can now be mapped to
an Ising model with long-ranged Antiferromagnetic in-
teractions (Jij = e
2/κ|~ri − ~rj |, where κ is the dielectric
constant) using the pseudospin variable Si = ni−1/2. So
the final Hamiltonian simulated by us can now be written
as
H =
N∑
i=1
φiSi +
1
2
∑
i6=j
JijSiSj , Si = ±1/2. (3)
III. NUMERICAL TECHNIQUE
In this paper, we have performed a Monte Carlo simu-
lation using simulated annealing on a cubic lattice (d =
3) to find the critical exponents of a CG lattice model.
The details of the simulation are as follows: The sys-
tem sizes (L) studied in this paper are L = 4, 6, 8, 10, 12
and 14. We have employed periodic boundary conditions
in which the simulated box is replicated in all directions
and used the Ewald summation technique [36, 37] to cope
with long-range interactions. This replaces the Hamilto-
nian in Eq.(3) in the following way:
H =
N∑
i=1
φiSi +
∑
1≤i≤j≤N
SiSj erfc(αrij)
rij
− α√
π
N∑
i
S2i
+
1
2πL
∑
n6=0
[
1
n2
exp
(
− π
2n2
L2α2
)∣∣∣∣
N∑
j=1
Sjexp
(
−2πi
L
n.rj
)∣∣∣∣
2
]
+
2π
3N
∣∣∣∣
N∑
j=1
Sjrj
∣∣∣∣
2
(4)
where
erfc(x) =
2√
π
∫ ∞
x
e−t
2
dt (5)
is the complementary error function [38]. Eq.(4) also
has a regularization parameter α, which must be chosen
such that it maximizes the numerical accuracy. The real
space terms in Eq.(4) are now short-range terms, so one
can easily use a spherical cut-off together with the peri-
odic boundary conditions. All the parameters are tuned
to ensure a stable convergence. In our simulation, we
found that, α = 5/L, rc = L/2 and nc = α
2rcL/π were
sufficient to get the desired results.
We found that around W = 0.40 the CO state was no
longer the ground state for some configurations for L ≥
8. So we kept our calculations restricted to W = 0.20
which was well below the start of critical region. The
Monte Carlo simulation was performed using Metropolis
algorithm, details of which can be found in our earlier
work on two-dimensional CG model [13].
IV. RESULTS AND DISCUSSIONS
A. Staggered magnetization
The phase diagram of the three-dimensional CG model
[5, 6, 11] is quite well established now, suggesting a
Charge Ordered (CO) phase below a particular value of
disorder (Wc). Since the ground state is antiferromag-
netic at zero and small disorders, therefore, the staggered
magnetization, Ms (which is the difference between two
sublattice magnetizations) is the appropriate order pa-
rameter here. Ms, can be defined as
Ms =
[〈
1
N
N∑
i=1
σi
〉]
, (6)
where, staggered spins σi are related to the Ising spins
Si by the following relation:
σi = (−1)ix+iy+izSi. (7)
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FIG. 1: (Colour online) (a) Behavior of staggered
magnetization (|Ms|) as a function of temperature (T).
(b) Dependence of antiferromagnetic susceptibility (χ)
on temperature. (c) Binder ratio (g) vs temperature.
The crossing of this data for different system sizes gives
us a value of the critical temperature, Tc = 0.128. (d)
The specific heat (Cv) vs temperature. All the four
graphs (a)-(d) are for disorder strength W = 0.0 at
L = 4 (averaged over 600 configurations), L = 6
(averaged over 400 configurations), L = 8 (averaged
over 300 configurations), L = 10 (averaged over 200
configurations), L = 12 (averaged over 200
configurations) and L = 14 (averaged over 200
configurations).
Here, ix, iy, iz denote the x, y, z coordinates of the site i
andN = L3 are the total number of sites in the lattice. In
Eq.(6), we have used 〈...〉 to denote the thermal average
and [...] for the ensemble average. Ms ≈ 0 at high tem-
perature where the system is in the paramagnetic phase,
as the spins fluctuate randomly there. As the temper-
ature approaches, the critical temperature spins try to
align themselves in a particular order. This results into
a large domain of the same σi which finally leads to non-
zero Ms. One can see this behavior of Ms changing from
0 to 1 with the decrease in temperature from Fig.(1(a))
for W = 0.0, Fig.(2(a)) for W = 0.10 and in Fig.(3(a))
for W = 0.20.
B. Binder ratio
Another way to monitor phase transition is by using
Binder ratio, g [39], which is defined as
g =
1
2
(
3− [〈M
4
s 〉]
[〈M2s 〉]2
)
, (8)
where 〈M2s 〉 and 〈M4s 〉 denote the second and fourth mo-
ments of the staggered magnetization respectively. In
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FIG. 2: (Colour online) (a) Behavior of staggered
magnetization (|Ms|) as a function of temperature (T).
(b) Dependence of antiferromagnetic susceptibility (χ)
on temperature. (c) Binder ratio (g) vs temperature.
The crossing of this data for different system sizes gives
us a value of the critical temperature, Tc = 0.1251. (d)
The specific heat (Cv) vs temperature. All the four
graphs (a)-(d) are for disorder strength W = 0.10 at
L = 4 (averaged over 600 configurations), L = 6
(averaged over 400 configurations), L = 8 (averaged
over 300 configurations), L = 10 (averaged over 200
configurations), L = 12 (averaged over 200
configurations) and L = 14 (averaged over 200
configurations).
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FIG. 3: (Colour online) (a) Behavior of staggered
magnetization (|Ms|) as a function of temperature (T).
(b) Dependence of antiferromagnetic susceptibility (χ)
on temperature. (c) Binder ratio (g) vs temperature.
The crossing of this data for different system sizes gives
us a value of the critical temperature, Tc = 0.1143. (d)
The specific heat (Cv) vs temperature. All the four
graphs (a)-(d) are for disorder strength W = 0.20 at
L = 4 (averaged over 600 configurations), L = 6
(averaged over 400 configurations), L = 8 (averaged
over 300 configurations), L = 10 (averaged over 200
configurations), L = 12 (averaged over 200
configurations) and L = 14 (averaged over 200
configurations).
4the charge-ordered phase (at temperature T < Tc), g ap-
proaches the value 1, while it tends to zero at T > Tc
(paramagnetic phase). When T = Tc, g
∗ = g acquires a
non-trivial value, the critical Binder ratio. The behav-
ior of g vs T are shown in Fig.(1(c)), Fig.(2(c)) and in
Fig.(3(c)) for W = 0.0, 0.10 and 0.20 respectively. The
crossing of data at different system sizes gives the value
of Tc = 0.1280 (forW = 0.0), Tc = 0.1251 (forW = 0.10)
and Tc = 0.1143 (for W = 0.20).
C. Susceptibility
Next we have calculated the antiferromagnetic suscep-
tibility defined as follows:
χ = N [〈M2s 〉 − 〈Ms〉2]. (9)
This can be used as an additional input to analyse the
phase transition in the system. In Fig.(1(b)), Fig.(2(b))
and Fig.(3(b)) one can see that the peak in χ around
Tc becomes sharper as L increases. Another important
thing to note is that the distribution of χ shifts to lower
towards lower temperature and also becomes broader as
we increase the disorder from W = 0.0 to W = 0.20.
D. Specific Heat
Finally, we calculate the Specific heat, Cv as a function
of temperature, using the following definition [40]:
Cv =
1
NkBT 2
[〈E2〉 − 〈E〉2] (10)
where E is the average energy per electron, and kB is
the Boltzmann’s constant. As expected the behavior of
Cv with variation in temperature and disorder (as shown
in Fig.(1(d)), Fig.(2(d)) and Fig.(3(d))) was found to be
similar to what we saw in χ.
E. Finite size scaling analysis
For any quantity A(T, L), which behaves like A∞ ∼
t−x in the infinite system when approaching the critical
temperature, the finite-size scaling function is
A(T, L) = Lx/ν A˜(t L1/ν) (11)
where t = T − Tc. Using the above standard finite-size
scaling relation [41], we get
g(T, L) ≈ g˜ [L1/ν(T − Tc)] (12)
χ(T, L) ≈ Lγ/ν χ˜ [L1/ν(T − Tc)] (13)
Cv(T, L) ≈ Lα/ν C˜v [L1/ν(T − Tc)] (14)
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FIG. 4: (Colour online) (a) A log-log plot of the peak
value of antiferromagnetic susceptibility as a function of
L defined as χ∗ here vs the system size L. The solid line
is a least-squares straight line fit giving a slope of
1.5872± 0.0619. (b) A log-log plot of the peak value of
specific heat as a function of L defined as C∗v here vs
the system size L. The solid line is a least-squares
straight line fit giving a slope of 0.3096± 0.0162. In
both the graphs the lowest system size i.e. L = 4 and 6
were not including in the fitting. The exponents were
calculated for disorder strength W = 0.10.
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FIG. 5: (Colour online) (a) A log-log plot of the peak
value of antiferromagnetic susceptibility as a function of
L defined as χ∗ here vs the system size L. The solid line
is a least-squares straight line fit giving a slope of
1.4352± 0.1076. (b) A log-log plot of the peak value of
specific heat as a function of L defined as C∗v here vs
the system size L. The solid line is a least-squares
straight line fit giving a slope of 0.2019± 0.0466. In
both the graphs the lowest system sizes i.e. L = 4 and 6
were not including in the fitting. The exponents were
calculated for disorder strength W = 0.20.
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FIG. 6: (Colour online) For W = 0.10 using the
parameters Tc = 0.1251 and ν = 0.80: (a) The scaling
plot of the antiferromagnetic susceptibility (χ) with the
parameter γ/ν = 1.5872. (b) The scaling plot of the
specific heat (Cv) with the parameter α/ν = 0.3096. (c)
The scaling plot of the Binder ratio. Data at L = 4 is
not including in any of the figures here.
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FIG. 7: (Colour online) For W = 0.20 using the
parameters Tc = 0.1143 and ν = 0.95: (a) The scaling
plot of the antiferromagnetic susceptibility (χ) with the
parameter γ/ν = 1.4352. (b) The scaling plot of the
specific heat (Cv) with the parameter α/ν = 0.2019. (c)
The scaling plot of the Binder ratio. Data at L = 4 is
not including in any of the figures here.
Now, the critical exponents α/ν and γ/ν can be extracted
by plotting a least-squares straight-line fit of C∗v and χ
∗
versus L respectively in a log-log plot (as shown in Fig.(4,
5). Here, C∗v and χ
∗ are the peak values of Cv and χ at
the each system size. The critical exponent of correlation
length ν was used as an adjustable parameter to collapse
the data of g (see Fig.(6(c), 7(c)). The value of Tc, ν,
γ/ν and α/ν at different disorders are summarized in
Table.I. For comparison we have also included the critical
exponents at W = 0, which are close to one calculated
by other authors [6], claiming Tc = 0.1280, γ/ν = 2.05,
ν = 0.76 and α/ν = 0.550. The final scaled plots of χ,
Cv and g are shown in Fig.(6, 7).
TABLE I: Critical exponents for the three-dimensional
lattice Coulomb glass model.
W Tc γ/ν ν α/ν
0.00 0.1280 1.9633 ± 0.0853 0.70 0.5939 ± 0.1020
0.10 0.1251 1.5872 ± 0.0619 0.80 0.3096 ± 0.0162
0.20 0.1143 1.4352 ± 0.1076 0.95 0.2019 ± 0.0466
V. CONCLUSIONS
We have studied the critical behavior of a three-
dimensional Coulomb Glass lattice model at half-filling
using Monte Carlo simulation via simulated annealing at
zero and small disorders. The summary of our results is
as follows.
(a) We found a finite-temperature phase transition
from a high-temperature paramagnetic phase to a low-
temperature charge-ordered phase for zero disorder and
disorders less than Wc.
(b) Finite-size scaling analysis was done to determine
the transition temperature (Tc), and the critical expo-
nents of correlation length (ν), susceptibility (γ/ν) and
specific heat (α/ν). We found that Tc, γ/ν and α/ν de-
creases as the disorder (W ) increases but ν increases with
increase in W . The correct variations in the critical ex-
ponents with disorder have been achieved because of the
use of larger system sizes. Our estimates of critical ex-
ponents at zero disorder are close to the one obtained by
Amin et al. [6].
(c) We also found that the peak value of susceptibil-
ity and specific heat decreases, and the distribution gets
broader with an increase in disorder.
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