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Abstract
The intention of this research is to develop a new algorithm that it is mainly focus in the
principle of echolocation or also called biosonar. This principle is active in many animals such
as: birds, shrews, dolphins and bats, these last ones are going to be a fundamental part of our
study. These animals use it as radar in order to find food, obstacles or just to locate objects.
These animals use ultrasound beams with a certain degree of angle and multiple receivers;
such as the two ears that are located slightly apart, so at the time of the returning echo the
difference of loudness and also the difference between the arriving of one ear and the other
tells them different and useful details about their prey or object in question. The main focus is
going to be in the study of the bats in top of any other echolocating animal. The algorithm
developed and explained in this paper uses the radar method in order to explore the search
space in the looking of the optimal solution. The algorithm searches the solution space within
an initial angle of 180 degrees. This is because the bat has a sight of no more than 180
degrees. After that the angle is going to be a changing parameter according to the new
conditions of the problem. Also in between each solution there is a boundary that contains two
solutions and is a simulation of the two ears of the animals, which are located slightly apart.
This algorithm is applied to the well-known Redundancy Allocation Problem (RAP),
investigating a single objective and multiple objective functions.

The single objective will

consider only reliability while the multiple objective function will simultaneously try to maximize
reliability and minimize the cost and weight of the system.
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CHAPTER 1: Introduction
This thesis is focused in solving the Redundancy Allocation Problem (RAP) as a multi
objective problem simultaneously optimizing the maximization of reliability, minimization of cost
and minimization of weight of a system using a newly developed algorithm called a New
Evolutionary Algorithm Based on Adaptive Echolocation. The Redundancy Allocation Problem
is a well known problem that consists in improving the reliability of the system either subject to
constraints or taking into consideration several objectives to be simultaneously optimized.

1.1

Redundancy Allocation Problem
The most important goal of a reliability design problem is to maximize the reliability of

the system. The redundancy allocation problem (RAP) is also known as the reliability
optimization problem where the system reliability is maximized, and the weight and cost of the
system are to be minimized. The RAP is usually composed of multiple k-out-of-n redundant
subsystems arranged in a series configuration. When we refer to a k-out-of-n configuration we
are implying that there has to be k out of the n components operating to avoid system failure.
As the name indicates a redundant system contains duplicates or backup components for
multiple purposes. As Walker says “The implementation of redundancy can range from very
elementary measures to relatively sophisticated ones”. As an example of a very basic
redundant element we have the spare tire in our cars, or the extra copy as a backup of a very
important document. But if we go to the other extreme of sophistication we can encounter the
very complex computational systems working together in order to prevent catastrophically
failures that can cost significant amounts of money. One of the main purposes of redundancy
is to improve the reliability of a system and is heavily used in the areas where high levels of
1

reliability are needed such as spacecraft; however, its use normally involves additional cost,
complexity and bulk [36] (Walker 2011). The System reliability can be enhanced with the
utilization of redundant components but, then, conflicting parameters such as weight and cost
appear and the problem translates from a single objective such as maximization of reliability
into a multi objective problem where several objectives need to be optimized at the same time.
There are several approaches to solve this problem it can be solved as a single
objective problem subject to constraints, or as a multi objective problem such as the case
presented in this work.
Also there are two distinct ways to solve any of the mentioned cases, using
mathematical or metaheuristic approaches. On one hand for the mathematical we can mention
dynamic programming, integer programming or nonlinear programming models; the drawback
is that these referred approaches are tedious procedures that some of the times because
several objectives are involved do not give a feasible solution. While on the other hand among
the most successful metaheuristic techniques we can quote Genetic Algorithms (GA), Particle
Swarm Optimization (PSO), Tabu search (TS), or Ant Colony Optimization (ACO) along with
others.

1.2

Multi objective Optimization
The term multi objective optimization seems to be a very pompous term, but in reality

for almost every problem that we encounter in real life we have several options that we need to
take in consideration and evaluate at the same time because they are equally important, and
there is no manner to just set them aside and forget about them. The problem is that these
objectives are normally in conflict with each other. Let’s put as an example the buying of a car.
When someone is looking for a car the first things that jump into one’s mind is the price, the
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safety of the car, and the nowadays the mileage per every gallon of gas is very important. We
can categorize these three things as our objectives to be optimized; we want a low price, a
high safety rating for the car and also a high mileage per gallon of gas. But how we can decide
on which objective is the most important of them all. We can’t, that is why we take the three
objectives and find the best possible combination that simultaneously optimizes all the
objectives.
There are two distinct methods that solve these multi objective problems: mathematical
approaches and metaheuristic algorithms. In the first approach the Multiobjective formulation is
transformed and all the objectives are aggregated in just one complex objective but the
problem here is that due to the fact of the joined objectives the solution given is most of the
times not feasible.
While using metaheuristic approaches, the objectives are optimized simultaneously
giving as a result a set of solutions that are said to be optimal according to the Pareto
dominance concept. According to Zitzler and Thiele “These solutions are optimal in the wider
sense that no other solutions in the search space are superior to them when all objectives are
considered. And they are known as Pareto – optimal solutions” [40].

1.3

Thesis Objective
As it is said earlier the use of redundancy can be a very effective method of improving

reliability nevertheless involves additional cost and complexity to the system studied. The
Redundancy Allocation Problem can be found in many real life situations that include power
systems, electronic systems, telecommunications systems and manufacturing production
systems [27] (Ouzineb, Nourelfath and Gendeau 2008). According to the literature this problem
has been extensively studied by a considerable amount of researchers. Each of them
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proposes its own unique way to solve it using mathematical and metaheuristic techniques
existent and available to the public.
Therefore, this thesis proposes a new algorithm developed to solve the RAP. The New
Evolutionary Algorithm Based on Adaptive Echolocation applied to a multi objective version of
the series parallel system, with multiple k-out-of-n redundant subsystems.
The objectives considered to be optimized simultaneously are the following:
•

Maximization of Reliability

•

Minimization of Cost

•

Minimization of Weight

This thesis is divided into 6 sections and the remainder of this work is organized as
follows: Chapter 2 discusses some basic concepts on single and multi objective formulation.
Also presents several mathematical and metaheuristic methods found in the literature review
used to solve multi objective problems.
Chapter 3 presents the Redundancy Allocation Problem in detail. There are several
forms of the problem and the series parallel which is the one used is explained. The single and
multi objective formulation are also described.
Chapter 4 presents the basic principles of echolocation, including the mimicking of the
bats. Also the new developed algorithm, the model development and solution encoding. As
well as the methodology step by step. Including the fitness functions used to evaluate the
objective functions.
Chapter 5 presents the Illustrative Example for the RAP where the algorithm is applied
and results are presented.
Lastly, chapter 6 presents conclusions and important aspects of the work that can be
used for future research.
4

CHAPTER 2: Multi objective optimization methods
The idea of having more than two objectives to be optimized in an engineering problem
is very common, not just in the engineering field, but in real life we have to deal with problems
that engage in the simultaneous optimization of more than one objective. In order to make
decisions we need to implement optimization techniques to solve these multi criteria problems.
In the literature several techniques have been developed and presented to the public. In this
section two different techniques will be explained: Mathematical and Metaheuristic techniques.
The mathematical methods basically use the technique of integrating every single
objective function into just one big function to be optimized. In other words they transform a
multiple objective problem into a single objective problem. The drawback of this technique is
that some of the times or almost all of the times the solution obtained is not feasible.
On the other hand, we have the metaheuristic techniques; these methods have been
growing in popularity lately and have been proven to obtain very good approximations to the
optimal solution to the problem. These methods are applied to problems where the
mathematical methods cannot be implemented. On the opposite side of the mathematical
methods the metaheuristic techniques applied to multiple objective problems give a set of
solutions, these solutions obtained are called Pareto set of solutions, and are nondominated
solutions. These nondominated solutions are based on the concept of Pareto optimality [40]
(Zitzler and Thiele 1999). This concept states that in order for a solution to be considered
nondominated each of the objective functions have to be better than any other solution. Figure
1 illustrates this concept.
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Figure 1: Pareto optimality
The following model presented by Equation 1 is the model for a multiple objective
optimization problem.
 ,   1  , 2  , . . ,   
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are the objective functions to be optimized and

habitually are in conflict.

2.1

Mathematical Models
In the past, numerous approaches have been developed by many authors to solve the

RAP. Some of the mathematical techniques used to solve the RAP include:

•

The Weighted Sum Method,

•

Goal Programming,

•

Lexicographic Method,

•

Utility Theory

In the next sections we will discuss each of the above mentioned methods in deep.

2.1.1 The Weighted Sum Method
From the mathematical methods the most widely used method for multiobjective
optimization is the weighted sum method [19] (Kim and de Weck 2006). This method converts
each single objective into an aggregated objective function by multiplying each objective
function by a weighting factor and summing up all individual weighted objective functions. With
this procedure we obtain a new unique objective function that it is going to be the new
objective function to be solved. The decision maker decides on the weights that are going to
be assigned. Equation 2 is a representation of the weighted sum model:

J weighted sum = w1 J1 + w2 J2 + ·· ·+wm Jm
Where:

7

(2)

wi (i = 1, · · · ,m) is the weight assigned to each individual objective.

The goal here is to transform the problem in to a single objective optimization problem
[9]. According to some research done by Messac and Mattson (2002) Das and Dennis
(19997) and Koski (1985) there are two main drawbacks to this method [19]:
•

Generally, the solutions are not uniformly distributed.

•

The weighted sum method cannot find solutions that lie in the nonconvex regions of the
Pareto front; even though increasing the number of steps of the weighting factor has
been tried that, does not resolve this problem.

2.1.2 Goal Programming Method
The main idea of the Goal Programming method (GP) relies on the concept of satisfying
of objectives [33] This GP approach was first exposed by (Charnes, Cooper and Ferguson
1955) [5]. In GP aspiration levels are assigned for each objective by the decision maker, then
the deviations from these aspiration levels are the ones to be minimized.
The general model for the GP is presented in Equation 3:
' $ () | ) + &) | % (, | , + &, | % - % (. | . + &. |

(3)

Where:
Wn is a non negative constant that represents the relative weight assigned to the deviation
variables,|

. – &. | represents the deviation variables.
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In GP a multi objective optimization problem is converted in to a single objective
problem seeking to minimize the Z function. A drawback of this method is that solutions hidden
in concavities can fail to be discovered [9].

2.1.3 Lexicographic Methods
The basic principle of the Lexicographic optimization establishes a hierarchical order
among all the optimization objectives [28]. As well as in the other mathematical models already
explained the decision maker assigns the importance to the objectives. Moreover, the objective
functions are arranged from the most important to the least important; giving them a hierarchy
level that defines an order. As it is said in the literature the most important objective is infinitely
more important than a less important objective. This step by step process first optimizes the
first and most important objective already ranked by the decision maker, f1(x), f2(x), ..., fn(x)
without taking into consideration the other objectives [1]. A representation of this type of
method is given in equation number 4.

min

)



. .  3 

(4)

Then, this objective function is added as another constraint for the next objective
function based on the value found in the previous step. The experimentation is continued until
the final objective considered is reached.

2.1.4 Utility Theory
This multicriteria decision-making technique also known as utility function or value
function is based on the following hypothesis: in any decision problem, there exists a real
valued function U defined on A which the decision maker wishes to maximize [29]. The main
disadvantage is that, in order to use this method we need to know the value function, and in
9

some cases is really difficult to determine it. The utility function has its basis in the relative
“liking” of an evaluator with respect to the outcome. According to (Georgy, Chang and Zhang
2005) [15] a mathematical function between all possible outcomes of each individual measure
and their corresponding relative liking to the evaluator could be developed. This mathematical
function is the utility function. A general formulation can be viewed in equation 5.
Maximize v (f(x))

. .  3 

2.2

(5)

Metaheuristic Models
As Colette and Siarry say in their book Multiobjective optimization “Metaheuristics are

general optimization methods dedicated to hard optimization problem. These methods are, in
general presented as a concept.” Basically these Multiobjective techniques are developed from
theories like natural selection, survival of the fittest and concepts such as echolocation. Also,
they are based in natural behaviors of animals such as the swarms, human mechanisms like
the neural networks, and Mechanical procedures such as Simulated Annealing.
Some of the well-known algorithms that will be explained later on in this thesis are:
•

Tabu Search

•

Simulated Annealing

•

Genetic Algorithms

•

Ant Colony

These are some of the most significant metaheuristic techniques found in the literature.

10

2.2.1 Tabu Search
Tabu Search (TS) is a technique that was originally proposed by (Glover 1977) [16] as
one optimization tool applicable to nonlinear covering problems [3]. The main characteristic
is the iterative process that follows in order to get to a local or global optima of the problem
being solved .This technique has been implemented successfully into a number of
combinatorial optimization problems such as production scheduling (Brandimarte 1992) [4],
Redundancy allocation problem (Ouzineb, Nourelfath and Gendeau 2008) [27].An obvious
strategy for the algorithm to escape from local optima is to drop the condition that a move is
only performed if it leads to an improvement (Michiels, Aarts and Korst 2007) [25].This strategy
guides in to a continuous improvement of the objective function, but the drawback is that
sometimes it can revisit a same local optima that we already set aside. In order to prevent this
behavior TS, has a so called Tabu List. This list keeps track of the recently evaluated solutions
in order to prevent the reappearance of them and reevaluation of a solution that was already
visited.
A tabu list can be considered as a short term memory of tabu search [25]. The length of
this tabu list can be as short or long as the person applying the algorithm wants. The shorter
the list the more cycling can occur, this means that the algorithm can revisit a specific solution
over and over again. On the other hand the larger the list the more restrictions on the
neighborhoods exist and also the computational time increases.
In figure 2 a representation of the pseudo code of TS is shown. And in figure 3 a
flowchart of a generic tabu search is shown.

11

Figure 2: Pseudo-Code for Tabu Search

Figure 3: Generic Flowchart
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2.2.2 Simulated Annealing
Simulated Annealing (SA) was proposed by (Metropolis, et al. 1953) [24]. The main idea
of SA is the analogy between the objective function to be minimized and the energy of the
states of the solid [13]. The term annealing by itself means the rising in temperature of a solid
until it reaches its melting point than cooling of the material until it reaches the desire
characteristics, all of this needs to be done carefully in order to attempt the desire states of the
solid. These different states that the solid can reach correspond to the different feasible
solutions of the problem being optimized, and the energy of the system corresponds to the
function to be minimized.
According to Johnson et al. (1987) and Eglese (1990), there are some precedents that
need to be followed in order to implement the SA to any combinatorial optimization problem.
These precedents are divided into two categories:
•

Problem Specific choices, and

•

Generic Choices

For the first category, the problem needs to be clearly formulated in order for the set of
solutions to be defined; also the neighborhood of any solution must be defined. And as in any
other metaheuristic we need to generate a random solution first.
For the second category, as the name indicates are more formal decisions or also
called parameters needed to run the algorithm. These parameters are:
•

The initial value of the temperature parameter T.

•

A temperature function T (t) determines how the temperature is going to be
changed.

•

The number of iterations N (t) to be performed at each temperature.

•

A stopping criterion to terminate the algorithm.
13

Simulated Annealing is a simple algorithm that performs local searches and in order to
keep away from becoming trapped in a local optimum point the algorithm starts with a
relatively high temperature T, while the temperature gradually drops the algorithm starts
attempting several moves at each different level of temperature [13].
Figure 4 shows the pseudo-code for SA, and Figure 5 shows the flowchart for SA.

Figure 4: Pseudo-code SA

14

Figure 5: Flowchart SA

2.2.3 Genetic Algorithms
Genetic Algorithms are part of the Evolutionary Algorithms and as the name indicates
they evolve in order to find Pareto optimal solutions. Primarily GA’s are inspired by Darwin’s
theory of biological evolution and natural selection. This algorithm adopts to its main steps and
parameters some genetic terminology such as:
•

Chromosome – genetic material contained in a string, in this case is possible
solution for the problem containing valuable information.

•

Inheritance – passing good or bad genes to the offspring.

•

Mutation – inserting or replacing one or several genes in to the chromosome
15

•

Crossover – the mixing of the parents chromosomes to create new population

•

Selection – the selection of the best chromosomes.

1. The first step is to initialize the population and this is almost always done randomly,
the size of the population is specified by the nature of the problem [39]. Once the
population has been randomly generated the algorithm evolves using the already
mentioned genetic operators.
2. The next step after the creation of population is the evaluation of fitness for every
solution. The purpose is to have a Pareto set with non-dominated solutions. To
perform this evaluation a fitness function needs to be selected.
3. Once the Pareto set has been established the reproduction stage is the next step,
and it involves the crossover, selection and mutation operators.
3.1 The crossover operator represents the mating of the individuals. Two individuals
(parents) are chosen from the population using the selection operator, and then a
crossover method is chosen to attain the goal of producing offspring. In here the
purpose is to create a new and better generation of population than the one
before. The main concept behind the improvement of a crossover operator is
trying to distinguish between bad genes and good genes [14].One of the most
common operators used are the one-point or multiple point crossover. An
example of one- point and multiple point crossovers are shown in figure 6, and 7.

16

Figure 6: One- point Crossover

Figure 7: Multiple point Crossover
3.2 Once the crossover has been performed and the new population has been
created, mutation is introduced, the main reason is to give and maintain diversity
in the new population. The probability of mutation is very low because we just
want to introduce a little of variation. An example of a variety of mutation is a two
type mutation; this mutation chooses two different points in the chromosome
randomly and exchanges them by two other random genes. Figure 8 shows this
type of mutation.

17

Figure 8: Two point mutation

4. The next step, is to go back to step number two and perform the analysis of fitness,
once is done the new pareto will be available to follow with the reproduction process,
and start and iterative process until the termination criteria is reached.
Figure 9 Shows a Flowchart of the GA’s methodology.

18

Figure 9: GA Flowchart

2.2.4 Ant Colony Optimization (ACO)
As well as particle swarm Ant Colony Optimization is inspired in the behavior of a
specific animal in this case the ants. This analogy with nature in specific ethology permits the
comprehension of natural principles such as the finding of food, and helps in the optimization
of human- made problems. ACO is one of the adaptive meta-heuristic optimization methods
inspired by nature which includes simulated annealing, GA, and tabu search [23].

19

ACO simulates how the ants find the shortest path from a specific point as an example
their nest up to a second point that can be the source of food. It involves certain parameters
such as the pheromone density,, the evaporation of the same, and the ant. The main
characteristic of ACO is that each generation has a new and different set of solutions while
other metaheuristics focus in just improving their already attained solutions. The ACO was
originally inspired by the Ant System proposed by Dorigo et al. [11].. Since the ants walk
through a feasible space in order to find their food and to return to their nest, we can view it as
a graph were at the end we are going to find the shor
shortest
test path from the starting to the end point
a representation of this is in figure 10
10.

Figure 10: Finding the shortest path

20

The basic methodology of this algorithm is shown in figure11.

Figure 11: ACO methodology
According to Dorigo et al. (2006) [12] there are three main phases on this metaheuristic
technique. These three phases will be iterating and at the same time are going to construct a
set of solutions. Each solution will be new for each of the iterations.
•

First phase: Construct Ant Solutions: This building of solutions process is like walking
on a graph. A set of m artificial ants builds solutions from elements of a finite set of
available solution components C = {cij }, i = 1, . . . , n, j = 1, . . . , |Di | . The i and j
represent the start end ending points or nodes respectively. The solution building
process starts from an empty partial solution s
solution s

p

p

= ø. At each building step, the partial

is extended by adding a feasible solution component from the set N(s p) 

C, which is defined as the set of components that can be added to the current partial
solution s p without violating any of the constraints in Ω.
The ants select the following node to be visited through a stochastic mechanism. When
ant k is in node i and has so far constructed the partial solution s p, the probability of
going to node j is given by equation 6:
=

<
9:;
.:;

, if cHI  J  K S
7
456
$ 8∑A:?3BCD 9:?@ E:?=
0,
otherwise
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(6)

•

Second phase: Apply Local Search: This phase is not always present in all the ACO
algorithms. This step is used to improve the already acquired solutions through a local
search.

•

Third Phase: Update Pheromones: In this phase the pheromone values are decreased
through the pheromone evaporation parameter or increased if the set of solutions is a
promising one. Equation 7 shows the formula for updating the pheromone.
7
T56 U 1 + V W T56 % ∑Y
7Z) ∆T56

(7)

•

ρ is the evaporation rate,

•

7
m is the number of ants, and ∆T56
is the quantity of pheromone laid on edge (i, j) by

ant k
A flowchart summarizing what is explained before is shown in figure 12; wherever it
says cities it is the same thing as saying nodes. The terminology depends on the context of the
problem.

22

Figure 12: ACO flowchart
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CHAPTER 3: Redundancy Allocation Problem
The redundancy allocation problem (RAP) is a reliability optimization problem
composed of multiple k-out-of-n redundant subsystems arranged in a series configuration. The
RAP is considered to be an NP- hard optimization problem [6]. It pertains to a system of s
subsystems arranged in series. For each subsystem, there are mi functionally equivalent
components, with different levels of cost, weight, and reliability which may be selected. In the
literature of RAP, many structures can be found depending on system configurations including
series–parallel, hierarchical series–parallel or complex systems [2]. The structure that is
followed in this work is a series- parallel system. This kind of system encloses several
components connected in series, such that each series component can be connected into
numerous elements connected in parallel. Such problems of maximizing system reliability
through redundancy and component reliability choices are called the ‘‘reliability-redundancy
allocation problem’’ [22].
The whole purpose is to maximize reliability and evade the shutdown or the failure of
the system being analyzed. For each of the components that pertain to the RAP, there are
several offered options from different vendors available to suit the distinct necessities of each
system. Each option is characterized of its own reliability, its specific cost and particular
weight. Later on an example clarifying this interpretation will be shown. Figure 13, illustrates a
series- parallel configuration.
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Figure 13: Series Parallel Configuration

As said earlier there are two different approaches to the Redundancy Allocation
Problem, the single objective formulation and the Multiple Objective formulation. The single
approach takes in consideration just the maximization of reliability for the system
syste in question or
the minimization of the total cost of the system. Another case can be the aggregation of these
two objectives as one objective; this case will be explained in detail in the next section.
section The
multiple objective version of the redundancy all
allocation
ocation problem addressed in this thesis
involves the simultaneous optimization of system reliability, system cost and system weight
[32]. This multi-objective
objective problem clearly shows multiple conflicting objectives in which the
reliability of the system can be improved by adding extra components but the cost and the
weight are increased also. RAP is becoming an increasingly important tool in the initial stages
of or prior to the planning, designing and control of systems [38].
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3.1

Redundancy Allocation Problem Single Objective Approach
When talking about the Redundancy Allocation Problem, it is typical to think on

enhancing the reliability of a system, at the lowest cost, but with this thinking we are assuming
that we need to satisfy two objectives, the first one will be achieving a high reliability, while the
second one will be spending the least amount of money possible.
For the last thirty years or so there have been several investigations in the RAP field.
The disadvantage is that often the problem is treated as a single objective problem with the
only goal of maximizing reliability or minimizing the total cost of the system design [37]. It is
seen as a disadvantage because in reality we do not deal with single objective problems but in
fact we expect that the final outcome of a problem or situation gives us satisfactory solutions
from which the decision maker or stakeholder decides what the most suitable answer
according to their expectations is.
The single approach of the RAP has its variants. The first and classic approach, is when
the problem is treated as a single objective, meaning that either the maximization of reliability
or minimization of cost are involved, each of them separately, or the second case where the
two objectives are joined making one combined objective and then solved as a single objective
problem by the mathematical methods already discussed in the previous sections, Another
technique is where constraints are used, just one objective is taken

in consideration for

optimization and the others are used to restrain the search space.
A mixed of this possibilities for solving the RAP as a single objective problem is seeing
in (Dhingra 1992) [10] where at first the problem is treated as a multiple objective problem,
then they use goal programming in order to decide which objective has the highest weight and
now treat the problem as a single objective, after that constraints are used to limit the search
space and help in the achievement of a suitable solution.
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3.2

Redundancy Allocation Problem Multiple Objective Approach
In the past, numerous approaches have been developed by many authors to solve the

RAP, specifically, taking in to consideration the maximization of reliability, the minimization of
cost and minimization of weight. When there is more than one objective to be optimized we call
it a multi-objective formulation, and there are several methods to solve this type of problems.
The two distinct categories are: mathematical and metaheuristic techniques. Some of the
mathematical techniques used to solve the RAP include dynamic programming, integer
programming, mixed integer and nonlinear programming models.
Metaheuristic’s approaches have also been used. For instance, (Coit and Smith 1996)
[8] used genetic algorithms (GA). (Kulturel-Konak, Smith and Coit 2003) [21] Applied their
algorithm to three distinct RAP problems and compared the results with those of integer
programming. (Ouzineb, Nourelfath and Gendeau 2008) [27] Used Tabu search considering
availability constraints. (Liang and Smith 2004) [23] solved the RAP using Ant Colony
Optimization (ACO), and

(Taboada and Coit, Data Clustering of Solutions for Multiple

Objective System Reliability Optimization Problems 2007) [31] used the Non- dominated
sorting genetic Algorithm (NSGA) to find Pareto optimal solutions and then pruned them to
minimize the search space to obtain a smaller number of solutions Hybrid approaches that use
a combination of mathematical techniques and metaheuristic approaches have also been
developed. For instance, (Tian and Zuo 2006) [34] combined genetic algorithms and
programming techniques to find an optimal solution to the multiple objective redundancy
allocation problem. A Particle Swarm Optimization (PSO) technique along with a mixture of
integer programming was proposed by (Coelho L. 2009) [7]. All of the multi objective
optimization methods already mentioned are examples found in the literature. The multiobjective RAP is used to show the performance of the new developed algorithm.
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CHAPTER 4: Echolocation
4.1

Echolocation Principle
Echolocation is a mechanism used by several animals to locate their prey, navigate and

simply to see in very dark environments [18]. Such animals that utilize this method include:
dolphins, birds, shrews and bats. Despite the differences among the environments in which
these animals prey they have evolved sonar systems, known as echolocation [26]. Bats will be
a fundamental part of our study and will be discussed in the next subsection.
This biosonar, which is another name for it, is a navigational system that permits the
localization of any kind of object, in different kind of environments such as: oceans, caves,
undergrounds, or anything that has limited or none-existent light.
The basic principle of this method is the use of echoes. When a sound strikes an object,
the sound bounces back, or reflects. The returning sound is called an echo. There are two
important parameters, the time delay and the loudness of the echo. The first one, is the time
that it takes for the sound to bounce back as an echo, and determines how far the object is
located. The measurement of this time delay between the bouncing of the sound is called
ranging. The second one is the loudness, and with this parameter the animal can determine
the size of the object, the distance from where it is located and even its’ texture [35].
Echolocating animals have two ears positioned slightly apart. The echoes returning to
the two ears arrive at different times and at different loudness levels because it depends
greatly on the position of the entity or object generating the echoes. The time delay and
loudness differences are used by the animals to perceive direction. With echolocation, the bat
or other animal can see and distinguish the position, distance, direction, size, surface, velocity
and texture of the object.
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4.1.1 Echolocation in Bats
Bats are extremely social creatures that spend much of their lifetime echolocating in the
presence of other bats [17]. From all the species of bats, micro bats from the suborder
Microchiroptera [18], are the ones that use echolocation to navigate and find food, objects,
prey or obstacles in the darkness of their environments. As the bat approaches the target, the
sonar pulses are emitted faster with a shorter duration. This happens until the bat is relatively
close to the prey. Then, the bat grasps the insect up between its wings and into its awaiting
mouth, as Kruse says “It is s a beautiful, complicated and highly accurate form of prey capture
that is thoroughly supported by the bat's innate neural mechanisms” [20].
The principle of echolocation allows the bats to find food at night, when there are fewer
predators, and there is less competition for food. Some researchers believe that bats evolved
the use of this mechanism because birds, which are better predators, always won in the fight
for food. Therefore, bats developed this mechanism in response to their environment and
competence for food. These bats generate ultrasounds via the larynx and emit the sound
through the open mouth or, much more rarely, the nose. Range in frequency from 14,000 to
well over 100,000 Hz, mostly beyond the range of the human ear where typically a human
hearing range is considered to be from 20 Hz to 20,000 Hz. These bats produce a bisonar
sound consisting of a constant frequency portion (CF) followed by a downward frequency
modulated sweep (FM). This releasing of sounds classifies them as a CF-FM type of Bat. The
constant frequency portion of a pulse is great for detecting targets and measuring the Doppler
shift. The FM portion of a pulse is excellent for perfecting on the distance of an object or
obstacle and some of its details; such as the size and texture.
When a bat begins to echolocate, it usually produces short millisecond long pulses of
sonar and listens to the returning echoes. If a prey is detected by the bat, it will generally fly
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toward the source of the echo continuing to emit sounds and focus more accurately on the
prey. As the bat advances to the target, the sonar pulses are emitted faster with a shorter
duration. This happens until the bat is right upon the prey.
When the bat produces a CF-FM pulse, it also produces harmonics of that pulse.
Consequently the bat is not only getting information from its first frequency, but also the 2nd,
3rd, and 4th frequencies of that pulse as we can see in figure 14.

Figure 14: Frequencies
Of particular interest to the bat are the echoes returning from its 2nd harmonic pulse.
This echo returns to the bat with a great deal of information about the Doppler shift of the
objective. And there is a large specialization in the auditory cortex of the bat that focuses on
the frequency range of this echo [20].

4.2

Model Development
The multi-objective formulation used in this thesis involves the maximization of system

reliability, the minimization of system cost, and the minimization of system weight. For each
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subsystem, there are mi available components to choose from, and the maximum number of
components that can be chosen is nmax,i. The multi-objective formulation is shown in Equation
8:

 s
 s

max ∏ Ri( xi | ki)  , min ∑

 i =1

 i =1


 s

cijxij , min ∑
∑

j =1
 i =1

mi


w
ij
x
ij
∑

j =1

mi

(8)

The first part of the equation is the maximization of reliability, where (xi | ki) denote the
reliability of each component of each subsystem. The multi-objective version of the
redundancy allocation problem involves the simultaneous optimization of system reliability,
system cost and system weight. The RAP is considered to an NP-hard optimization problem
(Chern 1992) [6]. The reliability of the system can be improved by adding extra components
but the cost and the weight are increased also.

4.2.1 Notation and Assumptions
In the previous section the model followed in this work was presented, now the notation
showed in the formulation and some extra notation use in the remainder of this paper will be
considered in this section, and is as follows:
m = available components to choose from (j=1,2,3..)
x= vector containing components chosen for a specific subsystem (x11, x12,..., xij)
s= number of subsystems (i=1,2,3..)
n= number of components per subsystem
R(x) = Reliability of the system
C(x) = Cost of the System
W(x) = Weight of the System
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Assumptions:

4.3

•

The repair of any component is not considered

•

Duplication and mixed is allowed

•

At least one component per subsystem is needed

Solution Encoding
Each candidate solution to the redundancy allocation problem consists of the following

equation 5 $ ∑Y5
6Z) 56 components in parallel (ki ≤ ni ≤ nmax,i) for each subsystem. The ni
components can be any combination of the components chosen from mi available
components. The candidate solution is encoded in a vector with s x nmax,i positions. An index of
0 is assigned to a position when no additional component is used, i.e. ni < nmax,i. The vector is
completed by putting the solution representation of each subsystem adjacent to each other.

For example the vector x= (110[ 123[ 32) represents a possible solution with two of the
first available components connected in parallel for the first subsystem; one of the first
available components, one of the second available components and one of the third available
component connected in parallel for the second subsystem, and one of the third available
component, and one of the second, available components connected in parallel for the third
subsystem. It is important to note that the available components are indexed independently for
each subsystem. Therefore, the first available component in the first subsystem is not the
same as the first available component in the second subsystem, and they are not the same as
the ones in the third subsystem.
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4.4

Echolocation-based Evolutionary Search Algorithm: Methodology
Mimicking the echolocating animal, say a bat, that searches for its prey using ultrasound

beams with a certain angle and two ears, the proposed algorithm searches for the optimal
solution using a certain degree of angle and its two boundaries. The following steps show how
the proposed algorithm was developed using the multiple objective redundancy allocation
problem as example. Each available solution is a combination of the available components for
each subsystem. In this case, we take into consideration a system composed of three
subsystems. Furthermore the configurations that are shown in Figures 20 and 21 represent the
available component option of the subsystem depending in which place it is located. This will
be explained in detail in the following paragraphs.
Step 1. Divide the search space. It is assumed the full angle of the search space =180˚, as
seen in figure 15. As the algorithm looks for solutions, the angle becomes smaller and smaller,
until it reaches the final configuration that we are looking for. Also the angle becomes so small
that is close to zero, and that means that the bat reached its prey, and in our case that we
reach an optimal solution.

Figure 15: Full Angle of Search Space
Step 2. Each subspace has five candidate solutions inside the dividing lines. This process is
used to mimic how the bat receives echoes, which arrive at different times and loudness, as
Figure 16 shows. Because in this paper we are considering multiple objective functions to be
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optimized simultaneously, the fitness of each candidate is evaluated according to an
aggregated fitness function.

Figure 16: Search space being explored by different angles

Step 3. The fitness values of all the candidate solutions at the boundaries of all subspaces are
then evaluated using two different fitness metrics as proposed in (Taboada and Coit, A New
Multiple Objective Evolutionary Algorithm for Optimal Redundancy Allocation 2010) [30]. The
dominance count and the distance based explained next.
Fitness metric 1 (f1(x)):

•

Dominance-count
o The solution that dominates more solutions has a better fitness, as
illustrated in figure 17, L1 dominates L2 and the solutions above them, on
the other hand L2, just dominates the solutions above L2, and so on.
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Figure 17: Dominance Count
Fitness metric 2 (f2(x)):

•

Distance based
o This fitness metric gives a highest fitness value to those solutions that are
farther away from other solutions in the Pareto front; this fitness metric
permits the achievement of diversity among the solutions. Figure 18
illustrates this.
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Figure 18: Distance based
Once we have calculated the two fitness values, then we aggregate them into a single
value called the aggregated fitness function, this is illustrated in figure 19.

Figure 19: Aggregated Fitness
Step 4. Once an aggregated fitness value has been calculated, we select to further explore the
sub-space with the best fitness value as shown in Figure 20. In this figure, we can see that
each sub-space has a combination of several numbers. The numbers depend on the problem
being examined, in this case since the problem has a maximum of seven components per
subsystem each vector containing a possible

answer to the problem consists of a maximum

of seven numbers and if one position is filled with a zero, that means that there is no
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component needed. These combinations are the possible solutions of the problem. As it is
stated earlier in the problem the example consists of three subsystems. And the numbers
displayed
layed are the numbers that represent a component available to buy from a vendor. The
first subsystem can be built with a maximum of three components, while subsystems two and
three can be built with a maximum of two components. Each number in the vector is a
representation of the design alternative that we can choose from, and those alternatives are
available in table 1.

Figure 20: Subspaces
Table 1 below shows us the different vendors and components that we can choose from.
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Table 1: Available Components from Vendors
Design

Subsystem i

alternative

1

2

3

j
R

C

W

R

C

W

R

C

W

1

0.94

9

9

0.97

12

5

0.96

10

6

2

0.91

6

6

0.86

3

7

0.89

6

8

3

0.89

6

4

0.70

2

3

0.72

4

2

4

0.75

3

7

0.66

2

4

0.71

3

4

5

0.72

2

8

0.67

2

4

For instance, referring to figure 21 and 22 the first combination represented in vector:
(102 05 35) means that the first component of the first subsystem is going to be component
one, and the third component of the first subsystem is component two, Then, the second
subsystem is built with a copy of component five as the second component; while the third
subsystem is built with one copy of component three in first place and a copy of component
five in second place.
Step 5. Then more random solutions are generated but now the first component is fixed
according to step number 4, where the sub-space with better fitness value is chosen to be
further explored as Figure 21 shows.
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Figure 21: Generation of more solutions
Step 6. Again back to step 1: A new angle (sub
(sub-angle) is explored illustrated in figure 22 and
previous steps are repeated until we get more solutions. The algorithm is able to obtain one
solution at each of the iterations, and then it has to be run several times to get a ParetoPareto
optimal set.

Figure 22: New angle defined
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CHAPTER 5: Illustrative Example
In this chapter the performance of the algorithm previously explained and illustrated is
going to be demonstrated using the Redundancy Allocation Problem (RAP) in its multiobjective formulation. The objectives to be optimized are the following:
•

Maximization of Reliability R(x)

•

Minimization of Cost C(x)

•

Minimization of Weight W(x)

The system solved is a series
series-parallel
parallel system, with three subsystems arranged in
series. A maximum of eight components can be chosen to be arranged in parallel for each
subsystem as shown in Figure 23
23.
Subsystem one has a maximum of five design alternative
alternatives
s for the allocation of
components, subsystem two has a maximum of four design alternatives, and subsystem
number three has a maximum of five alternatives as well as subsystem one. For the three
subsystems, duplication and mix of the components are allowed
allowed.

Figure 23: Illustrative Example
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Table 2 presents the information of the component reliabilities, cost and weight used in
this thesis to illustrate the performance of the Echolocation –based Evolutionary algorithm.

Table 2: Available Components from vendors
Design

Subsystem i

alternative

1

2

3

j
R

C

W

R

C

W

R

C

W

1

0.94

9

9

0.97

12

5

0.96

10

6

2

0.91

6

6

0.86

3

7

0.89

6

8

3

0.89

6

4

0.70

2

3

0.72

4

2

4

0.75

3

7

0.66

2

4

0.71

3

4

5

0.72

2

8

0.67

2

4

5.1 Results
After running the algorithm, fifteen solutions were found in the Pareto-optimal set of
solutions. The fifteen solutions obtained are shown in Table 3. As it can be seen, all of these
solutions are nondominated solutions. A nondominated solution is a solution that is not
dominated by any other in the solution space and therefore, in the absence of any judgmental
information, no solution is said to be better that any other in the Pareto set.
The solution to the multi-objective problem presented in this paper is the Pareto-optimal
set of solutions shown in a three-dimensional graph in Figure 24 and in figure 25 the twodimensional views are shown. Once the Pareto-optimal set has been obtained, an additional
method needs to be used for post-Pareto analysis, either to reduce the number of solution of
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the Pareto set, or to select one solution for system implementation. Post-Pareto optimality is
out of the scope of this research. Even though, at the end of this section a solution was
chosen. However, there are numerous methods in the literature developed for this purpose,
which can be discussed for future research.

Table 3: Non dominated Solutions found in Pareto Set
Solution

Reliability

Cost

Weight

1

0.991

48

59

2

0.9967

69

64

3

0.9965

47

74

4

0.996

61

48

5

0.9689

58

58

6

0.9971

72

57

7

0.9921

67

69

8

0.9172

35

54

9

0.8982

29

39

10

0.9562

44

53

11

0.9922

44

65

12

0.9866

54

57

13

0.9947

51

64

14

0.9681

45

49

15

0.9968

54

68
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Figure 24: Pareto Set of Solutions 3D view

Figure 25: Pareto Set of Solutions 2D views
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As it is shown in the results above, the algorithm found a Pareto front with several
optimal results; this means that there is no possibility of getting better values for any objective
without the worsening of the others. Every combination presented has the best fitness values
for each objective. All of them are non-dominated solutions and the next step is to select just
one solution among the set of solutions achieved. In order to make the selection the decision
maker needs to decide among the different techniques available in the literature.
One technique is a Data Clustering Approach [31] in this technique the results are
clustered according to the similarities between the solutions. In this manner the Decision
maker has a short range of possibilities to choose from and also evades the creation and
allocation of weights, in order to decide which objective is more important on top of the others.
In order to choose the point presented in figure 25, a normalization of the objectives had
to be done first, then we selected the combination that was closest to our ideal point which in
this case is [1, 0, and 0]. This represents 1 for Reliability, 0 for cost and 0 for weight. In order to
decide which point was closest to the ideal point we used Euclidean distance to determine the
shortest distance in between the solutions and the ideal point, and figure 26 shows the
selected configuration of the solution closest to the ideal point with its respective reliability, cost
and weight values.
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Figure 26: Closest Point to ideal Point

Figure 27: Selected Configuration
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Reliability = 0.9681
Cost = 45
Weight = 49
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Chapter 6: Conclusions and Future Research
After a brief introduction of this work presented in chapter 1 basic concepts on single
and multiple objective optimization techniques were presented in chapter 2. Sequentially, in
Chapter 3, the redundancy Allocation Problem in its two different variances was presented. In
chapter 4 A new developed algorithm and the basic concepts was proposed. In order to show
the performance of the algorithm an example was offered in chapter 5. And, finally, in this
section conclusions and future research will be presented.
This thesis presented a newly developed algorithm based on the principle of
echolocation. Where the bats emit ultrasound beams with a certain degree of angle and
multiple receivers; such as their two ears that are located slightly apart. With this said the
algorithm searches the solution space within an initial angle of 180 degrees. Because bats
have a sight of no more than 180 degrees; therefore a greater angle is not utilized. The
algorithm developed and explained in this paper uses the echolocation principle in order to
explore the search space to obtain an optimal solution.
The algorithm makes searches for possible solutions in different sub-spaces. Then it
focuses the search where the best local solution has been found. The process continues until
all the sub-spaces have been explored. As part of future research more different parameter will
be explored and also more formal approaches for Post-pareto optimality.
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