We propose a marginalized joint-modeling approach for marginal inference on the association between longitudinal responses and covariates when longitudinal measurements are subject to informative dropouts. The proposed model is motivated by the idea of linking longitudinal responses and dropout times by latent variables while focusing on marginal inferences. We develop a simple inference procedure based on a series of estimating equations, and the resulting estimators are consistent and asymptotically normal with a sandwich-type covariance matrix ready to be estimated by the usual plug-in rule. The performance of our approach is evaluated through simulations and illustrated with a renal disease data application.
Introduction
Longitudinal studies often encounter data attrition because subjects drop out before the designated study end. Both statistical analysis and practical interpretation of longitudinal data can be complicated by dropouts. For example, in the Modification of Diet in Renal Disease MDRD study 1, 2 , one main interest was to investigate the efficacy of interventions of blood pressure control and diet modification on patients with impaired renal functions. The primary outcome was glomerular filtration rate GFR , which measured filtering capacity of kidneys, and was repeatedly measured over the study period. However, some patients could leave the study prematurely for kidney transplant or dialysis, which precluded further GFR measurements. This resulted in a dropout mechanism that could relate to patients' kidney function and correlate with their GFR values. Other patients were followed to the end of the study or dropped out due to independent reasons. Thus, statistical analysis of longitudinal 
Semiparametric Marginalized Latent Variable Model
We first introduce the composition of our proposed model and then discuss the model motivation and interpretation. The first component is a marginal generalized linear model for longitudinal responses Y ij 's:
where g · is a known link function and μ ij denotes the marginal expectation. The second component is a linear transformation model for the informative dropout time T i :
where H · is an unspecified monotone transformation function and η i is assumed to follow a known continuous distribution F · that is independent of Z i . The last component is a conditional mean model characterizing the dependence between longitudinal responses and informative dropouts:
where the latent random effects b i η i {b i1 η i , . . . , b in i η i } are investigator-specified functions of η i and covariates, and Δ ij is an implicit parameter whose value is determined by the integral equation matching the conditional mean model 2.3 with the corresponding marginal model 2.1 , that is,
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The marginal mean model 2.1 directly specifies the marginal relationship between the responses and covariates, and β M is the p × 1 marginal regression parameters of main interest. Next, the semiparametric linear transformation model 2.2 is chosen to provide a flexible survival model for the informative dropout time while it still can be easily incorporated into model 2.3 for the dependence of the longitudinal responses and informative dropouts. Model 2.2 includes the proportional hazards model 25 , the proportional odds model 26 , and the Box-Cox transformation model as special cases and has been studied intensively in survival analysis literature 27-29 . In addition, as we present in Section 3, the explicit assumption on the error distribution in 2.2 can facilitate the "marginalization" procedure for parameter estimation.
The conditional mean model 2.3 is motivated by the construction of the marginalized random-effects model 30 
. It is easy to see that the conditional mean has the expression as model 2.3 ,
We use model 2.3 primarily as a parsimonious model for the dependence structure between the longitudinal responses and informative dropout times. However, note that although model 2.3 takes a similar form as the marginalized random-effects model, it does not intend to fully specify the joint distribution of the repeated measurements since model 2.3 only specifies the conditional mean function and there is no conditional independence assumed. Note that Δ ij is the solution of 2.4 , and thus its value implicitly depends on β M , α, the formulation of b ij η i and the distribution of η i . The specification of b ij η i reflects investigator's assumptions on the dependence structure among the longitudinal responses and their association with the dropout times. It is well known that the dependence assumptions between longitudinal measurements and informative dropouts are usually unverifiable from the observed data, but it intrinsically affects the inference about β M . Thus, a sensitivity analysis under various assumptions is always warranted. It is clear that the sensitivity analysis can be easily conducted within the framework of model 2.3 . For example, the analysis may start with a large model in the specification for α b ij η i , for example, α 1 η i α 2 η i t ij α 3 η i X ij , and then examine the statistical significance of estimates for α's to further simplify the model. As shown in the next subsection, complex structure can be imposed on b ij η i without introducing much extra computation. Lastly, we note that the marginal interpretation of longitudinal parameters in model 2.1 is invariant under different specifications of the conditional mean model 2.3 .

5
Estimation and Asymptotic Properties
Conditional Generalized Estimating Equation
First, assume that η i is known. We construct a "conditional" generalized estimating equation for B β M , α . More specifically, the estimating function U B is specified as It is easy to see that U B has mean zero at the true parameter values B 0 under model 2.3 . Note that the vector of marginal parameters β M is implicitly present in U B with Δ i· through the constrain equation 2.4 . Thus, the Jacobian matrix A i· η i needs to be derived using both the constrain 2.4 and models 2.1 and 2.3 , which is different from the ordinary GEE. More specifically, entries of the Jacobian matrix A i· η i are given by
where Var Y ij | X ij , η i are the marginal variance and conditional variance of the responses, respectively. In addition, these formulations also facilitate our selection of the weight matrix W i . For example, for binary longitudinal data with logit-link function, we can choose a weight matrix as W
It is clear that the implementation of the estimating function 3.1 requires the knowledge of η i , which is an unknown quantity and has to be estimated first. The estimation of the semiparametric linear transformation model 2.2 has been studied by many authors 27-29 . In particular, Chen et al. 27 proposed a class of martingale-based estimating equations,
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Then an iterative algorithm can be carried out to solve θ and H simultaneously. We estimate θ, H using the approach of Chen et al. 27 and shall denote the estimates as Θ θ, H .
Estimation Procedure for Pure Informative Dropouts
We first consider the situation of pure informative dropouts, that is, δ i ≡ 
and then update the parameters B by . . , n, j 1, . . . , m i , in all iterative steps. Moreover, the numerical integration is only upon the one-dimensional space of η i and requires light computation even with complex structure assumed on b ij η i . The proposed iterative algorithm has been implemented using "R" codes, which are available from the authors upon request.
Estimation Procedure for Mixed Types of Dropouts
We generalize the proposed estimation function 3.1 to accommodate the situation where there are mixed informative dropouts and random censoring. More specifically, the modified estimating equation is given by
where 
In addition, the entries of the weight matrix can be changed to 
Asymptotic Properties of B
In this subsection, we establish the asymptotic properties of B. Towards this end, we need the following assumptions.
C1
The covariates X ij 's are bounded with probability 1. The regularity conditions C1 -C4 are also used by Chen et al. 27 to derive the consistency and asymptotically normality of the estimators Θ. Condition C5 is needed to establish the consistency and asymptotic normality of B, which is given in the following theorem. 
The definition of V and a sketch of the proof for Theorem 3.1 are given in the appendix. The asymptotic variance-covariance matrix can be consistently estimated by its empirical counterpart Ω −1 V Ω −1 , which can be easily obtained using the usual plug-in rule.
Numerical Studies
Simulations
We conducted a series of simulation studies to evaluate the finite-sample performance of our proposed approach. Consider a binary longitudinal process with the marginal probability of success as g −1 β 0 β 1 t β 2 Z , where g was the logit-link function; observations occurred at t i {t ij j, j 0, 1, . . . , 5}; Z was generated from a Bernoulli distribution with the success probability of 0.5, and β 0 , β 1 , β 2 −1.5, 0.3, 1 . The informative dropout time T i was generated from a linear transformation model H T i −θZ i η i , where θ −0.5. We considered three distributions for η i : the standard normal distribution N. , the extreme value distribution E. , and the logistic distribution L. , corresponding to the normal transformation model, the Cox proportional hazard model, and the proportional odds model, respectively, for the informative dropout time. We then generated the binary response Y ij independently from a Bernoulli distribution with the success probability of g −1 {Δ ij αb ij η i }, where Δ ij was calculated to match the marginal mean value as in 2.4 and α indicated the level of dependence. We considered several combinations to specify the dependence between longitudinal outcomes and informative dropout times. More specifically, when α 0, there was no informative dropouts; when α 0.5 or 0.25 and b ij η i η i , the dependence existed and was linear in the latent variable η i ; when α 0.25 or 0.5 and b ij η i η i t ij , the dependence was present through an interaction between the latent variable and the observation time.
For each scenario, we considered samples of size 100 and 200 and conducted 500 runs of simulations. The Gaussian-quadrature approximation was calculated using 50 grid points. We first considered the situation of pure informative dropouts and generated the dropout time T i from the transformation model with H 0 t 2{arctan t π/2}. Under the assumptions of η i following the normal, the extreme value, and the logistic distributions, the average numbers of repeated measurements were 3.91, 3.37, and 3.94, respectively. The estimation results on β 1 and α are summarized in Table 1 . The proposed estimators are unbiased under all simulated scenarios, and the Wald-type 95% confidence intervals all have reasonable empirical coverage probabilities. The performance of the proposed method is consistent with different distributional assumptions of η i and different specifications of the dependence structure, and the results improve as the sample size increases.
Next, we consider the situation where there are mixed informative dropouts and random censoring. For simplicity, let C i be an administrative censoring at the end of the study, that is, τ 6. The informative dropout time T i was generated from the transformation model with H t log t − 1 and η i followed the standard normal distribution. This yielded the proportion of informative dropouts of 69.6% and the average number of repeated measurements about 4. Other settings were kept the same as in the previous simulations. The simulation results are presented in Table 2 . Again, the proposed approach gives unbiased parameter estimates and reasonable coverage probabilities under all the scenarios. For comparison, we also implemented the ordinary GEE method 16 . When the informative dropout is absent, that is, α 0, the GEE method yields consistent parameter estimates of β 1 as expected. But when there is informative dropout α / 0 , the performance of the GEE method deteriorates quickly as the magnitude of the dependence between the longitudinal data and informative dropout increases.
Last, we conducted sensitivity analysis for the proposed approach and our simulations consisted of two parts. First, as discussed in Section 2, to better characterize the dependence Table 3 . The proposed method can reasonably well estimate all the parameters, and in particular, could correctly indicate the unnecessary zero term. Second, we simulated data from Δ ij α 1 η i α 2 η i t ij but fitted misspecified models that omitted Table 3 . It is evident that misspecified models lead to biased estimates for both longitudinal regression coefficients and dependence parameters.
Application to Renal Disease Data from MDRD Study
Here we considered a subgroup of 129 patients with low-protein diet in MDRD study B, among whom, 62 patients were randomized to the group of normal-blood-pressure control and 67 patients were randomized to the group of low-blood-pressure control. Besides the randomized intervention, other covariates included time in study (time), baseline disease progression status (Prog), baseline blood pressure (Bp), and log-transformed baseline urine protein level (log.Pt). There were 52 40.3% patients left the study prematurely for kidney transplant or dialysis and were treated as informative dropouts. We applied the proposed approach to estimate the marginal effects of covariates on GFR values. To account for the possible informative dropouts, we assumed that the dependence term α b ij η i had a form of α 1 η i α 2 η i t ij , analogous to the joint modeling approach with latent random intercept and random slope used in Schluchter et al. 33 . We considered the situations of η i following the standard normal, the extreme value, or the standard logistic distributions. Because the outcome was a continuous variable, we used the identity link function.
Our results are presented in Table 4 and compared with the results from the ordinary GEE 16 with an independent working correlation matrix. More specifically, the slope estimates from the proposed approach indicate a much faster decreasing rate of GFR e.g., time Est −0.27, SE 0.03, under the normality assumption for η i than the result from the ordinary GEE method time Est −0.14, SE 0.03 . A possible explanation is that those patients remaining under observation usually have better kidney functions and thus higher GFR values. The ordinary GEE approach that treats the observed patients as random representatives of the population tends to underestimate the degressive trend of GFR.
The estimates for the intervention on blood pressure control show positive effect of the low-blood-pressure control on the longitudinal GFR development. Although the results are not statistically significant, the estimates from the proposed method e.g., Intervention Est 0.82, SE 1.07, under the normality assumption for η i are about twice large of the values from the ordinary GEE method Intervention Est 0.35, SE 0.90 . Moreover, for the proposed approach, the results under different distributional assumptions for η i are quite similar. The estimates of the dependency parameters α 1 , α 2 are positive and statistically significant. This indicates that higher GFR values are positively associated with longer dropout times in the study. In addition, our proposed approach shows that the baseline urine protein level is significantly associated with the longitudinal GFR development, but the ordinary GEE method does not show such significance. The results obtained using our proposed method are also consistent with those reported in Schluchter et al. 33 .
Discussion
In this paper, we propose a semiparametric marginalized model for marginal inference of the relationship between longitudinal responses and covariates in the presence of informative dropouts. The regression parameters represent the covariate effects on the population level. The proposed estimators are expected to be insensitive to misspecification of the latent variable distribution 31 , which is desirable pertaining to the sensitivity analysis on unverifiable assumptions for the informative dropouts. In practice, the choice between marginal models and other types of joint modeling approaches should be determined by study objective.
To estimate the regression parameters in the proposed marginalized model, we proposed a class of simple conditional generalized estimating equations and demonstrated its computational convenience. In general, a likelihood-based approach can be used to achieve more efficient inference and is also of great interest. For example, a marginalized random effects model 30, 31 can be used for the longitudinal process and a frailty model 34 can be used for the dropout time. Furthermore, latent variables b ij , η i can be modeled by a copula distribution or non-Gaussian distributions 35 . The likelihood-based methods enjoy the high efficiency and facilitate the implementation of classical model selection procedures, such as AIC or BIC; however, intensive computations are often involved when the dimension of random effects is high.
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We first derive the consistency of the proposed estimator B, which is the solution of the equation U * B; Θ 0. A.5
The definition of B t, s can be found in Chen et al. 27 . Hence, 1/ √ n U * B 0 ; Θ has been written as a standardized summation of independent terms with mean zero. By the central limit theorem, it is asymptotically equivalent to a multivariate Gaussian variable with zero mean and covariance matrix V , which is the limit of 
A.6
From A.1 , it is easy to see that the estimator B is asymptotically normal with mean zero and the variance-covariance matrix Ω −1 V Ω −1 , which can be consistently estimated by its empirical counterpart Ω −1 V Ω −1 using the usual plug-in rule.
