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ABSTRAK 
 
Perancangan program aplikasi pengenalan wajah dengan menerapkan metode 
principal component analysis. Informasi mengenai seseorang saat ini sangat 
penting dan sulit didapat jika datanya sangat banyak.  Salah satu teknik untuk 
mendapatkan informasi mengenai seseorang adalah dari foto wajah orang 
tersebut, di mana dari foto tersebut akan didapat identitas orang yang 
bersangkutan, yang kemudian akan didapat informasi orang tersebut pula. 
Banyak orang telah mencoba dan berhasil membangun program aplikasi pe-
ngenalan wajah dengan berbagai macam metode yang masing-masing memiliki 
kelebihan dan kekurangannya. Ada metode yang cepat dalam mengenali citra 
wajah, tetapi mengorbankan keakuratan pengenalan, begitu pula sebaliknya. 
Tujuan penelitian ini adalah untuk merancang dan membangun sebuah program 
aplikasi pengenalan wajah dengan memanfaatkan metode Principal Component 
Analysis. Dalam penelitian ini, penulis membuat program pengenalan wajah 
mulai dari objek berupa citra wajah, deteksi sisi, hingga mendapatkan 
karakteristik citra tersebut. Penulis membuat program lalu mengujinya. Setelah 
dilakukan pengujian, diperoleh hasil analisa bahwa program dapat mengenal 
sebagian besar citra wajah yang diuji. Beberapa kesalahan pengenalan terjadi 
karena program kesulitan dalam membedakan bentuk wajah yang banyak 
kesamaannya. 
 
Kata Kunci:  Pengenalan Wajah, Principal Component Analys, Jaringan 
Syaraf Tiruan, Analisis Komponen Utama, Citra. 
 
 
1.  PENDAHULUAN 
Wajah atau muka adalah bagian depan 
dari kepala, pada manusia meliputi wilayah 
dari dahi hingga dagu, termasuk rambut, 
dahi, alis, mata, hidung, pipi, mulut, bibir, 
gigi, kulit, dan dagu. Wajah terutama diguna-
kan untuk ekspresi wajah, penampilan, serta 
identitas. Tidak ada satu wajah pun yang 
serupa mutlak, bahkan pada manusia kembar 
identik sekalipun. Oleh sebab itu dengan 
melihat wajah, manusia dapat mengenali 
atau mengidentifikasi seseorang dengan 
mudah.[1] 
Secara harfiah, citra (image) adalah 
gambar pada bidang dwimatra (dua dimen-
si). Ditinjau dari sudut pandang matematis, 
citra merupakan fungsi menerus (continue) 
dari intensitas cahaya pada bidang dua 
dimensi. Sumber cahaya menerangi objek, 
objek memantulkan kembali sebagian dari 
berkas cahaya tersebut. Pantuan cahaya ini 
ditangkap oleh alat-alat optik, misalnya mata 
pada manusia, kamera, pemindai (scanner), 
dan sebagainya, sehingga bayangan objek 
yang disebut citra tersebut terekam. 
Pengenalan wajah merupakan suatu 
pengenalan pola (pattern recognition) yang 
khusus untuk kasus wajah. Beberapa pende-
katan untuk pengenalan objek dan grafika 
komputer didasarkan secara langsung pada 
citra-citra tanpa penggunaan model tiga 
dimensi. Yang termasuk dalam kelompok ini 
antara lain: Analisis Komponen Utama 
(Principal Component Analysis–PCA), dan 
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jaringan syaraf tiruan. PCA adalah suatu me-
tode ekstraksi ciri atau kompresi data yang 
mampu mengidentifikasi ciri tertentu yang 
merupakan karakteristik suatu citra (dalam 
hal ini adalah wajah). 
Dalam tugas akhir ini dicoba pengga-
bungan dua metode untuk mengenali wajah 
manusia dalam beberapa ekspresi dan posisi, 
yaitu PCA dan jaringan syaraf tiruan peram-
batan-balik. Sehingga diperoleh kesimpulan 
tentang penggabungan dua metode tersebut 
sebagai sebuah metode pengenalan wajah. 
Tujuan yang ingin dicapai dalam tugas 
akhir ini adalah membuat program bantu pe-
ngenalan wajah manusia menggunakan anal 
isis komponen utama (PCA) dan untuk 
membuat software yang dapat mengiden-
tifikasi wajah seseorang berdasarkan eigen 
face yang dimiliki suatu image, dan diban-
dingkan dengan image yang menjadi training 
pada database. 
Terdapat beberapa algoritma tentang pe-
ngenalan wajah, salah satunya algoritma 
yang berdasarkan appearance based yang 
banyak digunakan dalam sistem pengenalan 
wajah, dan juga dikenal dengan metode 
eigenface. Pada metode ini setiap citra wajah 
dianggap sebagai suatu vector tunggal 
dengan cara menderetkan kolom-kolom pada 
citra wajah menjadi satu vektor yang 
panjang. Untuk mendapatkan eigenface yang 
akan berfungsi sebagai fitur, digunakan 
analisa komponen utama yaitu PCA  (Prin-
cipal Component Analysis). PCA digunakan 
untuk mendapatkan vektor-vektor atau dise-
but juga sebagai principal component yang 
dapat memberikan informasi tentang varian 
maksimum database wajah. Pemakaian algo-
ritma PCA ini proses pengenalannya meng-
gunakan metode pengukuran jarak, diantara-
nya: Pendekatan PCA, Perhitungan PCA, 
Klasifikasi Identitas. 
Dalam pengenalan wajah terdapat dua 
masalah penting diantaranya pemodelan citra 
wajah (face representation) yang terdiri dari 
feature based dan holistic based, dan proses 
pencocokan (matching). Kedua masalah ini 
dalam pengenalan wajah juga dipengaruhi 
oleh kendala PIE (Pose, Illumination, 
Expression) yang menyebabkan algoritma 
pengenalan wajah tidak bekerja secara 
optimal. Spesifikasi system pengenalan 
wajah[9] diantaranya Identifikasi, Recog-
nition, dan Categorization. Berdasarkan ke-
sepakatan pada masing-masing algoritma 
yang ada, wajah akan diproses untuk 
mengurangi variasi citra seperti iluminasi 
dan pengenalan nama citra tersebut. Proses 
normalisasi dilakukan untuk menambah atau 
memperbaiki akurasi dari sebuah citra. 
Pengaruh pencahayaan dibagi menjadi tiga 
yaitu model pantulan, colour constancy, dan 
histogram equalization. 
Principal Component Analysis (PCA) 
adalah teknik reduksi dimensi yang umum 
digunakan pada aplikasi pemrosesan citra. 
PCA adalah suatu ekstraksi fitur dan teknik 
reduksi dimensi yang optimal jika dipandang 
dari sudut pandang teori informasi. Ide 
dasarnya adalah menentukan komponen uta-
ma dari serangkaian citra yang mengumpul 
membentuk suatu arah menurut varian 
maksimumnya. Maka dimensidimensi yang 
berkontribusi tersebutlah yang dipertahankan 
dan sisanya disingkirkan untuk tahap 
pemrosesan berikutnya.[2] 
Penggunaan algoritma PCA untuk 
mereduksi dimensi yang tinggi ke dimensi 
yang lebih rendah sehingga lebih mudah 
dalam penghitungannya. Pengenalan wajah 
pada intinya adalah pencocokan dua wajah 
dimana wajah yang satu merupakan wajah 
yang telah dilatih dan ditempatkan didalam 
database kemudian dibandingkan dengan 
citra wajah tes atau citra wajah baru. Pen-
cocokan tersebut salah satunya dengan 
menggunakan metode pengukuran jarak. 
Pada dasarnya pengukuran jarak digunakan 
untuk menghitung perbedaan antara dua 
vector citra dalam eigenspace. Setelah citra 
wajah diproyeksikan ke dalam space wajah, 
tugas selanjutnya adalah menentukan citra 
wajah yang mana yang paling mirip dengan 
citra dalam database. Ada banyak cara dalam 
mengukur tingkat kesamaan dan jarak. 
Diantaranya jarak Euclidean, Manhattan, 
Mahalanobis, Correlation, Angle-based, 
Squarred Euclidean. Dan pada akhirnya 
akan dibandingkan jarak manakah yang 
memiliki tingkat kecocokan paling tinggi. 
 
2.  METODOLOGI / LANDASAN 
2.1  Pendekatan PCA 
Di tahun 1933, Hotelling mengajukan 
sebuah teknik untuk mengurangi dimensi 
sebuah ruang yang direpresentasikan oleh 
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variabel statistik x1, x2, . . . ., xn, dimana 
variable tersebut biasanya saling berkorelasi 
satu dengan yang lain. Selanjutnya Hotelling 
menyebut metode tersebut sebagai Principal 
Component Analysis (PCA) atau kadang juga 
Transformasi Hotelling atau disebut juga 
Transformasi Karhunen-Loeve [Prasetyo dan 
Rahmatun, 2008]. 
Transformasi Karhunen-Loeve banyak 
digunakan untuk memproyeksikan atau 
mengubah suatu kumpulan data berukuran 
besar menjadi bentuk representasi data lain 
dengan ukuran yang lebih kecil. Transfor-
masi Karhunen-Loeve terhadap sebuah ruang 
data yang besar akan menghasilkan sejumlah 
vektor basis ortonormal ke dalam bentuk 
kumpulan vektor eigen dari suatu matriks 
kovarian tertentu, yang dapat secara optimal 
merepresentasikan distribusi data. 
Pengenalan wajah dengan pendekatan 
Eigenface dapat digolongkan dalam suatu 
metoda appearance-based, ini dikarenakan 
pengenalan wajah eigenface menggunakan 
informasi mentah dari pixel citra yang kemu-
dian direpresentasikan dalam metode tertentu  
(misalnya Principal Component Analysis 
(PCA), transformasi wavelet, dll) yang selan-
jutnya digunakan untuk pelatihan dan 
klasifikasi indentitas citra. Ide dari metode 
ini adalah memproyeksikan sebuah wajah 
yang merupakan sebuah citra dapat dilihat 
sebagai sebuah vektor. 
Metode PCA yang juga dikenal dengan 
nama Karhunen-Loeve transformation 
(KLT), sudah dikenal sejak 30 tahun lalu da-
lam dunia pengenalan pola. PCA 
memberikan transformasi ortogonal yang 
disebut dengan ‘eigenimage‘ yang mana 
sebuah image direpresentasikan kedalam 
bentuk proyeksi linier searah dengan 
eigenimage yang bersesuaian dengan nilai 
eigen terbesar dari matrix covariance. Secara 
praktis matrix covariance ini dibangun dari 
sekumpulan image training yang diambil dari 
berbagai obyek/kelas. 
Pengenalan citra wajah dengan metode 
Eigenface dilakukan berdasarkan pada pe-
ngurangan dimensi ruang wajah dengan 
menggunakan Principal Component Analysis  
(PCA) untuk memperoleh ciri wajah. Tujuan 
utama penggunaan metode PCA pada penge-
nalan wajah dengan menggunakan eigen-
faces adalah membentuk (ruang wajah) 
dengan cara mencari vektor eigen yang ber-
koresponden dengan nilai eigen terbesar dari 
citra wajah. Vektor eigen ini menyatakan 
posisi dari Principal Component dalam suatu 
ruang dimensi n. Sebelum mengaplikasikan 
metode PCA dalam hal ini mereduksi 
dimensi dari vektor fitur yang ada maka nilai 
eigen dari citra wajah yang ada perlu 
diurutkan terlebih dahulu sehingga nantinya 
didapat nilai eigen yang tereduksi yang 
diinginkan. [3] 
 
2.2  Perhitungan PCA 
Konstruksi eigenface adalah pembuatan 
suatu set eigenface dari set gambar training 
dengan menggunakan perhitungan Principal 
Component Analysis (PCA). Perhitungan 
PCA dapat dilakukan dengan langkah-
langkah sebagai berikut: [9] 
1. Mengambil satu set gambar training dan 
kemudian mentransformasikan setiap 
gambar tersebut menjadi vektor kolom, 
sehingga akan didapat satu matriks yang 
tiap kolomnya mewakili gambar yang 
berbeda, face space . Misalkan terdapat: 
m = jumlah sample wajah 
n = ukuran tinggi = ukuran lebar citra 
wajah 
 
2. Membentuk average face , yaitu nilai 
rata-rata dari seluruh gambar wajah 
pada training set, dan mengurangi 
seluruh gambar pada training set 
terhadap average face untuk mencari 
nilai deviasinya ; 
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3. Menghitung matriks kovarian , yaitu 
dengan melakukan operasi perkalian 
transpose dari training set. 
4. Menghitung nilai eigen dan vektor eigen 
dari matriks kovarian. 
5. Mengurutkan vektor eigen berdasarkan 
dengan besarya nilai eigen masing-
masing vektor. 
6. Menghitung matriks proyeksi PCA 
(Wpca) yaitu dengan mereduksi 
banyaknya vektor eigen menjadi M’ 
vektor eigen (eigenfaces) dengan nilai 
M’ < M << N2. 
7. Menghitung bobot eigenface pada citra 
training yaitu dengan cara mengalikan 
matrik vektor eigen transpose dengan 
matrik beda yang hasilnya merupakan 
reprentasi bobot dari variasi wajah. 
8. Hitung nilai tresholdnya/toleransi tole-
ransi.[8] 
 
2.3  Klasifikasi Identitas 
Klasifikasi identitas yang dligunakan 
adalah dengan membandingkan bobot dari 
masingmasing eigenface pada gambar wajah 
pada training set dan gambar wajah masukan 
dengan menghitung jarak Eucidiannya. 
Langkah-langkah klasifikasi identitas adalah 
sebagai berikut: 
1. Konversi citra wajah yang diuji dengan 
ukuran ke dalam bentuk vektor kolom. 
2. Normalisasi citra wajah masukan 
terhadap citra training dengan cara 
mencari nilai matriks beda dengan 
mengurangkan dengan nilai rata-rata 
training set. 
3. Menghitung bobot eigenface pada citra 
masukan dengan cara mengalikan 
matrik vektor eigen transpose dengan 
matrik yang hasilnya matriks. 
4. Menghitung jarak perbedaan antara citra 
input dengan citra wajah yang di 
database (citra training) dengan 
menggunakan Euclidian minimum 
 
Mencari dan membandingkan jarak 
minimum dengan satu nilai batas ( ). Sebuah 
citra dikatakan wajah jika jarak minimumnya 
lebih kecil dari nilai batas yang diterapkan / 
diberikan. Semakin kecil jarak minimum 
yang diperoleh semakin besar kesamaan 
(similarity) gambar masukan dengan 
pasangan gambar pada training set. Nilai 
batas toleransi bisa diperoleh dari hasil 
percobaan-percobaan hingga ditemukan hasil 
yang memuaskan atau bisa gunakan persa-
maan no. 8 pada perhitungan PCA. 
 
2.4 Analisis Komponen Utama (Principal 
Components Analysis-PCA) 
 
Gambar 2. Formasi Vektor Wajah dari Gambar Wajah 
 
Sebuah wajah, yang merupakan sebuah 
gambar, dapat dilihat sebagai sebuah vektor. 
Jika panjang dan  lebar dari gambar tersebut 
adalah w dan h piksel maka jumlah 
komponen dari vektor ini adalah w * h. 
Setiap piksel dikodekan oleh satu komponen 
vektor. 
Algoritma PCA adalah sebagai berikut: 
1. Sebelum PCA dapat dilakukan, 
dilakukan lexicographical ordering 
untuk setiap wajah yang akan dilatihkan 
dimana kolom yang satu diletakkan 
disamping kolom yang lain sehingga 
membentuk vektor wajah yang 
merupakan vektor kolom. Vektor - 
vektor wajah tersebut disusun 
sedemikian rupa sehingga membentuk 
suatu matriks X dengan orde n x m, 
dimana n adalah banyak nya jumlah 
piksel (w * h) dan m adalah banyak nya 
gambar wajah. Matriks inilah yang akan 
digunakan sebagai masukan bagi PCA. 
2. Hitung rata-rata (mean) setiap baris dari 
matriks besar tersebut, lalu kurangi 
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semua nilai di setiap baris dengan rata-
rata tersebut. 
3. Membuat matriks kovarian L, 
L = Xt * X ....................................... (1) 
4. Mencari nilai eigen (E) dan vektor 
eigen (C) dari matriks kovarian L. 
Mengurutkan nilai-nilai eigen dan 
vektor eigen dari yang terbesar sampai 
yang terkecil, lalu pilihlah vektor eigen 
yang berkorespondensi dengan nilai 
eigen yang sudah diurutkan tersebut (di 
sinilah tahap reduksi dimensi 
sebenarnya berada, dengan memilih 
vektor eigen tersebut, kita tidak perlu 
menggunakan seluruh dimensi data 
yang ada, dan biasanya berkurang 
cukup drastis). 
5. Mencari komponen utama (principal 
component) P, yaitu vektor eigen dari 
matriks (X * Xt) dengan menggunakan 
vektor eigen dari matriks (Xt *X), 
P = X * C ........................................... (2) 
6. Menghitung komponen utama citra-citra 
latihY, 
Y = Pt * X ......................................... (3) 
 
Hasil transformasi ini merupakan 
gambar wajah yang telah direduksi menjadi 
beberapa variable yang diperlukan saja yang 
akan dimasukkan ke jaringan syaraf 
tiruan.[4] 
 
2.5  Jaringan Syaraf Tiruan 
 
Gambar 3. Model Sel Syaraf Manusia 
 
 
Gambar 4. Jaringan Syaraf Tiruan dengan 3 Lapisan. 
 
2.6  Perambatan-balik (Backpropagation) 
Proses pelatihan perambatan balik meli-
puti tiga tahap, yaitu: prosedur umpan maju, 
perhitungan serta perambatan balik kesa-
lahan, dan penyesuainan bobot. 
Algoritma perambatan balik diuraikan 
dalam langkah-langkah atau alur prosedur 
sebagai berikut. 
1. Setiap unit masukan (Xn, n = 1, …, n) 
menerima sinyal-sinyal masukan xn dan 
mengirimkan sinyal-sinyal ini ke unit-
unit selanjutnya (unit-unit tersembunyi). 
2. Setiap unit tersembunyi (Ih, h = 1, …, h) 
menjumlahkan sinyal-sinyal 
terbobotnya: 
 
 
Kemudian menerapkan fungsi 
aktifasinya untuk menghitung sinyal 
keluarannya: 
 Ih= f (i_inh)  
Lalu mengirimkannya pada semua unit 
lapis lapis keluaran. 
3. Setiap unit keluaran (Ok, k = 1, …, k) 
menjumlahkan sinyal masukan 
terbobotnya: 
 
 
      Kemudian menerapkan fungsi 
aktifasi untuk menghitung sinyal 
keluarannya: 
       ok = f (o_ink)  
Perhitungan dan perambatan balik 
kesalahan 
4. Pada setiap unit keluaran (Ok, k = 1,…, 
k) menerima sebuah pola keluaran 
target yang berhubungan dengan pola 
masukan pelatihan, untuk menghitung 
informasi kesalahannya, 
  
Lalu dihitung besar koreksi bobotnya 
(untuk memperbaiki wkh). 
  
Selanjutnya dihitung besar koreksi 
biasnya (yang akan digunakan untuk 
memperbaiki θkh). 
  
dan mengirimkan  ke unit-unit lapis 
tersembunyi. 
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5. Pada setiap unit tersembunyi (Ih, h = 1, 
…, h) masukan deltanya (dari unit-unit 
lapis keluaran) dijumlahkan. 
 
 
Kemudian hasil ini akan digunakan 
untuk menghitung besar informasi    
kesalahannya, 
  
  
Lalu dihitung besar koreksi bobotnya 
(untuk memperbaiki whn), 
   
Dan dihitung koreksi biasnya (untuk 
memperbaiki θhn), 
 
 
Perbaikan bobot dan bias 
6. Masing-masing unit keluaran Ok, (k = 1, 
…, k) diperbaiki bobot dan biasnya. 
 
 
 
  
7. Masing-masing unit tersembunyi (Ih, h 
= 1, …, h) diperbaiki bobot dan biasnya. 
 
 
 
 
 
8. Proses berhenti pada saat koreksi 
kesalahan mencapai minimum. 
 
Konvergen akan lebih cepat dicapai bila 
menggunakan penambahan metode 
momentum untuk perbaikan bobot. 
Perumusan bobot unit keluaran perambatan 
balik dengan momentum terlihat dalam 
persamaan berikut. 
 
 
atau, 
 
 
perbaikan pada unit tersembunyi: 
 
 
atau, 
 
 
Setelah pelatihan, sebuah JST 
perambatan-balik hanya menggunakan tahap 
umpan-maju untuk prosedur pengenalan. 
Hasil perhitungan aktivasi Yk dari proses 
umpan-maju pengenalan merupakan 
keluaran akhir jaringan. Untuk inisialisasi 
bobot awalnya digunakan bobot-bobot hasil 
pelatihan. [5] 
3. ANALISIS DAN PERANCANGAN 
SISTEM 
3.1 Perancangan Sistem dan Perangkat 
Lunak 
a. Proses PCA 
 
 
 
 
Gambar 5. Diagram Alur Proses PCA 
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b. Proses JST 
 
Gambar 6. Diagram Alur Proses JST 
 
c. Proses Pengenalan Wajah 
 
 
 
Gambar 7. Diagram Alur Proses Pengenalan Wajah 
 
3.2 Perancangan Sistem dan Perangkat 
Lunak 
a. Langkah-langkah Pengujian 
Selanjutnya penulis akan membahas 
hasil penelitian Pengenalan Wajah Manusia 
Menggunakan Analisis Komponen Utama 
(PCA) dan Jaringan Syaraf Tiruan Peram-
batan Balik, yang dibagi dalam beberapa 
jenis penelitian, yaitu: 
1. Pengaruh jumlah citra latih terhadap 
hasil pengenalan wajah; 
2. Pengaruh jumlah komponen utama yang 
digunakan untuk pelatihan terhadap 
hasil pengenalan; 
3. Pengaruh parameter JST pada pelatihan; 
4. Pengujian menggunakan data hasil 
pengambilan menggunakan kamera 
digital; 
5. Pengujian menggunakan citra uji luar 
berupa wajah dan citra uji luar bukan 
wajah (citra hewan). [6] 
 
b. Citra dalam Pengujian 
Citra wajah yang digunakan dalam 
pengujian sistem merupakan citra hasil 
unduh dari internet. Citra tersebut terdiri dari 
kumpulan citra wajah dari Olivetti Research 
Laboratory (ORL) di Cambridge, Inggris 
yang diambil antara April 1992 dan April 
1994 dan citra bukan wajah (citra hewan). 
Dari 40 orang diambil 15 orang secara acak. 
Kemudian diambil 4 citra dari masing-ma-
sing orang untuk dimasukkan ke dalam ber-
kas data latih, dan 4 citra lainya dimasukkan 
ke dalam berkas data uji. Sehingga jumlah 
keseluruhan data latih dan data uji masing-
masing adalah 60 citra. Selain citra wajah 
hasil unduh dari internet, adapula citra wajah 
yang diambil sendiri dengan menggunakan 
kamera digital (Olympus) 8 mega piksel. 
Seluruh citra tersebut berukuran 46 x 56 
piksel, dengan tipe aras keabuan. 
 
c. Pengujian Pengaruh Jumlah Citra Latih 
Pada pengujian ini menggunakan data 
hasil unduh dari internet, dan parameter-
parameter JST menggunakan pengaturan 
default yaitu: 
Hiden Layer ke-1  = 8 
Jumlah Iterasi  = 3000 
Target Error  = 0,0001 
Learning Rate  = 0,75 
Momentum  = 0,25 
Hasil pengujian diuraikan sebagai 
berikut: 
1. Pengujian menggunakan 1 citra latih 
menghasilkan 45 kesalahan pengenalan 
dari 60 pengujian. 
2. Pengujian menggunakan 2 citra latih 
menghasilkan 38 kesalahan pengenalan 
dari 60 pengujian. 
3. Pengujian menggunakan 3 citra latih 
menghasilkan 33 kesalahan pengenalan 
dari 60 pengujian. 
4. Pengujian menggunakan 4 citra latih 
menghasilkan 9 kesalahan pengenalan 
dari 60 pengujian. 
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d. Pengujian Pengaruh Jumlah Komponen 
Utama 
Pengujian pengaruh jumlah komponen 
utama terhadap hasil pengenalan ini 
menghasilkan data-data sebagai berikut. 
1. Pengujian menggunakan 60 komponen 
utama menghasilkan 9 kesalahan 
pengenalan dari 60 pengujian. 
2. Pengujian menggunakan 8 komponen 
utama menghasilkan 9 kesalahan 
pengenalan dari 60 pengujian. 
3. Pengujian menggunakan 7 komponen 
utama menghasilkan 9 kesalahan 
pengenalan dari 60 pengujian. 
4. Pengujian menggunakan 6 komponen 
utama menghasilkan 12 kesalahan 
pengenalan dari 60 pengujian 
 
e. Pengujian Pengaruh Parameter JST 
Pada Pelatihan 
Proses pengujian pada pelatihan ini 
dilakukan dengan mencari konfigurasi ter-
baik dengan cara mengubah learning rate, 
momentum, dan jumlah neuron secara coba-
coba (trial and error). Penentuan jumlah 
neuron, learning rate, momentum, target 
error, dan jumlah iterasi adalah hal ter-
penting dalam menentukan arsitektur dan 
parameter terbaik bagi jaringan syaraf tiruan 
pada proses pelatihan sehingga diharapkan 
proses pelatihan berlangsung dengan cepat 
dan kovergen untuk mencapai target error 
tertentu. 
Setelah melakukan percobaan dengan 
cara mengubah-ubah parameter JST yang 
telah disebutkan diatas secara coba-coba, 
diperoleh hasil terbaik pengenalan dengan 
parameter JST sebagai berikut: 
Hiden Layer ke-1  = 8 
Jumlah Iterasi  = 3000 
Target Error  = 0,001 
Learning Rate  = 0,75 
Momentum  = 0,25 
Pada pengujian ini menggunakan 10 
komponen utama dari 4 buah citra latih. 
Hasil pengujian diperoleh 6 kesalahan pe-
ngenalan dari 60 pengujian, dengan persen-
tase tingkat keberhasilan pengenalan adalah 
90%.[7] 
 
 
 
f. Pengujian Menggunakan Data Hasil 
Pengambilan Menggunakan Kamera 
Digital 
Pada pengujian ini baik PCA maupun 
JST menggunakan setingan terbaik yang 
diperoleh pada pengujian-pengujian sebe-
lumnya, dengan harapan setingan terbaik 
tersebut juga merupakan setingan terbaik 
pada pengujian ini. 
 
Gambar 8. Contoh Citra Wajah Pada Pengujian 
 
Jumlah kesalahan pengenalan pada 
pengujian ini adalah 2 buah dari 60 peng-
ujian, dengan persentase tingkat keberhasilan 
pengenalan adalah 96,67 %. 
 
g. Pengujian Menggunakan Citra Uji Luar 
Berupa Wajah dan Citra Uji Luar 
Bukan Wajah (Citra Hewan) 
 
 
(a) 
 
 
(b) 
 
Gambar 9. Contoh Citra Wajah (a) dan Citra Hewan 
(b) pada Pengujian 
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Jumlah kesalahan pengenalan pada 
pengujian ini adalah 1 buah dari 60 peng-
ujian, dengan persentase tingkat keberhasilan 
pengenalan adalah 98,33 %. Satu kesalahan 
pengenalan tersebut terjadi pada pengujian 
menggunakan citra uji luar berupa wajah, 
sedangkan pengujian menggunakan citra uji 
luar bukan wajah tidak menghasilkan 
kesalahan pengenalan. [8] 
 
4.  KESIMPULAN 
Berdasarkan proses yang telah dila-
kukan pada tugas akhir ini, mulai dari 
perancangan sampai pengujian dan analisis 
sistem, dapat disimpulkan beberapa hal, 
antara lain: 
1. Penggabungan dua metode yaitu 
analisis komponen utama (PCA) dan 
jaringan syaraf tiruan perambatan-balik 
yang diterapkan dalam system 
pengenalan wajah memberikan hasil 
yang sangat baik. Hal ini ditunjukkan 
dengan tingkat pengenalan selama 
pengujian, yaitu dengan tingkat 
pengenalan rata-rata 85 %; 
2. Jumlah citra latih yang digunakan pada 
penelitian ini berbanding lurus dengan 
kinerja system pengenalan wajah, 
artinya semakin banyak citra latih yang 
digunakan untuk pelatihan, hasil 
pengenalannya akan semakin baik; 
3. Vektor ciri keluaran dari PCA dapat 
dikurangi jumlah komponen utamanya 
sampai pada jumlah tertentu (dalam 
penelitian ini sampai dengan 7 
komponen utama masih bisa 
memberikan hasil pengenalan yang 
sama baiknya dengan menggunakan 
semua komponen utama, yaitu 60 
komponen utama). Hasil ini lebih baik 
jika dibandingkan dengan penelitian 
dari Wibowo, yang mana pengurangan 
komponen utamanya hanya sampai 30 
komponen utama; 
4. Tingkat keberhasilan sistem terbaik 
menggunakan data dari Olivetti Re-
search Laboratory (ORL) adalah men-
capai 90 %; tingkat keberhasilan system 
terbaik menggunakan data hasil peng-
ambilan menggunakan kamera digital 
(Olympus) 8 mega piksel adalah 96,67 
%. Sedangkan pada penelitian Wibowo 
pengambilan data menggunakan media 
kamera digital yang terpasang pada 
telepon genggam Nokia seri 6600 dan 
hasil unduh dari internet, dan tingkat 
keberhasilan pe-ngenalannya selama 
pelatihan yaitu 95 %. 
5. Hasil pengujian menggunakan data hasil 
pengambilan dengan kamera digital me-
nunjukkan hasil lebih baik jika diban-
dingkan dengan penelitian Wibowo, 
sebab citra-citra diambil dengan tidak 
memperhatikan tingkat pencahayaan 
(siang ataupun malam hari), tempat 
pengambilan dan bayangan wajah yang 
timbul akibat efek pencahayaan yang 
kurang baik. Selain itu tingkat variasi 
citra yang lebih banyak (ekspresi, 
posisi, dan aksesoris wajah), sedangkan 
pada penelitian Wibowo citra wajah 
yang digunakan adalah citra wajah lurus 
tampak depan dan mendapat tingkat 
pencahayaan yang sama. 
6. Pelatihan untuk mendapatkan tingkat 
akurasi dalam pengenalan dengan 
jaringan syaraf tiruan perambatan-balik 
yang terbaik adalah sebagai berikut. 
a. Hiden layer ke-1  = 8 
b. Jumlah iterasi   = 3000 
c. Target galat   = 0,001 
d. Laju pembelajaran  = 0,75 
e. Momentum   = 0,25 
7. Secara umum penggabungan dua 
metode yaitu analisis komponen utama 
(PCA) dan jaringan syaraf tiruan 
perambatan-balik yang diterapkan 
dalam sistem pengenalan wajah lebih 
baik jika dibandingkan dengan hanya 
memakai metode analisis komponen 
utama (PCA) saja. 
 
DAFTAR PUSTAKA 
 
[1] Arymurthy, A. Murni. dan S. Se-tiawan, 
Pengantar Pengolahan Citra, Elex 
Media Komputindo, Jakarta, 1992. 
 
[2] Gunadi, K. dan Sonny R.P., Pembuatan 
Perangkat Lunak Penge-nalan Wajah 
Menggunakan Principal Component 
Analysis. Fakultas Teknologi Industri, 
Jurusan Teknik Informatika, Universitas 
Kristen Petra. 
 
Jurnal Teknik: Universitas Muhammadiyah Tangerang, 
Vol. 6, No. 1,  Januari – Juni, Tahun 2017 
ISSN: 2549-5038 
 
 
M. Lutfi Aksani 49  
  
[3] Wibowo, B.B., Pengenalan Wajah 
Menggunakan Analisis Komponen Uta-
ma (Principal Components Analysis), 
Tugas Akhir Mahasiswa S-1 Teknik 
Elektro Universitas Diponegoro, Sema-
rang, 2005.  
 
[4] Gunadi, K. dan Sonny R.P., Pem-
buatan Perangkat Lunak Penge-nalan 
Wajah Menggunakan Principal Compo-
nent Analysis. Fakultas Teknologi 
Industri, Jurusan Teknik Informatika, 
Universitas Kristen Petra. 
 
[5] Herlambang, Y., Aplikasi Jaringan 
Saraf Tiruan Pada Deteksi Wajah, 
Tugas Akhir Mahasiswa S-1 Teknik 
Elektro Universitas Diponegoro, Sema-
rang, 2004. 
 
[6] Kristanto, A., Jaringan Syaraf Tiruan 
(Konsep Dasar,Algoritma, dan Apli-
kasi), Gava Media, Yogyakarta, 2004. 
 
[7] Siang, J.J., Jaringan Syaraf Tiruan dan 
Pemogramannya menggunakan Matlab, 
ANDI, Yogyakarta, 2005. 
 
[8] K. Etemad and R. Chellappa, "Discri-
minant Analysis for Recognition of 
Human Face Images," Journal of 
Optical Society of America A, pp. 
1724-1733, Aug. 1997. 
 
[9] PCA Based Face Recognition System, 
http://www.mathworks.com/matlabcentr
al/file exchange/17032, Desember 2012. 
 
 
