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vAbstract
The environment of galaxies is known to influence their evolution via a wide range of
processes, such as tidal interactions, ram-pressure stripping, or galaxy harassment. How-
ever, the exact interconnectivity between the large scale environment-driven mechanisms
and the other internal processes (starburst, star formation quenching, nuclear activity,
and both outflows and inflows) remains poorly understood. This thesis describes the use
of the WiFeS and MUSE integral field spectrographs to study gas flows and star forma-
tion activity inside two members of compact groups of galaxies: HCG 16c and HCG 91c.
In particular, WiFeS and MUSE are used to resolve scales of ≤ 1 kpc at the distances of
HCG 16c and HCG 91c - the size of giant molecular clouds and H II regions - in an effort
to tie the environment to its impact within the disks of the galaxies.
HCG 16c is found to host an asymmetric, bipolar, rotating galactic wind, powered by
a nuclear starburst. Emission line ratio diagnostics indicate that photoionization is the
dominant excitation mechanism at the base of the wind. The asymmetry of the wind is
likely caused by one of the two lobes of the wind-blown bubble bursting out of its H I
envelope. The characteristics of the wind suggest that it is caught early (a few Myr) in
the wind evolution sequence. The wind is also quite different to the galactic wind in the
partner galaxy HCG 16d which contains a symmetric, shock-excited wind. Given that
both galaxies have (likely) similar interaction histories, the different wind characteristics
must be a consequence of the intrinsic properties of HCG 16c and HCG 16d.
In HCG 91c, WiFeS and MUSE reveal H II regions with kinematic and abundance off-
sets in this otherwise unremarkable star-forming spiral. Specifically, at least three H II
regions harbor an oxygen abundance ∼ 0.15 dex lower than expected from their imme-
diate surroundings and from the overall abundance gradient present in the disk of this
galaxy. The same star forming regions are also associated with a small kinematic offset in
the form of a lag of 5-10 km s−1 with respect to the local circular rotation of the gas. H I
observations of HCG 91 from the VLA and broadband optical images from Pan-STARRS
suggest that HCG 91c is caught early in its interaction with the compact group HCG 91.
Altogether, evidence point towards infalling and collapsing extra-planar halo gas clouds
at the disk-halo interface of the galaxy. As such, HCG 91c provides evidence that some of
the perturbations possibly associated with the early phase of galaxy evolution in compact
groups impact the star forming disk locally, and on sub-kpc scales.
Finally, this thesis also describes a series of new tools developed for the processing, ana-
lysis and visualization of these integral field spectroscopy datasets. These comprise a
new data reduction pipeline for the WiFeS instrument, interactive PDF & HTML docu-
ments for multi-dimensional data visualization and publication, 3-D printing of astro-
physical datasets, the pyqz code to derive oxygen abundances & ionization parameters
from strong emission line ratios, and 3-D line ratio diagnostic diagrams.
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1CHAPTER 1
Introduction
It’s a dangerous business, Frodo, going out of your door. You
step into the Road, and if you don’t keep your feet, there is no
knowing where you might be swept off to.
– J.R.R. Tolkien, The Lord of the Rings
Parts of this chapter have been previously published in “Galaxy Interactions in Compact Groups I: The
Galactic Winds of HCG16”, Vogt, F. P. A., Dopita, M. A., Kewley, L. J., ApJ, 768, 151 (2013) and
“Galaxy Interactions in Compact Groups II: abundance and kinematic anomalies in HCG91c”, Vogt,
F. P. A., Dopita, M. A., Borthakur, S., Verdes-Montenegro, L., Heckman, T. M., Yun, M. S., Chambers,
K. C., MNRAS, 450, 2593 (2015). The text is presented here in expanded and updated form.
2 Introduction
1.1. Galaxies and the impact of their environment
Galaxies - at least in the low redshift Universe - can be broadly separated into two dis-
tinct categories. Some are disk-shaped, gas-rich, have an organized gaseous and stellar
rotation around their center of mass, and are actively forming stars. Others are gas-poor,
have a spheroid or ellipsoid stellar structure, and host little to no star formation activity.
Two representative examples, the spiral galaxy M83 and the giant elliptical galaxy NGC
1132, are shown in Figure 1.1. As a star forming spiral galaxy, M83 is highly structured,
with large-scale spiral arms, a central bar, localised star forming regions (in pink/red),
dust lanes (in dark-brown) and young stellar clusters (in blue). By comparison, the el-
liptical galaxy NGC 1132 only displays a smooth and featureless brightness gradient in
the stellar light from its core to its outskirts.
Reality is, of course, somewhat more complex than this simple picture. Galaxies exist
in a very wide variety of forms, either as a consequence of their intrinsic evolution, or
following their interaction with other galaxies and their environment. Nowadays known
as Hubble’s sequence, the morphological classification scheme proposed by Hubble (1926)
encompasses a range of specific galaxy characteristics (e.g. the presence or absence of a
bar in spiral systems, or the elongation of elliptical systems). This classification scheme
is still widely-used today to classify galaxies based on their morphology. In fact, as-
tronomers often refer to elliptical galaxies as early-type systems and to spiral galaxies
as late-type systems following the original nomenclature of Hubble (1926). One should
however not interpret these terms as a temporal evolutionary sequence. As Hubble (1926)
clearly states in a footnote on page 326:
“Early” and “late”, in spite of their temporal connotations, appear to be the
most convenient adjectives available for describing relative positions in the se-
quence. This sequence of structural forms is an observed phenomenon. As will
be shown later in the discussion, it exhibits a smooth progression in nuclear lu-
minosity, surface brightness, degree of flattening, major diameters, resolution, and
complexity. An antithetical pair of adjectives denoting relative positions in the
sequence is desirable for many reasons, but none of the progressive characteristics
are well adapted for the purpose. Terms which apply to series in general are avail-
able, however, and of these “early”’ and “late” are the most suitable. They can be
assumed to express progression from simple to complex forms.
An accepted precedent for this usage is found in the series of stellar spectral types.
There also the progression is assumed to be from the simple to the complex, and
in view of the great convenience of the terms “early” and “late”, the temporal
connotations, after a full consideration of their possible consequences, have been
deliberately disregarded.
A point that was further emphasized by Hubble (1927).
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3′=9.5kpc
30″=13kpc
Figure 1.1 Top: the spiral galaxy M83, from a combination of images from the Wide Field Camera 3 (WFC3)
onboard the Hubble Space Telescope (with the U, B, V, Stromgren y, V, Hα and I filters) and ground-based
observations from the Magellan Telescope (with the B, V, I and Hα filters). Bottom: the giant elliptical galaxy
NGC 1132, observed with the Advanced Camera for Survey (ACS) onboard the Hubble Space Telescope. The
colour image is a combination of optical (green) and near-IR observations. Credits: [M83] NASA, ESA, and
the Hubble Heritage Team (STScI/AURA), W. Blair (STScI/JHU), Carnegie Institution of Washington (Las
Campanas Observatory), and NOAO; [NGC 1132] NASA, ESA, and the Hubble Heritage (STScI/AURA)-
ESA/Hubble Collaboration, M. West (ESO, Chile).
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Hubble’s classification was devised from the observations of low redshift galaxies, and
the morphology (and distribution thereof) of high-redshift (i.e. high-z) systems - includ-
ing those of the first generation of galaxies - remains an active field of research. Indeed,
the large distances of high-z galaxies and their small sizes (on-sky) make them challen-
ging targets for astronomers. Besides typical morphologies contained within Hubble’s
sequence, several systems with an apparent clumpy morphology have been observed in
the 1 < z < 3 redshift range in recent years (e.g. Förster Schreiber et al. 2009; Wisnioski
et al. 2011). The exact origin of such systems, which may offer clues on the mechanism(s)
responsible for galaxy formation, remains unclear.
While the morphology of galaxies has been used by astronomers as a mean of classific-
ation from even before their identification as extragalactic objects (see e.g Hubble 1922,
and references therein), other more fundamental but less directly accessible observables,
such as the color or kinematic signature, offer better means to characterize and decipher
the physical mechanisms at play in these systems. In the low redshift Universe for ex-
ample, large surveys such as the Sloan Digital Sky Survey (SDSS; York et al. 2000) have
revealed that in color space, galaxies display a bimodal distribution (Strateva et al. 2001;
Baldry et al. 2004; Gavazzi et al. 2010). In the color-color and color-magnitude diagrams,
the two distinct clumps of galaxies are usually referred to as the Blue Cloud and the Red
Sequence, while the space in-between has come to be known as the Green Valley. It has
been suggested that the Green Valley is inhabited (at least in part) by galaxies transition-
ing from star forming late-type systems to red and dead early-type systems (Baldry et al.
2004). However, it has also been suggested that some galaxies present in the Green Val-
ley are regular late-type, star forming systems subject to large reddening effects that have
not properly been accounted for (Brammer et al. 2009). Detailed morphological analysis
of galaxies in the Blue Cloud have revealed that they are predominantly disk-like, while
early-type galaxies are primarily present in the Red Sequence.
The integrated optical color of a galaxy is mostly dependent on the underlying stellar
population and the amount of reddening. Reddening is linked to the amount of dust
in the system, and predominantly affects shorter wavelengths. Indeed, an object ap-
pears redder when seen through a dust screen, as interstellar dust predominantly scatters
shorter (bluer) wavelengths. The stellar population of a galaxy on the other hand is a dir-
ect consequence of the star formation history of the galaxy. Assuming that the reddening
can be appropriately accounted for - which is not an easy task - the color of a galaxy can
be used as a proxy for the integrated star formation activity in the system. More massive
stars are hotter and bluer, but they also consume their fuel the faster and end their lives
more rapidly than less massive stars. Hence, a blue galaxy indicates the presence of young
stars - a sign of ongoing and/or very recent star formation, while red galaxies only con-
tain older stellar systems so that star formation activity must have stopped some time
ago.
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It is well known that galaxy colors and morphologies also correlate with the type of
environments a galaxy resides in (Hubble & Humason 1931; Dressler 1980; Postman &
Geller 1984; Butcher & Oemler 1984; Dressler et al. 1997; Pimbblet et al. 2002; Lewis
et al. 2002; Kauffmann et al. 2004; Baldry et al. 2006). Namely, blue star forming disks
are predominantly found in isolation and low-density environments, while redder early-
type systems are primarily found within dense environments, such as galaxy groups and
galaxy clusters. These dense environments, containing from a hand-full up to hundreds
of gravitationally-bound galaxies in the case of clusters, are built up as nearby galaxies
in less dense environments fall deeper within the dominant potential well over time.
In fact, the formation of galaxy clusters, and at the largest scales that of filaments, is
understood to be driven by the gravitational interaction and merging of dark matter halos
in a ΛCDM Universe (e.g. Kauffmann et al. 1999a,b), a process that has been captured
by several large scale simulations, such as the Millennium Simulations (Springel et al.
2005; Boylan-Kolchin et al. 2009). It should be noted however that more recently, the
Galaxy Zoo project (Lintott et al. 2008) has identified a non-negligible number of blue
early-type galaxies in lower density environments and red late-type systems in denser
environments (Bamford et al. 2009). Hence, galaxy colors and galaxy morphologies do
not correlate in the exact same way with the environment.
The observations that a) the fraction of spiral galaxies increases at higher redshifts, b)
dense environments such as clusters are built up over time as dark matter halos (and
galaxies) fall deeper within the dominant potential well, and c) slow-rotating non-star
forming elliptical galaxies are primarily found within dense environments all suggest
that galaxies evolve over time from star forming disks to non-star forming ellipticals, and
that the environment is - at least in part - involved in the process. In practice, there are
two components to the transformation of a star forming late-type system into a red and
dead early-type system. First, star formation activity must be truncated (or quenched).
Second, the stellar structure and kinematic must be altered.
Several environment-driven mechanisms affecting the gas content and/or the morpho-
logy of galaxies have been suggested over the years (see Boselli & Gavazzi 2006, and
references therein), including:
• tidal interactions (Toomre & Toomre 1972; Struck 1999, and references therein), i.e.
the close encounter between two (or more) galaxies leading to strong morphological
distortions, such as tidal arms,
• ram-pressure stripping (Gunn & Gott 1972; Abadi et al. 1999; Merluzzi et al. 2013),
when the rapid motion of a galaxy through a hot, dense intergalactic medium (IGM)
pushes the gas from the disk in the direction opposite to the galaxy’s motion,
• strangulation or starvation (Larson et al. 1980), when perturbations induced by the
gravitational potential of a cluster or group of galaxies strips the outer cold gas
reservoir of a galaxy over time,
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• harassment (Moore et al. 1996, 1998), when a galaxy is subject to repeated high-
speed and close (∼ 50 kpc) fly-bys by several other galaxies,
• evaporation (Cowie & McKee 1977; Cowie & Songaila 1977), when the cold gas
reservoir of a galaxy is heated up through thermal conduction and diluted within
the surrounding hot IGM, and
• viscous stripping (Nulsen 1982), when drag forces from the surrounding medium
strip material from the cold gas reservoir of a galaxy as it moves through the hot
IGM.
Depending on the mechanisms involved, the quenching of star formation in a given
galaxy is achieved through the removal, exhaustion and/or destruction of the cold gas
reservoir. Without cold gas available to fuel star formation inside the galaxy, no new
stars can be created. The existing O and B stars will disappear over some tens of Myr,
and the A stars will disappear over some hundreds of Myrs. Therefore, over time, the
galaxy will progressively become redder.
Beside environment-driven quenching mechanisms, some self-driven processes can also
affect the gas reservoir of a given galaxy; for example, large scale gaseous outflows (i.e.
galactic winds, see Veilleux et al. 2005, for a review) driven by starbursts or AGN activity.
One should bear in mind however, that the responsible starburst or AGN activity leading
to the gaseous outflow may itself have been triggered by environment-driven mechan-
isms, such as galaxy interactions.
Although the different effects that the environment can have on a given galaxy are reas-
onably well known, the detailed pathway through which galaxies evolve remains poorly
understood, and so is the interconnectivity between the large scale, environmental mech-
anisms (e.g. gravitational interactions, ram pressure stripping, harassment) and the in-
ternal galactic processes (e.g. starbursts, quenching, nuclear activity and both inflows
and outflows). For example, is galaxy evolution dominated by one unique quenching
mechanism or by a combination of several ? Does quenching proceed similarly for the
inner and outer regions of spiral galaxies ? How does galaxy mass affect the quenching
efficiency and the process of galaxy evolution ? And what is the exact influence of the
different environments (galaxy pairs and triplets, loose & compact groups, clusters) ?
1.2. The need for spatially-resolved studies of galaxies
One of the factors limiting our understanding of galaxy evolution lies in the fact that
galaxies are spatially extended objects, but are often represented with a series of en-
semble properties in single-spectrum studies. The SDSS survey for example used optical
fibers with a 3 arcsec diameter (on-sky), so that the light from the system’s inner and
outer regions is combined into a single representative spectra of the galaxy1. Yet, the rel-
1 The exact covering fraction of the SDSS fiber depends on the on-sky size of each galaxy. The integrated
SDSS spectrum is representative of the global galaxy properties for systems at z > 0.04 (Kewley et al. 2005).
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evant scale for deciphering star formation mechanisms and quenching thereof is that of
molecular clouds, i.e. ≤ 1 kpc. Resolving galaxies spatially on these scales is critical to
characterize local variations in the star formation activity and gas content, differentiate
the system’s core from the outer regions, and as such study galaxies (and their evolution)
as the complex systems that they are.
In recent years, the advent of integral field spectroscopy (IFS) has opened a new way
to study galaxies and their evolution on a spatially resolved basis at optical and near-
IR wavelengths. The wealth of IFS surveys that have been undertaken in recent years
provides direct evidence of the scientific potential of spatially resolved studies of a stat-
istically significant number of galaxies. Such surveys include SAURON (Bacon et al.
2001; de Zeeuw et al. 2002; Emsellem et al. 2004), PINGS (Rosales-Ortega et al. 2010),
ATLAS3D (Cappellari et al. 2011), CALIFA (Sánchez et al. 2012), SAMI (Croom et al.
2012), VENGA (Blanc et al. 2013), MaNGA (Drory et al. 2014; Bundy et al. 2014) and
S7 (Dopita et al. 2014b,c). The ability to differentiate between slow and fast rotating
elliptical galaxies to classify them (and not solely rely on their visual morphology, see
Emsellem et al. 2007; Cappellari et al. 2011), or the ability to discover galactic winds
(Fogarty et al. 2012) are two specific examples of the unique potential of IFS for galaxy
surveys. In other words, the power of IFS lies in its ability to characterize (through spec-
troscopy) fundamental parameters of galaxies, such as their kinematics and stellar and
gaseous contents, throughout their full spatial extent.
1.3. Compact groups of galaxies
The first catalogue of 100 low redshift compact groups of galaxies was compiled by Hick-
son (1982a,b) using the Palomar Observatory Sky Survey red prints. The original selec-
tion criteria (repeated verbatim) are as follows:
• population criterion: N ≥ 4,
• isolation criterion: θN ≥ 3θG, and
• compactness criterion: µ¯G < 26.0
where N is the total number of galaxies within 3 mag of the brightest one in the group, µ¯G
is the total magnitude of these galaxies per square arcsec averaged over the smallest circle
(with angular diameter θG) that contains their geometric centers, and θN is the angular
diameter of the largest concentric circle that contains no other (external) galaxies within
this magnitude range or brighter.
The gravitationally bounded nature of the majority of these Hickson Compact Groups
(HCGs) was later confirmed using (1) spectroscopic observations (Hickson et al. 1992)
and (2) X-ray observations detecting emission from hot gas surrounding the group mem-
bers (Ponman et al. 1996). Recently, Iovino (2002) extended the survey and compiled a
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list of 121 Southern Compact Groups (SCGs). Compact groups usually contain 5 to 15
members, and have a radius of a few hundred kpc. Their typical velocity dispersion is of
the order of 200 km s−1, and the mean distance of HCGs is 89 Mpc (Hickson et al. 1992).
Compact groups are isolated structures by definition, and are often described as perfect
laboratories to study the consequences of strong, multiple, simultaneous gravitational
interactions on galaxies. Compact groups are intrinsically less crowded than clusters
(although they can be denser, see Hickson et al. 1992), so that the detailed structure of
their large scale environment can, in principle, be better understood. In groups, galaxies
are, to a first approximation, mostly subject to their gravitational interactions (Coziol
& Plauchu-Frayn 2007), but the role of other processes such as ram-pressure stripping
remains uncertain.
The presence of a hot halo inside some compact groups has been confirmed observation-
ally with a ROSAT survey by Ponman et al. (1996). The analysis of Chandra observations
by Desjardins et al. (2012) showed that in some compact groups (and unlike in clusters),
the diffuse X-ray emission is associated with individual galaxy members. Yet, other X-
ray bright and massive systems have been found to match the X-ray scaling relations
of clusters, and may be representative of an evolved state of compact groups (Desjardins
et al. 2014). Galaxies in compact groups are found to be H I deficient of the order of 60 per
cent when compared to isolated galaxies with similar characteristics (Verdes-Montenegro
et al. 2001). Martinez-Badenes et al. (2012) confirmed this result and using CO lines de-
tected an excess of molecular hydrogen in spiral HCG galaxies of the order of 50 per
cent. Verdes-Montenegro et al. (2001) reported a correlation between H I deficiency and
X-ray emission, suggesting galaxy↔hot IGM interactions as a possible origin for the ob-
served H I deficiency. Yet, Rasmussen et al. (2008) report in a Chandra and XMM-Newton
study the non-detection of X-ray emission in 4 (out of 8) of the most H I-deficient com-
pact groups of Verdes-Montenegro et al. (2001). This suggests that galaxy↔hot IGM
interactions (e.g. ram-pressure stripping) may in fact not be the mechanism driving the
observed H I deficiency. The detection of warm H2 emission at levels inconsistent with
X-ray heating or AGN activity in 32 out of 74 galaxies in 23 compact groups has led Clu-
ver et al. (2013) to propose that shocks induced by galaxies interacting with a cold IGM
may be present in many compact groups.
The Stefan’s Quintet compact group (HCG 92) is thought to represent an extreme ex-
ample of this mechanism. The group was first identified by Stephan (1877) as “quatre
nébuleuses [. . .] excessivement excessivement faibles; excessivement petites; très difficilement
observables”2 well before its extragalactic nature was to be established (Humason et al.
1956). A modern view of the group from the Hubble Space Telescope (HST) is presented
in Figure 1.2.
The discovery of a large scale galactic shock in the IGM of the group (Allen & Hartsuiker
1972) has led to numerous observations of the Stephan’s Quintet over the years, ranging
from H I (e.g. Allen & Sullivan 1980; van der Hulst & Rots 1981; Williams et al. 2002),
2 four nebulosities [. . .] excessively excessively faint; excessively small; very hardly observable
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NGC 7319
NGC 7320
NGC 7317
NGC 7318a
NGC 7318b
SQ-A
shock
30″=13.3kpc
Figure 1.2 The Stephan’s Quintet compact group of galaxies (HCG 92), observed with the WFC3 on-
board the Hubble Space Telescope. The image is a composition of exposures in the B,V,I, Hα and J-H bands.
NGC 7320 is a foreground galaxy, while NGC7318b is thought be colliding with the group with a velocity of
several hundred km s−1, thereby triggering the galactic-scale shock in the IGM of the group. Credit: NASA,
ESA, and the Hubble SM4 ERO Team.
CO (e.g. Yun et al. 1997; Verdes-Montenegro et al. 1998; Lisenfeld et al. 2002; Petitpas
& Taylor 2005; Guillard et al. 2012), the far- and mid-IR (e.g. Xu et al. 1999; Sulentic
et al. 2001; Xu et al. 2003; Appleton et al. 2006; Suzuki et al. 2011; Appleton et al. 2013)
and the optical (e.g. Arp 1973; Moles et al. 1998; Gallagher et al. 2001; Fedotov et al.
2011; Iglesias-Páramo et al. 2012; Trancho et al. 2012) to the UV (Xu et al. 2005) and the
X-ray regime (e.g. Bahcall et al. 1984; Sulentic et al. 1995; Pietsch et al. 1997; Sulentic
et al. 2001; Trinchieri et al. 2003). The shocked IGM is understood to be the result of a
high speed (several hundred km s−1) collision between an intruder galaxy with stripped
material (from earlier interactions) inside the group’s IGM (Moles et al. 1997), a scenario
also supported by theoretical models (Renaud et al. 2010; Hwang et al. 2012; Geng et al.
2012). Cluver et al. (2010) measured a large amount of molecular hydrogen (∼ 5 × 108
M) associated with the large shock structure, and subsequently found the excitation of
molecular hydrogen to be in the shocked gas of HCG 92 a more efficient cooling pathway
compared to X-ray emission.
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The other prominent feature of the Stephan’s Quintet is the presence of a starburst in the
IGM of the group (known as SQ-A Xu et al. 1999), and located at one extremity (on-sky)
of the large shock. The starburst activity of SQ-A has been usually thought to be causally
linked to the propagating shock wave in the IGM of HCG 92. However, from the study
of the optical line ratios associated with a series of individual H II regions throughout the
IGM of the Stephan’s Quintet, Konstantopoulos et al. (2014) recently concluded that the
star forming regions spatially associated with the shocked IGM (including SQ-A) are not
physically associated with the shock itself, but rather with some tidal features stemming
from the galaxies in the group, and/or were existing prior to the existence of the large
scale shock propagating through the IGM. Indeed, the molecular gas throughout the
shock structure appears too hot to be able to cool down, collapse and form stars within
the required timescale (Cluver et al. 2010). It can also be noted that the Stephan’s Quin-
tet hosts a Seyfert 2 nucleus (located in the core of NGC 7319). HCGs and SCGs in gen-
eral have been found to favor nuclear activity compared to galaxies in the field (Menon
1995; Coziol et al. 2000). The Stephan’s Quintet is no exception to this trend, making
this group a prime example of the range of mechanisms at play in compact group-like
environments.
Within the larger scheme of galaxy evolution, it has been suggested that late-type galax-
ies first start to evolve towards S0s in compact group-like environments, before fur-
ther processing in clusters (Moran et al. 2007; Cappellari et al. 2011; Mahajan et al.
2012). This is usually referred to as pre-processing (Fujita 2004; Cortese et al. 2006;
Vijayaraghavan & Ricker 2013). Pre-processing mechanisms may not be restricted to
compact groups and could be active over a wider range of environments (Cybulski et al.
2014), but compact groups in particular favor a more rapid evolution of galaxies com-
pared to the field. The existence of a gap in the mid-infrared color distribution for galax-
ies in compact groups compared to the field has been interpreted as the ability of these
dense environments to rapidly transform star forming galaxies into passive ones (John-
son et al. 2007; Gallagher et al. 2008; Walker et al. 2010, 2012). Based on the UV prop-
erties of galaxies in groups, Rasmussen et al. (2012) report that, at fixed stellar mass, the
specific star formation rate of group members is ∼ 40 per cent less than in the field; a
trend best detected for galaxies with masses . 109 M. In the case of elliptical galaxies,
de la Rosa et al. (2007) found their stellar population to be older by 1.6 Gyr and more
metal-poor by 0.11 dex (in [Z/H]) compared to similar galaxies in the field, which they
interpreted as the signature of truncated star formation in these systems. In addition,
Sulentic & de Mello Rabaca (1993) found no evidence for enhanced FIR emission in com-
pact groups, unlike in the case of galaxy pairs (Xu & Sulentic 1991). Yet, most galaxies in
compact groups appear to follow the B-band Tully-Fisher relation (Mendes de Oliveira
et al. 2003; Torres-Flores et al. 2010), as well as the K-band Tully-Fisher relation (Torres-
Flores et al. 2013), and the overall star formation rate (SFR) of galaxies in HCGs is not
significantly different from galaxies in the field (Martínez et al. 2010; Bitsakis et al. 2010,
2011). In their study of the cold molecular gas in HCGs from CO observations, Lisenfeld
et al. (2014) also found the star formation efficiency (i.e. SFR/MH2) in the center of HCG
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galaxies to be largely similar to field galaxies (but not for all measured positions further
out).
It may seem peculiar that compact groups, while favouring strong gravitational interac-
tions between galaxies, may also quench star formation activity in these systems. The
causal link between galaxy interactions and enhanced star formation activity is well es-
tablished (Barton et al. 2000; Bournaud 2011; Alonso et al. 2012), but (1) these starburst
phases are short lived, and (2) not all interactions trigger a starburst episode (Di Mat-
teo et al. 2007, 2008). Indeed, the competing role between one-on-one interactions and
the local environment of galaxies towards the type (and intensity) of nuclear activity has
been directly observed by Sabater et al. (2013) in a statistical analysis of galaxies in SDSS.
Whether quenched or enhanced, changes in the star formation activity in a galaxy are
merely a consequence of the formation, destruction, processing, spatial redistribution
and local density variations of the molecular gas (i.e. the fuel) within the system. There-
fore, understanding the large scale gas flows in compact groups is key to a better under-
standing of the evolutionary pathways of galaxies in these environments. For example,
Verdes-Montenegro et al. (2001) proposed an evolutionary sequence for compact groups,
where the H I gas distribution is first associated with the individual galaxies, before grav-
itational interactions strip it apart, resulting in no H I gas left in the galaxies, or possibly
(but less frequently) in a large common envelope.
1.4. Studying gas flows and star formation in compact groups
with WiFeS
This thesis describes the use of integral field spectroscopy to study the physics and kin-
ematics of the ionized gas in star forming galaxies inside compact groups. This ap-
proach is complementary to group-wide H I observations of compact groups (e.g Verdes-
Montenegro et al. 2001) in that it focuses on a different phase of the interstellar medium
(ISM), and zooms in on the stellar and ionized gaseous content of the galaxies themselves.
By targeting galaxies at z ≤ 0.03 with a spectral resolution R = 7000 and a spatial-pixel
(spaxel) size of 1 square arcsec (with natural seeing), I gain access to the physics of the
ionized gas on scales of ∼ 1 kpc and simultaneously resolve velocity dispersions down to
σ ≥ 20 km s−1: an ideal combination to detect and study localized consequences of the
compact group environment on galaxies.
The targets are drawn from the HCGs described previously. The proximity of these low
redshift systems (median z ≈ 0.03, Hickson et al. 1992) make them optimal targets for
spatially and spectrally detailed observations. Several large galaxy spectroscopic surveys
such as SDSS or 2dFGRS (Colless et al. 2001) have been used to identify galaxy groups
over a wide range of redshifts via different group-finding algorithms (see e.g. Garcia 1993;
Balogh et al. 2004; Yang et al. 2007; Carollo et al. 2013). Compared to HCGs, these cata-
logues provide a large number statistics over an extended and/or well-defined redshift
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space. However, HCGs have been subject to close scrutiny at all wavelengths since their
identification ∼ 30 years ago. This abundance of ancillary datasets from the radio to the
X-ray make them the ideal sample from which to select a subset of star forming galaxies
to be observed and studied in detail.
This thesis also describes new and specific tools which I was led to develop to handle the
complex and dense nature of IFS datasets. In particular, these tools include a new ded-
icated data reduction pipeline for the WiFeS instrument, innovative visualization tech-
niques to work with and publish interactive 3-D datasets, an automated routine to meas-
ure oxygen abundances and ionisation parameters in star forming regions, and new 3-D
line ratio diagnostic diagrams to characterize the underlying excitation mechanism(s)
within galaxies.
This thesis is structured as follows. A description of the observations and data reduc-
tion is presented in Chapter 2. Specific data analysis and visualisation tools developed
through this work are described in Chapter 3. The concept of 3-D line ratio diagrams
is introduced in Chapter 4. The observations of the galaxy HCG 16c are presented in
Chapter 5, and those of the galaxy HCG 91c are presented in Chapter 6. My conclusions
are summarized in Chapter 8.
Throughout this work, and unless noted otherwise, when I refer to specific emission lines
I mean [N ii]≡[N ii]λ6583, [S ii]≡[S ii]λ6717+λ6731, [O ii]≡[O ii]λ3727+λ3729,
[O iii]≡[O iii]λ5007 and [O i]≡[O i]λ6300. For emission line ratios, I adopt the following
notation:
log line1/line2 ≡ log
(
Fluxline1
Fluxline2
)
. (1.1)
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CHAPTER 2
Observations and data reduction
It does not do to leave a live dragon out of your calculations, if
you live near him.
– J.R.R. Tolkien, The Hobbit
Section 2.3 was previously published as a part of “PyWiFeS: a rapid data reduction pipeline for the Wide
Field Spectrograph (WiFeS)”, Childress, M. J., Vogt, F. P. A., Nielsen, J., Sharp, R. G., Ap&SS, 349, 617
(2014). The work is presented here in a restructured form to focus on my personal contributions to the
pywifes pipeline.
Chapter summary: the WiFeS integral field spectrograph on the ANU 2.3m telescope
at Siding Spring Observatory has been the workhorse instrument of this thesis. In this
Chapter, I describe the concept of integral field spectroscopy, the WiFeS instrument as
well as the new pywifes data reduction pipeline.
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2.1. Imaging, spectroscopy and integral field spectroscopy
For all visible matter in the Universe, the physical characteristics of a given object are en-
coded in its spectrum, i.e. the amount of light it emits or absorbs at different wavelengths.
Different physical mechanisms have distinct spectral signatures: for example, electrons
spinning around magnetic field lines emit synchrotron radiation, atoms emit and absorb
photons at very specific wavelengths following the rules of quantum mechanics, while
stars behave (in a general sense) as black bodies. Hence, decoding the light emitted by a
given object provides direct insight on its nature and the underlying physics.
Historically, astronomers have used two distinct and complementary techniques to ob-
serve the Universe: imaging and spectroscopy. With images, one gains information on
the spatial distribution of light over a given area. In the case of galaxies, images can re-
veal the existence (or absence) of a spiral structure, the location of star-forming regions
and dust lanes, tidally stripped structures, and more generally a wide range of phenom-
ena occurring over large scales (e.g. starbursts, galactic winds, . . . ). Through the use of
narrow- and broad-band filters, imaging offers the possibility to study the light distri-
bution of objects at different wavelengths and therefore reveal some of the underlying
physics. However, the amount of spectral details astronomers can gain through imaging
is limited by the availability of filters and their associated bandpasses. From a practical
point of view, obtaining a detailed spectral picture of a given object using an imaging in-
strument is time consuming, as each separate filter requires a separate observation with
an exposure time typically increasing as the filter’s bandpass decreases.
The art of spectroscopy addresses this intrinsic limitation of imaging by measuring the
entire spectra of a given object over a given wavelength range at once. The underlying
concept of spectroscopy is to disperse the light from a given astronomical source, sim-
ilarly to rain drops dispersing sunlight into its different colors to form a rainbow, and
subsequently measure the light intensities at each wavelengths (i.e. colors) individually.
Historically, photographic plates were used to capture the light gathered by telescopes.
In modern optical instruments, these have typically been replaced with charge-coupled
devices (CCDs). Hence, although the technology has evolved over the years, astronomers
are still recording photons across 2-D surfaces. A spectrum is merely a 1-D array of
intensities, so that several different spectra can be stacked side-by-side and recorded on
a given CCD. Different spectrograph designs were invented to accommodate the fact that
there is only one dimension available for storing the spatial information on the CCD.
Long-slit spectrographs for example only look at thin slices of the sky at once. Multi-
object spectrographs on the other hand look at a series of individual locations, of which
the light is dispersed and re-arranged to fit on the CCD, for example via optical fibers.
However, neither long-slit nor multi-object spectrographs can efficiently observe a spa-
tially extended object such as a galaxy. One may be led to wonder whether both the char-
acteristics from an imager and from a spectrograph could be combined within a single
instrument. In other words, is it be possible to design an instrument able to acquire with
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Figure 2.1 Conceptual design of integral field spectrographs. (A): similarly to multi-object spectrographs,
integral field spectrographs first re-arrange the light from their FoV into a pseudo long-slit, either with op-
tical elements or optical fibers. (B) The N apertures of the pseudo long-slit are diffracted onto the CCD on a
row-by-row basis, for example using a VPH grating. The CCD pixels of a given row record the light intensity
from a specific location in the instrument’s FoV and a specific wavelength. (C) Finding the wavelength solu-
tion linking the CCD pixel coordinates to an absolute wavelength is a key step of the data reduction cascade
of integral field spectrographs. The reduced data is a 3-D cube containing an image of the target at each
wavelength step.
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a single exposure a series of images of a given 2-D region in the sky at all wavelengths
within a certain range ? The answer is yes, and these instruments are known as integral
field spectrographs or integral field units (IFU), sometimes also referred to as hyper-
spectral imagers. IFUs are usually understood to refer to instruments observing in the
UV, optical and near-IR wavelength range. Radio telescopes such as the Very Large Ar-
ray (Thompson et al. 1980) in New Mexico have been effectively working as radio IFUs
since well before the appearance of optical and near-IR IFUs, but are not usually labelled
as such. Examples of optical and near-IR IFUs include NIFS (McGregor et al. 2003) on
Gemini North, GMOS (Hook et al. 2004) on both Gemini telescopes, SAURON (Bacon et al.
2001) on the William Herschel Telescope, WiFeS (Dopita et al. 2007) on the ANU 2.3m tele-
scope and MUSE (Bacon et al. 2010) on the VLT. A more complete list of past, present and
future IFUs can be found online on the IFS wiki1.
A conceptual schematic of IFUs is shown in Figure 2.1. The exact design of the different
existing and upcoming IFUs do differ significantly in practice (see e.g. Meaburn 1970),
but the underlying concept is the same. First, an IFU re-arranges its FoV in a pseudo
long-slit. This physical rearrangement can be performed solely with optical elements, or
alternatively with optical fibers. It can be noted here that neither WiFeS nor MUSE rely
on optical fibers in their design. Among other advantages, this allows for a better sta-
bility of the flux sensitivity of the instrument overall. Once the FoV of the instrument
has been re-shaped in a pseudo long-slit (similarly to a multi-object spectrographs), light
from every element of the slit is diffracted and projected onto a CCD, where each indi-
vidual pixel of the CCD records the light intensity for a specific spatial location (within
the instrument’s FoV) and wavelength. Matching the pixel coordinates on the CCD to an
absolute wavelength is a key step of the data reduction cascade for IFUs. The individual
elements (on-sky) for which an IFU acquires a spectrum are know as spatial-pixels, or
spaxels. The final reduced data takes the form of a 3-D cube where each spaxel is asso-
ciated with a full spectrum, or in other words, a 3-D cube comprised of an image of the
target at each wavelength step over an interval defined by the IFU’s design.
As they typically rely on the same type (i.e. size) of CCDs used in imagers or spec-
trographs, IFUs usually have poorer spatial resolution compared to imagers and poorer
spectral resolution compared to dedicated spectrographs. Effectively, given the same in-
formation acquisition capacity (defined by the size of the CCD in the instrument), IFUs
are usually forced to sacrifice spatial resolution to accommodate spectral information,
and vice versa. Some IFUs have alleviated this practical limitation by using multiple
CCDs in their design to increase their information acquisition capacity. For example,
WiFeS relies on a dual-arm/dual CCD design to offer astronomers the ability to observe
the entire optical range from 3000 Å to 9000 Å at a resolution of R = 7000. MUSE, with
24 CCDs, was designed with a somewhat lower spectral resolution of R≈ 3000, but has
a FoV of 1 square arcmin with a spaxel size of 0.02 arcsec, so that each MUSE exposure
acquires at the same time ∼ 9× 104 spectra.
1http://ifs.wikidot.com/instruments
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The range of design and characteristics of IFUs has led to the introduction of different
figures of merit to compare different instruments (Meaburn 1970). Following Allington-
Smith (2006), one possible figure of merit is the specific information density Q:
Q = η
Nspax ×Nλ
Npix
, (2.1)
where η is the throughput of the instrument, Nspax the number of spaxels, Nλ the number
of spectral resolution elements and Npix the number of physical pixels of the CCD. Of
course, many additional factors can be brought into the figure of merit; for example, the
telescope’s transmission, the instrument’s cost or the filling factor of a given astronomical
target. For example, although a long-slit spectrograph and an integral field spectrograph
with similar spectral resolutions and number of spatial elements (as illustrated in Fig-
ure 2.1) would have the same Q, the 2-D field of view of the integral field spectrograph
is much better suited to the study of extended objects such as galaxies. Ultimately, there
does not exist an absolute metric to compare IFUs with one another. Instead, their spe-
cific design and associated telescope provide each instrument with specific strengths,
making each IFU more or less suited to specific observational programs.
The data reduction procedure for IFUs is somewhat more complex than imagers or spec-
trographs as it effectively requires the combination of both an imager and a spectrograph
data reduction cascades. This drawback is balanced by a reduction in the observing time
required to spectrally map extended objects such as galaxies, and (consequently) the im-
proved consistency of the data. As large spatial areas can be spectrally mapped rapidly,
they can be observed under similar sky conditions and with small time intervals, thereby
ensuring a more uniform dataset.
2.2. The WiFeS integral field spectrograph
The Wide-Field Spectrograph (WiFeS) has been the workhorse instrument of this thesis.
WiFeS is a dual-beam, image slicer, optical integral field spectrograph. The instrument
has been described in detail in Dopita et al. (2007, 2010). WiFeS is mounted on the
Nasmyth focus of the ANU 2.3m telescope (Mathewson et al. 2013) at Siding Spring Ob-
servatory in Northern New South Wales (Australia). It was built at the Research School of
Astronomy and Astrophysics at the ANU, and was commissioned in March-April 2009.
The WiFeS instrument has a FoV of 25× 38 square arcsec, which the WiFeS image slicer
splits into twenty-five 1 arcsec-wide slitlets. As a dual-beam IFS, WiFeS is acquiring two
distinct frames at the same time, usually referred to as the blue and red frames. Light
from the slitlets passes through a beamsplitter (dichroic), responsible for splitting the
light between the two different arms. Both arms contain a distinct (interchangeable)
volume-phased holographic (VPH) grating that disperses the light from each slitlet onto
two 4k× 4k CCDs (one per arm). A set of 6 gratings is available in total (3 for each
arm): two gratings with R = 3000 to cover the entire optical range in one exposure (in
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combination with the RT560 dichroic), and four gratings with R = 7000 so that when
observing in pair (red+blue) with the appropriate dichroic, two observations suffice to
cover the entire optical range at high resolution.
The spectral resolutions of R = 3000 and R = 7000 correspond to a Full-Width at Half
Magnitude (FWMH) for emission lines of 100 km s−1 and 43 km s−1, or equivalently a
velocity dispersion σv of ∼ 42.5 km s−1 and ∼ 18.5 km s−1 (respectively) assuming a gaus-
sian profile for the emission line. The intrinsic spaxel size of WiFeS, designed to match
the typical seeing conditions at Siding Spring Observatory, is 1 × 0.5 square arcsec. An
example of a raw WiFeS Science frame (centered on the galaxy HCG 16c) is shown in
Figure 2.2. Each 25 slitlets on the CCD is significantly separated from its neighbouring
slitlets to allow nod-and-shuﬄe observations for optimum sky subtraction (see Dopita
et al. 2010, for details).
The characteristics of WiFeS are direct consequences of the requirement to “maximize the
information-gathering capacity” of the instrument outlined in the WiFeS science mission’s
document. Specifically, WiFeS was designed to maximize the Fellgett Multiplex Advant-
age (the product of the number of independant spectral and spatial resolution elements,
see Meaburn 1970, and references therein), the Jacquinot Advantage (the product of the
instrument’s spectral resolution and luminosity defined as “the flux collected by the re-
ceiver assuming that the source has a luminance equal to unity”, see Jacquinot 1954), and
a more general Science Advantage (stable spectrophotometric characteristics, low ghost
image intensity, well baﬄed against scattered light).
A identical setup was used for all the WiFeS observations described in this thesis. Spe-
cifically:
1. an intrinsic data binning factor of 1 × 2 was chosen to half the read-out time and
resulted in a final spaxel size of 1× 1 square arcsec, and
2. the B3000 and R7000 gratings were used in conjunction with the RT560 dichroic.
This gratings & dichroic combination results in a complete wavelength coverage from
3800 Å to 7000 Å. The blue spectra have a resolution of R = 3000 to cover all interest-
ing emission lines bluewards of 5700 Å and allow for line diagnostic analysis, while the
red spectra have a resolution of R = 7000 to allow for a detailed study of the velocity
structure of the Hα emission line. The observations for this thesis were all performed
in visitor mode from the control room of the 2.3m telescope at Siding Spring Observatory.
It should also be noted that all the observations in this thesis were acquired with the
first-generation of CCDs inside the WiFeS instrument. New CCDs were installed in 2013
March (red arm) and May (blue arm), following the failure of several amplifiers in the
first generation of detectors.
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Figure 2.2 Example of a raw WiFeS red Science frame, centered on HCG 16c, with a y-binning of 2, the
R7000 grating and the RT560 dichroic, 1400 s on-source, acquired on 2011 October 24. The spatial direction
is vertical, and the spectral direction horizontal, with the wavelength increasing to the right. The full frame
is shown in the top panel, while the bottom panel focuses on the [N II]-Hα-[S II] spectral region. The bright
and sharp vertical lines are sky emission lines, and their curvature across the CCD is a consequence of the
optical design of the instrument. Strong emission lines from the galaxy are irregular as a consequence of
the large range of velocities of the emitting gas and its spatial distribution across the FoV of WiFeS. Bright,
compact and randomly distributed dots are cosmic rays. The strong horizontal emission in the middle of
the slitlets is the stellar continuum of HCG 16c. The gaps between the 25 slitlets are designed for nod-and-
shuﬄe observing, and are therefore empty in this point-and-stare exposure.
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The typical observation strategy of point-and-stare was selected over the nod-and-shuﬄe
approach which would have resulted in prohibitively large overheads. The point-and-
stare approach maximizes the time spend on the Science fields at the cost of a less per-
fect but nevertheless very acceptable sky subtraction. Generic calibration frames were
acquired during the afternoon, and sky flats were acquired at sunset whenever the sky
was free of clouds. During the night, Science, Sky and calibration frames were acquired
following the pattern:
Science T elluric standard Bias
Sky Flux standard
Science Arc
This pattern ensures that a Sky field is systematically observed as close as possible (tem-
porally) from any Science frame to mitigate the effect of sky brightness variations. Each
Sky field is exposed for 50 per cent of the duration of a Science frame. This choices re-
duces the time spent on calibration frames, at the cost of an increase of
√
2 of the noise in
the Sky exposures. The Science-Sky-Science sequence takes ∼ 1 hour to be completed, so
that arc frame and biases (of which the intensity level varies over time, see Section 2.3.2)
are acquired at this interval to track temperature changes within the instrument during
the night. It should be noted that this pattern was adapted on-the-fly as a function of
the changing observing conditions (seeing, cloud coverage, humidity) across the nights.
Alternative weather-dependant links in the observation pattern are marked with dashed
lines.
Blind offsets are used to ensure a high degree of pointing consistency between different
Science exposures acquired at different times, elevations and sky conditions. Specifically,
prior to any Science exposure, a nearby point source (one per target) is used to refresh
the pointing parameters of the 2.3m telescope, before moving to the Science field. Further
observation details specific to HCG 16c and HCG 91c will be described in Chapters 5 and
6, respectively.
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2.3. The pywifes data reduction pipeline
2.3.1. A new data reduction pipeline for WiFeS
During the first years of service of WiFeS (i.e. from 2009 to 2012), a pipeline developed
for use with the iraf2 software was employed by most observers to process the raw WiFeS
frames into three-dimensional wavelength-calibrated and flux-calibrated data cubes. This
pipeline was presented in detail in Dopita et al. (2010), and was used to reduce the obser-
vations of HCG 16c presented in Chapter 5. Unfortunately, this pipeline required regular
manual input from the user throughout the reduction cascade, and as such wasn’t suit-
able for a rapid reduction of large volumes of WiFeS observations.
I realized the necessity of a more efficient data reduction pipeline for my thesis as other
WiFeS users - and especially M. J. Childress at RSAA - identified a more general need for
a data processing pipeline which could be scripted to allow repeatable batch reduction
of full nights of data. For example, a data reduction pipeline which could yield fully
processed data in nearly real time would add the capability of real-time classification
of astrophysical transients. The pywifes data reduction pipeline was developed to meet
these newly identified criteria.
pywifes is entirely written in python. In particular, it does not rely on any iraf or pyraf
routine, but solely on generic python modules such as numpy, scipy and pyfits3. The
reduction cascade contains the standard reduction steps required for image-slicer IFUs
such as WiFeS: bias subtraction, flat-fielding, wavelength calibration, differential at-
mospheric refraction correction (ADR, see Filippenko 1982), absolute flux calibration,
tellluric correction and final three-dimensional data cube reconstruction. Among other
features, pywifes supports multi-core processing, is compatible with both the first and
second generations of WiFeS CCDs and computes the wavelength solution for a given
frame using a full optical model of the instrument (instead of a simpler but less pre-
cise polynomial fitting approach which leads to much lower intrinsic accuracy, and the
possibility of significant errors in the wavelength calibration).
I participated to the pywifes effort (in collaboration with M. J. Childress, J. Nielsen and
R. G. Sharp at RSAA) by contributing my knowledge of the WiFeS data products and
their associated “features”. Specifically, I added WiFeS-specific correction steps to the re-
duction cascade to address know issues of the WiFeS datasets, including a time-varying
bias level and a strong internal reflection in the flat-field images. A detailed descrip-
tion of pywifes can be found in Childress et al. (2014b). pywifes now entirely replaces
the original iraf pipeline. In the next Sections, I detail my (most significant) personal
contributions to the pywifes data reduction cascade.
2 iraf is distributed by the National Optical Astronomy Observatories, which are operated by the As-
sociation of Universities for Research in Astronomy, Inc., under cooperative agreement with the National
Science Foundation. See http://iraf.noao.edu.
3 pyfits is now part of the more general astropy package.
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2.3.2. Bias correction
The first step in CCD data reduction (and in pywifes) is to extract the science pixels
from the raw data and convert that data from analog/digital units (ADUs) to real photon
counts (i.e., electrons). This is done by measuring and subtracting the overscan level
from the overscan regions of the data, then multiplying the overscan-subtracted ADU
values by the gain of the readout electronics.
Any residual two-dimensional structure in the CCD bias level is removed using bias
frames. Typically, this step is performed by median combining several bias frames into
a superbias. This method requires the bias level of the instrument to be stable overtime.
Unfortunately, this was not the case for the first generation of the detectors in WiFeS,
for which the bias level would vary both spatially and temporally (on a scale of minutes
to hours). These variations are illustrated in Figure 2.3, by comparing 11 blue biases
observed over a 13 hours interval corresponding to one observing night (including after-
noon calibrations). Clearly visible in the top panel, the shape of WiFeS biases is highly
non-linear along the x dimension. The mean bias level is subject to variations of ∼ 1 e−
within the first hour, and again at the end of the night. The largest shape variations in
the mean bias level occur for x positions around 3500 pixels and beyond.
These spatial and temporal variations render a standard bias subtraction method un-
precise. A solution to this problem, first implemented on WiFeS data (in a 4-amplifiers
read-out mode) by Rich et al. (2010), is to fit a multi-dimensional surface to the bias
taken closest to any given exposure, and use this locally reconstructed bias instead of a
global superbias. This bias fitting method was later on officially added to the original
iraf data reduction pipeline. I implemented this approach in pywifes, although with a
different algorithm.
A typical blue raw superbias (y-binning of 2 and 1-amplifier read-out mode) is shown in
Figure 2.4 (top frame). The underlying structure, although somewhat masked by noise,
is clearly visible. Raw red superbiases display a similar behavior, and are therefore not
illustrated here. These raw superbiases are constructed by averaging a large number
of bias frames in pywifes, from which the underlying structure is fitted in a two step
process:
1. The raw bias is collapsed and median averaged along the y dimension for all x
positions (see the top panel of Figure 2.3). This step was introduced first, to correct
for the largest spatial variations which occur along the x dimension.
2. The spatial variations along the y dimension are obtained by performing a 2D
smoothing (using a symmetric gaussian kernel of 50 pixels) of the raw superbias
minus the one-dimensional correction obtained in step 1, and subtracted on a row-
by-row basis.
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Figure 2.3 Comparison of 11 blue biases (y-binning of 2 and 1-amplifier read-out mode) acquired over 13
hours on 2012 August 14. Top: median bias level of each frame for all x positions (in pixels). Each curve
was smoothed using a Savitzky-Golay routine for clarity (box radius: 51, order: 3, see Savitzky & Golay
1964; Press et al. 2007). Bottom: average of each curve in the top panel, calculated over the grey interval
[1750:2250] along x, plotted as a function of the time offset after the first bias was acquired.
In Figure 2.4, I show in the middle panel the reconstructed superbias based on the raw
superbias in the top panel. In the bottom panel, I show the residual after subtracting
the reconstructed bias from the raw bias (a.k.a. top -middle). As expected, the large scale
spatial variations have been removed and the residual is flat at a sub noise-level.
In the pywifes pipeline, this master reconstructed superbias is used as the default method
to perform the bias-subtraction step on any given exposure. It is usually constructed
from a series of individual biases acquired during the afternoon. If the observer has
also acquired individual bias frames throughout the night, he/she can (and ought to)
decide to use them to build a series of local reconstructed biases, and associate them with
dedicated exposures. Although these local reconstructed biases rely on individual bias
frames, they are in fact noise free, and represent the most accurate way to perform the
bias subtraction step with the WiFeS instrument with first-generation detectors, and best
account for the spatial temporal variability of their bias levels.
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Figure 2.4 Top: blue raw superbias, obtained from combining five individual bias frames previously
overscan-subtracted. Middle : reconstructed, noise-free, superbias. Bottom: raw superbias minus the re-
constructed superbias.
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2.3.3. Flat-Fielding
The throughput of the WiFeS instrument varies from pixel to pixel. At each point of
the CCD, the throughput is a product of losses along the optical path of the instrument
and the quantum efficiency of the detector pixel, all of which can vary with position and
wavelength. The smooth wavelength-dependent throughput of the instrument (and the
atmosphere) is corrected by observing spectrophotometric standard stars, as discussed
in detail in Childress et al. (2014b). The spatial variations in the overall throughput
are corrected by means of flat-fielding, where observations of a spectral source that is
both spatially and spectrally smooth is used to directly measure and correct these spatial
variations.
For WiFeS, the smooth spectrum lamp source is part of the instrument’s internal calib-
ration unit. The spatial illumination from the internal calibration units differ slightly
from the on-sky optical path. For this reason, a complete flat-fielding solution requires
a combination of smooth spectrum source data from the internal lamp unit (lamp flat
observations) and spatially flat on-sky data obtained by observing the ambient glow of
the twilight sky (sky flat observations).
During the development of pywifes, D. C. Nicholls at RSAA reported the existence of
subtle irregularities in the spectral flat-field solution of his WiFeS observations. I sub-
sequently discovered these irregularities to be caused by scattered light in the flat field
exposures. WiFeS has very low scattered light levels for Science observing modes, but
the flat field illumination lamps a) subtend an angle much larger than the f/18 input
beam, and b) are not located at a pupil of the instrument, so that they can introduce
off-axis scattering from optical components within the instrument. A blue lamp master
flat-field (B3000, y-binning of 2 and 1 amplifier read-out) is shown in Figure 2.5 (top
panel). Red flat-fields are similar, and are not shown here. The color scale has been set
to reveal the horseshoe-shaped internal reflection to the right of the frame. Diffuse light
between each of the 25 slitlets (saturated with this color scale) is also visible towards the
center of the frame as a red glow. Over most of the spectral range (the x dimension), the
interslit glow only amounts to ∼ 1-2 per cent of the slitlet fluxes at any given position.
The right of the frame corresponds to shorter wavelengths (∼ 4500 Å down to 3500 Å), a
spectral region were the flat lamp is not bright anymore. As a consequence, the horseshoe
reflection largely dominates the signal in this region, and if left uncorrected, strongly af-
fects the flat-fielding of the data below 4500 Å. To avoid this unwanted effect, pywifes
reconstructs the internal horseshoe reflection (and the diffuse glow) from the interslit
regions, and subtract this correction from the raw master lamp and master sky flats (see
Figure 2.5, middle and bottom panels).
The detailed algorithm I implemented in pywifes is a 4-steps process, illustrated in Fig-
ure 2.6 for one slitlet, and is as follows :
• Step 1: for all 25 slitlets, extract the slitlet region and the two surrounding interslit
regions; panel (a).
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Figure 2.5 Top: raw master lamp flat. The internal horseshoe-shaped internal reflection is clearly visible to
the right of the image. Middle: reconstructed internal reflection and diffuse glow from the interslit regions.
Bottom: cleaned master lamp flat.
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Figure 2.6 Illustration of the 4-steps algorithm I implemented in pywifes to remove the internal reflection
and the diffuse glow in WiFeS flat fields for one slitlet (#10). (a) Raw frame (1 slitlet and 2 interslit regions).
(b) Smoothed interslit regions only. (c) Smoothed interslit regions, extraction grid points and reconstructed
contamination over the slitlet region. (d) Final, corrected slitlet and interlsit regions. (e) Correction intensity
in per cent of the original data. In each panel, the dashed lines delineate the slitlet/interslit limits.
• Step 2: from the slitlet definitions, cut out the slitlet, and smooth the interslit re-
gions with a symmetric gaussian kernel of 10 pixels; panel (b).
• Step 3: extract the interslit count values on a finite grid with a resolution∆y = 3 and
∆x = 10, and use them as input for a bivariate spline fitting routine (rectbivariate-
spline in the scipy.interp module) to reconstruct the reflections across the slit;
panel (c).
• Step 4: subtract the reconstructed contamination from the data; panel (d)
In panel (e) of Figure 2.6, I show, in percent of the original frame intensity, the amount of
correction applied to the slitlet. The correction has only very little effect ( 1-2 per cent)
over most of the slice, where the flat lamp flux is strong, but is very efficient when the
lamps become less efficient, and the internal horseshoe reflection dominates the signal.
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The bivariate spline interpolation routine depends very little on the grid resolution cho-
sen in Step 3 because the grid points are spread on either sides of a large gap. As a
result, only the grid points closest from the slitlet really influence the reconstructed pat-
tern across the slice. While not perfect, this routine allows to remove both the internal
horseshoe reflection and the diffuse interslit glow to within the noise level of the data as
illustrated in Figure 2.5 (bottom panel).
I note that this flat-field cleanup routine is designed to correct for the internal reflection
only. A faint flat lamp (in the UV) is a separate and intrinsic issue, which can be mitig-
ated by combining lamp and sky flats (intrinsically brighter in the UV). A new flat lamp,
brighter in the very blue, has also been installed on WiFeS since the observations de-
scribed in this thesis have been acquired, and will also help improve the flat fielding for
very blue wavelengths.
2.3.4. Stability of the WiFeS wavelength solution
The greatest challenge in the reduction of WiFeS data is to derive the wavelength solution
for the entire instrument from an arc lamp observation in a completely automated fash-
ion (i.e. without the need for human interaction). In typical long-slit spectroscopy reduc-
tion, the wavelength solution is derived from arc lamp data in environments such as iraf
via an interactive procedure where the user finds emission lines by eye and identifies the
associated reference wavelength for those lines. The fitted positions of the arc lamp emis-
sion lines and their true wavelengths are then used to extrapolate the wavelength value
associated with each pixel across the entire detector. For WiFeS datasets, the pywifes
pipeline was designed to be a robust tool for accomplishing the same steps but without
requiring the user to identify emission line positions and reference wavelengths by hand.
pywifes also contains a physical model for the WiFeS wavelength solution which in-
corporates the correct analytical parametrization of how the wavelength solution varies
across the detector within each slitlet, and how the wavelength solutions of all slitlets are
linked to each other by the optics of the instrument. The realistic optical model of the
instrument with ∼ 50 parameters was developed and implemented by R. G. Sharp and J.
Nielsen at RSAA.
WiFeS is located on the Nasmyth focus of the ANU 2.3m telescope. This position ensures
that the instrument is subject to a constant gravity vector, and makes it a very stable
spectrograph overall. WiFeS can however be subject to temperatures changes of the or-
der of ∼ 5-15 K during an observing night. The WiFeS camera optics were designed to
auto-correct the effect of temperature variations, including focus changes and image scale
variations. The diffraction gratings, however, are not temperature controlled. When sub-
ject to a change in temperature, the WiFeS gratings will expand or contract, increasing or
decreasing their resolution. To account for and correct this effect, observers are required
to acquire arc frames during the night to monitor the changes of the wavelength solu-
tion. In Figure 2.7, I illustrate the effect of temperature drift on the wavelength solution
during one of my observing night.
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Parts of the spectra of a Ne-Ar arc lamp observed with the B3000 and R7000 gratings
are shown in the different panels. I reduced the arc lamp exposure similarly to a Science
frame using pywifes, and show the 25 spectra extracted along the middle slice (along the
y direction) of the final data cube. The arc frame has been acquired at the end of a winter
observing night on 2012 August 16. For panels (a) and (c), the wavelength solution is
derived from a similar arc exposure acquired early in the preceding afternoon, while
for panels (b) and (d) the wavelength solution is derived from the late-night arc frame
itself. The reference wavelengths for the different arc lines are marked with vertical
dashed lines. As expected, using an arc frame acquired far-away (temporally) from a
given observation results in a bad wavelength calibration of the data set, with errors of
the order of 1-2 Å (typically 40-60 km s−1). By comparison, the intrinsic residuals of the
wavelength fitting step (using the instrument full optical model) is typically of the order
of 0.05 Å for the R = 7000 gratings, and 0.1 Å for the R = 3000 gratings. One should note
that the wavelength error associated with temperature variations inside WiFeS results
in a blueshift of the spectra for the blue frame, and a redshift of the spectra for the red
frame. This temperature-related wavelength shift has led me to acquire arc frames at ∼ 1
hour intervals during all my observing nights on WiFeS. Although my science goals do
not require (strictly speaking) an absolute wavelength calibration, regular arc frames are
still required to obtain a wavelength solution consistent between the red and blue WiFeS
frames.
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Figure 2.7 Top: B3000 Ne-Ar arc lamp spectra observed at the end of the night on 2012 August 16 and
reduced (a) using a Ne-Ar arc lamp exposure acquired in the afternoon (∼ 8 hours earlier) and (b) using the
late-night Ne-Ar arc exposure itself. The thick vertical dashed lines denote the reference positions of the
different arc lines. Each panel spans 20 Å. Bottom: idem, but for the R7000 Ne-Ar arc lamp spectra. The
shifts with respect to the reference wavelengths visible in the panel (a) and (c) highlight the importance of
acquiring arc lamp exposures at regular interval during an observing run to account for the temperature
variations inside the WiFeS instrument.
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CHAPTER 3
Data analysis and visualization tools
You and I, Sam, are still stuck in the worst places of the story,
and it is all too likely that some will say at this point: “Shut the
book now, dad; we don’t want to read any more.”
– J.R.R. Tolkien, The Lord of the Rings
Section 3.1 was previously published as Appendix A of “Galaxy Interactions in Compact Groups I: The
Galactic Winds of HCG16”, Vogt, F. P. A., Dopita, M. A., Kewley, L. J., ApJ, 768, 151 (2013). Sec-
tion 3.2 was previously published as part of “New Strong-line Abundance Diagnostics for H II Regions:
Effects of kappa-distributed Electron Energies and New Atomic Data”, Dopita, M. A., Sutherland, R. S.,
Nicholls, D. C., Kewley, L. J., Vogt, F. P. A., ApJS, 208, 10 (2013) and “Galaxy Interactions in Compact
Groups II: abundance and kinematic anomalies in HCG 91c”, Vogt, F. P. A., Dopita, M. A., Borthakur,
S., Verdes-Montenegro, L., Heckman, T. M., Yun, M. S., Chambers, K. C., MNRAS, 450, 2593 (2015).
The work is presented here in a restructured form to focus on my personal contribution: the pyqz mod-
ule.
Chapter summary: over the course of my research, I have used a wide range of tools to
perform a variety of different tasks. The complete and detailed procedures I employed
to analyse my observations of star-forming galaxies in compact groups are described in
the corresponding Chapters 5, 6 and 7. In the next Sections, I focus on a specific subset
of new tools I was brought to develop over the course of my thesis, namely:
• a correction function for extragalactic reddening based on the work of Fischera &
Dopita (2005) in Section 3.1,
• a python module to measure gas-phase oxygen abundance and ionization paramet-
ers in H II regions based on the work of Dopita et al. (2013) in Section 3.2, and
• advanced multi-dimensional data visualization techniques in the form of interactive
PDF & HTML documents and 3-D printing in Section 3.3.
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3.1. Extragalactic dust reddening correction
There exist many ways to correct for extragalactic reddening, which is in itself not very
well defined. Unfortunately, the literature is rather confusing, and it is often left to
the reader to reconstruct by himself the exact solutions implemented in a given paper.
Many texts also confuse extinction, which applies along a single sight line, with mean
attenuation, which is a statistical sum of the attenuations produced by a foreground dust
screen with a fractal distribution (see the papers by Fischera & Dopita 2005, 2011, for
the mathematical treatment of this).
In my research, I based my extragalactic reddening corrections on the model of Fischera
& Dopita (2005). This model assumes that the attenuation is caused by a distant iso-
thermal and turbulent dust screen. Wijesinghe et al. (2011) have shown that it provides
a very good agreement between different star formation rate indicators ([O II], Hα, near-
UV, far-UV) in GAMA galaxies (Driver et al. 2009). In their article, Fischera & Dopita
(2005) provide several theoretical estimates of the relative attenuation as a function of
wavelength which allow to correct a given spectrum based on its associated Hα/Hβ ratio.
For clarity, I shall derive the correction equation applied to my observations starting
from first principles. I adopt the formalism of Osterbrock (1989) (see his Chapter 7).
Given a luminous source subject to attenuation, I define Fλ the observed flux at a given
wavelength λ (in the source reference frame), and Fλ,0 the theoretical, un-reddened flux
at that wavelength. Then,
Fλ = Fλ,0 · e−τλ , (3.1)
where τλ is the opacity along the object line-of-sight. Both scattering and absorption
of the object light by the intervening dust are likely to play a role, and in fact, τλ =
τλ,abs + τλ,sca (see e.g. page 296 in Dopita & Sutherland 2003). With mλ and mλ,0 the
observed and theoretical, un-reddened magnitude of the object, the extinction on the
line-of-sight Aλ for a given wavelength (in magnitude) is
Aλ = mλ −mλ,0 = 2.5log(e)τλ. (3.2)
The actual shape of the opacity curve is highly debated. It is generally accepted as a
simplification and based on galactic observations that τλ can be written as
τλ = c · fλ, (3.3)
where the shape of the curve is described by a universal function fλ, and c is a multiplic-
ative constant varying for every line-of-sight. Determining c can be done by comparing
the observed ratio of two given lines to the theoretically expected value, for example the
Hα and Hβ lines. Using Equation 3.1 and Equation 3.3,
FHα
FHβ
=
FHα,0
FHβ,0
· e−c(fHα−fHβ), (3.4)
3.1 Extragalactic dust reddening correction 33
and re-arranging the terms,
c = −(fHα − fHβ)−1 · (log(e))−1 · log
(
FHα/FHβ
FHα,0/FHβ,0
)
. (3.5)
Assuming Case B recombination, Rαβ = FHα,0/FHβ,0 = 2.86. However, it has also been
shown that regions close from active galactic nuclei may have a higher intrinsic ratio
value of Rαβ = 3.1 (e.g. Kewley et al. 2006).
To find the de-reddened flux value, I substitute the above expression for c in Equation 3.1,
which with simple algebra, and after re-arranging the terms slightly, becomes
Fλ,0 = Fλ ·
(
FHα/FHβ
Rαβ
)−fλ/(fHα−fHβ)
, (3.6)
where fλ is the only unknown. Following Fischera & Dopita (2005),
Eλ−V
EB-V
=
Aλ −AV
AB −AV , (3.7)
where Eλ−V is usually referred to as the color excess between two bands, and Eλ−V/EB-V is
the relative color excess. Introducing RAV = AV/EB-V, Equation 3.7 becomes
Aλ =
(
Eλ−V
EB-V
+RAV
)
·EB-V. (3.8)
Therefore,
fλ
fHα − fHβ =
τλ
τHα − τHβ =
Aλ
AHα −AHβ =
Eλ−V
EB-V
+RAV
EHα−V
EB-V
− EHβ−VEB-V
. (3.9)
Finally, substituting Equation 3.9 in Equation 3.6 gives the reddening correction func-
tion,
Fλ,0 = Fλ ·
(
FHα/FHβ
Rαβ
)− Eλ−VEB-V +RAV
EHα−V
EB-V
− EHβ−VEB-V . (3.10)
A value of RAV = 4.3 results in an attenuation curve very similar to that defined empir-
ically by Calzetti (2001) for starburst galaxies (Fischera et al. 2003; Fischera & Dopita
2005). I therefore adopted the relative extinction curve with RAV = 4.5 and AV = 1 of Fisc-
hera & Dopita (2005). From their Table 1, it is possible to extract the value of Eλ−V/EB-V
for various values of λ. From the few data points they provide in their paper, I derived
a 4th order polynomial (using a least-square fitting routine) allowing me to obtain an
accurate estimate of Eλ−V/EB-V for any value of λ ∈ [2480 Å; 12390 Å]. The derived func-
tion is shown in Figure 3.1 (black line) alongside with the points from Fischera & Dopita
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Figure 3.1 Relative attenuation curve from Fischera & Dopita (2005) for RAV = 4.5 and AV = 1 as a function
of 1/λ (top) and λ (bottom). The dots are from the Table 1 in the paper, and the black curve is my best fit 4th
order polynomial, defined in Equation 3.11.
(2005), and can be written as
Eλ−V
EB-V
 −4.61777 + 1.41612 ·λ−1 + 1.52077 ·λ−2 − 0.63269 ·λ−3 + 0.07386 ·λ−4 (3.11)
with λ in µm. Equation 3.10 can then be written as
Fλ,0  Fλ ·
(
FHα/FHβ
Rαβ
)0.76·( Eλ−VEB-V +4.5)
. (3.12)
For all my observations presented in Chapters 5, 6 and 7, I have used Equation 3.12 to
correct the effect of extragalactic reddening from the observed Hα/Hβ line ratio.
Following the same formalism, I can also write the expression allowing to convert an
Hα/Hβ flux ratio to a V-band extinction AV in magnitude, by substituting c in Equa-
tion 3.2, which gives
AV = −2.5log
(
FHα/FHβ
Rαβ
)
· fV
fHα − fHβ (3.13)
and using Equation 3.9,
AV = −2.5log
(
FHα/FHβ
Rαβ
)
· R
A
V
EHα−V
EB-V
− EHβ−VEB-V
 8.55 · log
(
FHα/FHβ
Rαβ
)
(3.14)
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3.2. Measuring nebular abundances and ionization parameters
with pyqz
To measure oxygen abundance of the interstellar gas in my observations, I rely on sim-
ulations of H II regions from the mappings iv code - the most recent embodiment of the
mappings code (Dopita et al. 1982; Binette et al. 1982, 1985; Sutherland & Dopita 1993;
Groves et al. 2004; Allen et al. 2008). Among other updates, mappings iv allows for a non-
Maxwellian distribution for the electron energies in the form of a κ-distribution (Nicholls
et al. 2012, 2013; Dopita et al. 2013), and contains up-to-date atomic data.
Dopita et al. (2013) created a series simulations of individual H II regions for varying
values of oxygen abundances 12 + log(O/H), ionization parameters q (in cm s−1) and κ
values. Specifically, the parameters of the different simulations are
12 + log(O/H) ∈ [7.39; 7.69; 7.99; 8.17; 8.39; 8.69; 8.99; 9.17; 9.39] , (3.15)
log(q) ∈ [6.50; 6.75; 7.00; 7.25; 7.50; 7.75; 8.00; 8.25; 8.50] , and (3.16)
κ ∈ [10; 20; 50;∞] . (3.17)
Assuming a solar oxygen abundance of 12 + log(O/H) = 8.69 (Asplund et al. 2009), the
simulations cover a wide range of gas phase metallicities from 0.05-5 Z.
The idea that the energy distribution of electrons in planetary nebulae and H II regions
may depart from a standard Maxwell-Boltzmann distribution to resemble a κ-distribution,
characterized by a high-energy tail, was recently suggested by Nicholls et al. (2012). The
consequences of a κ-distribution of electron energies on temperature and abundance
measurements in H II regions have subsequently been discussed in detail by Nicholls
et al. (2013) and in respect of the effect on strong line intensities by Dopita et al. (2013).
A value of κ =∞ corresponds to a Maxwell-Boltzmann distribution.
For a given value of κ, observed emission line measurements of star forming regions
can then be compared to theoretical mappings iv values via emission line ratio diagrams.
In Figure 3.2, the mappings iv simulations of H II regions from Dopita et al. (2013) are
shown inside the log [N II]/[O II] vs log [O III]/[S II] emission line ratio diagram. These
simulations form a grid, and the difficulty resides in finding line ratio diagrams that
cleanly disentangle the respective influence of 12 + log(O/H) and log(q), i.e. emission
line ratio spaces for which the grid is flat and does not fold over itself. Dopita et al. (2013)
identified 8 such diagrams, which are listed in Tables 3.1 and 3.2, along with the regions
over which they can be used to measure 12 + log(O/H) and log(q) without ambiguity.
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Figure 3.2 mappings iv simulations of H II regions from Dopita et al. (2013) for κ = 20, shown within the
log [N II]/[O II] vs log [O III]/[S II] emission line ratio diagram. Each point (corresponding to one distinct
simulation) is color-coded as a function of 12 + log(O/H) (left) and log(q) (right).
Table 3.1 Emission line ratio diagrams able to separate the influence of 12 + log(O/H) and log(q)
in the spectra of H II regions and their associated accessible region in the 12 + log(O/H) and log(q)
space, for κ = 10 and κ = 20.
Emission line ratio diagram
κ = 10 κ = 20
log(q) 12 + log(O/H) log(q) 12 + log(O/H)
log [N II]/[S II] vs log [O III]/[S II] 7.39 - 9.39 6.50 - 8.50 7.39 - 9.39 6.50 - 8.50
log [N II]/[S II] vs log [O III]/Hβ 7.39 - 9.39 6.50 - 8.50 7.39 - 9.39 6.50 - 8.50
log [N II]/[S II] vs log [O III]/[O II] 7.39 - 9.39 6.50 - 8.50 7.39 - 9.39 6.50 - 8.50
log [N II]/[O II] vs log [O III]/[S II] 7.39 - 9.39 6.50 - 8.50 7.39 - 9.39 6.50 - 8.50
log [N II]/[O II] vs log [O III]/Hβ 7.39 - 9.39 6.50 - 7.50 7.39 - 9.39 6.50 - 7.50
log [N II]/[O II] vs log [O III]/[O II] 7.39 - 9.39 6.50 - 8.25 7.39 - 9.39 6.50 - 8.00
log [N II]/Hα vs log [O III]/Hβ 7.39 - 8.69 6.50 - 8.50 7.39 - 8.39 6.50 - 8.50
log [N II]/Hα vs log [O III]/[O II] 7.39 - 8.69 6.50 - 8.50 7.39 - 8.39 6.50 - 8.50
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Table 3.2 Same as Table 3.1, but for κ = 50 and κ =∞.
Emission line ratio diagram
κ = 50 κ =∞
log(q) 12 + log(O/H) log(q) 12 + log(O/H)
log [N II]/[S II] vs log [O III]/[S II] 7.39 - 9.39 6.50 - 8.50 7.39 - 9.39 6.50 - 8.5
log [N II]/[S II] vs log [O III]/Hβ 7.39 - 9.39 6.50 - 8.25 7.39 - 9.39 6.50 - 8.50
log [N II]/[S II] vs log [O III]/Hβ 7.39 - 9.39 6.50 - 8.50 7.39 - 8.99 6.50 - 8.50
log [N II]/[O II] vs log [O III]/[S II] 7.39 - 9.39 6.50 - 8.50 7.39 - 9.39 6.50 - 8.50
log [N II]/[O II] vs log [O III]/Hβ 7.39 - 9.39 6.50 - 7.50 7.39 - 9.39 6.50 - 7.50
log [N II]/[O II] vs log [O III]/[O II] 7.39 - 9.39 6.50 - 7.75 7.39 - 9.39 6.50 - 7.75
log [N II]/Hα vs log [O III]/Hβ 7.39 - 8.39 6.50 - 8.50 7.39 - 8.39 6.50 - 8.50
log [N II]/Hα vs log [O III]/[O II] 7.39 - 8.17 6.50 - 8.50 7.39 - 7.99 6.50 - 8.50
Given an observed set of line ratios, a two dimensional interpolation step is required to
read the mappings iv diagnostic grids between the nodes actually computed by Dopita
et al. (2013). For this purpose, I have implemented a dedicated python module that
performs this task automatically - the pyqz module. This module relies on the griddata
function in the scipy.interpolate module to perform a two dimensional fit to a given
diagnostic grid. The griddata routine allows either a linear or piecewise cubic spline
fit to a N-dimensional unstructured dataset. I refer the interested reader to the Scipy
Reference Guide for more information on the griddata function1.
Figures 3.3 and 3.4 demonstrate how the pyqz module interpolates the different map-
pings iv theoretical simulation grids listed in Tables 3.1 and 3.2. Each row corresponds
to a different diagnostic grid labelled accordingly. The left and middle columns, compare
the result of the interpolation performed using the linear or piecewise cubic approach.
The difference, in per cent, between the two different interpolation results is shown in
the right column. The grids in this case are computed for κ = 20. The grids for other κ
values are similar and are therefore omitted here. One should note that the error maps
do not represent absolute errors on the interpolation results. Nevertheless, they indicate
how well a given grid can be read. In most cases, the difference between the two interpol-
ation methods remain lower than 5 per cent. The oxygen abundance grids are the most
consistent between the two different interpolation methods, with errors below 1 per cent
for the entire interpolation region.
1 http://docs.scipy.org/doc/scipy/reference/generated/scipy.interpolate.griddata.html
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Figure 3.3 Side-by-side comparison between a linear and piecewise cubic interpolation of different dia-
gnostic grids that allow for unambiguous reading of the log(q) value. The third column shows the differ-
ence in per cent between the two different interpolation methods, and is indicative of how accurately a given
diagnostic grid can be read. These grids are for κ = 20.
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Figure 3.4 Same as Figure 3.3, but for 12 + log(O/H).
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For both the log(q) and 12 + log(O/H) grids, a black star denotes which interpolation
method (linear or piecewise cubic) provides the smoothest result, based on a visual com-
parison of the two different interpolated grid. The absolute grid error associated with the
best interpolation method can be expected to be smaller than the error map provided in
the right column, which can be used as an upper estimate of the uncertainty associated
with reading a given diagnostic grid. In particular, the error associated with reading off a
given grid is much smaller than errors associated with the computation of the grid itself,
and observational errors affecting line ratios.
The pyqz v0.4 module was made freely available to the astronomical community under
the GNU General Public License2 in Dopita et al. (2013)3. The module allows astro-
nomers to interpolate within any of the line ratio grids listed in Tables 3.1 and 3.2. For
any given set of observed line ratios the module returns the corresponding log(q) and
12 + log(O/H) values for the chosen value of κ if the observed ratios lie within a readable
region of the grid.
3.2.1. Error propagation in pyqz v0.6.2
In the original version published by Dopita et al. (2013), the pyqz v0.4 module was not
set up to account for errors in the flux measurements of emission lines. Instead, errors
on the estimation of log(q) and 12 + log(O/H) were estimated from the standard devi-
ation between the different estimates stemming from the different line ratio diagnostic
grids chosen by the user. Indeed, for flux measurements at the ∼ 5 per cent level, the
mismatch between the estimates from different diagnostics typically dominates the un-
certainty of the joint final estimate. For larger observational errors on the emission line
fluxes, pyqz v0.4 therefore under-estimates the true error associated with the final val-
ues of 12 + log(O/H) and log(q). I have upgraded pyqz to address this shortcoming.
The updated version of pyqz will be publicly released in the near future along with new
mappings v models (Sutherland et al., in prep.). Here, I briefly describe how errors in the
final 12 + log(O/H) and log(q) estimates in pyqz v0.6.2 are computed. For completeness,
the pyqz v0.6.2 code is presented in Appendix E.
The underlying idea is to propagate the full probability density function associated with
each line flux measurement to the 12 + log(O/H) vs log(q) plane. To that end, for each
set of line fluxes (and errors) provided by the user, pyqz v0.6.2 generates n random sets
of line fluxes, assuming a normal and uncorrelated error distribution for each line. pyqz
subsequently derives an estimate of 12 + log(O/H) and log(q) for all n set of random
line fluxes, and for every line ratio diagnostic grid selected by the user, resulting in
n ×m estimates of 12 + log(O/H) and log(q) (where m is the number of line ratio grids
selected by the user). Effectively, these n ×m estimates represent the discretized two-
dimensional joint probability distribution function of the oxygen abundance and ioniza-
tion parameter. The full joint probability density function can then be reconstructed by
2 http://www.gnu.org/copyleft/gpl.html
3 DOI: 10.4225/13/516366F6F24ED
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Figure 3.5 Full (left) and magnified (right) oxygen abundance and ionization parameter plane access-
ible to pyqz v0.6.2. The data corresponds to the spaxel [0;0] in my observations of HCG 91c. The white
squares mark the two estimates associated with the diagnostic grids log [N II]/[S II] vs log [O III]]/Hβ and log
[N II]/[S II] vs log [O III]/[S II]. The red dots mark the location of 2 × 1000 randomly-reconstructed line fluxes
from the original line fluxes and associated errors. The reconstructed 2-D joint probability density distri-
bution (with a fixed resolution of 0.01 in 12 + log(O/H) and 0.01 in log(q)) is also shown, with the orange
contour tracing the 1-sigma level from the peak. The peak location is marked with an orange diamond,
while the mean location of the 1-sigma contour and its extent is marked with a green circle and associated
error bars. The dashed box marks the full extent of the random set of individual estimates (the red dots).
performing a two-dimensional kernel density estimation. This frequentist approach to
error estimation differs from the Bayes formalism adopted by Blanc et al. (2015) in the
izi code written in idl with a similar purpose to pyqz.
It is often practical to derive from the joint probability density function a best-estimate
and associated uncertainty. To derive the best estimate for 12 + log(O/H) and log(q), pyqz
normalizes the reconstructed joint probability function to its peak level, and computes
the iso-contour at the 61 per cent of the peak level (corresponding to the 1-sigma level
for a normal distribution). The mean location of this contour is then chosen as the best
estimate of the 12 + log(O/H) and log(q), while the full extent of the contour is indicative
of the uncertainty associated with these estimates.
The process is illustrated for two representative high and low S/N spaxels in the WiFeS
observations of HCG 91c (see Chapter 6) in Figures 3.5 and 3.6, respectively. These
examples rely on only two line ratio diagnostic grids: log [N II]/[S II] vs log[O III]/Hβ
and log [N II]/[S II] vs log [O III]/[S II]. The location of the individual estimates stem-
ming from either diagnostic grids in the 12 + log(O/H) vs log(q) plane are marked with
white squares. The mean of these positions, corresponding to the pyqz v0.4 estimate of
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Figure 3.6 Same as Figure 3.5, but for the spaxel [9;14]. The lower S/N in the data results in a larger spread
of the random set of estimates.
12 + log(O/H) and log(q), is marked with a white star. For both spaxels, 1000 random set
of line fluxes were generated by pyqz, resulting in 2000 estimates of 12 + log(O/H) and
log(q) (1000 for either line ratio grid), shown as individual red dots.
The contour at 61 per cent of the peak level of the underlying reconstructed joint probab-
ility density function is shown with an orange line. With 1000 random set of line fluxes,
I find that the location of the peak of the joint probability density function (marked with
an orange diamond symbol) varies within the 1-sigma contours when pyqz is run mul-
tiple times. However, the location of the 1-sigma contour at 61 per cent of the peak level
remains consistent when pyqz is run multiple times. This fact motivates my choice to
base the final estimates of 12 + log(O/H) and log(q) on the mean location of the 1-sigma
contour level, rather than the exact peak location.
Different python tools exist to perform a two-dimensional kernel density estimation.
pyqz can be set by the user to use two of these - either the gaussian_kde routine in the
scipy.stats package4, or the kdemultivariate routine in the statsmodel package5. The
former routine is 10-100 times faster but is not well suited for a bi- or multi-modal dis-
tributions. In the case of pyqz, the gaussian_kde routine tends to over-smooth the joint
probability function when two diagnostics are not directly consistent with one another
(for example in the case of a flux measurement error). The option to use the gaussian_kde
4 http://docs.scipy.org/doc/scipy-0.14.0/reference/generated/scipy.stats.gaussian_kde.
html
5 http://statsmodels.sourceforge.net/devel/generated/statsmodels.nonparametric.kernel_
density.KDEMultivariate.html
3.3 Multi-dimensional data visualization 43
routine is included in pyqz v0.6.2 as a rapid alternative to test the code and obtain pre-
liminary results. In practice, it is preferable to use the kdemultivariate routine instead
which provides more accurate results, as the bandwidth of the gaussian kernel can be set
individually for the 12 + log(O/H) and log(q) directions.
3.3. Multi-dimensional data visualization
Traditionally, scientific results have been shared with the community via articles pub-
lished in dedicated journals. As these journals were originally printed on paper, astro-
physical datasets were forced to be presented in the form of 2-D graphics and diagrams
- and this, irrespective of the number of dimensions of the original dataset. Of course,
reducing a multi-dimensional dataset to two dimensions implies a loss of information.
In certain cases, this loss of information can be beneficial if it emphasizes a certain aspect
of the dataset. In other cases however, the loss of dimensionality can be detrimental to
the scientific goal of the diagram (for example, when sharing a complex 3-D structure
with a series of 2-D projections).
Most of today’s astrophysical datasets are intrinsically multi-dimensional. Either as a
direct result of the instrumental design (such as IFUs), or because one combines multiple
datasets in a multi-dimensional analysis, for example when looking for the fundamental
plane of elliptical galaxies in the {luminosity vs velocity dispersion vs size} space. In
both cases, multi-dimensional datasets are systematically sliced and/or projected and/or
collapsed to two dimensions at the publication stage - and this despite the fact that com-
puters nowadays allow multi-dimensional datasets to be handled as such throughout the
entire analysis procedure.
In recent years however, the increasing computing power and associated capabilities ac-
cessible to individuals has opened new ways to visualize and share multi-dimensional
datasets. In addition, as several astrophysical journals are now solely published online,
it really is not a physical requirement anymore for graphics and diagrams to be printable
in order to be shared with the community. This fact has led to the emergence of online
material - such as data tables - to facilitate data sharing within the scientific community.
Clearly, the possibility for published material to not only contain the description of the
data acquisition and analysis procedure but also the data itself is a significant improve-
ment in our ability as scientists to test, reproduce, compare and challenge published
results, as well as use, re-use, expand and exploit a given analysis and/or dataset beyond
its initial scope; indeed, these mechanisms lie at the core of the Scientific Method.
Nonetheless, despite being published in paper-free online journals, astrophysical datasets
are still predominantly shared in the form of 2-D diagrams, as the inherent complexity
associated with the publication of other advanced forms of multidimensional data visu-
alization remained high. As I will argue in the next Sections, this really is not the case
anymore. As a matter of fact, interactive 3-D models can now be created, shared and
accessed online easily by anyone with basic (i.e. non-expert) programming skills and
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general computing literacy. I will specifically focus on three distinct methods that I em-
ployed over the course of my thesis work: interactive PDFs in Section 3.3.1, interactive
HTML pages in Section 3.3.2 and 3-D printing in Section 3.3.3.
3.3.1. Interactive PDFs
Documents in a portable document format (PDF) now have the ability to contain interactive
3-D models, of which Barnes & Fluke (2008) suggested the use in the field of Astrophys-
ics. These authors created their interactive 3-D models via the s2plot software (Barnes
et al. 2006), but in fact, all that is required is a tool able to create U3D files which can then
be freely included inside a PDF document using LATEX and the media96 package (which
replaced the movie157 package).
I am using python - specifically the mayavi module (Ramachandran & Varoquaux 2011)
- to create interactive 3-D models which I export directly into the VRML format. mayavi
is a module dedicated to “3-D scientific data visualization and plotting in python”. It is
in many ways reminiscent of the matplotlib module dedicated to 2-D plotting (Hunter
2007) in python. Unlike dedicated computer-assisted design softwares, using mayavi
does not require any specific knowledge a priori. The module syntax is relatively in-
tuitive, as illustrated by the basic examples available online8. Similarly to other python
modules, mayavi commands can be integrated seamlessly in any given python script, and
within a few lines, allow the creation of an interactive 3-D model. In addition to a cursor-
based approach, the interactive diagrams generated with mayavi can also be manipulated
directly from a python shell and scripts. I refer the interested reader to the full package
documentation of mayavi available online9.
At present, the interactive 3-D models generated by mayavi can be exported into different
dedicated file formats (e.g. VRML/WRL, OBJ, IV), but not to U3D. I rely on the commercial
software pdf3dreportgen10 (installed on the RSAA servers) to transform the VRML file
generated by mayavi into a U3D file for inclusion in PDF documents. Interactive PDFs
are supported by the arXiv online preprint server11 (unfortunately only via the obsolete
movie15 LATEXpackage at the time of submission of this thesis), and by the Monthly Notices
of the Royal Astronomical Society. I have included interactive 3-D models in the electronic
version of this thesis - see Figures 3.7, 4.1 and 6.5. Accessing these interactive models
requires adobe acrobat reader v9.0 or above, which is freely accessible for a wide range
of operating systems12. Other softwares (such as Apple’s preview) will only display the
cover image, but will not allow to load its associated interactive component.
6 http://www.ctan.org/tex-archive/macros/latex/contrib/media9
7 http://www.ctan.org/tex-archive/macros/latex/contrib/movie15
8 http://docs.enthought.com/mayavi/mayavi/auto/examples.html
9 http://docs.enthought.com/mayavi/mayavi/
10 http://www.pdf3d.com/pdf3d_reportgen.php
11 http://arxiv.org/
12 http://get.adobe.com/reader/
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Figure 3.7 Screenshot of the interactive mayavi window generated when running the python script in
Appendix F. This Figure is also interactive. The interactive green dice can be accessed by the reader when
clicking on this Figure in the electronic version of this document opened with adobe acrobat reader v0.9
or higher. Once loaded, the interactive model allows the reader to freely rotate, zoom-in and out of the
structure, as well as toggle on/off different datatsets (i.e. the dice faces or the white spheres).
Clicking on an interactive image of interest (such as Figure 3.7) loads the 3-D model, and
allows the reader to freely zoom-in/-out, pan, rotate and fly-through the structure, as
well as select pre-set points of view or show & hide specific datasets.
A simple example from A-to-Z
The different files required to run this example are included as supplementary material to this thesis13.
The green dice shown in Figure 3.7 was generated using the python script in Appendix F.
I designed this script to illustrate the clarity of the mayavi syntax and offer the interested
reader a mean of experimenting with this python module. For completeness, the LATEX
script that generates Figure 3.7 is:
1 [...]
2 \usepackage{media9}
3 [...]
4 \begin{figure}[htb!]
5 \centerline{\includemedia[width = 1.0\linewidth, activate=onclick, playbutton=none,
6 deactivate=pageinvisible, 3Dmenu, 3Dtoolbar,
7 3Dviews=./dice_views.txt ]
13 DOI: 10.4225/13/5553E63D6A79A
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8 {\centerline{\includegraphics[scale=0.4, ]{./dice.pdf}}}{./dice.u3d}}
9 \caption{Screenshot of the interactive {\mayavi} window ... .}\label{fig:dice}
10 \end{figure}
The file dice.u3d was generated with pdf3dreportgen from the file dice.wrl generated
by the python script in Appendix F. The file dice.pdf contains the still cover image
visible as Figure 3.7 before loading its interactive component. Pre-set views in the inter-
active component (including the display -or not- of specific datasets) are defined in the
file dice_views.txt as follows:
1 VIEW=Default
2 PARTSATTRS=keep
3 COO=-7.980090543924234e-8 8.208258606146046e-8 -5.379686029982622e-8
4 C2C=-0.6 -0.55 0.58
5 ROO= 3.3
6 ROLL= -23.4
7 BGCOLOR=0.85 0.85 0.85
8 LIGHTS=CAD
9 ORTHO=0.54
10 RENDERMODE=Solid
11 PART=Mesh_0
12 VISIBLE=true
13 END
14 PART=Mesh_1
15 VISIBLE=true
16 END
17 END
18 VIEW=No faces
19 PARTSATTRS=keep
20 COO=-7.980090543924234e-8 8.208258606146046e-8 -5.379686029982622e-8
21 C2C=-0.6 -0.55 0.58
22 ROO= 3.3
23 ROLL= -23.4
24 BGCOLOR=0.85 0.85 0.85
25 LIGHTS=CAD
26 ORTHO=0.54
27 RENDERMODE=Solid
28 PART=Mesh_0
29 VISIBLE=false
30 END
31 END
32 VIEW=No spheres
33 PARTSATTRS=keep
34 COO=-7.980090543924234e-8 8.208258606146046e-8 -5.379686029982622e-8
35 C2C=-0.6 -0.55 0.58
36 ROO= 3.3
37 ROLL= -23.4
38 BGCOLOR=0.85 0.85 0.85
39 LIGHTS=CAD
40 ORTHO=0.54
41 RENDERMODE=Solid
42 PART=Mesh_1
43 VISIBLE=false
44 END
45 END
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3.3.2. Interactive HTML pages
Interactive PDF documents are a reader-friendly solution for sharing interactive 3-D mod-
els with the scientific community, as they do not require readers to have access to specific
and/or costly commercial software. However, interactive PDF documents also have two
distinct drawbacks. Firstly, interactive PDF documents can (at present) only be viewed in-
teractively using adobe acrobat reader, thereby strongly restricting the freedom of choice
of the reader. Secondly, the U3D file format is very specific and non-straight-forward
to generate, especially using solely open-source software. meshlab14 is to the best of
my knowledge (and at the time of submission of this thesis) the open-source software
most able to convert 3-D files from a wide range of formats to the U3D format. Yet, my
personal experiments have revealed that meshlab v1.3.3 is limited in the way it handles
transparency and the 3-D model’s component tree, rendering this software suitable for
only a very limited number of cases (i.e. cases where the 3-D model is not transparent
and contains a single dataset). These limitations have led me to use the non-open source
software pdf3dreportgen for converting 3-D models from WRL to U3D.
Interactive HTML pages represent a viable alternative to interactive PDF documents. Spe-
cifically, using the x3dom15 approach, it is possible to embed within a simple HTML page
an interactive model which can then be accessed (on- or oﬄine) with most of the main-
stream web browsers (including firefox, safari, chrome and internet explorer). As
such, interactive HTML documents do not strongly restrict the freedom of choice of the
readers.
From an author perspective, interactive HTML documents (using the x3dom approach)
require 3-D models to be in the X3D format, another strong advantage of this technique.
Indeed, X3D files can be directly exported from the mayavi module in python, and (un-
like U3D files) do not require costly third-party software to be generated, thereby greatly
simplifying their creation process. The x3dom website contains extensive instructions,
detailed HTML code and many practical examples of the different animations and other
features that can be integrated inside an interactive HTML document (e.g. pre-set views
and interaction buttons).
These advantages of the interactive HTML approach over interactive PDFs have led The
Astrophysical Journal (ApJ) to support interactive HTML documents for inclusion in their
articles. In particular, Figure 1 of Vogt et al. (2014) was used as a proof-of-concept by the
journal editors (see Figure 4.1 in this document). The interactive counterpart of that fig-
ure was attributed a permanent DOI, and is now freely accessible online16. A screenshot
of the page is visible in Figure 3.8 for completeness.
14 http://meshlab.sourceforge.net/http://meshlab.sourceforge.net/
15 http://www.x3dom.org
16 DOI: 10.1088/0004-637X/793/2/127/data
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Figure 3.8 Screen capture of an interactive 3-D model (the ZQEadg 3-D line ratio diagram of Vogt et al.
2014) published by ApJ using the X3D+HTML approach. The page is hosted online and was attributed the
DOI: 10.1088/0004-637X/793/2/127/data.
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A simple example from A-to-Z
The different files required to run this example are included as supplementary material to this thesis17.
Generating a basic interactive HTML document containing the interactive green dice vis-
ible in Figure 3.7 is achieved with the following HTML code:
1 <html>
2 <head>
3 <title>Python + X3D dices</title>
4 <script type=’text/javascript’
5 src=’http://www.x3dom.org/download/x3dom.js’> </script>
6 <link rel=’stylesheet’ type=’text/css’
7 href=’http://www.x3dom.org/download/x3dom.css’></link>
8 <style>
9 x3d
10 {
11 border:2px solid darkorange;
12 background: #909090;
13 }
14 </style>
15 </head>
16
17 <body>
18 <x3d width=’1000px’ height=’700px’, margin-left=’300px’>
19 <scene>
20 <inline url="dice.x3d" nameSpaceName="Dice" mapDEFToID="true" onclick=’’/>
21 </scene>
22 </x3d>
23 </body>
24 </html>
The required file dice.x3d is directly generated from the python script in Appendix F.
The resulting HTML file requires an internet connection to access the files x3dom.js and
x3dom.css. Both files can be downloaded manually and the HTML code above adapted
accordingly to make the interactive model accessible on- or oﬄine by the reader.
A less simple example from A-to-Z
The different files required to run this example are included as supplementary material to this thesis18.
For the green dice model discussed so far, the simple example of the interactive HTML
document given above behaves correctly. Most likely however, real astrophysical models
will be more complex, and might include transparent layers, text, and/or a colorbar. One
might also want to add interaction buttons to the scene to show/hide certain datasets,
direct the readers’ attention to certain features or move to pre-set points-of-view.
To explore these different features, the python code in Appendix F can also be used to
generate a transparent red dice with two inner spheres. This structure was designed to
17 DOI: 10.4225/13/5553E63D6A79A
18 DOI: 10.4225/13/5553E63D6A79A
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hit some of the current limits of the X3D exporter in mayavi, which result in several visual
issues in the interactive HTML model if one follows the simple example given above. In
particular, the inner semi-transparent white sphere is not always visible, the color of the
red cube faces are inconsistent, and the text is not scaled properly. All these issues can
be corrected manually inside the X3D file itself, as follows:
• layer transparency: x3dom can have issues with transparency depending on the
order in which the different elements of a given scene are drawn. The sortKey
keyword allows one to define in which order the different layers are drawn, so that
they look as intended. The sortKey keyword is located inside the <Appearance>
tag inside the X3D file. Hence, for the inner-most transparent layer, one would
have:
1 <Apperance sortKey="0">
• colors: they can behave erratically for transparent layers. The stand-alone Depth-
Mode tag is the solution to this problem when added after the <Material . . . > entry
in the X3D file as follows:
1 <DepthMode readOnly="true"></DepthMode>
• text size and appearance: by default, any text exported by mayavi to an X3D file
will have an arbitrary size, and set to be visible from one side only. These aspects
can be corrected with the scale="0.02 0.02 0.02" option in the <FontStyle> tag
and the solid="False" option in the <Text> tag inside the X3D file, respectively.
• text orientation: by default, any text exported by mayavi will have an arbitrary
orientation in 3-D space. The correct orientation can be obtained by setting the
rotation elements inside the <Transform . . .> tag:
1 <Transform translation="0 0 0" rotation="0 0 1 -0" scale="1 1 1">
The rotation element in X3D files is a set of four numbers. The first three define the
x, y and z components of the rotation vector in 3-D space (i.e. the vector perpen-
dicular to the plane of rotation), while the last element encodes the rotation angle
in radians.
• lights: many lights (responsible for the illumination of the scene) are turned on by
default in the X3D files generated by mayavi. These can be confusing at times, and
can be turned off with the on="false" option inside their respective <Direction-
Light> tag. Leaving a single headlight will usually give the best results.
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With these modifications, the interactive red dice will look as it should. It is now possible
to add more features to the interactive model, such as interaction buttons (for specific
points of view and datasets), and a colorbar.
• show/hide items: so that one can refer to specific datasets within the model tree, a
name must first be attributed to the different layers in the X3D file. This is done via
the DEF="nameX" value inside the <Material> tag for each dataset. To hide a given
layer from view, one possibility is to set its transparency to 100 per cent. This can
be achieved with a dedicated HTML function, e.g.:
1 <script>
2 function setSphere()
3 {
4 if(document.getElementById(’Dice__nameX ’).getAttribute(’transparency ’)!=’0.5’)
5 document.getElementById(’Dice__nameX ’).setAttribute(’transparency ’,’0.5’);
6 else
7 document.getElementById(’Dice__nameX ’).setAttribute(’transparency ’,’1’);
8 }
9 </script>
The function can then be activated by the reader via an interaction button defined
as follows:
1 <button onclick="setSphere();" style="color:FireBrick">
2 White sphere
3 </button>
• pre-set views: specific views (in orthographic projection in this example) can be
defined inside the <x3d> tag inside the HTML document using the following struc-
ture:
1 <OrthoViewpoint id="front" bind=’false’
2 centerOfRotation=’0,0,0’ description=’""’
3 fieldOfView=’[-1,-1,1,1]’ isActive=’false’
4 metadata=’X3DMetadataObject ’
5 orientation=’0,0,0,3.14’ position=’0,0,10’
6 zFar=’100’ zNear=’-10’ >
7 </OrthoViewpoint>
The reader can then activate a given point of view with a dedicated button defined
as follows:
1 <button onclick="document.getElementById(’front’).setAttribute(’set_bind’,
2 ’true’);">
3 Front
4 </button>
52 Data analysis and visualization tools
• colorbar: one possibility to include a colorbar with an interactive model is to in-
clude it as a static background image (prepared separately). The image inclusion is
done in the HTML document head with the command:
1 background:\#000 url(background.png)
One must then also set the background of the interactive object transparent (inside
the X3D file) by commenting out the corresponding command:
1 <!-- <Background skyColor="0.5 0.5 0.5"/> -->
A screen capture of the resulting interactive HTML document is presented in Fig-
ure 3.9. The complete HTML code used to generate it is included below for com-
pleteness and clarity:
1 <html> <head>
2 <title>Python + X3D dices</title>
3 <script type=’text/javascript’
4 src=’http://www.x3dom.org/download/x3dom.js’> </script>
5 <link rel=’stylesheet’ type=’text/css’
6 href=’http://www.x3dom.org/download/x3dom.css’></link>
7 <style>
8 x3d {
9 border:2px solid darkorange;
10 background: #909090;
11 background:#000 url(background.png)
12 }</style> </head>
13 <body>
14 <script>
15 function setCube()
16 {
17 if(document.getElementById(’Dice__cube ’).getAttribute
18 (’transparency ’)!=’0.5’)
19 document.getElementById(’Dice__cube ’).setAttribute
20 (’transparency ’,’0.5’);
21 else
22 document.getElementById(’Dice__cube ’).setAttribute
23 (’transparency ’,’1’);
24 } </script>
25 <script>
26 function setSphere()
27 {
28 if(document.getElementById(’Dice__outer_sphere ’).getAttribute
29 (’transparency ’)!=’0.5’)
30 document.getElementById(’Dice__outer_sphere ’).setAttribute
31 (’transparency ’,’0.5’);
32 else
33 document.getElementById(’Dice__outer_sphere ’).setAttribute
34 (’transparency ’,’1’);
35 } </script>
36 <x3d width=’700px’ height=’400px’, margin-left=’300px’>
37 <scene>
38 <OrthoViewpoint id="front" bind=’false’ centerOfRotation=’0,0,0’
39 description=’""’ fieldOfView=’[-1,-1,1,1]’
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Figure 3.9 Screen capture of the less simple example of a semi-transparent red dice opened using firefox.
Four interaction buttons allowing to move to pre-selected viewpoints or to show/hide certain datasets are
visible below the main interactive window.
40 isActive=’false’ metadata=’X3DMetadataObject ’
41 orientation=’0,0,0,3.14’ position=’0,0,10’
42 zFar=’100’ zNear=’-10’ ></OrthoViewpoint>
43 <OrthoViewpoint id="back" bind=’false’ centerOfRotation=’0,0,0’
44 description=’""’ fieldOfView=’[-1,-1,1,1]’
45 isActive=’false’ metadata=’X3DMetadataObject ’
46 orientation=’0,1,0,3.14’ position=’0,0,-10’
47 zFar=’100’ zNear=’-10’ ></OrthoViewpoint>
48 <inline url="dice_2_mod.x3d" nameSpaceName="Dice" mapDEFToID="true"
49 onclick=’’/>
50 </scene> </x3d>
51 <div id="tools" style="width: 700px;"> <p>&nbsp;</p>
52 <b>Viewpoints:</b>
53 <button onclick="document.getElementById(’front’).setAttribute
54 (’set_bind’,’true’);">
55 Front </button>
56 <button onclick="document.getElementById(’back’).setAttribute
57 (’set_bind’,’true’);">
58 Back </button>
59 &nbsp <b>Hide/show:</b>
60 <button onclick="setCube();" style="color:FireBrick">Red cube </button>
61 <button onclick="setSphere();" style="color:FireBrick">White sphere
62 </button>
63 </div> </body> </html>
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log
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III]/
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]
log [NII]/[Hα] log 
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7.39 7.89 8.39 8.89 9.39
(A) 12+log(O/H)
(B)
Figure 3.10 Example of a 3-D printed astrophysical dataset: the ZQEadg line ratio diagram (Vogt et al.
2014). (A) The original model on-screen. (B) The 3-D printed model, after dissolution of the temporary
support material and manual reproduction of the color scheme using acrylic paint.
3.3.3. 3-D printing
In an effort to explore new methods for sharing astrophysical 3-D structures, I gave read-
ers the possibility to use 3-D printing to construct a physical model of the so-called
ZQEadg 3-D line ratio diagram in Vogt et al. (2014). The 3-D structure, shown in Fig-
ure 3.10 (panel A) (see also Figure 4.1) is composed of a curved grid (traced by grey rods)
with colored spheres at the nodes, and of a black amorphous volume latched onto the
grid. The underlying physics associated with this model will be discussed in detail in
Chapter 4.
The concept of 3-D printing has grown in popularity among the general public in recent
years as more low-end and mid-range printers have begun entering the market, allowing
Do-It-Yourself aficionados to manufacture a wide range of items in their basement. I first
began experimenting with the 3-D printing of astrophysical datasets at the Digital Media
Center (DMC) of Johns Hopkins University (JHU) in late 2014. Using a MakerBot Rep-
licator 2X dual-extrusion 3-D printer, I identified a pathway to convert interactive 3-D
models generated using the mayavi module in python to 3-D printable datasets. After
demonstrating the feasibility of this approach, I printed additional copies of the 3-D
model using a high end printer (uPrint SE) and a very high-end printer (FORTUS 400mc)
for comparison. The very high end (VHE) model is shown in Figure 3.10 (panel B).
In the 3-D printed model, the grid is supported by two cylindrical columns and a base
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plate. The four holes in the base plate serve no other specific purpose but to reduce the
mass of print material and thereby the print cost. The 3-D model (without any support
structure) is first generated in python and exported to the X3D format using mayavi.
The support structure is subsequently added manually using blender19, a “free and open
source 3D animation suite”. The complete structure is then exported to the STL format,
compatible with most 3-D printers currently available. Although the support structure
could in principle be added directly in python using mayavi, it is in practice somewhat
easier to do it separately using blender (despite the rather steep learning curve of this
software), which also allows to rapidly experiment with different possible orientations
and support strategies. The STL file (compatible with most 3-D printers available on the
market at the time of submission of this thesis) was published as supplementary material
in Vogt et al. (2014), and is available online for download20.
The model is constructed layer-by-layer from bottom to top by melting and depositing
thin (< 1 mm thick) sequential layers of a thermoplastic21. Free floating structures (such
as a grid) are not compatible with this approach. However, the problem is alleviated by
using a dissolvable support material, deposited at the same time as the primary material,
and which requires so-called dual-extrusion 3-D printers. The dissolvable support fills
the different gaps and voids within a given model to allow the later deposition of the
primary material in specific locations, and is removed after the print is concluded using
a specific solvent. The final model is monochromatic, and I have used acrylic paint to
manually reproduce the color scheme of the original model (tracing the oxygen abund-
ance of mappings iv simulations of star forming regions).
My experiments have resulted in three distinct 3-D prints, a mid-range (MR) print, a
high-end (HE) print and a very high-end (VHE) print, shown in Figure 3.11. Their char-
acteristics are summarised in Table 3.3. There is a clear improvement in the quality of
the print associated with the high-end and very high-end printers. Although less sharp,
the MR model is nevertheless an accurate reproduction of the original figure at a fraction
of the print cost. It should however be noted that the MR model shown is Figure 3.11
required three attempts to complete; the first two failed because of jamming in the ther-
moplastic filament feed.
With a retail price of ∼ 2500.00 AUD (in January 2015), mid-range 3-D printers with dual
extrusion capabilities represent viable alternatives to high-end, sophisticated and 10-100
times more expansive printers to print astrophysical datasets. These mid-range printers
are especially practical to experiment with different support structures and print designs,
before performing a single (more expensive) high-quality print of the model. Mid-range
printers are also easier to use and often require little to no supervision, allowing for a
rapid turn around and fast experimenting.
3-D printing in Astrophysics is at this stage a niche concept for sharing multi-dimensional
19 http://www.blender.org/
20 DOI: 10.1088/0004-637X/793/2/127/data
21 There exists other 3-D printing techniques relying on metal or powders, but having not experimented
with these directly, they will not be discussed here.
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(A)
(B)
Figure 3.11 (A) Side-by-side view of the VHE (left), HE (middle) and MR (right) models. Each model
has been created by a distinct printer using the same original 3-D file, and hand-painted individually. (B)
Close-up view between the VHE (left) and MR (right) models.
datasets (Steffen et al. 2014; Vogt et al. 2014; Madura et al. 2015). This technology of-
fers a promising and exciting new way to share scientific results and complex datasets
with the general public by enabling anyone to build by themselves a given astrophysical
model and connect with the associated scientific research in an unprecedented way. Even
without requiring the presence of a 3-D printer in every home, professionally 3-D prin-
ted pieces in outreach events offer a unique opportunity for the general public to handle
astrophysical datasets while providing researchers with a new way to convey potentially
complex physical concepts. Of course, the same advantages apply beyond the outreach
domain to the teaching and education areas. At the professional level, 3-D printed mod-
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Table 3.3 Characteristics of the three 3-D printed models of the ZQEadg line ratio diagram shown in
Figure 3.11.
Model MR HE VHE
Physical size [mm] 59× 52× 96 73× 64× 116 100× 88× 161
Layer thickness [mm] ∼ 0.25 ∼ 0.2 ∼ 0.15
Thermoplastic PLA (black) ABS (white) ABS (white)
Mass [g] 38 ∼ 120 101
Mass (dissolved support) [g] 126 ∼ 80 199
Printer MakerBot Replicator 2X uPrint SE FORTUS 400mc
Printer location DMC, JHU WSE Adv. Manufacturing RSAA, ANU
Lab, JHU
Printer operator Kristen Anchor Nathaniel J. “Niel” Leon Colin Vest
Print time [h] 10.0 8.8 39.2
Cost [AUD] 20 115 ∼ 250
els also offer a new way for researchers to interact and discuss complex datasets.
Having demonstrated the potential and the feasibility of 3-D printing for Astrophysics,
the future of this technology clearly remains uncertain at this stage. My experiments
have shown that 3-D models generated using python can now be easily converted to 3-
D printable files. Furthermore, while high-end 3-D printers can provide high-quality
results for outreach or press-release purposes, mid-range printers can provide cheaper
and suitable alternatives for individuals, research groups or institutes willing to explore
the potential of 3-D printing for their research and outreach purposes at a fraction of the
cost.
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CHAPTER 4
Galaxy emission line classification
using 3-D line ratio diagrams
There are no safe paths in this part of the world. Remember you
are over the Edge of the Wild now, and in for all sorts of fun
wherever you go.
– J.R.R. Tolkien, The Hobbit
This Chapter was previously published as “Galaxy Emission Line Classification Using Three-dimensio-
nal Line Ratio Diagrams”, Vogt, F. P. A., Dopita, M. A., Kewley, L. J., Sutherland, R. S., Scharwächter,
J., Basurah, H. M., Ali, A., Amer, M. A., ApJ, 793, 127 (2014). The work is presented here in a
restructured format.
Chapter summary: two-dimensional line ratio diagnostic diagrams have become a key
tool in understanding the excitation mechanisms of galaxies. However, the classifica-
tion of galaxies based on their emission line ratios really is a multi-dimensional problem.
In this Chapter, I exploit recent software developments to explore the potential of 3-D
line ratio diagnostic diagrams. In particular, I introduce a specific set of 3-D diagrams,
the ZQE diagrams, which separate the oxygen abundance and the ionisation parameter
of H II region-like spectra, and which also allow to probe the excitation mechanism of
the gas. By examining these new 3-D spaces interactively, I define a new set of 2-D
diagnostics, the ZE diagnostics which cleanly separate H II region-like objects from the
different classes of AGNs. I also show that these ZE diagnostics are consistent with the
key log [N II]/Hα vs log [O III]/Hβ diagnostic currently used by the community.
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4.1. Optical emission line ratios as a classification tool
The use of specific line ratios to distinguish line emission regions depending on their gas
excitation mechanism was pioneered by Baldwin et al. (1981) and extended by Veilleux
& Osterbrock (1987). The line ratio diagrams most frequently used, specifically designed
to be insensitive to reddening, are:
1. log [N II]/Hα vs log [O III]/Hβ,
2. log [S II]/Hα vs log [O III]/Hβ, and
3. log [O I]/Hα vs log [O III]/Hβ.
Theoretical progress has since allowed the placement of different diagnostic lines sep-
arating the different excitation mechanisms in these diagrams: regions photoionised by
hot stars giving H II-like spectra, regions excited by an Active Galactic Nucleus (AGN),
either Seyferts, or the low ionization nuclear emission-line regions (LINERs). Currently,
the maximum starburst lines from Kewley et al. (2001b,a), the empirical starburst line
from Kauffmann et al. (2003b), and the LINER-Seyfert lines from Kewley et al. (2006)
are commonly used. Other, similar diagnostics include Heckman (1980); Osterbrock &
Pogge (1985); Veilleux & Osterbrock (1987); Tresse et al. (1996); Ho et al. (1997); Dopita
et al. (2000); Stasińska et al. (2006).
The maximum starburst lines as defined by Kewley et al. (2001a) are based on theoret-
ical modelling of starburst galaxies. Specifically, the wrap-round of theoretical model
grids inside these optical line ratio diagnostic diagrams justifies the definition of a the-
oretical upper bound of emission line ratios from gas photoionised by hot young stars.
Kauffmann et al. (2003b) used the large number statistics of the SDSS to set an observa-
tional lower bound to the maximum starburst line in the log [N II]/Hα vs log [O III]/Hβ
diagram. The region between these two starburst lines is known as the composite region.
Recently, several objects in the composite region have been recognised as being (at least
in part) excited by shocks (Farage et al. 2010; Rich et al. 2011, 2013), although these do
not rule out a mixed excitation mechanism (starburst+AGN) for other composite objects
(e.g. Scharwächter et al. 2011; Davies et al. 2014; Dopita et al. 2014b). Kewley et al.
(2006) also exploited the large number statistics from SDSS to define the separation lines
between the LINER and the Seyfert branches on the AGN side of the log [S II]/Hα vs log
[O III]/Hβ and log [O I]/Hα vs log [O III]/Hβ diagrams.
The classical optical line ratio diagnostic diagrams have proved to be useful and resi-
lient, ever since their introduction. Recently, their usage has been extended as new IR
surveys of galaxies measure the key line ratios for galaxies at intermediate and high red-
shifts. The key instruments are MOSFIRE on Keck (McLean et al. 2010), FMOS on Subaru
(Kimura et al. 2010), MMIRS on Magellan (McLeod et al. 2004), FLAMINGOS II on Gem-
ini (Eikenberry et al. 2008) and LUCI at the Large Binocular Telescope (Buschkamp et al.
2012). The sensitivity of the optical line ratio diagnostics to metallicity and other factors
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which could influence the diagnostics at high-redshift was investigated by Kewley et al.
(2013a), and this insight was applied to actual samples of high-redshift galaxies by Kew-
ley et al. (2013b).
A further stimulus to the use of optical line ratio diagnostic diagrams has been the advent
of integral field spectrographs which provide spectral information for individual spaxels.
With this approach, it is possible to reveal the presence of metallicity gradients across the
entire spatial extent of galaxies (Rich et al. 2012), explore the trends in the local excitation
pressure (Dopita et al. 2014a), or study the AGN zone of influence (Scharwächter et al.
2011). These analyses, in turn, rely on an accurate classification scheme.
In reality, the full set of line ratios forms a multi-dimensional space, the topology of
which needs to be understood before a final classification can be set. Progress towards
this goal can be made by looking at alternative line ratio diagrams. For the case of H II
regions, Dopita et al. (2013) made a comprehensive study of the utility of alternative
diagnostic diagrams, discussing previously used ones, as well as introducing some new
ones. Few of these diagrams separate the AGN branch from the stellar excited objects
as well as the traditional log [N II]/Hα vs log [O III]/Hβ diagram. Notable exceptions are
provided by the log [N II]/Hα vs log [O III]/[O II] diagram and the log [N II]/[O II] vs log
[O III]/Hβ diagram.
The development of the pyqz module presented in Section 3.2 has led me to revisit the
concept of optical line ratio diagram itself, and introduce new 3-D line ratio diagrams.
These diagrams, combining three different and complementary line ratios, are a first step
towards a better understanding of the distribution of galaxies in their multi-dimensional
line ratio space.
4.2. Observational datasets
The exploration of new multi-dimensional line ratio diagrams requires a set of reference
observational datasets. The ones I employed are described hereafter.
4.2.1. SDSS galaxies
I construct a sample of emission line galaxies from the SDSS data release (DR) 8 (Aihara
et al. 2011a,b; Eisenstein et al. 2011). Specifically, I exploit the “galSpec” Value Added
Catalogue from the Max Planck Institute for Astronomy and Johns Hopkins University
(MPA-JHU) group. The data is in fact identical to that associated with the SDSS DR7
(Abazajian et al. 2009), but was first made accessible via the general SDSS data release
in DR8. This dataset has been freely accessible since the SDSS DR4 (Adelman-McCarthy
et al. 2006), and the associated fitting procedure for the stellar continuum and emis-
sion lines are described in detail in Kauffmann et al. (2003a); Brinchmann et al. (2004);
Tremonti et al. (2004). Each spectrum is corrected for the foreground Galactic extinction
using the O’Donnell (1994) extinction curve. The stellar continuum is fitted with a linear
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combination of ten single-age stellar population models based on a new version of the
galexev code of Bruzual & Charlot (2003, 2011) plus an additional parameter account-
ing for internal dust attenuation (Charlot & Fall 2000). The different emission lines are
fitted with single gaussians. Balmer lines share a unique rest-frame velocity and velocity
dispersion (accounting for the instrumental resolution), and so do the forbidden lines.
From the 1843200 objects provided in DR8, I extract a sub-sample of high-quality spectra
with reliable galSpec fit parameters, following the methodology of Kewley et al. (2006).
The detailed selection criteria (including the explicit SDSS keywords expressions) are:
1. an existing galSpec fit (i.e. [PLATEID; FIBERID; MJD] , -1),
2. the galSpec fit is flagged as “reliable” by the MPA-JHU group (i.e. RELIABLE = 1),
3. a reliable redshift measurement (i.e. Z_WARNING = 0),
4. a redshift between 0.04 and 0.1 (i.e. 0.04 < Z < 0.1),
5. a signal-to-noise ≥ 3 in the following strong lines: [O II] λ3726, [O II] λ3729, Hβ,
[O III] λ5007, Hα, [N II] λ6584, [S II] λ6717 and [S II] λ6731,
6. a signal-to-noise ≥ 3 for the continuum measurement around Hβ, and
7. Hα/Hβcorr ≥ 2.86.
The redshift selection is identical to Kewley et al. (2006): the lower limit ensures that at
least 20 per cent of the galaxy is covered by the 3 arcsec fiber of the SDSS spectrograph,
so that the spectra is representative of the global properties of the galaxy (Kewley et al.
2005). The higher redshift bound is designed to ensure the completeness of the LINER
class, comparatively dimmer than Seyferts. The S/N of each emission lines is calculated
from the line flux and its associated error scaled by the amount suggested by Juneau
et al. (2014) (see Table 4.1). These correction factors have been obtained by comparing
the different duplicate observations in the dataset, and are lower than the values recom-
mended by the MPA-JHU group for their DR4 Value Added Catalogue. Following the
recommendation of Groves et al. (2012), 0.35 Å was added to the equivalent width of Hβ
(with Hβcorr the corrected line flux), which was found to be underestimated because of
an error in the 2008 version of the GALEXEV code (Bruzual & Charlot 2011). Hence, the
continuum level around Hβ is required to have S/N≥ 3 to ensure a reliable correction.
The median correction for the sample is ∼ 6 per cent of the original Hβ flux.
Duplicate observations in the sample were removed using a custom python routine. For
every galaxy, all other objects located within 3 arcsec (with no restriction on the redshift)
are flagged and removed from the sample except for the one with the largest S/N(Hα).
The final sample is comprised of 105070 galaxies.
Emission line fluxes are corrected for extragalactic reddening based on the Balmer decre-
ment Rαβ, using the extinction law from Fischera & Dopita (2005) for R
A
V =4.5 (and AV=1)
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Table 4.1 Corrections applied to the errors of emission line fluxes in the SDSS DR8
sample of galaxy spectra.
Line [O II] λ3726 [O II] λ3729 Hβ [O III] λ5007 [O I] λ6300
Correction 1.33 1.33 1.29 1.33 1.02
Line Hα [N II] λ6584 [S II] λ6717 [S II] λ6731
Correction 2.06 1.44 1.36 1.36
Note: although S/N([O I]λ6300) is not used in the sample selection, the associated
error scaling correction is included here for completeness.
(see Section 3.1). I adopt an intrinsic Balmer ratio Rαβ = 2.86 corresponding to Case B
recombination for every object in the sample, irrespective of their classification. This
value is appropriate for star-forming galaxies, but the presence of an AGN can result
in an higher intrinsic Balmer ratio (i.e. Rαβ  3.1, e.g. Osterbrock 1989; Kewley et al.
2006). However, it is unclear what intrinsic ratio should be applied for composite ob-
jects possibly containing a mixture of star-formation and AGN excitation. Hence, using
an intrinsic Balmer ratio of 2.86 ensures a uniform sample without artificial separation.
For consistency, the spatial displacement ζ associated with a intrinsic Balmer decrement
Rαβ = 3.1 instead of 2.86 is indicated visually in all line ratio diagrams in this Chapter.
Analytically, for an observed line ratio Fλ1/Fλ2 , one can write using Equation 3.10 :
Fλ1,0
Fλ2,0
=
Fλ1
Fλ2
·
(
2.86
Rαβ
) τλ2−τλ1
τHα−τHβ ·
(
FHα/FHβ
2.86
) τλ2−τλ1
τHα−τHβ
, (4.1)
where
τλ =
Eλ−V
EB−V
+RAV , (4.2)
so that
ζ(λ1,λ2) =
(
2.86
Rαβ
) τλ2−τλ1
τHα−τHβ
. (4.3)
As it will be shown in the next Sections, ζ is small enough so that the choice of Rαβ
is not critical to the present analysis. Especially, as the focus is set on the separation
between AGN-dominated and star-forming galaxies, the objects located close-to or on
the classification diagnostic lines (i.e. with very little AGN influence) can be expected to
have Rαβ  2.86. As mentioned above, ∼ 200 galaxies with measured Hα/Hβ < 2.86 were
removed from the sample, under the assumptions that these low ratios are indicative of
observational and/or fitting issues.
After correcting the emission line fluxes for extragalactic reddening, the sample contains
88933 (84.6 per cent) galaxies classified as star-forming, 11447 (10.9 per cent) classified
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as composites and 4690 (4.5 per cent) classified as AGN-dominated, based solely on their
position in the log [N II]/Hα vs log [O III]/Hβ diagram.
4.2.2. H II region spectra
Since the SDSS spectra represent nuclear spectra of whole galaxies, it is important for
classification purposes to complement them with a set of well-observed isolated H II re-
gions covering a wide range of chemical abundances. For this purpose I adopt the excel-
lent homogeneous dataset from van Zee et al. (1998).
This dataset is somewhat deficient in the most metal rich objects, so it was supplemented
with data on the H II regions in the Seyfert galaxy NGC 5427 acquired with WiFeS by J.
Scharwächter. These bright H II regions are unaffected by the weak Seyfert 2 nucleus, and
their abundances range up to three times solar. I refer the reader to Dopita et al. (2014b)
for more details on the observations, data reduction and emission line flux measurements
for these H II regions.
4.3. The theoretical H II region models
Throughout this work, I rely on the grids of line intensities for H II regions derived from
the modelling code mappings iv by Dopita et al. (2013) (see Section 3.2). The effect of a
κ-distribution is only minor on the strong lines intensities (Dopita et al. 2013), and does
not significantly affect the following analysis. Hence I adopted κ = 20.
4.4. Creating 3-D line ratio diagrams
There is a priori no reason to restrict line ratio diagrams to 2 dimensions, other than
the evident practicality of visualisation. Here, I exploit recent software developments to
explore the potential of 3-D line ratio diagrams. The basic concept is as follows. As a
starting point I use the 2-D diagnostics from Dopita et al. (2013) which cleanly separate
the ionization parameter, q, and the oxygen abundance, 12+log(O/H). These diagnostics
are then coupled with an additional line ratio, chosen specifically to help differentiate
H II-like objects from AGNs. This third ratio ought to be more sensitive to the hardness
of the radiation field. In Table 4.2, I list the different line ratios used for each of the three
categories:
• Category I: abundance sensitive ratios,
• Category II: q-sensitive ratios, and
• Category III: radiation hardness-sensitive ratios.
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In practice, of course, the separation is not as clean as implied by this list, since each ratio
is in some part sensitive to all three parameters. Nonetheless the exercise remains useful
as a mean of teasing out these parameters.
Table 4.2 Emission line ratios and associated keys.
Category I Category II Category III
Key Ratio Key Ratio Key Ratio
a: log [N II]/[O II] c: log [O III]/[O II] f: log [O III]/Hβ
b: log [N II]/[S II] d: log [O III]/[S II] g: log [N II]/Hα
e: log [O III]/[N II] h: log [S II]/Hα
i: log [O I]/Hα
I only consider ratios involving (usually) intense emission lines commonly observed in
both H II regions and AGN-dominated objects. To each ratio I associate a key, defined in
Table 4.2, to unambiguously identify them throughout this analysis.
One example of a 3-D line ratio diagram (log [N II]/[O II] vs log [O III]/[S II] vs log [N II]/Hα)
is shown in Figure 4.1. Figure 4.1 is interactive, and allows the reader to freely rotate,
zoom in/out and/or fly through the 3-D diagram. Figure 4.1 is also 3-D printable using
the STL file provided as supplementary material to Vogt et al. (2014)1 (see Section 3.3 for
more details).
I refer to these new 3-D line ratio diagrams as ZQE diagrams, following the categorisa-
tion of the line ratios involved. To uniquely identify all possible ZQE diagrams, I attach
the key of the three line ratios involved (in the order defining a right-handed orthogonal
base), in the form of ZQEx1x2x3 , where x1, x2 and x3 correspond to the keys of the line
ratios in the Category I, II and III defined in Table 4.2. For example, the 3-D line ratio
diagram shown in Figure 4.1 is ZQEadg.
In this new 3-D diagram, the spatial structure of the cloud of points of SDSS galaxies
resembles that of a nudibranch. H II-like objects are located on, or close to, the photoion-
ization model grid and can be associated with the sea slug’s body. This sequence is clearly
separated from the AGN sequence, which extends away from the H II region model grid
(and which can be regarded as the feelers of the nudibranch). These AGN-dominated re-
gions also display a clear substructure in the spatial density of galaxies, best revealed in
the interactive version of Figure 4.1.
1 DOI: 10.1088/0004-637X/793/2/127/data
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Figure 4.1 Example of a 3-D line ratio diagram, labelled ZQEadg (a.k.a. log [N II]/[O II] vs log [O III]/[S II]
vs log[N II]/Hα), in the form of a cross-eyed stereo pair. The plane of mappings iv simulations of H II regions
is represented by the coloured spheres connected by the grey rods, where each sphere corresponds to one
distinct simulation. The colour indicates the oxygen abundance in terms of 12 + log(O/H). Individual cubes
correspond the van Zee et al. (1998) data points, and the small cones to the NCG 5472 measurements of
individual H II regions, also coloured as a function of their oxygen abundances. Detailed instructions to view
this cross-eyed stereo pair can be found in Vogt & Wagner (2012). An interactive version of this Figure, that
allows the reader to freely rotate and/or zoom in and out, can be accessed by using adobe acrobat reader
v9.0 or above, or online using most mainstream web browsers (DOI: 10.1088/0004-637X/793/2/127/data).
In the interactive model, the red, green and blue axes correspond to the log [N II]/[O II], log [O III]/[S II] and
log [N II]/Hα directions, respectively.
From the line ratios listed in Table 4.2, it is possible to construct 2 × 3 × 4 = 24 different
3-D spaces combining one ratio of each category, all of which are listed in Table 4.3 with
their ZQE denomination.
One of the key advantages ofZQE diagrams is the ability to inspect them interactively (in
a similar manner to the interactive counterpart of Figure 4.1). Following this approach,
it is possible to identify new points of view of interest on the multi-dimensional space
of galaxy line ratios. Working interactively with 3-D line ratio diagrams may seem (at
first) cumbersome. As I already argued argue in Section 3.3, it really is not the case
anymore. Once again, I rely on the python module mayavi to create interactive 3-D line
ratio diagrams (Ramachandran & Varoquaux 2011).
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Table 4.3 All possible ZQE diagrams combining one line ratio from each Category
I, II and III defined in Table 4.2, and existence of an associated ZE diagnostic.
Name Ratio 1 Ratio 2 Ratio 3 ZE diagnostic ?
ZQEacf log [N II]/[O II] log [O III]/[O II] log [O III]/Hβ yes
ZQEacg log [N II]/[O II] log [O III]/[O II] log [N II]/Hα yes
ZQEach log [N II]/[O II] log [O III]/[O II] log [S II]/Hα no
ZQEaci log [N II]/[O II] log [O III]/[O II] log [O I]/Hα no
ZQEadf log [N II]/[O II] log [O III]/[S II] log [O III]/Hβ no
ZQEadg log [N II]/[O II] log [O III]/[S II] log [N II]/Hα yes
ZQEadh log [N II]/[O II] log [O III]/[S II] log [S II]/Hα no
ZQEadi log [N II]/[O II] log [O III]/[S II] log [O I]/Hα no
ZQEaef log [N II]/[O II] log [O III]/[N II] log [O III]/Hβ yes
ZQEaeg log [N II]/[O II] log [O III]/[N II] log [N II]/Hα yes
ZQEaeh log [N II]/[O II] log [O III]/[N II] log [S II]/Hα no
ZQEaei log [N II]/[O II] log [O III]/[N II] log [O I]/Hα no
ZQEbcf log [N II]/[S II] log [O III]/[O II] log [O III]/Hβ no
ZQEbcg log [N II]/[S II] log [O III]/[O II] log [N II]/Hα yes
ZQEbch log [N II]/[S II] log [O III]/[O II] log [S II]/Hα yes
ZQEbci log [N II]/[S II] log [O III]/[O II] log [O I]/Hα no
ZQEbdf log [N II]/[S II] log [O III]/[S II] log [O III]/Hβ yes
ZQEbdg log [N II]/[S II] log [O III]/[S II] log [N II]/Hα yes
ZQEbdh log [N II]/[S II] log [O III]/[S II] log [S II]/Hα yes
ZQEbdi log [N II]/[S II] log [O III]/[S II] log [O I]/Hα no
ZQEbef log [N II]/[S II] log [O III]/[N II] log [O III]/Hβ yes
ZQEbeg log [N II]/[S II] log [O III]/[N II] log [N II]/Hα yes
ZQEbeh log [N II]/[S II] log [O III]/[N II] log [S II]/Hα yes
ZQEbei log [N II]/[S II] log [O III]/[N II] log [O I]/Hα no
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4.5. From 3-D ZQE diagrams to new 2-D line ratios diagnostics
Having introduced the interactive ZQE 3-D line ratio diagrams as a new tool to study the
multi-dimensional galaxy emission line space, I now turn my attention to one possible
application: the definition of new diagnostic diagrams to separate H II-like and AGN-like
objects independently of the standard line ratio diagrams. To that end, I have visually
and interactively inspected all twenty-four ZQE diagrams, and selected a subsample of
thirteen in which the starburst sequence and the AGN sequence are best separated. The
other eleven diagrams (that do not have a ZE diagnostic associated to in Table 4.3) do
not show an evident separation between the AGN and starburst sequences. Hence, these
diagrams are less suitable for the kind of analysis presented here. As discussed in Sec-
tion 4.7, these ZQE diagrams may become of interest in a different type of application,
for example when looking at the inherent structure of the AGN branch in the multi-
dimensional line ratio space of galaxy spectra.
4.5.1. The ZEx1x2x3(φ;θ) diagrams
The original mappings iv simulation grids created by Dopita et al. (2013) define a set
of surfaces in the ZQE line ratio spaces (see Figure 4.1). For some of the grids, the in-
trinsic curvature in the third dimension is small, such that it is possible to find a specific
point-of-view from which the grid collapses onto itself, with a thickness . 0.3 dex. By
identifying these specific viewpoints, one effectively identifies new (composite) 2-D line
ratio diagrams - the ZEx1x2x3(φ;θ) diagrams - which rely on the combination of three dif-
ferent line ratios, and in which H II-like objects are degenerate and constrained to a small
region of the diagram.
These new 2-D line ratio diagrams are uniquely defined by:
1. the three line ratios involved, and
2. the angles φ and θ defining the viewing angle in the ZQE space defined by the line
ratios.
Here φ and θ are defined following the standard spherical coordinates convention (see
Figure 4.2). I adopt the convention that the roll angle ρ = 0 to ensure the uniqueness
of each diagram. For reasons highlighted below, I refer to these 2-D line ratio diagrams
constructed from the projection of a ZQE space as Metallicity-Excitation (ZE) diagrams.
With this naming convention, one avoids any confusion which may arise through the
use of the standard optical line ratio diagnostic diagrams, or with the more recent Mass-
Excitation (MEx) diagrams from Juneau et al. (2011, 2014).
I further introduce the following notation (illustrated in Figure 4.2), that allows to uniqu-
ely identify any ZE diagram (always provided that ρ = 0):
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ZEx1x2x3(φ;θ) with φ ∈ [0,180[ ; θ ∈ [0,180[ (4.4)
where x1, x2 and x3 are the three line ratio keys involved (as defined in Table 4.2). φ is
limited to 180 degrees to avoid a mirror version of each diagram. For any given triplet
of line ratio values (r1;r2;r3), the ZEx1x2x3(φ;θ) diagram associates a unique doublet of
composite line ratios (n1;n2), defined by:
n1 = −r1 sinφ+ r2 cosφ (4.5)
n2 = −r1 cosφcosθ − r2 sinφcosθ + r3 sinθ (4.6)
One should note that because ρ = 0, the composite line ratio n1 is simply a combination
of the first two ratios r1 and r2.
Figure 4.2 Schematic illustrating the concept of the ZEx1x2x3 (φ;θ) diagrams and associated notation.
4.5.2. The ZEx1x2x3(φ∗;θ∗) diagnostics
From the twenty-four initial ZQE diagrams listed in Table 4.3, I have identified thirteen
for which:
1. I can find a ZE plane in which the H II regions collapse onto a line with a thickness
. 0.3 dex, and for which
2. the starburst branch of the SDSS galaxies is well separated from the AGN-like ob-
jects.
Hence, I can construct thirteen new composite line ratio diagnostic diagrams to classify
galaxies as H II-like or AGN-like.
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I define (θ∗;φ∗) the specific values of φ and θ which define the thirteen ZE diagrams
suitable to classify galaxies as H II-like or AGN-like. Each ZEx1x2x3(φ∗,θ∗) diagram is
shown in Figure 4.3 , 4.4 and 4.5. The corresponding ZEx1x2x3(φ∗;θ∗) denomination is
shown in the top left corner of each diagram. For clarity, the x and y axes are labelled with
the complete n1 and n2 composite line ratio equations, derived from Equations 4.5 and
4.6. All the parameters of the thirteen ZE diagrams are also summarised in Table 4.4. In
each diagram, the median error associated with the SDSS data points is shown in the top
right corner. Juneau et al. (2014) observed (in a set of duplicate observations extracted
from SDSS DR7) that the error associated with line ratios are comparatively smaller than
those associated with individual line fluxes. Hence, the median errors (computed from
the individual line errors) reported in the different panels of Figure 4.3, 4.4 and 4.5 can be
regarded as upper bounds on the real errors of the composite line ratios. These median
errors can be compared to the theoretical displacement that Rαβ=3.1 (instead of 2.86)
would imprint on the data. The circle-and-bar traces the intensity and direction (from
the circle’s center outwards) of the total ζ spatial shift (see Equation 4.3). The ζ shift is
always similar to or smaller than the median measurement errors, and largely influenced
by the log [N II]/[O II] ratio.
The values of φ∗ and θ∗ have been found by interactive inspection of the ZQE diagrams2.
It should be noted here that in all cases, φ∗ and θ∗ are not tightly constrained. Typically,
a variation of ±2 degrees will not significantly modify the general appearance of the pro-
jection. The theoretical grids created with mappings iv have a slightly different curvature
depending on the chosen value of κ; for most ZE diagrams shown in Figure 4.3, 4.4 and
4.5, a different value of κ could influence the choice of the angles φ∗ and θ∗ by ±2 degrees.
The values quoted in Table 4.4 are optimized for κ = 20.
The choices of φ∗ and θ∗ were guided jointly by the appearance of the theoretical models,
the individual H II regions measurements, and the SDSS starburst branch. Specifically, I
used the model grids to identify a first-order point of view from which the grids collapse
onto themselves. The appearance of the SDSS starburst branch is then used to fine-tune
the final choice of φ∗ and θ∗ so that the observational data appears at its thinnest. For all
the ZE diagrams but two, the mappings iv simulation grid (marked by filled circles col-
oured as a function of the corresponding oxygen abundance of the model) is narrow and
degenerate, mostly in the q direction. Hence, the x axis of these ZE diagrams can be as-
sociated with a metallicity (Z) direction. By contrast, most of the differentiation between
starburst-like and AGN-like objects is achieved in the y direction, which can therefore be
seen as the excitation or E direction, which is the basis of the chosen nomenclature (i.e.
ZE diagrams). For the particular case of the ZEbeh and ZEbch diagrams, a two dimen-
sional twist inherent to the simulation grid makes it impossible to find a point-of-view
from which the grid collapses for the entire metallicity range. In that case, I chose φ∗
and θ∗ so that the H II region space is most degenerate in the area of largest confusion
between H II-like and AGN-like objects.
2The capability to handle 3-D models and structures interactively is an intrinsic characteristic of mayavi.
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Figure 4.3 The ZEadg(95◦;102◦) diagram. The diagram name and associated values of (φ∗,θ∗) are shown
in the top-left corner for completeness. H II-like and AGN-like SDSS galaxies are in grey. Uncertain galaxies
(based on all ZE diagnostics) are represented by density contours (5, 20, 40 and 80 per cent of the maximum
density). The round coloured dots (connected by the dotted lines) correspond to the mappings iv models
from Dopita et al. (2013). These provide guidance about the theoretical shape of the H II regions space. The
van Zee et al. (1998) points are represented by small squares with 75 per cent opacity, and the measurements
from H II regions in NGC 5427 are marked with small triangles. All measured H II regions are color-coded
according to their oxygen abundance. The black thick line traces the new diagnostic line separating the
H II-like objects from the AGN-like ones, for which I adopt a 3rd degree polynomial functional form. The
black cross (top right) indicates the median error associated with the given combination of SDSS flux ratios,
and the circle-and-bar symbol marks the intensity and direction (taken from the circle center outwards) of
the displacement associated with Rαβ = 3.1 instead of 2.86.
Identifying a specific viewpoint on the 3-D distribution of SDSS observational data points
is somewhat reminiscent of the notion of the Fundamental Plane (FP) for early-type
galaxies (Dressler et al. 1987; Djorgovski & Davis 1987). In that situation, the identific-
ation of the parameters of the best-fit FP is often performed automatically, for example
by computing the direction of smallest scatter in the data (e.g. Jorgensen et al. 1996), or
with similar but more sophisticated approaches (e.g. Bernardi et al. 2003; Saulder et al.
2013). While it is in principle not impossible to perform an analytical identification of φ∗
and θ∗, it is in practice less straightforward than the presently adopted manual solution.
First, the structure of the 3-D distribution of SDSS galaxies in the ZQE diagrams is sig-
nificantly more complex than that of a plane. Second, the dataset contains both H II-like
and AGN-like objects, but in the present case one only is interested in collapsing the star-
burst branch onto itself - not the entire cloud of data points. If it is possible to identify
and track the location of the starburst branch by eye, it is significantly more complex to
do so analytically and without any prior knowledge of the classification of the different
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Figure 4.4 Same as Figure 4.3, for the other ZE diagnostics involving [O II].
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Figure 4.4 (cont.)
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Figure 4.4 (cont.)
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Figure 4.5 Same as Figure 4.3, but for the ZE diagnostics not involving [O II].
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objects.
As it was found manually, any choice of φ∗ and θ∗ is not tightly constrained, and could
vary by ±2 degrees without significantly affecting the structure of the ZE diagram. Un-
der these circumstances and at this point in time, a manual identification of φ∗ and θ∗
appears as satisfactory and useful as any analytical approach. Especially, analytical de-
terminations of φ∗ and θ∗ would still depend on the underlying dataset and the chosen
methodology, and would therefore not be unique (as is the case for the FP parameters, see
Bernardi et al. 2003). The implementation of an automated routine to identify φ∗ and
θ∗ ought to be explored in the future as the quality of the observational data points and
theoretical datasets improves further. For example, a spaxel-based analysis relying on
ongoing or upcoming IFU surveys such as CALIFA (Sánchez et al. 2012), SAMI (Croom
et al. 2012) or MaNGA (Drory et al. 2014) could better differentiate between the core
and the outskirts of galaxies, and possibly reduce the inherent confusion at the interface
between star-formation dominated and AGN-dominated objects (Maragkoudakis et al.
2014; Davies et al. 2014).
Principal Component Analysis (PCA) is a statistical technique which can identify direc-
tions of interest in multi-dimensional datasets by calculating the successive normal direc-
tions of maximum variance (see e.g. Francis & Wills 1999, for a brief introduction). When
performing a PCA analysis, the main challenge resides in interpreting these directions
of interest, and connecting them to the physical world. The approach that was adop-
ted for creating the ZE diagrams (and associated diagnostics) follows the opposite path.
Here, one uses direct physical insight to separate line ratios into three complementary
categories, and only then, once the corresponding ZQE spaces have been constructed,
are they inspected interactively to find point-of-views of interest. The interactive aspect
of this approach is especially useful to compare at the same time the grids of theoretical
models, the individual measurements of H II regions, and SDSS galaxies. Of course, the
prime advantage of PCA is that it is not restricted to three-dimensional spaces. That is, a
PCA analysis could be applied to the entire multi-dimensional line ratio space of galax-
ies, unlike the ZQE diagrams approach, which for obvious reasons cannot probe beyond
three dimensions. Hence, while a detailed comparison is outside the scope of this work,
the PCA approach and the ZQE approach are (conceptually) very complementary.
To avoid misunderstandings and ensure repeatability, I strongly advise any use of the
ZE diagrams to clearly state the values of φ and θ employed, along with the line ratios
involved, which are required to uniquely define any ZE diagram (see Section 4.5.1 and
Equation 4.4).
4.5.3. Defining the diagnostic lines
For eachZEx1x2x3(φ∗;θ∗) diagram illustrated in Figure 4.3, 4.4 and 4.5, I define a 3rd order
polynomial that separates the H II-like objects (below the line) and the AGN-like objects
(above the line). The semi-empirical polynomial coefficients α,β,γ and δ are summarised
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Table 4.5 Diagnostic line parameters for eachZE
diagram.
Name α β γ δ
ZEacf −0.059 −0.024 +0.676 −0.005
ZEacg +0.005 −0.124 +0.020 −0.445
ZEadg −0.034 −0.071 +0.091 −0.382
ZEaef −0.013 −0.082 +0.133 −0.008
ZEaeg −0.032 −0.079 +0.268 −0.459
ZEbcg −0.101 −0.311 −0.216 −0.481
ZEbch −0.132 −0.280 +0.700 −0.437
ZEbdf −0.283 −0.368 +0.851 +0.066
ZEbdg −0.118 −0.307 −0.171 −0.382
ZEbdh −0.238 −0.374 +0.774 −0.366
ZEbef −0.013 −0.157 +0.186 +0.055
ZEbeg −0.097 −0.222 +0.034 −0.380
ZEbeh −0.221 −0.289 +0.920 −0.350
in Table 4.5, where the line equation is defined by
y = f (n1) = α(n1)
3 + β(n1)
2 + γ(n1) + δ. (4.7)
This approach is similar to that used by Kewley et al. (2001a) and Kauffmann et al.
(2003b) to define diagnostic lines for the classical optical line ratio diagnostic diagrams,
although the chosen functional forms are different.
The theoretical grids do not match the envelope of the observations of H II regions per-
fectly (see Figures 4.3, 4.4 and 4.5). This is especially true for ZE diagrams involving
the [S II] lines, which as noted by Dopita et al. (2013) appear to be 0.1 dex too weak in
the models. There exist several possible origins for the theoretical mismatch. At the low
abundance end in particular, some H II regions may possibly have a higher electron dens-
ity than expected (up to ne w 100 cm−3, see Nicholls et al. 2014). At the high-abundance
end, all lines become very sensitive to the electron temperature, which varies very rapidly
through the models. Thus, small changes in the geometry of the ionised gas (assumed
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to be spherically symmetric in the models) can make large differences in the predicted
emission line spectrum. The underlying stellar synthesis models may also be largely re-
sponsible for the offset between the theoretical grids and the SDSS galaxies (especially
for line ratios involving the [S II] lines) if these theoretical models do not produce enough
far-UV ionizing photons, as suggested by Kewley et al. (2001a) and Levesque et al. (2010).
Lastly, the spacing (in the ZE diagrams) between the two highest abundance set of sim-
ulations are ∼ 2-3 times larger than the spacing between the other abundance sets. As a
result, linearly interpolating (as traced by the dotted lines in Figures 4.3, 4.4 and 4.5) can
be a poorer estimation and result in a larger mismatch between the theoretical grid and
the observations.
Given the mismatch between the shape of the model grids and the observational data
points in some of theZE diagrams, theoretical models are used as a general guide, but the
final coefficients α, β, γ and δ are chosen so that the diagnostic lines trace the full extent
of the starburst sequence of the SDSS galaxies in all cases. Hence, keeping in mind that
one indirectly relies on the theoretical models in the manual determination procedure
for the values of φ∗ and θ∗, the different ZE diagnostics do not depend explicitly on the
mappings iv grids.
In practice, the diagnostic line coefficients are identified as follows. I first choose manu-
ally a series of five-to-seven positions in the ZE diagram, spaced by 0.2-0.5 dex along
the x-direction, defining a first-order separation between H II-like and AGN-like objects.
I subsequently obtain the corresponding polynomial coefficients by performing a least-
square minimisation of a 3rd order polynomial to these data-points using the python
implementation of the non-linear least-square minimization routine mpfit (Markwardt
2009). Since these diagnostic lines are obtained manually and independently for each
diagram, using the theoretical grid for guidance only, and given that each diagnostic is
subject to both observational errors and theoretical uncertainties, it is possible that an
SDSS galaxy classified as H II-like by one diagnostic will be classified as AGN-like by
others. However, because one now has thirteen diagnostics available, one can combine
them to ensure consistency and reduce the classification uncertainty.
To that end, all SDSS galaxies are separated into three groups:
• H II-like: galaxies classified as H II-like by all thirteen ZE diagnostics,
• AGN-like: galaxies classified as AGN-like by all thirteen ZE diagnostics, and
• uncertain: galaxies for which the thirteen ZE diagnostics are inconsistent.
In Figure 4.3, 4.4 and 4.5, density contours delineate the location of SDSS galaxies hav-
ing an uncertain classification. The contours have been obtained by distributing all the
galaxies with uncertain classification in a regular grid with resolution of 0.03 dex, with
the subsequent smoothing of the grid with a symmetric gaussian filter of 0.15 dex in ra-
dius (5 grid elements). As can be expected, the uncertain galaxies are clustered around
each of the diagnostic lines, with the 20 per cent contour within ±0.1 dex of the diagnostic
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line. Using a manual and iterative approach, the parameters of each of the diagnostic
equations have been adapted to minimise the number of uncertain galaxies. Following
this approach, the number of galaxies with uncertain classification was reduced to 2636
(2.5 per cent of a total of 105070 objects), with 88918 H II-like galaxies (84.6 per cent)
and 13516 galaxies classified as AGN-like (12.9 per cent).
Improving the overall agreement between the different diagnostics required in some
cases to alter the shape of the diagnostic lines, especially for high metallicities. Because
the SDSS points are not distributed uniformly, very small modifications of the diagnostic
line in denser regions can strongly influence the overall agreement of the different dia-
gnostics. Since I rely on 3rd order polynomials, the inner-most regions of the diagnostic
lines are very much influenced by the slope at higher (and lower) metallicities. In other
words, the lack of observations makes it impossible to tightly constrain the position of
the diagnostic line in the outer-most region of the different ZQE diagrams.
The consistency of each of these new ZE diagnostics is explored in more detail in the
next subsection. This is not to be confused with the validity of the final classification
itself, which is examined in Section 4.6. For completeness, the ZE diagrams that best
collapse the grid of photoionization models in the eleven ZQE spaces for which I did not
derive any ZE diagnostic are shown in Appendix C. These diagrams were not selected as
reliable diagnostics because of the high confusion between the starburst and AGN branch
of the SDSS galaxies. In Figures C.1 and C.2, the confusion is emphasized by showing
the density contours of galaxies with uncertain classification. Although the final ZE
classification and hence the density contours of uncertain galaxies were derived after the
visual selection of ZQE diagrams with a clean separation between the starburst and AGN
branch of SDSS galaxies, these contours act as an a posteriori confirmation of the initial
selection. In everyZE diagram shown in Figure C.1 and C.2 the uncertain galaxies spread
out over large areas (> 0.2 dex), unlike in the ZE diagnostic diagrams listed in Table 4.4.
4.5.4. Consistency of the ZE diagnostics
The thirteen ZE diagnostics defined in Table 4.5 all rely on a subset of nine line ratios, so
that they are not strictly independent from one another. To better understand this con-
nection, I now focus on the 2636 (2.5 per cent) galaxies with an uncertain classification.
I introduce the quantity η(ZEx1x2x3) as the percentage of uncertain galaxies classified as
AGN-like by a particular ZEx1x2x3 diagnostic. The value of η for the thirteen ZE dia-
gnostics is shown in Figure 4.6. A low value of η indicates a diagnostic which is too lax
and will classify most uncertain galaxies as H II-like. On the other hand, a high value of
η indicates a diagnostic which is too tight. In such a case, the majority of the uncertain
galaxies are classified as being AGN-like by the diagnostic concerned. All thirteen ZE
diagnostics have 40 per cent < η(ZEx1x2x3) < 60 per cent, an indication that overall, they
are all consistent with each other (as expected from the iterative procedure to define the
α, β, γ and δ coefficients, see Section 4.5.3). The underlying distribution of SDSS galaxies
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Figure 4.6 η(ZEx1x2x3 ), the percentage of uncertain galaxies classified as AGN-like by a particular ZEx1x2x3
diagnostic with respect to the total number of galaxies with uncertain classification.
is not uniform, and small local displacements of the diagnostic lines in the ZE diagram
can easily give rise to the range of η values shown in Figure 4.6.
A complementary way to look at the SDSS galaxies with uncertain classification is il-
lustrated in Figure 4.7, where the distribution of the number of uncertain galaxies as a
function of how many ZE diagnostics indicate that they are AGN-like is shown. For ex-
ample, the bin ‘1’ corresponds to galaxies classified as H II-like by all ZE diagnostics but
one, and the bin ‘12’ corresponds to galaxies classified as AGN-like by all ZE diagnostics
but one. The distribution harbors a sharp peak at ∼ 6.5 and a secondary, minor peak at
11, in addition to a base level of ∼ 130 objects per bin.
The base level of uncertain galaxies in all bins is most certainly a consequences of small
mismatch between the different diagnostics, as well as observational errors of certain line
ratios. The existence of the central and secondary peaks in the histogram is perhaps more
interesting. To understand their origin, I compute in Figure 4.8 (for each ZE diagnostic)
the normalised number of uncertain galaxies for which this ZE diagnostic is discordant.
In other words, I ask whether some diagnostics are more discordant than the others. For
clarity, only the data corresponding to the bins ‘1’, ‘2’, ‘6’, ‘7’, ‘11’ and ‘12’ in Figure 4.7
is shown - that is objects that have only one (square symbols), only two (circles) and six
(diamonds) discordant diagnostics.
First, one notes that ZEbcg and ZEbch are responsible for ∼ 75 per cent of galaxies with
only two discordant diagnostics, and are thereby mostly responsible for the secondary
peak in the bins 11 of Figure 4.7. This is a first indication of the somewhat lesser quality
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Figure 4.9 Level of agreement between the differentZE diagnostics regarding the classification of uncertain
galaxies.
of these two diagnostics compared to the other ones.
Concerning the uncertain galaxies with six discordant ZE diagnostics (diamond sym-
bols), a clear dichotomy is detected. On one side, [ZEacf; ZEacg; ZEaef; ZEaeg; ZEbcg;
ZEbch] are each in disagreement with the dominant classification in ∼ 70-85 per cent of
the cases. On the other side, [ ZEbdf; ZEbdg; ZEbdh; ZEbef; ZEbeg; ZEbeh] are concordant
with the dominant classification in ∼ 70-85 per cent of the cases. ZEadg is almost al-
ways (∼ 95 per cent) consistent with the dominant classification. The overall consistency
between the two groups of ZE diagnostics is suggestive of a possible underlying correl-
ation. To explore this possibility, Figure 4.9 shows the agreement matrix between each
pair of ZE diagnostics. A high value indicates that two diagnostics tend to be concordant
in their classification of uncertain galaxies (100 per cent↔ always in agreement), while
a lower value indicates that the two diagnostics mostly disagree on the classification of
uncertain galaxies (0 per cent↔ never in agreement).
Indeed, a clear correlation is detected between the two sets of diagnostics
[ZEacf; ZEacg; ZEaef; ZEaeg; ZEbcg; ZEbch],
and
[ZEadg; ZEbdf; ZEbdg; ZEbdh; ZEbef; ZEbeg; ZEbeh].
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The level of agreement within each group is high (∼75-95 per cent), but the agreement
between the two groups overall is much poorer, of the order of ∼25-45 per cent. This
strong dichotomy is giving rise to the central peak in the distribution of uncertain objects
in Figure 4.7.
This bi-modal grouping of theZE diagnostics is most certainly no accident, as it separates
ZE diagnostic involving [O II] from the others, with ZEadg the only exception. The fact
that diagnostics involving [O II] are more discordant than other ones is strongly suggest-
ive of reddening errors. Most likely, such reddening correction errors in the SDSS sample
are responsible for this dichotomy, and responsible for most of the 510 + 683 = 1193
galaxies with 6 discordant diagnostics. As expected and shown in Figure 4.3, 4.4 and 4.5
via the ζ shift, most ZE diagnostics involving [O II] are more sensitive to such reddening
corrections. One should also note that the overall sensitivity of the SDSS spectrograph
is decreasing sharply below ∼ 4000 Å (Smee et al. 2013). The flux calibration may be
less reliable in these spectral regions, and may possibly not be accurately reflected in the
associated errors of the [O II] lines.
In summary, the agreement matrix shown in Figure 4.9 highlights the limitations as-
sociated with defining consistent diagnostics relying on observational data, subject to
observational and data processing errors. With a total of 2636 (2.5 per cent) of uncertain
galaxies, the thirteen ZE diagnostics are nevertheless in very good agreement. For spe-
cific purposes, for example if reddening corrections are large and/or uncertain, working
with only a subset of ZE diagnostics not involving the [O II] lines could lead to an even
better agreement of the combined ZE classification.
4.6. Comparison ofZE diagnostics with the standard optical line
ratio diagnostics
Having introduced thirteen new composite line ratio diagnostics, and estimated the un-
certainties associated with galaxy classification when combining each of these diagrams,
one ought to investigate how these new diagnostics compare with the three standard op-
tical line ratio diagnostic diagrams; log [N II]/Hα vs log [O III]/Hβ, log [S II]/Hα vs log
[O III]/Hβ and log [O I]/Hα vs log [O III]/Hβ.
For clarity, in Figures 4.10, 4.11 and 4.12, the H II-like (left), the AGN-like (right), and
the uncertain (center) galaxies, as defined by the new ZE diagnostics (see Section 4.5.2)
have been separated in three distinct diagrams. The advantage of this new classification
scheme is that by combining multiple diagnostics, one can assign a probability for all
points to be H II-like, or not. This probability (i.e. the number of consistent diagnostics)
is color-coded and shown in the middle panel for all objects with uncertain classification.
The concept of associating a probability to a given classification is reminiscent of the MEx
diagram of Juneau et al. (2011), although our respective methods differ fundamentally
in practice. Juneau et al. (2011) rely on a prior sample of SDSS galaxies first classified via
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Figure 4.11 Same as Figure 4.10, but for the standard log [S II]/Hα vs log [O III]/Hβ diagram. The maximum
starburst line from Kewley et al. (2001a) and the Seyfert-LINER line from Kewley et al. (2006) are plotted
accordingly.
two of the standard line ratio diagnostic diagrams to quantify the inherent additional
confusion between the different classes (star forming, Seyferts, LINERs, composites) in
the MEx diagram. On the other hand, with the ZE diagnostics, one derives a classific-
ation probability for the prior sample of SDSS galaxies itself, by combining thirteen new
and complementary line ratio diagnostic diagrams. In both cases however, the need to
quantify the certainty of a given classification is motivated by the fact that objects located
near a given diagnostic line can have an inherently uncertain classification.
Clearly, the new composite ZE diagnostics are concordant with the Kauffmann et al.
(2003b) line in Figure 4.10, with only 1128 (1.1 per cent) galaxies classified with cer-
tainty by the ZE diagnostics as being located on the wrong side of the Kauffmann et al.
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Figure 4.12 Same as Figure 4.10, but for the standard log [O I]/Hα vs log [O III]/Hβ diagram.
(2003b) diagnostic line. This agreement is in itself not surprising, since both approaches
rely on an empirical fit of SDSS galaxies. Yet, I stress here that theZE diagnostics have all
been defined before attempting any comparison with the standard diagnostic diagrams.
The agreement between the ZE diagnostics and the Kauffmann et al. (2003b) diagnostic
line is also a confirmation that overall, objects defined as H II-like based on the ZE dia-
gnostics are indeed similar to star-forming galaxies classified using the standard line
ratio diagram log [N II]/Hα vs log [O III]/Hβ. On the other hand, the AGN-like objects (as
defined by the ZE diagnostics) can be associated with the traditional Seyfert, LINER and
composite classes.
From the distribution of uncertain galaxies in the middle panel of Figure 4.10, it is clear
that the ZE diagnostics are more consistent with the Kauffmann et al. (2003b) diagnostic
towards the locus of the SDSS galaxies. For log [O III]/Hβ & 0, the distribution of un-
certain galaxies, which effectively traces the location of the boundary between H II-like
vs AGN-like objects as defined by the ZE diagnostics, is not following the original dia-
gnostic lines. The scarcity of galaxies present in this area make it difficult to objectively
decide which set of diagnostics may be more appropriate, and further observations are
required (for example of very metal poor galaxies).
There is a smooth left to right gradient in the number of ZE diagnostics classifying the
object as AGN-like through the zone occupied by the objects with uncertain classification
in the log [N II]/Hα vs log [O III]/Hβ diagram. This gradient suggests that galaxies with
at least 85 per cent agreement between the different ZE diagnostics can be classified
accurately. In addition, one should note that if the galaxies with uncertain classifications
mostly cluster around the starburst line from Kauffmann et al. (2003b), many galaxies
with certain classification from the ZE diagnostics also lie very close to the line.
The other two classical optical line ratio diagnostic diagrams (log [S II]/Hα vs log [O III]/Hβ
and log [O I]/Hα vs log [O III]/Hβ) are known to be less efficient at separating star-forming
objects from AGNs. The reason, clearly visible in Figures 4.11 and 4.12, is that the Sey-
fert/LINER branches extend deeply in the star-forming regions (Kewley et al. 2006; Yuan
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Table 4.6 Number of uncertain classifications resulting from different combination of
standard optical line ratio diagnostics and ZE diagnostics.
Diagnostics H II-like AGN-like uncertain
ZE
88918 13516 2636
(84.6 per cent) (12.9 per cent) (2.5 per cent)
88933 16137 -
log [N II]/Hα vs log [O III]/Hβ
(84.6 per cent) (15.4 per cent) -
log [N II]/Hα vs log [O III]/Hβ
log [S II]/Hα vs log [O III]/Hβ
88729 5377 10964
(84.5 per cent) (5.1 per cent) (10.4 per cent)
86942 5208 12920log [N II]/Hα vs log [O III]/Hβ
log [S II]/Hα vs log [O III]/Hβ
log [O I]/Hα vs log [O III]/Hβ (82.7 per cent) (5.0 per cent) (12.3 per cent)
et al. 2010). Consequently, these diagrams are in practice rarely used to identify star-
forming galaxies, with the diagnostics solely relying on the log [N II]/Hα vs log [O III]/Hβ
diagram. For completeness, I list in Table 4.6 the percentage of standard uncertain galax-
ies that would result from different combination of the three standard line ratio dia-
grams. To that end, I follow the criteria listed in Kewley et al. (2006), which I repeat here
for clarity:
• Standard star-forming galaxies lie below and to the left-hand side of the Kauffmann
et al. (2003b) diagnostic in the log [N II]/Hα vs log [O III]/Hβ diagram, and below
and to the left-hand side of the Kewley et al. (2001a) diagnostics in the log [S II]/Hα
vs log [O III]/Hβ and log [O I]/Hα vs log [O III]/Hβ diagrams.
• For the sake of comparison with the ZE diagnostics, I do not distinguish between
composites, Seyfert and LINERS, so that standard AGN-like objects lie above and to
the right-hand side of the Kauffmann et al. (2003b) diagnostic in the log [N II]/Hα
vs log [O III]/Hβ diagram, and above and to the right-hand side of the Kewley et al.
(2001a) diagnostics in the log [S II]/Hα vs log [O III]/Hβ and log [O I]/Hα vs log
[O III]/Hβ diagrams.
• In that scheme, standard uncertain galaxies are those classified as star-forming in
some diagrams, and AGN-like in others.
No S/N cut was applied to the [O I] line to obtain the standard classification. Indeed, the
data presented in Table 4.6 is not intended as a mean of evaluating different classifica-
tion strategies, but rather to provide a simple comparison of the size of the population of
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uncertain objects resulting from the combination of different line ratio diagnostics. As
discussed previously, the ZE diagnostics are very consistent with the standard [N II]/Hα
vs [O III]/Hβ diagram alone. The number of galaxies classified as H II-like is very com-
parable (with a difference of 0.1 per cent) when combining both log [N II]/Hα vs log
[O III]/Hβ and log [S II]/Hα vs log [O III]/Hβ, as most of the standard uncertain galaxies are
in this case comprised of AGN-like objects. Comparatively, combining all three stand-
ard optical line ratios does impact the number of galaxies classified as H II-like by ∼ 2
per cent. The large amount of uncertain galaxies (∼ 10 per cent) resulting from the com-
bination of different standard line ratio diagnostics is a direct consequence of the AGN
branch extending deeply in the H II-like region in the diagrams involving [S II] and [O I].
The number of uncertain galaxies associated with the more numerous ZE diagnostics
remains comparatively small (2.5 per cent) by design, as each diagnostic is chosen to
cleanly separate the star-forming and AGN branches of SDSS galaxies.
As already discussed in Section 4.5.4, one disadvantage of the ZE diagnostics is that
they involve line ratios which are sensitive to reddening corrections. Comparatively, the
standard log [N II]/Hα vs log [O III]/Hβ is much more immune to this source of errors.
The possibility to work with a subset of six ZE diagnostics much less prone to reddening
errors was mentioned in Section 4.5.4. In fact, the complete set of ZE diagnostics might
also act as a way of identifying possible reddening correction issues in a given dataset,
which would result in a comparatively large numbers of uncertain ZE classifications.
4.6.1. ZE diagrams for high redshift objects
The limited number of atmospheric windows, and the stretching of the spectrum with
redshift makes the observation of the full set of emission lines of high-redshift galax-
ies difficult. At intermediate redshift (0.5 < z < 1.0), the [S II], [N II] and Hα lines are
redshifted in the near-infrared, while the [O II], [O III] and Hβ lines are still in the op-
tical range. This observational constraint has motivated several hybrid alternatives to
the standard line ratio diagnostic diagrams that replace the (unaccessible) redder line
ratios with another observable, such as log [O II]/Hβ (the blue diagram, see Lamareille
et al. 2004; Lamareille 2010), the U-B rest-frame color of the galaxy (the CEx diagram,
Yan et al. 2011) or the galaxy’s stellar mass (the MEx diagram, Juneau et al. 2011, 2014).
Other propositions, such as the DEW diagram (Stasińska et al. 2006; Marocco et al. 2011)
or the TBT diagram (Trouille et al. 2011) replaced both line ratios of the original dia-
gnostics in favor of Dn(4000) vs max(EW [O II], EW[Ne III]) or the rest frame g-z color vs
log [Ne III]/[O II], respectively. In the case of ZE diagnostics, the complete set relies on
the measurement of (at least) one red line for the Category I (abundance-sensitive) line
ratio, and at least one blue line for the Category II (q-sensitive) line ratio (see Table 4.2).
Hence, the ZE diagnostics are subject to the same limitation than the original line ratio
diagnostics for intermediate redshift objects.
Spectroscopic studies of galaxies at redshifts 1.0 < z < 1.7 in the infrared miss observing
the [O II] lines. While this fact rules out direct access to a certain number of line ra-
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tio diagrams, of the thirteen ZE diagnostics introduced in this article, six do not rely
on [O II] (see Table 4.4 and Figure 4.5). Thus, while the full set is not available, the re-
mainder should still be useful to ensure that a reliable classification can be made for
high redshift objects. It should be stressed that although the ZE diagrams can be used,
additional modelling of the evolution of metallicity and ISM conditions are essential for
understanding the evolution of ZE diagnostics with redshift. The ZE diagnostic lines
are in fact subject to the same uncertainty as the standard diagnostic lines of Kewley
et al. (2001a); Kauffmann et al. (2003b) and Kewley et al. (2006) at high-redshifts (e.g.
Liu et al. 2008; Brinchmann et al. 2008; Trump et al. 2013; Kewley et al. 2013a,b; Juneau
et al. 2014).
4.7. Alternative applications for theZQE 3-D line ratio diagrams
In Sections 4.5 and 5.8, the ZQE 3-D optical line ratio diagrams were used to devise
thirteen new diagnostic diagrams that can separate H II-like and AGN-like objects in
a consistent and robust way. A second application for ZQE diagrams is to perform a
similar analysis specifically targeting the different classes of the AGN family: Seyfert,
LINERs, and composites (which belong to the AGN-like group defined by the ZE dia-
gnostics). The complex structure of the AGN branch is visible in the interactive ZQEadg
diagram in Figure 4.1. Other ZQE diagrams, for example those involving the [O II] line,
can provide an even cleaner separation between these different substructures. Hence,
ZQE diagrams appear as a useful tool to find new view points on the AGN galaxies (in
the multi-dimensional line ratio space), and to gain insight on the underlying physics by
comparing these with theoretical models. This analysis, outside the scope of this work,
will be the subject of a future publication.
As highlighted in Section 4.6.1, observational limitations for intermediate redshift galax-
ies can hinder the use of the ZE diagnostics. One solution to this limitation would be the
creation of a series of hybrid ZQE diagrams, in which the inaccessible lines are replaced
by alternative observables, similarly to the MEx diagram (Juneau et al. 2011) and other
similar 2-D propositions. Depending on the data available, one could decide to either
replace the red lines redshifted outside the optical region, or the blue lines not redshifted
enough in the near-IR region. Similarly to the approach applied in this article for the
creation of the ZE diagrams, the interactive inspection of a hybrid ZQE diagram might
allow for the identification of specific points-of-view reducing the inherent confusion
between the different classes of objects associated with the replacement of a line ratio
with another observable - a common issue for all the hybrid 2-D diagnostic mentioned in
Section 4.6.1.
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CHAPTER 5
The galactic winds of HCG 16
Well, I am going back into the open air, to see what the wind
and sky are doing !
– J.R.R. Tolkien, The Lord of the Rings
The content of this chapter has been previously published as “Galaxy Interactions in Compact Groups.
I. The Galactic Winds of HCG16”, Vogt, F. P. A., Dopita, M. A., Kewley, L. J., ApJ, 768, 151 (2013).
The work is presented here in a restructured and updated form.
Chapter summary: I present the analysis of the strong optical emission lines associ-
ated with the spiral galaxy HCG 16c, a member of the Hickson Compact Group 16, and
its galactic wind. Dedicated WiFeS observations reveal that the wind forms an asym-
metric, bipolar, rotating structure, powered by a nuclear starburst. Emission line ratio
diagnostics indicate that photoionization is the dominant excitation mechanism at the
base of the wind. Mixing from slow shocks (up to 20 per cent) increases further out
along the outflow axis. The asymmetry of the wind is most likely caused by one of the
two lobes of the wind bubble bursting out of its H I envelope, as indicated by line ra-
tios and radial velocity maps. The characteristics of this galactic wind suggest that it is
caught early (a few Myr) in the wind evolution sequence.
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Figure 5.1 Red band DSS-2 image of HCG 16. NGC 848 is likely an intruder that collided with the group
in the recent past, as suggested by the H I bridge stretching between this galaxy and the core of the group
(see Verdes-Montenegro et al. 2001).
In this Chapter, I assume H0 = 71 km s−1 Mpc−1, ΩM = 0.27 and ΩV =0.73, following the
7 years WMAP results (Larson et al. 2011).
5.1. Introducing HCG 16
In the initial list of Hickson (1982b), HCG 16 was catalogued as containing four galaxies,
with an on-sky diameter of 1.6 arcmin. Based on spectroscopic follow-up observations
(de Carvalho et al. 1997), the total number of member galaxies has since increased to
seven. Evidence in fact suggest that HCG 16 may be part of a larger structure (Ribeiro
et al. 1998), where a core of five galaxies is surrounded by a halo of several others yet to
fall deeper in the potential well. A DSS-2 red band image of the group’s five core galaxies
is shown in Figure 5.1.
HCG 16 is one of the most active of the HCGs (Ribeiro et al. 1996). The different group
members and their activity type are listed in Table 5.1. Based on the H I structure of
this group, Verdes-Montenegro et al. (2001) selected HCG 16 as a typical example of
the second phase of their 5-steps evolution sequence for the H I distribution in Com-
pact Groups, where 30-60 per cent of the total H I gas originally located in the halo of
galaxies is dispersed in tidal features. In their radio map of the group acquired with the
VLA, a clear H I bridge is detected between the central four galaxies (HCG 16a, HCG 16b,
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Table 5.1 Galaxy members of HCG 16 and their activity.
Namea Alt. nameb R.A.c Dec.c czc Activityd
(J2000) (J2000) (km s−1)
HCG 16a NGC 835; HCG 16-1 2h09m24.6s -10◦08′09′′ 4073 Seyfert 2, starburst
HCG 16b NGC 833; HCG 16-2 2h09m20.8s -10◦07′59′′ 3864 LINER, starburst
HCG 16c NGC 838; HCG 16-4 2h09m38.5s -10◦08′48′′ 3851 starburst
HCG 16d NGC 839; HCG 16-5 2h09m42.9s -10◦11′03′′ 3874 LINER, starburst
- NGC 848; HCG 16-3 2h10m17.6s -10◦19′17′′ 3989 starburst
- KUG 0206-105; HCG 16-6 2h09m06.0s -10◦19′13′′ 3972 starburst
- HCG 16-10 2h08m36.8s -09◦56′16′′ 4027 no emission lines de-
tected
a From Hickson (1982b).
b See de Carvalho et al. (1997). The redshifts of HCG 16-7/8/9/12/. . . rule out these galaxies as being
members of HCG 16.
c R.A., Dec. and heliocentric velocity extracted from NED.
d See Ribeiro et al. (1996); Turner et al. (2001).
HCG 16c, HCG 16d) and NGC 848. This bridge suggests that NGC 848 may be an in-
truder galaxy that collided with HCG 16 in a scenario reminiscent of the archetypical
Stefan’s Quintet (HCG 92, see Chapter 1 and Sulentic et al. 2001; Appleton et al. 2006).
HCG 16c was part of the SINGG survey (Survey for Ionization in Neutral-Gas Galaxies,
Meurer et al. 2006) consisting of Hα and R-band imaging for 468 galaxies selected in
the HIPASS survey (H I Parkes All Sky Survey, Barnes et al. 2001). The SINGG image
of HCG 16c and HCG 16d is shown in Figure 5.2, where the dotted rectangle traces the
footprint of my WiFeS observations of HCG 16c. Both HCG 16c and HCG 16d have an
associated extended Hα emission region: a narrow structure for HCG 16d, and an asym-
metric, extended structure for HCG 16c. The galactic wind nature of the Hα emission in
HCG 16d, powered by an ongoing starburst, was confirmed by Rich et al. (2010).
Figure 5.3 shows the HST WFPC2 image of HCG 16c with the footprint of my WiFeS
observations overlaid. This image clearly shows a nuclear starburst region (blue in color)
surrounded by a dense system of filaments of dust and, presumably, molecular gas. At
HCG 16c’s distance of ∼ 55 Mpc, 1 arcsec corresponds to 0.27 kpc.
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Figure 5.2 Hα (red) and R-band (blue) image of HCG 16c and HCG 16d, from the SINGG survey (Meurer
et al. 2006). The dashed rectangle delineates the footprint of the WiFeS observations of HCG 16c, covering
the large majority of the Hα emission associated with this galaxy.
Figure 5.3 Wide-Field Planetary Camera 2 (WFPC2) image of HCG 16c taken with the Hubble Space Tele-
scope (P.Id.: 10787, P.I.: J. Charlton). Numerous dark dust lanes can be easily identified. The dashed rect-
angle traces the footprint of the WiFeS observations of HCG 16c. This picture is a combination of two
different images with different contrast settings showing both the bright core and the faint outskirts of the
galaxy. The original images were obtained from the Hubble Legacy Archive (http://hla.stsci.edu/).
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Figure 5.4 Red band DSS-2 image of HCG 16c (top right) and HCG 16d (bottom left). The rectangles
delineate the footprint of the individual fields observed with WiFeS. The dashed rectangles show the WiFeS
observations footprint of Rich et al. (2010) for comparison.
5.2. Observations and data reduction
HCG 16c was observed with WiFeS between 2011 October 23 and 2011 October 26. Four
WiFeS pointings were necessary to map the entire disc of HCG 16c and the extended Hα
emission. A fifth field, centered on the galaxy, was observed to assist in the photometric
calibration of the different fields used in the final mosaic. The footprint of these WiFeS
fields superposed on a DSS-2 red band image of HCG 16c is shown in Figure 5.4, along
with the HCG 16d observation’s footprint of Rich et al. (2010). With the exception of the
top-right field (that could only be observed 2×1400 s), each field was observed 4×1400 s,
resulting in 5600 s on source per pointing. A 700 s sky exposure was interleaved between
each set of two science exposures, while telluric and flux standard stars were observed
throughout the night (see Section 2.2). The mosaic took 3.5 nights to complete, none of
which was perfectly photometric. Seeing conditions ranged from 1.5 arcsec for the bot-
tom left field, 1.8-2 arcsec for the central and bottom right field, and 2-2.5 arcsec for the
top two fields. Data cubes acquired under better seeing conditions were not degraded to
match the worst observed seeing of 2.5 arcsec. Each set of four exposures of a given field
(shown in Figure 5.4) were acquired close enough in time to ensure similar seeing condi-
tions. Hence, because I perform a spaxel-per-spaxel analysis, subsequently degrading one
field’s spatial resolution to match the spatial resolution of the others is not required and
would only result in data of poorer quality.
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The data was reduced pre-pywifes using the original iraf data reduction pipeline (Version
of 2011 December; see Dopita et al. (2010) for a complete description). This version
accounts for the fact that both the blue and the red WiFeS cameras were (at the time of
these observations) read out through one amplifier only (instead of four).
Each science exposure was reduced individually and converted into a bias subtracted,
flat-fielded, flux and wavelength calibrated data cube. Telluric corrections were applied
to the red spectra only. The blue and red spectra are joined at 5700 Å, with the blue
spectra multiplied by a correction factor of the order of 1.15 to account for a difference
in the flux levels at this wavelength. I used the iraf task imcombine to assemble the final
mosaic. The reduction pipeline produced ten reduced cubes (five red and five blue) on
the same wavelength grid. Hence, no further interpolation along the spectral axis was
necessary when the ten cubes were combined. For the spatial directions, I used integer
spatial shifts, both for simplicity and due to the average seeing conditions during most of
the observations. Because header coordinates cannot be trusted to the required accuracy
of ∼ 1 arcsec, I created a custom python program which uses spatial correlations to best
match the integrated Hα emission line flux in the various regions between the different
fields. The final mosaic is 47× 65 square arcsec in size, and contains 3055 spectra.
5.3. Data analysis
5.3.1. Stellar templates and emission line fitting
The underlying gas physics in HCG 16c can be understood using the emission line struc-
tures and intensities in the data cube. Extracting this information from each of the 3055
spectra contained within the final mosaic is conducted in a two step process. First, the
underlying stellar continuum emission needs to be accurately removed. This step is espe-
cially critical if emission lines coincide with absorption features, which is the case for (but
not only) the Hα and Hβ emission lines in HCG 16c. The second step requires a careful
fitting of the sometimes complex line structures to accurately account for the total line
flux as well as to obtain an accurate description of the underlying gas kinematics.
Performing this complex analysis on thousands of spectra is time consuming and requires
an automated procedure. Here, I use the dedicated idl program uhspecfit based on stel-
lar fitting routines by Moustakas & Kennicutt (2006). The code was originally developed
by Zahid et al. (2011) and Rupke et al. (2010), and later adapted by Rich et al. (2010) to be
compatible with WiFeS datasets. In particular, uhspecfit is designed to handle the two
different spectral resolutions of the data (R = 3000 in the blue and R = 7000 in the red).
The stellar continuum is fitted using a combination of stellar templates from González
Delgado et al. (2005). Here, I am solely interested in the removal of the underlying stel-
lar contribution, and therefore only used the solar metallicity, Geneva isochrones models,
similarly to Rupke et al. (2010). A dedicated analysis of the underlying stellar population
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based on a careful stellar population model fitting would require higher S/N spectra, and
is outside of the scope of this work.
The principal emission lines fitted by uhspecfit are Hβ, [O III]λ4959, [O III]λ5007,
[O I]λ6300, Hα, [N II]λ6583, [S II]λ6716 and [S II]λ6731. Multiple gaussian components
are fitted to the continuum-subtracted observed emission lines. The velocity and velo-
city dispersion of the different components are assumed to be identical for every emission
line in a given spectrum. Hence, the line fitting procedure can be summarized mathem-
atically as follows : n emission lines for any given spaxel are described by n×m+m+m
parameters in total ; n ×m intensities, m velocities and m velocity dispersions, where
m ∈ [1,2,3] is the number of component associated with a given spaxel. For each spaxel,
gaussian components are classified based on their velocity dispersion, from the lowest
(component 1, or c1) to the highest (component 3, or c3).
If most spectra with S/N(Hα) ≥ 5 display asymmetric line profiles, only a few have more
than 2 components clearly identifiable. Each spectrum with S/N(Hα) ≥ 3 is fitted suc-
cessively with a combination of 1, 2 and 3 gaussian components. I visually inspected
every spectrum to determine the number of components that provides the best fit. Only
14 spaxels required three gaussian components to provide an adequate fit to the emis-
sion line profiles. All other spectra could be well fitted by one or a combination of two
gaussian components.
I subsequently implemented a simple f-test routine in idl to ensure that the decrease in
the fit residual associated with an additional gaussian component is sufficient to justify
adding a component to the fit (e.g. Westmoquette et al. 2007). I adopted a false-rejection
probability of 0.05. In most cases, the f-test outcome was consistent with the visual selec-
tion, except for the spaxels located towards the center of HCG 16c, where the automated
f-test indicated that three components (instead of only two) may be justified. However,
(1) two of these three components have a width similar to the instrumental spectral resol-
ution and are essentially unresolved, and (2) fitting with only two components provides a
fit residual within the noise level of the data in every case, so I favored the visual selection
over the f-test outcome in this region. The number of fitted gaussian components used to
describe the emission lines structure for the 970 spaxels in the data where S/N(Hα) ≥ 3
is shown in Figure 5.5. Two fit examples that require 2 (upper panel) and 3 (lower panel)
gaussian components are shown In figure 5.6.
The same number of components, different for every spaxel, has been used in the fits to
all emission lines, blue or red. Because the spectra have both a high and a low resolu-
tion region (R = 7000 in the red, compared to R = 3000 in the blue), multiple components
visible in emission lines located in the high resolution regions are not always as clearly
visible in the emission lines blueward of the stitch wavelength at 5700 Å. I have visu-
ally ensured that all red and blue emission line fit residuals are at the noise level of
the data. However, individual gaussian components for the emission lines blueward of
5700 Å cannot be trusted because of their reduced S/N, and hence these components will
not be used individually in the subsequent analysis.
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Figure 5.5 Number of component required to best fit each spectra in the data cube with S/N(Hα) ≥ 3. Every
spectrum was visually inspected to select the number of components best fitting its emission line structures.
The x and y-axis are in spaxels, where a single spaxel corresponds to 1 arcsec or 0.27 kpc at the distance of
HCG 16c.
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Figure 5.6 Two examples of spectra (black lines) and their associated best-fit (red lines). In the Hα - [N II]
panel, the individual gaussian components used to fit the emission line are shown in blue. Respectively
2 and 3 components are required to fit the upper and lower spectra. Every column is labelled with the
dominant emission line(s) it contains. The quoted wavelengths are the observed ones.
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Figure 5.7 Reddening map of HCG 16c in AV magnitudes based on the Hα to Hβ line ratios for spaxels
with S/N(Hα;Hβ) ≥ 3. The impact of the large dust lane seen in the HST image to the South East of HCG 16c
is clearly visible.
5.3.2. Galactic and extragalactic reddening
Every spectrum in the final mosaic was corrected for Galactic extinction using the Sch-
lafly & Finkbeiner (2011) recalibration of the Schlegel et al. (1998) extinction map based
on dust emission measured by COBE/DIRBE and IRAS/ISSA. The recalibration assumes
a Fitzpatrick (1999) reddening law with RV = 3.1 and a different source spectrum than
Schlegel et al. (1998).
The total extinction in the V band AV (in magnitudes) is calculated using the Hα to
Hβ flux ratio to estimate the extragalactic reddening along a given line of sight. The
resulting map is shown in Figure 5.7, where only the 558 spaxels with S/N(Hα;Hβ) ≥ 3
are displayed.
HCG 16c contains several large dust lanes clearly visible in the HST image shown in
Figure 5.3. In the reddening map, the impact of the most prominent dust lane, located to
the South East of the galaxy center, can be readily identified as the region with AV ≥ 2.5
mag. The least obscured lines-of-sight are located South of this area, with AV ≤ 1 mag.
To the North West, the extinction is uniform with AV ≈ 2 mag. In particular, this uniform
extinction region contrasts with the thick dust lanes visible to the North West of HCG 16c
in Figure 5.3. The lack of well defined dust lanes in this area of the reddening map
indicates that the ionized gas observed with WiFeS is located above the central region of
HCG 16c, consistent with an outflow scenario.
The quoted AV values in Figure 5.7 assume a case B recombination and associated in-
trinsic Hα to Hβ flux ratio of 2.86, typical of H II regions. This is a legitimate value for
HCG 16c which is not hosting any AGN. AV values have been computed using the Fisc-
hera & Dopita (2005) extinction curve with RAV = 4.5 following Equation 3.14.
Each spectrum in the datacube was corrected for extragalactic reddening using the asso-
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Figure 5.8 Integrated flux maps for the [O III], Hα, [N II] and [S II] lines after correcting for Galactic and
extragalactic extinction for spaxels with S/N(Hα;Hβ) ≥ 3. The pre-dereddening flux detection limit is ∼ 1 ×
10−17 erg s−1 cm−2.
ciated Hα to Hβ flux ratio and Equation 3.12. The resulting emission line maps for [O III],
Hα, [N II] and [S II] are shown in Figure 5.8. Only spaxels with S/N(Hα;Hβ) ≥ 3 for which
an accurate reddening correction can be computed are shown. The corresponding flux
density lower detection limit of emission lines is ∼ 1×10−17 erg s−1 cm−2 Å−1 per spaxel.
For a resolution of R = 7000, this line peak limit is equivalent to a minimal detectable
flux (per spaxel) from an unresolved emission line (with σ ≤ 25 km s−1) of ∼ 1.3 × 10−17
erg s−1 cm−2 at 6000 Å.
The total Hα flux of HCG 16c is log(FHα) = 42.3 erg s−1 cm−2 after correcting for ex-
tragalactic reddening, and log(FHα) = 41.5 erg s−1 cm−2 before. This value is in perfect
agreement with Meurer et al. (2006) who (correcting only for Galactic extinction) obtain
a total flux of log(FHα) = 41.6 erg s−1 cm−2 for HCG 16c.
5.4. The underlying stellar population of HCG 16c
Three spectra extracted from apertures located in the center (top, black line), to the West
(middle, red line) and to the East (bottom, blue line) of HCG 16c are shown in Figure 5.9.
The apertures are centered at the spaxel coordinates [23;34], [33;32] and [15;38] and are
4 arcsec in diameter. Each spectrum has been normalized at 4700 Å, and for clarity, the
top and middle spectra have been offset by +1 and +0.5 respectively. The wavelength
scale is in the rest frame of the galaxy, assuming vHCG 16c = 3851 km s−1 (see Table 5.1).
Despite a lower S/N in the lower two spectra, a clear signature of a young A-type stellar
population is visible in all three spectra. The strength of the absorption features associ-
ated with this young (∼ 500 Myr post-starburst, e.g. Boehm-Vitense 1992; Stahler & Palla
2005) stellar population is not diminishing away from the galaxy center. The spectrum
extracted from the central region of HCG 16c has a stronger blue continuum compared
to the East and West ones. This signature of O/B-type stellar population is consistent
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Figure 5.9 HCG 16c spectra extracted from three apertures centered at the positions [23;34] (upper spec-
trum), [33;32] (middle spectrum) and [15;38] (lower spectrum) and 4 arcsec in diameter. Each spectrum
has been normalized at 4700Å. The upper and middle spectra have been offset by +1 and +0.5 respectively.
Only eleven and six spectra with S/N(Hα;Hβ) ≥ 3 were summed in the West and East apertures respectively.
with a very recent/ongoing starburst in the central regions of HCG 16c. These young
and hot stars are visible in the HST image of HCG 16c as a central patch of blue emis-
sion. Altogether, these features suggest that HCG 16c has been subject to an episode of
star formation throughout the entire extent of the galaxy’s disc some ∼ 500 Myr ago, and
that the activity has now settled down in the central regions.
5.5. Velocity structure of the ionized gas
The Hα flux, velocity and velocity dispersion maps for the c1 (lowest velocity disper-
sion), c2 and c3 (highest velocity dispersion) groups of gaussian components fitted to the
emission lines are shown in Figure 5.10. Velocities are in the HCG 16c rest frame. A he-
liocentric velocity correction of ∼ 2 km s−1 was taken into account. Velocity dispersions
have been corrected for the instrumental resolution (∼ 1 Å at 6500 Å).
As the extragalactic reddening correction relies on the Hα to Hβ flux ratio, only spaxels
with S/N(Hα;Hβ) ≥ 5 can be corrected with enough accuracy to perform a subsequent
emission line ratio analysis (see Section 5.7). Consequently, the flux intensity maps con-
tain less spaxels than the corresponding velocity and velocity dispersion maps, for which
the cutoff criteria is S/N(Hα) ≥ 3.
The c1 and c2 velocity maps reveal a complex mixture of red- and blueshifted regions.
A marked discontinuity in the c1 flux map is visible at the transition region between 1
and 2 components. This discontinuity suggests that multiple components in the emission
lines are present further away from the galaxy core than detected in the data, but cannot
be resolved clearly due to the decreasing S/N beyond ∼ 10 spaxels from the center. The
structure of the c1 and c2 velocity and velocity dispersion maps suggest a subdivision
into four regions, delineated by dashed lines in Figure 5.10. I refer to them as the South
East Clump and the Northern, Central and Southern regions.
• The South East Clump This region only comprises 5 spaxels on the Eastern edge
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Figure 5.10 Hα flux (left), velocity (center) and velocity dispersion (right) maps of HCG 16c. Each row
corresponds to a different gaussian component of the emission line, with maps labelled accordingly. Dashed
lines mark the divisions between the four regions (Northern, Central, Southern and the South East Clump),
labelled in the c3 velocity dispersion map (bottom right). The number of pixels in the maps and the associ-
ated S/N cut-offs are written in each panel.
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of the mosaic. Its Hα line is well fitted by one gaussian component only. The asso-
ciated velocity dispersion is low, of the order of 20-30 km s−1. A close inspection of
the Hα SINGG image of HCG 16c (see Figure 5.2) reveals some possible features in
this region, but the noise in the image makes these hard to identify with certainty.
The clump is blueshifted, with a mean radial velocity equal to −122± 6 km s−1.
• The Central region This area encompasses the center of HCG 16c. In the c1 com-
ponent, it has a low velocity dispersion (∼ 25-50 km s−1) and a well defined signa-
ture of organised rotation. In the c2 component, a weaker rotation signature can
also be identified, with a higher velocity dispersion of the order of 90 km s−1.
• The Northern region Most of this region is fitted with only one component, with
the exception of a small region to the West. The associated velocity dispersion is of
the order of 90 km s−1, and a rotation signature can be identified in the c1 velocity
map.
• The Southern region This region contains very high velocity dispersion values in
both the c1 and c2 maps, ranging from 90-150 km s−1 in the southernmost parts.
This region does not display any sign of organised rotation in either the c1 or c2
maps, but is strongly redshifted with velocities ∼ 400 km s−1, seen in the c2 velocity
map. All spaxels fitted with three components are located in this region.
In the next two Sections, I examine in detail the kinematics of the Central, Northern and
Southern regions.
5.5.1. The rotation signature of the Northern and Central regions
To best reveal the rotation signature of the Central and Northern region, I extract their
associated rotation curve, and show them in the lower panel of Figure 5.11. Each rotation
curve is extracted along the relevant axis in the two top panels which show the Hα c1
velocity map on the left and the stellar velocity map on the right. The stellar velocities are
obtained from the stellar template fitting routine within uhspecfit. In each case, velocity
values are extracted in a 3-pixels band around each axis and averaged at every position.
The associated 1-σ error is shown for every position. In the velocity maps (upper panels),
the black points denote the location of the reference zero position on each axis, with the
distance increasing positively towards the West (right).
For the Central Region, the reference zero location is set at the spaxel coordinate [23;34].
This corresponds to the Hα intensity peak location. The axis is inclined at 95◦ West
of North: my estimate of the P.A. of HCG 16c using the integrated Hα flux maps (see
Figure 5.8). This value is consistent with the NED values for the P.A. of HCG 16c of 81◦
in the SDSS DR6 r-band (Adelman-McCarthy et al. 2008) and 95◦ in the Ks band from
the 2MASS Extended object Catalogue (Skrutskie et al. 2006). The (projected) rotation
velocities range from +80 km s−1 to −140 km s−1, spanning a total range of 220 km s−1.
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Figure 5.11 Top : c1 velocity map of Hα (left) and stellar velocity map (right). The A (full), B (dashed) and
C (dotted) lines are the axes along which the radial velocity curves are extracted. Bottom : extracted radial
velocity profiles. A color version of this Figure is available in the online version of the article.
The central transition region between the red- and blueshifted side is very sharp, and
the rotation curve flattens out rapidly further out. This well defined rotation signature
most certainly arises from low-dispersion gas in orbit within the plane of the galaxy. To
confirm this interpretation, a velocity curve is extracted along the same axis using stellar
velocities derived from the stellar velocity map (shown in Figure 5.11, upper right panel).
This velocity map appears smoother than the Hα velocity field in the central regions. The
structure visible in the stellar velocity map to the East of the galaxy center is most likely a
consequence of the small S/N in this area, which is also subject to high extinction values
(see Figure 5.7). The stellar rotation curve ranges from −100 km s−1 to +80 km s−1 and
is consistent with the gas rotation curve. Both rotation curves have an overall offset of
−30 km s−1 with respect to the rest frame velocity of HCG 16c.
The rotation curve in the Northern region is extracted along an axis inclined at 95◦ West
from North and centered at the spaxel coordinate [23;46]. Its orientation is taken to be
that of the axis along which the Central region rotation curve is extracted. The (projec-
ted) rotation velocity curve goes from −30 km s−1 to +110 km s−1, spanning a total range
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of 140 km s−1. The left-hand side of the curve is flat. The right-hand side, after peaking at
140 km s−1, is decreasing towards a velocity of 100 km s−1. The Northern region rotation
curve has an overall redshift of +40 km s−1 with respect to the adopted rest frame velo-
city of HCG 16c, or +70 km s−1 compared to the stellar rotation curve. Previous studies
of HCG 16c which failed to distinguish between these multiple components led to er-
roneous estimates of its radial velocity. From the WiFeS observations, it is clear that at
least 2 distinct gas populations are present with very distinct kinematic properties. From
the measurement of the rotation curve of both the Hα emitting gas and the stellar pop-
ulation, I find that the true radial velocity of HCG 16c is most likely 30 km s−1 slower
(∼ 3820 km s−1) than the current value found in the literature (∼ 3850 km s−1 in SDSS
DR9, see Ahn et al. 2012), highlighting the power of wide integral field spectroscopy for
velocity field characterization. This radial velocity change does not challenge the mem-
bership of HCG 16c to HCG 16. I will discuss a possible explanation for the 70 km s−1
velocity offset between the Central and Northern regions in Sec. 5.8.1
5.5.2. The redshifted Southern region
To best reveal the complex velocity structure of the Southern region, I construct a position-
velocity (PV) diagram of the c1, c2 and c3 velocity maps, shown in Figure 6.17. PV dia-
grams are powerful tools which can simplify the visualisation of IFS 3-dimensional data
by removing a spatial dimension. The concept is as follows. Every spaxel is projected
onto a given axis, and assigned the corresponding distance from the reference location
on this axis. This distance is then shown against the spaxel velocity in the PV diagram,
which (with a carefully chosen axis) can reveal complex structures in the data cube.
The projection axis chosen to construct this PV diagram is shown in the two velocity
maps in Figure 6.17 (upper panels). It is perpendicular to the radial velocity axis in
Figure 5.11, centered at the spaxel coordinate [23;34] and rotated 5◦ West of North. In
the PV diagram (lower panel), black dots correspond to the c1 pixels (lowest velocity
dispersion), red crosses to the c2 pixels, and green circles to the c3 pixels (highest velocity
dispersion).
The high redshift values present in the Southern region result in the large spread of c2
spaxels (red crosses) to the left of the PV diagram. The most redshifted spaxels have ve-
locities slightly below 400 km s−1. The distribution of both the c1 and c2 spaxels does not
follow any specific pattern for distances smaller than -5 pixels along the projection axis.
This lack of structure is in strong contrast to the Central (-5 pixels to +7 pixels along
the projection axis) and Northern (+7 pixels to +18 pixels along the projection axis) re-
gions, which are organised in well defined structures. The barred tubular structures are
the (expected) signature of the rotation of these two regions. The size of the envelope is
equal to twice the (projected) rotation velocity of the gas. The offset between the Central
and Northern region mean velocities of 70 km s−1 is reflected in the discontinuity visible
at around +7 pixels along the projection axis traced by the black dots. The smaller rota-
tion velocity of the Northern region results in a cylinder (of red crosses) thiner beyond a
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Figure 5.12 PV diagram (lower panel) for the c1 (lowest velocity dispersion, black dots), c2 (red crosses)
and c3 (highest velocity dispersion, green circles) velocity maps of NCG838. The projection axis shown in
the two velocity maps (upper panels) is rotated 5◦ West from North and with the reference zero location at
the position [23;34].
distance of +7 pixels from the origin. In the Central region, the red crosses trace another
small barred tubular structure, associated with the weak rotation of the c2 component in
this region seen previously in Figure 5.10.
5.6. Velocity structure of the neutral gas
In addition to emission lines, galactic winds can also be detected and studied via ab-
sorption lines, for example using the Na I λλ5890,5896 doublet (the Na D lines, see, e.g.
Heckman et al. 2000; Rupke et al. 2002). Depending on the galaxy orientation, Na D lines
can probe either neutral gas within the disk (in edge-on systems) or material entrained
within the wind (in face-on systems, see Chen et al. 2010). The NED inclination for
HCG 16c based on Ks band observations from the 2MASS survey (Skrutskie et al. 2006)
is 46◦. This low inclination angle suggest that in HCG 16c, the Na D absorption lines will
primarily have their origin in material within the disk.
I fit the Na D doublet for all spaxels with S/N(Na D)≥ 5 (see Figure 5.6). The result-
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Figure 5.13 Velocity map of the Na D doublet. The velocities are given in the rest frame of HCG 16c. The
colorbar has been chosen so that it matches the measured radial velocity of HCG 16c. Red and blue regions
correspond to red- and blueshifted regions with respect to the mean redshift of the stellar rotation curve of
HCG 16c (see Section 5.5.1).
ing velocity map is shown in Figure 5.13. The Na D lines do not show any asymmetry
or multiple line profiles in any spaxel. They are always best fitted by single gaussi-
ans. For practical reasons, the Na D line fits were performed separately from that of the
emission lines using a dedicated python routine. The quoted velocities are in the rest
frame of HCG 16c. However, the colorbar is offset by 30 km s−1 (the offset identified in
Section 5.5.1) to allow for a better identification of inflows (bright, yellow colors) and
outflows (dark, purple colors) with respect to the disk of HCG 16c.
The velocity map reveals two distinct kinematic regions for the neutral gas with velocities
of the order of +10 to −30 km s−1. I do not detect any fast outflow signature, consistent
with the inclination of HCG 16c. To the East, a band of gas is redshifted by 20-30 km s−1
with respect to the disk mean velocity. To the West, the gas velocity is of the order of
the mean stellar velocity of HCG 16c. A comparison with the HST image of HCG 16c
and the extinction map in Figure 5.7 suggests that the East band may be the signature of
gas inflow towards the galaxy center. This inflow is spatially coherent with the large dust
lane to the East of the galaxy center. This dust lane may be shielding the neutral gas from
the main outflow. Further away from the dust lane (towards the North West), hints of a
blueshifted neutral gas component suggest that the wind bubble’s expansion is pushing
the neutral gas away as it expands. This interpretation is subject to caution as the Na D
velocity map is small. Higher S/N observations are required to confirm this scenario.
5.7. Line ratio maps and diagnostics
Specific line ratios can help understand the dominant excitation mechanism of the out-
flow in HCG 16c (Baldwin et al. 1981; Veilleux & Osterbrock 1987; Veilleux & Rupke
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Figure 5.14 Line ratio maps for log [N II]/Hα (left) and log [S II]/Hα (right). The upper panels correspond
to the c1 component, and the lower panel to the c2 component.
2002; Matsubayashi et al. 2009). Here I use the log [N II]/Hα, log [S II]/Hα, log [O I]/Hα
and log [O III]/Hβ ratios. These ratios are not strongly dependant on reddening correc-
tions, a significant advantage in the case of HCG 16c which is for the most part severely
affected by intrinsic reddening (see Figure 5.7). The line ratio maps for log [N II]/Hα
and log [S II]/Hα are shown in Figure 5.14. All three lines involved in these ratios are
located in the red part of the WiFeS spectra (high resolution), and the ratios for indi-
vidual c1, c2 and c3 components can be computed. Because the c3 map is very scarce
and does not contain critical information, only the line ratios for the c1 (upper panels)
and c2 (lower panels) components are shown. Only spaxels with S/N(Hα;[N II])≥ 5 and
S/N(Hα;[S II])≥ 5 are shown.
All four maps display the same general structure. Low line ratio values are located to-
wards the center, and higher values towards the edges. For the c1 component (lowest
velocity dispersion), the map edges are thin (∼ 2-5 arcsec) with high line ratios. For the
c2 maps, the high ratio value edges are thicker (∼ 5-10 arcsec), but not located all around
5.7 Line ratio maps and diagnostics 111
0 10 20 30 40
∆R.A. [arcsec]
0
10
20
30
40
50
60
∆
D
ec
.
[a
rc
se
c]
178 spaxels
S/N(Hα;[O I])≥5
0 10 20 30 40
∆R.A. [arcsec]
216 spaxels
S/N(Hβ;[O III])≥5
−2.00 −1.60 −1.20 −0.75
log([O I]/Hα)
−0.65 −0.40 −0.20 0.00
log([O III]/Hβ)
Figure 5.15 Integrated line ratio maps for log [O I]/Hα (left) and log [O III]/Hβ (right).
the maps. A tongue of low line ratios is extending towards the South East all the way to
the edge of the maps in both the log [N II]/Hα and log [S II]/Hα c2 maps.
The [O I]/Hα and [O III]/Hβ line ratio maps are shown in Figure 5.15. Because (1) S/N([O I]) -
≈ 5 and (2) the [O III] and Hβ lines are located in the blue part of the WiFeS spectra (low
resolution), only the integrated, total flux ratios are computed.
The [O I]/Hα map shows a radial gradient with the lowest ratios centered on HCG 16c.
There is a noticable lack of any strong [O I] emission in the Southern region. For [O III]/Hβ,
the lowest ratios are located ∼ 5 arcsec West of the Galaxy center. A core of small ratio
values (log [O III]/Hβ ≈ −0.6) is surrounded by a thick envelope of higher values (log
[O III]/Hβ ≈ −0.3).
The corresponding line ratio diagnostic diagrams are presented in Figure 5.16. Each
data point corresponds to one spaxel in the WiFeS datacube. Because any given spaxel
has up to three different associated values of log [N II]/Hα and log [S II]/Hα, but only one
value of log [O III]/Hβ, only the top two diagrams have three data sets visible: c1 (lowest
velocity dispersion, circles), c2 (diamonds) and c3 (highest velocity dispersion, triangles.
The same value of log [O III]/Hβ (the total flux ratio) is associated with all three (different)
c1, c2 and c3 values of log [N II]/Hα and log [S II]/Hα ratios. In fact, no c3 point is visible
because none of these spaxels have S/N([O III];Hβ) ≥ 5. The different excitation regions
defined in Kewley et al. (2006) are shown. Each data point is coloured according to its
velocity dispersion. The colorbar extent and stretch is identical to Figure 5.10. For the
lower diagnostic diagram, the velocity dispersion of each spaxel is taken as the Hα flux
weighted mean velocity dispersion of the spaxels c1, c2 and c3 associated components. In
the upper and central panel, a zoom on the region of interest is shown in a sub panel of
the main diagrams. Photoionization models computed with the starburst99 (Leitherer
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et al. 1999) and mappings iii (Sutherland & Dopita 1993) codes for ionization parameters
log(q)∈ [6.50,6.75,7.00,7.25,7.50,7.75,8.00] are shown with stars symbols. The dotted
line corresponds to solar metallicity, the full line to twice solar, and the dashed line to
three times solar.
All three diagnostic diagrams indicate that photoionization is the main excitation mech-
anism for the gas in the center of HCG 16c (see Figure 5.14 and 5.15). In the upper
and central panels, a clear dichotomy exists between low- and high-velocity dispersion
spaxels. Two branches are visible in the upper panel - a low velocity dispersion branch
(σ ≡ 30-50 km s−1) parallel to the H II region delimiting line, and a high velocity disper-
sion branch (σ ≡ 70-100 km s−1) extending towards and entering the composite region.
One should note that the first of these two branches contains in fact both low and high
velocity dispersion points, while the second one only contains high velocity dispersion
points. These two branches can be interpreted as the respective signatures of (1) pure
photoionization of gas within the disk of the galaxy and at the base of the wind and (2)
mixing between photoionization and slow shocks along the wind axis. The photoion-
ization branch is consistent with the twice solar metallicity photoionization model and
an ionization parameter log(q) = 7.0. In their study of galaxy-wide shocks in late-stage
mergers, Rich et al. (2011) computed theoretical line ratios for varying mixing values
between pure photoionization and pure shock excitation. Comparing with Figure 10 in
their paper, the composite line ratio branch detected in HCG 16c is consistent with up to
20 per cent shock fraction.
In the lower panel, log([O I]/Hα) is extending from −2.0 to −0.9, a wide range compared
to the stretch of any other line ratio. Four data points also extend into the LINER region.
These extreme ratio values are located away from the galaxy center (see Figure 5.15).
The increased [O I] line strength, reproducing to some extent a LINER signature, is a
consequence of the geometry of the ionization bubble in HCG 16c. Towards the edge
of the bubble, the geometrical depth along the ionization front is larger than towards
the center. Overall, these line ratios are consistent with previous measurements from de
Carvalho & Coziol (1999) for HCG 16c.
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Figure 5.16 Standard line ratios diagnostic diagrams for HCG 16c. In the upper two panels, circles corres-
pond to c1 (low σ) line ratios, diamonds to the c2 line ratios, and triangles to the c3 line ratios. In the lower
panel, only the total flux line ratios are used, resulting in only one data point per spaxel. The H II, AGN and
LINER region limits are from Kewley et al. (2006). Points are colored according to their associated velocity
dispersion. Magenta stars trace photoionization models for solar (dotted line), twice solar (full line) and
three times solar (dashed line) metallicity. Filled stars correspond to log(q) = 8.00.
114 The galactic winds of HCG 16
Observer
Galaxy plane
Rotating & expanding 
wind bubble
'Leaking' 
wind bubble
Central 
starburst
Dust lane
Highly 
redshifted gasPlan
e o
f 
the
 sk
y
North
Figure 5.17 Schematic of the galactic wind in HCG 16c, with an expanding and rotating Northern wind
bubble, a Southern wind bubble just entering its blowout phase, both of which are powered by a central
starburst (not to scale).
5.8. Discussion
5.8.1. The global picture
Previous, low-resolution observations of HCG 16c suggested that it has a double nucleus
with a 2 arcsec separation and a complex velocity structure. These observations were
interpreted as the signature of an ongoing merger (Mendes de Oliveira et al. 1998). Both
the HST observations (see Figure 5.3) and the WiFeS observations of HCG 16c argue
against this merger scenario, even if longer range interactions with neighbouring galaxies
cannot be ruled out. I interpret the complex velocity structure detected previously as the
signature of a gaseous outflow powered by a nuclear starburst, in a similar fashion to
its neighbour HCG 16d (Rich et al. 2010) or the archetypical M82 (Shopbell & Bland-
Hawthorn 1998). The nuclear starburst is seen as an extended population of young, hot,
blue stars in the HST image of the galaxy. A toy model for the overall system which
illustrates the different elements of the WiFeS observations is presented in Figure 5.17.
From the lack of clearly defined features in the extinction map (aside from the domin-
ant dust lane to the South West, see Sec. 5.3.2), I deduced that the gas responsible for
the Northern region emission seen in my observations is located above the galaxy plane,
consistent with a gaseous outflow. Gas associated with this Northern region outflow has
a well defined rotation (see Section 5.5.1). The rotation is similar to that of the stellar
component of HCG 16c, yet with a peak velocity 40 km s−1 slower and in a rest frame
offset by 70 km s−1. A galactic wind rotating slightly slower than its host galaxy is con-
sistent with previous observations of other galactic winds (e.g. in M82, see Shopbell
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& Bland-Hawthorn 1998; Westmoquette et al. 2009), as well as with theoretical models
(Chattopadhyay et al. 2012). As the wind expands, conservation of angular momentum
requires this to be the case.
The HST image of HCG 16c and its dust lanes makes the orientation of the galaxy un-
ambiguous, placing the Southern side of the galaxy in front (see Figure 5.17). In that
geometry, one would expect to see a blueshifted wind blowing towards the Earth in the
Northern region. The 70 km s−1 mean redshift of the outflow in the Northern region
with respect to stellar disk mean velocity is therefore puzzling. I propose the following
explanation for the wind mean redshift in this region. Thick dust lanes at the base of the
wind act as barriers, and deflect the outflow toward the back of the galaxy. This scenario
is motivated by the very thick dust lane to the South West of HCG 16c. It is also consistent
with the velocity of the neutral gas in HCG 16c (see Figure 5.13). Neutral gas is falling-in
towards the nucleus behind the dust lane, but transitions to a blueshifted velocity away
from the dust lane (towards the North East), where the wind bubble expands more easily.
Cooper et al. (2008) have shown in their simulations that high gas (and dust) densities
can significantly reduce the expansion of a wind bubble along the major axis of a galaxy.
The Southern region contains highly redshifted, non-rotating gas, which is consistent
with a leaking wind bubble or blow-out. In this scenario, the wind bubble, powered by
the nuclear starburst, has bursted out of the surrounding H I envelope into a lower dens-
ity environment (e.g. Veilleux et al. 2005). The high pressure inside the wind bubble is
driving the rapid escape of the hot gas it contains and suppresses any existing wind rota-
tion. I detect hints of multiple (≥ 3), distinct, velocity component in the Southern region,
the possible signature of individual clumps being accelerated in the wind. Such fila-
ments have been both detected in real winds, such as M82 (Shopbell & Bland-Hawthorn
1998) and HCG 16d (Rich et al. 2010), or predicted in theoretical simulations (Cooper
et al. 2008). Their detection in the wind of HCG 16c will require further observations
with higher spatial resolution to be confirmed. The Southern region was observed un-
der slightly better seeing conditions (1.5-2 arcsec), which may explain why no hints of a
filamentary structure is found in the Northern region.
In this toy model, the nature of the South East Clump described in Sec. 5.5 remains
somewhat of a mystery. Cooper et al. (2008) mention that in their simulations, the Hα
filaments resulting from the breakup of gas clouds in the wind do not trace the true
extent of the hot gas (defining the hot bubble). The South East Clump may therefore
simply be the sign that the Southern wind bubble is more extended, and its breakout
more generalised than shown in the toy model of the system (see Figure 5.17). Another
possible explanation, recalling that the signature of A-type stars is detected throughout
the disk of HCG 16c, is that this Hα-bright clump is a remnant of another, earlier outflow
episode related to a more global starburst. This over-density clump would become visible
as it is photoionized by the central starburst in HCG 16c. Given its spatial location and
blueshifted radial velocity of −122± 6 km s−1, the South East Clump does not seem to be
related to the current Southern wind bubble and its highly redshifted material. A careful
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inspection of the SINGG Hα image of HCG 16c reveals other knots of emission further
to the East, outside of the WiFeS observations. Follow-up observations are required to
measure the radial velocity of these Hα knots, and, if confirmed, identify their nature
(e.g. wind clumps or tidal debris fragments) and the origin of their eventual blueshift.
What triggered the initial starburst in HCG 16c remains to be clarified. At this point,
the most likely explanation is that tidal perturbations resulting from the interactions
of HCG 16c with its neighbour HCG 16d triggered a gas infall fuelling the starburst.
One could imagine another scenario (supported by the H I map of HCG 16, see Verdes-
Montenegro et al. 2001) in which NGC 848, colliding with HCG 16 and passing close
from HCG 16c and HCG 16d, would trigger their respective nuclear starburst and galactic
wind formation. NGC 848 is located ∼ 14.2 arcmin (204.5 kpc) to the South East of
HCG 16c (on-sky distance). Assuming an on-sky velocity of 400 km s−1 for the intruder
galaxy (two times the typical HCGs velocity dispersion), the closest passage would have
occurred ∼ 500 Gyr ago. This is in good agreement with the age of the A-type star popula-
tion detected throughout the disk. The Northern wind bubble is extending roughly 5 kpc
(on-sky) out of the galaxy plane, which according to Chattopadhyay et al. (2012) implies
a wind age of 37 Myr. Following the simulations of Cooper et al. (2008), the Southern
wind bubble gas velocities lower than 400 km s−1 would indicate an even younger age for
the wind, of the order of 1-2 Myr. The ratio of the wind bubble radius to its expansion
velocity provides an alternative estimate of the wind expansion timescale. For the North-
ern bubble with a radius of ∼ 5 kpc (on-sky) and an expansion velocity of ∼ 100 km s−1,
one obtains an age of 49 Myr. For the Southern bubble with a radius of 7 kpc (on-sky)
and an expansion velocity of 400 km s−1, one obtains an age of 17 Myr.
These ages are only rough estimates (see, e.g. Koo & McKee 1992a,b; Veilleux et al. 2005,
and references therein for a more detailed treatment of the dynamics of galactic winds).
There is a known delay (≥ 10 Myr, see Sharp & Bland-Hawthorn 2010) between a star-
burst episode and the onset of a galactic wind. Yet, the 2-3 orders of magnitude dis-
crepancy between the first-order wind age estimates and the closest approach between
HCG 16c and NGC 848 makes the latter a somewhat unlikely direct trigger for the activ-
ity seen in HCG 16c today. It is plausible that a close encounter with NGC 848 triggered
a global starburst episode in HCG 16c, which has since then settled down to the most
central regions of the galaxy. The South East Clump may be one of the signature of this
past interaction between HCG 16c and NGC 848.
Line ratio diagnostics indicate that the base of the wind is photoionized by the central
starburst, and that mixing with slow shocks increases further out along the outflow. Mix-
ing is mostly detected in the Northern wind bubble, which is consistent with it being still
well contained with its surrounding H I envelope. Sharp & Bland-Hawthorn (2010) noted
in IFS observations of 10 low-redshift galactic winds that shock excitation usually dom-
inates in instantaneous starburst driven wind. The largely photoionized starburst-driven
wind of HCG 16c therefore argues in favour of a long-lasting, multi-phase starburst scen-
ario (initially global, now central).
5.8 Discussion 117
5.8.2. HCG 16c as a starburst-driven galactic wind
Emission line splitting of a few hundred km s−1 is a typical signature associated with
many galactic winds (see, e.g. Heckman et al. 1990; Veilleux et al. 2005; Bland-Hawthorn
et al. 2007; Sharp & Bland-Hawthorn 2010). The classical interpretation is that the
emitting gas is located on the surface of an open-ended bubble or conical structure. In
HCG 16c, while multiple kinematic components are detected in the emission line pro-
files, a clear split is not evident in the Northern region. This result indicates that the
Northern wind bubble is still contained within its surrounding envelope, and its interior
not yet freely outflowing in the galaxy halo. The Northern bubble is therefore caught
early on in the galactic wind evolution sequence, a few Myr only after the wind starts to
blow (Veilleux et al. 2005; Cooper et al. 2008).
Large morphological differences exist between different galactic winds (see Veilleux et al.
2005; Bland-Hawthorn et al. 2007, for an extensive review). These differences are related
to the wind excitation mechanism (starburst or AGN), the host galaxy structure, and the
amount of gas present in the system. In the case of HCG 16c, the prime factor giving rise
to the asymmetric morphology of the outflow is (most likely) that this wind is seen early
on in its evolution.
Limb-brightening is another feature seen in several galactic winds, for example in NGC -
3079 (Veilleux et al. 1994), Arp 220 (Colina et al. 2004), NGC 253 (Matsubayashi et al.
2009) or the Milky Way (Bland-Hawthorn & Cohen 2003). In HCG 16c, no clear evidence
for limb-brightening is detected, suggesting that the wind bubbles are not hollow, but
rather filled with the emitting gas. It is understood that optical emission in galactic winds
originate from disk material entrained in the outflow, an interpretation confirmed by
theoretical simulations (Cooper et al. 2008, 2009). The clear rotation signature detected
in the Northern wind bubble of HCG 16c with WiFeS is consistent with this entrained
origin of the emitting gas. One should note here that the wind in HCG 16c is most
certainly very dissimilar to the limb-darkened wind in the Circinius galaxy (Veilleux &
Bland-Hawthorn 1997; Sharp & Bland-Hawthorn 2010), which is a Seyfert 2 galaxy with
a much more evolved wind.
5.8.3. Comparison with X-ray observations
X-ray emission from HCG 16 has been reported by many authors in the past (e.g. Saracco
& Ciliegi 1995; Ponman et al. 1996; Turner et al. 2001; Belsole et al. 2003). Most recently,
Desjardins et al. (2012) presented a new analysis of archival Chandra X-ray Observatory
(Weisskopf et al. 2002) observations of HCG 16 (P.Id.: 923, P.I.: Mamon) as part of a larger
study of diffuse X-ray emission in CGs. They provide emission maps of the diffuse soft
X-ray emission (0.2-2.0 keV) in HCG 16 which is clearly concentrated around the galaxy
members of the group. The spatial correlation between the soft X-ray emission and the
Hα emission is evident for both HCG 16c and HCG 16d in the color mosaic of the group
(combining R-band, Hα and soft X-ray images). Keeping in mind that Desjardins et al.
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(2012) have smoothed their Chandra data, it is noticeable that the soft X-ray emission as-
sociated with HCG 16c is surrounding the Hα emission by ∼ 5-10 arcsec in all directions
except to the South-East, where the X-ray emission vanishes more rapidly.
This lack of soft X-ray emission is consistent with the leaking Southern wind bubble scen-
ario described previously. The low density and high temperature of the gas composing
galactic winds is hard to detect directly (see, e.g. Bland-Hawthorn et al. 2007, and refer-
ences therein). Instead, galactic winds are usually seen indirectly through photoionized,
shock-excited or absorbing neutral material entrained from the disc. In HCG 16c, the
wind in the Northern bubble has not yet burst out of the surrounding gaseous envelope.
The wind’s encounter with the surrounding material at the bubble’s edge drives 1) a for-
ward shock wave in the surrounding gaseous material, and 2) a reverse shock wave in the
galactic wind. With velocities of the order of several hundred km s−1 (i.e. of the order of
the outflow velocity at the base of the wind), the reverse shock wave excites the wind ma-
terial to X-ray temperatures which then cools via soft X-ray emission. The shocks will be
brightest when the galactic wind is pushing through a denser surrounding environment,
as the plasma emissivity is a function of the plasma density (the energy lost via two-
body interactions scales approximatively as the density squared. See e.g. pages 143-144
in Dopita & Sutherland 2003). If the wind material can leak into a low-density region of
the surrounding medium, as is likely the case for the Southern wind bubble of HCG 16c,
then the shock-heated X-ray plasma would rapidly expand. This expansion will lead to
a decrease in the density and emissivity of the plasma, that would then become too faint
to be detected.
5.8.4. HCG 16c versus HCG 16d
The circumstances required to trigger galactic winds are not yet fully understood. Identi-
fying the necessary ingredients and actions resulting in a large scale galactic wind is
complicated by the fact that both the galaxies content and their environment are likely
to play a role in the process. From that point of view, the galactic winds in HCG 16c
and HCG 16d may represent a unique opportunity to improve our understanding of the
formation mechanisms of galactic winds as a function of the galaxy characteristics, such
as the disk thickness or the location of the starburst (Cooper et al. 2008).
Located in the same region of the same compact group, HCG 16c and HCG 16d are sub-
ject to very similar environments and interaction histories (including with the intruder
galaxy NGC 848). The on-sky disposition of galaxies within HCG 16 and its H I distri-
bution (see the VLA H I map of Verdes-Montenegro et al. 2001) suggest that HCG 16c
and HCG 16d are likely to be their respective closest interacting partner. Any difference
in the galactic wind located in these galaxies must therefore be linked to intrinsic differ-
ences in the galaxies themselves. The asymmetric, photoionized wind of HCG 16c is in
strong contrast with the symmetric, shock-excited wind in HCG 16d (Rich et al. 2010,
see also Figure 5.2). Furthermore, the conical morphology with constant outflow velocity
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inferred by Rich et al. (2010) for the wind in HCG 16d is very different from the wind
morphology in HCG 16c. Understanding the intrinsic differences between the galaxies
HCG 16c and HCG 16d is therefore key to understanding the differences in their galactic
winds.
For both galaxies, resolving the star formation history and identifying the underlying
stellar population needs to be addressed carefully. For example, it may be that HCG 16c
and HCG 16d have experienced episodic, out-of-phase starburst events giving rise to the
differences in their galactic winds. Confirming or disproving this scenario requires high
S/N measurements of the stellar continuum. High resolution H I maps would also be
beneficial to understand where the gas reserve is located and what is the exact extent of
the interaction between HCG 16c and HCG 16d.
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CHAPTER 6
Abundance and kinematic anomalies
in HCG 91c
There is nothing like looking, if you want to find something.
You certainly usually find something, if you look, but it is not
always quite the something you were after.
– J.R.R. Tolkien, The Hobbit
The content of this chapter has been previously published as “Galaxy Interactions in Compact Groups
II: abundance and kinematic anomalies in HCG 91c”, Vogt, F. P. A., Dopita, M. A., Borthakur, S.,
Verdes-Montenegro, L., Heckman, T. M., Yun, M. S., Chambers, K. C., MNRAS, 450, 2593 (2015).
The work is presented here in a restructured form.
Chapter summary: I present the discovery of H II regions with abundance and kin-
ematic offsets in the otherwise unremarkable star forming spiral HCG 91c. The optical
emission line analysis of this galaxy reveals that at least three H II regions harbor an
oxygen abundance ∼ 0.15 dex lower than expected from their immediate surroundings
and from the abundance gradient present in the inner regions of HCG 91c. The same star
forming regions are also associated with a small kinematic offset in the form of a lag of 5-
10 km s−1 with respect to the local circular rotation of the gas. H I observations of HCG 91
from the Very Large Array and broadband optical images from Pan-STARRS suggest that
HCG 91c is caught early in its interaction with the other members of HCG 91. I discuss
different scenarios to explain the origin of the peculiar star forming regions detected with
WiFeS, and show that evidence point towards infalling and collapsing extra-planar gas
clouds at the disk-halo interface, possibly as a consequence of long-range gravitational
perturbations of HCG 91c from the other group members. As such, HCG 91c provides
evidence that some of the perturbations possibly associated with the early phase of galaxy
evolution in compact groups impact the star forming disk locally, and on sub-kpc scales.
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Figure 6.1 Red band DSS-2 image of HCG 91. The group is composed of 4 galaxies originally identified
by Hickson (1982b). My WiFeS observations revealed that an additional, smaller galaxy is also part of the
group from a kinematic perspective. This extra member is labelled as “-” in the Figure.
In this Chapter, I adopt the maximum likelihood cosmology from Komatsu et al. (2011):
H0 = 70.4 km s−1 Mpc−1, ΩΛ = 0.73 and ΩM = 0.27.
6.1. Introducing HCG 91
HCG 91 contains four primary galaxies, as originally identified by Hickson (1982b). The
surroundings of the group have not (yet) be subject of a dedicated search for additional
fainter members, unlike HCG 16 (de Carvalho et al. 1997). On 2012 August 17, I ac-
quired 3×1200 s WiFeS exposures on a nearby faint galaxy visible in the DSS-2 image of
the area, and detected by Galex, but with no existing redshift measurement. My observa-
tions (unpublished at the time of submission of this thesis) reveal that this star forming
structure has a redshift of 6961± 10 km s−1, making it a likely member of HCG 91.
A DSS-2 red image of HCG 91c is presented in Figure 6.1. The basic characteristics of the
five members of the HCG 91 are summarized in Table 6.1. HCG 91a is hosting a Seyfert
1 nucleus in its core (Véron-Cetty & Véron 2010). In this Chapter I focus on HCG 91c, a
star forming spiral of which the basic characteristics are given in Table 6.2.
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Table 6.1 Galaxy members of HCG 91.
Namea Alt. name R.A.c Dec.b czc
(J2000) (J2000) (km s−1)
HCG 91a NGC 7214 22h09m07.7s -27◦48′34′′ 6832
HCG 91b ESO 467- G 015 22h09m16.3s -27◦43′49′′ 7196
HCG 91c ESO 467- G 013 22h09m14.0s -27◦46′56′′ 7319
HCG 91d MCG -05-52-035 22h09m08.4s -27◦48′02′′ 7195
- MRSS 467-138702 22h08m55.1s -27◦46′59′′ 6961±10d
a From Hickson (1982b).
b R.A., and Dec. extracted from NED.
c From Hickson et al. (1992).
d From my (unpublished) WiFeS observations.
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Table 6.2 Basic characteristics of HCG 91c.
Property Value Reference
Names HCG 91c; ESO 467 - G
013
R.A. [J2000] 22h09m07.7s
Dec. [J2000] -27◦48′34′′
Redshift 0.024414 Hickson et al. (1992)
0.024377 This work.
Radial velocity 7319 km s−1 Hickson et al. (1992)
7308 km s−1 This work.
Distance 104 Mpc
Spatial scale 504 pc arcsec−1
Diameter 50 arcsec≈ 25 kpc This work.
R25 26.75± 3.25 arcsec de Vaucouleurs et al. (1991)
Absolute rotation velocity 100± 11 km s−1 This work.
(at radii> 22 kpc)
Star formation rate 2.19 M yr−1 Bitsakis et al. (2014)
2.10± 0.06 M yr−1 This work.
Stellar mass 1.86× 1010 M Bitsakis et al. (2014)
H I mass 2.3× 1010 M Borthakur et al. (2010)
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6.2. Observational datasets
6.2.1. WiFeS
Observations and data reduction
I observed HCG 91c with WiFeS in August 2012 while physically present at Siding Spring
Observatory. The footprint of the observation is shown in Figure 6.2, overlaid on a red-
band image from the DSS-2. I combined two individual WiFeS pointings to construct a
38×50 square arcsec mosaic to better cover the spatial extent of HCG 91c.
The data was acquired over two nights on 2012 August 15 and 16, with a seeing of
1.2-1.5 arcsec. Each individual science field of 25 × 38 square arcsec was observed 4 ×
1400 s, resulting in 5600 s on-source per field. A blank patch of sky to the South-West of
HCG 91a was observed for a total integration time of 700 s between every pair of consec-
utive science frames.
Each science exposure was individually bias subtracted, flat fielded, sky subtracted, wave-
length and flux calibrated, as well as atmospheric refraction corrected with pywifes
(v0.5.6, see Childress et al. 2014b,a, and Section 2.3). The reduced eight red science
frames and eight blue science frames are median combined in two mosaics (red and blue)
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Figure 6.2 Red band image of HCG 91a, c and d from DSS-2. The purple rectangles denote the footprint of
my WiFeS observations of HCG 91c. The location of the sky field was chosen to avoid any of the faint and
extended tidal structures stemming from HCG 91a, including the faint tidal arm extending (on-sky) from
HCG 91a to HCG 91c.
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using a custom made python script. Because the wavelength sampling was chosen to be
the same during the data reduction process, mosaicking only requires a shift of the data
cubes in the spatial x- and y- directions. Given the seeing conditions during the ob-
servations and the WiFeS spaxel size of 1 × 1 square arcsec, I restrict myself to integer
spatial shifts. The final mosaic contains 38 × 50 = 1900 spaxels. Once the red and blue
mosaics are constructed, they are corrected for Galactic extinction using the Schlafly &
Finkbeiner (2011) recalibration of the Schlegel et al. (1998) extinction map based on dust
emission measured by COBE/DIRBE and IRAS/ISSA. I assume for HCG 91c a Galactic
extinction AV = 0.052, following NED. The recalibration assumes a Fitzpatrick (1999)
reddening law with RV = 3.1 and a different source spectrum than that used by Schlegel
et al. (1998).
I note once again that the far blue end of a WiFeS spectrum below 4000 Å (with the B3000
grating) is a known problematic region. The core reason, aside of a drop of the overall
instrument transmission, is that the available flat-field lamps (at the epoch of my obser-
vations) have almost no flux at these wavelengths. It is therefore virtually impossible
to accurately flat-field the data below 4000 Å with the B3000 grating. pywifes combines
lamp flat-field images with twilight sky flat-field images which mitigate this issue par-
tially, but not entirely. In the present case, this flat-fielding issue directly affects the [O II]
flux, to which I find a correction factor of 1.5 ought to be applied. This correction factor
is only an average for the entire field of view, so that I decided not to rely on the [O II]
line flux in the spaxel-based analysis of HCG 91c.
Spectral fitting
Strong emission lines for all 1900 spaxels in the mosaic are fitted with gaussians after
fitting and removing the underlying stellar continuum in the spectra. This task is per-
formed automatically with the custom build lzifu v0.3.1 idl routine, written by I. Ho at
the University of Hawaii (Ho et al. 2014, Ho et al., in prep.). lzifu is a modified version
of the uhspecfit idl routine to which D.S.N. Rupke, J.A. Rich and H.J. Zahid all contrib-
uted. The code is a wrapper around ppxf (Cappellari & Emsellem 2004), used to perform
the continuum fitting, and mpfit (Markwardt 2009), used to fit the emission lines with
different gaussian components.
The lzifu routine first performs (via ppxf) the continuum fitting by looking at spectral re-
gions free of emission lines. The reader is referred to the ppxf documentation for further
details. As in Chapter 5, I use the González Delgado et al. (2005) set of stellar templates
with the Geneva isochrones to construct the best-matched stellar continuum for each
spaxel.
lzifu
offers the possibility to fit one or multiple gaussian components to multiple emission
lines simultaneously. In the present case, a visual inspection of the data revealed a very
narrow structure of the different emission lines with no evidence of multiple peaks in
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any spaxel. For consistency, I performed two distinct fits of the emission lines - with
one, and subsequently with two gaussian components. The presence of a broadened
base around the Hα emission line was detected in the ∼ 100 brightest spaxels, and con-
firmed the detection with a statistical f-test (e.g. Westmoquette et al. 2007). The f-test
was performed blindly for the [N II] and Hα emission lines only for all spaxels, and with
a null-hypothesis rejection probability of 0.01. However, because a) the broadened base
is visually only marginally detected around the Hα line in ∼ 10 out of 1081 spaxels with
signal-to-noise (S/N) larger than 5, b) it is not detected around any other emission line,
and c) beam-smearing effects may be responsible for some of the broad component, I
choose to enforce a 1-gaussian component fit for every spaxel in the mosaic of HCG 91c.
It should be noted here that nowhere in the WiFeS observations are clear multiple peaks
in the emission line profile of Hα detected, contrary to those reported by Amram et al.
(2003) in their Fabry-Perot observations of HCG 91c. Although the spectral sampling
(0.35 Å) and spectral resolution (R = 9375 at Hα) of their data are slightly better than
mine (0.44 Å and R = 7000), WiFeS (of which the instrumental design minimizes scattered
light and other instrumental artefacts) should have clearly detected the distinct velocity
components offset by ∼ 100 km s−1 observed by Amram et al. (2003). A detailed com-
parison of the WiFeS line profile with the velocity structures of Amram et al. (2003) is
presented in Appendix D. With no evidence for multiple components and/or significant
asymmetries in the line profiles in my WiFeS observations, I am led to conclude that the
gas in HCG 91c is associated to a single kinematic structure at all locations. The integ-
rated Hα flux map of HCG 91c observed by WiFeS is shown in Figure 6.3 in units of
10−16 erg s−1 cm−2. The final emission line widths quoted in this article are corrected for
the instrumental resolution.
As in Chapter 5, the WiFeS observations of HCG 91c are analyzed on a per-spaxel basis to
keep a high spatial resolution even at large distances from the galaxy center. To ensure
trustworthy results, I adopt varying S/N cuts throughout the analysis. For example, I
require S/N(Hα;Hβ) ≥ 5 to perform the extragalactic reddening correction. The specific
S/N cuts will be discussed individually for each case in the next Sections. For clarity,
the associated S/N cuts and number of spaxel are also included in all relevant diagrams
throughout this Chapter.
A series of spaxels with S/N(Hα) ≥ 5 and S/N(Hβ) < 5 are detected to the North of
HCG 91c at the mean position [4;25]. This is the most distant star forming region (from
the galaxy center) detected with WiFeS, and as such it holds unique clues regarding the
state of the ionized gas at large radii. To ensure a reliable extragalactic correction, all of
the contiguous spaxels with S/N(Hα) ≥ 5 have been summed into a combined spectrum,
which I refer to as the “R1” region. The individual R1 spaxels are marked with empty
white squares in Figure 6.3. The locations of three star forming regions with anomalous
abundance and kinematic offsets, the “C1”, “C2” and “C3” regions, are also indicated
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Figure 6.3 Integrated Hα flux map of HCG 91c, before correcting for the extragalactic reddening. The core
of the galaxy and the spiral structure is traced by enhanced Hα emission. Three star forming regions of
interest (C1, C2 and C3) are labelled accordingly. The region R1 is also indicated, along with the individual
spaxels it comprises. The x and y axis are in arcsec (≡ spaxels), centered on the brightest spaxel in Hα. At
the distance of HCG 91c, 1 arcsec≈ 503 pc.
Extragalactic reddening
The WiFeS observations are corrected for extragalactic reddening using the Hα/Hβ line
ratio. HCG 91c does not contain any active galactic nuclei (AGN) which could increase
the intrinsic line ratio value Rαβ, and I therefore assume that Rαβ = 2.86 as in a case B
recombination (ne = 100 cm−1; T = 104 K, see Osterbrock 1989). I follow the methodology
described in details in Section 3.1, and use the extinction curve from Fischera & Dopita
(2005) with RAV = 4.5. The resulting V-band extinction AV in magnitudes is shown in
Figure 6.4. The extragalactic reddening (and correction) is only calculated (and applied)
for the 530 spaxels with S/N(Hα;Hβ) ≥ 5, corresponding to a line intensity detection
threshold of ∼ 2× 10−17 erg s−1 cm−2 Å−1.
The largest extinction is present towards the core of the galaxy with AV > 2. Further out,
the extinction drops to AV ≈ 1, with localized increases coherent with the spiral arms vis-
ible in Figure 6.3. Unlike most star forming regions in the spiral arms, no enhancement
of the extinction is associated to the C1, C2 and C3 regions at the 1-sigma level (given an
uncertainty of 0.6-0.8 in the AV value).
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Figure 6.4 AV extinction, calculated from the Hα/Hβ emission line flux ratio. The center of the galaxy is
the most affected by extragalactic reddening, with AV > 2. Enhanced extinction regions are also associated
with the spiral structure detected in Figure 6.3. The uncertainty in the AV value is of the order of 0.6-0.8 for
all spaxels.
6.2.2. VLA
The H I distribution in HCG 91 was observed with the Very Large Array (VLA) under
the program AV0285 (P.I.: L. Verdes-Montenegro) on 2005 October 5. The observations
were carried-out in the VLA D-configuration with 3.25 hr of on-source integration and
dual polarization using two intermediate frequency. The resulting total bandwidth of
the datacube is 6.2 MHz (∼ 1200 km s−1) with a resolution of 97 kHz. The correlator was
setup to cover the entire H I spectral linewidth with a velocity resolution of ∼ 21.6 km s−1.
The data was calibrated following the standard VLA calibration and imaging procedures
using NRAO’s Astronomical Image Processing Software (AIPS). The final absolute uncer-
tainty in the flux density scaling is ∼ 10 per cent. The synthesized beam of the reduced
datacube is 74×47 square arcsec, with a position angle of 4.83◦ West-of-North (Borthakur
et al. 2010).
6.2.3. Pan-STARRS
HCG 91c was observed at multiple epochs with the Pan-STARRS1 1 (PS1) telescope (Kaiser
et al. 2002; Kaiser 2004; Kaiser et al. 2010; Hodapp et al. 2004) on Haleakala (Maui) as
1 Panoramic Survey Telescope And Rapid Response System
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part of the PS1 3pi survey (Chambers et al., in preparation). This survey mapped (sev-
eral times) the entire sky visible from Hawaii (δ > −30◦) in five broad filters (gP1:∼ 400-
550 nm; rP1:∼ 550-700 nm; iP1: ∼ 690-820 nm; zP1:∼ 820-920 nm; yP1:∼920-1000 nm, see
Tonry et al. 2012) between 2010 and 2014. The Pan-STARRS images presented in Sec-
tion 6.4.1 were obtained from the online Postage Stamp server. These images were auto-
matically processed by the PS1 Image processing Pipeline (IPP, see e.g. Magnier 2007;
Magnier et al. 2013). Specifically, the Pan-STARRS images presented in this article (see
Figure 6.8) have been obtained from the 3pi survey processing version 2 (PV2) release.
They have a pixel size of 0.25 arcsec, and are the result of the combination of 20 single
epoch exposures obtained under natural seeing conditions (∼ 1 arcsec).
6.3. The group-wide H I distribution in HCG 91
H I is an excellent tracer of past and ongoing gravitational interactions between galaxies.
For compact groups, H I can also be used to estimate the evolutionary stage of the group
overall (Verdes-Montenegro et al. 2001). The H I map for HCG 91 obtained with the VLA
is shown in Figure 6.5. The top and bottom panels show Position-Position and Position-
Velocity projections of the data cube, respectively. Iso-intensity surfaces are fitted to the
distribution of H I emission in the 3-dimensional datacube using the mayavi module in
python (Ramachandran & Varoquaux 2011), before being projected onto the respective
2-dimensional planes. Each iso-intensity level is shown with an 80 per cent transparency,
with exception to the inner-most one with 0 per cent transparency. The locations of the
HCG 91a, b, c and d galaxies are marked with black crosses. The location of the C1, C2
and C3 star forming regions in HCG 91c is indicated with small golden cubes and black
crosses. H I structures of interest (see below) are marked with red-crosses for rapid iden-
tification. A large H I tail associated with HCG 91a is traced with a red rod. Figure 6.5 is
also interactive (see Section 3.3). By clicking on it in adobe acrobat reader v9.0 or above,
it is possible to load an interactive view of the (X;Y;v) data cube. The interactive model
is also accessible via an HTML file compatible with most mainstream web browsers and
included as supplementary material to Vogt et al. (2015)2. When inspecting this interact-
ive 3D map, one should remember that it is not fully spatial, but rather an X-Y-v volume.
Presenting the VLA 3-D data cube as 3-D model is similar to the example provided by
Kent (2013), although our respective 3-D model creation methods are different (i.e. I do
not use blender). The total H I mass associated with HCG 91 is 2.3×1010 M (Borthakur
et al. 2010).
For ease of visualisation, Figure 6.6 shows the different symbols marking the position of
the galaxies, H I clumps of interest and tidal arm introduced in Figure 6.5 on top of a
DSS-2 red band image, along with the WiFeS observation fields. The full extent of the
different H I structures is traced with iso-contours (at a level of 2.5 mJy/beam and colored
as a function of the gas velocity) in Figure 6.7.
2 DOI:10.1093/mnras/stv749
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Figure 6.5 Position-Position (top) and Position-Velocity (bottom) projection of the H I gas content of
HCG 91, as seen by the VLA. The gas density is traced by a series of iso-intensity semi-transparent surfaces
(set at 1.3, 2.5, 3.5 and 6.0 mJy/beam, respectively). The location of the different group members is marked
with black crosses, and labelled accordingly above either panel. Two H I clumps associated with the main
gas reserve around HCG 91c are marked with red crosses for unambiguous identification. The large tidal tail
originating to the South-East of HCG 91c is traced by a red rod. The C1, C2 and C3 star forming regions in
HCG 91c are marked with golden cubes and black crosses (the golden cubes are 5 arcsec× 5 arcsec× 5 km s−1
in size). The corresponding VLA beam size (74× 47 square arcsec, see Borthakur et al. 2010) is shown to the
bottom left of the top panel. An interactive version of this Figure can be accessed either with adobe acrobat
reader v.9.0 or above by clicking on this Figure, or via most mainstream web browsers by opening the corres-
ponding HTML file included as supplementary material to Vogt et al. (2015) (DOI:10.1093/mnras/stv749).
The interactive 3-D model can be freely rotated and/or zoomed in and out. A series of pre-set views allow
the viewer to easily reproduce projections of interest or remove the lowest intensity iso-surface for a clearer
view of each galaxy.
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Figure 6.6 Red band image of HCG 91a, b, c and d from DSS-2. The image spans the same area as the
Position-Position velocity diagram of Figure 6.5 (top), of which the same markers are shown for comparison.
The purple rectangles denote the footprint of my WiFeS observations of HCG 91c.
Globally, the different sub-structures of the H I gas distribution in the group can be asso-
ciated with the different individual galaxies. Specifically:
• HCG 91a: Spatially, this galaxy is coherent with the large H I structure to the South
of the group. The large tidal feature detected in H I is also spatially coherent with
a faint optical counterpart distinguishable in the red band DSS-2 image of the
area (see Figure 6.6). Kinematically however, there is a mismatch of ∼ 220 km s−1
between the optical redshift of the galaxy (6832 km s−1, see Hickson et al. 1992) and
the mean redshift of the H I structure. Although the optical redshift of HCG 91a
associates the galaxy with a local H I over-density in the Position-Velocity diagram
of Figure 6.5, most of the H I gas spatially-coherent with the galaxy (including the
base of the tidal tail) is redshifted by up to ∼ 400 km s−1 with respect to the optical
redshift. The H I distribution observed with the VLA (both the spatial extent and
the dynamic range of the different structures) is consistent with similar observa-
tions from Barnes & Webster (2001) using the Australia Telescope Compact Array
(ATCA), while the optical redshift measurement of HCG 91a from Hickson et al.
(1992) (z = 0.022789) is consistent with the redshift measurement from the 6dF
Galaxy Survey data release 3 (z = 0.022739, see Jones et al. 2004, 2009) and with
my own observations of the galaxy with WiFeS. Altogether, these observations con-
firm that the observed optical-radio redshift mismatch of HCG 91a is real. Here,
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Figure 6.7 Red band image of HCG 91a, b, c and d from DSS-2. The image spans the same area as shown
in Figure 6.5 (top) and 6.6. Iso-intensity contours trace the H I content of the group, and are color-coded
as a function of their radial velocity, ranging from 6822.0 km s−1 (dark blue) to 7405.5 km s−1 (dark red), in
steps of ∼ 21.6 km s−1. The contours are extracted from the different velocity slices of the VLA datacube and
trace an intensity of 2.5 mJy/beam.
I merely mention the existence of this redshift mismatch, and defer any further
discussion to a future paper dedicated to my WiFeS observations of HCG 91a.
• HCG 91b: A spatially compact and kinematically extended (∼ 490 km s−1) H I struc-
ture is associated with this galaxy. The large range of the H I kinematics is consist-
ent with the fact that HCG 91b is seen almost edge-on on.
• HCG 91c: A rotating H I disk with a velocity range of ∼ 200 km s−1 (7200-7400
km s−1) is associated both spatially and kinematically with the optical counterpart
of HCG 91c. There is a small kinematic offset of ∼ 10 km s−1 between the optical
redshift of HCG 91c measured by Hickson et al. (1992) and the mean velocity of
the H I structure. The largely undisturbed morphology of the H I distribution is
suggesting the presence of only minimal tidal effects for this galaxy. To the North-
West, two fainter H I sub-structures (marked with red crosses in Figure 6.5) appear
connected to the main gas reservoir of HCG 91c. They are also connected (less
strongly) at the 1.3 mJy/beam level to the H I structure associated with HCG 91b.
These two H I clumps are located 116 arcsec≈ 58.4 kpc and 150 arcsec≈ 75.5 kpc
from the center of HCG 91c. They have no visible optical counterpart in the DSS-2
red band image in Figure 6.6. Spatially, HCG 91c is located ∼ 15 kpc to the North-
East of the large tidal arm originating from HCG 91a. The H I gas in the tidal arm
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is blueshifted by 150-250 km s−1 from the mean velocity of HCG 91c.
• HCG 91d: This galaxy is not associated with any H I structure kinematically.
The large tidal feature originating from HCG 91a makes the HCG 91 compact group a
Phase 2 group in the classification of Verdes-Montenegro et al. (2001), although some
of the H I gas is still clearly associated with the galaxies HCG 91b and HCG 91c. The
H I reservoir associated with HCG 91c appears largely undisturbed from a kinematic
point of view. The two H I gas clumps located to the North-West of HCG 91c may have
resulted from tidal stripping, suggesting that HCG 91c is experiencing the first stages of
tidal disruption via gravitational interaction. The H I bridge at the 1.3 mJy/beam level
connecting the gas reservoir of HCG 91b and HCG 91c could be seen as evidence for an
ongoing interaction between the H I envelopes of these two galaxies, although the exact
bridge structure would require a higher spatial sampling to be clearly established.
6.4. The galaxy HCG 91c
Here, I describe the different characteristics of HCG 91c as seen by WiFeS and Pan-
STARRS. The analysis focuses on the strong emission lines and the associated underlying
physical characteristics of the ionized gas. I restrict myself to a description of the system,
and postpone a global discussion of the different measurements until Section 6.5.
6.4.1. Spatial distribution of the stellar light
A color-composite image of HCG 91c, constructed from the Pan-STARRS iP1, rP1 and gP1
images, is shown in Fig. 6.8. The same image is shown twice, with the intensity stretch
adjusted to reveal the outer regions and the inner spiral structure of HCG 91c. The WiFeS
mosaic footprint is traced by a dashed rectangle, and the location of R25 is traced by a
dashed ellipse. Specifically, R25 = 26.75±3.25 arcsec = 13.5±0.2 kpc with an ellipticity of
0.91, following NED and the Third Reference Catalogue of Bright Galaxies (de Vaucouleurs
et al. 1991). This value is consistent with the estimate of R25 = 28.45 arcsec and an ellipt-
icity of 0.87 from the Surface Photometry Catalogue of the ESO-Uppsala Galaxies (Lauberts
& Valentijn 1989).
HCG 91c harbors a regular, tightly wrapped spiral pattern with a bright nucleus. The
outer limit of the stellar disk, traced by white iso-contours in Fig. 6.8 (extracted from the
gP1 image) is mostly regular, with the brightness dropping the most sharply towards the
SE. The spiral arms are extending (at least) 20 arcsec≈ 10 kpc from the galaxy center, but
their brightness decreases rapidly beyond ∼ 5 kpc.
The C1, C2 and C3 regions defined in Figure 6.3 appear as three distinct compact features
(each indicated by a white arrow in Figure 6.8 for clarity). The Pan-STARRS broad-band
images primarily trace the stellar content of HCG 91c, and one must use caution when
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Figure 6.8 Color combination of Pan-STARRS iP1, rP1 and gP1 images (shown as the red, green and blue
channels respectively) of HCG 91c. The color scheme is stretched to reveal the galaxy outskirts (bottom)
or the inner region and spiral structure (top). The WiFeS observations footprint is marked with a dashed
rectangle in the bottom panel, along with three arrows marking the location of the C1, C2 and C3 regions.
R25 is traced by the dashed ellipse in the top panel. Also in the top panel, low level iso-contours constructed
from a gaussian smoothed gP1 image highlight the full optical extent of HCG 91c on the sky at a distance of
∼R25.
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comparing this view to that of the ionized gas provided by WiFeS. Nevertheless, with a
diameter of ∼ 6 Pan-STARRS pixels ≈ 1.5 arcsec≈ 750 pc across, it is very likely that the
optical emission associated with the C1, C2 and C3 star forming regions is unresolved
both in the WiFeS observations and in the Pan-STARRS image of HCG 91c.
6.4.2. Emission line maps and line ratio diagrams
The flux line maps for the principle optical emission lines ([O II], Hβ, [O III], Hα, [N II],
[S II]) in the spectrum of HCG 91c (before applying the extragalactic reddening correc-
tion) are presented in Figure 6.9. For comparison purposes, all the maps are shown with
the same color stretch and cuts. In each panel, the white contours at 2.2×10−17 erg s−1
cm−2 trace approximatively the regions with S/N≥ 5.
The structure of the emission from the [N II] and [S II] lines is similar to Hα, although
with an overall weaker intensity. There is a distinct lack of [O II] emission from the core
of the galaxy, a region subject to a larger reddening (see Figure 6.4). The noise level
is much higher in the [O II] map, because the lines are located at the very blue end of
the WiFeS spectra (in a region subject to flat-fielding problems, see Section 6.2.1). The
spatial distribution of the [O III] line is distinctly different from that of Hα. The lack of
emission at the core of the galaxy is reminiscent of [O II], and is consistent both with a
larger extinction and with a higher gas metallicity overall in the core of HCG 91c (see
Section 6.4.3). Further out, the [O III] emission is the strongest in the C1 and C3 regions.
By comparison, the Hα emission associated with the C1 and C3 regions is at a level
comparable to other star forming regions within the spiral arms.
The standard line ratio diagrams log [N II]/Hα vs log [O III]/Hβ and log [S II]/Hα vs
log [O III]/Hβ for HCG 91c are shown in Figure 6.10. Each 353 spaxels for which
S/N(Hα;Hβ) ≥ 5 and S/N([O III];[N II];[S II])≥ 2 are shown as individual squares, color-
coded as a function of S/N([O III]). The first S/N selection condition results from the
extragalactic reddening correction described previously. A lower S/N cut for [O III], [N II]
and [S II] is then acceptable given that both Hα and Hβ are clearly detected and strongly
constrain the velocity and velocity dispersion of all the different emission lines. The color
scheme choice reflects the fact that S/N([O III])≥ 2 is in all cases the limiting condition.
The grey error bars shown in each diagram indicate the 1-sigma error associated with
the line ratio measurements, calculated from the errors measured by lzifu based on the
variance measurements propagated through the pywifes data reduction pipeline.
Within the errors, the different spaxels form a well defined sequence in both line ratio
diagrams, extending 1.5 dex along the log [O III]/Hβ direction. The spaxel density along
the sequence is continuous, except for a marked decrease at log [O III]/Hβ ≈ 0. This
gap, best seen in the density histogram in the right-hand side of the upper panel of
Figure 6.10, is most certainly not a consequence of low S/N measurements. Indeed,
spaxels on either side and across this gap in the distribution have strong oxygen emission
with S/N([O III]& 6, and are therefore clearly detected.
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Figure 6.9 Maps for the different emission lines considered in this Chapter, shown with a uniform color
scheme and color stretch for comparison purposes. For each line, the white contours at 2.2×10−17 erg s−1
cm−2 approximatively trace the regions with S/N≥ 5.
Figure 6.11 shows the log [O III]/Hβ line ratio map for all 353 spaxels visible in either
panel of Figure 6.10. Along with the R1 region, the spaxels associated with the C1, C2
and C3 regions have log [O III]/Hβ ≥ 0. They are forming the upper end of the star
forming sequence visible in the line ratio diagrams. Altogether, Figures 6.10 and 6.11
indicate an abrupt change in the physical conditions of the ionized gas between the C1,
C2 and C3 regions and their immediate surroundings.
6.4.3. Oxygen abundance and ionization parameters
I now delve deeper into the physics of emission line ratios, and compute oxygen abund-
ances and ionization parameters for each 353 spaxels with S/N(Hα;Hβ) ≥ 5 and
S/N([O III];[N II];[S II])≥ 2. The concept and the method employed here follow Dopita
et al. (2014a). I use the pyqz v0.6.0 python module (see Section 3.2) to compute, for each
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Figure 6.10 Standard line ratio diagnostic diagrams log [N II]/Hα vs log [O III]/Hβ (top) and log [S II]/Hα
vs log [O III]/Hβ (bottom). Each spaxel with S/N(Hα;Hβ) ≥ 5 and S/N([O III];[N II];[S II])≥ 2 are marked with
squares colored as a function of S/N([O III]). The position of the R1 integrated spectra is marked with a
red circle and labelled accordingly. The 1-sigma errors are shown in grey for each measurement. The full
black lines are the maximum starburst diagnostic lines from Kewley et al. (2001b), the dashed line is the
starburst diagnostic line from Kauffmann et al. (2003b), while the Seyferts-LINERs separation from Kewley
et al. (2006) is marked as a dash-dotted line in the bottom panel. The histogram in the upper panel shows
the spaxel distribution as a function of log [O III]/Hβ, while the smooth distribution (traced by the black
curve) was derived by performing a Kernel Density Estimation on the distribution of log [O III]/Hβ values.
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Figure 6.11 Map of log [O III]/Hβ for spaxels with S/N(Hα;Hβ) ≥ 5 and S/N([O III];[N II];[S II])≥ 2. Most
spaxels with a positive ratio are located in the C1, C2 and C3 regions. The black line traces the iso-contour
corresponding to log [O III]/Hβ = 0.
spaxel, the value of the oxygen abundance 12+log(O/H) and the ionization parameter
log(q) (with q in cm s−1). I adopt κ = 20, but note that this choice does not signific-
antly affect the analysis, given the limited influence of a κ distribution on the intensity
of strong emission lines.
In total, eight diagnostic grids are available in pyqz to compute the abundance and ion-
ization parameter of a given spectrum. In principle, each of these grids can provide an
estimate of 12+log(O/H) and log(q), which can then be combined to provide a global
estimate. In practice, and for the present case, I only used the diagnostics not involving
[O II] because these emission lines are subject to flat-fielding issues (see Section 6.2.1).
In addition, an inherent twist in the model grid over the region of interest for HCG 91c
renders the diagram log [N II]/Hα vs log [O III]/Hβ unusable in the present case. Ulti-
mately, I am left with just two suitable diagnostic grids: log [N II]/[S II] vs log [O III]/Hβ
and log [N II]/[S II] vs log [O III]/[S II].
The resulting 12+log(O/H) and log(q) maps for HCG 91c are shown in Figure 6.12.
As mentioned previously, the overall decrease of the [O III] flux in the inner regions of
HCG 91c is associated with increasing oxygen abundances. The peak oxygen abundance
at the galaxy center is 12+log(O/H)≈ 9.25. By comparison, the oxygen abundance of the
R1 region is found to be 12+log(O/H)≈ 8.80. The oxygen abundance of the C1, C2 and
C3 regions is of the order of 8.7-8.9. The ionization parameter map is uniform through-
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Figure 6.12 Gas phase oxygen abundance (top) and ionization parameter (bottom) measured with the pyqz
python module for all spaxels with S/N(Hα;Hβ) ≥ 5 and S/N([O III];[N II];[S II])≥ 2. In the top panel, the
dashed line traces the major axis of HCG 91c with a P.A. of 40 degrees West-of-North (see Section 6.4.4).
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out the entire galaxy (7.10 . log(q) . 7.35). The C1 region is a notable and the only
significant departure from the mean with log(q)≈ 7.65.
In Figure 6.13, I construct the abundance gradient of HCG 91c as a function of the de-
projected radius. Every 353 spaxels for which I derived an oxygen abundance are shown
individually. The vertical error bar associated to each measurement corresponds to the
error computed by pyqz v0.6.0. To deproject the position of each spaxel in the disk of
HCG 91c, I assume an ellipticity b/a = 0.8±0.08 (measured manually from the rP1 image
of HCG 91c from Pan-STARRS), and a position angle P.A. = 40◦ West-of-North (measured
from the rotation map of HCG 91c, see Section 6.4.4). This P.A. is in disagreement with
the P.A. available in NED based on near-IR images from 2MASS (Skrutskie et al. 2006)
of 5◦ West-of-North, but is in good agreement with the P.A. derived from optical images
from the Surface Photometry Catalogue of the ESO-Uppsala Galaxies (Lauberts & Valentijn
1989) of 46◦ West-of-North. The horizontal error bar associated with each measurement
corresponds to an estimated 10 per cent measurement error on the ellipticity. The center
of the galaxy is assumed to be located at the position [0;0], coincident with the peak Hα
emission, which given the seeing conditions is also consistent with the kinematic center
of the galaxy, as described in the next Section.
As illustrated in the top panel of Figure 6.13, a linear fit to the full set of data points
fails to properly match the outer regions of the disk. It is clear from Figure 6.12 that the
sampling of the outer regions of the disk (where 12+log(O/H)≤ 8.92) is poor, and largely
composed of the C1, C2 and C3 regions. Hence, the global gradient fit is largely influ-
enced by the spaxels in the inner regions of HCG 91c. In the middle panel of Figure 6.13,
I use a linear broken fit to better reproduce the trend in the oxygen abundance through-
out HCG91c. The fit is broken at 4.5 kpc from the galaxy center - the approximate radius
at which the oxygen abundance gradient appears to steepen. An inner gradient is derived
from spaxels in the Zone 1 (Z1; radius< 4.5 kpc, 12+log(O/H)> 8.92), while an outer
gradient is derived from spaxels in the Zone 2 (Z2; radius≥ 4.5 kpc, 12+log(O/H)> 8.92),
and forced to match the inner gradient at 4.5 kpc. The respective slopes of the different
gradients are compiled in Table 6.3. All oxygen abundance gradients were derived using
the Orthogonal Distance Regression routines inside the scipy module in python3.
A series of spaxels beyond 7 kpc from the galaxy center remain below the best fit outer
gradient by ∼ 0.15 dex. In the bottom panel of Figure 6.13, I show in black the spaxels
located within 3 arcsec from the galaxy’s major axis visible in Figure 6.12. These spaxels
trace an abrupt drop in the oxygen abundance of ∼ 0.2 dex at 7 kpc from the galaxy cen-
ter over a distance of 1 kpc = 2 WiFeS spaxels. This sharp oxygen abundance decrease
is essentially unresolved (spatially) in the WiFeS dataset, so that its true nature (physical
discontinuity in the oxygen abundance or sharp but continuous decrease) remains un-
certain. It is however clear that the intensity of the oxygen abundance drop at 7 kpc is
inconsistent with any linear gradient extrapolated from the inner regions of HCG 91c.
I deliberately use only spaxels in the zone Z2 to derive the best-fit linear outer gradient, as
3 http://docs.scipy.org/doc/scipy/reference/odr.html
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Figure 6.13 Oxygen abundance gradient in HCG 91c. Each 353 spaxels for which 12+log(O/H) could be
measured (see Figure 6.12) are shown individually with their associated 1-sigma errors. The galaxy center,
taken to be the peak of the Hα emission line flux map, is at the position [0;0] (see Figure 6.3). A position
angle P.A. = 40◦ and an ellipticity b/a = 0.8 are assumed to deproject the radius of each spaxel within the disk
of HCG 91c. The horizontal error bars correspond to a measurement error of 10 per cent of the ellipticity.
The vertical error bars are the error computed by pyqz v0.6.0. The linear best fit (and associated 1-sigma
error) to all the spaxels is shown in the top panel. A broken linear fit, better matching the outer regions of
the galaxy, is shown in the middle panel. In the bottom panel, the spaxels located within 3 arcsec from the
galaxy’s major axis (shown in Figure 6.12) are drawn in black with their associated errors in red. They reveal
the abrupt drop of ∼ 0.2 dex in oxygen abundance at ∼ 7.5 kpc to the North-West of the galaxy center: the
location of the C1, C2 and C3 star forming regions.
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spaxels with 12+log(O/H)> 8.92 are detected for (almost) all azimuths beyond a radius
of 4.5 kpc. The sampling of less enriched gas is much less uniform, so that including
all the spaxels with 12+log(O/H)< 8.92 in the outer gradient fit would wrongly bias it
towards the C1, C2 and C3 regions of which the abundances (as illustrated in the bottom
panel of Figure 6.13) are clearly inconsistent with a linear gradient. Although the outer
gradient is derived solely from the Z2 spaxels, it can be noted that its slope nevertheless
matches some of the outer regions of HCG 91c, including the R1 region.
Table 6.3 Characteristics of the different oxygen abundance
gradients presented in Figure 6.13.
Gradient Fitted region(s) Slope Zero point
[dex kpc−1]
global fit all −0.029± 0.001 9.242± 0.005
inner fit Z1 −0.020± 0.003 9.219± 0.007
outer fit Z2 −0.038± 0.002 9.300± 0.011
In the top panel of Figure 6.14, the different spaxels are color-coded as a function of
their associated S/N([O III]. Most spaxels lying in the Zone 4 (Z4; 12+log(O/H)< 8.92,
12+log(O/H) more than 0.075 dex below the best fit outer gradient based on the Z2
spaxels) are clearly detected, and their errors (shown in dark red for clarity) place them
1-2 sigma below the best-fit outer gradient. Their offset in oxygen abundance is best
seen in the Figure’s bottom panel, showing the distribution of oxygen abundances for all
spaxels in the zones Z2 and Z3+Z4. While some spaxels below 12+log(O/H) = 8.92 are
consistent with the linear gradient estimate based on the Z2 spaxels out to 13 kpc (i.e.
spaxels in the zone Z3), most lie 0.15 - 0.3 dex lower (in the zone Z4).
Most spaxels in the zone Z4 belong to the C1,C2 and C3 regions, as illustrated in Fig-
ure 6.15. It can be noted that as the C1, C2 and C3 regions are located along or near the
P.A. of HCG 91c, their deprojected radii are not subject to large uncertainties. The Z3
spaxels are on the other hand all located in the outer regions of the spiral arm extend-
ing Northward from the left-hand side of HCG 91c. Especially, the lack of S/N in the
[-10;15] area (see Figure 6.12) appears consistent with the lack of detection of Z3 spaxels
at a radius of 10-11 kpc.
6.4.4. Kinematics of the ionized gas
Figure 6.16 shows the ionized gas velocity map (center) and velocity dispersion (right) of
HCG 91c. In the left panel, I show the Hα intensity map overlaid with the iso-velocity
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Figure 6.15 Spatial distribution of the spaxels in the different gradient zones Z1 to Z4 defined in Fig-
ure 6.14.
contours. I used the freely available python routine fit_kinematic_pa from M. Cap-
pellari4to measure the P.A. of HCG 91c from its gas kinematics: P.A. = 40 ± 4 degrees
West-of-North. This routine (originally written in idl) was used extensively by Cappel-
lari et al. (2007) and Krajnović et al. (2011), and is described in Appendix C of Krajnović
et al. (2006). The P.A. = 40◦ (black & white dashed line) direction and the galaxy center
(white dot) used to construct the abundance gradient of HCG 91c shown in Figure 6.14
are shown in the left and middle panel of Figure 6.16 for completeness.
The kinematic signature of the gas in HCG 91c is consistent with regular rotation. The
quoted velocities assume a rest frame velocity of 7319 km s−1 (z = 0.024414; Hickson et al.
1992). I find an overall asymmetry between the redshifted and blueshifted sides that
could be reconciled if the rest-frame velocity was reduced by 11 km s−1 to 7308 km s−1 (as
measured by fit_kinematic_pa). This offset would also help reconcile the optical redshift
of HCG 91c with the H I kinematic of the galaxy measured by the VLA (see Section 6.3).
The velocity dispersion of the ionized gas is throughout the entire disk of HCG 91c ran-
ging from ∼ 20 km s−1 to 40 km s−1. Accounting for the thermal broadening of the lines
(σTh ≈ 13(T /104)0.5 km s−1 for the Hydrogen lines, see Osterbrock 1989), this corresponds
to an intrinsic velocity dispersion range of ∼ 15-38 km s−1. The largest velocity disper-
sions are found towards the galaxy center, and are most certainly influenced by beam
4 http://www-astro.physics.ox.ac.uk/$\sim$mxc/software/
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Figure 6.16 Velocity (center) and velocity dispersion (right) maps of HCG 91c, for all spaxels with
S/N(Hα) ≥ 5. Iso-velocity contours are shown in the middle panel, and are also overlaid over the Hα flux
map of HCG 91c is the left panel. In the left and middle panel, the center of the galaxy (traced by the peak
Hα line flux) is marked with a white circle, and the black & white dashed line traces the principal axis of
HCG 91c (P.A. = 40◦ West-of-North). The dark-red & white dashed line is rotated by 12◦ counter-clockwise
from the galaxy’s major axis, and is designed to pass through the C1-C2-C3 complex of star forming regions.
The Position-Velocity diagrams in Figure 6.17 are extracted along these two directions. For the iso-velocity
contours, the thick-full lines are spaced by 30 km s−1, the thin-full lines are spaced by 15 km s−1 and the
dashed lines are spaced by 5 km s−1.
smearing, given the seeing conditions during the observations (1.2-1.5 arcsec). No signi-
ficant increase of the velocity dispersion is detected towards the C1, C2 and C3 clumps.
Some deviations from a regular rotation signature are detected at and around the posi-
tions [5;15] to [12;12] - the location of the C1, C2 and C3 regions. Specifically, the C1, C2
and C3 regions are redshifted from (i.e. are lagging behind) the regular rotation of the
galaxy by 5-10 km s−1. Recalling that the error associated with the spectral calibration
of the red WiFeS datacube is of the order of 0.05 Å (see Section 2.3 and Childress et al.
2014b) or 2.3 km s−1 at Hα, a 5-10 km s−1 offset corresponds to a 2-3 sigma detection. The
fact that the kinematic distortion is extended and tracks the bright spaxels distribution of
the C1, C2 and C3 regions suggest that the distortion is real, although a greater spectral
resolution and finer spatial sampling would be beneficial to confirm its existence.
To further quantify the distortions of the velocity map of HCG 91c associated with the
C1, C2 and C3 star forming regions, I construct two Position-Velocity (PV) diagrams. The
projection axis are chosen to be oriented a) along the galaxy’s P.A. and b) along an axis
rotated by 12◦ counter-clockwise from the galaxy’s major axis. In both cases, the zero-
point is set at the galaxy center and 11 km s−1 are added to the measured velocities to
correct the global kinematic asymmetry mentioned previously. The value of 12◦ bears no
special significance other than ensuring that the second axis passes through the C1-C2-
C3 complex of star forming regions. The resulting PV diagrams are shown in Figure 6.17.
Every spaxel within 3 arcsec and 1 arcsec (respectively) from the two projection axis and
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Figure 6.17 Top: Position-Velocity diagram of the velocity map shown in Figure 6.16, extracted along the
axis passing through the galaxy center and with P.A. = 40◦ West-of-North (shown with a black & white
dashed line in Figure 6.16). Each spaxel within 3 arcsec of the axis and with S/N(Hα) ≥ 5 is shown as a
red square (redshifted side of HCG 91c) or a blue diamond (blueshifted side of HCG 91c). A correction of
11 km s−1 was added to the velocity of each spaxel to correct the global kinematic asymmetry detected in
the velocity field. Bottom: idem, but for spaxels with S/N(Hα) ≥ 5 located within 1 arcsec from an axis
rotated by 12◦ counter-clockwise from the galaxy’s major axis (traced with a dark-red & white dashed line
in Figure 6.16).
with S/N(Hα) ≥ 5 for which the line velocity can be measured accurately is shown as an
individual red square (redshifted side of the galaxy) or a blue diamond (blueshifted side
of the galaxy), as a function of its (projected) distance along the PV axis.
Along the major axis of the galaxy, after a linear increase out to ∼ 2 arcsec, the slope of
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rotation velocity decreases and remains consistent between the red- and blueshifted sides
out to ∼ 12 arcsec. While the redshifted gas velocity flattens out at ∼ 75 km s−1 beyond
12 arcsec, the blueshifted gas increases up to 80 ± 3 km s−1 beyond 22 arcsec. Assuming
an ellipticity for HCG 91c of 0.8±0.08, the absolute rotation velocity of the gas at a radii
greater than 11 kpc is 100± 11 km s−1.
A noticeable feature of the top diagram is the kinematic behaviour of the blueshifted
gas from 12 to 20 arcsec. As the magnified inset diagram in Figure 6.17 illustrates, two
velocity branches separated by 5-10 km s−1 at the 1-2 sigma level exist in this range. Espe-
cially, the bottom branch corresponds to spaxels in the C3 region, and is the signature of
the lag of the C3 star forming region mentioned previously. The velocity lag of the C1, C2
and C3 complex of star forming regions is best seen in the bottom panel of Figure 6.17,
in which the blue velocity curve decrease temporarily by ∼ 5−10 km s−1 at 16 arcsec from
the galaxy center (i.e. at the location of the C2 star forming region).
Spiral galaxies in compact groups have been observed to host a wide range of rotation
signatures with sometimes large asymmetries and/or perturbations (see e.g. Rubin et al.
1991). As compact groups favor strong gravitational interactions between galaxies, the
existence of small perturbations in the velocity field of HCG 91c (located inside a com-
pact group) is in itself not surprising. Of interest however is the fact that the star forming
regions with localized lower oxygen abundances are associated with localized kinematic
anomalies. This abundance↔kinematic connection indicates that both the gas compos-
ition and motion in the C1, C2 and C3 star forming regions are inconsistent with their
immediate surroundings.
6.4.5. Star formation rate
The Hα line flux of each spaxel in the WiFeS mosaic (see Figure 6.3) can be converted into
a star formation rate (SFRHα) following the recipe of Murphy et al. (2011) derived using
starburst99 (Leitherer et al. 1999) and assuming a Kroupa (2001) initial mass function
(IMF):
SFRHα = 5.37× 10−42 LHαerg s−1 , (6.1)
where LHα is the total Hα luminosity, derived from the measured de-reddened fluxes per
spaxel and given the assumed distance to HCG 91c of 104 Mpc. This recipe results in a
SFR 68 per cent of what would be derived using the Kennicutt (1998) formula, largely be-
cause of differences in the assumed IMF characteristics (Calzetti et al. 2007; Kennicutt &
Evans 2012). The resulting SFR map of HCG 91c is shown in Figure 6.18, where only the
530 spaxels with S/N(Hα;Hβ) ≥ 5 and the R1 region that were corrected for extragalactic
reddening are shown. The spatial resolution of 0.5 kpc arcsec−1 of the WiFeS mosaic is
similar to the scale of the star forming complexes studied by Murphy et al. (2011), so that
issues associated with using a mean Hα-to-SFR conversion factor on small scales does not
apply in this case (see Murphy et al. 2011; Kennicutt & Evans 2012).
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Figure 6.18 Star formation rate derived from the Hα flux, for all spaxel corrected for extragalactic red-
dening. The galaxy center is the most active region, and the spiral structure is also visible. Localized
enhancements of the star formation rate are detected in the C1, C2 and C3 regions.
As expected from the Hα emission line map, star formation activity in HCG 91c is most
intense in the central region of the galaxy, with additional hot spots along the spiral arms.
The total SFRHα for HCG 91c (summed from all the spaxel with S/N(Hα;Hβ) ≥ 5 and the
R1 region) is 2.10±0.06 M yr−1. This value is in excellent agreement with the estimated
2.19 M yr−1 from Bitsakis et al. (2014) based on a full SED5 fitting of the integrated
light of HCG 91c.
Assuming a total stellar mass M∗ = 1.86×1010 M for HCG 91c (Bitsakis et al. 2014), I ob-
tain a specific star formation rate sSFR = 1.13±0.05×10−10 yr−1. This is comparable to the
lowest sSFR measured by Tzanavaris et al. (2010) in 21 star forming HCG galaxies from
their UV and IR colors, but well within the distribution of sSFR reported by Plauchu-
Frayn et al. (2012) for ∼ 50 late-type galaxies (SBc and later) in compact groups using
full optical spectrum fitting with stellar population synthesis models. In fact, HCG 91c
is extremely consistent with the SFR vs M∗ and sSFR vs M∗ relations constructed from the
SDSS and GAMA datasets for z < 0.1 star forming galaxies by Lara-López et al. (2013).
For reference, the different characteristics of the C1, C2 and C3 regions are listed in
Table 6.4, whilst their integrated spectra are presented in Figure 6.19.
5 Spectral Energy Distribution
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Table 6.4 Main integrated characteristics of the C1, C2 and C3 star forming re-
gions.
Region Unit C1 C2 C3
< ∆R.A. > [arcsec] 3.2 7.0 10.5
< ∆Dec. > [arcsec] 13.5 13.5 15.3
v gas (line of sight) [km s−1] 7245± 4 7236± 3 7230± 4
σgas [km s−1] 21± 2 20± 2 20± 2
F(Hα) [10−16 erg s−1 cm−2] 64.0± 8.9 23.8± 6.0 49.6± 9.0
SFRHα [10−2 M yr−1] 4.4± 0.6 1.7± 0.4 3.4± 0.6
LHα [1039 erg s−1] 2.1± 0.3 0.8± 0.2 1.6± 0.3
6.4 The galaxy HCG 91c 151
2
4
6
8
10
[O II]
−1
0
1
⇐ C1 ⇒
Hβ - [O III]
1
2
3
4
5
F
λ
[1
0
−1
6
er
g
s−
1
cm
−2
A˚
−1
]
−1
0
1
⇐ C2 ⇒
2
4
6
8
3800 3900 4000 4100
λ [A˚]
−1
0
1
⇐ C3 ⇒
5000 5050 5100
λ [A˚]
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6.5. The peculiar star forming regions of HCG 91c
By and large, HCG 91c appears as a rather unremarkable star forming spiral galaxy. It
hosts regular star formation rates throughout its disk comparable to other similar galax-
ies in the field, possesses a linear oxygen abundance gradient and an overall regular
rotation (as traced by the ionized gas). The H I gas distribution around the galaxy traced
by the VLA is largely undisturbed. The cold dust contours measured by Herschel/SPIRE
at 250 µm display a high degree of azimuthal symmetry (Bitsakis et al. 2014). Mendes de
Oliveira et al. (2003) report that HCG 91c is an outlier with respect to the B-band Tully-
Fisher relation, in that its absolute B-band magnitude MB is 2 mag brighter than expected
from its rotation velocity, and concluded (also based on the two distinct kinematic com-
ponents reported by Amram et al. 2003) that HCG 91c may be the result of a merger. I
disagree with this picture after finding no evidence for the existence of multiple emission
line component in the WiFeS dataset. Furthermore, the clear and regular spiral structure
detected with WiFeS and Pan-STARRS strongly argues against the merger scenario, and
so is the regular photometric profile of the disk (already noted by Mendes de Oliveira
et al. 2003).
Altogether, these characteristics suggest that HCG 91c has not (yet) strongly interacted
gravitationally with the other galaxy members of HCG 91. The presence of faint, ex-
tended H I gas to the North-West of the main H I reservoir (see Figure 6.7) suggests that
HCG 91c may be caught in the very early stage of its interaction with the group. It can
also be noted that the iso-intensity contours tracing the optical extent of the stellar disk of
HCG 91c (see Figure 6.8) reveal a sharp intensity drop to the South-East, but a smoother
and more irregular boundary to the West & North-West, in the direction of the kinematic
asymmetries and H I clumps.
Beside these large scale features, I found abundance and kinematic anomalies (at the 1-2
sigma level) at the location of the C1, C2 and C3 star forming regions. The emission line
analysis reveals an abrupt change in the physical condition of the ionized gas between
these star forming regions and their immediate surroundings. They are comparatively
more metal poor by 0.15 dex, and the C1 region hosts the largest value of the ionization
parameter in the disk of HCG 91c with log(q)≈ 7.65. Such large values of log(q) can be
explained by a very young age of the associated star forming region (< 0.5 Myr), a low
pressure environment (log(P/k) ≈ 4-5 cm−3 K), or both (Dopita et al. 2006). I also find
evidence that the gas in the C1, C2 and C3 regions may be lagging behind the rotation of
the disk by 5-10 km s−1.
The lack of S/N is the WiFeS observations beyond 7 kpc from the galaxy center hinders
me from assessing the detailed behaviour of the oxygen abundance gradient at these
large radii. It is clear that the oxygen abundance of the C1, C2 and C3 regions are clearly
inconsistent with a linear gradient extrapolated from the inner regions of the galaxy (see
Figure 6.13). On the other hand, the oxygen abundances along the spiral arm extending
Northward from the top-left of HCG 91c are found to be consistent with the extrapol-
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ated linear oxygen abundance gradient. This suggests that the oxygen abundance drop
associated with the C1, C2 and C3 star forming regions is localized to these locations,
rather than indicative of a uniform drop in the abundance gradient for all azimuths.
Determining whether the C1, C2 and C3 star forming regions are unique, or whether
more star forming regions in the outer regions of HCG 91c display similar (localized)
abrupt decrease in oxygen abundances will require deeper follow-up observations (see
Section 6.5.3).
6.5.1. Origin of the fuel for star formation
How can one explain these localized, anomalous C1, C2 and C3 star forming regions
? Their comparatively lower oxygen abundance (i.e. the presence of less enriched gas)
leads me to formulate three possible scenarios to explain their origin:
(a) the accretion of a smaller, nearby satellite system,
(b) gas inflow onto the disk of HCG 91c from the galaxy halo, and
(c) the infall and collapse of pre-existing neutral gas clouds at the disk-halo interface
of HCG 91c.
For clarity, each of these scenarios are discussed separately below.
Satellite accretion
The accretion of a nearby dwarf galaxy could possibly explain the lower metallicity of
the C1, C2 and C3 regions. Lower metallicity dwarf galaxies have been detected around
the Milky Way and M31, and the presence of large scale stellar streams implies the on-
going accretion and tidal stretching of some of these systems (e.g. Belokurov et al. 2006;
Richardson et al. 2011). The apparent on-sky alignment of the C1, C2 and C3 regions (see
Figure 6.8) is certainly suggestive of a physical connection. Such a physical connection
could then be explained by a tidally disrupted structure. However, the gas kinematics
implies difficulties for this scenario. The observed lag of 5-10 km s−1 is small compared
to typical infall velocities of streams in the halo of M31 and around the Milky Way. Al-
though not impossible, this scenario would require a very specific set of circumstances
between the galaxy’s orientation, the accretion trajectory, and our point-of-view to result
in the small velocity lag of the C1, C2 and C3 star forming regions.
Gas inflow from the galaxy halo
The spatial and kinematic structure of the H I gas associated with HCG 91c certainly sup-
port the idea that this galaxy’s halo (still) contains a gravitationally-bound gas reserve.
Under these circumstances, the lower oxygen abundance of the C1, C2, and C3 regions
could be explained if less enriched and unstructured material from the halo is in-falling
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onto the disk, and fuelling localized star formation activity. The small velocity lag and
the low velocity dispersion of the gas in the C1, C2 and C3 regions would suggest a slow
infall velocity. Yet, the lack of any detectable enhancement of the velocity dispersion in
the C1, C2 and C3 regions compared to other star forming regions in the disk of HCG 91c
remains puzzling. The exact triggering mechanism for the gas infall also remains an open
question, but the presence of nearby galaxies and their gravitational fields appear as a
likely source of perturbations.
Infalling and collapsing gas clouds at the disk-halo interface
In the halo of the Milky Way, there exists a complex mix of gas in different phases, in-
cluding molecular and neutral hydrogen (Putman et al. 2012). Part of this gas is located
in a series of compact clouds with a wide range of kinematics (Saul et al. 2012). Some
of these clouds have measured velocities largely inconsistent with galaxy rotation, and
are usually referred to as High Velocity Clouds (HVCs, see e.g. Wakker & van Woerden
1997). By comparison, Intermediate Velocity Clouds (IVCs, Wakker 2001) also have velo-
cities inconsistent with galactic rotation, but less so than HVCs. In fact, there exists a
wide range of H I cloud characteristics in the Milky Way’s halo, some of which are found
to be co-rotating with the disk (see Kalberla & Kerp 2009, and references therein). There
also exists diffuse H I gas in the halo of the Milky Way which displays a vertical lag in
its rotation velocity with respect to the disk of the order of 15 km s−1 kpc−1 (Marasco &
Fraternali 2011).
Resolving the structure of the H I gas in other galaxies is observationally challenging.
In recent years, the HALOGAS survey (Heald et al. 2011) has revealed the presence of
an extended H I disk around edge-on, nearby galaxies (Zschaechner et al. 2011, 2012;
Gentile et al. 2013). These observations complement older detection of gaseous halos, for
example around NGC 891 by Oosterloo et al. (2007). Most of these detections revealed a
vertical lag of the H I rotation speed above the disk of the galaxies of the same order of
magnitude than in the Milky Way (but see also Kamphuis et al. 2013).
Given the star forming, spiral nature of HCG 91c, it does not appear unreasonable to
assume that it possess a multi-phase, complex gaseous halo similar to that of the Milky
Way. Especially, although its detailed structure is unknown, the VLA observations clearly
reveal a large rotating H I reservoir. Under these circumstances, could the C1, C2 and C3
star forming regions have resulted from the infall and subsequent collapse of pre-existing
gas clouds at the disk-halo interface of HCG 91c ? The compact nature of these star
forming regions could be naturally explained by a localised cloud origin. Their velocity
lag of 5-10 km s−1 would suggest that these star forming regions are in fact not located
within the disk of HCG 91c, but 300-700 pc above it, if one assumes a vertical rotational
velocity lag of 15 km s−1 kpc−1 (Marasco & Fraternali 2011). Of course, the face-on nature
of HCG 91c makes it impossible to directly measure any vertical offset for these star
forming regions. However, I note that the associated reddening is comparatively lower
in the C1, C2 and C3 regions (AV ≤ 0.9, see Figure 6.4) than in any other star forming
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regions in the spiral arms of HCG 91c (AV ≥ 1.2) at the 1-sigma level. A lower reddening
value may be the result of the location of the C1, C2 and C3 regions above the main disk
(and dust) of HCG 91c.
6.5.2. Star formation triggering mechanism
Clearly, none of the above scenarios invoked to explain the origin of the anomalous star
forming regions C1, C2, and C3 in HCG 91c can be firmly ruled with the data at hand.
At this stage, I favor the idea that these star forming regions originated in the infall and
subsequent collapse of pre-existing gas clouds at the disk-halo interface of the galaxy.
Indeed, collapsing pre-existing gas clouds at the disk-halo interface could naturally ex-
plain the different properties of the anomalous star forming regions (velocity lag, lower
oxygen abundances, compactness).
The precise mechanism able to trigger the collapse of neutral gas clouds at the disk-halo
interface of HCG 91c (and the subsequent rapid formation of molecular gas to fuel star
formation) remains undefined. In the Milky Way, molecular hydrogen was detected in
several IVCs (Richter et al. 2003; Wakker 2006), and it has been proposed that neutral
hydrogen is compressed into molecular hydrogen as gas clouds fall onto the galaxy disk
and get compressed via ram pressure stripping (Weiß et al. 1999; Gillmon & Shull 2006;
Röhser et al. 2014). The C1, C2 and C3 star forming regions may have resulted from
a boosted version of this mechanism, where the initial infall of neutral gas clouds onto
the galaxy disk is being triggered by large scale gravitational perturbations from nearby
galaxies in an harassment-like process (Moore et al. 1998). The existence of tidal perturb-
ations to the North-West of HCG 91c (supported by the existence of a possible H I tail and
the comparatively complex edge of the stellar disk to the North-West of HCG 91c) may
have given rise to local tidal shears or compressive tides (Renaud et al. 2008, 2009), trig-
gering the collapse of the clouds. Theoretically, Renaud et al. (2014) observed the effect
of compressive turbulence and how it can lead to starburst events in interacting galaxies.
This mechanism is already active during the early phase of galaxy interactions, and could
therefore be active in HCG 91c. In the same simulations, large scale gas flows across a
galaxy’s disk only occur at later stages of the interaction (i.e. at the second closest ap-
proach). I note that the initial star formation triggered by compressive turbulence does
not appear to require large velocity dispersions (σ < 20 km s−1), which would be consist-
ent with the WiFeS observations.
Alternatively, HCG 91c is located ∼ 30 arcsec = 15 kpc (on sky) to the North-East of the
extended tidal tail of HCG 91a (see Figure 6.7). HCG 91c’s H I envelope also suggest that
the galaxy may have previously interacted with HCG 91b (as indicated by the presence
of a possible H I bridge between the two galaxies). Ram-pressure from either interaction
may have shocked and compressed HCG 91c’s halo, leading to the collapse of the C1, C2
and C3 star forming regions. Kinematically, HCG 91c and the tidal tail from HCG 91a
are offset by ∼ 250 km s−1, but given their spatial location, it is possible that HCG 91c
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is currently interacting/colliding with this extended tidal structure. Such a collision is
impossible to firmly rule out without X-ray observations of the group which may reveal
the presence of hot, shocked gas resulting from the interaction. In any case, the relat-
ively undisturbed H I envelope of HCG 91c and the continuous structure of the tidal tail
stemming from HCG 91a detected by the VLA would suggest that their interaction is at
an early stage.
6.5.3. Constraining the exact nature of the C1, C2 and C3 regions
The WiFeS observations, combined to VLA and Pan-STARRS datasets, have revealed
the anomalous oxygen abundance of three compact star forming regions in the disk of
HCG 91c, and showed that this galaxy is only just beginning its interaction with the
compact group HCG 91. From the ionized gas physical characteristics and kinematics, I
found that infalling (and subsequently collapsing) gas clouds at the disk-halo interface
could naturally explain the anomalous nature of the C1, C2 and C3 regions. However,
one should keep in mind that the different pieces of evidence for the anomalous nature of
the C1, C2 and C3 star forming regions (velocity and abundance offset, lower extinction)
are all at the 1-2 sigma level.
I also lack critical pieces of information: for example, a deeper understanding of the state
of the gas (i.e. pressure, density, temperature) in these specific star forming regions, as
well as a better characterization of the underlying stellar population. Additional insight
on the stellar population associated with the C1, C2 and C3 regions is especially crit-
ical to test their possible origins. For example, collapsing halo gas clouds with masses
ranging from 103-105 M (see Putman et al. 2012, and references therein) do not offer a
sustainable source of fuel and cannot host a significant population of old stars, of which
the detection would be a very strong argument against this scenario. Unfortunately, the
S/N in the continuum of the WiFeS observations does not allow to extract meaningful
information on the underlying stellar population in HCG 91c (see Figure 6.19).
The inherent compact aspect of the C1, C2 and C3 regions would also benefit from a finer
spatial sampling to reveal their precise structural extent and possible physical connec-
tions. Finally, the disk of HCG 91c extends beyond the FoV of the WiFeS observations,
and may contain additional anomalous star forming regions. To address these questions,
I have been awarded 4.0 h of Science Verification time on MUSE (Bacon et al. 2010), the
new integral field spectrograph on the Yepun telescope (unit 4 of the VLT) at Paranal in
Chile (P.I.: F.P.A. Vogt, P.Id.: 60.A-9317[A]), which will be discussed in Chapter 7.
Overall, HCG 91c is a largely undisturbed (yet) star forming spiral galaxy. Hence, HCG 91c
offers a window on the early stage of galaxy interaction in a compact group, and possibly
on the early phase of galaxy pre-processing in these environments. The presence of local-
ized star forming regions with lower oxygen abundances indicate that lower-metallicity
gas is being brought from the outer regions of the disk or the halo to the inner regions
of the galaxy. Hence, this gas may eventually contribute to the flattening of the oxygen
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abundance gradient in the system. Strong interactions of galaxies in pairs have been ob-
served to flatten the metallicity gradient in these systems through large scale gas flows
(Kewley et al. 2010; Rupke et al. 2010). The WiFeS observations of HCG 91c suggest that
prior to large scale gas flows induced by strong gravitational perturbation, some gas mix-
ing can be occurring at the level of individual star forming regions as a result of galaxy
harassment and longer range gravitational interactions.
Evaluating the ubiquity (or not) of collapsing gas clouds at the disk-halo interface of
galaxies as an early consequence of galaxy harassment will require additional observa-
tions of a statistical sample of galaxies. Existing or upcoming IFU surveys such as SAMI
or MaNGA may provide such a statistical sample probing a wide range of environment
densities. However, with a respective spectral resolution of R = 4500 and R = 2000 and
a spatial sampling ≥ 1 kpc, finding sub-kpc star forming regions with ∼ 0.15 dex oxygen
abundances offsets will certainly prove challenging for these surveys. Rather than direct
detections, the SAMI and MaNGA surveys may instead provide tentative detections of
anomalous star forming regions in largely unperturbed star forming disk galaxies. These
objects would form an ideal sample (spanning a wide range of environments) for ded-
icated follow-up observations at higher spectral and spatial resolution. In fact, I expect
that large IFS surveys will provide an essential database allowing the identification of
largely undisturbed galaxies (similar to HCG 91c) in the early stage of their interaction
with a compact group or a cluster. As yet mostly unaffected by their environments, these
systems can shine a unique light on the early stages of complex gravitational interactions
and the associated consequences.
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CHAPTER 7
HCG 91c revisited with MUSE
Home is behind, the world ahead,
And there are many paths to tread
Through shadows to the edge of night,
Until the stars are all alight.
– J.R.R. Tolkien, The Lord of the Rings
The content of this chapter is un-published at the time of submission of this thesis, but will form the
basis of a dedicated publication in the near future.
Chapter summary: the MUSE integral field spectrograph has been used to follow-up
on the WiFeS observations of HCG 91c presented in Chapter 6. Here, I describe the
MUSE observations & data reduction process, and present a preliminary analysis of the
dataset. A highlight of this observational dataset is that the the high spatial resolution
of the MUSE datacube (0.2 square arcsec spaxels−1 and ∼ 0.6 arcsec seeing) reveals the
existence of a bimodal population of star forming regions in the outer disk of the galaxy
with distinct emission line signatures.
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7.1. The MUSE integral field spectrograph
The Multi Unit Spectroscopic Explorer (MUSE, Bacon et al. 2010) is an optical image
slicer integral field spectrograph mounted on the Nasmyth B platform of the Yepun tele-
scope: the unit 4 of the European Southern Observatory (ESO) Very Large Telescope (VLT)
at Paranal in Chile. MUSE saw first light on 2014 January 31, and was commissioned
over three periods: 2014 February 7 to 21, 2014 June 20 to 29 and 2014 August 18 to
24 (Bacon et al. 2014a). The instrument in its Wide Field Mode with natural seeing was
subsequently first offered to the astronomical community in Period 94.
MUSE was built by the MUSE Consortium comprising of AIP Potsdam, CRAL Lyon, ESO,
ETH Zürich, IRAP Toulouse, Leiden and IAG Göttingen. The design of MUSE is de-
scribed in detail in the User Manual1, to which I refer the interested reader for further
information. Here, I briefly summarise the general characteristics of the instrument rel-
evant to the data presented in this Chapter.
MUSE is designed to operate in two distinct modes: the Wide Field Mode and the Nar-
row Field Mode. In the Wide Field Mode, MUSE has a FoV of ∼ 1 × 1 square arcmin
with a spaxel size of ∼ 0.2 × 0.2 square arcsec, resulting in ∼ 300 × 300 spaxels = 9 × 104
spectra per exposure. In the Narrow Field Mode, MUSE has a FoV of ∼ 7.5 × 7.5 square
arcsec, and a spaxel size of ∼ 0.025×0.025 square arcsec, resulting once again in ∼ 9×104
spectra per exposure. In both the Wide and Narrow Field Mode, the spectral coverage of
MUSE goes from 4750 Å to 9350 Å with a spectral resolution ranging from R = 1600 at
4800 Å to R = 3600 at 9300 Å (see Figure 11 in the MUSE User Manual). MUSE is currently
only available to the community under natural seeing, typically larger than 0.4 arcsec at
Paranal. In the future, the dedicated GALACSI (Ground Atmospheric Layer Adaptive
Corrector for Spectroscopic Imaging, see Stuik et al. 2006; Arsenault et al. 2014) ad-
aptive optic system and its 4 laser guide stars will be available to improve the spatial
resolution (FWHM) and increase the Strehl ratio across the MUSE FoV.
Similarly to WiFeS, MUSE relies on an optical image slicer to chop its FoV into 24 slices.
Unlike WiFeS however, each one of the 24 slices (of 2.5 × 60 square arcsec in size in the
Wide Field Mode) is then further sliced in 4 stacks of 12 sub-slices (each 0.2× 15 square
arcsec in size in the Wide Field Mode) subsequently re-arranged into a pseudo long-slit
0.2 arcsec wide. Each 24 pseudo long-slit is dispersed on separate VPH gratings and im-
aged on 24 separate 4k× 4k CCDs kept at 163 K. In other words, MUSE is a collection of
24 individual and identical IFUs, each of which is being fed 1/24 of the original FoV by
the primary image slicer. Mounted on the Nasmyth platform of the Yepun telescope, MUSE
is subject to a constant gravity vector, which combined to having no moving parts in the
24 individual spectrograph, ensures a very stable instrument from a spectroscopic per-
spective. The instrument’s throughput (including that of the telescope) has been meas-
ured during the commissioning runs to peak at 35 per cent at 7000 Å (see Figure 10 in
1 http://www.eso.org/sci/facilities/paranal/instruments/muse/doc/VLT-MAN-MUS-14670-
1477-1.0.pdf
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Figure 7.1 Top: Example of a raw image acquired by the camera #12 inside MUSE following a 1050 s
Science exposure on the galaxy HCG 91c. This image contains 1/24 of the data acquired by MUSE during
a single exposure. The 4 × 12 = 48 sub-slices are arranged side-by-side vertically. Bright horizontal lines
corresponding to sky emission lines are clearly visible, and their density increases towards the top of the
image, corresponding to longer wavelengths. A cross-shaped overscan region (in dark) separates the detector
area in four quadrants, each 2048×2056 pixels in size. Bottom: magnified view of the [N II]-Hα region. The
bright and diffuse vertical emission to the left of the frame corresponds to the stellar continuum in the disk
of HCG 91c.
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the MUSE User Manual). MUSE exposures are saved in multi-extension FITS files, where
the images acquired by the 24 cameras inside the 24 identical IFUs are stored in 24 indi-
vidual extensions. In Figure 7.1, I show the raw image acquired by camera #12 during a
1050 s exposures on the galaxy HCG 91c. This image contains 1/24 of the data acquired
by MUSE in one exposure.
In the Wide Field Mode and natural seeing setup currently available to the community,
MUSE offers observers a slow guiding system (SGS). Stars located within ∼ 15 arcsec from
the instrument FoV will be imaged regularly by the SGS to correct for tracking errors,
including the derotator wobble (see the User Manual for more details), which can become
important around the zenith and for long exposures. Unlike WiFeS for which the (single)
guiding star must be selected by the observer, the SGS software automatically detect and
uses suitable point sources within the SGS area. The MUSE Wide Field Mode FoV and
associated SGS area are shown in Figure 7.2.
7.2. The MUSE observations of HCG 91c
A call for Science Verification (SV) proposals for MUSE was issued on 2014 April 23
following the first commissioning campaign. I led a proposal to follow-up my WiFeS
observations of HCG 91c (P.Id.: 60.A-9317[A], P.I.: F.P.A. Vogt, Co-PIs: M.A. Dopita & S.
Borthakur) which was awarded a total of 4.0 h in Service Mode (4.5 h requested). With an
angular size of just under 1 arcmin, HCG 91c is an optimum target for MUSE as it fills
most of the Wide Field Mode FoV, thereby maximizing the data gathering efficiency of
the observation.
The observation structure was implemented using ESO’s phase 2 preparation tool (p2pp).
In particular, the awarded 4 h were split between 5 distinct observing blocks (OBs) de-
signed in a manner which followed my WiFeS observing strategy (see Section 2.2). The
characteristics of the 6 OBs are summarised in Table 7.1. Individual OBs contain a series
of exposures to be acquired consecutively by the telescope operator in Service Mode. Dif-
ferent OBs within a given program may however not be observed consecutively, and pos-
sibly on different nights. A maximum airmass of 1.5 and a maximum seeing of 0.6 arcsec
were requested, in addition to variable sky conditions and thin cirrus - or better !
A basic set of calibration frames, including flat fields, arc lamps and flux standard stars,
are observed by default by ESO, and need not to be included in one’s OBs, unless specific
calibration requirements are imposed by the science objectives of the observing program.
For HCG 91c, the default set of calibration frames provided by ESO is sufficient. How-
ever, the dedicated observation of a telluric standard was (in 2014) not included in the
list of standard calibrations provided by ESO. Hence, I decided to include an OB dedic-
ated to the observation of the white dwarf EG131, an excellent telluric standard with a
near-smooth blackbody spectra (Bessell 1999), to ensure that telluric features could be
appropriately corrected in the dataset. This OB targeting EG131 was also included in
anticipation of future observations with MUSE, a) to quantify the accuracy of the default
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Table 7.1 Structure of the individual OBs for the MUSE observations of HCG 91c.
OB name Priority Structure Exposure time P.A. ∆R.A.a ∆Dec.a
[s] [degrees] [arcsec] [arcsec]
Science 1050 0 +0.0 +0.0
WFM-HCG91c-3-0 1 Sky 525 0 +0.0 +0.0
Science 1050 90 -0.5 +0.5
Science 1050 90 +0.0 +0.0
WFM-HCG91c-3-90 1 Sky 525 93 +0.0 +0.0
Science 1050 180 -0.5 +0.5
Science 1050 180 +0.0 +0.0
WFM-HCG91c-3-180 1 Sky 525 185 +0.0 +0.0
Science 1050 270 -0.5 +0.5
Science 1050 270 +0.0 +0.0
WFM-HCG91c-3-270 2 Sky 525 280 +0.0 +0.0
Science 525 0 -0.5 +0.5
Telluric 60 0 +0.0b +0.0b
WFM-EG131 1 Telluric 60 10 +0.0b +0.0b
Telluric 60 20 +0.0b +0.0b
a Spatial offsets from the reference pointing on HCG 91c at [α:22h09m13.8s| δ: -27◦46′49.0′′].
b Spatial offsets from the reference position of the telluric (and flux) standard EG131 at
[α:19h20m34.923s| δ: -07◦40′00.068′′].
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telluric correction in the pipeline, b) to evaluate the need for future dedicated observa-
tions of telluric standards, and c) explore the need & possibility of constructing a reusable
master telluric correction from the observations of EG131.
HCG 91c requires a single MUSE pointing to be mapped in its entirety. The distinct OBs
ensures that different Science exposures are acquired at different P.A. (0◦, 90◦,180◦ and
270◦) to help with the removal of artefact residuals (associated with each of the 24 IFUs)
in the combined mosaic, as recommended in the User Manual. Spatial offsets of the order
of 0.5 arcsec between pointings were implemented for the same reason. The sky field
was observed at varying P.A., but these were not exactly identical to the Science field
(with variations of up to 10◦) to ensure a) that the artefact residuals in the Sky field are
minimized, and b) that any point-sources in the Sky field do not affect the same location
of the Science field between different exposures (and hence their impact be minimized).
In addition, the slow guiding system (SGS) was enabled for the Science exposures, but
not for the Sky exposures.
The location of the Sky field is presented in Figure 7.2 (for a single orientation of the
MUSE FoV, including the SGS area). Its location was chosen to contain as little sources as
possible in the iP1 Pan-STARRS image of the area, and avoid any point sources present in
the USNO-B1 catalogue (Monet et al. 2003). The USNO-B1 catalogue is complete down
to mV = 21, and ensures that no sources brighter than this value (and possibly less) are
present within the MUSE Sky exposure. The Sky field is located ∼ 455 arcsec to the South
of HCG 91c.
The individual OBs were acquired from 2014 August 20 to 25, during the final period
of commissioning of the instrument. A total of 7 OBs were completed over this period
under varying sky conditions summarized in Table 7.2. On the 12 individual Science ex-
posures acquired, all but 3 were acquired under seeing conditions better than 0.7 arcsec
(as measured by the SGS) and below 1.15 airmass. A high spatial resolution in the final
reduced MUSE dataset is a key element to study the structure of the C1, C2 and C3 star
forming regions in HCG 91c, unresolved with WiFeS (see Section 6.4.1). Better seeing
conditions also improve the detectability of faint star forming regions in the outskirts of
HCG 91c. Hence, I decided to reduce and combine 9 Science exposures (specifically, Sci-
ence exposures #1, #5, #6, #7, #8, #9, #10, #11 and #12) into a final mosaic, and ignore
the 3 worst-seeing exposures ( #2, #3 and #4).
The footprint of the 9 Science exposures selected are shown in Figure 7.3. The effect of the
P.A. and spatial offsets result in small coverage mismatch at the edges of the mosaic. The
positioning of the Science fields were chosen to cover most of HCG 91c, while avoiding
the bright (mB2;USNO-B1 = 17.5) star South of the nucleus of HCG 91c. This trade-off
resulted from the uncertainty regarding possible artefacts (including CCD bleeding and
diffraction spikes) that may have resulted from the inclusion of this star inside the MUSE
FoV. An accurate and consistent pointing of the MUSE FoV for the different OBs was
achieved with a blind offset from a nearby star (indicated in Figure 7.3), similarly to my
WiFeS observation’s methodology described in Section 2.2. At the start of a given OB,
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Table 7.2 Details of the observed MUSE OBs for HCG 91c.
Date OB name Science exposure SGS seeing (FWHM) Airmass
[arcsec]
2014-08-20 WFM-HCG91c-3-0
1 0.67-0.66 1.08-1.11
2 0.87-0.82 1.14-1.19
3 0.72-0.72 1.28-1.22
2014-08-21 WFM-HCG91c-3-90
4 0.75-0.74 1.18-1.14
2014-08-21 WFM-HCG91c-3-180
5 0.50-0.49 1.13-1.09
6 0.61-0.61 1.07-1.04
7 0.61-0.61 1.04-1.02
2014-08-21 WFM-HCG91c-3-270
8 0.61-0.62 1.01-1.01
2014-08-21 WFM-EG131
- 0.79-0.80 1.29-1.30
- 0.77-0.79 1.30-1.30
- 0.77-0.78 1.31-1.32
9 0.69-0.69 1.14-1.10
2014-08-24 WFM-HCG91c-3-90
10 0.56-0.54 1.08-1.05
2014-08-25 WFM-HCG91c-3-90
11 0.43-0.42 1.03-1.06
12 0.52-0.52 1.07-1.11
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Figure 7.2 Footprint of the MUSE observations of the blank sky field associated with HCG 91c, overlaid
over an iP1 Pan-STARRS image. The MUSE FoV (in purple) and the associated SGS area (in green) is shown
for only one exposure and orientation for clarity (OB: WFM-HCG91c-3-90; P.A.=93◦). The sky field was
selected to contain as little sources in the iP 1 Pan-STARRS image as possible, and no point source in the
USNO-B1 catalogue (of which the entries are marked with red circles).
the blind offset reference point source is centered in the instrument FoV. The reminder
of the exposures within the OB are then acquired via physical pointing offsets (in arcsec).
This methodology ensures consistency in the pointing of the MUSE FoV across multiple
nights, varying elevations and different orientations.
7.2.1. On the potential of the Sky field
With a total of 6 Science OBs completed, the Sky field shown in Figure 7.2 was ob-
served 6×525 = 3150 s on source at varying orientation. This certainly is a non-negligible
amount of integration time (with an 8-m class telescope) on a region of the sky devoided
of bright objects and foreground stars. As such, the Sky field observed in this program
offers a great opportunity for the serendipitous discovery (and subsequent analysis) of
several high-z galaxies. Indeed, in the reduced Science field centered on HCG 91c, ∼ 15
background high-z galaxies are detected around (and for a few of them, behind) the emis-
sion from HCG 91c (these appear as primarily red objects in Figure 7.4). In an empty
1 square arcmin MUSE field pointed at a random patch of the sky (without the presence
of a foreground galaxy and associated gas and stellar emission and dust absorption) one
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Figure 7.3 Footprint of the MUSE observations of HCG 91c, overlaid over an iP1 Pan-STARRS image. The
MUSE FoV for each individual 9 exposures acquired with a seeing better than 0.7 arcsec is shown in magenta.
For clarity, the associated SGS area is shown (in green) for only one exposure (P.A. = 0). The reference star
used to perform the blind offsets is marked with a red circle. The MUSE pointings were chosen to cover the
entire extent of HCG 91c while avoiding the bright star South of the galaxy’s nucleus.
would therefore expect the detection of 20-30 galaxies at a range of redshifts. Although
a careful examination of the background galaxies around HCG 91c remains to be under-
taken, some galaxies appear to have a redshift z > 1.5.
From a practical perspective, the different P.A. used to target the Sky field will ensure
a reduced mosaic of similar quality to that of a genuine Science field. Furthermore, the
lack of bright sources will allow to use the Sky exposures themselves to perform the Sky
subtraction. With the existing reflex pipeline, a simple header modification ought to
allow the direct reduction of Sky frames as Science frames.
Of course, this observing program targeting HCG 91c is not isolated in observing a blank
patch of sky with MUSE. Over the years, many hours of integration time can be expected
to be spent on several blank patches of sky. These observations represent a great poten-
tial for serendipitous discoveries at high-redshift, and (over time) could provide a large
statistical sample of high-z objects throughout the entire Southern Sky.
Dedicated MUSE deep-field observations are already underway which will push the in-
strument to its limits in terms of the detection and characterization of high-z galaxies
and their environment (Bacon et al. 2014b). Although less deep, the inevitable acquis-
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ition of numerous blank patches of sky over the coming years, if exploited conjointly,
could provide us with a very complementary picture of the high redshift Universe. The
few observation modes of MUSE ensure that the many Sky observations will be very uni-
form, thereby significantly simplifying their conjoint analysis and grouping in a large
database. While the manual modifications of the individual FITS headers mentioned
previously offers a quick work-around for single observing programs to reduce their Sky
observations as Science frames, the construction of a dedicated and automated reflex
workflow would allow the rapid, reliable and reproducible processing of any and all
MUSE Sky observations released in the public domain over the coming years.
7.3. The MUSE data reduction procedure
The raw MUSE datasets were fetched from the ESO Archive servers and transferred to
the RSAA servers over the course of ∼48 hours. ESO’s calselector service was used to
download both the 7 observed OBs, and the required calibration frames associated. The
complete dataset totals 160 GB and contains 435 individual FITS files.
The 9 Science exposures observed with a seeing better than 0.7 arcsec were first re-
duced individually on the misfit server at RSAA (12 CPUs, running Centos 6.5, 32 MB
of memory) using the official MUSE pipeline v1.0.1 (Weilbacher et al. 2012, 2014) inside
ESO’s reflex v2.6 environment (Freudling et al. 2013) (i.e. using the muse.xml work-
flow). The general purpose misfit server could however not handle (memory-wise) the
combination of the 9 individual exposures into a single mosaic, which was instead per-
formed on the moka server (with 256 MB of memory) using the muse_exp_combine.xml
workflow. I am grateful to R. Collet for allowing me to run this final step of the data
reduction cascade on moka. The final reduced datacube (containing both the data and
associated variance) occupies 3 GB of disk space and contains 320×317 spaxels = 101440
spectra, each containing 3681 spectral elements ranging from 4750 Å to 9350 Å in steps
of 1.25 Å. A reconstructed pseudo-RGB color image of HCG 91c, extracted from the final
datacube, is shown in Figure 7.4.
Similarly to pywifes (see Section 2.3), the MUSE data reduction pipeline (when run via
the reflex workflows) is fully automated, and requires only little input from the user.
The pipeline and associated reflex workflows are described in detail in the MUSE Data
Reduction Cookbook2 and Reflex MUSE Tutorial3 to which I refer the interested reader for
further information. One key element of the MUSE data reduction pipeline is that the
data is resampled on a regular grid only once to construct the final datacube (Weilbacher
et al. 2009). The same principle is used in pywifes when reducing a single Science field,
but unlike pywifes, the MUSE pipeline also performs a single resampling when com-
bining several individual frames into a mosaic. Indeed, the MUSE pipeline uses pixel
tables encoding the x, y and λ coordinates for every pixel of every CCD exposures, which
2 ftp://ftp.eso.org/pub/dfs/pipelines/muse/muse-pipeline-cookbook-1.0.1.pdf
3 ftp://ftp.eso.org/pub/dfs/pipelines/muse/muse-reflex-tutorial-2.0.pdf
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Figure 7.4 Pseudo-RGB color image of HCG 91c as seen by MUSE, where the integrated emission from
8300 Å to 9300 Å is shown in red, the integrated emission from 6000 Å to 7000 Å is shown in green and
the integrated emission from 4750 Å to 5750 Å is shown in blue. The spiral structure of HCG 91c is clearly
detected, along with a bright and concentrated nucleus. Background, high-z galaxies are visible as red dots
throughout the image. Two point-like foreground stars located at [α: 22h9m12.36s|δ: -27◦46′48.55′′] and
[α: 22h9m14.01s| δ: -27◦47′15.31′′] reveal the quality and accuracy of the mosaic reconstruction algorithm
inside the MUSE data reduction pipeline.
are then combined together in a single step. Resampling a given dataset reduces its res-
olution, so that performing a single resampling step when combining multiple MUSE
exposures is key to maximizing the spatial and spectral resolution of the final datacube.
This important feature of the pipeline however can result in a very large memory usage:
which for the HCG 91c dataset forced me to use the moka server and associated 256 MB
of memory to construct the final mosaic.
At the time of submission of this thesis, the MUSE pipeline is still under active develop-
ment. Although its v1.0.1 already provides excellent results, several issues remain, the
major one being the presence of artefacts in the final mosaic related to the sky subtrac-
tion step (see Section 4 of the MUSE Data Reduction Cookbook). Time constraints have
hindered me from precisely quantifying the influence of these artefacts prior to the sub-
mission of this thesis. In the next Section, I present a preliminary analysis of the reduced
datacube, and illustrate why the artefacts will have to be addressed properly before fur-
ther work is being undertaken.
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7.4. The MUSE view of HCG 91c
While WiFeS and MUSE share similar design features, the dramatic advantages procured
by the small spaxel size and large FoV of MUSE, a Paranal seeing of 0.4-0.6 arcsec and the
light gathering power of an 8-m class telescope are made evidently clear in Figure 7.5,
comparing the integrated Hα emission map of HCG 91c observed by MUSE and WiFeS.
While the spiral structure of the galaxy was evident in the WiFeS dataset, MUSE resolves
individual star forming regions down to 300 pc in size. The unresolved C1, C2 and C3
star forming regions identified with WiFeS are resolved by MUSE into numerous indi-
vidual H II regions. Further out, the faint and previously un-resolved R1 area is now
resolved into several individual star forming regions. Several tens of H II regions (unre-
solved with WiFeS) are found throughout the entire disk of the galaxy, and fill most of
the FoV of the MUSE mosaic. Especially, I note the presence of an isolated clump of Hα
emission at the very bottom left edge of the MUSE FoV.
The spatial improvement offered by MUSE is such that the updated view of HCG 91c is
reminiscent of the high-resolution images of nearby galaxies, for example that of M83
presented in Figure 1.1. Of course, this increased spatial resolution is key to perform-
ing a detailed emission line analysis on individual star forming regions throughout the
disk HCG 91c, and refine the oxygen abundance trends first identified with WiFeS (see
Chapter 6).
A detailed spectral analysis of the MUSE dataset is in progress, and will be the subject of
a dedicated publication in the near future. At the time of submission of this thesis, key
questions regarding the implementation of a detailed, automated and reliable spectral
fitting procedure remain to be addressed carefully. In Figure 7.6, I therefore present a
preliminary emission line analysis of the MUSE dataset, in the form of a pseudo-color im-
age combining the continuum-subtracted [N II] (in red), Hα (in green) and [O III] (in blue)
emission line fluxes. It should be stressed that continuum-subtraction was performed by
subtracting nearby spectral regions free of emission lines, so that (in the case of Hα), any
underlying absorption features have not been accounted for.
Although preliminary, Figure 7.6 already reveals key features of the different star forming
regions throughout the disk of HCG 91c. First, the overall oxygen abundance gradient
detected with WiFeS manifests itself as a yellow-to-blue transition from the inner to the
outer regions of HCG 91c. This transition results from a lack of [O III] emission in the
inner most star forming regions, similarly to what was identified in the WiFeS dataset.
The presence of yellow star forming regions (with comparatively fainter [O III] emission)
in the outer-most parts of the disk of HCG 91c is however noticeable. Especially, beyond
the radius of the C1, C2 and C3 star forming complexes, there appear to be a bimodal dis-
tribution of H II region’s colors, some appearing very blue and others appearing primarily
yellow.
In Chapter 6, I linked a stronger [O III] emission in the C1, C2 and C3 star forming regions
(i.e. a blue color) to an abrupt decrease of their oxygen abundance, inconsistent with their
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Figure 7.5 Top: Continuum-subtracted Hα emission of HCG 91c from MUSE. The red and dashed rectangle
traces the location of the WiFeS observations presented in Chapter 6. Bottom: idem, but with the WiFeS Hα
emission map overlaid.
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Figure 7.6 Continuum-subtracted [N II] (in red), Hα (in green) and [O III] (in blue) RGB color composite
image of HCG 91c. The overall oxygen abundance gradient throughout the galaxy, linked to a lack of [O III]
emission in the inner part of the disk, results in a primarily yellow coloration of the star forming regions in
the core of the galaxy.
immediate surroundings and with the overall abundance gradient measured in the inner
part of the galaxy. The bimodal color distribution of star forming regions detected by
MUSE in HCG 91c suggests that numerous H II regions in the outer disk of HCG 91c
share similar characteristics with the C1, C2 and C3 star forming complex, including a
lower oxygen abundance with respect to their immediate surroundings. Of course, this
point remains to be thoroughly demonstrated, and remains speculative at this stage, as
the oxygen abundances have not yet been directly measured. For example, reddening
corrections need to be accounted for, which could make some yellow H II regions become
bluer.
The rapid variation of the log [O III]/Hβ line ratio was another indication of the sharp
discontinuity in the gas characteristics associated with the C1, C2 and C3 star forming
regions detected by WiFeS. This line ratio is more readily available from the MUSE data-
set compared to precise oxygen abundances, and is presented in Figure 7.7. It should
be stressed once again that continuum-subtraction was performed by subtracting nearby
spectral regions free of emission lines, so that (especially in the case of Hβ), any un-
derlying absorption features have not been accounted for. Nevertheless, the MUSE map
of the log [O III]/Hβ emission line ratio confirms the sharp increase of the line ratio at
the location of the C1, C2 and C3 star forming regions. Especially, a large value of log
[O III]/Hβ ≈ 0.5 for the C1 star forming region is in strong contrast with the value of log
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[O III]/Hβ ≈ −0.9 for the star forming region located ∼ 5 arcsec≈ 2.5 kpc to the South.
Similarly to the C1 star forming region, several (smaller) star forming regions in the outer
regions of HCG 91c also display rapid variations of the log [O III]/Hβ line ratio with their
surrounding. One example is found in the bottom panel of Figure 7.7 to the East, where
a star forming region with log [O III]/Hβ ≈ 0.3 (in orange) is located ∼ 3 arcsec = 1.5 kpc
inwards from a star forming region with log [O III]/Hβ ≈ −0.3 (in green). In the outskirts
of the disk of HCG 91c, up to 10 compact star forming regions display log [O III]/Hβ& 0.5
(and appear white on the map). Such a large value is likely a consequence of the very
young age of these star forming regions.
Altogether, Figures 7.6 and 7.7 suggest the existence of a non-uniform population of star
forming regions in the outer regions of the disk of HCG 91c. Given the environment
of HCG 91c, and its debuting interaction with other galaxies inside HCG 91, localized
variations in the oxygen abundance of the gas in the outer regions of the disk may be the
result of long range gravitational perturbations or galaxy harassment (see Chapter 6).
Lower oxygen abundances then indicate that less enriched material from the outer disk
or the halo is brought inwards to fuel existing star forming regions, or possibly generates
new ones (for example if neutral gas clouds fall onto the disk and trigger star formation
in their core as they get compressed during their infall). Alternatively, local variations in
the gas abundance throughout the outer regions of HCG 91c may indicate that gas mixing
at these larger radii (> 0.5×R25) has been less efficient than in the inner regions of the
galaxy, possibly as the star formation activity is less distributed and more localized.
The kinematic signature associated with different star forming regions in the outer re-
gions of HCG 91c might help differentiate between these different scenarios. A prelimin-
ary velocity map of the system, resulting from the fitting of a single gaussian profile to the
Hα emission line using the mpfit routine in python is presented in Figure 7.8. The map
reveals an overall regular rotation signature throughout the entire extent of HCG 91c.
Perturbations are possibly detected towards the North-West (and the South-East), but
their detection remains preliminary at this stage, due to the presence of numerous arte-
fact in the velocity map. The artefacts - horizontal and vertical lines - result from an
(artificial) wavelength shift of ∼ 1-2 spectral elements = 1.25-2.5 Å of the Hα line from
row-to-row. It should be noted that these lines are aligned horizontally and vertically
as a result of the range of P.A. (0◦, 90◦, 180◦, and 270◦) associated with the individual
Science exposures. In the datacube reconstructed from a single Science frame, the lines
are all aligned in single direction.
As mentioned previously, time constraints have hindered my attempts at identifying a
suitable correction to these artefacts inside the MUSE pipeline prior to the submission
of this thesis. I provided feedback to ESO on this issue as part of my SV observation’s
P.I. duties. Given the impact of these artefacts on the spectral analysis of the dataset
(especially regarding the automated spectral fitting of all the emission lines for each
spaxel), it is clear that these represent the primary issue to be resolved before a more
advanced, detailed and reliable spectral analysis of the dataset can be undertaken.
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Figure 7.7 Map of the log [O III]/Hβ emission line ratio for HCG 91c measured by MUSE, for spaxels
with S/N(Hβ,[O III])& 10. This figure is directly comparable to the corresponding WiFeS map presented
in Figure 6.11. The C1, C2 and C3 star forming regions are indicated with three black arrows, and are
magnified in the bottom panel. The C1 star forming region presents the clearest rapid variation of the
line ratio, with log [O III]/Hβ ≈ 0.5, compared to the star forming complex ∼ 5 arcsec to the South with log
[O III]/Hβ ≈ −0.9.
7.4 The MUSE view of HCG 91c 175
22h09m12s13s14s15s16s
12′′
47′00′′
48′′
36′′
−27◦46′24′′
D
ec
.
(J
2
0
0
0
)
N
E
10′′=5.0kpc
22h09m13s14s
R.A. (J2000)
54′′
52′′
50′′
48′′
−27◦46′46′′
D
ec
.
(J
2
0
0
0
)
−80 −60 −40 −20 0 20 40 60 80
vgas [km s
−1]
Figure 7.8 Map of the Hα velocity in HCG 91c measured by MUSE for spaxels with S/N(Hα) & 10. The
black lines trace iso-contours at [-60; -30; 0; +30; +60] km s−1. The global rotation signature is largely
regular throughout the entire disk of the galaxy. Localized anomalies to the North-West may indicate a
departure from a regular rotation, but the presence of artefacts in the velocity map strongly limit a detailed
analysis at this stage. The artefact - numerous horizontal and vertical lines throughout the entire map - are
best seen in the bottom panel, that magnifies a sub-region of the map towards the North-West of the galaxy
center. These lines result from a wavelength shift of ∼ 1-2 spectral elements = 1.25-2.5 Å of the Hα line from
row-to-row in the reduced datacube.
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CHAPTER 8
Conclusions
“Have you thought of an ending ?”
“Yes, several, and all are dark and unpleasant.”
“Oh, that won’t do ! Books ought to have good endings. How
would this do: and they all settled down and lived together
happily ever after?”
– J.R.R. Tolkien, The Lord of the Rings
Parts of this chapter have been previously published in “Galaxy Emission Line Classification Using
Three-dimensional Line Ratio Diagrams”, Vogt, F. P. A., Dopita, M. A., Kewley, L. J., Sutherland, R. S.,
Scharwächter, J., Basurah, H. M., Ali, A., Amer, M. A., ApJ, 793, 127 (2014), in “Galaxy Interactions
in Compact Groups I: The Galactic Winds of HCG16”, Vogt, F. P. A., Dopita, M. A., Kewley, L. J., ApJ,
768, 151 (2013) and “Galaxy Interactions in Compact Groups II: abundance and kinematic anomalies
in HCG91c”, Vogt, F. P. A., Dopita, M. A., Borthakur, S., Verdes-Montenegro, L., Heckman, T. M.,
Yun, M. S., Chambers, K. C., MNRAS, 450, 2593 (2015). The text is presented here in expanded and
updated form.
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8.1. General summary
This thesis described the use of optical integral field spectroscopy to study gas flows and
star formation across two galaxies located in compact groups, HCG 16c and HCG 91c.
Besides the detailed analysis of WiFeS and MUSE observations of these two systems, this
thesis also explored new tools to aid in the reduction, analysis and visualization of the
multi-dimensional datasets acquired with integral field spectrographs.
In Chapter 2, I described the concept of integral field spectroscopy, and introduced the
WiFeS integral field spectrograph, which has been the workhorse instrument of this
research. In addition, I presented pywifes, an new data reduction pipeline for WiFeS
written in python, focusing on my personal contribution to the data reduction cascade.
pywifes was designed to improve on the original iraf data reduction pipeline by offering
WiFeS observers a reliable and scriptable tool compatible with multi-core processing,
and that includes a very accurate wavelength solution routine based on a realistic optical
model of the instrument.
In Chapter 3, I first described the implementation of an extragalactic reddening cor-
rection function based on the theoretical work of Fischera & Dopita (2005) which was
subsequently used to correct the extragalactic reddening in the WiFeS observations of
HCG 16c and HCG 91c using the Hα/Hβ emission line flux ratio.
The pyqz routine written in python was introduced as a mean of measuring the oxygen
abundance and ionization parameter associated with a given set of strong emission line
fluxes. pyqz relies on a set of simulations of H II regions performed with the mappings iv
code (Dopita et al. 2013). I demonstrated how pyqz v0.6.2 propagates observational er-
rors in the emission line fluxes to the final estimates of 12+log(O/H) and log(q) by re-
constructing the associated full probability density function via a 2-D kernel density
estimation.
Finally, I concluded Chapter 3 by describing unconventional data visualization tech-
niques for 3-D datasets: interactive PDFs, interactive HTML documents, and 3-D printing.
The latter technique is clearly in its infancy, and its future in the field of Astrophysics
remains unclear (albeit promising) at this stage. I have demonstrated that interactive
HTML documents offer a polyvalent, open-source, and user friendly method to share in-
teractive 3-D models and diagrams with the scientific community. As a consequence of
my submission of an interactive HTML figure, The Astrophysical Journal is now actively
supporting this technique.
I explored in Chapter 4 the utility of 3-D line ratio diagrams for the classification of
galaxies. Unlike standard (and historical) line ratio diagnostics in two dimensions, these
new diagrams allow for a better understanding of the spatial distribution of galaxies
in the multi-dimensional line ratio space. Such diagrams are especially powerful when
combing three different line ratios sensitive to a) the gas-phase oxygen abundance, b) the
ionisation parameter, and c) the excitation mechanism. The key advantage of these 3-D
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line ratio diagrams is to allow the identification of specific points-of-view of interest on
the spatial distribution of galaxies. In particular, I identified a set of line-ratio triplets
which, when projected onto a specific plane, compact the theoretical mappings iv pho-
toionization grids to be almost completely degenerate along the ionization parameter
direction, and in which the different chemical abundances of H II regions fall along a
well-defined curve. I introduced thirteen new composite line ratio diagnostics diagrams,
the ZE diagnostic diagrams, which allow to efficiently separate H II-like objects from
galaxies excited by an AGN independently of the standard optical line ratio diagrams.
I proved that this new set of composite line ratios is very consistent with the classical log
[N II]/Hα vs log [O III]/Hβ diagnostic diagram, and especially with the Kauffmann et al.
(2003b) diagnostic line. In other words, I confirmed independently the known ability
of the log [N II]/Hα vs log [O III]/Hβ diagram to efficiently separate star-forming galaxies
from AGN hosts. The ZE diagnostics also have the distinct advantage to attribute a prob-
ability for each measurements to belong to the H II-like class (or not) for galaxies close
from the diagnostic boundaries. For a sample of 105070 SDSS galaxies, I find that 2.5
per cent have an uncertain classification when combining the thirteen ZE diagnostics.
Among the thirteen new ZE diagrams, six do not rely on [O II]. These specific diagnostics
are highly consistent (with ∼ 90 per cent agreement) with one another, less prone to red-
dening correction issues, and are also suitable for spectroscopic studies of high-redshift
objects observed in the IR which may not have access to the [O II] emission lines.
I presented my WiFeS observations of HCG 16c and its galactic wind in Chapter 5.
These observations revealed the complex signature of an asymmetric galactic wind in
this galaxy. Emission line ratio maps and diagnostic diagrams show that photoionization
is the main excitation mechanism at the base of the wind, with mixing from slow shocks
(up to 20 per cent) increasing away from the galaxy center along the outflow axis. The
free flowing gas in an open-ended Southern bubble compared to the contained and rotat-
ing gas in a closed Northern bubble gives rise to the asymmetry of the wind. The closed
Northern bubble is a strong indicator that the Northern wind is caught early (a few Myr)
in the galactic wind evolution sequence.
The presence of A-type stars throughout HCG 16c suggests that the galaxy has been sub-
ject to a global episode of star formation some 500 Myr ago. The photoionized nature
of the wind is consistent with this non-instantaneous starburst scenario, which started
globally and has now settled down in the center of the galaxy. The photoionized, expand-
ing, rotating and asymmetric wind of HCG 16c is in strong contrast with the symmetric
and shock-excited wind of the neighbouring galaxy HCG 16d. Because they are subject
to the same environment, and (most likely) very similar interaction histories, the dif-
ferences in these two galactic winds are mostly due to intrinsic differences in their host
galaxies. HCG 16c and HCG 16d therefore represent a unique pair of galaxies holding
critical clues regarding the formation mechanisms of galactic winds.
In Chapter 6, I presented the discovery of three compact star forming regions with oxy-
gen abundance and kinematic anomalies (at the 1-2 sigma level) in the otherwise unre-
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markable star forming spiral galaxy HCG 91c. From the analysis of the different strong
optical emission lines detected with WiFeS, I found these anomalous star forming regions
a) to be comparatively more metal poor by 0.15 dex with respect to their surroundings,
and as expected from the overall linear metallicity gradient present in the inner regions
of HCG 91c, b) to kinematically lag behind the disk rotation by 5-10 km s−1, and c) for
one of them, to be associated with the highest value of the ionisation parameter in the
entire galaxy with log(q)≈ 7.95.
To understand the origin of these peculiar star forming regions, I combined my WiFeS ob-
servations with 1) broad-band images of HCG 91c from Pan-STARRS, and 2) VLA obser-
vations of the group-wide H I distribution of HCG 91. These datasets reveal that HCG 91c
is still largely undisturbed, but most likely experiencing the very first stage of its gravit-
ational interaction with other galaxies inside HCG 91 (and possibly with the large tidal
tail from HCG 91a). Under these circumstances, I discussed three possible scenarios to
explain the origin of the anomalous star forming regions detected with WiFeS: accre-
tion of a satellite, gas inflow from the halo, and collapsing pre-existing gas clouds at the
disk-halo interface. I found that the latter scenario could naturally explain all of the ob-
served characteristics of the anomalous star forming regions (lower metallicity, velocity
lag, compactness, lower reddening). By comparison, the satellite accretion and gas inflow
scenarios are harder to reconcile with the observed gas kinematics, but cannot be firmly
ruled out at this stage.
I also discussed possible mechanisms able to trigger star formation in these originally
stable, pre-existing gas clouds, in the form of tidal shears, long-range gravitational per-
turbations or harassment from the other group members. Theoretically, these scenarios
are consistent with the recent simulations of Renaud et al. (2014) suggesting that com-
pressive turbulence is responsible for enhanced star formation activity in the very early
stages of galaxy interactions, while large scale gas flows within a galaxy disk feeding a
central starburst occur later on at the second closest approach. HCG 91c may be offering
a direct window on the early phase of galaxy interaction in compact group environments,
and possibly on one of the early stage of galaxy evolution. The existence of localized re-
gions of lower metallicity gas suggests that gas mixing (leading to a flattening of the
overall abundance gradient) can be occurring on the scale of individual star-forming re-
gions before the onset of large inflows following stronger gravitational effects. In the
era of large scale IFS surveys such as CALIFA, SAMI and MaNGA, HCG 91c acts as a
reminder that mechanisms associated with galaxy evolution may first be impactful on
sub-kpc scales and display a discreet kinematic signature (∆v≈ 10 km s−1 in the present
case).
Finally, in Chapter 7, I described dedicated follow-up MUSE observations of HCG 91c.
These observations, acquired via a Science Verification proposal of 4h in Service Mode,
provide a sharper view of HCG 91c and its peculiar star forming regions. Although spe-
cific issues in the data reduction procedure remain to be properly addressed before a
robust analysis can be undertaken, a preliminary look at the MUSE dataset revealed the
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presence of a bimodal population of star forming regions in the outer regions of HCG 91c,
as traced by their emission line signature (and especially the strength of [O III]). Ulti-
mately, this dataset will allow the detailed characterization of the physical conditions
of the ionized gas throughout HCG 91c, refine the detections of lower abundances, kin-
ematic offsets and reduced extragalactic reddening associated with the C1, C2 and C3
star forming regions, as well as provide important information regarding their underly-
ing stellar population. The MUSE observations will be key to test the different scenarios
mentioned in Chapter 6 regarding the origin of the C1, C2 and C3 star forming regions
as the possible signatures of the early influence of the group environment on HCG 91c,
in the form of long range gravitational interactions and galactic harassment.
8.2. The way forward
At the time of submission of this thesis, astronomers find themselves at the beginning
of an exciting new era of extragalactic astrophysics. With the potential of integral field
spectroscopy for the study of spatially extended objects such as galaxies now clearly es-
tablished, several large scale IFS survey of statistical samples of galaxies are now un-
derway to decipher the mechanisms associated with galaxy evolution. This upcoming
data tsunami of 3-D datacubes will allow to track galaxy evolution in a spatially resolved
manner across a wide range of environments, from the field to the core of clusters.
Throughout this thesis, I focused on resolving galaxies spatially on scales of ∼ 1 kpc and
with a spectral resolution of ∼ 20 km s−1. This approach allows for a detailed analysis
of individual systems, which can be combined with additional datasets (such as radio
or broad-band optical in the present case) to characterize the large scale environment
of each system, thereby connecting the small scale and localized consequences of galaxy
interactions to the long-range environmental causes. As such, this approach is very com-
plementary to larger galaxy surveys with poorer spectral and spatial resolution, as it
helps inform the analysis these datasets. Furthermore, the case of HCG 91c revealed that
a priori un-remarkable galaxies can host localized perturbations (on the scale of indi-
vidual star forming regions) requiring a careful spectral analysis to be detected.
Clearly, a single example in itself is no proof of the generic presence of such features in
other systems. But at this stage, HCG 91c acts as a reminder of the necessity of studying
galaxies on the scales of individual star forming regions (i.e. from a few tens to a few
hundred parsec) as a valuable complement to large surveys. Indeed, improving our un-
derstanding of galaxy evolution and the transformation of star forming systems into the
red and dead ellipticals will require both a) statistical samples to understand the global
evolutionary pathway and associated timescale, and b) spatially and spectrally detailed
observations to reveal how the mechanism(s) responsible for the quenching of star form-
ation proceed at the scale of interest, i.e. that of star forming regions.
The recent advent of MUSE has offered astronomers a great tool to study galaxy evol-
ution on a highly spatially resolved basis. The superb spatial resolution offered by this
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instrument (coupled to a large FoV) not only allows to resolve individual star forming re-
gions throughout the entire spatial extent of galaxies, but also (by pushing the redshift at
which galaxies can be resolved spatially) allows to probe a wider range of environments
than previously accessible with such level of details. Mounted on an 8-m class telescope,
MUSE also ensures that detailed observations and sufficient S/N can be acquired in a
relatively minimal amount of observing time. Of course, the potential of MUSE extends
beyond that of the detailed study of low-z systems to both high-z surveys and galactic
objects; areas where the unique characteristics of this new instrument are bound to have
important consequences. The limited number of setups of the instrument will also allow
for efficient data-mining of the ESO archive over time; for example, to study the many
sky reference regions observed as calibrations frames in different observing programs,
thereby complementing the deep surveys for which MUSE was originally designed.
This thesis explored the potential of studying galaxy evolution - and especially galaxy
pre-processing in groups - on a spatially resolved basis at the level of individual star
forming regions. I used WiFeS to target a large scale gas flow resulting from intense
gravitational interactions, as well as reveal the existence of other more subtle gas mixing
mechanisms occurring during the early phase of galaxy interactions in compact groups.
Understanding gas flows (cold, warm and hot) in galaxies holds the key to understanding
their evolution. By resolving sizes of a few hundred pc for galaxies in compact groups,
MUSE now appears as the perfect instrument to look closely at the mechanisms associ-
ated with pre-processing in these environments. However, the WiFeS observations in this
thesis also revealed the role that other instruments have to play in our quest to improve
our understanding of galaxy evolution.
In the case of WiFeS, the high resolution gratings of the instrument allow to resolve
velocity dispersions down to velocity widths of the order of ∼ 20 km s−1, thereby dif-
ferentiating between slow shocks, fast shocks, and normal turbulence powered by star
formation activity. From a practical perspective, WiFeS observing time is not (always) as
oversubscribed as VLT time, and its datasets are easier and faster (size-wise) to handle.
As such, I strongly believe that MUSE and WiFeS are very complementary instruments.
In the future, I intend to exploit such synergies between MUSE and other instruments
to their fullest, in order to gain a more detailed and complete view of evolving galax-
ies, understand how gas flows (neutral, molecular and ionized) are proceeding and with
what consequences, and tie the large scale environment to its small scale consequences.
As such, I anticipate that HCG 91c will pave the way for a larger observing campaign
combining a range of multi-wavelengths datasets, in order to improve our current un-
derstanding of the mechanisms associated with galaxy evolution at all spatial scales.
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So comes snow after fire, and even dragons have their endings.
– J.R.R. Tolkien, The Hobbit
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APPENDIX A
Exhaustive publication list
Not all those who wander are lost.
– J.R.R. Tolkien, The Lord of the Rings
Over the course of my Ph.D., I have been involved in a series of collaborations for which
my contributions were acknowledged with co-authorship on the resulting peer-reviewed
publications. An exhaustive list of all my peer-reviewed publications - for which the
associated work was performed during the course of my Ph.D. - is presented below.
I have classified my publications as either primary or secondary. The primary publications
form the core of this thesis, and their content has been presented in details through-
out this document. The secondary publications are not being discussed in details in this
document, because:
(a) my contribution to the overall project was relatively minor, and/or
(b) the topic of the work is not directly related to the main topic of my thesis.
The reference to the corresponding Chapter of this document is indicated for each primary
publication. For completeness, the abstract of each secondary publication and a brief de-
scription of my contribution is also included.
A.1. Primary publications
1. Vogt, F. P. A., Dopita, M. A., Kewley, L. J., Galaxy Interactions in Compact Groups
I: The Galactic Winds of HCG16, ApJ, 768, 151 (2013).
See Chapter 5.
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2. Dopita, M. A., Sutherland, R. S., Nicholls, D. C., Kewley, L. J., Vogt, F. P. A., New
Strong-line Abundance Diagnostics for H II Regions: Effects of kappa-distributed
Electron Energies and New Atomic Data, ApJS, 208, 10 (2013).
See Section 3.2.
3. Childress, M. J., Vogt, F. P. A., Nielsen, J., Sharp, R. G., PyWiFeS: a rapid data reduc-
tion pipeline for the Wide Field Spectrograph (WiFeS), Ap&SS, 349, 617 (2014).
See Section 2.3.
4. Vogt, F. P. A., Dopita, M. A., Kewley, L. J., Sutherland, R. S., Scharwächter, J., Bas-
urah, H. M., Ali, A., Amer, M. A., Galaxy Emission Line Classification Using
Three-dimensional Line Ratio Diagrams, ApJ, 793, 127 (2014).
See Chapter 4.
5. Vogt, F. P. A., Dopita, M. A., Borthakur, S., Verdes-Montenegro, L., Heckman, T. M.,
Yun, M. S., Chambers, K. C., Galaxy Interactions in Compact Groups II: abund-
ance and kinematic anomalies in HCG91c, MNRAS, 450, 2593 (2015).
See Chapter 6.
A.2. Secondary publications
1. Parker, Cohen, Stupar, Frew, Green, Bojicic, Guzman-Ramirez, Sabin, & Vogt, Dis-
covery of planetary nebulae using predictive mid-infrared diagnostics, MNRAS,
427, 3016 (2012).
Abstract: We demonstrate a newly developed mid-infrared (MIR) planetary nebula (PN) selection
technique. It is designed to enable efficient searches for obscured, previously unknown, PN candid-
ates present in the photometric source catalogues of Galactic plane MIR sky surveys. Such selection is
now possible via new, sensitive, high-to-medium resolution, MIR satellite surveys such as those from
the Spitzer Space Telescope and the all-sky Wide-field Infrared Survey Explorer satellite missions.
MIR selection is based on how different colour-colour planes isolate zones (sometimes overlapping)
that are predominately occupied by different astrophysical object types. These techniques depend
on the reliability of the available MIR source photometry. In this pilot study, we concentrate on MIR
point-source detections and show that it is dangerous to take the MIR GLIMPSE (Galactic Legacy
Infrared Mid-Plane Survey Extraordinaire) photometry from Spitzer for each candidate at face value
without examining the actual MIR image data. About half of our selected sources are spurious detec-
tions due to the applied source detection algorithms being affected by complex MIR backgrounds and
the deblending of diffraction spikes around bright MIR point sources into point sources themselves.
Nevertheless, once this additional visual diagnostic checking is performed, valuable MIR-selected
PN candidates are uncovered. Four turned out to have faint, compact, optical counterparts in our Hα
survey data missed in previous optical searches. We confirm all of these as true PNe via our follow-
up optical spectroscopy. This lends weight to the veracity of our MIR technique. It demonstrates
sufficient robustness that high-confidence samples of new Galactic PN candidates can be extracted
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from these MIR surveys without confirmatory optical spectroscopy and imaging. This is problematic
or impossible when the extinction is large.
Contribution: I observed GLIPN1642-4453 with WiFeS during one of my observing
run in 2012 June.
2. Childress, Scalzo, Sim, Tucker, Yuan, Schmidt, Cenko, Silverman, Contreras, Hsiao,
Phillips, Morrell, Jha, McCully, Filippenko, Anderson, Benetti, Bufano, de Jaeger,
Forster, Gal-Yam, Le Guillou, Maguire, Maund, Mazzali, Pignata, Smartt, Spyromilio,
Sullivan, Taddia, Valenti, Bayliss, Bessell, Blanc, Carson, Clubb, de Burgh-Day,
Desjardins, Fang, Fox, Gates, Ho, Keller, Kelly, Lidman, Loaring, N. S. and Mould,
J. R. and Owers, M. and Ozbilgen, Pei, Pickering, Pracy, Rich, Schaefer, Scott,
Stritzinger, Vogt, & Zhou, Spectroscopic Observations of SN 2012fr: A Luminous,
Normal Type Ia Supernova with Early High-velocity Features and a Late Velocity
Plateau, ApJ, 770, 29 (2013).
Abstract: We present 65 optical spectra of the Type Ia SN 2012fr, 33 of which were obtained before
maximum light. At early times, SN 2012fr shows clear evidence of a high-velocity feature (HVF) in
the Si II λ6355 line that can be cleanly decoupled from the lower velocity "photospheric" component.
This Si II λ6355 HVF fades by phase -5 subsequently, the photospheric component exhibits a very
narrow velocity width and remains at a nearly constant velocity of ∼12,000 km s−1 until at least
five weeks after maximum brightness. The Ca II infrared triplet exhibits similar evidence for both
a photospheric component at v12,000 km s−1 with narrow line width and long velocity plateau, as
well as an HVF beginning at v31,000 km s−1 two weeks before maximum. SN 2012fr resides on the
border between the "shallow silicon" and "core-normal" subclasses in the Branch et al. classification
scheme, and on the border between normal and high-velocity Type Ia supernovae (SNe Ia) in the
Wang et al. system. Though it is a clear member of the "low velocity gradient" group of SNe Ia and
exhibits a very slow light-curve decline, it shows key dissimilarities with the overluminous SN 1991T
or SN 1999aa subclasses of SNe Ia. SN 2012fr represents a well-observed SN Ia at the luminous end of
the normal SN Ia distribution and a key transitional event between nominal spectroscopic subclasses
of SNe Ia.
Contribution: I observed SN 2012fr over five nights with WiFeS during one of my
observing run in 2012 November.
3. Vogt, & Shingles, Augmented Reality in astrophysics, Ap&SS, 347, 47 (2013).
Abstract: Augmented Reality consists of merging live images with virtual layers of information. The
rapid growth in the popularity of smartphones and tablets over recent years has provided a large base
of potential users of Augmented Reality technology, and virtual layers of information can now be at-
tached to a wide variety of physical objects. In this article, we explore the potential of Augmented
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Reality for astrophysical research with two distinct experiments: (1) Augmented Posters and (2) Aug-
mented Articles. We demonstrate that the emerging technology of Augmented Reality can already be
used and implemented without expert knowledge using currently available apps. Our experiments
highlight the potential of Augmented Reality to improve the communication of scientific results in
the field of astrophysics. We also present feedback gathered from the Australian astrophysics com-
munity that reveals evidence of some interest in this technology by astronomers who experimented
with Augmented Posters. In addition, we discuss possible future trends for Augmented Reality ap-
plications in astrophysics, and explore the current limitations associated with the technology. This
Augmented Article, the first of its kind, is designed to allow the reader to directly experiment with
this technology.
Contribution: I performed most of the work associated with this article, including
the organisation of the large scale test implementation of Augmented Posters at the
annual general meeting of the Astronomical Society of Australia in 2012 and the
subsequent analysis of the experiment.
4. Masetti, Sbarufatti, Parisi, Jiménez-Bailón, Chavushyan, Vogt, Sguera, Stephen,
Palazzi, Bassani, Bazzano, Fiocchi, Galaz, Landi, Malizia, Minniti, Morelli, & Ub-
ertini, BL Lacertae identifications in a ROSAT-selected sample of Fermi unidenti-
fied objects, A&A, 559, A58 (2013).
Abstract: The optical spectroscopic followup of 27 sources belonging to a sample of 30 high-energy
objects selected by positionally cross correlating the first Fermi/LAT Catalog and the ROSAT All-Sky
Survey Bright Source Catalog is presented here. It has been found or confirmed that 25 of them are
BL Lacertae objects (BL Lacs), while the remaining two are Galactic cataclysmic variables (CVs). This
strongly suggests that the sources in the first group are responsible for the GeV emission detected
with Fermi, while the two CVs most likely represent spurious associations. We thus find an 80% a
posteriori probability that the sources selected by matching GeV and X-ray catalogs belong to the
BL Lac class. We also show suggestions that the BL Lacs selected with this approach are probably
high-synchrotron-peaked sources and in turn good candidates for the detection of ultra-high-energy
(TeV) photons from them.
Contribution: I observed three BL Lac candidates with WiFeS during one of my
observing run in 2012 November.
5. Dopita, Rich, Vogt, Kewley, Ho, Basurah, Ali & Amer, Spaxel analysis: probing the
physics of star formation in ultraluminous infrared galaxies, Ap&SS, 350, 741
(2014).
Abstract: This paper presents a detailed spectral pixel (spaxel) analysis of the ten Luminous Infrared
Galaxies (LIRGs) previously observed with the Wide Field Spectrograph (WiFeS), an integral field
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spectrograph mounted on the ANU 2.3 m telescope, and for which an abundance gradient analysis
has already been presented by Rich et al. (Astrophys. J., 753:5, 2012). Here we use the strong
emission line analysis techniques developed by Dopita et al. (Astrophys. J. Suppl. Ser., accepted,
2013) to measure the ionisation parameter and the oxygen abundance in each spaxel. In addition,
we use the observed Hα flux to determine the surface rate of star formation (kpc−2) and use the
[S II]λλ6717/6731 ratio to estimate the local pressure in the ionised plasma. We discuss the correla-
tions discovered between these physical quantities, and use them to infer aspects of the physics of star
formation in these extreme star forming environments. In particular, we find a correlation between
the star formation rate and the inferred ionisation parameter. We examine the possible reasons for
this correlation, and determine that the most likely explanation is that the more active star forming
regions have a different distribution of molecular gas which favour higher ionisation parameters in
the ionised plasma.
Contribution: I generated maps of the oxygen abundance and ionization paramet-
ers for the ten ULIRGS using pyqz, and created the corresponding Figures 2 to 9 in
the article.
6. Blanc, Kewley, Vogt, & Dopita, IZI: Inferring the Gas Phase Metallicity (Z) and
Ionization Parameter (q) of Ionized Nebulae Using Bayesian Statistics, ApJ, 798,
99 (2015).
Abstract: We present a new method for inferring the metallicity (Z) and ionization parameter (q) of
H II regions and star-forming galaxies using strong nebular emission lines (SELs). We use Bayesian
inference to derive the joint and marginalized posterior probability density functions for Z and q
given a set of observed line fluxes and an input photoionization model. Our approach allows the use
of arbitrary sets of SELs and the inclusion of flux upper limits. The method provides a self-consistent
way of determining the physical conditions of ionized nebulae that is not tied to the arbitrary choice
of a particular SEL diagnostic and uses all the available information. Unlike theoretically calibrated
SEL diagnostics, the method is flexible and not tied to a particular photoionization model. We de-
scribe our algorithm, validate it against other methods, and present a tool that implements it called
IZI. Using a sample of nearby extragalactic H II regions, we assess the performance of commonly
used SEL abundance diagnostics. We also use a sample of 22 local H II regions having both direct
and recombination line (RL) oxygen abundance measurements in the literature to study discrepan-
cies in the abundance scale between different methods. We find that oxygen abundances derived
through Bayesian inference using currently available photoionization models in the literature can be
in good ( 30%) agreement with RL abundances, although some models perform significantly better
than others. We also confirm that abundances measured using the direct method are typically 0.2
dex lower than both RL and photoionization-model-based abundances.
Contribution: I generated thepyqz calculations used to evaluate the efficiency of
the izi routine written in idl by G. Blanc.
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7. Seidel, Cacho, Ruiz-Lara, Falcón-Barroso, Pérez, Sánchez-Blázquez, Vogt, Ness,
Freeman, & Aniyan Dissecting galactic bulges in space and time - I. The import-
ance of early formation scenarios versus secular evolution, MNRAS, 446, 2837
(2015).
Abstract: The details of bulge formation via collapse, mergers, secular processes or their interplay
remain unresolved. To start answering this question and quantify the importance of distinct mech-
anisms, we mapped a sample of three galactic bulges using data from the integral field spectro-
graph WiFeS on the ANU’s 2.3-m telescope in Siding Spring Observatory. Its high-resolution gratings
(R∼7000) allow us to present a detailed kinematic and stellar population analysis of their inner struc-
tures with classical and novel techniques. The comparison of those techniques calls for the necessity
of inversion algorithms in order to understand complex substructures and separate populations. We
use line-strength indices to derive single stellar population equivalent ages and metallicities. Addi-
tionally, we use full spectral fitting methods, here the code STECKMAP, to extract their star formation
histories. The high quality of our data allows us to study the 2D distribution of different stellar pop-
ulations (i.e. young, intermediate and old). We can identify their dominant populations based on
these age-discriminated 2D light and mass contribution. In all galactic bulges studied, at least 50 per
cent of the stellar mass already existed 12 Gyr ago, more than currently predicted by simulations. A
younger component (age between ∼1 and ∼8 Gyr) is also prominent and its present day distribution
seems to be affected much more strongly by morphological structures, especially bars, than the older
one. This in-depth analysis of the three bulges supports the notion of increasing complexity in their
evolution, likely to be found in numerous bulge structures if studied at this level of detail, which
cannot be achieved by mergers alone and require a non-negligible contribution of secular evolution.
Contribution: I acted as first-night support observer and helped construct the
(then missing) arc line wavelengths reference list for the high-resolution gratings
of WiFeS.
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List of acronyms
ACS Advanced Camera for Survey
ADU Analog to Digital Units
ADR Atmospheric Differential Refraction
AGN Active Galactic Nucleus
ANU Australian National University
ApJ The Astrophysical Journal
CCD Charged-Coupled Device
CG Compact Group
DMC Digital Media Center
DOI Digital Object Identifier
DR Data Release
DSS-2 Second Digitized Sky Survey
ESO European Southern Observatory
FIR Far Infrared
FoV Field-of-View
FP Fundamental Plane
FWHM Full-Width at Half Maximum
HE High End
HIPASS H I Parkes All Sky Survey
HCG Hickson Compact Group
HST Hubble Space Telescope
HVC High Velocity Clouds
IFS Integral Field Spectroscopy
IFU Integral Field Unit
IGM Intergalactic Medium
IPP Image Processing Pipeline
IR Infrared
IVC Intermediate Velocity Cloud
ISM Interstellar medium
JHU Johns Hopkins University
208 List of acronyms
LINER Low-Ionization Nuclear Emission-line Region
MNRAS Monthly Notices of the Royal Astronomical Society
MOS Multi-Object Spectrograph
MR Mid-Range
MUSE Multi Unit Spectroscopic Explorer
NED NASA Extragalactic Database
NRAO National Radio Astronomy Observatory
OB Observing Block
P.A. Position Angle
Pan-STARRS Panoramic Survey Telescope And Rapid Response System
PCA Principal Component Analysis
P.I. Principal Investigator
P.Id. Program Identification number
PS1 Pan-STARRS 1 telescope
PV Position Velocity
RGB Red Green Blue
RSAA Research School of Astronomy and Astrophysics
SCG Southern Compact Groups
SDSS Sloan Digital Sky Survey
SFR Star Formation Rate
SGS Slow Guiding System
SINGG Survey for Ionization in Neutral-gas galaxies
S/N Signal-to-Noise
sSFR Specific Star Formation Rate
SV Science Verification
ULIRG Ultra Luminous Infrared Galaxies
URL Uniform Resource Locator
VHE Very High End
VLA Very Large Array
VLT Very Large Telescope
VPH Volume-Phase Holographic
WFC3 Wide-Field Camera 3
WFPC2 Wide-Field Planetary Camera 2
WiFeS Wide-Field Spectrograph
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APPENDIX C
ZQE diagrams unsuitable for
separating H II-like and AGN-like
galaxies
Of the twenty-four ZQE diagrams defined in Chapter 4, eleven display a comparatively
higher confusion between the starburst and AGN branches of the cloud of points of SDSS
galaxies, such that there is no view-point from which both branches can be clearly separ-
ated. In Figures C.1 and C.2, I show the ZE diagrams, for each eleven diagnostic-less ZQE
spaces, that best collapse the starburst sequence onto itself. H II-like and AGN-like SDSS
galaxies are in grey. Uncertain SDSS galaxies are indicated via density contours. In all
cases, the distribution of the uncertain objects and of the starburst sequence are broad.
Similarly, while the grid of H II region models can be collapsed within ∼ 0.1 dex, the ob-
servational measurements of H II regions are more spread out. These diagrams may be of
interest for different applications, such as the study of the AGN branch itself, although
the points-of-view associated with the ZE diagrams in Figures C.1 and C.2 do not dir-
ectly reveal the clear split between the different AGN classes in some of the associated
ZQE diagrams.
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Figure C.1 ZE diagrams for ZQE diagrams involving log [O I]/Hα with no associated ZE diagnostic. The
diagram name and associated values of (φ,θ) is shown in the top-left corner for completeness. H II-like and
AGN-like SDSS galaxies are in grey. Uncertain galaxies (based on all ZE diagnostics) are represented by
density contours (5, 20, 40 and 80 per cent of the maximum density). The colored dots (connected by the
dotted lines) correspond to themappings ivmodels from Dopita et al. (2013). The van Zee et al. (1998) points
are represented by small squares, and the measurements from NGC 5427 are marked with small triangles.
All measured H II regions are color-coded according to their oxygen abundance.
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Figure C.1 (cont.)
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Figure C.1 (cont.)
213
−0.5 0.0 0.5 1.0 1.5
n1 = -0.993·log [N II][O II] - 0.122·log[O III][O II]
−1.0
−0.5
0.0
n 2
=
-0
.0
6
1
·lo
g
[N
II
]
[O
II
]
+
0
.4
9
6
·lo
g
[O
II
I]
[O
II
]
+
0
.8
6
6
·lo
g
[S
II
]
H
α ZEach (97◦;120◦)
7.50 7.75 8.00 8.25 8.50 8.75 9.00 9.25
12+log(O/H)
−0.5 0.0 0.5 1.0 1.5
n1 = -0.996·log [N II][O II] - 0.087·log[O III][S II]
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
n 2
=
0
.0
4
6
·lo
g
[N
II
]
[O
II
]
-
0
.5
2
8
·lo
g
[O
II
I]
[S
II
]
+
0
.8
4
8
·lo
g
[O
II
I]
H
β ZEadf (95◦;58◦)
7.50 7.75 8.00 8.25 8.50 8.75 9.00 9.25
12+log(O/H)
Figure C.2 Same as Figure C.1, but for ZQE diagnostics not involving log [O I]/Hα.
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Figure C.2 (cont.)

217
APPENDIX D
Comparison of the gas kinematics in
HCG 91c measured by WiFeS with
Amram et al. (2003)
Amram et al. (2003) presented Fabry-Perot observations of the Hα emission line in the
galaxy HCG 91c, and reported the existence of large asymmetries and multiple distinct
components in the line profile (see their Figure 20). Their data was acquired with the
CIGALE Fabry-Perot mounted on the ESO 3.6m telescope at La Silla on 1995 August 21 to
24 with a seeing of ∼ 1 arcsec. The spectral resolution of their dataset was R = 9375 at Hα,
with 24 scanning steps and a sampling step of 0.35 Å or ∼ 16 km s−1, and a spatial-pixel
size of 0.91× 0.91 square arcsec.
In Figure D.1, I reproduce the Figure 20 of Amram et al. (2003) showing the Hα line
profile for the central 15 × 15 square arcsec region of HCG 91c, but for my WiFeS data.
Modulo minor differences (i.e. each panel corresponds to 1 × 1 square arcsec instead of
0.91×0.91 square arcsec), both Figures are directly comparable. Especially, each panel in
Figure D.1 covers the same spectral range as Figure 20 of Amram et al. (2003).
These authors reports secondary velocity components redshifted by ∼ 100 km s−1 from
the main line peak, and with dispersion extending over the entire spectral range shown in
the different panels. It is clear from Figure D.1 that despite the slightly lower spectral res-
olution (R = 7000) and spectral sampling (0.44 Å or ∼ 19.5 km s−1) of my dataset, WiFeS
would have detected complex line profiles such as those reported by Amram et al. (2003).
Instead, the Hα line profiles observed by WiFeS are narrow (with σ ≈ 20-40 km s−1) and
single-peaked. I detect some small asymmetries in the inner most spaxels consistent with
beam smearing. One should note that these asymmetries are mostly blueshifted with re-
spect to the main line peak, while the asymmetries reported by Amram et al. (2003) are
largely redshifted.
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Figure D.1 Reproduction of Figure 20 of Amram et al. (2003), but for my WiFeS observations of HCG 91c:
the Hα line profile for all the spaxels within a box of 15×15 square arcsec centered on the galaxy’s core. Each
panel contains 19 wavelengths bins ranging from 6719.56 Å to 6727.48 Å. Each panel is normalized to the
emission line peak.
As I find no evidence for multiple kinematics components in the WiFeS observations
of HCG 91c - and especially find no evidence for the complex line profiles reported by
Amram et al. (2003) - I am led to conclude that the gas in this galaxy can be well described
by a single kinematic structure at all locations.
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APPENDIX E
pyqz v0.6.2
1 # -*- coding: utf-8 -*-
2 #
3 # This program returns the values of log(q) and 12+log(O/H) following the
4 # latest MAPPINGS IV simulations, and different kappa values.
5 #
6 # See the documentation for installation, changelog and usage instructions.
7 #
8 # TO DO:
9 # - account for the different areas of different diagnostics in KDE
10 #
11 # If you find this code useful, please cite the corresponding paper
12 #
13 # Dopita et al., ApJ (2013).
14 #
15 # And don’t hesitate to let us know about it !
16 #
17 # Copyright 2014 F. Vogt (frederic.vogt -at- anu.edu.au)
18 #
19 # This file is part of the pyqz Python module.
20 #
21 # The pyqz Python module is free software: you can redistribute it and/or
22 # modify it under the terms of the GNU General Public License as published by
23 # the Free Software Foundation, version 3 of the License.
24 #
25 # The pyqz Python module is distributed in the hope that it will be useful,
26 # but WITHOUT ANY WARRANTY; without even the implied warranty of
27 # MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
28 # GNU General Public License for more details.
29 #
30 # You should have received a copy of the GNU General Public License along
31 # with the pyqz Python module. If not, see <http://www.gnu.org/licenses/>.
32
33 # Import required modules
34 import numpy as np
35 from scipy import interpolate
36 import scipy.stats as stats
37
38 # For the Kernel Density Estimator (don’t force it if it’s not there)
39 try:
40 import statsmodels.api as sm
41 except:
42 print "WARNING: Statsmodels module not found. KDE_method must be set "+\
43 "to ’gaussian_kde’ or else I will crash."
44 print " "
45
46 # For plotting
47 from matplotlib import pyplot as plt
48 from matplotlib.path import Path
49 import matplotlib.patches as patches
50 import matplotlib.gridspec as gridspec
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51 from matplotlib.colorbar import Colorbar
52
53 # For generic things
54 import os
55 from datetime import datetime as dt
56
57 # Define the version of pyqz
58 __version__ = ’0.6.2’
59
60 # Where are we located ?
61 pyqz_dir = os.path.dirname(__file__)
62 # Where are the reference data ?
63 pyqz_grid_dir = os.path.join(pyqz_dir, ’reference_data’)
64
65 # --- Make the plots look good ----
66 import matplotlib as mpl
67 # Use mathtext & Helvetica
68 mpl.rc(’font’,**{’family’:’sans-serif’, ’serif’:[’Bitstream Vera Serif’],
69 ’sans-serif’:[’Helvetica’], ’size’:20,
70 ’weight’:’normal’})
71 mpl.rc(’axes’,**{’labelweight’:’normal’, ’linewidth’:1})
72 mpl.rc(’ytick’,**{’major.pad’:8, ’color’:’k’})
73 mpl.rc(’xtick’,**{’major.pad’:8, ’color’:’k’})
74 mpl.rc(’mathtext’,**{’default’:’regular’,’fontset’:’cm’,
75 ’bf’:’monospace:bold’})
76 mpl.rc(’text’, **{’usetex’:False})
77
78 # For test purposes
79 grid_x, grid_y = np.mgrid[-3.0:1.0:0.01,-3:2:0.01]
80
81 # Some list of available ratios and associated ’readable’ regions for
82 # different kappas, recommended methods, limiting ranges
83 diagnostics = {’NII/SII;OIII/SII’:
84 {’range’:{10:(7.39,9.39,6.5,8.5),
85 20:(7.39,9.39,6.5,8.5),
86 50:(7.39,9.39,6.5,8.5),
87 np.inf:(7.39,9.39,6.5,8.5)},
88 ’z’:’cubic’,’q’:’linear’,
89 ’xliml’:-1.25, ’xlimr’:0.75, ’ylimb’: -3.0, ’ylimt’:2.0},
90 ’NII/SII;OIII/Hb’:
91 {’range’:{10:(7.39,9.39,6.5,8.5),
92 20:(7.39,9.39,6.5,8.5),
93 50:(7.39,9.39,6.5,8.25),
94 np.inf:(7.39,9.39,6.5,8.5)},
95 ’z’:’cubic’,’q’:’linear’,
96 ’xliml’:-1.25, ’xlimr’:0.75, ’ylimb’: -3.0, ’ylimt’:1.0},
97 ’NII/SII;OIII/OII’:
98 {’range’:{10:(7.39,9.39,6.5,8.5),
99 20:(7.39,9.39,6.5,8.5),
100 50:(7.39,9.39,6.5,8.5),
101 np.inf:(7.39,8.99,6.5,8.5)},
102 ’z’:’cubic’,’q’:’cubic’,
103 ’xliml’:-1.5, ’xlimr’:0.75, ’ylimb’: -2.25, ’ylimt’:1.0},
104 ’NII/OII;OIII/OII’:
105 {’range’:{10:(7.39,9.39,6.5,8.25),
106 20:(7.39,9.39,6.5,8.0),
107 50:(7.39,9.39,6.5,7.75),
108 np.inf:(7.39,9.39,6.5,7.75)},
109 ’z’:’cubic’,’q’:’cubic’,
110 ’xliml’:-2.0, ’xlimr’:1.5, ’ylimb’: -2.5, ’ylimt’:1.0},
111 ’NII/OII;OIII/SII’:
112 {’range’:{10:(7.39,9.39,6.5,8.5),
113 20:(7.39,9.39,6.5,8.5),
114 50:(7.39,9.39,6.5,8.5),
115 np.inf:(7.39,9.39,6.5,8.5)},
116 ’z’:’cubic’,’q’:’cubic’,
117 ’xliml’:-2.0, ’xlimr’:1.0, ’ylimb’: -3.0, ’ylimt’:2.0},
118 ’NII/OII;OIII/Hb’:
119 {’range’:{10:(7.39,9.39,6.5,7.5),
120 20:(7.39,9.39,6.5,7.5),
121 50:(7.39,9.39,6.5,7.5),
122 np.inf:(7.39,9.39,6.5,7.5)},
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123 ’z’:’cubic’,’q’:’cubic’,
124 ’xliml’:-2.0, ’xlimr’:1.5, ’ylimb’: -3.0, ’ylimt’:1.0},
125 ’NII/Ha;OIII/Hb’:
126 {’range’:{10:(7.39,8.69,6.5,8.5),
127 20:(7.39,8.39,6.5,8.5),
128 50:(7.39,8.39,6.5,8.25),
129 np.inf:(7.39,8.39,6.5,8.5)},
130 ’z’:’cubic’,’q’:’cubic’,
131 ’xliml’:-3.5, ’xlimr’:-0.5, ’ylimb’: -2.0, ’ylimt’:1.0},
132 ’NII/Ha;OIII/OII’:
133 {’range’:{10:(7.39,8.69,6.5,8.5),
134 20:(7.39,8.39,6.5,8.5),
135 50:(7.39,8.17,6.5,8.25),
136 np.inf:(7.39,7.99,6.5,8.5)},
137 ’z’:’cubic’,’q’:’cubic’,
138 ’xliml’:-3.5, ’xlimr’:-0.5, ’ylimb’: -2.0, ’ylimt’:0.75}
139 }
140 # Supported kappa values
141 kappas = [10,20,50,np.inf]
142
143 # Grid nodes values for 12 + log(O/H) and log (q)
144 all_z = np.array([7.39,7.69,7.99,8.17,8.39,8.69,8.99,9.17,9.39])
145 all_q = np.array([6.5,6.75,7,7.25,7.5,7.75,8.0,8.25,8.5])
146
147 # Labels for the plots
148 plot_labels = {’OII’: ’[O\ \mathtt{II}]\ \lambda3726+\ \lambda3729’,
149 ’OIII’:’[O\ \mathtt{III}]\ \lambda5007’,
150 ’Ha’: r’H \alpha’,
151 ’Hb’: r’H \beta’,
152 ’NII’: ’[N\ \mathtt{II}]\ \lambda6583’,
153 ’SII’: ’[S\ \mathtt{II}]\ \lambda6716+\ \lambda6731’}
154
155 # Text files keys ... all need to have the same structure !
156 # Better idea anyone ... ?
157 keys = { ’z’:0, ’q’:1, ’OIII/Hb’:2, ’OI/Ha’:3, ’NII/Ha’:4, ’SII/Ha’:5,
158 ’OIII/OII’:6, ’OIII/NII’:7, ’OIII/SII’:8, ’NII/SII’:9, ’SIII/SII’:10,
159 ’NII/OII’:11 }
160
161 # Supported lines with format in raw text file and elsewhere
162 lines = {’OII’:’OII’,
163 ’dOII’:’dOII’,
164 ’Hb’:’Hb’,
165 ’dHb’:’dHb’,
166 ’OIII’:’OIII’,
167 ’dOIII’:’dOIII’,
168 ’OI’:’OI’,
169 ’dOI’:’dOI’,
170 ’Ha’:’Ha’,
171 ’dHa’:’dHa’,
172 ’NII’:’NII’,
173 ’dNII’:’dNII’,
174 ’SII’:’SII’,
175 ’dSII’:’dSII’,
176 ’SIII’:’SIII’,
177 ’dSIII’:’dSIII’,
178 }
179
180
181 # A function to get the reference grid - useful to make plots !
182 def get_grid(kappa,name1,name2):
183 ’’’
184 Returns a given line ratio diagnostic grid generated using MAPPINGS IV
185 for a given kappa value.
186
187 :param kappa: the kappa value, can be 10,20,50 or np.infty
188 :param name1: the first line ratio name, e.g. ’NII/Ha’
189 :param name2: the second line ratio name, e.g. ’OIII/Hb’
190
191 :returns: the diagnostic grid as a Nx4 numpy array, with z in column 1,
192 q in column 2, ratio1 in column 3 and ratio2 in column 4.
193
194 ’’’
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195
196 # 0) Check the input values ...
197 if not(kappa in kappas) :
198 if kappa == ’inf’: # if set as a string instead of an np.inf ...
199 kappa = np.inf
200 else :
201 print ’ Kappa value not supported.’
202 return False
203 for name in [name1,name2]:
204 if not(name in keys):
205 print ’Ratio ’+name1+’ not supported.’
206 return False
207
208 # 1) Get the grid in a numpy array format
209 fn = os.path.join(pyqz_grid_dir,’photo_grid_k’+str(kappa)+’.txt’)
210 data = np.loadtxt(fn, comments=’#’,
211 usecols = (keys[’z’],keys[’q’],keys[name1],keys[name2]))
212 # 2) Send it back
213 return data
214
215
216 # The core function - returns ’q’ or’z’ for a given ratio (and a given grid !)
217 # Interpolate slice by slice for even better results !
218 def get_qz (kappa,
219 qz,
220 ratio1, ratio2,
221 name1, name2,
222 method=’default’,
223 plot = False,
224 n_plot = False,
225 savefig = False
226 ):
227 ’’’ The core function of pyqz.
228
229 Returns the ’q’ or ’z’ value for a given set of line ratios based on a
230 given diagnostic grid.
231
232 :param kappa: the kappa value, can be 10,20,50 or np.infty
233 :param qz: which estimate to return, ’q’ or ’z’
234 :param ratio1: the first line ratio(s) in a numpy array of size NxM
235 :param ratio2: the second line ratio(s) in a numpy array of size NxM
236 :param name1: the first line ratio name, e.g. ’NII/Ha’
237 :param name2: the second line ratio name, e.g. ’OIII/Hb’
238 :param method: ’linear’, ’cubic’ or ’default’(=default); interpolation
239 method of scipy.interpolate.griddata.
240 :param plot: True or False (=default)
241 :param n_plot: numpy.int or False (=default); specifies the number of
242 the plot window. If the window is already open, it will
243 be closed and re-opened.
244 :param savefig: ’filename.ext’ or False (=default); whether to save the
245 plot as ’filename.ext’ or not.
246 Supports eps, pdf and png.
247
248 :returns: the estimates of q or z in an NxM array
249 ’’’
250
251
252 # 0) Do some preliminary checks ....
253 diagnostic = name1+’;’+name2
254 if not(diagnostic in diagnostics):
255 print ’ Diagnostic not supported.’
256 return False
257
258 (zmin,zmax,qmin,qmax) = diagnostics[diagnostic][’range’][kappa]
259
260 if not(kappa in kappas) :
261 if kappa == ’inf’: # if set as a string instead of an np.inf ...
262 kappa = np.inf
263 else :
264 print ’ Kappa value not supported.’
265 return False
266
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267 if qz!=’q’ and qz !=’z’ :
268 print "qz value needs to be ’q’ or ’z’. "
269 return False
270
271 if method == ’default’:
272 method = diagnostics[diagnostic][qz]
273
274 if type(ratio1) != np.ndarray or type(ratio2) != np.ndarray :
275 print " Input ratios must be Numpy array !"
276 print " Current type (ratio1/ratio2):",type(ratio1),type(ratio2)
277 return False
278 else :
279 ratios = [ratio1,ratio2]
280
281 # 1-1) Load the corresponding data file
282 data = get_grid(kappa, name1, name2)
283
284 # 1-2) Only keep the ’readable’ region ... i.e. no fold allowed !
285 data = data[data[:,0]>=zmin,:]
286 data = data[data[:,0]<=zmax,:]
287 data = data[data[:,1]>=qmin,:]
288 data = data[data[:,1]<=qmax,:]
289
290 # 2-1) Now, get ready to do the interpolation-s ...
291 if qz == ’z’:
292 var = 0
293 loops = all_z[(all_z>=zmin) * (all_z<=zmax)]
294 if qz == ’q’:
295 var = 1
296 loops = all_q[(all_q>=qmin) * (all_q<=qmax)]
297
298 # 2-2) Start the plot already ... will plot in the loop ...
299 if plot or savefig :
300 if n_plot :
301 plt.close(n_plot)
302 fig = plt.figure(n_plot, figsize=(10,8))
303 else :
304 #plt.close()
305 fig = plt.figure(figsize=(10,8))
306
307 gs = gridspec.GridSpec(1,2, height_ratios=[1], width_ratios=[1,0.05])
308 gs.update(left=0.14,right=0.88,bottom=0.14,top=0.92,
309 wspace=0.1,hspace=0.1)
310
311 ax1 = fig.add_subplot(gs[0,0])
312 xlim1 = diagnostics[diagnostic][’xliml’]
313 xlim2 = diagnostics[diagnostic][’xlimr’]
314 ylim1 = diagnostics[diagnostic][’ylimb’]
315 ylim2 = diagnostics[diagnostic][’ylimt’]
316
317 # 2-3) To store the final results - fill it with nan-s ...
318 grid_z_tot = np.sqrt(np.zeros_like(ratios[0])-1)
319
320 # 2-4) Now, loop through every slice and do the interpolation ...
321 # Slicing the grid ensure smoother results ...
322 for (l,loop) in enumerate(loops[:-1]):
323
324 # 2-4a) Select the slice
325 this_data = data[(data[:,var]>=loops[l]) * (data[:,var]<=loops[l+1]),:]
326
327 # 2-4b) Sretch slice between 0 and 1
328 data_stretch = np.zeros_like(this_data)
329 xmin = np.min(this_data[:,2])
330 xmax = np.max(this_data[:,2]-xmin)
331 ymin = np.min(this_data[:,3])
332 ymax = np.max(this_data[:,3]-ymin)
333
334 data_stretch[:,2] = (this_data[:,2]-xmin)/xmax
335 data_stretch[:,3] = (this_data[:,3]-ymin)/ymax
336
337 # 2-4c) Also do it for the input ratios
338 sratios = np.zeros_like([ratios[0],ratios[1]], dtype = np.float)
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339 sratios[0] = (ratios[0]-xmin)/xmax
340 sratios[1] = (ratios[1]-ymin)/ymax
341
342 # 2-4d) Interpolate !
343 grid_z = interpolate.griddata(data_stretch[:,2:4],this_data[:,var],
344 (sratios[0],sratios[1]),method=method,
345 fill_value=np.NaN)
346
347 # 3) Check which point is ’inside the slice’.
348 # This is the bottleneck of the code (time-wise) !
349 # 3-1) Define the region contour
350 if var == 0:
351 this_zmin = loops[l]
352 this_zmax = loops[l+1]
353 this_qmin = qmin
354 this_qmax = qmax
355 else :
356 this_zmin = zmin
357 this_zmax = zmax
358 this_qmin = loops[l]
359 this_qmax = loops[l+1]
360
361 left = this_data[this_data[:,0]==this_zmin][:,2:4]
362 left = left[left[:,1].argsort()]
363
364 top = this_data[this_data[:,1]==this_qmax][:,2:4]
365 top = top[top[:,0].argsort()]
366
367 right = this_data[this_data[:,0]==this_zmax][:,2:4]
368 right = right[right[:,1].argsort()[::-1]]
369
370 bot = this_data[this_data[:,1]==this_qmin][:,2:4]
371 bot = bot[bot[:,0].argsort()[::-1]]
372
373 contour = np.append(left,top,axis=0)
374 contour = np.append(contour,right,axis=0)
375 contour = np.append(contour,bot,axis=0)
376
377 # 3-2) Close the path
378
379 for i in range(len(contour)-1):
380 if i==0 :
381 codes = [Path.MOVETO]
382 else :
383 codes.append(Path.LINETO)
384
385 codes.append(Path.CLOSEPOLY)
386
387 # 3-3) Create a Path
388 path = Path(contour,codes)
389
390 # 3-4) Remove points outside the region
391 if len(np.shape(grid_z))==2:
392 for (i,item) in enumerate(grid_z.flat):
393 if grid_z.flat[i]*0 == 0 : # Check for NaN’s
394 if path.contains_point((ratios[0].flat[i],
395 ratios[1].flat[i]), radius=0)==0 :
396 # Just make sure we are not on the edges !
397 on_grid = False
398 for point in contour:
399 if (ratios[0].flat[i] == point[0]) and \
400 (ratios[1].flat[i] == point[1]):
401 on_grid = True
402 break
403 if not(on_grid) :
404 grid_z.flat[i] = np.NaN
405
406 elif len(np.shape(grid_z))==1:
407 for (i,item) in enumerate(grid_z):
408 if grid_z[i]*0 == 0 :
409 if path.contains_point((ratios[0][i],ratios[1][i]),
410 radius=0)==0:
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411 # just make sure we are not on the edges !
412 on_grid = False
413 for point in contour:
414 if (ratios[0][i] == point[0]) and\
415 (ratios[1][i] == point[1]):
416 on_grid = True
417 break
418 if not(on_grid) :
419 grid_z[i] = np.NaN
420
421
422 # 3-4) Store the cleaned interpolated values in the final array
423 grid_z_tot[grid_z>0] = grid_z[grid_z>0]
424
425 # 4) Plot for test purposes
426 if plot or savefig:
427
428 # 4-1) Valid region
429 patch = patches.PathPatch(path, facecolor=’w’,edgecolor=’k’,
430 lw=0.5, zorder=0)
431 ax1.add_patch(patch)
432
433 # 4-2) Grid points
434 ref_pts = ax1.scatter(this_data[:,2],this_data[:,3],marker=’o’,
435 c=this_data[:,var],
436 s=40, cmap=’Paired’, edgecolor=’k’,
437 vmin=np.min(data[:,var]),
438 vmax=np.max(data[:,var]))
439 # 4-3) Interpolated points
440 if len(np.shape(grid_z)) == 2 :
441 try :
442 test = [np.mean(ratios[0]-grid_x),
443 np.mean(ratios[1]-grid_y)]
444 except:
445 test = False
446
447 if test == [0.,0.] : # Not perfect, but it should do the trick
448 pts = ax1.imshow(grid_z.T,origin=’lower’,cmap=’Paired’,
449 interpolation=’none’,filterrad=1.0,
450 extent=(-3,1,-3,2),aspect=2./3.,
451 vmin=np.min(data[:,var]),
452 vmax=np.max(data[:,var]))
453 else :
454 pts = ax1.scatter(ratios[0],ratios[1],marker=’s’, c=grid_z,
455 s=40, cmap = ’Paired’, edgecolor=’none’,
456 vmin = np.min(data[:,var]),
457 vmax = np.max(data[:,var]))
458 elif len(np.shape(grid_z)) == 1:
459 pts = ax1.scatter(ratios[0],ratios[1],marker=’s’,c=grid_z,
460 s=40,cmap=’Paired’,edgecolor=’k’,
461 vmin=np.min(data[:,var]),
462 vmax=np.max(data[:,var]))
463
464 # loop is over
465 # Finalize the plotting if necessary
466
467 if plot or savefig:
468 # Plot also the points outside the grid ?
469 # Which are they ? Need to check if they have a valid input first !
470 my_out_pts = []
471 my_out_pts = (ratios[0] == ratios[0]) * (ratios[1] == ratios[1]) * \
472 (grid_z_tot != grid_z_tot)
473
474 if np.size(grid_z_tot[my_out_pts]) > 0 and \
475 np.size(grid_z_tot[my_out_pts]) < 1500:
476 out_pts = ax1.scatter(ratios[0][my_out_pts],
477 ratios[1][my_out_pts],
478 marker = ’^’, facecolor = ’none’,
479 edgecolor = ’k’, s=40)
480 # plot the colorbar
481 cb_ax = plt.subplot(gs[0,1])
482 cb = Colorbar(ax = cb_ax, mappable = ref_pts, orientation=’vertical’)
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483 # Colorbar legend
484 if var == 0:
485 cb.set_label(r’12+log(O/H)’, labelpad = 10)
486 elif var == 1:
487 cb.set_label(r’log(q)’, labelpad = 10)
488
489 # Axis names
490 p = name1.index(’/’)
491 ax1.set_xlabel(r’log $\frac{’+plot_labels[name1[:p]]+’}{’+\
492 plot_labels[name1[p+1:]]+’}$’,
493 labelpad =10)
494 p = name2.index(’/’)
495 ax1.set_ylabel(r’log $\frac{’+plot_labels[name2[:p]]+’}{’+\
496 plot_labels[name2[p+1:]]+’}$’,
497 labelpad = 10)
498 ax1.set_xlim((xlim1,xlim2))
499 ax1.set_ylim((ylim1,ylim2))
500 ax1.set_aspect((xlim2-xlim1)/(ylim2-ylim1))
501 if kappa != np.inf :
502 ax1.set_title(r’$\kappa$=’+str(kappa))
503 else :
504 ax1.set_title(r’$\kappa$=$\infty$’)
505 ax1.grid(True)
506
507 if plot:
508 plt.show()
509 if savefig :
510 fig.savefig(savefig, bbox_inches=’tight’)
511
512 # if I just want to save them, then close it yo save memory
513 if not(plot) and savefig :
514 plt.close()
515
516 return grid_z_tot
517
518
519 # Get the qz ratios from a file - mind the file structure !
520 def get_qz_ff(kappa,fn,
521 error_pdf = ’normal’,
522 srs = 400,
523 decimals=5,
524 output=’txt’,
525 missing_values=’$$$’, # How missing values are marked - will be
526 # replaced by nan’s
527 flag_level=2., # any float >0: flag_level*std = level above
528 # which a mismatch between q & z and q_rs & z_rs
529 # is flagged
530 KDE_method=’gaussian_kde’, # Which KDE routine to use:
531 # ’gaussian_kde’ from Scipy: fast
532 # but cannot define 2-D bandwidth
533 # statsmodel ’KDEMultivariate’:
534 # 100x slower but can fine-tune 2-D
535 # bandwidth
536 plot = False,
537 savefig = False,
538 plot_loc = ’./’,
539 save_fmt = ’png’,
540 ):
541
542 ’’’ The get-qz-’from a file’ function.
543
544 Save to file the log(q) and 12+log(O/H) values for a given set of line
545 fluxes based on a given set of diagnostic grids. Requires a specific
546 input file, and can batch process several measurements automatically.
547 For each spectra, this function combines the estimates from invdividual
548 diagnostics into a combined best estimate of both log(q) and
549 12+log(O/H). Observational errors are propagated via the joint
550 probability density function, reconstructed via a Kernel Density
551 Estimation.
552
553 :param kappa: the kappa value, can be 10,20,50 or np.infty
554 :param fn: the input file name and location
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555 :param error_pdf: ’normal’ (=default);the shape of the error function
556 for the line fluxes. Currently, only ’normal’ is
557 supported.
558 :param srs: 400(=default); the number of random line fluxes generated
559 to discretize (and reconstruct) the joint probability
560 function.
561 :param decimals: 5(=default), the precison of the numbers in the output
562 text file.
563 :param output: ’csv’ or ’txt’(=default); the format of the output text
564 file.
565 :param missing_values: ’$$$’(=default); string symbolizing ’no data’ in
566 the input text file.
567 :param flag_level: 2(=default); a ’flag’ is raised (in the output file)
568 when the direct q/z estimate and the KDE q/z
569 estimate (q_rs and z_rs) are offset by more than
570 flag_level x standard_deviation.
571 Might indicate trouble.
572 :param KDE_method: ’KDEMultivariate’ or ’gaussian_kde’(=default).
573 :param plot: True, ’grids’, ’KDE’ or False (=default).
574 :param savefig: True, ’grids’, ’KDE_all’, ’KDE_flag’ or False.
575 :param plotloc: ’./’(=default); location where figures are saved.
576 :param save_fmt: ’eps’, ’pdf’, or ’png’(=default)
577
578 :returns: 1xN array with the column names of the output file.
579 ’’’
580
581 starttime = dt.now()
582
583 # 0) Do some quick tests to avoid crashes later on ...
584 try:
585 if flag_level <=0:
586 print " WARNING: flag_level must be >0 !"
587 print " I will crash now ..."
588 return
589 except:
590 print " WARNING: flag_level must be >0 !"
591 print " I will crash now ..."
592 return
593
594 try:
595 if not(output in [’csv’,’txt’]):
596 print " WARNING: output must be ’csv’ or ’txt’ !"
597 print " I will crash now ..."
598 return
599 except:
600 print " WARNING: output must be ’csv’ or ’txt’ !"
601 print " I will crash now ..."
602 return
603
604 try:
605 if not(save_fmt in [’png’,’eps’,’pdf’]):
606 print " WARNING: output must be ’png’, ’eps’ or ’pdf’ !"
607 print " I will crash now ..."
608 return
609 except:
610 print " WARNING: output must be ’png’, ’eps’ or ’pdf’ !"
611 print " I will crash now ..."
612 return
613
614 # 1) Get the different ratios and grids names
615 file = open(fn, ’r’)
616 rats = file.readline()
617 file.close()
618
619 # Clean the end of the line
620 if rats[-1:]==’\n’ :
621 rats=rats[:-1]
622 # Split them
623 try:
624 if rats.index(’ ’) > 0:
625 separator = ’ ’
626 except :
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627 try :
628 if rats.index(’\t’) > 0:
629 separator = ’\t’
630 except:
631 print " Unknown column separator. Must be ’ ’ or ’tab’."
632 print ’ I will crash now.’
633
634 rats = rats.split(separator)
635 types = np.zeros_like(rats) # The type of each column
636 dtypes = ’’ # The data type of each column
637 dnames = [] # The name of each column
638 types_short = [] # The type of each column WITH DATA
639 for (i,rat) in enumerate(rats) :
640 if rat in lines :
641 if rat[0] == ’d’:
642 types[i] = ’dlf’ # dlf = Delta line flux
643 types_short.append(’dlf’)
644 else:
645 types[i] = ’lf’ # Line flux
646 types_short.append(’lf’)
647 dtypes+=’f8,’
648 dnames.append(lines[rat])
649 elif rat in diagnostics :
650 types[i] = ’diag’
651 # Possible crash source here:
652 # Make sure the diagnostics are at the end of the file !
653 #dtypes.append( (rat, ’f8’) )
654 else :
655 if rat != ’Name’:
656 print ’ Column unknown: ’,rat
657 print ’ It will be ignored.’
658 types[i] = ’other’
659 types_short.append(’other’)
660 dnames.append(rat.replace(’/’,’’))
661 dtypes+=’S15,’
662
663 # 2) Get the actual data
664 # Set the dtypes of each column .. avoid issues with strings !
665
666 full_dtypes = []
667 for (i,item) in enumerate(dnames):
668 full_dtypes.append((item,dtypes.split(’,’)[i]))
669
670 data = np.genfromtxt(fn,skiprows = 1, missing_values = missing_values,
671 filling_values = np.nan, dtype = dtypes[:-1],
672 names = dnames,
673 delimiter = separator,
674 comments=’#’)
675
676 # 3) Create the final storage stucture
677 #import pdb
678 #pdb.set_trace()
679 try :
680 npoints = len(data)
681 print ’--> Processing ’+np.str(npoints)+’ spectra ...’
682 except: # if it fails, it ’probably’ means that there is only one line !
683 npoints = 1
684 print ’--> Processing 1 spectrum ...’
685 # For consistency, even if there is only one data point,
686 # turn it into a 2-D array
687 data = data.reshape(1)
688
689 # The final_data storage structure ... only contains floats for now ...
690 final_data = np.zeros([npoints,
691 len(types[types==’lf’])+
692 len(types[types==’dlf’])+
693 len(types[types==’other’])+
694 2*len(types[types==’diag’])+
695 8+
696 2])
697
698 # The names of the different columns of the final_data matrix
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699 final_names = []
700 for (i,mytype) in enumerate(types):
701 if mytype == ’lf’ or mytype == ’dlf’or mytype ==’other’:
702 final_names.append(rats[i])
703 elif mytype == ’diag’:
704 final_names.append(rats[i]+’[log_q]’)
705 final_names.append(rats[i]+’[log_z]’)
706
707 # The means and std for the ’real’ data
708 final_names.append(’<q>’)
709 final_names.append(’std[q]’)
710 final_names.append(’<z>’)
711 final_names.append(’std[z]’)
712 # The means and std for the ’random sample’ data
713 final_names.append(’<q_rs>’)
714 final_names.append(’err[q_rs]’)
715 final_names.append(’<z_rs>’)
716 final_names.append(’err[z_rs]’)
717 # Also add a flag in case of strong mismatch between z & q and z_rs & q_rs
718 final_names.append(’flag’)
719 # Add the number of points landing outside the grid for each diagnostic
720 final_names.append(’rs_offgrid’)
721
722 # 3) Start doing the calculation
723 # Loop through each value, generate many random ones, etc ...
724 for j in range(npoints):
725
726 # Generate the random data around this point
727 nlines = len(types[types==’lf’])
728 line_names = np.array(dnames)[np.array(types_short)==’lf’]
729 rsf = np.zeros((srs+1, nlines))
730
731 # Do it for all the lines separately <= Lines and errors are
732 # uncorrelated !
733 for i in range(nlines):
734
735 # Add the line’s mean
736 rsf[0,i] = data[line_names[i]][j]
737
738 # Avoid issue if this line is bad - make it a nan everywhere:
739 if rsf[0,i] == 0.0 or np.isnan(rsf[0,i]):
740 rsf[1:,i] = np.nan
741 else:
742 if data[’d’+line_names[i]][j] > 0.0: # This is a normal error
743 # Generate random fluxes following the error distribution
744 # Careful here: if the errors are large, I may generate
745 # negative fluxes !
746 # Avoid this by using a truncated normal distribution and set
747 # the lower bound to 0
748 cut_a = (0.0 - data[line_names[i]][j]) / \
749 data[’d’+line_names[i]][j]
750 # Set the upper bound to infty
751 cut_b = np.infty
752 cut_func = stats.truncnorm(cut_a,cut_b,
753 loc = data[line_names[i]][j],
754 scale = data[’d’+line_names[i]][j])
755 rsf[1:,i] = cut_func.rvs(srs)
756 elif data[’d’+line_names[i]][j] == -1.0:
757 # This is an upper limit -> draw fluxes with a uniform
758 # distribution
759 rsf[1:,i] = np.random.uniform(low=0.0,
760 high=data[line_names[i]][j],
761 size = srs)
762 else:
763 print ’ ERROR: dFlux<0 & dFlux/=-1 [’+\
764 data[’Name’][j]+’ - ’+line_names[i]+’]’
765 return False
766
767 # Create a structure where I can store all the real and fake estimates
768 # for ’all’ the diagnostics in questions.
769 discrete_pdf = {}
770
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771 # Start filling the ’final_data’ array with information I already have
772 for (i,calc) in enumerate(final_names):
773 # Raw fluxes ...
774 if (calc in lines) or (’d’+calc in lines) :
775 final_data[j,i] = data[calc][j]
776 # Individual diagnostics
777 elif calc[:-7] in diagnostics :
778 qz = calc[-2]
779 rname1 = calc[:calc.index(’;’)]
780 rname2 = calc[calc.index(’;’)+1:calc.index(’[’)]
781 l1 = rname1.split(’/’)[0]
782 l2 = rname1.split(’/’)[1]
783 l3 = rname2.split(’/’)[0]
784 l4 = rname2.split(’/’)[1]
785
786 # Build the corresponding line ratios
787 Ra = np.log10(rsf[:,line_names ==l1]/rsf[:,line_names ==l2])
788 Rb = np.log10(rsf[:,line_names ==l3]/rsf[:,line_names ==l4])
789
790 # Do I want to save the files ?
791 if (savefig in [True,’grids’]):
792 try:
793 pname = data[’Name’][j]
794 except:
795 pname= ’’
796 plot_name = plot_loc + ’k’+str(kappa)+’_’+pname+’_’ +\
797 rname1.replace(’/’,’-’)+’_vs_’ +\
798 rname2.replace(’/’,’-’)+’_’+qz+’.’+save_fmt
799 else:
800 plot_name=False
801
802 # launch the qz interpolation
803 qz_values = get_qz(kappa,qz,Ra,Rb,rname1,rname2,
804 plot = (plot in [True,’grids’]),
805 #n_plot=99-i,
806 savefig=plot_name)
807
808 # Store the ’real’ line estimate
809 final_data[:,i] = qz_values[0]
810 # Keep the other random estimates as well
811 discrete_pdf[calc] = qz_values[:]
812
813
814 # 4) Calculate mean q and z
815 # First, look at the reconstructed joint probability density function
816
817 if ( (plot in [True,’KDE’]) or (savefig in [True,’KDE_all’,
818 ’KDE_flag’])):
819 plt.figure(figsize=(13,8))
820 gs = gridspec.GridSpec(2,2, height_ratios=[0.05,1.],
821 width_ratios=[1.,1.])
822 gs.update(left=0.1,right=0.95,bottom=0.1,top=0.9,
823 wspace=0.15,hspace=0.07 )
824
825 ax1 = plt.subplot(gs[1,0])
826 ax2 = plt.subplot(gs[1,1])
827
828 all_my_z = np.array([])
829 all_my_q = np.array([])
830 all_my_bw = []
831 all_my_rs_offgrid = [0.,0.]
832
833 for (i,item) in enumerate(discrete_pdf.keys()):
834 # Only use a diagnostic if the data is actually within it !
835 if ’log_z’ in item and not(np.isnan(discrete_pdf[item][0])) :
836
837 # the random points
838 my_z = discrete_pdf[item][1:]
839 my_q = discrete_pdf[item[:-7]+’[log_q]’][1:]
840 # the real point
841 my_z0 = discrete_pdf[item][0]
842 my_q0 = discrete_pdf[item[:-7]+’[log_q]’][0]
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843
844 # How many points are outside the grid ?
845 n_off = len(my_z[my_z!=my_z])
846 all_my_rs_offgrid[0] += n_off
847 all_my_rs_offgrid[1] += 1.
848 # Issue a visual warning if n_off > 25%
849 n_off_per = np.round(n_off/np.float(srs)*100.)
850 if n_off_per >= 15:
851 print ’ WARNING: rs_offgrid > 15% [’+data[’Name’][j]+\
852 ’ - ’+item[:-7]+\
853 ’ - ’+np.str(n_off_per).split(’.’)[0]+’%]’
854
855 # I must remove all nans and inf first
856 my_z = my_z[my_z==my_z]
857 my_q = my_q[my_q==my_q]
858
859 # Place it in the one big array
860 all_my_z = np.append(all_my_z, my_z)
861 all_my_q = np.append(all_my_q, my_q)
862
863 # No need to calculate the individual KDE (?) ...
864 # Saves some time ...
865 ’’’
866 if KDE_method == ’gaussian_kde’:
867 # Ok,
868 values = np.vstack([my_z, my_q])
869 # Work out the kernel magic ...
870 my_kernel = stats.gaussian_kde(values, bw_method=’scott’)
871 all_my_kernel[i] = my_kernel
872 ’’’
873 if KDE_method == ’KDEMultivariate’:
874 # Calculate the bandwidth (along z and q) for this sample
875 # Just store the bw ... I will do a proper KDE later ...
876 # WARNING: calculate the BW manually to match the code
877 # sm.nonparametric.bandwidths.bw_scott contains an
878 # ’IQR’ thingy that differs from what KDE Multivariate is
879 # actually calling !
880 if len(my_z)>0:
881 my_bw = np.array([1.06*np.std(my_z)*
882 len(my_z)**(-1./6.),
883 1.06*np.std(my_q)*
884 len(my_q)**(-1./6.)])
885 all_my_bw.append(my_bw)
886 else:
887 all_my_bw.append(np.nan)
888
889 # Plot these ...
890 try:
891 for ax in [ax1,ax2]:
892 ax.scatter(my_z,my_q,marker=’o’,edgecolor=’r’,
893 facecolor=’none’,linewidth=0.7, s=2, c=’r’,
894 zorder=1)
895 ax.plot(my_z0,my_q0,c=’w’, marker = ’s’,
896 markeredgecolor=’k’,markersize=10, zorder=4)
897 except:
898 pass
899
900 # Store the number of points outside all the grid (cumulative)
901 final_data[j,final_names.index(’rs_offgrid’)] = \
902 np.round(all_my_rs_offgrid[0]/(all_my_rs_offgrid[1]*srs)*100,1)
903
904 # Now, perform the KDE over the entire set of points
905
906 # What is the acceptable range of the diagnostic ?
907 my_lims = np.array([7.39, 9.39, 6.5, 8.5])
908 # WARNING: Different diagnostics have different areas ...
909 # I really should account for this eventually ...
910 ’’’
911 if (kappa == np.inf):
912 my_lims = diagnostics[item[:-7]][’range’][’inf’]
913 else:
914 my_lims = diagnostics[item[:-7]][’range’][kappa]
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915 ’’’
916
917 # Discretize the Q-Z space ... 200 is a good compromise
918 # (speed vs accuracy)
919 Zs = np.mgrid[my_lims[0]:my_lims[1]:200j]
920 Qs = np.mgrid[my_lims[2]:my_lims[3]:200j]
921 gridX, gridY = np.mgrid[my_lims[0]:my_lims[1]:200j,
922 my_lims[2]:my_lims[3]:200j]
923 grid_positions = np.vstack([gridX.ravel(), gridY.ravel()])
924
925 all_my_gridZ = {}
926
927 if KDE_method == ’gaussian_kde’:
928 values = np.vstack([all_my_z, all_my_q])
929 # Work out the kernel magic ...
930 try:
931 kernel = stats.gaussian_kde(values, bw_method=’scott’)
932 gridZ = np.reshape(kernel(grid_positions), gridX.shape)
933
934
935 except:
936 if srs > 0:
937 try:
938 tmp = data[’Name’][j]
939 except:
940 tmp = ’’
941 print ’ !!! ’+tmp+’: not enough valid srs points [ ’+\
942 np.str(len(values[0]))+’ ] ?’
943
944 gridZ = np.zeros_like(gridX)*np.nan
945
946 all_my_gridZ[’all’] = gridZ
947
948 # Don’t do this, it’s too biased towards less useful diagnostics
949 ’’’
950 #for (key) in all_my_kernel.keys():
951 # gridZ = np.reshape((all_my_kernel[key])(grid_positions),
952 # gridX.shape)
953 # all_my_gridZ[key] = gridZ
954 ’’’
955
956 elif KDE_method == ’KDEMultivariate’:
957
958 # Scipy doesn’t let me set the bandwidth along both axes ... not
959 # good enough !
960 # Use instead the statsmodel KDE routine, see
961 # http://statsmodels.sourceforge.net/stable/index.html
962 # First, estimate the bandwith - can’t use the default one because
963 # it oversmooths i.e. if the different diagnostics are compact but
964 # away from each other, the default relies on the overall std,
965 # which is too large. Instead, take the mean of the different
966 # individual bandwith for each individual dataset). Or min ?
967 # bw_min = np.min(np.array(all_my_bw),axis=0)
968 bw_mean = np.nanmean(np.array(all_my_bw),axis=0)
969 try:
970 kernel = sm.nonparametric.KDEMultivariate(data=[all_my_z,
971 all_my_q],
972 var_type=’cc’,
973 bw=bw_mean)
974 # Reshape as needed ...
975 gridZ = np.reshape(kernel.pdf(grid_positions), gridX.shape)
976 except:
977 if srs>0:
978 try:
979 tmp = data[’Name’][j]
980 except:
981 tmp = ’’
982 print ’ !!! ’+tmp+’: not enough valid srs points [ ’+\
983 np.str(len(all_my_z))+’ ] ?’
984
985 gridZ = np.zeros_like(gridX)*np.nan
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987 all_my_gridZ[’all’] = gridZ
988
989 for key in all_my_gridZ.keys():
990 gridZ = all_my_gridZ[key]
991 gridZ = np.rot90(gridZ)[::-1,:]
992 # Find the location of the peak
993 if np.any(gridZ==gridZ):
994 peak_q,peak_z = np.unravel_index(gridZ.argmax(), gridZ.shape)
995 # Normalize the array to the peak value
996 peak = gridZ[peak_q,peak_z]
997 gridZ/= peak
998 else:
999 peak_q = np.nan
1000 peak_z = np.nan
1001
1002 # Plot it
1003 try:
1004 for ax in [ax1,ax2]:
1005 if key == ’all’:
1006 my_c = ’orange’
1007 kde = ax.imshow(gridZ,extent=my_lims, cmap=’bone_r’,
1008 origin=’lower’,
1009 zorder=0, interpolation=’nearest’)
1010 else:
1011 my_c = ’green’
1012
1013 # 0.61 ~ 1-sigma value of a normalized normal distribution
1014 kde_cont = ax.contour(Zs,Qs,gridZ,[0.61], colors=my_c,
1015 linestyles=’-’,linewidths=2,
1016 zorder=2)
1017 ax.plot(Zs[peak_z],Qs[peak_q],c=my_c, marker=’D’,
1018 markeredgecolor=’orange’,
1019 markerfacecolor=’none’,
1020 markeredgewidth = 2,markersize=10, zorder=5)
1021
1022 except:
1023 if key == ’all’:
1024 # Ok, the user doesn’t want a plot, but I still need one to
1025 # get the contours !
1026 plt.figure()
1027 kde = plt.imshow(all_my_gridZ[’all’],extent=my_lims,
1028 cmap=’bone_r’, origin=’lower’, zorder=0,
1029 interpolation=’nearest’)
1030 # 0.61 ~ 1-sigma value of a normalized normal distribution
1031 kde_cont = plt.contour(Zs,Qs,all_my_gridZ[’all’],[0.61],
1032 colors=’orange’, linestyles=’-’,
1033 linewidths=2, zorder=2)
1034 plt.close()
1035
1036 # Get the ’mean location of the 0.61 level contour
1037 # First, fetch the contour as path; only if contour actually exists
1038 if np.any(all_my_gridZ[’all’] == all_my_gridZ[’all’]):
1039 path = kde_cont.collections[0].get_paths()[0]
1040 vert = path.vertices
1041 mean_vert = (np.mean(vert[:,0]),np.mean(vert[:,1]))
1042 # For the error, take the max extent of the ellipse
1043 err_vert = (np.max(np.abs(vert[:,0]-mean_vert[0])),
1044 np.max(np.abs(vert[:,1]-mean_vert[1])))
1045
1046 else:
1047 path = [np.nan,np.nan]
1048 vert = [np.nan,np.nan]
1049 mean_vert = [np.nan,np.nan]
1050 err_vert = [np.nan,np.nan]
1051
1052 try:
1053 # Plot it
1054 if np.any(mean_vert == mean_vert):
1055 for ax in [ax1,ax2]:
1056 ax.errorbar(mean_vert[0],mean_vert[1],
1057 xerr=err_vert[0],yerr=err_vert[1],
1058 elinewidth=2., ecolor=my_c, capthick=2.,
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1059 zorder=6)
1060 ax.plot(np.mean(vert[:,0]),np.mean(vert[:,1]),c=my_c,
1061 marker=’o’, markersize=10,
1062 markeredgecolor=my_c,
1063 markerfacecolor=’none’,
1064 markeredgewidth=2, zorder=6)
1065 except:
1066 pass
1067
1068 # --- this is not the best mean anymore --- #
1069 ’’’
1070 # Compute the final global mean
1071 #if KDE_method == ’gaussian_kde’:
1072 # final_mean = np.mean(np.array(all_my_mean),axis=0)
1073 # final_err = 1./len(all_my_mean)*\
1074 # np.sqrt(np.sum(np.array(all_my_err)**2,axis=0))
1075 # print final_mean, final_err, len(all_my_mean)
1076 # print all_my_err
1077 #
1078 # ax.errorbar(final_mean[0],final_mean[1],
1079 # xerr=final_err[0],yerr=final_err[1],
1080 # elinewidth=2, ecolor=’red’, capthick=2, zorder=6)
1081 # ax.plot(final_mean[0],final_mean[1],c=’red’, marker=’o’,
1082 # markersize=10,markeredgecolor=’red’,
1083 # markerfacecolor=’none’,markeredgewidth=’2’, zorder=6)
1084 ’’’
1085 # ----------------------------------------- #
1086
1087 # Save the values as appropriate
1088 final_data[j,final_names.index(’<q_rs>’)] = mean_vert[1]
1089 final_data[j,final_names.index(’err[q_rs]’)] = err_vert[1]
1090 final_data[j,final_names.index(’<z_rs>’)] = mean_vert[0]
1091 final_data[j,final_names.index(’err[z_rs]’)] = err_vert[0]
1092
1093 # Now, look at the real data ’mean’ and ’variance’
1094 qs = []
1095 zs = []
1096 # Start by finding which columns I have to average
1097 for (i,name) in enumerate(final_names):
1098 if name[-7:]==’[log_q]’:
1099 qs.append(True)
1100 zs.append(False)
1101 elif name[-7:]==’[log_z]’:
1102 qs.append(False)
1103 zs.append(True)
1104 else:
1105 qs.append(False)
1106 zs.append(False)
1107
1108 # Now get the mean and std for each value
1109 # Be CAREFUL here: stats.nanstd is by default the ’unbiased’ one
1110 # (i.e. 1/(n-1)) ! Use instead 1/n for consistency (= np.std)
1111 mean_q = stats.stats.nanmean(final_data[j,np.array(qs)])
1112 std_q = stats.stats.nanstd(final_data[j,np.array(qs)], bias=True)
1113 mean_z = stats.stats.nanmean(final_data[j,np.array(zs)])
1114 std_z = stats.stats.nanstd(final_data[j,np.array(zs)], bias=True)
1115 # Save these
1116 final_data[j,final_names.index(’<q>’)] = mean_q
1117 final_data[j,final_names.index(’std[q]’)] = std_q
1118 final_data[j,final_names.index(’<z>’)] = mean_z
1119 final_data[j,final_names.index(’std[z]’)] = std_z
1120
1121 # Do a quick check to see if q & z and q_rs & z_rs are consistent
1122 check1 = np.abs(mean_q-mean_vert[1])/std_q<=flag_level
1123 check2 = np.abs(mean_q-mean_vert[1])/err_vert[1]<=flag_level
1124 check3 = np.abs(mean_z-mean_vert[0])/std_z<=flag_level
1125 check4 = np.abs(mean_z-mean_vert[0])/err_vert[0]<=flag_level
1126
1127 flag = ’’
1128 for (i,check) in enumerate([check1,check2,check3,check4]):
1129 if not(check):
1130 flag+=str(i+1)
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1131
1132 if (check1 and check2 and check3 and check4):
1133 flag+=’0’
1134
1135 final_data[j,final_names.index(’flag’)]= np.int(flag)
1136
1137 # Finalize the plot ...
1138 try:
1139 for ax in [ax1,ax2]:
1140 ax.errorbar(mean_z,mean_q,xerr=std_z,yerr=std_q, elinewidth=2,
1141 ecolor=’k’,capthick=2,zorder=3)
1142 ax.plot(mean_z,mean_q,’*’,c=’w’, markeredgecolor=’k’,
1143 markersize=20, zorder=3)
1144 ax.set_xlabel(’12+log(O/H)’)
1145 ax.grid(True)
1146
1147 # Set the left plot to cover the full extent of the q-z plane
1148 ax1.set_xlim((my_lims[:2]))
1149 ax1.set_ylim((my_lims[2:]))
1150 ax1.set_ylabel(’log(q)’)
1151
1152 # Define the limits for the right plot - a zoomed-in version
1153 if len(all_my_z)>1:
1154 xlims2 = [np.max([np.min(all_my_z)-0.05,my_lims[:2][0]]),
1155 np.min([np.max(all_my_z)+0.05,my_lims[:2][1]])]
1156 ylims2 = [np.max([np.min(all_my_q)-0.05,my_lims[2:][0]]),
1157 np.min([np.max(all_my_q)+0.05,my_lims[2:][1]])]
1158 else:
1159 xlims2 = [np.max([np.min(all_my_z)-2*std_z,my_lims[:2][0]]),
1160 np.min([np.max(all_my_z)+2*std_z,my_lims[:2][1]])]
1161 ylims2 = [np.max([np.min(all_my_q)-2*std_q,my_lims[2:][0]]),
1162 np.min([np.max(all_my_q)+2*std_q,my_lims[2:][1]])]
1163
1164 ax2.set_xlim(xlims2)
1165 ax2.set_ylim(ylims2)
1166
1167
1168 # Plot the window of the right plot in the left one
1169 rectx = [np.min(all_my_z),np.max(all_my_z),np.max(all_my_z),
1170 np.min(all_my_z),np.min(all_my_z)]
1171 recty = [np.min(all_my_q),np.min(all_my_q),np.max(all_my_q),
1172 np.max(all_my_q),np.min(all_my_q)]
1173 ax1.plot(rectx,recty, ’k--’, lw = 2, markersize=5,zorder=1)
1174 ax2.plot(rectx,recty, ’k--’, lw = 2, markersize=5,zorder=1)
1175
1176
1177 ax2.set_aspect(’auto’)
1178 ax1.set_aspect(’auto’)
1179 ax1.locator_params(axis=’x’,nbins=5)
1180 ax2.locator_params(axis=’x’,nbins=5)
1181
1182 # Plot the colorbar
1183 cb_ax = plt.subplot(gs[0,:])
1184 cb = Colorbar(ax = cb_ax, mappable = kde, orientation=’horizontal’)
1185 # Colorbar legend
1186 cb.set_label(r’Joint Probability Density (normalized to peak)’,
1187 labelpad = -75)
1188 cb.ax.xaxis.set_ticks_position(’top’)
1189 cb.solids.set_edgecolor(’face’)
1190 # Draw the 1-sigma level (assuming gaussian = 61% of the peak)
1191 cb.add_lines(kde_cont)
1192
1193 if (savefig in [True, ’KDE_all’]) or ((savefig == ’KDE_flag’) and
1194 (np.int(flag) >0)):
1195 try:
1196 pname = data[’Name’][j]
1197 except:
1198 pname= ’’
1199
1200 savefn = plot_loc + ’k’+str(kappa)+’_’+pname+’_’+\
1201 KDE_method+’_’+np.str(srs)+’.’+save_fmt
1202 plt.savefig(savefn, bbox_inches=’tight’)
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1203
1204 if plot in [True, ’KDE’]:
1205 plt.show()
1206 else:
1207 plt.close()
1208
1209 except:
1210 pass
1211
1212
1213 # 5) Save the final data
1214 if output == ’txt’:
1215 fn_out = fn[:-4]+’_out_k’+str(kappa)+fn[-4:]
1216 space = ’ ’
1217 elif output == ’csv’:
1218 fn_out = fn[:-4]+’_out_k’+str(kappa)+’.csv’
1219 space = ’ , ’
1220
1221 file = open(fn_out,’w’)
1222 for name in final_names :
1223 file.write(name + space)
1224 file.write(’\n’)
1225
1226 for (k,line) in enumerate(final_data):
1227 for (j,element) in enumerate(line):
1228 if final_names[j] in rats:
1229 this_index = np.where(np.array(rats)== final_names[j])[0]
1230 # Don’t forget the columns I could not read !
1231 if types[this_index] == ’other’:
1232 #try: # if this fails, then there is only one spectrum !
1233 file.write(data[dnames[this_index]][k]+space)
1234 #except:
1235 #file.write(np.array([data[dtypes[this_index][0]]])[0]+space)
1236 else:
1237 file.write(str(np.around(element,decimals=decimals))+space)
1238 else:
1239 if final_names[j]==’flag’:
1240 file.write(str(np.int(element))+space)
1241 else:
1242 file.write(str(np.around(element,decimals=decimals))+space)
1243 file.write(’\n’)
1244
1245 file.close()
1246 dtime = dt.now()-starttime
1247 print ’All done in’,dtime.seconds,’s.’
1248 return final_names
1249
1250 # End of the World as we know it.
237
APPENDIX F
Interactive 3-D diagrams in Python:
a green dice example
1 # -*- coding: utf-8 -*-
2 #
3 # This script demonstrate how to create interactive 3-D models in Python using
4 # the Mayavi module.
5 #
6 # This script only scratches the surface of what Mayavi can do.
7 # See the module documentation for more details:
8 # http://docs.enthought.com/mayavi/mayavi/index.html
9 #
10 #
11 # Created by F. Vogt, January 2015, frederic.vogt@anu.edu.au
12 #
13
14 from mayavi import mlab
15
16 # Let’s make a green dice ...
17 # First, define the dice elements
18 xs = [0]
19 ys = [0]
20 zs = [0]
21 px = [0,
22 -0.25,-0.25,-0.25,0.25, 0.25,0.25,
23 -0.5, -0.5,-0.5, -0.5,-0.5,
24 0.5, 0.5,
25 0,-0.25,0.25,
26 -0.25, -0.25, 0.25, 0.25]
27 py = [0,
28 -0.25, 0, 0.25,-0.25, 0, 0.25,
29 0,-0.25,0.25, -0.25, 0.25,
30 -0.25,0.25,
31 -0.5, -0.5, -0.5,
32 0.5, 0.5, 0.5, 0.5]
33 pz = [-0.5,
34 0.5,0.5, 0.5, 0.5, 0.5,0.5,
35 0, -0.25, -0.25, 0.25, 0.25,
36 0.25, -0.25,
37 0,-0.25, 0.25,
38 -0.25,0.25, -0.25, 0.25]
39 pc = [0,
40 6,6,6,6,6,6,
41 5,5,5,5,5,
42 2,2,
43 3,3,3,
44 4,4,4,4,]
45
46
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47
48 # Then, create a Mayavi window
49 mlab.close(1)
50 mlab.figure(1,size=(1000,500))
51
52 # Add the cube
53 mlab.points3d(xs,ys,zs, scale_factor=1,scale_mode=’none’, color=(0,0.7,0),
54 mode=’cube’)
55
56 # A dark outline for the look
57 mlab.outline(color=(0,0,0),line_width = 2.0)
58
59 # The different counts on each face
60 mlab.points3d(px,py,pz,pc, scale_factor=0.2, scale_mode="none",
61 color=(1,1,1),mode=’sphere’)
62
63 # Export the model to WRL
64 #mlab.savefig(’green_dice.wrl’)
65 mlab.savefig(’green_dice.x3d’)
66
67 # And finally, display the dice
68 mlab.show()
69
70 # Alternatively, we can plot a slightly more complicated ’red dice’ with
71 # transparency, text and a colorbar
72 # Simply uncomment the lines below and run the code again to generate it.
73 ’’’
74 # Create a mayavi window
75 mlab.close(2)
76 mlab.figure(2,size=(1000,700))
77
78 # Add some inner spheres with transparency and the cube
79 mlab.points3d(xs,ys,zs, scale_factor=0.25,color=(1,0.5,0), mode= ’sphere’,
80 opacity=1)
81 mlab.points3d(xs,ys,zs, scale_factor=0.5,color=(1,1,1), mode= ’sphere’,
82 opacity=0.5)
83 mlab.points3d(xs,ys,zs, scale_factor=1,scale_mode=’none’, color=(0.7,0,0),
84 mode=’cube’, opacity=0.5)
85
86 # A dark outline for the look
87 mlab.outline(color=(0,0,0),line_width = 2.0)
88
89 # The different cube faces this time with some colors
90 mlab.points3d(px,py,pz, pc, scale_factor=0.2, scale_mode=’none’,
91 colormap="bone",mode=’sphere’)
92
93 # And the associated colorbar
94 mlab.colorbar(orientation="vertical",nb_labels=7)
95
96 # Finally add some text
97 mlab.text(0,0,"This is a dice",z=1)
98
99 # Export the model to X3D and WRL
100 mlab.savefig(’./red_dice.x3d’)
101
102 mlab.show()
103 ’’’
