Abstract-We introduce the Siegel upper half-space with its symplectic geometry as a framework for low-level image processing. We characterize properties of images with the help of six parameters: two spatial coordinates, the pixel value, and the three parameters of a symmetric positive-definite (SPD) matrix such as the metric tensor. We construct a mapping of these parameters into the Siegel upper half-space. From the general theory, it is known that there is a distance on this space that is preserved by the symplectic transformations. The construction provides a mapping that has relatively simply transformation properties under spatial rotations, and the distance values can be computed with the help of closed-form expressions which allow an efficient implementation. We illustrate the properties of this geometry by considering a special case where we compute for every pixel its symplectic distance to its four spatial neighbors and we show how spatial distances, pixel value changes, and texture properties are described in this unifying symplectic framework.
I. INTRODUCTION
G ROUP theoretical methods provide important tools for signal and image processing. In a general setting, one considers objects x in some set X and transformations g : X → X where the transformations g form a group G. In the earliest image processing applications, the elements x were points on a plane and the group G was the group of twodimensional (2-D) rotations or translations [1] . A generalization of the same type considers groups acting on points in higher dimensional spaces. A transformation group is a very general construction, and we mention a few examples relevant for signal processing: finite groups acting on grids [2] , permutation groups acting on histograms [3] , affine, shift-scale, and general linear groups acting on subspaces [4] , and Lorentz groups acting on conical color spaces or acting on chromaticity spaces represented by the unit disk [5] , in the context of information geometry and different imaging techniques one is studying transformation groups acting on the space of symmetric positive-definite (SPD) matrices [6] , and canonical transforms describing optical systems [7] . In the following, we consider the Siegel upper half-space together with the group of symplectic transformations and illustrate its usage in low-level image processing.
In the following, we will use boldface symbols for vectors and matrices and use x = (x, y) as a 2-D vector with the pixel coordinates. We will use 0 for matrices and vectors where all elements are zero, the size will be clear from the context. By diag(v), we denote the diagonal matrix with diagonal elements given by the vector v. In the usual definition of a 2-D grayvalued image I, it is a function I : x → I(x) with I(x) ≥ 0. We will extend this definition by considering triples of the form
where x is the coordinate vector, C(x) is a SPD 2 × 2 matrix, and I(x) is a positive scalar value. One motivation of this definition assumes that the process generating the image is a stochastic process and then x is the position as given by the current coordinate system, I(x) is the mean value (or simply the intensity value at this point), and C(x) is the covariance matrix of the gray value gradient of this process. This is by now a very common construction (see [8, Ch. 4] for an application in the context of corner detection).
From the construction, we can see that a translation of the origin of the spatial coordinate system (by a translation vector t) takes the simple form
The transformation properties under a rotation R are more complicated. In the case of the gradient covariance, we find that
where R is the transpose of R as usual.
In the following, we will describe how this approach can be modeled in an abstract group theoretical framework. The starting point of the construction is the observation that the SPD 2 × 2 matrices form the imaginary part of the Siegel upper half-space H(2) (to be introduced later). We assume that all intensity values I(x) > 0 are strictly positive. We can therefore construct a new SPD 3 × 3 matrix which contains the original 2 × 2 matrix in the upper left corner and I(x) in the lower right corner. By construction, the new matrix is also SPD and therefore an element of the imaginary part of the Siegel upper half-space H(3). Finally, we encode the position vector x in the real part of a point in the Siegel upper half-space and we have therefore constructed a description of (x, C(x), I(x)) as one point Z in H(3).
We will then introduce the symplectic group Sp(2n) as the transformation group that acts on the upper half-space H(n). One advantage of this construction is the fact that all tools and results from symplectic geometry can be applied to solve image processing problems. We will illustrate this with one example: distance measurements between two points Z 1 and Z 2 in the upper half-space representing two image patches. From the general theory, it is known that there is a distance measure D(Z 1 , Z 2 ) that is invariant under simultaneous symplectic 1070-9908 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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transformation of point pairs. With the help of this distance measure, we can compute the difference or similarity between two points in a way that includes the positions, the intensity values, and the covariance matrices at both points.
In the next section, we will first collect the basic facts and results from the theory of Siegel half-spaces and symplectic geometry. We will then describe how to map the image descriptors to the upper half-space and discuss some practical implementation details. Using a few examples, we will illustrate some basic properties of the general theory.
II. SIEGEL UPPER HALF-SPACE AND SYMPLECTIC GEOMETRY
We now introduce the upper half-space H(n) and its group theoretically defined geometry. We will only summarize the main facts. The relevant results are derived in [9] and we will follow the notations used there. Other useful books are [10] and from a slightly different point of view [11] . For a description of symplectic geometry and its applications, see [12] .
The Siegel upper half-space H(n) is defined as the space of symmetric complex matrices Z = X + iY of size n × n with positive-definite imaginary part Y. For a matrix M, the transpose is denoted by M and Z is the conjugate complex of Z. For a real matrix M and arbitrary matrix L, we define
The geometry of the upper half-space H(n) can be described with the help of the symplectic group Sp(2n), defined as follows: we denote the n × n identity matrix by E and define the 2n × 2n matrix J as
Here and in the following, we will use block matrix notation and the 0 in the previous definition stands thus for a n × n matrix consisting of zeros. The elements M ∈ Sp(2n) are defined as the solutions of the equation
Writing an element M ∈ Sp(2n) in block-matrix form, we get [9, eq. (7)]
M =
A B C D with:
For an element M ∈ Sp(2n) (with the usual block-matrix structure) and Z ∈ H(n), we define the symplectic map as
This defines a one-to-one mapping of H(n) onto itself, and Theorem 1 in [9] states that every analytic mapping of H(n) is symplectic. One can also show that
Finally, we introduce a metric on H(n) that is invariant under symplectic maps: For any two points, Z, Z 1 ∈ H define the generalization of the cross ratio
Some important properties of the metric on H(n) are (see 
where we define ρ ν = 1 + √ r ν / 1 − √ r ν . 
5) All geodesics on H(n)

III. SIEGEL DESCRIPTORS
We will now construct a mapping of the descriptors (x, C(x), I(x)) = x, C, I) to a point Z ∈ H(3). We will call such a point Z a Siegel descriptor.
The matrix C is SPD. We also assumed that the intensity I is strictly positive. We can therefore construct the matrix
For the position vector x = r(cos α, sin α), we define the real symmetric matrix X 2 (which is essentially a combination of a reflection and a rotation)
The Siegel descriptor is now defined as
Z(x, C, I) = X(x) + iY(C, I)
with
Two special types of symplectic matrices are the following equations:
with symmetric S and rotation matrix Q. This follows from (2) using simple calculations for the cases A = D = E, C = 0, and B = C = 0 and Q a rotation matrix. The first matrix defines a (real) shift on H(n), and the second matrix gives
For a block-diagonal three-dimensional (3-D) rotation matrix Q of the form Q = R 0 0 1 and a Siegel descriptor Z(x, C, I) we see that M Q leaves I untouched and maps C to C[R] as desired. For the real part, we find, however, that
where β is the rotation angle characterizing R. Instead of the simple rotation x → Rx, we get thus a rotation with a double angle 2β.
For the distance between two Siegel descriptors, one can see that it is essentially an independent combination of the distance in the two-parameter Siegel upper half-space (defined by x and C) and the logarithmic distance in the third (intensity) parameter. For two Siegel descriptors
where the first two terms are computed from the two-parameter case [see (3)]. The fact that the distance depends only on the ratio of the two intensity values follows also from the observation that the symplectic matrices with zero blocks B = C = 0 and diagonal matrix A = diag(1, 1, γ) act as scaling with factor γ on the intensity part of the Siegel descriptor. Since the distance is invariant to simultaneous scalings of two descriptors, we find that the distance depends only on the ratio.
IV. IMPLEMENTATION AND ILLUSTRATIONS
This definition of the Siegel descriptors has the advantage that eigenvalue computations are only necessary for 2 × 2 matrices for which closed-form expressions are available. All numerical computations, like the cross-ratio and eigenvalue computations, can be parallelized. In our experiments, the two positivity conditions are enforced as follows: at points x for which I(x) is exactly zero we replace I with the minimum nonzero value over the whole image. For singular matrices C(x), we replace it with the nearest already computed nonsingular C.
The definition of the Siegel descriptors involves two, more or less arbitrary, scaling factors c X and c Y since we could also use x → c X X and (C, I) → c Y Y in the construction of the descriptors. Scaling the intensity part has no effect on the distance computations since only ratios of intensities are used. In our implementation, we use always a weight factor of one for the part depending on C and use weight factors c x and c I to control the influence of the other two descriptors relative to the matrix descriptor.
Apart from these constants, one has to choose the pair of gradient filters and the region over which the covariance matrix and the mean intensity values are computed. In our experiments, we choose the Sobel filters and quadratic regions around the pixel of interest. In the illustrations, we use squares of side lengths five and 19. The following experiments consist of two steps: first, we map all pixels to Siegel descriptors. For a descriptor Z, we then select its four nearest descriptors W k , k = 1, . . . , 4 and compute the distance values d k = D(Z, W k ). The final distance value is then computed as the Euclidean length of this distance vector d = (d1, d2, d3, d4) . Images of these distance images are shown in the following figures. As a last comment regarding these figures, we mention that very homogeneous or very black regions may produce very large distance values d. We therefore truncated the distance values with the value of the 0.995 quantile. These truncated and normalized images are shown in the result images. Fig. 1 shows the original image which is of size 600 × 600 pixels with 16 bits/pixel gray value (available at http://testimages.tecnick.com and described in [13] ). For an averaging window of size 5 × 5 and constants c x = c I = 0 representing the C part only, we obtain the image shown in Fig. 2 . The selection of the constants c x , c I depends on the usage of the distance measure in later processing steps. Here, we selected very high values (chosen based on the statistical properties of the eigenvalues and the gray values) to illustrate the effect of these constants. In Fig. 3 , we used c x = 0 and c I = 500. The large value of the intensity weight leads to distances that mainly represent the gray value differences between neighboring pixels. In Fig. 4 , we used c x = 500, c I = 0 illustrating the influence of the position variable. Compared with the previous results, one can see that in this image, the path in the top of the image is clearly visible as a light band.
In the final example, Fig. 5 , we use c x = 500, c I = 500, and a large square with 19 × 19 pixels for the statistical computations. We see that the overall impression of the result is similar to the one obtained with parameters c x = 500, c I = 0, and that the image is blurred because of the large region size.
V. SUMMARY AND CONCLUSION
We introduced the symplectic geometry of the Siegel upper half-space as a tool with which basic properties of an image, like the location of pixels, gray values, and the correlations between pixels can be investigated in a unified framework. We constructed a mapping which includes both principal component analysis of the covariance matrix, simple transformation rules of the position part and which leads automatically to a logarithmic description of the intensities which also characterizes perception as modeled in the Weber Fechner law. Here, we only described one application based on the existence of an invariant distance on this space, but considering the fundamental role of symplectic geometry in theoretical physics and mathematics, we expect that many other applications in signal processing can be found.
