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Let A = Fq[t] denote the ring of polynomials over the ﬁnite
ﬁeld Fq . We denote by e a certain non-trivial character of the
ﬁeld of formal power series in terms of 1/t over Fq . For a monic
g ∈ A and a polynomial G(x1, . . . , xd) ∈ A[x1, . . . , xd], we deﬁne
S(G; g) = ∑x e(G(x)/g) where x runs over (A/(g))d . In this pa-
per, we prove that if G(x1, . . . , xd) is a homogeneous polynomial of
degree k and if the g.c.d. of g and the coeﬃcients of G is 1, then
S(G; g)  〈g〉d− 12k + , where 〈g〉 = qdeg g and  is a small positive
constant.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Z denote the ring of integers. For a positive integer N and a polynomial f (x1, . . . , xd) ∈
Z[x1, . . . , xd], we may deﬁne a rational multiple exponential sum by
S( f ;N) =
N∑
x1=1
· · ·
N∑
xd=1
e
(
f (x1, . . . , xd)
N
)
,
where e(z) = e2π iz . In the case when d = 1, Weyl [9] ﬁrst obtained estimates for S( f ;N) in work
on uniform distribution. In the general case when d  2, Titchmarsh [7] ﬁrst investigated multiple
exponential sums in work on Epstein’s zeta function. In addition, estimates for S( f ;N) are required
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36 X. Zhao / Finite Fields and Their Applications 18 (2012) 35–55for many applications of the Hardy–Littlewood circle method (see, for example, [4–6]). Suppose that
the coeﬃcients of the polynomial f (x1, . . . , xd) are prime to N and that the degree of f (x1, . . . , xd) in
each variable does not exceed n. In [1], Arkhipov, Karatsuba, and Chubarikov showed that
S( f ;N) n,d, Nd− 1n + .
Let A = Fq[t] be the ring of polynomials over the ﬁnite ﬁeld Fq of q elements. Because A has
many arithmetic properties in common with Z, we now consider a polynomial analogue of the above
question. Write K∞ = Fq((1/t)) for the ﬁeld of formal power series in terms of 1/t over Fq . We may
write each element α ∈ K∞ in the shape α =∑in aiti for some n ∈ Z and coeﬃcients ai = ai(α) ∈ Fq
(i  n). We deﬁne ordα to be the largest integer i for which ai(α) = 0 and write 〈α〉 = qordα . Also,
we adopt the convention that 〈0〉 = 0. Let p be the characteristic of Fq . Let tr : Fq → Fp denote the
familiar trace map. Also let eq : Fq → C× be a non-trivial additive character deﬁned for each a ∈ Fq
by taking eq(a) = e(tr(a)/p), where e(z) = e2π iz . The exponential function e : K∞ → C× is induced
by deﬁning, for each element α =∑in aiti ∈ K∞ , the value of e(α) to be eq(a−1). We see from [3,
Lemma 1] that the exponential function e : K∞ → C× is a non-trivial character of K∞ and satisﬁes
the properties required for the Hardy–Littlewood circle method.
Let k ∈ N = {0,1,2, . . .} with p  k. Let b, g ∈ A with gcd(b, g) = 1 and g monic. To study Waring’s
problem in A, Kubota [3] proved that
∑
x (mod g)
e
(
bxk
g
)
k, 〈g〉1− 1k ,
where 〈g〉 = qdeg g . In order to investigate the polynomial analogue of multidimensional Waring’s
problem, we need to estimate
∑
x1 (mod g)
· · ·
∑
xd (mod g)
e
(
G(x1, . . . , xd)
g
)
where G(x1, . . . , xd) is a homogeneous polynomial over A. In this paper, by applying the methods
introduced in [1, Section 2.1] and [8, Chapter 3], we prove the following theorem.
Theorem 1.1. Let k ∈ N = {0,1,2, . . .} with p  k. For each d-tuple (i1, . . . , id) ∈ Nd with i1 + · · · + id = k, let
ai1,...,id ∈ A. Deﬁne
G(x1, . . . , xd) =
∑
i1+···+id=k
ai1,...,id x
i1
1 · · · xidd .
For each monic g ∈ A, deﬁne
S(G; g) =
∑
x1 (mod g)
· · ·
∑
xd (mod g)
e
(
G(x1, . . . , xd)
g
)
.
Let a = {ai1,...,id | i1 + · · · + id = k}. If gcd(a, g) = 1, then
∣∣S(G; g)∣∣ (k + 2)(k+2)dω(g)Ω(g)d−1〈g〉d− 12k ,
where 〈g〉 = qdeg g , ω(g) is the number of distinct monic irreducible divisors of g, and Ω(g) is the number of
distinct monic divisors of g.
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∣∣S(G; g)∣∣k,d, 〈g〉d− 12k + .
When we study multidimensional Waring’s problem in A via the circle method, this corollary can
be applied to bound certain singular series from above (for more details, see [11, Lemma 26]). In
addition, we expect that in the exponent d − 12k +  , 2k may decrease to k if one employs other
techniques. This is a project we will return to in the future.
2. Preliminaries
Fix a monic irreducible polynomial w ∈ A. For a ∈ A \ {0}, deﬁne τ (a) to be the greatest integer τ
for which wτ divides a. We also adopt the convention that τ (0) = ∞. For ϕ(x) = anxn+· · ·+a1x+a0 ∈
A[x], deﬁne
τ (ϕ) = min
0in
τ (ai),
and
indϕ = max{ j ∣∣ 0 j  n, τ (a j) = τ (ϕ)}.
In this context, we write ϕ′(x) = nanxn−1 + · · · + 2a2x+ a1.
Lemma 2.1. Let ϕ(x) ∈ A[x] \ {0} be of degree n such that τ (ϕ) = 0 and ϕ(0) = 0. For λ ∈ A, let
ψλ(x) = ϕ(wx+ λ) − ϕ(λ).
Suppose that ϕ′ = 0. The following hold.
(1) 1 τ (ψλ) n and τ (ψ ′λ) n + τ (ϕ′).
(2) indψ ′λ  indϕ′ .
(3) Let λ1, λ2 ∈ A. If indψ ′λ1 = indϕ′ and ϕ′(λ2) ≡ 0 (mod wτ (ϕ
′)+1), then λ1 ≡ λ2 (mod w).
Proof. This lemma follows from similar arguments as in [8, Chapter 3]. For more details, see [11,
Lemma 15]. 
Lemma 2.2. Let ϕ(x) ∈ A[x] \ {0} be of degree n. For u, v ∈ N with u  v > n, let
Nu,v(ϕ) =
{
a
(
mod wu
) ∣∣ a ∈ A, τ (ϕ(a)) v + τ (ϕ)}.
Then
cardNu,v(ϕ) 〈w〉n+1+u− vn .
Proof. This lemma follows from a similar argument as in [1, Section 2.1]. For more details, see [11,
Lemma 16]. 
Lemma 2.3. The exponential function e : K∞ → C× has the following properties.
(1) e(α + β) = e(α)e(β).
(2) e(x) = 1, if x ∈ A.
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1
〈g〉
∑
x mod g
e
(
ax
g
)
=
{
1, if g | a,
0, if g  a.
Proof. This is part of [3, Lemma 1]. 
Lemma 2.4. Let ϕ(x) ∈ A[x] be of degree n such that τ (ϕ − ϕ(0)) = 0. For l ∈ N, deﬁne
S
(
ϕ;wl)= ∑
x (mod wl)
e
(
ϕ(x)
wl
)
.
Suppose that ϕ′ = 0. Then for all l ∈ N with l > 2τ (ϕ′) + 1, we have
∣∣S(ϕ;wl)∣∣< nn〈w〉l(1− 12n )+ τ (ϕ′)n .
Proof. Note that
∣∣S(ϕ;wl)∣∣= ∣∣S(ϕ − ϕ(0);wl)∣∣.
Without loss of generality, we assume that ϕ(0) = 0. For λ ∈ A, deﬁne
ψλ(x) = ϕ(wx+ λ) − ϕ(λ) and τλ = τ (ψλ).
Further deﬁne gλ(x) ∈ A[x] by
ψλ(x) = wτλ gλ(x).
We then have
deg gλ = n, gλ(0) = 0, τ (gλ) = 0, and g′λ = 0.
By Lemma 2.1, we obtain
1 τλ  n and τλ + τ
(
g′λ
)= τ (ψ ′λ) n + τ (ϕ′). (1)
Fix l ∈ N with l > 2τ (ϕ′) + 1. For λ ∈ A, deﬁne
Sλ =
∑
x (mod wl)
x≡λ (mod w)
e
(
ϕ(x)
wl
)
.
Note that
|Sλ| =
∣∣∣∣ ∑
y (mod wl−1)
e
(
ϕ(wy + λ) − ϕ(λ)
wl
)∣∣∣∣=
∣∣∣∣ ∑
y (mod wl−1)
e
(
wτλ gλ(y)
wl
)∣∣∣∣.
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|Sλ| 〈w〉l−1. (2)
If l > n, by (1), we have l > τλ . Write
S
(
gλ;wl−τλ
)= ∑
y (mod wl−τλ )
e
(
gλ(y)
wl−τλ
)
.
It follows from Lemma 2.3 that
|Sλ| = 〈w〉τλ−1
∣∣S(gλ;wl−τλ)∣∣. (3)
Next, we shall relate S(ϕ;wl) to Sλ . For convenience, write σ = τ (ϕ′). Since l > 2σ + 1, we have
Sλ =
∑
y (mod wl−σ−1)
y≡λ (mod w)
∑
z (mod wσ+1)
e
(
ϕ(y + wl−σ−1z)
wl
)
=
∑
y (mod wl−σ−1)
y≡λ (mod w)
∑
z (mod wσ+1)
e
(
ϕ(y) + ϕ′(y)wl−σ−1z
wl
)
=
∑
y (mod wl−σ−1)
y≡λ (mod w)
e
(
ϕ(y)
wl
) ∑
z (mod wσ+1)
e
(
ϕ′(y)z
wσ+1
)
.
Suppose that ϕ′(λ) ≡ 0 (mod wσ+1). For each y ≡ λ (mod w), we have
ϕ′(y) ≡ ϕ′(λ) ≡ 0 (mod wσ+1).
It then follows from Lemma 2.3(3) and the above estimates that Sλ = 0. Let {λ1, . . . , λh} be a complete
set of representatives of
{
λ (mod w)
∣∣ ϕ′(λ) ≡ 0 (mod wσ+1)}.
We ﬁnd that
S
(
ϕ;wl)= h∑
i=1
Sλi . (4)
By Lemma 2.1(2), we divide into two cases.
Case 1: Suppose that there exists some λi such that indψ ′λi = indϕ′ . By Lemma 2.1(3), we have
λ j ≡ λi (mod w) (1 j  h). Thus, h = 1 and (4) can be reduced to
S
(
ϕ;wl)= Sλi . (5)
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′ (1 i  h). Then
ind g′λi = indψ ′λi < indϕ′ (1 i  h). (6)
Since there are at most (n − 1) different λ (mod w) with ϕ′(λ) ≡ 0 (mod wσ+1), it follows from (4)
that
∣∣S(ϕ;wl)∣∣ n max
1ih
|Sλi |. (7)
If l n, from (2), (5) and (7), it follows that
∣∣S(ϕ;wl)∣∣ n〈w〉l−1  n〈w〉l(1− 1n ). (8)
If l > n, on applying (3), (5) and (7), we can relate S(ϕ;wl) to a similar sum S(gλ;wl−τλ ). More
precisely, suppose that this procedure is repeated m times and we obtain S(gi;wli ) and τi (1 i m)
which satisfy the following properties as in (1):
deg gi = n, gi(0) = 0, τ (gi) = 0, g′i = 0,
1 τi  n, τi + τ
(
g′i
)
 n + τ (g′i−1), li = li−1 − τi,
l j >max
{
2τ
(
g′j
)+ 1,n} (0 j <m), lm max{2τ (g′m)+ 1,n}, (9)
where g0 = ϕ and l0 = l. Note that Case 2 occurs less than n times because of the inequality (6).
Therefore, from (3), (5) and (7), we have
S
(
ϕ;wl) nn−1〈w〉τ1+···+τm−m∣∣S(gm;wlm)∣∣. (10)
We now consider the situation when lm  2τ (g′m) + 1. By (9), we have
l − τ1 − · · · − τm = lm  2τ
(
g′m
)+ 1,
i.e.,
τ1 + · · · + τm + 2τ
(
g′m
)
 l − 1. (11)
Furthermore, since τi + τ (g′i) n + τ (g′i−1), we deduce that
τ1 + · · · + τm + τ
(
g′m
)
mn + τ (ϕ′). (12)
On combining (9), (11) with (12), we ﬁnd that
2mn + 2τ (ϕ′) 2(τ1 + · · · + τm) + 2τ (g′m) 1+ l − 1 = l.
Thus,
m l − τ (ϕ
′)
.
2n n
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∣∣S(ϕ;wl)∣∣ nn−1〈w〉τ1+···+τm−m+lm = nn−1〈w〉l−m
< nn〈w〉l(1− 12n )+ τ (ϕ
′)
n . (13)
It remains to treat the case when 2τ (g′m) + 1< lm  n. On applying (8) to S(gm;wlm ), we have
∣∣S(gm;wlm)∣∣ n〈w〉lm−1. (14)
Since 1 τi  n, we have l − lm = τ1 + · · · + τm mn. Thus,
l − n
n
 l − lm
n
m, i.e., l
n
m + 1.
From (10), (14) and the above inequality, it follows that
∣∣S(ϕ;wl)∣∣ nn〈w〉τ1+···+τm−m+lm−1 = nn〈w〉l−m−1  nn〈w〉l(1− 1n ). (15)
By combining (8) with (13) and (15), the lemma follows. 
Lemma 2.5. Let p be the characteristic of Fq. Let n ∈ N with n > 0. Let M = { j ∈ N | j  n, p  j} and
m = cardM. For each j ∈ M, write
f j(x1, . . . , x2m) = x j1 + · · · + x jm − x jm+1 − · · · − x j2m.
For every irreducible element w ∈ A, write
Sw =
{
(z1, . . . , z2m) (mod w)
∣∣ f j(z1, . . . , z2m) ≡ 0 (mod w) ( j ∈ M)}.
Then
card Sw  n2m(m + 2)〈w〉m.
Proof. We denote by rk Jac(f; z;w) the rank of the following matrix over the ﬁeld A/(w)
(
∂ f j
∂xi
(z)
)
j∈M, 1i2m
.
Let N1 denote the number of z= (z1, . . . , z2m) (mod w) in Sw with rk Jac(f; z;w) =m. It follows from
Proposition A.1 in Appendix A that
N1 
(2m)!
m!m!
( ∏
j∈M
j
)
〈w〉m  2n2m〈w〉m.
Let N2 denote the number of z= (z1, . . . , z2m) (mod w) with rk Jac(f; z;w) <m. Then
card Sw  N1 + N2.
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C = {c = (c j) j∈M (mod w) ∣∣ ∃ j ∈ M such that c j ≡ 1 (mod w)}.
Then
cardC m〈w〉m−1. (16)
For each c ∈ C , write
gc(x) =
∑
j∈M
c j jx
j−1.
Since gc(x) is a non-trivial polynomial in A/(w)[x], we have
card
{
z (mod w)
∣∣ g(z) ≡ 0 (mod w)}< n. (17)
Let z = (z1, . . . , z2m) (mod w) satisfy rk Jac(f; z;w) <m. There must exist c ∈ C such that
∑
j∈M
c j
∂ f j
∂xi
(z) ≡ 0 (mod w) (1 i  2m).
Note that
∂ f j
∂xi
(x1, . . . , x2m) =
{
jx j−1i , if 1 i m,
− jx j−1i , ifm + 1 i  2m.
We then have
gc(zi) =
∑
j∈M
c j jz
j−1
i ≡ 0 (mod w) (1 i  2m).
We deduce from (16) and (17) that
N2 
∑
c∈C
card
{
(z1, . . . , z2m) (mod w)
∣∣ gc(zi) ≡ 0 (mod w) (1 i  2m)}
< n2m cardC
 n2mm〈w〉m−1.
On combining the above estimates, we have
card Sw  N1 + N2  n2m(m + 2)〈w〉m.
This completes the proof of the lemma. 
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Let S(ϕ;wl) be deﬁned as in Lemma 2.4. Then for all l ∈ N \ {0}, we have
∣∣S(ϕ;wl)∣∣< (n + 2)n+2〈w〉l(1− 12n ).
Proof. Note that
∣∣S(ϕ;wl)∣∣= ∣∣S(ϕ − ϕ(0);wl)∣∣.
Without loss of generality, we assume that ϕ(0) = 0. Since w  an and p  n, we have ϕ′ = 0 and
τ (ϕ) = τ (ϕ′) = 0. It follows from Lemma 2.4 that for all l 2,
∣∣S(ϕ;wl)∣∣< nn〈w〉l(1− 12n ).
It remains to show that the lemma holds for l = 1. For each a ∈ A, write
B∗(a) = {c ∈ A/(w) ∣∣ ancn ≡ a (mod w)},
and
B(a) =
{B∗(a), if B∗(a) = ∅,
{0}, otherwise.
Write
M1 = {i ∈ N | i < n, p | i}, M2 = { j ∈ N | j < n, p  j}, and M = { j ∈ N | j  n, p  j}.
Also, write m = cardM. For b j ∈ A ( j ∈ M2), a ∈ A, and c ∈ B(a), write
φ(x;a; c;b) = axn +
∑
i∈M1
aic
ixi +
∑
j∈M2
b jx
j .
For each a ∈ A, write λ(a) for an element in B(a) such that
∑
b j (mod w)
j∈M2
∣∣∣∣ ∑
x (mod w)
e
(
φ(x;a;λ(a);b)
w
)∣∣∣∣
2m
= max
c∈B(a)
∑
b j (mod w)
j∈M2
∣∣∣∣ ∑
x (mod w)
e
(
φ(x;a; c;b)
w
)∣∣∣∣
2m
.
Let x= (x1, . . . , xm) and y = (y1, . . . , ym). For each 1 j  n, write
X j = x j1 + · · · + x jm and Y j = y j1 + · · · + y jm.
Note that if X j ≡ Y j (mod w) ( j ∈ M2), then Xi ≡ Yi (mod w) (i ∈ M1). We have from Lemma 2.3
and the above arguments that
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a (mod w)
∑
b j (mod w)
j∈M2
∣∣∣∣ ∑
x (mod w)
e
(
φ(x;a;λ(a);b)
w
)∣∣∣∣
2m
=
∑
a,b,x,y (mod w)
e
(
a(Xn − Yn) +∑i∈M1 aiλ(a)i(Xi − Yi)
w
) ∏
j∈M2
e
(
b j(X j − Y j)
w
)
=
∑
a,x,y (mod w)
e
(
a(Xn − Yn) +∑i∈M1 aiλ(a)i(Xi − Yi)
w
) ∏
j∈M2
( ∑
b j (mod w)
e
(
b j(X j − Y j)
w
))
= 〈w〉m−1
∑
x,y (mod w)
X j≡Y j (mod w)
j∈M2
∑
a (mod w)
e
(
a(Xn − Yn)
w
) ∏
i∈M1
e
(
aiλ(a)i(Xi − Yi)
w
)
= 〈w〉m card Sw ,
where Sw = {(x,y) (mod w) | X j ≡ Y j (mod w) ( j ∈ M)}. By Lemma 2.5, we have
card Sw  n2m(m + 2)〈w〉m.
Let b j ∈ A ( j ∈ M2), a ∈ A, and c ∈ B(a). Since w  an , we have
card
{
b (mod w)
∣∣ ϕ(bx) ≡ φ(x;a, c;b) (mod w)}
 card
{
b (mod w)
∣∣ anbn ≡ a (mod w)}
 n.
Similarly, cardB(a) n. On combining Lemmas 2.3(1) and 2.3(2) with the above estimates, we deduce
that
∑
b ≡0 (mod w)
∣∣∣∣ ∑
x (mod w)
e
(
ϕ(bx)
w
)∣∣∣∣
2m
 n
∑
a,c (mod w)
c∈B(a)
∑
b j (mod w)
j∈M2
∣∣∣∣ ∑
x (mod w)
e
(
φ(x;a; c;b)
w
)∣∣∣∣
2m
 n2
∑
a (mod w)
∑
b j (mod w)
j∈M2
∣∣∣∣ ∑
x (mod w)
e
(
φ(x;a;λ(a);b)
w
)∣∣∣∣
2m
 n2m+2(m + 2)〈w〉2m.
Note that if gcd(b,w) = 1, then
∑
x (mod w)
e
(
ϕ(bx)
w
)
=
∑
x (mod w)
e
(
ϕ(x)
w
)
= S(ϕ;w).
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(〈w〉 − 1)∣∣S(ϕ;w)∣∣2m  n2m+2(m + 2)〈w〉2m.
Since 〈w〉 2 and 1m n, we have
∣∣S(ϕ;w)∣∣ n1+ 1m (2(m + 2)) 12m 〈w〉1− 12m
 (n + 2)n+2〈w〉1− 12n .
This completes the proof of the lemma. 
3. Small moduli
Fix a monic irreducible polynomial w ∈ A. Let the function τ (·) be deﬁned as in Section 2. Let
F (x1, . . . , xd) be a non-zero polynomial over A such that the degree of F in each variable is less
than n. In this section, we aim to estimate the exponential sums
S
(
F ;wl)= ∑
x1 (mod wl)
· · ·
∑
xd (mod wl)
e
(
F (x1, . . . , xd)
wl
) (
l ∈ N \ {0}) (18)
when 〈w〉 n.
Lemma 3.1. Let ϕ(x) ∈ A[x] be of degree n such that τ (ϕ − ϕ(0)) = 0. Deﬁne S(ϕ;wl) as in (18). Suppose
that ϕ′ = 0. If 〈w〉 n, then for all l ∈ N \ {0}, we have
∣∣S(ϕ;wl)∣∣< nn〈w〉l(1− 12n )+ τ (ϕ′)n .
Proof. From Lemma 2.4, it follows that the result is true for all l > 2τ (ϕ′) + 1. When 1  l 
2τ (ϕ′) + 1, since 〈w〉 n, we have
∣∣S(ϕ;wl)∣∣ 〈w〉l = 〈w〉l(1− 12n )+ l2n < nn〈w〉l(1− 12n )+ τ (ϕ′)n .
This completes the proof of the lemma. 
Lemma 3.2. Let n ∈ N \ {0}. For each d-tuple (i1, . . . , id) ∈ Nd with 0 i1, . . . , id  n, let ai1,...,id ∈ A. Deﬁne
F (x1, . . . , xd) =
∑
0i1,...,idn
ai1,...,id x
i1
1 · · · xidd
and
τ˜ (F ) = min{τ (ai1,...,id ) ∣∣ 0 i1, . . . , id  n, (i1, . . . , id) = (0, . . . ,0)}.
Let p be the characteristic of Fq. Suppose that there exists j = ( j1, . . . , jd) such that aj = 0 and p  ji for some
i with 1 i  d. Let τj = τ (aj). If τ˜ (F ) = 0 and 〈w〉 n, then for all l ∈ N \ {0}, we have
∣∣S(F ;wl)∣∣ (l + 1)d−1nd(n+1)〈w〉l(d− 12n )+ τjn ,
where S(F ;wl) is deﬁned as in (18).
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there exists a non-zero a j with p  j, we have F ′(x) = 0 and τ (F ′) τ j . For all l  1, it follows from
Lemma 3.1 that
∣∣S(F ;wl)∣∣ nn〈w〉l(1− 12n )+ τ jn .
Suppose that the lemma holds for d − 1 with d 2. Consider the case of d variables. If l τj + n + 1,
since 〈w〉 n, we have
∣∣S(F ;wl)∣∣ 〈w〉ld = 〈w〉l(d− 12n )+ l2n  n〈w〉l(d− 12n )+ τj2n . (19)
It remains to consider the case when l > τj + n + 1. Without loss of generality, assume that p  j1.
Deﬁne
ϕi1,...,id−1(xd) =
n∑
id=0
ai1,...,id x
id
d (0 i1, . . . , id−1  n),
and
S(xd) =
∣∣∣∣ ∑
x1 (mod wl)
· · ·
∑
xd−1 (mod wl)
e
(
F (x1, . . . , xd−1, xd)
wl
)∣∣∣∣.
For each u ∈ N, write
Nu =
{
xd ∈ A
∣∣ τ (ϕ j1,..., jd−1(xd))= u and deg xd < deg(wl)},
and
Su =
∑
xd∈Nu
S(xd). (20)
Let
Γ1 =
∑
uτj+n
Su, Γ2 =
∑
τj+n<u<l
Su, and Γ3 =
∑
ul
Su .
Then
∣∣S(F ;wl)∣∣ Γ1 + Γ2 + Γ3. (21)
For xd ∈ A, let
μ(xd) = min
{
τ
(
ϕi1,...,id−1(xd)
) ∣∣ 0 i1, . . . , id−1  n, (i1, . . . , id−1) = (0, . . . ,0)}.
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S(xd) =
∣∣∣∣ ∑
x1 (mod wl)
· · ·
∑
xd−1 (mod wl)
e
(
w−μ(xd)F (x1, . . . , xd−1, xd)
wl−μ(xd)
)∣∣∣∣
=
∣∣∣∣ ∑
x1 (mod wl)
· · ·
∑
xd−1 (mod wl)
e
(∑
0i1,...,id−1n x
i1
1 · · · xid−1d−1(w−μ(xd)ϕi1,...,id−1(xd))
wl−μ(xd)
)∣∣∣∣.
If xd ∈ Nu with 0 u  l − 1, then 0μ(xd) u,
τ
(
w−μ(xd)ϕ j1,..., jd−1(xd)
)= u − μ(xd),
and
min
{
τ
(
w−μ(xd)ϕi1,...,id−1(xd)
) ∣∣ 0 i1, . . . , id−1  n, (i1, . . . , id−1) = (0, . . . ,0)}= 0.
By the induction hypothesis, we have
S(xd)
(
l − μ(xd) + 1
)d−2 · n(d−1)(n+1) · 〈w〉(l−μ(xd))(d−1− 12n )+ u−μ(xd)n
 (l + 1)d−2 · n(d−1)(n+1) · 〈w〉l(d−1− 12n )+ un . (22)
For each u with 0 u  τj + n, since cardNu  〈w〉l and 〈w〉 n, by (22) we have
Γ1 =
τj+n∑
u=0
Su 
τj+n∑
u=0
(l + 1)d−2 · n(d−1)(n+1) · 〈w〉l(d−1− 12n )+ un · 〈w〉l
 (τj + n + 1) · (l + 1)d−2 · nd(n+1) · 〈w〉l(d− 12n )+
τj
n . (23)
For each u with τj + n < u  l − 1, since τ (ϕ j1,..., jd−1 ) τ (aj) = τj , we have
u − τ (ϕ j1,..., jd−1) u − τj > n. (24)
Noting that
Nu ⊆
{
xd
(
mod wl
) ∣∣ τ (ϕ j1,..., jd−1(xd)) u},
we deduce from Lemma 2.2 and (24) that
cardNu  〈w〉n+1+l−
u−τj
n  nn+1 · 〈w〉l− un +
τj
n . (25)
It follows from (20), (22), and (25) that
Γ2 =
l−1∑
u=τj+n+1
Su 
l−1∑
u=τj+n+1
(l + 1)d−2 · n(d−1)(n+1) · 〈w〉l(d−1− 12n )+ un · nn+1 · 〈w〉l− un +
τj
n
 (l − 1− τj − n) · (l + 1)d−2 · nd(n+1) · 〈w〉l(d− 12n )+
τj
n . (26)
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⋃
ul
Nu ⊆
{
xd
(
mod wl
) ∣∣ τ (ϕ j1,..., jd−1(xd)) (l − τj) + τ (ϕ j1,..., jd−1)}.
Since l − τj > n + 1, it follows from Lemma 2.2 that
card
⋃
ul
Nu  nn+1〈w〉l− ln+
τj
n .
Observing that S(xd) 〈w〉l(d−1) , we have
Γ3  〈w〉l(d−1) · nn+1〈w〉l− ln+
τj
n  (l + 1)d−2nd(n+1)〈w〉l(d− 12n )+
τj
n . (27)
By combining (21), (23), (26), and (27), we obtain
∣∣S(F ;wl)∣∣ Γ1 + Γ2 + Γ3  (l + 1)d−1nd(n+1)〈w〉l(d− 12n )+ τjn .
Thus, the lemma follows by induction. 
4. Large moduli
Fix a monic irreducible polynomial w ∈ A. The goal of this section is to estimate the exponential
sums S(F ;wl) deﬁned as in (18) when F (x1, . . . , xd) is a homogeneous polynomial over A of degree
n and 〈w〉 > n.
Lemma 4.1. For each d-tuple (i1, . . . , id) ∈ Nd with i1 + · · · + id  n, let ai1,...,id ∈ A. Deﬁne
G(x1, . . . , xd) =
∑
i1+···+idn
ai1,...,id x
i1
1 · · · xidd .
Suppose that there exists j = ( j1, . . . , jd) such that gcd(aj,w) = 1. If 〈w〉 > n, then there exists ( f1, . . . , fd) ∈
Ad such that
gcd
(
G( f1, . . . , fd),w
)= 1.
Proof. We will prove this lemma by induction on d. When d = 1, since gcd(aj,w) = 1, we may con-
sider G(x) as a non-zero polynomial in A/(w)[x]. Suppose that for each f ∈ A/(w), G( f ) = 0. Then
x〈w〉 − x | G(x) in A/(w)[x]. Thus n  degG(x)  〈w〉, contradicting 〈w〉 > n. Therefore, there must
exist some f ∈ A satisfying w  G( f ).
Assume that the lemma is true for d − 1. We now prove that the statement holds for d. Let
I = {(i1, . . . , id) ∈ Nd ∣∣ i1 + · · · + id  n, (i2, . . . , id) = ( j2, . . . , jd)}.
Then
G(x1, . . . , xd) = g(x1)x j22 · · · x jdd +
∑
(i ,...,i )∈I
ai1,...,id x
i1
1 · · · xidd ,1 d
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g(x1) =
n− j2−···− jd∑
i1=0
ai1, j2,..., jd x
i1
1 .
Since gcd(aj,w) = 1 and 〈w〉 > n n− j2 − · · · − jd , by applying the result in the case when d = 1 to
g(x1), there exists f1 ∈ A such that gcd(g( f1),w) = 1. Then
G( f1, x2, . . . , xd) = g( f1)x j22 · · · x jdd +
∑
(i1,...,id)∈I
(
ai1,...,id f
i1
1
)
xi22 · · · xidd .
By the induction hypothesis, there exists ( f2, . . . , fd) ∈ Ad−1 such that
gcd
(
G( f1, f2, . . . , fd),w
)= 1.
By induction, the lemma follows. 
Lemma 4.2. For each (i1, . . . , id) ∈ Nd with i1 + · · · + id = n, let ai1,...,id ∈ A. Deﬁne
G(x1, . . . , xd) =
∑
i1+···+id=n
ai1,...,id x
i1
1 · · · xidd .
Suppose that there exists a coeﬃcient of G not divisible by w. Further suppose that 〈w〉 > n. Then there exist
H(x1, . . . , xd) =
∑
i1+···+idn
bi1,...,id x
i1
1 · · · xidd
with bi1,...,id ∈ A and gcd(b(n,0,...,0),w) = 1 such that for all l ∈ N \ {0},
S
(
G;wl)= S(H;wl),
where S(G;wl) and S(H;wl) are deﬁned as in (18).
Proof. From Lemma 4.1, it follows that there exists ( f1, . . . , fd) ∈ Ad such that
w  G( f1, . . . , fd).
Suppose that w | f i for each 1  i  d. Since every monomial in G(x1, . . . , xd) has total degree n,
w | G( f1, . . . , fd). This is a contradiction. Thus, without loss of generality, we assume that w  f1. For
each 1 i, j  d, deﬁne f i, j by the following rule:
f i, j =
⎧⎨
⎩
f i, if j = 1,
1, if i = j  2,
0, if i = j and j  2.
Hence the matrix ( f i, j) = ( f i, j)1i, jd has determinant f1, which is a unit in A/(wl) because
w  f1. Thus, the matrix ( f i, j) is invertible over A/(wl). We then have a bijection from (A/(wl))d
to (A/(wl))d , deﬁned by
(x1, . . . , xd)
T → ( f1x1, f2x1 + x2, . . . , fdx1 + xd)T = ( f i, j)(x1, . . . , xd)T .
50 X. Zhao / Finite Fields and Their Applications 18 (2012) 35–55Let
H(x1, x2, . . . , xd) = G( f1x1, f2x1 + x2, . . . , fdx1 + xd).
On recalling (18), we ﬁnd that
S
(
G;wl)= S(H;wl).
Write b(n,0,...,0) for the coeﬃcient of xn1x
0
2 · · · x0d in H(x1, . . . , xd). It remains to show that w  b(n,0,...,0) .
Since
H(x1, x2, . . . , xd) = G( f1x1, f2x1 + x2, . . . , fdx1 + xd)
=
∑
i1+···+id=n
ai1,...,id ( f1x1)
i1( f2x1 + x2)i2 · · · ( fdx1 + xd)id ,
we deduce that
b(n,0,...,0)x
n
1x
0
2 · · · x0d = H(x1,0, . . . ,0) =
∑
i1+···+id=n
ai1,...,id ( f1x1)
i1( f2x1)
i2 · · · ( fdx1)id
=
( ∑
i1+···+id=n
ai1,...,id f
i1
1 f
i2
2 · · · f idd
)
xn1x
0
2 · · · x0d
= G( f1, f2, . . . , fd)xn1x02 · · · x0d .
Thus, w  G( f1, . . . , fd) = b(n,0,...,0) . This completes the proof of the lemma. 
Lemma 4.3. Let p be the characteristic of Fq. Let n ∈ N with p  n. For each d-tuple (i1, . . . , id) ∈ Nd with
i1 + · · · + id  n, let bi1,...,id ∈ A. Deﬁne
H(x1, . . . , xd) =
∑
i1+···+idn
bi1,...,id x
i1
1 · · · xidd .
Suppose that gcd(b(n,0,...,0),w) = 1. Then for all l ∈ N \ {0}, we have
∣∣S(H;wl)∣∣< (n + 2)n+2〈w〉l(d− 12n ),
where S(H;wl) is deﬁned as in (18).
Proof. Fix an arbitrary choice of (x2, . . . , xd). Deﬁne
ϕ(x1) = H(x1, . . . , xd).
Then ϕ(x1) has the leading coeﬃcient b(n,0,...,0) . Since gcd(b(n,0,...,0),w) = 1 and p  n, we obtain from
Lemma 2.6 that for all l ∈ N \ {0},
∣∣S(ϕ;wl)∣∣< (n + 2)n+2〈w〉l(1− 12n ).
We then ﬁnd that
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x2 (mod wl)
· · ·
∑
xd (mod wl)
∣∣∣∣ ∑
x1 (mod wl)
e
(
H(x1, . . . , xd)
wl
)∣∣∣∣
< 〈w〉l(d−1) · (n + 2)n+2 · 〈w〉l(1− 12n )
= (n + 2)n+2〈w〉l(d− 12n ).
This completes the proof of the lemma. 
Lemma 4.4. Let p be the characteristic of Fq. Let n ∈ N with p  n. For each (i1, . . . , id) ∈ Nd with i1 + · · · +
id = n, let ai1,...,id ∈ A. Deﬁne
G(x1, . . . , xd) =
∑
i1+···+id=n
ai1,...,id x
i1
1 · · · xidd .
Suppose that there exists a coeﬃcient of G not divisible by w. Further suppose that 〈w〉 > n. Then for all
l ∈ N \ {0}, we have
∣∣S(G;wl)∣∣< (n + 2)n+2〈w〉l(d− 12n ),
where S(G;wl) is deﬁned as in (18).
Proof. On combining Lemmas 4.2 and 4.3, the result follows directly. 
5. Proofs of Theorem 1.1 and Corollary 1.1
Lemma 5.1. Let p be the characteristic of Fq. Let k ∈ N with p  k. For each (i1, . . . , id) ∈ Nd with i1 + · · · +
id = k, let ai1,...,id ∈ A. Deﬁne
G(x1, . . . , xd) =
∑
i1+···+id=k
ai1,...,id x
i1
1 · · · xidd .
Let w ∈ A be a monic irreducible polynomial. Suppose that there exists j = ( j1, . . . , jd) such that
gcd(aj,w) = 1. Then for all l ∈ N \ {0},
∣∣S(G;wl)∣∣ (k + 2)d(k+2)(l + 1)d−1〈w〉l(d− 12k ),
where (G;wl) is deﬁned as in (18).
Proof. Since j1 + · · · + jd = k and p  k, there exists i with 1 i  d such that p  ji . When 〈w〉 k,
from Lemma 3.2, it follows that for all l ∈ N \ {0},
∣∣S(G;wl)∣∣< (k + 2)d(k+2)(l + 1)d−1〈w〉l(d− 12k ).
On the other hand, when 〈w〉 > k, by Lemma 4.4, we have that for all l ∈ N \ {0},
∣∣S(G;wl)∣∣< (k + 2)d(k+2)(l + 1)d−1〈w〉l(d− 12k ).
This completes the proof of the lemma. 
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Proof of Theorem 1.1. Let g = wl11 · · ·wlmm be the canonical factorization of g into monic irreducible
powers. Then ω(g) =m and Ω(g) = (1+ l1) · · · (1+ lm). For each j with 1 j m, let
g j = gw−l jj and G j(x1, . . . , xd) = gk−1j G(x1, . . . , xd).
Recall that gcd(a, g) = 1, where a denotes the tuple of coeﬃcients of G . Then gcd(gk−1j a,w j) = 1. It
follows from Lemma 5.1 that for each j with 1 j m,
∣∣S(G j;wl jj )∣∣< (k + 2)d(k+2)(l j + 1)d−1〈w j〉l j(d− 12k ). (28)
If for each integer pair (i, j) with 1 i  d and 1 j m, yi, j runs through a complete set of residues
modulo w
l j
j , then xi = g1 yi,1 + · · · + gm yi,m runs through a complete set of residues modulo g . Thus
S(G; g) =
∑
y1 (mod w
l1
1 )
· · ·
∑
ym (mod w
lm
m )
e
(
G(g1y1 + · · · + gmym)
g
)
, (29)
where y j = (yi, j)1id (1 j m). Moreover, for each (i1, . . . , id) ∈ Nd with i1 + · · · + id = k, since
(g1 y1,1 + · · · + gm y1,m)i1 · · · (g1 yd,1 + · · · + gm yd,m)id ≡
m∑
j=1
gkj y
i1
1, j · · · yidd, j (mod g),
we have
G(g1y1 + · · · + gmym) ≡
m∑
j=1
g jG j(y j) (mod g). (30)
From (29) and (30), we see that
S(G; g) =
∑
y1 (mod w
l1
1 )
· · ·
∑
ym (mod w
lm
m )
e
(
g1G1(y1) + · · · + gmGm(ym)
g
)
=
m∏
j=1
( ∑
y j (mod w
l j
j )
e
(
g jG j(y j)
g
))
=
m∏
j=1
S
(
G j;wl jj
)
.
Therefore, by (28), we have
∣∣S(G; g)∣∣= m∏
j=1
∣∣S(G j;wl jj )∣∣ (k + 2)(k+2)dω(g)Ω(g)d−1〈g〉d− 12k .
X. Zhao / Finite Fields and Their Applications 18 (2012) 35–55 53This completes the proof of the theorem. 
Proof of Corollary 1.1. For each monic g ∈ A \ {0}, since 2ω(g) Ω(g), we have
(k + 2)(k+2)dω(g) Ω(g)2(log(k+2))(k+2)d.
It follows from [3, Lemma 8] that
(k + 2)(k+2)dω(g)Ω(g)d−1 k,d, 〈g〉 .
We then deduce from Theorem 1.1 that
∣∣S(G; g)∣∣k,d, 〈g〉d− 12k + . 
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Appendix A
In this appendix, we reproduce an elementary proof of Proposition A.1 supplied by Professor
Y.-R. Liu and Professor T.D. Wooley. Since the argument is similar to the proof of [10, Theorem 1],
we will omit details which have appeared in [10].
Lemma A.1. Suppose that G(y) is a non-trivial polynomial in A[y1, . . . , yv ]. Then for every non-zero polyno-
mial x ∈ A and a ∈ Av , there exists b ∈ Av such that G(xb+ a) = 0.
Proof. Replacing Z by A and F (y) by G(y+ a) in the proof of [10, Lemma 1], the lemma follows. 
Let Υ1, . . . ,Υv be polynomials in A[z1, . . . , zv ]. Deﬁne the Jacobian determinant J (Υ ; z) by
J (Υ ; z) = det
(
∂Υi
∂z j
(z)
)
1i, jv
.
Lemma A.2. Let Φ1, . . . ,Φv be polynomials in A[z1, . . . , zv ] with degrees k1, . . . ,kv in z respectively. Let w
be a monic irreducible polynomial and l ∈ N with l > 0. Suppose that there exists c ∈ Av such that w  J (Φ; c).
Then for each i with 1  i  v, there is a non-trivial polynomial Ψi ∈ A[y1, . . . , yv+1], and polynomials
Λ1, . . . ,Λv ∈ A[z1, . . . , zv ] with the following properties:
(i) Λ j ≡ Φ j (mod wl) for 1 j  v;
(ii) Ψi(Λ1, . . . ,Λv , zi) is identically zero;
(iii) the degree of Ψi(y1, . . . , yv+1) with respect to yv+1 is at most k1 · · ·kv ;
(iv) Ψi /∈ A[y1, . . . , yv ].
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each 1  i  v , one can show that there exist a non-trivial polynomial Ψi ∈ A[y1, . . . , yv+1], and
polynomials Λ1, . . . ,Λv ∈ A[z1, . . . , zv ], such that conditions (i), (ii), and (iii) hold. Hence it remains
to show that (iv) is true. Note that A = Fq[t]. We now consider A[y1, . . . , yv+1] as Fq[t, y1, . . . , yv+1].
Let Ψi be any non-trivial polynomial of least degree in (t,y) for which there exist Λ1, . . . ,Λv ∈
A[z1, . . . , zv ] satisfying (i), (ii), and (iii). If Ψi ∈ A[y1, . . . , yv ], using the same argument as the one
in the fourth paragraph of [10, Lemma 2], we obtain ∂Ψi/∂ y j = 0 (1  j  v). On differentiating
Ψi(t,Λ1, . . . ,Λv) = 0 with respect to t by using the chain rule, we have
∂Ψi
∂t
(t,Λ1, . . . ,Λv) +
v∑
j=1
∂Ψi
∂ y j
(t,Λ1, . . . ,Λv)
∂Λ j
∂t
(z) = 0.
Thus
∂Ψi
∂t
(t,Λ1, . . . ,Λv) = 0.
Observe that for each i, the polynomial ∂Ψi/∂t has lower degree than Ψi . Since we have supposed
that Ψi has the minimal degree, it follows that ∂Ψi/∂t is identically zero. Since Fq is a ﬁnite ﬁeld of
characteristic p, it follows that Ψi ∈ Fq[t p, yp1 , . . . , ypv ], and hence there exists Ψ˜i ∈ Fq[t, y1, . . . , yv ]
such that Ψi = Ψ˜ pi . Therefore Ψ˜i(Λ1, . . . ,Λv) is identically zero. This contradicts our assumption that
Ψi has the minimal degree. Hence, Ψi /∈ A[y1, . . . , yv ]. This completes the proof of the lemma. 
Lemma A.3. Let w ∈ A be a monic irreducible polynomial and Aw the complete discrete valuation ring with
respect to w. Let Υ1, . . . ,Υv be polynomials in Aw [z1, . . . , zv ] and l ∈ N with l > 0. Suppose that a ∈ Av
satisﬁesΥi(a) ≡ 0 (mod wl) (1 i  v), and that wδ‖ J (Υ ;a)with 2δ < l. Then there exists a unique b ∈ Avw
with Υi(b) = 0 (1 i  v), and b ≡ a (mod wl−δ).
Proof. By replacing Qp with Aw , this lemma follows directly from the proof of [10, Lemma 3], which
is based on [2, Proposition 4.20]. 
On applying Lemmas A.1, A.2, and A.3 within a similar argument as in the proof of [10, Theorem 1],
we have the following result.
Lemma A.4. Let Υ1, . . . ,Υv be polynomials in A[z1, . . . , zv ] with degrees k1, . . . ,kv in z respectively. Let
w ∈ A be a monic irreducible polynomial. For l ∈ N with l > 0 and a ∈ Av , let Bl,v(w;a;Υ ) denote the set of
solutions of the simultaneous congruences
Υi(z1, . . . , zv) ≡ ai
(
mod wl
)
(1 i  v),
with z ∈ (A/(wl))v and w  J (Υ ; z). Then
cardBl,v(w;a;Υ ) k1 · · ·kv .
Proposition A.1. Let Υ1, . . . ,Υm be polynomials in A[z1, . . . , zv ] with degrees k1, . . . ,km in z respectively.
Let w ∈ A is a monic irreducible polynomial. We denote by rk Jac(Υ ; z;w) the rank of the following matrix
over the ﬁeld A/(w)
(
∂Υi
∂z j
(z)
)
.
1im, 1 jv
X. Zhao / Finite Fields and Their Applications 18 (2012) 35–55 55For l ∈ Nwith l > 0 and a ∈ Av , let Cl,v,m(w;a;Υ ) denote the set of solutions of the simultaneous congruences
Υi(z1, . . . , zv) ≡ ai
(
mod wl
)
(1 i m),
with z ∈ (A/(wl))v and rk Jac(Υ ; z;w) =m. Then
cardCl,v,m(w;a;Υ )
(
v!/(m!(v −m)!))k1 · · ·km〈wl〉v−m.
Proof. For each L ⊆ {1,2, . . . , v} with card L = m, write CL for the set of solutions counted by
Cl,v,m(w;a;Υ ) and with w  det(∂Υi/∂z j)1im, j∈L . It follows from Lemma A.4 that
cardCL  k1 · · ·km
〈
wl
〉v−m
.
Since the number of choices for L is v!/(m!(v −m)!), the proposition follows. 
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