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Abstract: Assessment of the most appropriate groundwater conditioning factors (GCFs) is essential 
when performing analyses for groundwater potential mapping. For this reason, in this work, we 
look at three statistical factor analysis methods—Variance Inflation Factor (VIF), Chi-Square Factor 
Optimization, and Gini Importance—to measure the significance of GCFs. From a total of 15 
frequently used GCFs, 11 most effective ones (i.e., altitude, slope angle, plan curvature, profile 
curvature, topographic wetness index, distance from river, distance from fault, river density, fault 
density, land use, and lithology) were finally selected. In addition, 917 spring locations were 
identified and used to train and test three machine learning algorithms, namely Mixture 
Discriminant Analysis (MDA), Linear Discriminant Analysis (LDA) and Random Forest (RF). The 
resultant trained models were then applied for groundwater potential prediction and mapping in 
the Haraz basin of Mazandaran province, Iran. MDA has been successfully applied for soil erosion 
and landslide mapping, but has not yet been fully explored for groundwater potential mapping 
(GPM). Although other discriminant methods, such as LDA, exist, MDA is worth exploring due to 
its capability to model multivariate nonlinear relationships between variables; it also undertakes a 
mixture of unobserved subclasses with regularization of non-linear decision boundaries, which 
could potentially provide more accurate classification. For the validation, areas under Receiver 
Operating Characteristics (ROC) curves (AUC) were calculated for the three algorithms. RF 
performed better with AUC value of 84.4%, while MDA and LDA yielded 75.2% and 74.9%, 
respectively. Although MDA performance is lower than RF, the result is satisfactory, because it is 
within the acceptable standard of environmental modeling. The outcome of factor analysis and 
groundwater maps emphasizes on optimization of multicolinearity factors for faster spatial 
modeling and provides valuable information for government agencies and private sectors to 
effectively manage groundwater in the region. 
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Groundwater, which is a freshwater source, supplies approximately 60% of the world’s 
freshwater demand [1]. Currently, the world’s population is facing shortages in freshwater supply, 
especially for domestic use [2,3]. Iran is one of the countries that faces this shortage, mainly due to 
the development of desert areas, rapid population growth, inefficient agricultural practices, excessive 
groundwater extraction, and poor water management policies [4,5]. One possible way to mitigate this 
issue is the identification of specific zones containing groundwater (i.e., Groundwater Potential 
Mapping (GPM)), where development will focus only on these identified zones. GPM involves the 
exploitation of advanced remote sensing technologies based on data acquired from Geographic 
Information System (GIS) [6]. GPM is desirable, since surface water sources are limited. Furthermore, 
surface water is prone to seasonal fluctuations and can succumb to pollution due to anthropogenic 
activities [7,8]. In addition, surface water requires physical harvesting structures, such as reservoirs 
and dams, which are costly and require specific technical skills to operate. [9,10]. Therefore, 
underground sources would be preferable as a viable alternative in order to fulfil water supply  
needs [11]. 
Groundwater is more reliable in terms of quality and availability since it exists in many 
geological formations and is naturally protected from direct contamination [12–14]. Moreover, 
according to the authors of [15–17], safe and sustainable water supply is only guaranteed through 
adequate groundwater resource assessment and planning. Haghizadeh et al [17] adds that proper 
GPM requires reliable information concerning procedures and associated conditioning factors. In this 
context, some components, such as dataset(s), computer algorithms, and size of the area under 
investigation greatly affect the reliability of GPM results [6]. Developments in data science, however, 
have brought about a significant leap in the level of accuracy at which environmental issues can be 
predicted [18]. This involves techniques to select conditioning factors, which plays a major role in 
GPM [19]. Factor analysis and optimization are seen as necessary steps before performing GPM. This 
will eliminate redundant variables, which will result in a more reliable GPM model with better speed 
and prediction accuracy [20]. 
In recent years, many models have been developed for GPM based on selected indicators. For 
example, Haghizadeh et al [17] utilized spring locations in two bivariate techniques (i.e., Dempster–
Shafer theory and Statistical Index) to analyze potential groundwater zones. Other recent works used 
machine learning, namely K-nearest Neighbors (KNN) [21], Linear Discriminant Analysis (LDA) [22], 
multivariate adaptive regression splines [23], quadratic discriminant analysis [21], Support Vector 
Machine (SVM) [24], Random Forest (RF) [23] and Decision Trees [25]. Also, the author of [26] 
investigated the use of models including SVM, flexible discriminant analysis (FDA), boosted 
regression trees (BRT), Artificial Neural Networks (ANN), and RF for GPM in the Beheshtabad 
watershed, Iran. They concluded that RF performed best with an ROC of 84.6%, followed by the SVM 
and BRT models. Falah et al [27] tested the applicability of Generalized Additive Model (GAM) using 
12 groundwater conditioning factors based on 6439 spring locations for training and evaluation. 
When they compared their work with three bivariate statistical models, GAM performed slightly 
better than Weights-of-Evidence (WOE) with AUC value of 77% against 76.3%. However, Statistical 
Index (SI) and Frequency Ratio (FR) had better prediction with AUC value of 85.4% and 83.7%, 
respectively. 
Mixture Discriminant Analysis (MDA) is a data mining technique that assumes the variables in 
each class is normally distributed and the density estimations for each class are produced from a 
mixture of normal distributions [28]. MDA has been widely used for species distribution modeling 
[28] as well as in classifications tasks involving soil erosion, landslide [29], and land cover [30]. The 
authors of [30] in particular used Landsat Thematic Mapper images in MDA to determine land cover 
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within forest stands. Their results indicate that MDA performed better than traditional linear mixture 
models. In another study, Lombardo et al [31] predicted the volume of drugs distribution in humans 
with through a hybridization of MDA and RF. Li and Wang [28] used MDA to model species 
distribution in environmental spaces. Their findings suggest that MDA performs more robustly in 
the presence of outliers. Based on the stated works, MDA has seemingly been successfully applied 
with satisfactory results in the respective fields. However, to the best of our knowledge, there has 
been no work applying MDA for groundwater potential mapping, and its capability has not been 
compared with other existing methods. 
One strength of MDA is that it leverages the performance characteristics of complex neural 
networks. This is evident in the nonlinear nature of its classification rules, along with the ease of 
interpretation associated with linear mixture models. This can possibly be partly attributed to MDA’s 
simple structure, where it undertakes a mixture of unobserved subclasses in each observed class. 
Hence, it generalizes mixture density estimation to classification problems and regularizes nonlinear 
decision boundaries [32]. Therefore, MDA can potentially be a good alternative to other models that 
require mixture modeling in remote sensing problems. 
Due to MDA’s success in previous applications, we adopt it for spring potential mapping as 
well. Our dataset consists of 917 spring locations in the Haraz watershed. These were subsequently 
randomly divided into a 70–30 ratio, where 70% of the locations were used for training and 30% for 
testing. In addition, 15 groundwater conditioning factors (GCFs) were initially considered. They were 
duly input into three statistical factor analysis methods: (i) Variance Inflation Factor (VIF), (ii) Chi-
Square Factor Optimization, and (iii) Gini Importance. After performing factor analysis, which also 
involved optimization, only 11 GCFs were selected. Besides MDA, we also used two other 
classification models, namely LDA and RF, because they had been used in groundwater potential 
mapping in previous studies and were proven to produce acceptable results. Additionally, MDA is 
an advanced version of LDA, and a comparison of these models (which are from a branch of models) 
could result in useful outputs. This work is motivated by the water shortage crisis in Iran, and one 
potential solution is the identification of groundwater potential zones. In summary, the present study 
explores the effectiveness of exploiting factor analysis and optimization, along with applicability of 
the MDA algorithm for GPM. 
2. Study Area and Data Used 
A representative subset of the Haraz basin in Mazandaran, Iran, is selected for this study. This 
basin is geographically located between longitudes of 51°56′ E to 52°36′ E and latitudes of 35°45′ N to 
35°22′ N (Figure 1). It covers an area of 200,051-hectares, with altitude ranging between 200 m and 
5600 m above mean sea level. The lithology of the Haraz basin is shown in Table 1; the lithology map 
was produced by the Geological Survey of Iran (GSI) at a scale of 1:50,000. Apparently, the presence 
of limestone (Figure 2) increases the rate of groundwater incidence [33]. Within the basin, using 
Landsat Enhanced Thematic Mapper (2017) images, grassland (rangeland) makes up a majority of 
the land cover type, taking up approximately 152,625-hectares. Other land use types, namely farm, 
forest, garden, village, rock, and trees also make up approximately 47,426-hectares of the entire land 
cover. The temperature varies between −6.28 °C in the winter to 50 °C in the summer. According to 
the Iranian Meteorological Department, mean annual rainfall varies from 202 mm to 1,069 mm per 
annum, occurring between November and January [34]. A 20-m resolution digital elevation model 
(DEM) was created from a 1:25,000-scale topographic map of the Haraz basin. Evidently, wells, 
springs, rivers, etc. are the point of discharge for groundwater from the aquifer layer [2,17]; hence, in 
this study, spring locations are identified as the groundwater resource indicators. An inventory map 
from comprehensive field surveys by the Iranian Department of Water Resource Management, Iran 
(Figure 1), pinpoints the locations of 917 springs. 
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Figure 1. Specific location of the study area on the Iranian map (left), and the spring map for training 
and validation (right). 
Table 1. Lithology characteristics of the Haraz watershed, adapted from [35]. 
Group Lithology Formation Symbol 
A 
Scree -  𝑄   
Young terraces - 𝑄  
Old terraces - 𝑄  
Agglomerate - 𝑄  
Trachy andesitic lava flow - 𝑄  
Ash tuff, lapilli tuff - 𝑄  
Olivine basalt - 𝑄  
B Green tuff, basaltic and limestone with gypsum, and conglomerate Karaj  𝐾   
C 
Gypsum Karaj  𝐸   
Limestone bearing nummulites and alveolina, conglomerate Ziarat 𝑃𝐸  
Conglomerate, agglomerate, some marl, and limestone Fajan 𝑃𝐸  
D 
Biogenic and cherty limestone -  𝐾   
Orbitoline bearing limestone Tizkuh 𝐾  
Massive to well-bedded, cherty limestone Lar 𝐽  
Well-bedded, partly oolitic-detritic limestone, marlylimestone Dalichai 𝐽  
E 
Dark shale and sandstone with plant remains, coal Shemshak  𝐽   
Thin-bedded limestone Elika 𝑇𝑅  
Cross-bedded, quartzitic sandstone Dorud 𝑃  
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Figure 2. Lithology map of the study area (symbols were defined in Table 1). 
3. Data Preparation 
We used groundwater inventory map as our dataset. Overall, 917 springs locations were 
randomly split into 70% for training and 30% for validation of the models, based on previous studies 
[26,36,37]. Initially, based on the literature in [20,33,38,39], site conditions, and data availability, 15 
GCFs were considered for modeling, namely: 
i. Six elevation elements (slope angle, aspect angle, altitude, profile curvature, plan curvature, 
slope length); 
ii. Five water-related factors (river density, distance from river, stream power index (SPI), terrain 
roughness index (TRI), and topographic wetness index (TWI)); 
iii. Three geological factors (lithology, fault density, and distance from fault); 
iv. Land use data, as illustrated in Figure 3. 
Specifically, the six topographic conditioning factors were derived from the 20-m resolution 
DEM exploited from a 1:25,000-scale topographic map. The slope angle, as an effective regional 
hydraulic behavior [38], was reclassified into five classes (0°–11°, 12°–16°, 17°–21°, 22°–25° and 26°–
43°) using the quantile classification scheme presented by [19], which is visualized in Figure 3a. Then, 
the slope aspect (Figure 3b) was classified into the 9 classes of (i) northeast, (ii) southeast, (iii) east, 
(iv) south, (v) west, (vi) southwest, (vii) north, (viii) northwest, and (ix) flat, based on normal and 
standard classification [40]. The slope aspect is related to two factors, namely, frontal precipitation 
direction and physiographic trends, which could influence weathering processes, growing 
vegetation, and recharging of groundwater [27,38]. The elevation map in Figure 3c shows the five 
elevation classes i.e., 280–1,300 m, 1,400–2,400 m, 2,500–3,400 m, 3,500–4,500 m, and 4,600–5,500 m, 
using the equal-interval scheme [41]. In addition, we used ArcGIS to extract the Plan and Profile 
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curvatures, which were then classified into three classes: (i) convex (positive curvature), (ii) flat (zero), 
and (iii) concave (negative curvature). These are shown in Figure 3d and 3e, which are adaptations 
from [42]. The slope-length (Figure 3f) was obtained from a combination of the slope steepness and 
slope length (L), as defined by [43] in Equation (1): LS = 𝐼𝑠22.13 . sin α0.0896 .  (1)
where 𝐼𝑠 is the specific watershed area and α the slope gradient (measured in degrees). 
Thereafter, the four water-related factors of river density, distance from the river, SPI and TWI 
are generated. The SPI is calculated using Equation (2), showing the amount of erosion power of 
flowing water, maintaining the assumption by [44], where discharge is relative to specific catchment 
area: 𝑆𝑃𝐼 =  𝜆 × tan 𝜂  (2)
In Equation (2), 𝜂  is the estimated local slope gradient (measured in degrees) and 𝜆 is the 
specific catchment area. 
TWI, on the other hand, is a factor indicating the spatial soil moisture pattern [43] and is 
calculated as in Equation (3): 𝑇𝑊𝐼 = 𝐼𝑛( )  (3)
where 𝛽   is the cumulative upslope area draining through a particular point (per unit contour 
length) and tan 𝛼 represents the slope’s angle at that point. Classification of the TWI and SPI (Figures 
3g and 3h) are achieved using the quantile classification scheme [19]. Distance from rivers is 
measured using the Euclidean distance and is calculated by ArcGIS 10.3. This distance was classified 
into five groups (Figure 3i) using the quantile classification scheme. The river density factor shown 
in Figure 3j was generated using line density functions and subsequently classified into four 
categories based on the natural break classification scheme [42].The terrain roughness index (TRI), or 
topographic roughness, is calculated by the sum of change in elevation between a grid cell and its 
neighborhood. The intuition behind this factor is that lower roughness values indicate higher spring 
potential mapping [20]. TRI is a geomorphometric parameter used to describe and quantify hills and 
valleys in the study area [45]. 
For geologic elements, the map of distance from faults is calculated using a geological map, and 
then classified into five classes (as per [19]) based on equal interval (Figure 3k). The fault density map 
(Figure 3l) was also classified into four classes using the natural break method [42]. Table 1 further 
shows the various types of lithological formations (A, B, C, D, and E) that cover the study area, which 
is consistent with [35]. This is further classified into five classes (Figure 3m). The Landsat Enhanced 
Thematic Mapper (2017) image is used to produce a land use map, which comprises of grasslands 
(rangeland), farms, forests, gardens, villages, rocks, and trees (Figure 3n). The maximum likelihood 
supervised classification scheme produced 88% overall classification accuracy. 
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Figure 3. GCFs considered in this study: (a) slope angle, (b) slope aspect, (c) altitude, (d) plan 
curvature, (e) profile curvature, (f) slope length, (g) topographic wetness index, (h) stream power 
index, (i) distance from rivers, (j) river density, (k) distance from fault, (l) fault density, (m) lithology, 
(n) land use, and (o) terrain roughness index. 
3.1. Groundwater Conditioning Factor Analysis and Optimization 
Assessment of the various GCFs is essential to effectively determining accurate groundwater 
mapping. The author of [19] stated issues of multicollinearity, outliers, and spatial variations of 
conditioning factors, therefore necessitating factor analysis in assessment. This type of analysis allows 
redundant factors to be removed from the dataset for better model training and performance. 
Multicollinearity analysis stands for the existence of non-independence of GCFs in datasets due to 
their high correlation [40]. This implies that one predictor variable can be predicted considerably 
accurately, from other variables within a regression model. Here, we briefly summarize the three 
statistical factor analysis methods that have been exploited in this research. 
3.1.1. Variance Inflation Factor (VIF) 
VIF is the ratio of a model variance with multiple terms, divided by the model variance with one 
term [46]. It provides an index to indicate the increase of VIF due to collinearity. We examine all 15 
GCFs against the VIF and Tolerance (or multicollinearity analysis) to observe any correlation between 
the 15 factors. Characteristically, according to [47], VIFs greater than 5 or 10 and tolerances less than 
0.1 indicate multicollinearity. 
  
(j) (k) (l) 
(m) (n) (o) 
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3.1.2. Chi-Square Factor Optimization 
In addition to factor optimization, another technique to detect redundancy is Chi-Square Factor 
Optimization, which calculates the significance of the relationship between conditioning factors [19]. 
In this work, a higher Chi-square value is responsible for a more important prediction factor to detect 
springs, where the p-value is evaluated against the significance level of 0.05. This allows to determine 
the significance relationship between GCF and the spring’s occurrences. 
3.1.3. Gini Importance 
The Gini coefficient is a summary statistic of the Lorenz curve and a measure of inequality in a 
population and the Statistical Information Value (IV), indicating the overall predictive power of the 
characteristics [19]. The IV is interpreted as follows: “Useless for prediction”—if the IV is less than 
0.02; “Weak predictor” for IVs between 0.02 and 0.1; “Medium predictor” for IVs between 0.1 and 
0.3, “Strong predictor” for IVs between 0.3 and 0.5; and “Suspicious or Too Good to be True” when 
IVs are greater than 0.5. Also, the Gini coefficient and Cramer’s V statistic (both ranging from 0 to 1) 
were computed for each factor. In the case of Gini coefficient, 0 indicates that all the variables are 
equal, while 1 denotes inequality among the variables. In contrast, Cramér’s V (based on Pearson’s 
Chi-squared statistic) measures the correlation between GCFs [19]. Here, 0 implies no correlation, 
whereas 1 shows a perfect correlation. Therefore, the highest value of Cramer’s V reveals the highest 
correlation between the factors, while the highest value of the Gini coefficient represents a lower 
correlation. 
4. Methodology 
The methodological workflow is presented in Figure 4. The corresponding pixel values of the 15 
GCFs were extracted into the spring location points in ArcGIS 9.3, which was then imported into our 
R 3.0.2 (an open source software) implementation. These served as training and validation data for 
the principal and confirmatory models (RF, LDA, and MDA). Subsequently, the coefficients of the 
GCFs were calculated, and the values were converted into text format for statistical analysis and 
optimization (i.e., Variance Inflation Factor, Chi-Square Factor Optimization, and Gini Importance) 
using SPSS. Then, based on the analysis and optimization results, the most frequent factors (labeled 
as “least important”, or “multicollinearity factor” by the optimizers), were discarded. In the end, 11 
final GCFs were used as input into the MDA, LDA, and RF algorithms. The database format was used 
to create the groundwater potential maps in ArcGIS. Lastly, the performance of the three models was 
evaluated. 
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Figure 4. Methodological flow chart. 
4.1. Modeling Process 
In this research, three supervised machine learning models (LD, MDA, and RF) were employed 
to produce GPMs. A brief explanation of each model is given in the following sections. 
4.4.1. Linear Discriminant Analysis (LDA) 
In the context of this work, LDA [48] is used to discover a linear combination of explanatory 
variables (or features) in order to perform classification, which can be seen as an attempt to 
estimate/predict a categorical dependent variable from explanatory variables. To achieve linearly 
separability, LDA assumes the following: (i) each of the categories has a multivariate normal 
distribution and (ii) each of the categories has the same covariance matrix. 
LDA builds 𝑗 =  𝑚𝑖𝑛(𝑘 − 1, 𝑝) discriminant functions (with 𝑘 equals the number of classes) to 
estimate the scores 𝐷  for each of 𝑖 = 1, . . . , 𝑛 instance. These instances will then be classified into 
one of the 𝑘  classes from the total of 𝑝  independent variables (commonly denoted using 𝑋 ). 
Specifically: 𝐷  = 𝑤 𝑋  + 𝑤 𝑋 + ⋯ + 𝑤 𝑋   𝑖 =  1, . . . , 𝑛 𝑎𝑛𝑑 𝑗 =  1, . . . , 𝑚𝑖𝑛(𝑘 − 1, 𝑝)  (4)
The coefficients 𝑤  (also termed as discriminant weights) can be reliably estimated using 
ordinary least squares. This is done to minimize the ratios’ inter- and intraclass variances between 
the 𝑘 classes. Resultantly, the function used for classification can be written as: 𝐶  = 𝑐 + 𝑐 𝑋  + 𝑐 𝑋  + . . . +𝑐 𝑋  (5)
In our work, the LDA model was constructed using the MASS package available in R 3.0.2. 
4.4.2. Mixture Discriminant Analysis (MDA) 
MDA is a classification technique first proposed by Hastie and Tibshirani [32]. In MDA, 
Gaussian mixtures are used for density estimation for each of the classes. Classically, the EM 
(expectation maximization) algorithm estimates the parameters and decides the number of 
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components. This can also be seen as modeling multivariate intraclass densities of the predictors 
through a weighted sum of multivariate Gaussian distributions. This enables local fits to be obtained 
for each class by a mixture of Gaussians. MDA basically limits the intraclass spread of the subclass 
from the centers, relative to the interclass spread of multiple Gaussian distributions within one class 
[28]. This technique is applicable for either: (i) modeling multivariate non-normality or nonlinear 
relationships among variables within the respective group, in order to improve classification 
accuracy or (ii) to determine if hidden subclasses are present in each group [49]. In comparison with 
LDA, due to these multifunctional capabilities and MDA’s capability to smooth the decision 
boundaries and perform regularization [32], MDA was selected for groundwater mapping in this 
study. 
As a non-parametric classification method, MDA is expected to perform well for complex 
relationships [28]. The class densities of the predictors 𝑃(𝑋|𝐺) is modeled using a Gaussian mixture 
model [32]. Assuming 𝐽  classes, the number of subclasses in each class can be represented by 𝑅 , 𝑤ℎ𝑒𝑟𝑒 𝑗 =  1, 2, … , 𝐽. The mixture density for class 𝑅  can hence be written as: 
𝑚 (𝑥) = 𝑃(𝑋 = 𝑥|𝐺 = 𝑗) = 2𝜋 𝑗 /   𝜋  exp {−𝐷(𝑥, 𝜇 )/2} (6)
where 𝐷 𝑥, 𝜇  is defined as: 
𝐷 𝑥, 𝜇 = (𝑥 − 𝜇 )  (𝑥 − 𝜇 ) (7)
with 𝑋 being a vector of measurements (e.g., values of the conditioning factors), 𝐺 the class of a 
given object (e.g., in this case 2), ∑ 𝑗 the covariance matrix assumed common to the mixture sub-
classes of the class 𝑗, and 𝜋 jr and µjr are the mixing probability and mean of the 𝑟 -th subclass of the 𝑗 -th class [30]. More details about the fundamental of MDA are extensively presented in [30,32]. 
4.4.3. Random Forest (RF) Model 
RF falls under the umbrella of ensemble classifiers. Basically, a large number of decision trees 
are constructed on the basis of randomly bootstrapped training data [50]. In RF, a number of trees are 
selected and combined to make predictions [51]. During modeling and in the context of this work, 
each tree split is based on a random subset of the conditioning factors. The final model is the average 
of the results of all the trees [6]. From the dataset, random training sets are selected for modeling, and 
the predicted value is defined by evaluating the influence of all the generated trees [50]. The 
evaluation considers event occurrences or non-occurrences [52]. Two crucial indices exist: (i) the 
mean decrease accuracy and (ii) the Gini index [33]. According to the author of [53], any dataset not 
included in the modeling is referred to as OOB (out of bag). RF predicts variable importance by 
evaluating increases in prediction error upon permutation of the OOB data with all other variables 
unchanged, as indicated by [54]. The two parameters required for RF are: (i) the number of trees 
(𝑛𝑡𝑟𝑒𝑒) and the number of variables (𝑚𝑡𝑟𝑦). Specifically: 
1. 𝑛𝑡𝑟𝑒𝑒 is the total trees that need to be grown. More trees will theoretically end up with more 
stable models and covariate importance estimates. The tradeoff is both a higher memory and 
computing time. For datasets that are small, 50 trees, for example, may suffice. However, larger 
datasets might require 500 or more trees. Typically, 𝑛𝑡𝑟𝑒𝑒 ≥  100 might not have a significant 
impact on the results. In this work, we set 𝑛𝑡𝑟𝑒𝑒 = 100 as a conservative number. 
2. 𝑚𝑡𝑟𝑦 refers to the number of available variables for splitting at each tree node. The specific 
values for 𝑚𝑡𝑟𝑦  differ across the literature. For example, the author of [55] reported that 
different 𝑚𝑡𝑟𝑦 values have little impact on classification accuracy as well as other metrics such 
as sensitivity, specificity, kappa, and ROC. Conversely, the author of [56] asserts that a specific 
value of 𝑚𝑡𝑟𝑦 is important and greatly influences predictor performance. Due to conflicting 
evidence, we determined 𝑚𝑡𝑟𝑦 through a validation dataset. Specifically, we randomly selected 
70% of the dataset to calibrate the random forest model. The remainder (30%) was used for 
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validation, i.e., for accuracy testing. Effectively, we were after an 𝑚𝑡𝑟𝑦 value that minimizes the 
mean squared error (MSE) in the validation dataset. 
The importance of the RF variable is computed for variable 𝑌  with reference to OOB [51]. 
Variable importance 𝑌  is obtained from: 𝑉𝐼𝑚𝑝 𝑌 = 1𝑁 𝑒𝑟𝑟𝑂𝑂𝐵 − 𝑒𝑟𝑟𝑂𝑂𝐵  (8)
In Equation (8), 𝑁 is the total number of trees. The function 𝑉𝐼𝑚𝑝 𝑌  indicates the importance 
of the 𝑗  variable. The term 𝑒𝑟𝑟𝑂𝑂𝐵  is the prediction error when all factors are considered, 
whereas 𝑒𝑟𝑟𝑂𝑂𝐵  is the error after removing the 𝑗    variable. 
RF defines the importance of each GCF based on the impact of the overall error on the model, 
where higher impact indicates higher importance [33]. RF has the ability to accommodate different 
types of variables and missing values by fitting the interactions between the predictors [57]. Among 
the benefits of using this algorithm are: (i) overfitting can be avoided, (ii) low bias and variance (since 
everything averages over many trees), (iii) low correlation of individual trees due to the vast diversity 
of the forests and using a limited number of factors, and (iv) robust error estimates [6]. This study 
implements RF using R (caret and C50 packages for C5.0 algorithm) to model groundwater. The 
default value of this parameter depends on which R package is used. The LD and MDA models were 
done in MASS and MDA package release R 3.0.2. 
4.2. Accuracy Assessment 
The Receiver Operating Characteristics (ROC) curve [58] is mainly used for assessing accuracy. 
It has been widely used in works involving land cover change, disease risk and species distribution 
studies [59], landslide susceptibility mapping [19,60], groundwater potential mapping [6], and for 
assessing groundwater vulnerability [61]. In this work, ROC assesses the spatial coincidence between 
the true event and predicts the probability of the model [59]. The ROC curve provides a quantitative 
assessment that is able to determine the uncertainty in modeling. It also takes into account biases 
associated with the estimation [42]. ROC analysis evaluates the effectiveness of spatial models that 
produce “probability” maps [59]. The ROC plots the true positive rate (TPR) vs. the false positive rate 
(FPR). True positives are when the model correctly classifies springs as springs, whereas false 
positives are when the actual label is a non-spring but falsely gets classified as a spring. The area 
under the ROC curve (commonly abbreviated as AUC) closer to 1 indicates better overall 
classification performance [33,62,63]. 
5. Results 
For this research, the effectiveness of 15 GCFs was examined against VIF, Chi-square, and Gini 
importance methods. For the analysis, the two indices of VIF and tolerance were computed for GCFs 
(Table 2), and it was observed that there was a correlation between TRI and slope angle as a result of 
the high VIF value; therefore, one of them is a redundant factor. Besides, SPI, slope aspect, and 
lithology’s tolerance values were found to be multi-collinear. To find out more, the Chi-square value 
and the p-value for each groundwater conditioning factor were calculated; the results of the factor 
optimization analysis are shown in Table 3. Based on the Chi-square analysis and p-value, the most 
important factors for GPMs were: distance from the river, land cover, altitude, and lithology. Note 
that plan curvature, SPI, slope length, and aspect were assigned as the least important factors. 
Using Gini importance, IV value for distance from rivers was higher than 0.5, which indicates 
that this factor was a “Suspicious” or “Too Good to be True” predictor. Additionally, IV for land 
cover factor was calculated to be between 0.3 and 0.5, which indicates it to be a “Strong” predictor. 
Altitude, slope, and lithology factors were labeled as “Medium” predictor. Finally, the “Useless” 
predictor went to slope length; and other factors were labeled as “Weak” predictors. In view of all 
these optimization and factor analysis results, the common points are summarized as follows: 
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i. Slope aspect, slope length, SPI, and TRI were the least important conditioning factors for GPMs, 
while distance from the river, land cover, altitude, and lithology were the most important 
factors. 
ii. A slight correlation was confirmed by Gini coefficient (all value less than 0.5) and Cramer’s V 
(all values less than 0.37) for all factors. 
Eventually, we observed that slope angle was tagged as a “Medium” predictor by IV; hence, the 
correlation between slope angle and TRI in VIF resulted in keeping slope and eliminating TRI from 
the conditioning factors. With a view on subsequent stages, we removed the redundant factors and 
finalized 11 conditioning factors—altitude, slope angle, plan curvature, profile curvature, 
topographic wetness index (TWI), distance from river, distance from fault, river density, fault 
density, land use, and lithology. 
Table 2. Estimated VIF for each groundwater conditioning factor (multicollinearity). (VIFs greater 
than 5 or 10 or tolerance less than 0.1 indicate multicollinearity). 
Variable Tolerance VIF 
Slope Length 0.2023 1.0427 
Slope 0.9107 5.8622 
SPI 0.0820 1.0068 
TRI 0.9343 7.8669 
River Density 0.1855 1.0356 
TWI 0.3886 1.1779 
Plan Curvature 0.3185 1.1129 
Profile Curvature 0.1060 1.0114 
Aspect 0.0253 1.0006 
Altitude 0.8156 2.9876 
Distance from Fault 0.2764 1.0827 
Lithology 0.0338 1.0011 
Land cover 0.2126 1.0473 
Distance from River 0.2289 1.0553 
Fault Density 0.2286 1.0551 
Table 3. Estimated factor importance and ranking using the Chi-square and Gini method. 
Factor 









Distance from River 331.680 0.000 0.431 0.582 0.372 
Land Cover 221.008 0.000 0.457 0.355 0.293 
Altitude 116.349 0.000 0.474 0.214 0.227 
Lithology 99.515 0.000 0.472 0.232 0.237 
Slope 82.179 0.000 0.478 0.176 0.208 
TWI 64.824 0.000 0.486 0.114 0.167 
River Density 64.064 0.000 0.483 0.138 0.183 
Profile Curvature 45.436 0.000 0.480 0.161 0.199 
TRI 31.388 0.000 0.494 0.053 0.114 
Fault Density 25.061 0.000 0.483 0.112 0.182 
Distance from Fault 24.775 0.001 0.482 0.079 0.191 
Aspect 6.189 0.518 0.496 0.032 0.090 
Slope Length 6.126 0.409 0.497 0.020 0.071 
SPI 3.145 0.534 0.495 0.040 0.099 
Plan Curvature 1.001 0.317 0.488 0.096 0.154 
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In this section, we show how implementation of LDA, MDA, and RF produce potential 
mappings for groundwater zones. The zones are categorized into four levels of potentiality—Very-
High (0.75–1.00), High (0.5–0.75), Moderate (0.25–0.5), and Low (0–0.25)—using natural break (Figure 
5a, 5b, and 5c, respectively). To train each model, we used 642 from the total of 917 spring locations 
from our dataset. It is worth noting that the results obtained were based on the best average accuracy 
for each classifier using 10-fold cross validation (TFCV) based on a 70–30% training-test split. Briefly, 
TFCV (which is a specific implementation of k-fold cross validation) partitions our dataset into 10-
partitions. In the first fold, seven partitions of the data are used to train each model, whereas three 
partitions are used for testing. The accuracy at this fold is then calculated and recorded. This is 
followed by using a different 70–30% combination of the data for training and testing, respectively, 
whose accuracy is also calculated and recorded. In the end, after all 10-folds have been exhausted, 
overall average accuracy is calculated. The main justification for adopting TFCV is so that can 
ultimately determine the classifier with the highest average accuracy. Accuracy results based on cross 
validation is touted to be a better evaluation reference with regards to average predictive 
performance, especially if performing classifier selection [64]. Hence, cross validation can be said to 
be advantageous as compared to, say, a one-off 70–30% training-test split. 
By analyzing the benchmark models in Figure 6, RF indicates that 11.32% of the entire area 
represents Very High potential, 24% High, 33.65% Moderate, and 30.45% Low. LDA, on the other 
hand, classifies 29.76% of the site as “High” potential, with 18.97% as “Low”. MDA’s results mapped 
33.14% of the area as “High” potential, and 16.88% as “Very High”. Among the four classes, “Very 
High” and “Low” produced different values within predicted zones for the three models. MDA and 
RF seem more correlated than LDA in terms of class percentage. In general, a majority of the area is 
of “Moderate” and “High” groundwater potential. “Low” and “Very High” categories are lower in 
overall percentages coverage (Figures 5a,b and 6). 
 
Figure 5. Groundwater potential map produced by (a) LDA, (b) MDA, and (c) RF models. 
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Figure 6. The percentage of four predicted classes in GPMs derived from LDA, MDA and RF 
modeling. 
As earlier mentioned, the models were validated using the ROC curve. AUC values of 1 show a 
perfect prediction of the models and indicate that highly ranked probabilities coincide with the 
spring’s locations [59]. In our analysis, the predicted groundwater potential maps were examined 
and compared with the inventory map of spring locations to evaluate the spatial coincidence between 
the probable values (from GPMs) and the real event (from springs map). Hence, 275 absolute spring 
locations (30% of the springs from inventory map) were examined against 275 randomly selected 
points from GPMs, showing no springs from the “Low” potential zone. The performances of each 
model are shown in Figure 7. Based on the performance evaluation, RF yields area a value of 84.4% 
under the ROC curve, which is better than the MDA and LDA models with 75.2% and 74.9%, 
respectively. 
 
Figure 7. Receiver operating characteristics (ROC) curve calculated for the LDA, MDA and RF 
models. 
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6. Discussion 
The results of VIF, Chi-square, and Gini importance demonstrate that sole reliance on VIF is 
useless for factor optimization. In order to identify the important factors that need to be selected (and 
which ones should be discarded), further analysis is required. Moreover, highlighting distance from 
the river, land cover, DEM and lithology as significant factors are consistent with another study by 
[40]. However, the author of [40] mentioned that previous studies showed other conditioning factors 
as the most/least important factors for GPMs; among them, altitude was the more highly ranked 
factor and this diversity could be the result of different hydro-geological, climatic, and topographical 
features of the watersheds. However, the result of our factor analysis appeared to suggest that 
parameters such as aspect, slope length, TRI, and SPI do not have a significant contribution to the 
estimated groundwater potential. 
By looking at GPMs resulting from MDA and LDA (Figures 5a,b), the distribution of four 
probability classes and their patterns were nearly the same. For example, the “Low” and “Moderate” 
classes appeared north-south at the center of the basin, particularly within altitude ranging from 280 
m to 2,400 m above mean sea level. LDA and MDA GPMs indicate higher occurrences of “High” 
classes, which cover approximately 1/3 of the entire area. However, the results are different for RF 
(Figure 5c), where the “Low” and “Moderate” classes were dominant. For instance, distribution of 
potential springs was classified as “Low” and “Moderate” in the west-south area, where the altitudes 
vary between 2,800 m and 3,300 m (the area involved no fault, it was steep, and lithologically it was 
covered by volcanic tuff). This pattern was followed by areas with lower fault density (e.g., north-
east and north). In the north-south direction, at the center of the basin, where the altitude was lower 
than 2,000 m, the areas were moderately disposed to groundwater zones (moderate class). 
Generally, lower altitudes include lesser slope areas with developed drainage systems. These 
could be the reasons for the observed inverse relationship between altitude and spring occurrences, 
which is also what was concluded by [40]. The absence of springs in excessive slopes may not mean 
that the springs do not exist. Instead, there is a possibility that they were not detected during field 
work in inaccessible areas, which was pointed out by the work in [59]. The two other classes, “High” 
and “Very-High”, were generally distributed all around the spring’s locations and close to the study 
area’s border, with concentrations of dark shale and sandstone, limestone, and quartzitic sandstone. 
It is worth noting that the results can suffer from the presence of bias in both training and 
validation data, due to easier accessibility to lower altitude areas to create inventory maps [59]. 
Therefore, the data might underestimate the presence of the springs at higher elevation areas because 
of difficulty during the field surveying. Considering the slope angle of the study area, the absence of 
springs in very steep areas (higher than 30 degrees) was obvious. This may indicate the 
incompleteness in the spring inventory map and its effect on training and validation data. 
With respect to fault density, lower densities seem to indicate smaller springs concentrations 
and subsequently, lower potential for groundwater recourses. Surprisingly, land cover factor that 
was statistically categorized as one of the perfect conditioning factors to delineate GPM, was not as 
high as expected as we did not observe any remarkable influence by any specific land cover type. 
Besides that, the author of [20] concluded that garden land cover is systematically promoted by the 
nearest distance to the springs locations; therefore, we could not consider land cover as an 
independent variable. To compare with the research done by [20], the authors used aspect, TRI, and 
SPI, along with 10 other GCFs, and obtained maximum AUC of 87.5% using adaptive neuro-fuzzy 
inference systems. They used VIF Collinearity statistics and concluded that there was no 
multicollinearity in the datasets and determined land cover/use as the most important factor using 
information gain ratio (IGR). They also emphasized the effect of aspect, TRI, and SPI in prediction 
models, whereas in our experiment, we did not observe much effect and could obtain satisfying 
results without aspect, TRI, and SPI. This may suggest that site conditions and GCFs play different 
roles in a particular study area. With respect to fault distance, it was confirmed that the nearer to the 
fault, the higher is the probability of spring occurrence. 
In general, the presence of groundwater resources within the study area was promising. Our 
findings indicate that most of the springs were in “High” and “Very High” classes, which covered 
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almost every part of the study area. In the present study, we compared Linear and Mixed 
Discriminant Analyses and RF for groundwater potential mapping. Generally, LDA and MDA are 
optimal for discriminant analysis, where MDA seems to be a clear choice. The results of previous 
research [26] on groundwater potential mapping using LDA in Beheshtabad Watershed, Iran, with 
14 GCFs and 1,425 springs locations, have shown that LDA had AUC-ROC of 0.735 with true positive 
rate of 69.1 and false positive rate of 60.3. In a study done by the author of [21], LDA achieved an 
acceptable performance with AUC-ROC value of 79.2% for groundwater potential mapping in the 
Khalkhal region, Ardebil Province, Iran. They found that LDA provided more detailed information 
about the modeling process. The work in [30] however reported the opposite, where LDA generally 
resulted in poor accuracy; however, MDA achieves higher accuracy, but typically lacks 
interpretability. To investigate MDA performance, LDA and RF were selected because they had been 
used in groundwater potential mapping in previous studies and were proven to produce acceptable 
results. Additionally, MDA is an advanced version of LDA, and comparison of these models, which 
are from a branch of models, could result in useful outputs. Moreover, RF was benchmarked as a 
well-known, flexible [23], simple machine learning algorithm [6], and an efficient model [6,33] to 
compare our discriminate analysis performances with respect to groundwater potential mapping. 
The ROC further showed that all three models reached values greater than 70%, which confirm the 
acceptance of results for such modeling [33,39]. Based on this observation, the GPMs were perfectly 
coinciding with true events (spring’s locations); therefore, they are reliable for resource planning and 
monitoring. Moreover, the performance of the proposed MDA model against the reference models 
(RF and LDA) is also consistent with the work of [21]. Consequently, MDA seems to be a reliable 
approach for groundwater potential mapping. Although ROC-AUC is one of the most common 
indices to evaluate prediction models and was frequently used by [6,23,39,40,65–68] for groundwater 
potential mapping validation, our future research will further investigate the accuracy of MDA 
model for GPM using other validation methods. Moreover, we note, however, that the accuracy of 
the groundwater/springs inventory dataset has a significant effect on the validity and accuracy 
assessment of GPMs [37]. To improve accuracy, a variety of sources, such as field survey, remote 
sensing imagery, and aerial photos can be used to prepare a spring inventory map [68] and locate 
groundwater discharge [69], which can lead to a complete and accurate inventory map, even in 
inaccessible, steep, and high altitude areas. 
7. Conclusions 
Uncertainties in spatial modeling require the use of advanced modeling techniques in order to 
reduce the degree of uncertainty for reliable GPM. Various GCF datasets have been used for this 
research, such as geological, hydrological, topographical, lithological factors, and a land use map, 
together with a spring inventory map for training and accuracy assessment. Among these factors, 
distance from the river, land cover, and altitude were analyzed and defined to have more significant 
roles in GPMs. On the contrary, slope length, slope aspect, SPI, and TRI ranked as the least important 
factors. Moreover, ranking of factors shows small differences from one statistical factor 
analysis/optimization method to another. This is seen when lithology map was categorized as a good 
factor for modeling by Chi-square, while VIF and tolerance show a correlation with other factors. 
Hence, along with VIF, other factor analysis methods such as Chi-square or Gini importance can be 
utilized as well. The findings of our visual inspection also showed that fault density is one of the 
important conditioning factors for GPMs. We, however, did not observe direct impact of any specific 
land cover in GPMs, which was a theme mentioned by other researchers and our factor analysis. 
Based on all these observations, it may be suggested that the importance of any conditioning factor 
is subject to regional attributes and many other variables. Hence, factor ranking may vary from one 
study area to another. Consequently, we cannot rely on a single factor analysis method to remove 
redundant data. This study applied a relatively new model i.e. MDA, which was compared with two 
other models, namely, LDA and RF. The objective was to classify groundwater potential areas into 
four classes in the Haraz basin of Iran. Conclusively, RF produced a convincing ROC of 84.4%. This 
has informed its application as the baseline to evaluate the performance of LDA and MDA in this 
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study. Obviously, the GPMs obtained with LDA and MDA prove that the two algorithms belong to 
the same family, as ROC analysis were closely related, and they showed a similar pattern in term of 
distribution of the potential classes, as well. As mentioned earlier, the result of this study verifies that 
RF’s is less affected by geographical attributes (rather than MDA and LDA). It also reveals the ability 
of RF to accommodate different types of variables as a prediction model. The apparent disparity in 
the distribution of the groundwater potential classes between the two mentioned discriminant 
algorithms and RF, which may arise from uncertainty in the modeling parameters or algorithm, needs 
further investigation. Further studies will be carried out to evaluate the performance of RF in different 
environments for groundwater potential mapping to verify its robustness under different 
conditioning parameters. Nevertheless, the results obtained from the models are resourceful for 
water resources managers to improve planning and management. The result of this research also 
suggests the use of complementary data to enrich springs inventory maps that directly affects the 
accuracy of GPM. 
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