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MEAN-FIELD SDE DRIVEN BY A FRACTIONAL BROWNIAN
MOTION AND RELATED STOCHASTIC CONTROL PROBLEM
RAINER BUCKDAHN ∗ AND SHUAI JING †
Abstract. We study a class of mean-field stochastic differential equations driven by a fractional
Brownian motion with Hurst parameter H ∈ (1/2, 1) and a related stochastic control problem.
We derive a Pontryagin type maximum principle and the associated adjoint mean-field backward
stochastic differential equation driven by a classical Brownian motion, and we prove that under
certain assumptions, which generalise the classical ones, the necessary condition for the optimality
of an admissible control is also sufficient.
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1. Introduction. In this paper we consider a class of mean-field stochastic con-
trol problem driven by a fractional Brownian motion with Hurst parameter H ∈
(1/2, 1) given by
(1) Xut = x+
∫ t
0
σ(PXus )dB
H
s +
∫ t
0
b(P(Xus ,us), X
u
s , us)ds,
where x ∈ R, and u ∈ U([0, T ]) is an adapted control process taking values in a convex
open set in Rm, PXus is the law of X
u
s and P(Xus ,us) is the joint law of (X
u
s , us). Our
aim is to characterise an optimal control u∗ ∈ U([0, T ]) such that
(2) J(u∗) = inf
u∈U([0,T ])
J(u).
where the cost functional has the form
(3) J(u) = E
[∫ T
0
f
(
P(Xut ,ut)
, Xut , ut
)
dt+ g
(
XuT ,PXuT
)]
,
for some functions f and g specified later.
The mean-field (or McKean-Vlasov type) stochastic differential equation (SDE)
driven by classical Brownian motion was introduced by Kac [14] [15] to study the
Boltzman equation and the Vlasov kinetic equation. Later Lasry and Lions [16]
worked on mean-field stochastic games. Henceforth the applications for mean-field
problem attracted wide attention. Buckdahn et al. [4] [6] studied special mean-
field games and derived a kind of mean-field BSDEs associated with non local PDEs.
Carmona and Delarue [8] studied the existence and uniqueness of a class of mean-field
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forward-backward SDEs by applying the continuation method proposed in Peng and
Wu [19].
Stochastic control problems driven by a fractional Brownian motion also have
been studied by several authors. However, compared with the vast literatures on
stochastic control problems driven by classical Brownian motion, few has been done
and there are a lot of open questions. The main reason is that fractional Brownian
motion is neither a Markov process nor a semi-martingale, hence the classical methods
cannot be applied directly here. Biagini et al. [1] obtained a maximum principle for
a stochastic control problem driven by an m-dimensional fractional Brownian motion
with Hurst parameter H ∈ (1/2, 1)m. For H ∈ (0, 1/2), Hu and Zhou [12] considered
a linear stochastic optimal control problem and obtained a Riccati equation, a BSDE
driven by the fractional Brownian motion and the underlying Brownian motion. Han
et al. [10] obtained a stochastic maximum principle for a control problem driven by
a fractional Brownian motion with H > 1/2 and their adjoint equations is a linear
BSDE again driven by the fractional Brownian motion and the underlying Brownian
motion. We emphasise that their results need strong assumptions, and in particular,
Malliavin differentiability of the optimal control process, which are not easily fulfilled.
By applying Girsanov transformation, in [5] we studied a stochastic control system
involving both a standard and an independent fractional Brownian motion with Hurst
parameter less than 1/2, , and we obtained as adjoint equation a BSDE driven by the
Brownian motion and an independent martingale.
In this paper, by applying Girsanov transformation, we first prove the existence
and the uniqueness result for a mean-field SDE of the form
(4) Xt = ξ +
∫ t
0
(
γsXs + σ(s,P(Xs,Θs)
)
dBHs +
∫ t
0
b(s,P(Xs,Θs), Xs)ds,
where ξ is a square integrable random variable, Θ is a given square integrable process
and γ is a deterministic function. Then we use these results to consider a stochastic
control problem with dynamics X (for γ = 0 and Θ = u an admissible control) and
we derive the Pontryagin type maximum principle.
We give a necessary as well as a sufficient condition. The maximum principle
leads to a coupled system involving a mean-field forward-backward SDE, where the
forward equation is a mean-field SDE driven by the fractional Brownian motion, while
the backward equation is a mean-field BSDE driven only by the underlying Brownian
motion, with terminal condition depending on the fractional Brownian motion. We
also show that, if the time interval is small enough, the mean-field FBSDE is solvable
and allows us to get an optimal control and the associated dynamics. A more general
discussion of such coupled FBSDEs is foreseen for a forthcoming paper. It is worth
noting that our controls are not assumed to be Malliavin differentiable.
The paper is organised as follows: In Section 2 we give some preliminaries on
fractional Brownian motion and differentiability for functions of measures. In Section
3 we study the existence and uniqueness of semi-linear mean-field stochastic differ-
ential equations driven by a fractional Brownian motion. Our main results on the
Pontryagin’s maximum principle are stated in Section 4.
2. Preliminaries.
2.1. Fractional Brownian Motion. Let T > 0 be a fixed horizon. We consider
a complete probability space (Ω,F ,P). A fractional Brownian motion BH = {BHt , t ∈
[0, T ]} with Hurst parameter H ∈ (0, 1) is a centred Gaussian process on (Ω,F ,P)
MFSDE DRIVEN BY FBM AND RELATED STOCHASTIC CONTROL PROBLEM 3
with covariance function
RH(t, s) = E
[
BHt B
H
s
]
=
1
2
(t2H + s2H − |t− s|2H), s, t ∈ [0, T ].
For H ∈ (1/2, 1), it is well known that the fractional Brownian motion has the repre-
sentation as follows:
BHt =
∫ t
0
KH(t, s)dWs,
where W is a suitable Brownian motion on the space (Ω,F ,P). The kernel function
is given by
KH(t, s) = cHs
1/2−H
∫ t
s
(u− s)H−3/2uH−1/2du, t > s,
with the constant
cH = [H(2H − 1)/β(2− 2H,H − 1/2)]
1/2,
where β(α, γ) = Γ(α+γ)/(Γ(α)Γ(γ)) is the Beta function and Γ(α) =
∫∞
0
xα−1e−xdx
is the Gamma function.
2.2. Fractional Calculus. For a detailed account on the fractional calculus
theory, we refer, for instance, to Biagini et al. [2] and Samko et al. [20].
Let f : [0, T ] → R be a Lebesgue integrable function, and α ∈ (0, 1). The
fractional Riemann Liouville integrals of f are defined as follows:
The right–sided and left–sided fractional integrals IαT−(f)(x) and I
α
0+(f)(x) of f
of order α are given by
IαT−(f)(x) =
1
Γ(α)
∫ T
x
f(u)
(u− x)1−α
du, for almost all x ∈ [0, T ].
and
Iα0+(f)(x) =
1
Γ(α)
∫ x
0
f(u)
(x− u)1−α
du, for almost all x ∈ [0, T ].
Note that IαT−(f)(x) and I
α
0+(f)(x) are well-defined because the Fubini theorem
implies that they are functions in Lp([0, T ]), p ≥ 1, whenever f ∈ Lp([0, T ]).
We denote by IαT−(L
p) (respectively, Iα0+(f)(x)), p ≥ 1, the families of all func-
tions f ∈ Lp([0, T ]) such that
(5) f = IαT−(ϕ), (respectively, f = I
α
0+(ϕ)),
for some ϕ ∈ Lp([0, T ]). Samko et al. [20] (Theorem 13.2) provide a characterization
of the space IαT−(L
p), p > 1. The function ϕ satisfying (5) coincides with the right–
sided fractional derivative
(6) (DαT−f)(x) =
1
Γ(1− α)
(
f(x)
(T − x)α
+ α
∫ T
x
f(x)− f(u)
(u− x)1+α
du
)
,
respectively, the left–sided functional derivative
(7) (Dα0+f)(x) =
1
Γ(1− α)
(
f(x)
xα
+ α
∫ x
0
f(x)− f(u)
(x− u)1+α
du
)
,
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when the integrals are well defined. Moreover, we have
(8) Dα0+f =
d
dx
I1−α0+ f,
and
(9) DαT−f =
d
dx
I1−αT− f,
if everything is well-defined.
Furthermore, we have the following integration by parts formula for the fractional
integrals
(10)
∫ T
0
Iα0+f(x)g(x)dx =
∫ T
0
f(x)IαT−g(x)dx,
if f ∈ Lp[0, T ], g ∈ Lq[0, T ], 1/p + 1/q ≤ 1 + α. The corresponding integration by
parts formula for the fractional derivatives is
(11)
∫ T
0
Dα0+f(x)g(x)dx =
∫ T
0
f(x)DαT−g(x)dx,
for f ∈ Iα0+(L
p[0, T ]), g ∈ IαT−(L
q[0, T ]), 1/p+ 1/q ≤ 1 + α.
2.3. Stochastic integrals with respect to fractional Brownian motion.
Most of the results in this section can be found in Biagini et al. [2], Han et al. [10]
and Hu [11].
For the kernel function KH(t, s), let H be the set of functions f which can be
represented as
f(t) =
∫ t
0
KH(t, s)fˆ(s)ds
for some fˆ ∈ L2([0, T ]). We denote by E be the space of step functions on [0, T ] and
define ϕ(t, s) = H(2H − 1)|s− t|2H−2. We consider the scalar product on L2([0, T ]):
〈f, g〉H :=
∫ T
0
∫ T
0
f(s)g(t)ϕ(t, s)dsdt,
and we define a linear map I on the space E by
I : (L2([0, T ]), 〈, 〉H)→ H
I[0,t] 7→ R(t, ·).
Then the extension of this map to the closure of (L2([0, T ]), 〈, 〉H) is a representation
of H. The map I also induces the following isometry:
J : (L2([0, T ]), 〈, 〉H)→ L
2(Ω)
I[0,t] 7→ B
H
t .
This allows to define the Wiener integrals with respect to BH :
BH(ψ) := J (ψ), ψ ∈ H.
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We also use the notations BH(ψ) =
∫ T
0
ψ(t)dBH(t) and BH(ψI[0,t]) =
∫ t
0
ψ(s)dBHs ,
t ∈ [0, T ].
We denote by S the set of all polynomial functions of BH(ψj) =
∫ T
0 ψj(t)dB
H(t).
For an element F ∈ S, having the form
F = g(BH(ψ1), · · · , B
H(ψn)),
where g is a polynomial of n variables, we define its Malliavin derivative DHs F by
DHs F :=
n∑
i=1
∂g
∂xi
(BH(ψ1), · · · , B
H(ψn))ψi(s), 0 ≤ s ≤ T.
For any F ∈ S as above and p ∈ (0,∞), we define the following norm
‖F‖H,1,p := ‖F‖p +
E(∫ T
0
∣∣DHt F ∣∣2 dt
)p/21/p .
We denote by DH,1,p the Banach space obtained by completing S with respect to the
norm ‖ · ‖H,1,p.
The classical Malliavin derivative DW with respect to the underlying Brownian
motion W and the space DW1,p can be defined in a similar and classical way, which we
omit here.
We define an operator KH on H as:
(KHψ)(s) = cHΓ(H − 1/2)s
1/2−HI
H−1/2
0+ (u
H−1/2ψ(u))(s).
Then its adjoint operator K∗H on H is:
(K∗Hψ)(s) = cHΓ(H − 1/2)s
1/2−HI
H−1/2
T− (u
H−1/2ψ(u))(s),
and its inverse operator K∗H
−1 is:
(K∗H
−1ψ)(s) =
1
cHΓ(H − 1/2)
s1/2−H(D
H−1/2
T− u
H−1/2ψ(u))(s).
For ψ ∈ H, the following relationship holds:∫ T
0
ψ(t)dBH(t) =
∫ T
0
(K∗Hψ)(t)dW (t)
and ∫ T
0
ψ(t)dW (t) =
∫ T
0
(K∗H
−1ψ)(t)dBH(t).
Therefore, if we denote by F = {Ft, t ∈ [0, T ]} the filtration generated by the
fractional Brownian motion {BHt }t∈[0,T ], it coincides with the one generated by the
underlying Brownian motion {Wt, t ∈ [0, T ]}.
We have the following proposition (see also Proposition 5.2.1 in Nualart [18]):
Proposition 1. If F ∈ DW1,2
⋂
DH,1,2, then
DHs F = K
∗
H
−1DWs F.
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However, it is more convenience for fractional Brownian motions to use another
Malliavin derivative, which is defined as
(12) DHs F =
∫ T
0
ϕ(s− r)DHr Fdr,
where
ϕ(r) = H(2H − 1)|r|2H−2, 0 ≤ r ≤ T.
From Section 5.8 in [11] we know
D
H
s F = KHK
∗
HD
H
s F.
Now we can define by the following result the more general Skorohod type integral∫ T
0 f(t)dB
H
t as the divergence operator related to D
H
t (See, for example Theorem 6.23
in [11], or Proposition 2.3 in [10]).
Definition 2. Let f : ([0, T ] × Ω,B([0, T ])⊗ F) → (R,B(R)) be a jointly mea-
surable square integrable process. We say that f is integrable with respect to BH
(f ∈ Dom(δH) ), if there is some δH(f) ∈ L
2(Ω,F ,P) such that for all G ∈ DH,1,2,
(13) E [GδH(f)] =
∫ T
0
E
[
f(t)DHt G
]
dt.
If fI[s,t] ∈ Dom(δH), we write
∫ t
s
f(r)dBHr := δH(fI[s,t]), s, t ∈ [0, T ].
From the classical Malliavin calculus theory (refer to, Nualart [18] and Buckdahn
[3]), we have the following proposition (see also Proposition 6.25 in Hu [11]).
Proposition 3. If f ∈ Dom(δH), it holds that:
(14)
E
∣∣∣∣∣
∫ T
0
f(t)dBHt
∣∣∣∣∣
2
 = E[∫ T
0
|K∗Hf(t)|
2dt
]
+ 2E
[∫ T
0
∫ s
0
D
H
s f(r)D
H
r f(s)drds
]
.
The Stratonovich integral with respect to fractional Brownian motion can be
defined from the Skorohod integral as follows (see Theorem 3.9 in [9]).
Proposition 4. Let f : Ω× [0, T ]→ R be a stochastic process which is Malliavin
differentiable such that the following holds:
E
[∫ T
0
∫ T
0
|f(s)f(t)|ϕ(s − t)dsdt+
∫ T
0
∫ T
0
|DHs f(t)|
2dsdt
]
<∞.
Then the Stratonovich integral
∫ T
0 f(t)d
◦BHt exists and
(15)
∫ T
0
f(t)d◦BHt =
∫ T
0
f(t)dBHt +
∫ T
0
D
H
t f(t)dt.
The following proposition can be derived from Remark 2.7.4 in Mishura [17].
Proposition 5. For t ∈ [0, T ], let F1(t) =
∫ t
0
f1(s)ds+
∫ t
0
f2(s)d
◦BHs and G1(t)=∫ t
0
g1(s)ds +
∫ t
0
g(s)dWs, where f1, g1 are integrable processes, f2 satisfies the condi-
tions in Proposition 4 and g2 is continuous square integrable adapted process. Then
we have
(16) dF1(t)G1(t) = F1(t)g2(t)dWt +G1(t)f2(t)d
◦BHt + [F1(t)g1(t) +G1(t)f1(t)]dt.
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Combining Proposition 4 and 5, it is easy to deduce the following result.
Corollary 6. For t ∈ [0, T ], let now F (t) =
∫ t
0 f1(s)ds +
∫ t
0 f1(s)dB
H
s and
G(t) =
∫ t
0 g1(s)ds+
∫ t
0 g2(s)dWs, where f1, g1 are integrable processes, f2 satisfies the
conditions in Proposition 4 and g2 is continuous square integrable adapted process.
Then we have
(17) dF (t)G(t) = F (t)g2(t)dWt +G(t)f2(t)dB
H
t + f2(t)D
H
t G(t)dt.
2.4. Girsanov Transformation. Let {γ(s), s ∈ [0, T ]} be a bounded function
in H. For any ω ∈ Ω, we define the following operators:
(18) Tt(ω) = ω +
∫ t∧·
0
K∗H(γI[0,t])(s)ds,
and
(19) At(ω) = ω −
∫ t∧·
0
K∗H(γI[0,t])(s)ds, t ∈ [0, T ].
It is clear that AtTt(ω) = TtAt(ω) = ω. Moreover, for any F ∈ S, we have from the
Girsanov theorem (we refer to [3]),
(20) E[F ] = E[F (Tt)ε
−1
t (Tt)] = E[F (At)εt],
where
εt = exp
{∫ t
0
γsdB
H
s −
1
2
∫ t
0
(
K∗H(γI[0,t])
)2
(s)ds
}
= exp
{∫ t
0
K∗H(γI[0,t])(s)dWs −
1
2
∫ t
0
(
K∗H(γI[0,t])
)2
(s)ds
}
,
and hence
ε−1t (Tt) = exp
{
−
∫ t
0
γsdB
H
s −
1
2
∫ t
0
(
K∗H(γI[0,t])
)2
(s)ds
}
.
Following a similar argument in Lemma 2.4 in [13] , we verify that
E
[
sup
t∈[0,T ]
εpt
]
< +∞ and E
[
sup
t∈[0,T ]
εpt (Tt)
]
< +∞, for all p ∈ R.
2.5. Differentiability of Functions of Measures. Let P(Rn) be the space
of all probability measures on (Rn,B(Rn)). We denote by Pp(R
n) the subspace of
P(Rn) of order p, which means
Pp(R
n) = {µ ∈ P(Rn) :
∫
Rn
|x|pµ(dx) < +∞}.
On Pp(R
n), the Wasserstein metric of order p is defined by
Wp(µ, ν) = inf
{(∫
R2n
|x− y|pρ(dx, dy)
) 1
p
, ρ ∈ Pi(R
2n) such that
ρ(· × Rn) = µ and ρ(Rn × ·) = ν
}
.
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In this paper, we will use Wasserstein metrics of order 1 and 2: W1 and W2. Notice
that if ξ and η are two p-integrable random variables with laws Pξ and Pη, then we
have Wp(Pξ,Pη) ≤ (E|ξ − η|
p)
1
p since we can choose a special ρ = P(ξ,η) in the above
definition. In this paper, the notion of differentiability for functions of measures we
use is that introduced by P. L. Lions in his course at the Colle`ge de France and
summarized by Cardaliaguet [7]. We also refer to Carmona and Delarue [8].
Notice that, as (Ω,F ,P) carries a fractional Brownian motion, it is rich enough
in the sense that P2(R
n) = {Pξ, ξ ∈ L
2(Ω,F ,P;Rn)}, n ≥ 1.
Given a function σ : P2(R)→ R, for any random variable ξ ∈ L
2(Ω,F ,P), we set
σ˜(ξ) := σ(Pξ).
Definition 7. The function σ is said to be differentiable at µ ∈ P2(R), if there
exists a random variable ξ˜ ∈ L2(Ω,F ,P) with Pξ˜ = µ such that σ˜ : L
2(Ω,F ,P) → R
is Fre´chet differentiable at ξ˜.
For simplicity, we suppose that σ˜ : L2(Ω,F ,P)→ R is Fre´chet differentiable. We
denote its Fre´chet derivative at ξ˜ by Dσ˜(ξ˜). Notice that Dσ˜(ξ˜) : L2(Ω,F ,P) → R is
a continuous linear mapping; we write Dσ˜(ξ˜) ∈ L(L2(Ω,F ,P),R). Hence,
σ(Pξ)− σ(Pξ˜) = σ˜(ξ)− σ˜(ξ˜) = 〈(Dσ˜)(ξ), (ξ − ξ˜)〉L2 + o(|ξ − ξ˜|L2), as |ξ − ξ˜|L2 → 0.
According to Cardaliaguet [7], with the Riesz representation theorem, Dσ˜(ξ) ∈
L(L2(Ω,F , P),R) ≡ L2(Ω,F ,P), i.e., there exists a random variable θ ∈ L2(Ω,F ,P)
such that Dσ˜(ξ)(η) = E[θη], for an η ∈ L2(Ω,F ,P). Due to the by now well known
result by P.-L.Lions, there is a Borel function hPξ : R → R, such that θ = hPξ(ξ),
P-a.s.
We define the derivative of σ with respect to the measure at Pξ by putting
∂µσ(Pξ, x) = hPξ(x). Notice that ∂µσ(Pξ, x) is defined only Pξ(dx)-a.e. uniquely.
Therefore,
σ(Pξ˜)− σ(Pξ) = E[∂µσ(Pξ, ξ)(ξ˜ − ξ)] + o(|ξ˜ − ξ|L2), as |ξ − ξ˜|L2 → 0.
For example, if, for ξ ∈ L2(Ω,F ,P) and σ, ϕ ∈ C1b (R), we consider σ(Pξ) =
σ(E[ϕ(ξ)]), we have σ˜(ξ) = σ(E[ϕ(ξ)]), and a straight forward computation shows
Dσ˜(ξ)(η) = E[σ′(E[ϕ(ξ)])ϕ′(ξ)η], for all η ∈ L2(Ω,F ,P),
i.e., ∂µσ(Pξ, x) = σ
′(E[ϕ(ξ)])ϕ′(x).
As concerns the well-definedness of the derivative ∂µσ(Pξ, x) := hPξ(x), i.e., the
dependence of hPξ on ξ only through Pξ, it can be shown by a rather simple argument:
Let ξ1, ξ2 ∈ L
2(Ω,F ,P) be such that σ˜ is differentiable at both ξ1 and ξ2 and Pξ =
Pξ1 = Pξ2 . Then, for any bounded Borel function φ : R→ R, for i = 1, 2,
E[hPξi (ξi)φ(ξi)] = Dσ˜(ξi)(φ(ξi)) = ∂εσ˜(ξi + εφ(ξi))|ε=0 = ∂εσ(Pξi+εφ(ξi))|ε=0.
But as Pξ1 = Pξ2 , also Pξ1+εφ(ξ1) = Pξ2+εφ(ξ2), for all ε > 0. This implies that, as hPξi
is deterministic,
E
[
hPξ1 (ξ1)φ(ξ1)
]
= E
[
hPξ2 (ξ2)φ(ξ2)
]
= E
[
hPξ2 (ξ1)φ(ξ1)
]
,
for all bounded Borel function φ. Finally, choosing φ(x) =sign(hξ1(x)−hξ2(x)), x ∈ R,
we get
E[|hξ1(ξ1)− hξ2(ξ1)|] = E[(hξ1(ξ1)− hξ2(ξ1))φ(ξ1)] = 0,
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i.e., hξ1(x) = hξ2(x), Pξ1(= Pξ2)-a.s.
In the last part of this paper, we need the joint convexity of a function on (Rn ×
P2(R
d)). A differentiable function g defined on (Rn × P2(R
d)) is convex, if for every
(x, µ) and (x′, µ′) ∈ (Rn × P2(R
d)), we have
(21) g(x′, µ′)− g(x, µ)− 〈∂xg(x, µ), (x
′ − x)〉 − E˜
[
〈∂µg(x, µ)(X˜), X˜
′ − X˜〉
]
≥ 0,
where X˜, X˜ ′ ∈ L2(Ω,F ,P;Rd) with PX˜ = µ and PX˜′ = µ
′, and 〈·, ·〉 stands for the
scalar product in Rm, m ∈ N.
Moreover, a differentiable function g defined on (Rn ×P2(R
d)) is strictly convex,
if there exists λ > 0, for every (x, µ) and (x′, µ′) ∈ (Rn × P2(R
d)), we have
(22) λ(|x−x′|2+E
[
|X −X ′|2
]
) ≤ 〈∂xg(x, µ), (x
′−x)〉+E [〈∂µg(x, µ)(X), X
′ −X〉] ,
where X,X ′ ∈ L2(Ω,F ,P;Rd) with PX = µ and PX′ = µ
′.
3. Mean-field SDE driven by fractional Brownian motion. In this sec-
tion, we will study a class of semi-linear stochastic differential equations driven by a
fractional Brownian motion. In the following sections, the constant C can vary from
line to line.
Given an arbitrary square integrable process Θ = (Θs) with values in R
m, m ≥ 1,
let us consider the following equation:
(23) Xt = ξ +
∫ t
0
(
γsXs + σ(s,P(Xs,Θs)
)
dBHs +
∫ t
0
b(s,P(Xs,Θs), Xs)ds,
where ξ ∈ L2(Ω,F0,P;R) and the coefficients σ : [0, T ] × P2(R × U) → R and b :
Ω× [0, T ]× P2(R× U)× R→ R satisfy the following conditions:
(H1) For any s ∈ [0, T ], x, x′ ∈ R, η, η′ ∈ L2(Ω,F ,P;R) and Θ ∈ L2(Ω,F ,P;Rm),
there exists a constant C > 0 such that
|σ(s,P(η,Θ))| ≤ C,
|b(s,P(η,Θ), x)| ≤ C
(
1 +W1(P(η,Θ),P(0,Θ)) + |x|
)
,∣∣σ(s,P(η,Θ))− σ(s,P(η′,Θ))∣∣ ≤ CW1(P(η,Θ),P(η′,Θ)),
|b(s,P(η,Θ), x)− b(s,P(η′,Θ), x
′)| ≤ C
(
W1(P(η,Θ),P(η′,Θ)) + |x− x
′|
)
.
Remark 8. It is easy to deduce from (H1) the following conditions:
|b(s,P(η,Θ), x)| ≤ C (1 + E [|η|] + |x|) ,∣∣σ(s,P(η,Θ))− σ(s,P(η′,Θ))∣∣ ≤ CE [|η − η′|] ,
|b(s,P(η,Θ), x)− b(s,P(η′,Θ), x
′)| ≤ C (E [|η − η′|] + |x− x′|) .
We denote by L2,∗([0, T ];R) the Banach space of F-adapted process {ϕ(t), t ∈
[0, T ]} such that
sup
t∈[0,T ]
E
[
|ϕ(t)|2ε−1t
]
< +∞.
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Definition 9. A solution of equation (23) is a stochastic process X = (Xt)t≥0 ∈
L2,∗([0, T ];R) such that XI[0,t] ∈ Dom(δH), t ∈ [0, T ] and equation (23) holds true
P-a.s.
Remark 10. Note that for X ∈ L2,∗([0, T ];R),
(
σ(s,P(X,Θ))
)
s∈[0,T ]
∈ L∞([0, T ])
is a bounded and hence, square integrable deterministic function, which implies that∫ t
0 σ(s,P(Xs,Θs))dB
H
s is well defined.
To solve the equation (23), we first transform it to another one. Indeed, we have
the following statement.
Theorem 11. Assume X ∈ L2,∗([0, T ];R). Then X is a solution of (23) if and
only if it solves the following equation:
(24)
Xt(Tt)ε
−1
t (Tt)
=ξ +
∫ t
0
σ(s,P(Xs,Θs))ε
−1
s (Ts)dB
H
s +
∫ t
0
b(s, Ts,P(Xs,Θs), Xs(Ts))ε
−1
s (Ts)ds.
Remark 12. We note that for any X ∈ L2,∗([0, T ];R), the expression
∫ t
0
σ(s,P(Xs,Θs))ε
−1
s (Ts)dB
H
s , 0 ≤ t ≤ T,
is well defined. Indeed, σ(s,P(Xs,Θs)) is a deterministic bounded function, and we
have the following statement:
Lemma 13. For all Θ ∈ L∞([0, T ]), the process
(
Θsε
−1
s (Ts)
)
s∈[0,T ]
∈ Dom(δH).
Proof. (of Theorem 11). Suppose {Xt, t ∈ [0, T ]} ∈ L
2,∗([0, T ];R) is a solution of
equation (23), and that, in particular γXI[0,t] ∈ Dom(δH), t ∈ [0, T ]. Then, for any
F ∈ S, we have
E
[
FXt(Tt)ε
−1
t (Tt)− Fξ
]
= E[F (At)Xt − Fξ]
=E [F (At)ξ − Fξ] + E
[
F (At)
∫ t
0
(γsXs + σ(s,P(Xs,Θs)))dB
H
s
]
+ E
[
F (At)
∫ t
0
b(s,P(Xs,Θs), Xs)ds
]
=E
[
ξ
∫ t
0
dF (As)
ds
ds
]
+ E
[
F (At)
∫ t
0
(γsXs + σ(s,P(Xs,Θs)))dB
H
s
]
+ E
[
F (At)
∫ t
0
b(s,P(Xs,Θs), Xs)ds
]
.
We remark that dF (As)ds = −γsKHK
∗
HD
H
s F (As) = −γsDsF (As). Thus, from Propo-
sition 2 we have
E
[
FXt(Tt)ε
−1
t (Tt)− Fξ
]
=− E
[
ξ
∫ t
0
γsD
H
s F (As)ds
]
+ E
[∫ t
0
(γsXs + σ(s,P(Xs,Θs)))D
H
s F (At)ds
]
+ E
[∫ t
0
b(s,P(Xs,Θs), Xs)F (At)ds
]
.
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Using again that F (At) = F (As)−
∫ t
s
γrD
H
r (F (Ar))dr, we see that
D
H
s F (At) = D
H
s F (As)−
∫ t
s
γrD
H
s (D
H
r (F (Ar)))dr.
Consequently,
E
[
FXt(Tt)ε
−1
t (Tt)− Fξ
]
= − E
[
ξ
∫ t
0
γsD
H
s F (As)ds
]
+ E
[∫ t
0
(γsXs + σ(s,P(Xs,Θs)))D
H
s F (As)ds
]
− E
[∫ t
0
∫ t
s
γrD
H
s (D
H
r (F (Ar)))(γsXs + σ(s,P(Xs,Θs)))drds
]
+ E
[∫ t
0
b(s,P(Xs,Θs), Xs)F (As)ds
]
− E
[∫ t
0
∫ t
s
b(s,P(Xs,Θs), Xs)γrD
H
r F (Ar)drds
]
,
and the Fubini theorem then yields
E
[
FXt(Tt)ε
−1
t (Tt)− Fξ
]
= − E
[
ξ
∫ t
0
γsD
H
s F (As)ds
]
+ E
[∫ t
0
(γsXs + σ(s,P(Xs,Θs)))D
H
s F (As)ds
]
− E
[∫ t
0
∫ r
0
γrD
H
s (D
H
r (F (Ar)))(γsXs + σ(s,P(Xs,Θs)))dsdr
]
+ E
[∫ t
0
b(s,P(Xs,Θs), Xs)F (As)ds
]
− E
[∫ t
0
∫ r
0
b(s,P(Xs,Θs), Xs)γrD
H
r F (Ar)dsdr
]
.
Applying Proposition 2 again, combined with the Fubini theorem, we have
E
[∫ t
0
∫ r
0
γrD
H
s (D
H
r (F (Ar)))(γsXs + σ(s,P(Xs,Θs)))dsdr
]
=E
[∫ t
0
γsD
H
s (F (As))
∫ s
0
(γrXr + σ(r,P(Xr ,Θr)))dB
H
r ds
]
.
Hence,
E
[
FXt(Tt)ε
−1
t (Tt)− Fξ
]
= − E
[
ξ
∫ t
0
γsD
H
s F (As)ds
]
+ E
[∫ t
0
(γsXs + σ(s,P(Xs,Θs)))D
H
s F (As)ds
]
− E
[∫ t
0
γsD
H
s (F (As))
∫ s
0
(γrXr + σ(r,P(Xr ,Θr)))dB
H
r ds
]
+ E
[∫ t
0
(b(s,P(Xs,Θs), Xs))F (As)ds
]
− E
[∫ t
0
∫ s
0
b(r,P(Xr ,Θr), Xr)γsD
H
s F (As)drds
]
.
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Therefore,
E
[
FXt(Tt)ε
−1
t (Tt)− Fξ
]
=E
[ ∫ t
0
γsD
H
s F (As)
(
− ξ +Xs −
∫ s
0
(γrXr + σ(r,P(Xr ,Θr)))dB
H
r
−
∫ s
0
(b(r,P(Xr ,Θr), Xr))dr
)
ds
]
+ E
[∫ t
0
σ(s,P(Xs,Θs))D
H
s F (As)ds
]
+ E
[∫ t
0
b(s,P(Xs,Θs), Xs)F (As)ds
]
=E
[∫ t
0
σ(s,P(Xs,Θs))D
H
s F (As)ds
]
+ E
[∫ t
0
b(s,P(Xs,Θs), Xs)F (As)ds
]
,
where we have used that X solves (23). Thus, Girsanov transformation yields
E
[
F
(
Xt(Tt)ε
−1
t (Tt)− ξ
)]
=E
[∫ t
0
σ(s,P(Xs,Θs))ε
−1
s (Ts)D
H
s Fds+ F
∫ t
0
b(s, Ts,P(Xs,Θs), Xs(Ts))ε
−1
s (Ts)ds
]
,
i.e.,
E
[∫ t
0
σ(s,P(Xs,Θs))ε
−1
s (Ts)D
H
s Fds
]
=E
[
F
(
Xt(Tt)ε
−1
t (Tt)− ξ −
∫ t
0
b(s, Ts,P(Xs,Θs), Xs(Ts))ε
−1
s (Ts)ds
)]
.
Observing that (Xt(Tt)ε
−1
t (Tt) − ξ −
∫ t
0
b(s, Ts,P(Xs,Θs), Xs(Ts))ε
−1
s (Ts)ds is square
integrable, we see from Definition 2 that
(
σ(s,P(Xs,Θs))ε
−1
s (Ts)
)
I[0,t](s), s ∈ [0, T ]
belongs to Dom(δH), and∫ t
0
σ(s,P(Xs,Θs))ε
−1
s (Ts)dB
H
s
=Xt(Tt)ε
−1
t (Tt)− ξ −
∫ t
0
b(s, Ts,P(Xs,Θs), Xs(Ts))ε
−1
s (Ts)ds.
But this is exactly equation (24). The proof that any solution of equation (24) solves
also (23) uses the same argument.
Now let us focus on equation (23). We have the following existence and uniqueness
result.
Theorem 14. Equation (23) admits a unique solution X = {Xt, t ∈ [0, T ]} ∈
L2,∗([0, T ];R).
Proof. Given a process Xn such that supt∈[0,T ] E
[
|Xnt |
2ε−1t
]
< +∞, we recur-
sively define Xn+1 as: X0 = ξ, and for n ≥ 0, Xn+1t = Y
n+1
t (Tt)ε
−1
t (Tt), where
Y n+1t = ξ +
∫ t
0
σ(s,P(Xns ,Θs))ε
−1
s (Ts)dB
H
s +
∫ t
0
b(s, Ts,P(Xns ,Θs), X
n
s (Ts))ε
−1
s (Ts)ds.
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Then from the linear growth of b we have,
sup
t∈[0,T ]
E
[
|Xn+1t |
2ε−1t
]
= sup
t∈[0,T ]
E
[
|Xn+1t (Tt)ε
−1
t (Tt)|
2
]
≤2E[ξ2] + 2 sup
t∈[0,T ]
E
[∣∣∣∣∫ t
0
(σ(s,P(Xns ,Θs)))ε
−1
s (Ts)dB
H
s
∣∣∣∣2
]
+ 2 sup
t∈[0,T ]
E
[∣∣∣∣∫ t
0
b(s, Ts,P(Xns ,Θs), X
n
s (Ts))ε
−1
s (Ts)ds
∣∣∣∣2
]
≤2E[ξ2] + 2 sup
t∈[0,T ]
E
[∣∣∣∣∫ t
0
(σ(s,P(Xns ,Θs)))ε
−1
s (Ts)dB
H
s
∣∣∣∣2
]
+ 2T sup
t∈[0,T ]
E
[∫ t
0
(
1 + (E [|Xns |])
2
+ |Xns (Ts)|
2
)
ε−2s (Ts)ds
]
.
From the assumption that Xn ∈ L2,∗([0, T ];R) and Proposition 3 in Section 2, we get
sup
t∈[0,T ]
E
[
|Xn+1t |
2ε−1t
]
≤C + 2 sup
t∈[0,T ]
E
[∫ t
0
∣∣K∗H(σ(·,P(Xn· ,Θ·))1[0,t](·)ε−1· (T·))(s)∣∣2 ds]
+ 4 sup
t∈[0,T ]
E
[ ∫ t
0
∫ s
0
D
H
s (σ(r,P(Xnr ,Θr))1[0,t](r)ε
−1
r (Tr))
× DHr (σ(s,P(Xns ,Θs))1[0,t](s)ε
−1
s (Ts))drds
]
:=C + 2I1 + 4I2.
Now for the term I1, we have
I1 = sup
t∈[0,T ]
E
[
C2H
∫ t
0
∣∣∣∣∫ t
s
σ(r,P(Xnr ,Θr))ε
−1
r (Tr)
(r
s
)H− 1
2
(r − s)H−
3
2 dr
∣∣∣∣2 ds
]
≤CE
[
sup
r∈[0,T ]
ε−2r (Tr)
]
sup
t∈[0,T ]
∫ t
0
|KH(t, s)|
2
ds
≤CT 2H .
For the term I2, we have from relation (12) that
I2 = C
2
H sup
t∈[0,T ]
E
[ ∫ t
0
∫ s
0
∫ r
0
|s− u|2H−2σ(r,P(Xnr ,Θr))ε
−1
r (Tr)γudu
×
∫ s
0
|r − v|2H−2σ(s,P(Xns ,Θs))ε
−1
s (Ts)γvdvdrds
]
≤CE
[
sup
r∈[0,T ]
ε−2r (Tr)
]
sup
t∈[0,T ]
∫ t
0
∫ s
0
∫ r
0
|s− u|2H−2du
∫ s
0
|r − v|2H−2dvdrds
≤C sup
t∈[0,T ]
∫ t
0
∫ s
0
(
s2H−1 − (s− r)2H−1
) (
r2H−1 + (s− r)2H−1
)
drds
≤CT 4H .
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Hence for Xn ∈ L2,∗([0, T ];R), we deduce that Xn+1 ∈ L2,∗([0, T ];R).
In the following we prove the convergence of Xn ∈ L2,∗([0, T ];R). We divide the
proof into 4 steps.
Step 1. Define X
n
t = X
n
t −X
n−1
t and ρ
n(t) = σ
(
t,P(Xnt ,Θt)
)
−σ
(
t,P(Xn−1t ,Θt)
)
.
Notice that ρn is a deterministic function. Then we have
(25)
E
[∣∣∣Xn+1t ∣∣∣2 ε−1t ] = E [∣∣∣Xn+1t (Tt)ε−1t (Tt)∣∣∣2]
≤ 2E
[∣∣∣∣∫ t
0
(σ(s,P(Xns ,Θs))− σ(s,P(Xn−1s ,Θs)))ε
−1
s (Ts)dB
H
s
∣∣∣∣2
]
+ 2E
[∣∣∣∣∫ t
0
(b(s, Ts,P(Xns ,Θs), X
n
s (Ts))− b(s, Ts,P(Xn−1s ,Θs), X
n−1
s (Ts)))ε
−1
s (Ts)ds
∣∣∣∣2
]
= 2E
[∫ t
0
∣∣K∗H(ρn(·)1[0,t](·)ε−1· (T·))(s)∣∣2 ds]
+ 4E
[ ∫ t
0
∫ s
0
D
H
s
(
ρn(r)1[0,t](r)ε
−1
r (Tr)
)
D
H
r
(
ρn(s)1[0,t](s)ε
−1
s (Ts)
)
drds
]
+ 2E
[∣∣∣∣∫ t
0
(b(s, Ts,P(Xns ,Θs), X
n
s (Ts))− b(s, Ts,P(Xn−1s ,Θs), X
n−1
s (Ts)))ε
−1
s (Ts)ds
∣∣∣∣2
]
= 2I3(t) + 4I4(t) + 2I5(t).
Now we deal with I3(t), I4(t) and I5(t) separately.
Step 2. The term I3(t).
From the definition of operator K∗H , we have
I3(t) =E
[∫ t
0
∣∣K∗H(ρn(·)1[0,t](·)ε−1· (T·))(s)∣∣2 ds]
≤E
[
sup
r∈[0,T ]
ε−2r (Tr)
]
C2H
∫ t
0
(∫ t
s
|ρn(r)|
( r
s
)H− 1
2
(r − s)H−
3
2dr
)2
ds
≤C
∫ t
0
∣∣K∗H(ρn(·)1[0,t](·))(s)∣∣2 ds.
Let q > 1 be adjoint to p > 1
H− 1
2
: 1p +
1
q = 1. Then, 1 < q <
1
3
2
−H
< 2. Observe
that
(26)
∫ t
0
∣∣K∗H(ρn(·)1[0,t](·))(s)∣∣2 ds
≤C
∫ t
0
(∫ t
s
|ρn(r)|pdr
) 2
p
(∫ t
s
[(r
s
)H− 1
2
(r − s)H−
3
2
]q
dr
) 2
q
ds
≤C
(∫ t
0
|ρn(r)|pdr
) 2
p
∫ t
0
(
t
s
)2H−1 (∫ t
s
(r − s)q(H−
3
2
)dr
) 2
q
ds.
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Hence, as q(H − 32 ) > −1, this yields
(27)
∫ t
0
∣∣K∗H(ρn(·)1[0,t](·))(s)∣∣2 ds
≤C
(∫ t
0
|ρn(r)|pdr
) 2
p
∫ t
0
(
t
s
)2H−1(
1
q
(
H − 32
)
+ 1
) 2
q
(t− s)2H−3+
2
q ds
≤C
(
1
q
(
H − 32
)
+ 1
) 2
q
t2H−2+
2
q
2− 2H
(∫ t
0
|ρn(r)|pdr
) 2
p
.
Since on the other hand from the Lipschitz continuity of σ with respect to the 1-
Wasserstein metric W1 we have(∫ t
0
|ρn(r)|pdr
) 2
p
=
(∫ t
0
|σ(r,P(Xnr ,Θr))− σ(r,P(Xn−1r ,Θr))|
pdr
) 2
p
≤C
(∫ t
0
(
E
[
|X
n
r |
])p
dr
) 2
p
≤ C
(∫ t
0
(
E
[
|X
n
r |
2ε−1r
]) p
2
dr
) 2
p
,
we obtain
(28) I3(t) ≤ C
(
1
q
(
H − 32
)
+ 1
) 2
q
t2H−2+
2
q
2− 2H
(∫ t
0
(
E
[
|X
n
r |
2ε−1r
]) p
2
dr
) 2
p
.
Step 3. The term I4(t).
Now we deal with the term I4(t), which can be written as
I4(t) =E
[ ∫ t
0
∫ s
0
D
H
s
(
ρn(r)1[0,t](r)ε
−1
r (Tr)
)
D
H
r
(
ρn(s)1[0,t](s)ε
−1
s (Ts)
)
drds
]
=C2HE
[ ∫ t
0
∫ s
0
∫ r
0
|s− u|2H−2ρn(r)ε−1r (Tr)γudu
×
∫ s
0
|r − v|2H−2ρn(s)ε−1s (Ts)γvdvdrds
]
≤CE
[
sup
r∈[0,T ]
ε−2r (Tr)
] ∫ t
0
∫ s
0
|ρn(r)||ρn(s)|
×
∫ r
0
|s− u|2H−2du
∫ s
0
|r − v|2H−2dvdrds.
Following a similar argument to the first part of this proof and with the same p as in
Step 2, we have
I4(t) ≤C
∫ t
0
∫ s
0
|ρn(r)||ρn(s)|
(
s2H−1 − (s− r)2H−1
) (
r2H−1 + (s− r)2H−1
)
drds
≤Ct4H−2+
2
q
(∫ t
0
|ρn(s)|pds
) 2
p
.
From the computations in Step 2, we have
(29) I4(t) ≤ Ct
4H−2+ 2
q
(∫ t
0
(
E
[∣∣∣Xnr ∣∣∣2 ε−1r ]) p2 dr
) 2
p
.
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Step 4. The term I5(t).
From the Lipschitz continuity of function b, for p > 2, we have
(30)
I5(t)
=E
[∣∣∣∣∫ t
0
(b(s, Ts,P(Xns ,Θs), X
n
s (Ts))− b(s, Ts,P(Xn−1s ,Θs), X
n−1
s (Ts)))ε
−1
s (Ts)ds
∣∣∣∣2
]
≤tE
[∫ t
0
∣∣∣(b(s, Ts,P(Xns ,Θs), Xns (Ts))− b(s, Ts,P(Xn−1s ,Θs), Xn−1s (Ts)))ε−1s (Ts)∣∣∣2 ds]
≤CtE
[∫ t
0
((
E
[∣∣∣Xns ∣∣∣])2 + |Xns (Ts)|2) ε−2s (Ts)ds]
≤CtE
[
sup
s∈[0,T ]
ε−2s (Ts)
]∫ t
0
(
E
[∣∣∣Xns ∣∣∣])2 ds+ CtE [∫ t
0
|X
n
s (Ts)|
2ε−2s (Ts)ds
]
≤Ct
∫ t
0
E
[∣∣∣Xns ∣∣∣2 ε−1s ] ds
≤Ct1+
p−2
p
(∫ t
0
(
E
[∣∣∣Xns ∣∣∣2 ε−1s ]) p2 ds
) 2
p
.
From equation (25) and by combining the inequalities (28), (29) and (30) together,
we deduce that
E
[
|X
n+1
t |
2ε−1t
]
≤Cp
(
t2H−2+
2
q + t4H−2+
2
q + t1+
p−2
p
)(∫ t
0
(
E
[∣∣∣Xnr ∣∣∣2 ε−1r ]) p2 dr
) 2
p
,
which is equivalent to
(31)(
E
[
|X
n+1
t |
2ε−1t
]) p
2
≤Cp
(
t2H−2+
2
q + t4H−2+
2
q + t1+
p−2
p
)∫ t
0
(
E
[∣∣∣Xnr ∣∣∣2 ε−1r ]) p2 dr
≤Cp,T
∫ t
0
(
E
[∣∣∣Xnr ∣∣∣2 ε−1r ]) p2 dr.
By the Picard iteration, we get(
E
[
|X
n+1
t |
2ε−1t
]) p
2
≤ C0C
n t
n
n!
.
Hence
sup
t∈[0,T ]
E
[
|X
n+1
t |
2ε−1t
]
≤ C0C
2n
p
(
T n
n!
) 2
p
.
This means Xn is a Cauchy sequence in L2,∗([0, T ];R) and the limit X is a solution
of equation (24), and thus also of (23) (See Theorem 11).
Let us now show that the solution of (24) is unique. For this we consider two
solutions X and Y of equation (24). Repeating the argument developed in the frame
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of the Picard iteration, we get in analogy to (31)
(E[|Xt − Yt|
2ε−1t ])
p/2 ≤ Cp,T
∫ t
0
(
E[|Xr − Yr|
2ε−1r ]
)p/2
dr, t ∈ [0, T ],
and, thus, Gronwall’s inequality yields that Xt = Yt, P-a.s., t ∈ [0, T ]. Therefore, the
uniqueness holds true and the proof is complete.
Remark 15. One can see in the Step 4 of the above proof, assumption (H1) is
essential. However, if we consider the equation with γs ≡ 0, i.e., εs ≡ 1 in equation
(24) (which is the case that we consider in the next section), then we only need the
following assumption on σ and b:
(H1′) For any s ∈ [0, T ], x, x′ ∈ R, η, η′ ∈ L2(Ω,F ,P;R) and Θ ∈ L2(Ω,F ,P;
R
m), there exists a constant C > 0 such that
|σ(s,P(η,Θ))| ≤ C
(
1 +
(
E
[
|η2|
]) 1
2
)
,
|b(s,P(η,Θ), x)| ≤ C
(
1 +
(
E
[
|η2|
]) 1
2 + |x|
)
,∣∣σ(s,P(η,Θ))− σ(s,P(η′,Θ))∣∣ ≤ CW2(η, η′),
|b(s,P(η,Θ), x)− b(s,P(η′,Θ), x
′)| ≤ C (W2(η, η
′) + |x− x′|) .
Moreover, if γs ≡ 0, the space L
2,∗([0, T ];R) becomes the classical space L2
F
([0, T ];R),
the space of F-adapted square integrable processes.
4. Mean-field stochastic control problem driven by fractional Brownian
motion with H > 1/2. In this section, we study a mean-field stochastic control
problem driven by a fractional Brownian motion BH with H > 1/2.
Let U be a nonempty bounded convex subset of Rm. We define the space of
admissible controls as follows:
U([0, T ]) :=
{
u : [0, T ]× Ω→ U
∣∣u is an F-adapted process} .
We consider the following dynamics for our mean-field controlled system:
(32) Xut = x+
∫ t
0
σ(PXus )dB
H
s +
∫ t
0
b(P(Xus ,us), X
u
s , us)ds,
where x ∈ R, and u ∈ U([0, T ]) is an admissible control process. For any given
u ∈ U([0, T ]), we know from Theorem 11 that there exists a unique solution to the
controlled system (32). In fact, (32) constitute a particular case of equation (23) with
γ ≡ 0 (See Remark 15).
The cost functional is assumed to be depend on a running cost function f :
[0, T ]× P2(R× U)× R× U → R and a terminal cost function g : R× P2(R)→ R:
(33) J(u) = E
[∫ T
0
f
(
P(Xut ,ut)
, Xut , ut
)
dt+ g
(
XuT ,PXuT
)]
.
Our aim is to characterise an optimal control u∗ ∈ U([0, T ]) such that
(34) J(u∗) = inf
u∈U([0,T ])
J(u).
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If there exists such optimal control u∗, we call the corresponding pair (X∗, u∗) optimal
for the control problem. Here X∗ = Xu
∗
denotes the solution of (32) associated with
the control process u∗.
The main purpose of this section is to find a necessary condition under which
the pair (X∗, u∗) is optimal. This condition will be based on Pontryagin’s maximum
principle.
To achieve this goal, we make first the following assumptions on the coefficients
σ : P2(R)→ R, b : P2(R× U)×R× U → R, g : R×P2(R)→ R and f : P2(R× U)×
R× U → R.
(H2) σ, b, g, f are Lipschitz continuous, i.e., there exists a constant C > 0 such
that
(i) |σ(µ) − σ(µ′)| ≤ CW2(µ, µ
′), for any µ, µ′ ∈ P2(R);
(ii) |b(µ, x, u)−b(µ′, x′, u′)| ≤ C (W2(µ, µ
′) + |x− x′|+ |u− u′|), for any (µ, x, u),
(µ′, x′, u′) ∈ P2(R× U)× R× U ;
(iii) |g(x, µ)−g(x′, µ′)| ≤ C(|x−x′|+W2(µ, µ
′)), for any (x, µ), (x′, µ′) ∈ R×P2(R),
(ii) |f(µ, x, u) − f(µ′, x′, u′)| ≤ C (W2(µ, µ
′) + |x− x′|+ |u− u′|), for any (µ, x,
u), (µ′, x′, u′) ∈ P2(R× U)× R× U ;
(H3) σ is differentiable in (µ, x) ∈ P2(R) × R, and the derivative ∂µσ : P2(R) ×
R → R is bounded and Lipschitz continuous, i.e., there exists a constant C > 0 such
that
(i) |∂µσ(µ, y)| ≤ C, for any (µ, y) ∈ P2(R)× R;
(ii) |∂µσ(µ, y) − ∂µσ(µ
′, y′)| ≤ C(W2(µ, µ
′) + |y − y′|), for any (µ, y), (µ′, y′) ∈
P2(R)× R.
(H4) For w = b and f , w is differentiable in (µ, x, u) ∈ P2(R×U)×R×U and the
derivatives ∂µw : P2(R×U)×R×U×(R×U)→ R×U , ∂xw : P2(R×U)×R×U → R
and ∂uw : P2(R×U)×R× U → U are bounded and Lipschitz continuous, i.e., there
exists a constant C > 0 such that
(i) |∂µw(µ, x, u, y)| + |∂xw(µ, x, u)| + |∂uw(µ, x, u)| ≤ C, for any (µ, x, u, y) ∈
P2(R× U)× R× U × (R× U);
(ii) |∂µw(µ, x, u, y)−∂µw(µ
′, x′, u′, y′)| ≤ C(W2(µ, µ
′)+|x−x′|+|u−u′|+|y−y′|),
for any (µ, x, u, y), (µ′, x′, u′, y′) ∈ P2(R× U)× R× U × (R× U);
(iii) |∂xw(µ, x, u) − ∂xw(µ
′, x′, u′)| ≤ C(W2(µ, µ
′) + |x − x′| + |u − u′|), for any
(µ, x, u), (µ′, x′, u′) ∈ P2(R× U)× R× U ;
(iv) |∂uw(µ, x, u) − ∂uw(µ
′, x′, u′)| ≤ C(W2(µ, µ
′) + |x − x′| + |u − u′|), for any
(µ, x, u), (µ′, x′, u′) ∈ P2(R× U)× R× U .
(H5) g is differentiable in (x, µ) ∈ R × P2(R) and the derivatives ∂xg : R ×
P2(R)→ R and ∂µg : R× P2(R)× R→ R are bounded.
For any ε ∈ [0, 1] and u ∈ U([0, T ]), let uε = u∗+ ε(u−u∗). Observe that, thanks
to the convexity of U , uε ∈ U([0, T ]). We denote by Xε the solution of equation (32)
with u replaced by uε.
Lemma 16. The following SDE obtained by formal differentiation of (32) for
u = uε with respect to ε at ε = 0, for t ∈ [0, T ],
(35)
Yt =
∫ t
0
E˜
[
∂µσ
(
PX∗s , X˜
∗
s
)
Y˜s
]
dBHs
+
∫ t
0
E˜
[〈
∂µb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
,
(
Y˜s, u˜s − u˜
∗
s
)〉]
ds
+
∫ t
0
∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
Ysds+
∫ t
0
∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(us − u
∗
s)ds,
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has a unique solution Y = (Yt)t∈[0,T ] ∈ L
2([0, T ];R). Moreover,
(36) lim
ε↓0
sup
t∈[0,T ]
E
[∣∣∣∣Yt − Xεt −X∗tε
∣∣∣∣2
]
= 0.
In the above equation, (X˜∗, Y˜ , u˜, u˜∗) is an independent copy of (X∗, Y, u, u∗) defined on
a probability space (Ω˜, F˜ , P˜). The expectation E˜[·] under P˜ only concerns (X˜∗, Y˜ , u˜, u˜∗)
but not (X∗, Y, u, u∗).
Remark 17. With the above convention concerning E˜[·] we have,
E˜
[
∂µσ(PX∗s , X˜
∗
s )Y˜
∗
s
]
= E
[
∂µσ(PX∗s , X
∗
s )Ys
]
,
and
E˜
[
〈∂µb(P(X∗s ,u∗s), X
∗
s , u
∗
s, X˜
∗
s , u˜
∗
s), (Y˜s, u˜s − u˜
∗
s)〉
]
=E
[
〈∂µb(P(X∗s ,u∗s), x, v,X
∗
s , u
∗
s), (Ys, us − u
∗
s)〉
] ∣∣
x=X∗s ,v=u
∗
s
.
Proof. (of Lemma 16). The existence and uniqueness of the solution Y ∈ L2([0,
T ];R) is a special case of (23). Indeed, for Θs = (X
∗
s , u
∗
s, us), s ∈ [0, T ], η ∈
L2(Ω,F ,P), ω ∈ Ω, we can choose the coefficients in equation (23) as follows:
γs :=0;
σ¯(s,P(η,Θs)) :=E˜
[
∂µσ(PX∗s , X˜
∗
s )η˜
]
;
b¯(s,P(ηs,Θs), η, ω) :=E˜
[〈
∂µb
(
P(X∗s ,u
∗
s)
, X∗s (ω), u
∗
s(ω), X˜
∗
s , u˜
∗
s
)
, (η˜, u˜s − u˜
∗
s)
〉]
+ ∂xb
(
P(X∗s ,u
∗
s)
, X∗s (ω), u
∗
s(ω)
)
η
+ ∂ub
(
P(X∗s ,u
∗
s)
, X∗s (ω), u
∗
s(ω)
)
(us(ω)− u
∗
s(ω)),
for which we have
σ¯(s,P(η,Θs)) ≤C(1 + E[|η|]);
|b¯(s,P(η,Θs), x, ω)| ≤C(1 + E[|η|] + |x|);∣∣σ¯(s,P(η,Θs))− σ˜(s,P(η′,Θs))∣∣ ≤CE˜ [|η − η′|] ;∣∣∣˜b(s,P(η,Θs), x, ω)− b˜(s,P(η′,Θs), x′, ω)∣∣∣ ≤C (E˜ [|η − η′|] + |x− x′|) ,
for all s ∈ [0, T ], ω ∈ Ω, η, η′ ∈ L2(Ω,F ,P) and x, x′ ∈ R. Then the result follows.
The proof of (36) is split into 5 steps.
Step 1. Following the same method in the proof of Theorem 14, the only differ-
ence in the argument consists in Step 4 of the proof, where we have to take into account
that we have now different Θs’s. Recall also that, as γ = 0 here, εt = 1, t ∈ [0, T ].
Thus, we obtain(
E
[
|X∗t −X
ε
t |
2
]) p
2
≤C
∫ t
0
(
E
[
|X∗s −X
ε
s |
2
+ |u∗s − u
ε
s|
2
]) p
2
ds
≤C
∫ t
0
(
E
[
|X∗s −X
ε
s |
2
]) p
2
ds+ C
∫ t
0
(
E
[
ε2 |u∗s − us|
2
]) p
2
ds
≤C
∫ t
0
(
E
[
|X∗s −X
ε
s |
2
]) p
2
ds+ Cεp.
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From Gronwall’s inequality, we get(
E
[
|X∗t −X
ε
t |
2
]) p
2
≤ Cεp.
Hence, we deduce that
(37) E
[
|X∗t −X
ε
t |
2
]
≤ Cε2, t ∈ [0, T ].
This yields that, as ε → 0, Xεt converges to X
∗
t in L
2, whence Xεt also converges to
X∗t in probability.
Step 2. Let Yt be the solution of equation (35), we want to prove that
lim
ε↓0
sup
t∈[0,T ]
E
[∣∣∣∣Xεt −X∗tε − Yt
∣∣∣∣2
]
= 0.
Indeed, we have
(38)
Xεt −X
∗
t
ε
− Yt =
∫ t
0
{
1
ε
[
σ(PXεs )− σ(PX∗s )
]
− E˜
[
∂µσ
(
PXεs , X˜
∗
s
)
Y˜s
]}
dBHs
+
∫ t
0
{
1
ε
[
b
(
P(Xεs ,u
ε
s)
, Xεs , u
ε
)
− b(P(X∗s ,u∗s), X
∗
s , u
∗
s)
]
− E˜
[〈
∂µb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
,
(
Y˜s, u˜s − u˜
∗
s
)〉]
− ∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
Ys − ∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(us − u
∗
s)
}
ds.
In what follows, for simplicity of notations and for θ ∈ [0, 1], we denote X∗s +
θ(Xεs −X
∗
s ) by Z
θ
s , and u
∗
s + θ(u
ε
s − u
∗
s) by v
θ
s . Then by applying the chain rule for
Fre´chet derivatives and the definition of derivative with respect to µ (Section 2.5), we
can write
(39)
1
ε
[
σ(PXεs )− σ(PX∗s )
]
=
1
ε
∫ 1
0
∂θ
[
σ
(
PX∗s+θ(X
ε
s−X
∗
s )
)]
dθ =
1
ε
∫ 1
0
∂θ [σ˜(X
∗
s + θ(X
ε
s −X
∗
s ))] dθ
=
1
ε
∫ 1
0
(Dσ˜) (X∗s + θ(X
ε
s −X
∗
s )(X˜
ε
s − X˜
∗
s )dθ =
∫ 1
0
E˜
[
∂µσ
(
PZθs
, Z˜θs
) X˜εs − X˜∗s
ε
]
dθ,
and
(40)
1
ε
[
b(P(Xεs ,uεs), X
ε
s , u
ε
s)− b(P(X∗s ,u∗s), X
∗
s , u
∗
s)
]
=
1
ε
∫ 1
0
∂θ
[
b
(
P(Zθs ,v
θ
s)
, Zθs , v
θ
s
)]
dθ
=
∫ 1
0
{
E˜
[〈
∂µb
(
P(Zθs ,v
θ
s )
, Zθs , v
θ
s , Z˜
θ
s , v˜
θ
s
)
,
(
X˜εs − X˜
∗
s
ε
, u˜s − u˜
∗
s
)〉]
+ ∂xb
(
P(Zθs ,v
θ
s)
, Zθs , v
θ
s
)X˜εs − X˜∗s
ε
+ ∂ub
(
P(Zθs ,v
θ
s )
Zθs , v
θ
s
)
(us − u
∗
s)
}
dθ.
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Substituting equations (39) and (40) into equation (38), we get
(41)
Xεt −X
∗
t
ε
− Yt
=
∫ t
0
∫ 1
0
E˜
[
∂µσ
(
PZθs
, Z˜θs
) X˜εs − X˜∗s
ε
− ∂µσ
(
PX∗s
, X˜∗s
)
Y˜s
]
dθdBHs
+
∫ t
0
∫ 1
0
{
E˜
[〈
∂µb
(
P(Zθs ,v
θ
s )
, Zθs , v
θ
s , Z˜
θ
s , v˜
θ
s
)
,
(
X˜εs − X˜
∗
s
ε
, u˜s − u˜
∗
s
)〉]
+ ∂xb
(
P(Zθs ,v
θ
s)
, Zθs , v
θ
s
)X˜εs − X˜∗s
ε
+ ∂ub
(
P(Zθs ,v
θ
s )
, Zθs , v
θ
s
)
(us − u
∗
s)
− E˜
[〈
∂µb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
,
(
Y˜s, u˜s − u˜
∗
s
)〉]
− ∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
Ys − ∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(us − u
∗
s)
}
dθds
=I6(t) + I7(t).
Step 3. The term I6(t). Recall that
I6(t) =
∫ t
0
∫ 1
0
E˜
[(
∂µσ
(
PZθs
, Z˜θs
)
− ∂µσ
(
PX∗s , X˜
∗
s
)) X˜εs − X˜∗s
ε
]
dθdBHs
+
∫ t
0
∫ 1
0
E˜
[
∂µσ
(
PX∗s , X˜
∗
s
)(X˜εs − X˜∗s
ε
− Y˜s
)]
dθdBHs .
By applying the same method and the same p as in the proof of Theorem 14 (with
γ ≡ 0), observing that the integrands with respect to BH are deterministic, we get
(42)
E
[
I26 (t)
]
≤C
{∫ t
0
∣∣∣∣∣E
[ ∫ 1
0
(
∂µσ
(
PZθs
, Xθs
)
− ∂µσ
(
PX∗s , X
∗
s
)) Xεs −X∗s
ε
dθ
]∣∣∣∣∣
p
ds
} 2
p
+ C
{∫ t
0
∣∣∣∣∣E
[ ∫ 1
0
∂µσ
(
PX∗s , X
∗
s
)(Xεs −X∗s
ε
− Ys
)
dθ
]∣∣∣∣∣
p
ds
} 2
p
≤C
{∫ t
0
(
E
[((
E
[
|Xεs −X
∗
s |
2
]) 1
2 + |Xεs −X
∗
s |
) ∣∣∣∣Xεs −X∗sε
∣∣∣∣])p ds
} 2
p
+ C
(∫ t
0
(
E
[∣∣∣∣Xεs −X∗sε − Ys
∣∣∣∣])p ds)
2
p
.
Hence, from the results of Step 1, we deduce from the bounded convergence theorem
that the first term of right hand side in the above inequality converges to 0 as ε→ 0.
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Step 4. The term I7(t). We can write I7(t) as follows:
I7(t) =
∫ t
0
∫ 1
0
{
E˜
[〈
∂µb
(
P(Zθs ,v
θ
s)
, Zθs , v
θ
s , Z˜
θ
s , v˜
θ
s
)
− ∂µb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
,(
X˜εs − X˜
∗
s
ε
, u˜s − u˜
∗
s
)〉]
+ E˜
[〈
∂µb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
,
(
X˜εs − X˜
∗
s
ε
− Y˜s, 0
)〉]
+
(
∂xb
(
P(Zθs ,v
θ
s )
, Zθs , v
θ
s
)
− ∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)) Xεs −X∗s
ε
+ ∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)(Xεs −X∗s
ε
− Ys
)
+
(
∂ub
(
P(Zθs ,v
θ
s)
Zθs , v
θ
s
)
− ∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
))
(us − u
∗
s)
}
dθds.
From our assumptions, we have
(43)
E[I27 (t)]
≤ C
{∫ t
0
(
E
[((
E
[
|Xεs −X
∗
s |
2
]) 1
2 + |Xεs −X
∗
s |+
(
E[|uεs − u
∗
s|
2]
) 1
2 + |uεs − u
∗
s|
)
×
( ∣∣∣∣Xεs −X∗sε
∣∣∣∣+ |us − u∗s|)
])p
ds
} 2
p
+ C
(∫ t
0
(
E
[∣∣∣∣Xεs −X∗sε − Ys
∣∣∣∣])p ds)
2
p
.
From Step 1, we get by the bounded convergence theorem that the first term of (43)
converges to zero when ε→ 0.
Step 5. Combining the relations (41), (42) and (43), we deduce that
E
[∣∣∣∣Xεt −X∗tε − Yt
∣∣∣∣2
]
≤ Cε + C
(∫ t
0
(
E
[∣∣∣∣Xεs −X∗sε − Ys
∣∣∣∣])p ds)
2
p
, t ∈ [0, T ],
where Cε → 0 as ε→ 0. Consequently, for t ∈ [0, T ],
sup
r∈[0,t]
(
E
[∣∣∣∣Xεr −X∗rε − Yr
∣∣∣∣2
]) p
2
≤ Cε + C
∫ t
0
(
E
[∣∣∣∣Xεs −X∗sε − Ys
∣∣∣∣2
]) p
2
ds,
and Gronwall’s inequality allows to conclude that
sup
t∈[0,T ]
(
E
[∣∣∣∣Xεt −X∗tε − Yt
∣∣∣∣2
]) p
2
≤ Cε → 0, as ε→ 0.
This proves that
Xεt−X
∗
t
ε converges to Yt in L
2, uniformly in t ∈ [0, T ]. Our proof is
completed.
As (X∗, u∗) is an optimal pair, J(uε) ≥ J(u∗), ε ∈ [0, 1], and therefore,
(44)
d
dε
J(uε)
∣∣∣∣
ε=0
:= lim
0<ε↓0
1
ε
(J(uε)− J(u∗)) ≥ 0.
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That is, due to Lemma 16 and the computations on f and g,
(45)
0 ≤
d
dε
J(uε)
∣∣∣∣
ε=0
= E
[
∂xg(X
∗
T ,PX∗T )YT
]
+ E
[
E˜
[
∂µg(X
∗
T ,PX∗T , X˜
∗
T )Y˜T
]]
+ E
[∫ T
0
∂xf(P(X∗t ,u∗t ), X
∗
t , u
∗
t )Ytdt
]
+ E
[∫ T
0
E˜
[
(∂µf)1(P(X∗t ,u∗t ), X
∗
t , u
∗
t , X˜
∗
t , u˜
∗
t )Y˜t
]
dt
]
+ E
[∫ T
0
E˜
[
(∂µf)2(P(X∗t ,u∗t ), X
∗
t , u
∗
t , X˜
∗
t , u˜
∗
t )(u˜t − u˜
∗
t )
]
dt
]
+ E
[∫ T
0
∂uf(P(X∗t ,u∗t ), X
∗
t , u
∗
t )(ut − u
∗
t )dt
]
.
We define an adjoint process Pt by
(46) Pt = PT −
∫ T
t
αsds−
∫ T
t
βsdWs,
where {αs, s ∈ [0, T ] is a square integrable progressivelymeasurable process, which will
be specified later, PT = ∂xg(X
∗
T ,PX∗T )+ E˜
[
∂µg(X˜∗T ,PX∗T , X
∗
T )
]
, and (P = (Pt)t∈[0,T ],
β = (βt)t∈[0,T ]) is the solution of the backward equation (46). In particular, P =
(Pt)t∈[0,T ] and β = (βt)t∈[0,T ] are square integrable, progressively measurable pro-
cesses.
We apply Ito’s formula (Corollary 6) to YtPt and get
(47)
dYtPt =PtdYt + YtdPt + E˜
[
∂µσ
(
PX∗t
, X˜∗t
)
Y˜t
]
D
H
t Ptdt
=PtE˜
[
∂µσ
(
PX∗t , X˜
∗
t
)
Y˜t
]
dBHt
+ PtE˜
[〈
∂µb
(
P(X∗t ,u
∗
t )
, X∗t , u
∗
t , X˜
∗
t , u˜
∗
t
)
,
(
Y˜t, u˜t − u˜
∗
t
)〉]
dt
+ Pt∂xb
(
P(X∗t ,u
∗
t )
, X∗t , u
∗
t
)
Ytdt+ Pt∂ub
(
P(X∗t ,u
∗
t )
, X∗t , u
∗
t
)
(ut − u
∗
t )dt
+ Ytαtdt+ YtβtdWt + E˜
[
∂µσ
(
PX∗t , X˜
∗
t
)
Y˜t
]
D
H
t Ptdt.
Therefore, by integrating over the interval [0, T ] and considering that Y0 = 0, we have
(48)
YTPT =
∫ T
0
PsE˜
[
∂µσ
(
PX∗s , X˜
∗
s
)
Y˜s
]
dBHs +
∫ T
0
YsβsdWs
+
∫ T
0
PsE˜
[〈
∂µb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
,
(
Y˜s, u˜s − u˜
∗
s
)〉]
ds
+
∫ T
0
Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
Ysds
+
∫ t
0
Ps∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(us − u
∗
s)ds
+
∫ T
0
Ysαsds+
∫ T
0
E˜
[
∂µσ
(
PX∗s , X˜
∗
s
)
Y˜s
]
D
H
s Psds.
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By taking expectations with respect to P, we get
(49)
E [YTPT ] =
∫ T
0
E
[
PsE˜
[〈
∂µb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
,
(
Y˜s, u˜s − u˜
∗
s
)〉]]
ds
+
∫ T
0
E
[
Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
Ys
]
ds
+
∫ T
0
E
[
Ps∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(us − u
∗
s)
]
ds
+
∫ T
0
E [Ysαs] ds+
∫ T
0
E
[
E˜
[
∂µσ
(
PX∗s , X˜
∗
s
)
Y˜s
]
D
H
s Ps
]
ds.
From the definition of (Ω˜, F˜ , P˜), it follows that
(50)
∫ T
0
E
[
PsE˜
[〈
∂µb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
,
(
Y˜s, u˜s − u˜
∗
s
)〉]]
ds
=
∫ T
0
E
[
E˜
[
P˜s
〈
∂µb
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)
, (Ys, us − u
∗
s)
〉]]
ds
=
∫ T
0
E
[
E˜
[
P˜s(∂µb)1
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)
Ys
]]
ds
+
∫ T
0
E
[
E˜
[
P˜s(∂µb)2
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)
(us − u
∗
s)
]]
ds.
Moreover, for the latter term of equation (49), we have
(51)∫ T
0
E
[
E˜
[
∂µσ
(
PX∗s , X˜
∗
s
)
Y˜s
]
D
H
s Ps
]
ds =
∫ T
0
E
[
∂µσ
(
PX∗s , X
∗
s
)
YsE
[
D
H
s Ps
]]
ds
Substituting equations (50) and (51) in equation (49), we obtain
(52)
E [YTPT ]
=
∫ T
0
E
[
Ys
{
E˜
[
P˜s(∂µb)1
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s
)]
+ Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
+ αs + ∂µσ
(
PX∗s , X
∗
s
)
E
[
D
H
s Ps
]}]
ds
+
∫ T
0
E
[(
E˜
[
P˜s(∂µb)2
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, u
∗
s
)]
+ Ps∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
))
(us − u
∗
s)
]
ds.
MFSDE DRIVEN BY FBM AND RELATED STOCHASTIC CONTROL PROBLEM 25
Now we substitute equation (45) in (52), and get
(53)
0 ≤
∫ T
0
E
[
Ys
{
E˜
[
P˜s(∂µb)1
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s
)]
+ Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
+ αs
+ ∂µσ
(
PX∗s , X
∗
s
)
E
[
D
H
s Ps
]
+ ∂xf(P(X∗s ,u∗s), X
∗
s , u
∗
s)
+ E˜
[
(∂µf)1(P(X∗s ,u∗s), X˜
∗
s , u˜
∗
s, X
∗
s , u
∗
s)
]}]
ds
+
∫ T
0
E
[
(us − u
∗
s)
{
E˜
[
(∂µf)2(P(X∗s ,u∗s), X˜
∗
s , u˜
∗
s, X
∗
s , u
∗
s)
]
+ ∂uf(P(X∗s ,u∗s), X
∗
s , u
∗
s)
+ E˜
[
P˜s(∂µb)2
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)]
+ Ps∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)}]
ds.
Letting the first integral, which integrand contains Ys, equal to zero, we get
(54)
αs =− E˜
[
P˜s(∂µb)1
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s
)]
− Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
− ∂µσ
(
PX∗s , X
∗
s
)
E
[
D
H
s Ps
]
− ∂xf(P(X∗s ,u∗s), X
∗
s , u
∗
s)
− E˜
[
(∂µf)1(P(X∗s ,u∗s), X˜
∗
s , u˜
∗
s, X
∗
s , u
∗
s)
]
.
This gives the following form of the BSDE for Pt = PT −
∫ T
t αsds−
∫ T
t βsdWs:
(55)
Pt =PT +
∫ T
t
{
E˜
[
P˜s(∂µb)1
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)]
+ Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
+ ∂µσ
(
PX∗s , X
∗
s
)
E
[
D
H
s Ps
]
+ ∂xf(P(X∗s ,u∗s), X
∗
s , u
∗
s)
+ E˜
[
(∂µf)1(P(X∗s ,u∗s), X˜
∗
s , u˜
∗
s, X
∗
s , u
∗
s)
]}
ds−
∫ T
t
βsdWs,
which is a mean-field BSDE driven by the standard Brownian motion W . Such kind
of mean-field BSDE (without the term of Malliavin derivative) was studied firstly by
Buckdahn et al. [4] [6]. We recall again that in the above BSDE, the expectation E˜
only concerns the processes with tildes.
We suppose that there exists such a solution (P, β) of (55); its existence and
uniqueness will be discussed later for a special case.
With this choice of Pt, equation (53) now becomes
(56)
0 ≤
∫ T
0
E
[
(us − u
∗
s)
{
E˜
[
(∂µf)2(P(X∗s ,u∗s), X˜
∗
s , u˜
∗
s, X
∗
s , u
∗
s)
]
+ ∂uf(P(X∗s ,u∗s), X
∗
s , u
∗
s)
+ E˜
[
P˜s(∂µb)2
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)]
+ Ps∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)}]
ds.
From the fact that U is open and from the arbitrariness of u ∈ U([0, T ]), we have
(57)
0 =E˜
[
(∂µf)2(P(X∗t ,u∗t ), X˜
∗
t , u˜
∗
t , X
∗
t , u
∗
t )
]
+ ∂uf(P(X∗t ,u∗t ), X
∗
t , u
∗
t )
+ E˜
[
P˜t(∂µb)2
(
P(X∗t ,u
∗
t )
, X˜∗t , u˜
∗
t , X
∗
t , u
∗
t
)]
+ Pt∂ub
(
P(X∗t ,u
∗
t )
, X∗t , u
∗
t
)
,
dP-a.s., dt-a.e.
Now we can conclude the above calculations in the following necessary conditions
of Pontryagin-type maximum principle, which is our main result.
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Theorem 18. If (X∗, u∗) is an optimal pair of mean-field stochastic control prob-
lem (32)− (34), then (X∗, u∗) satisfies the following system:
(58)

X∗t =x+
∫ t
0
σ(PX∗s )dB
H
s +
∫ t
0
b(P(X∗s ,u∗s), X
∗
s , u
∗
s)ds,
PT =∂xg(X
∗
T ,PX∗T ) + E˜
[
∂µg(X˜∗T ,PX∗T , X
∗
T )
]
,
Pt =PT −
∫ T
t
βsdWs +
∫ T
t
{
E˜
[
P˜s(∂µb)1
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)]
+ Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
+ ∂µσ
(
PX∗s , X
∗
s
)
E
[
D
H
s Ps
]
+ ∂xf(P(X∗s ,u∗s), X
∗
s , u
∗
s) + E˜
[
(∂µf)1(P(X∗s ,u∗s), X˜
∗
s , u˜
∗
s, X
∗
s , u
∗
s)
]}
ds,
0 =E˜
[
P˜t(∂µb)2
(
P(X∗t ,u
∗
t )
, X˜∗t , u˜
∗
t , X
∗
t , u
∗
t
)]
+ Pt∂ub
(
P(X∗t ,u
∗
t )
, X∗t , u
∗
t
)
+ E˜
[
(∂µf)2(P(X∗t ,u∗t ), X˜
∗
t , u˜
∗
t , X
∗
t , u
∗
t )
]
+ ∂uf(P(X∗t ,u∗t ), X
∗
t , u
∗
t ),
dP-a.s., dt-a.e.
We can also give a sufficient condition for optimality under some more assump-
tions. In the following we define our Hamiltonian, for (µ, x, u, y, z) ∈ P2(R × R
m) ×
R× Rd × R× R,
H(µ, x, u, y, z) := f(µ, x, u) + b(µ, x, u)y + σ(µ)z.
For the following assumption, we recall the definition of joint convexity (21).
(H6). g : R×P2(R)→ R is jointly convex in (x, µ). The Hamiltonian H(µ, x, u,
y, z) is jointly convex in (µ, x, u).
Theorem 19. Suppose (H2)-(H6) hold. Let (u∗t , X
∗
t )t∈[0,T ] satisfy system (58).
Then (u∗t , X
∗
t )t∈[0,T ] is optimal and J(u
∗) = infu∈U([0,T ]) J(u).
Proof. Suppose (ut, X
u
t ) is an arbitrary control and the corresponding sate. Then
from the definition of cost functional J(u), we have
(59)
J(u∗)− J(u) =E
[
g(X∗T ,PX∗T )− g(X
u
T ,PXuT )
]
+ E
[∫ T
0
(
f(P(X∗t ,u∗t ), X
∗
t , u
∗
t )− f(P(Xut ,ut), X
u
t , ut)
)
dt
]
.
Hence from the joint convexity of g, we have
(60)
J(u∗)− J(u) ≤E
[(
∂xg(X
∗
T ,PX∗T ) + E˜
[
∂µg(X˜
∗
T ,PX∗T , X
∗
T )
])
(X∗T −X
u
T )
]
+ E
[∫ T
0
(
f(P(X∗t ,u∗t ), X
∗
t , u
∗
t )− f(P(Xut ,ut), X
u
t , ut)
)
dt
]
=E [PT (X
∗
T −X
u
T )]
+ E
[∫ T
0
(
f(P(X∗t ,u∗t ), X
∗
t , u
∗
t )− f(P(Xut ,ut), X
u
t , ut)
)
dt
]
.
By applying Ito’s formula (equation (17)) to Pt(X
∗
t −X
u
t ) and taking the expectation
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on both sides, we get:
(61)
E [PT (X
∗
T −X
u
T )] + E
[∫ T
0
(
f(P(X∗s ,u∗s), X
∗
s , u
∗
s)− f(P(Xus ,us), X
u
s , us)
)
ds
]
=
∫ T
0
E
[
Ps
(
b(P(X∗s ,u∗s), X
∗
s , u
∗
s)− b(P(Xus ,us), X
u
s , us)
)]
ds
−
∫ T
0
E
[
PsE˜
[
(∂µb)1
(
P(X˜∗s ,u˜
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
(X˜∗s − X˜
u
s )
]]
ds
−
∫ T
0
E
[
Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(X∗s −X
u
s )
]
ds
+
∫ T
0
(
σ
(
PX∗s
)
− σ
(
PXus
))
E
[
D
H
s Ps
]
ds
−
∫ T
0
E
[
∂µσ
(
PX∗s , X
∗
s
)
(X∗s −X
u
s )
]
E
[
D
H
s Ps
]
ds
−
∫ T
0
E
[
∂xf(P(X∗s ,u∗s), X
∗
s , u
∗
s)(X
∗
s −X
u
s )
]
ds
−
∫ T
0
E
[
E˜
[
(∂µf)1(P(X∗s ,u∗s), X
∗
s , u
∗
s, X˜
∗
s , u˜
∗
s)(X˜
∗
s − X˜
u
s )
]]
ds.
From the joint convexity of Hamiltonian H we get
(62)
Ps
(
b(P(X∗s ,u∗s), X
∗
s , u
∗
s)− b(P(Xus ,us), X
u
s , us)
)
+
(
σ
(
PX∗s
)
− σ
(
PXus
))
E
[
D
H
s Ps
]
+ f(P(X∗s ,u∗s), X
∗
s , u
∗
s)− f(P(Xus ,us), X
u
s , us)
≤PsE˜
[
(∂µb)1
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
(X˜∗s − X˜
u
s )
]
+ Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(X∗s −X
u
s )
+ PsE˜
[
(∂µb)2
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
(u˜∗s − u˜s)
]
+ Ps∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(u∗s − us)
+ E
[
∂µσ
(
PX∗s , X
∗
s
)
(X∗s −X
u
s )
]
E
[
D
H
s Ps
]
+ ∂xf(P(X∗s ,u∗s), X
∗
s , u
∗
s)(X
∗
s −X
u
s )
+ E˜
[
(∂µf)1(P(X∗s ,u∗s), X
∗
s , u
∗
s, X˜
∗
s , u˜
∗
s)(X˜
∗
s − X˜
u
s )
]
+ E˜
[
(∂µf)2
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
(u˜∗s − u˜s)
]
+ ∂uf
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(u∗s − us),
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where due to equation (58),
(63)
E
[
E˜
[
(∂µf)2
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
(u˜∗s − u˜s)
]]
+ E
[
∂uf
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(u∗s − us)
]
+ E
[
PsE˜
[
(∂µb)2
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
(u˜∗s − u˜s)
]
+ Ps∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(u∗s − us)
]
= E
[(
E˜
[
(∂µf)2
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)]
+ ∂uf
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
+ P˜s(∂µb)2
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)
+ Ps∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
))
(u∗s − us)
]
=0.
Therefore we get from the equations (59)-(62) that
J(u∗)− J(u) ≤ 0,
which means (u∗, X∗) is an optimal pair.
Remark 20. We emphasise that in (H6), similarly to Carmona and Delarue [8],
we assume the convexity of the Hamiltonian H . If there is no running cost function
f , supposing convexity is in some sense equivalent to assuming linearity, because of
the multiplications with Pt and E
[
D
H
t Pt
]
, respectively, which sign can change. With
the assumption of linearity, the inequality in (62) become equality.
In the following we give another sufficient condition which allows to have more
general coefficients which are not necessarily linear. For this we need the following
assumption and we recall the definition of strict concavity (22).
(H7). Then function g : R×P2(R)→ R is jointly convex in (x, µ), with ∂xg ≥ 0
and ∂µg ≥ 0, and b(η, x, u) : P2(R × U) × R × U → R is jointly convex in (η, x, u)
with (∂µb)1(η, x, u, y) ≥ 0 and strictly convex in (µ, u). Moreover, f(η, x, u) : P2(R×
U) × R × U → R is jointly convex in (η, x, u) and strictly convex in (µ, u), with
(∂µf)1(η, x, u, y) ≥ 0, ∂xf(η, x, u, y) ≥ 0, and σ(µ) ≡ σ ∈ R.
Theorem 21. Suppose (H2)-(H5) and (H7) hold. Let (u∗t , X
∗
t )t∈[0,T ] satisfy sys-
tem (58). Then (u∗t , X
∗
t )t∈[0,T ] is optimal and J(u
∗) = infu∈U([0,T ]) J(u).
Remark 22. The existence of such functions can be easily verified. For instance,
we can choose g as an increasing convex function with bounded derivatives. For an
increasing joint convex function b¯ : R× U ×R× U with bounded derivatives, we can
choose b
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
:= E˜
[
b¯
(
X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)]
.
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Proof. With these assumptions, the BSDE in system (58) now becomes
(64)
Pt =∂xg(X
∗
T ,PX∗T ) + E˜
[
∂µg(X˜∗T ,PX∗T , X
∗
T )
]
−
∫ T
t
βsdWs
+
∫ T
t
E˜
[
P˜s(∂µb)1
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)]
ds
+
∫ T
t
Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
ds
+
∫ T
t
[
∂xf(P(X∗s ,u∗s), X
∗
s , u
∗
s) + E˜
[
(∂µf)1(P(X∗s ,u∗s), X˜
∗
s , u˜
∗
s, X
∗
s , u
∗
s)
]]
ds,
which is a mean-field BSDE in the classical sense which was studied by Buckdahn et.
al. [6]. We compare it with the following BSDE
(65)
Qt =0 +
∫ T
t
E˜
[
Q˜s(∂µb)1
(
P(X∗s ,u
∗
s)
, X˜∗s , u˜
∗
s, X
∗
s , u
∗
s
)]
ds
+
∫ T
t
Qs∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
ds−
∫ T
t
ZsdWs,
which has a unique solution (Qt, Zt) = (0, 0). From the comparison result (Theorem
3.2) in [6], we see that Pt ≥ Qt = 0, for all t ∈ [0, T ]. On the other hand, due to
(H3)-H(5) and (H7), we have 0 ≤ ∂xg ≤ C, 0 ≤ ∂µg ≤ C, 0 ≤ (∂µb)1 ≤ C and
|∂xb| ≤ C. We compare equation (64) again with the following BSDE
(66) Q′t =C + C
∫ T
t
E [Q′s] ds+ C
∫ T
t
Q′sds−
∫ T
t
Z ′sdWs,
which has a unique solution (Q′t, Z
′
t) = (C exp{2C(T − t)}, 0), t ∈ [0, T ]. From the
comparison result again, we get Pt ≤ Q
′
t, hence Pt is uniformly bounded. The equation
(61) becomes
(67)
E [PT (X
∗
T −X
u
T )] + E
[∫ T
0
(
f(P(X∗s ,u∗s), X
∗
s , u
∗
s)− f(P(Xus ,us), X
u
s , us)
)
ds
]
=E
[∫ T
0
(
f(P(X∗s ,u∗s), X
∗
s , u
∗
s)− f(P(Xus ,us), X
u
s , us)
)
ds
]
+
∫ T
0
E
[
Ps
(
b(P(X∗s ,u∗s), X
∗
s , u
∗
s)− b(P(Xus ,us), X
u
s , us)
)]
ds
−
∫ T
0
E
[
PsE˜
[
(∂µb)1
(
P(X˜∗s ,u˜
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
(X˜∗s − X˜
u
s )
]]
ds
−
∫ T
0
E
[
Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(X∗s −X
u
s )
]
ds
−
∫ T
0
E
[
∂xf(P(X∗s ,u∗s), X
∗
s , u
∗
s)(X
∗
s −X
u
s )
]
ds
−
∫ T
0
E
[
E˜
[
(∂µf)1(P(X∗s ,u∗s), X
∗
s , u
∗
s, X˜
∗
s , u˜
∗
s)(X˜
∗
s − X˜
u
s )
]]
ds..
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We deduce from the joint convexity of b, f and the positivity of Ps that
(68)
f(P(X∗s ,u∗s), X
∗
s , u
∗
s)− f(P(Xus ,us), X
u
s , us)
+ Ps
(
b(P(X∗s ,u∗s), X
∗
s , u
∗
s)− b(P(Xus ,us), X
u
s , us)
)
≤∂xf(P(X∗s ,u∗s), X
∗
s , u
∗
s)(X
∗
s −X
u
s ) + E˜
[
(∂µf)1(P(X∗s ,u∗s), X
∗
s , u
∗
s, X˜
∗
s , u˜
∗
s)(X˜
∗
s − X˜
u
s )
]
+ E˜
[
(∂µf)2
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
(u˜∗s − u˜s)
]
+ ∂uf
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(u∗s − us)
+ PsE˜
[
(∂µb)1
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
(X˜∗s − X˜
u
s )
]
+ Ps∂xb
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(X∗s −X
u
s )
+ PsE˜
[
(∂µb)2
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s, X˜
∗
s , u˜
∗
s
)
(u˜∗s − u˜s)
]
+ Ps∂ub
(
P(X∗s ,u
∗
s)
, X∗s , u
∗
s
)
(u∗s − us),
where again due to equation (58), for almost all s ∈ [0, T ], we have equation (63).
Hence from equations (60), (67) and (68), we get
J(u∗)− J(u) ≤ 0.
Therefore, the optimality of (u∗, X∗) follows.
Concerning the solvability of system (58) under the conditions of Theorem 21, we
proceed as follows. For any given (P, ξ) ∈ L2(Ft)× L
2(Ft), we suppose that there is
some η ∈ L2(Ft;U) such that:
(69)
0 =E˜
[
(∂µf)2
(
P(ξ,η), ξ˜, η˜, ξ, η
)]
+ ∂uf(P(ξ,η), ξ, η)
+ E˜
[
P˜ (∂µb)2
(
P(ξ,η), ξ˜, η˜, ξ, η
)]
+ P (∂ub)(P(ξ,η), ξ, η).
Lemma 23. The mapping (P, ξ)→ η is Lipschitz under L2-norm.
Proof. Given (P, ξ) ∈ L2(Ft) × L
2(Ft) and (Pˆ , ξˆ) ∈ L
2(Ft) × L
2(Ft), let η ∈
L2(Ft, U) be the solution of (69) associated with (P, ξ) and ηˆ ∈ L
2(Ft, U) be that for
(Pˆ , ξˆ). Then the strict convexity of b and f allows us to show, there exists λ > 0,
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such that
λE
[
|ηˆ − η|2
]
≤E
[
E˜
[(
P (∂µb)2(P(ξ,ηˆ), ξ, ηˆ, ξ˜, ˜ˆη)− P (∂µb)2(P(ξ,η), ξ, η, ξ˜, η˜)) (˜ˆη − η˜)]]
+ E
[(
P∂ub(P(ξ,ηˆ), ξ, ηˆ)− P∂ub(P(ξ,η), ξ, η)
)
(ηˆ − η)
]
+ E
[
E˜
[(
(∂µf)2(P(ξ,ηˆ), ξ, ηˆ, ξ˜, ˜ˆη)− (∂µf)2(P(ξ,η), ξ, η, ξ˜, η˜)) (˜ˆη − η˜)]]
+ E
[(
∂uf(P(ξ,ηˆ), ξ, ηˆ)− ∂uf(P(ξ,η), ξ, η)
)
(ηˆ − η)
]
=E
[
E˜
[(
P (∂µb)2(P(ξ,ηˆ), ξ, ηˆ, ξ˜, ˜ˆη)− Pˆ (∂µb)2(P(ξˆ,ηˆ), ξˆ, ηˆ, ˜ˆξ, ˜ˆη)) (˜ˆη − η˜)]]
+ E
[(
P∂ub(P(ξ,ηˆ), ξ, ηˆ)− Pˆ ∂ub(P(ξˆ,ηˆ), ξˆ, ηˆ)
)
(ηˆ − η)
]
+ E
[
E˜
[(
(∂µf)2(P(ξ,ηˆ), ξ, ηˆ), ξ˜, ˜ˆη)− (∂µf)2(P(ξˆ,ηˆ), ξˆ, ηˆ, ˜ˆξ, ˜ˆη)) (˜ˆη − η˜)]]
+ E
[(
∂uf(P(ξ,ηˆ), ξ, ηˆ)− ∂uf(P(ξˆ,ηˆ), ξˆ, ηˆ)
)
(ηˆ − η)
]
.
Then we get from the boundedness of P (due to the proof of Theorem 21) and the
Lipschitz continuity of the derivatives of b and f (see (H4)) that
λE
[
|ηˆ − η|2
]
≤C
(
E
[
|ηˆ − η|2
])1/2((
E
[
|Pˆ − P |2
])1/2
+
(
E
[
|ξˆ − ξ|2
])1/2)
.
Thus, we have
E
[
|ηˆ − η|2
]
≤ C
(
E
[
|ξˆ − ξ|2 + |Pˆ − P |2
])
.
Hence, the mapping (P, ξ)→ η is Lipschitz in the L2-norm, i.e., there exists a Lipschitz
function η : L2(Ft)× L
2(Ft)→ L
2(Ft;U) such that η = η(P, ξ) solves (69).
With the above lemma, we know, in particular, that the solution of (69) is unique.
Thus, the optimal control u∗t , if it exists, must satisfy the relation: u
∗
t = η(Pt, X
∗
t ).
Therefore, with such u∗t , under the conditions of Theorem 21, the system (58) becomes
(70)
X∗t =x+ σB
H
t +
∫ t
0
b(P(X∗s ,η(Ps,X∗s )), X
∗
s , η(Ps, X
∗
s ))ds,
Pt =∂xg(X
∗
T ,PX∗T ) + E˜
[
∂µg(X˜∗T ,PX∗T , X
∗
T )
]
−
∫ T
t
βsdWs
+
∫ T
t
{
E˜
[
P˜s(∂µb)1
(
P(X∗s ,η(Ps,X
∗
s ))
, X˜∗s , η(P˜s, X˜
∗
s ), X
∗
s , η(Ps, X
∗
s )
)]
+ Ps∂xb
(
P(X∗s ,η(Ps,X
∗
s ))
, X∗s , η(Ps, X
∗
s )
)
+ ∂xf(P(X∗s ,η(Ps,X∗s )), X
∗
s , η(Ps, X
∗
s ))
+ E˜
[
(∂µf)1(P(X∗s ,η(Ps,X∗s )), X˜
∗
s , η(P˜s, X˜
∗
s ), X
∗
s , η(Ps, X
∗
s ))
]}
ds,
which is a coupled mean-field FBSDE, with the forward SDE driven by a fractional
Brownian motion.
Theorem 24. Under the same conditions as in Theorem 21. There exists a
unique solution (X∗t , Pt) ∈ S
2
F
([0, T ];R)× S2
F
([0, T ];R) of mean-field FBSDE (70) for
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a small enough T > 0. Here S2
F
([0, T ];R) denotes the space of real-valued F-adapted
continuous uniformly square integrable processes under the norm ‖ϕ‖S2
F
([0,T ];R) =
E
[
sup0≤s≤T |ϕs|
2
]
.
Proof. For any given (xt, pt) ∈ S
2
F
([0, T ];R)× S2
F
([0, T ];R), we construct the fol-
lowing map (Xt, Pt) = I(xt, pt):
(71)
Xt =x+ σB
H
t +
∫ t
0
b(P(xs,η(ps,xs)), xs, η(ps, xs))ds,
Pt =∂xg(xT ,PxT ) + E˜ [∂µg(x˜T ,PxT , xT )]−
∫ T
t
βsdWs
+
∫ T
t
{
E˜
[
P˜s(∂µb)1
(
P(xs,η(ps,xs)), xs, η(p˜s, x˜s), xs, η(ps, xs)
)]
+ Ps∂xb
(
P(xs,η(ps,xs)), xs, η(ps, xs)
)
+ ∂xf(P(xs,η(ps,xs)), xs, η(ps, xs))
+ E˜
[
(∂µf)1(P(xs,η(ps,xs)), xs, η(p˜s, x˜s), xs, η(ps, xs))
]}
ds.
From the proof of Theorem 21 we know that 0 ≤ P ≤ C and the square integrability
of X can be derived from the linear growth of b as in the proof of Theorem 14. Hence I
maps from S2
F
([0, T ];R)×S2
F
([0, T ];R) to itself. Now we prove that it is a contracting
map. For
(
x1, p1
)
and
(
x2, p2
)
in S2
F
([0, T ];R)×S2
F
([0, T ];R), from the Lipschitzianity
of the functions b, the boundedness and Lipschitzianity of ∂xg, ∂mug, ∂µb, ∂xb, ∂µf
and ∂xf , and the boundedness of P
1 and P 2, there exist a constant C which does not
depend on T , that
(72)
E
[
sup
0≤s≤t
|X1s −X
2
s |
2
]
≤C
∫ t
0
(
E
[
|x1s − x
2
s|
2
]
+ E
[
|p1s − p
2
s|
2
])
ds
≤Ct
(
E
[
sup
0≤s≤t
|x1s − x
2
s|
2
]
+ E
[
sup
0≤s≤t
|p1s − p
2
s|
2
])
,
and
(73)
E
[
sup
t≤s≤T
|P 1s − P
2
s |
2
]
≤CE
[
|x1T − x
2
T |
2
]
+ C
∫ T
t
(
E
[
|x1s − x
2
s|
2] + E[|p1s − p
2
s|
2
])
ds
≤C(T − t)
(
E
[
sup
t≤s≤T
|x1s − x
2
s|
2
]
+ E
[
sup
t≤s≤T
|p1s − p
2
s|
2
])
.
Hence for a small enough T such that CT < α < 1, we have
(74)
E
[
sup
0≤s≤T
|X1s −X
2
s |
2 + sup
0≤s≤T
|P 1s − P
2
s |
2
]
≤αE
[
sup
0≤s≤T
|x1s − x
2
s|
2 + sup
0≤T≤T
|p1s − p
2
s|
2
]
,
which means I is a contracting map. Therefore, there exists a unique fixed point
(X∗, P ), which is the solution for equation (70).
With this solution (X∗, P ), we substitute into η(X∗t , Pt) and get u
∗
t , which is a feed-
back sense optimal control, then due to Theorem 21, (u∗t , X
∗
t ) is the optimal pair for
the stochastic control system.
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Remark 25. One can see that the coupled mean-field FBSDE (70) is only in a
special form. The general form of the fully coupled mean-field FBSDE driven by
both a fractional Brownian motion and a classical Brownian motion is foreseen for a
forthcoming paper.
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