Abstract. In this note we show that the well-posedness range p ∈ (1, 2] for L p transmission boundary value problems for the Laplacian in the class of Lipschitz domains established by Escauriaza and Mitrea (2004) is sharp. Our approach relies on Mellin transform techniques for singular integrals naturally associated with the transmission problems and on a careful analysis of the L p spectra of such singular integrals.
Introduction
We consider the transmission boundary value problem for the Laplacian in a domain Ω ⊂ R n given by
(1) (T BV P )
where γ ∈ (0, 1) is the transmission coefficient, M is the nontangential maximal operator, Ω + := Ω and Ω − := R n \Ω (withΩ denoting the closure in R n ). Furthermore, ∂ ν stands for the normal derivative on ∂Ω. Recently, in [2] , the authors show that, for any γ ∈ (0, 1), the problem (T BV P ) is well posed (uniqueness understood modulo constants) in the class of (special) Lipschitz domains for every p ∈ (1, 2] . In this note we answer the question, posed to us by L. Escauriaza and M. Mitrea, of whether this range is optimal in the class of domains under consideration. Indeed, we prove that Theorem 1.1. For any p > 2 there exist a special Lipschitz domain Ω and γ ∈ (0, 1) such that (T BV P ) is not well posed.
Our counterexamples, constructed in the simplest geometric context, i.e., when Ω is an infinite sector in R 2 of a sufficiently small aperture θ ∈ (0, 2π), rely on a careful analysis of the L p spectra of an integral operator which is naturally associated with (T BV P ).
Preliminaries
Definition 2.1. A domain Ω ⊂ R 2 lying above the graph of a Lipschitz function φ : R → R is called a special Lipschitz domain. That is, (2) Ω :
Throughout the paper we denote by dσ the surface measure on ∂Ω, and by ν the outward unit normal vector which exists almost everywhere with respect to dσ. As before, we set Ω + := Ω and Ω − := R 2 \Ω. Next, for any P ∈ ∂Ω, we introduce the non-tangential approach regions with vertex at P as
where κ > 1 is a fixed, sufficiently large constant. The cone-like regions defined in (3) are then used to define non-tangential traces on ∂Ω. Specifically, if u ± : Ω ± → R we let
Here and elsewhere ·, · stands for the canonical inner product in R 2 . Next, we recall the non-tangential maximal operator M acting on functions u ± : Ω ± → R which is given at each boundary point P ∈ ∂Ω by (6) M (u ± )(P ) := sup {|u ± (X)| : X ∈ Υ ± (P )}.
For each 1 < p < ∞, the space L p (∂Ω) is the Lebesgue space of p-integrable functions on ∂Ω with respect to the surface measure dσ. Also, let
where ∂ τ is the tangential derivative along ∂Ω and
In the remaining part of this section we recall the definitions of the classical harmonic layer potential operators for a Lipschitz domain Ω ⊂ R 2 . We start with the definition of S, the single layer potential operator associated to the Laplacian, and its boundary version S. Specifically, fix X 0 ∈ ∂Ω, and for f : ∂Ω −→ R set
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We shall also work with K * , the formal adjoint of the boundary version of the double layer potential operator, given by
where p.v. indicates that the integral is taken in the principal value sense. Next, let us record the following result which is going to be useful to us in the sequel (cf., [1] , [7] ).
Theorem 2.2.
Let Ω ⊂ R 2 be a special Lipschitz domain and assume that 1 < p < ∞.
(1) The single layer potential operator S satisfies
Finally, if X is a Banach space and T : X → X is a linear, bounded operator, we denote by Spec(T ; X ) the spectrum of the operator T given by
where I denotes the identity.
L p spectrum of layer potentials
In this section we present several known results regarding spectral properties of the operator K * which are relevant for our work. For θ ∈ (0, π), q ∈ (1, ∞), we introduce
With this notation, using the Mellin pseudo-differential calculus, the following result can be established (cf., e.g., [5] , [6] ). Theorem 3.1. Let Ω ⊂ R 2 be an infinite sector of aperture θ ∈ (0, 2π). Then, for any 1 < p, q < ∞ such that 1/p + 1/q = 1, the following holds:
Next, consider the assignment
Notice that p critic (θ) = p critic (2π − θ) and lim
We have
Theorem 3.2.
Let Ω ⊂ R 2 be an infinite sector of aperture θ ∈ (0, 2π). Then (17) see, e.g., [6] , [5] . As for (18), we employ the following twodimensional identity proven in [4] :
Then (18) readily follows from this identity and (17). Next, fix 1 < p < ∞, p = p critic (θ), and make the observation that the following operator (also denoted by ∂ τ ),
is well defined, linear, bounded and invertible. Then (19) follows from (18) and (21).
The main result
In this section we present the proof of the main result of this note. We have As a preamble to the proof of Theorem 4.1 we present a series of four useful technical lemmas.
Lemma 4.2. Let Ω ⊂ R
2 be an infinite sector of aperture θ ∈ (0, 2π) and recall p critic(θ) from (16). Then for each p ∈ (1, ∞) \ {p critic(θ) } the following implication holds:
Proof. We start by noting that u ∂Ω ∈L
where, as before, [f ] stands for the equivalence class of f modulo R). Using that p = p critic (θ) and (19) in Theorem 3.2, we obtain that u ∂Ω = [Sf ], for some f ∈ L p (∂Ω). In particular, u ∂Ω = Sf + c, for some c ∈ R. Next consider the function w := u − Sf − c in the domain Ω. Using (11) and the sublinearity of the operator M introduced in (6), the following hold:
Employing (2.47) in [2] , we further conclude that (
since by (23) we have ∂ τ w = 0. Next, by Theorem 3.2 the operator
p (∂Ω) since we are assuming p = p critic (θ). In particular, using the fact that ∂ ν w ∈ L p (∂Ω) from (23), we obtain ∂ ν w = 0. Since from (23) we also have ∂ τ w = 0, it follows that (∇w) ∂Ω = 0.
At this point, let F : Ω → C be given by
We have∂F = ∆w = 0 in Ω, i.e., F is a holomorphic function in Ω, and from (23) it also follows that M (F ) ∈ L p (∂Ω). Then, much as in pp. 125-126 in [3] , the following Cauchy integral representation holds:
Next, (∇w) ∂Ω = 0 gives that F | ∂Ω = 0, and using (25) we obtain F ≡ 0 in Ω. This further implies ∇w ≡ 0 in Ω and, therefore, w is constant in Ω. Then (22) readily follows.
Before stating the next lemma let us introduce one more piece of notation. For each γ ∈ (0, 1) we set
Lemma 4.3.
Let Ω ⊂ R 2 be an infinite sector of aperture θ ∈ (0, 2π) and γ ∈ (0, 1). Then, for every p ∈ (1, ∞) \ {p critic (θ)} such that the problem (1) is well posed, it follows that
Proof. Fix γ ∈ (0, 1) and p ∈ (1, ∞) \ {p critic (θ)} such that (1) is well posed, and
Our goal is to show that g ≡ 0. To see this, set v ± := Sg in Ω ± . Employing Theorem 2.2, it is then straightforward to check that the pair (v + , v − ) solves the homogeneous boundary problem (28)
Hence, since by assumption the problem (28) is well posed, we obtain that v ± ≡ c in Ω ± for some c ∈ R. In particular, appealing again to the jump relations in Theorem 2.2, we have that
p (∂Ω) and let (u + , u − ) be the solution of the transmission problem (1) with datum g := −(1 − γ)f ∈ L p (∂Ω). Then ∆u ± = 0 in Ω ± and M ( u ± ) ∈ L p (∂Ω), and using Lemma 4.2 we obtain u ± = Sh ± + c ± for some h ± ∈ L p (∂Ω) and c ± ∈ R. We are now ready to present the Proof of Theorem 4.1. Fix p > 2 and let θ ∈ (0, 2π) and γ ∈ (0, 1) be as in Lemma 4.5. Next, take the special Lipschitz domain Ω ⊂ R 2 to be an infinite sector of aperture θ. Then, according to (4.5), we have β(γ) ∈ Spec(K * ; L p (∂Ω)). Employing Lemma 4.3, we then obtain that the transmission problem (1) fails to be well posed.
