Abstract -Local polynomial fitting for the estimation of a general regression function and its derivatives for p m i x i n g and strongly mixing processes is considered. J o i n t asymptotic normality for the regression function and its derivatives is established.
I. INTRODUCTION
Local polynomial fitting has been studied in recent years under the assumption of i.i.d. observations and has been shown to possess very useful statistical properties in the context of curve estimation. This paper considers a time series setting and treats the following regression estimation problem. Let {Xi, K} be a stationary process and let II, be a measurable 
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Putting the solution to (2) can be expressed as
RESULTS Denote
:
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We only state here one result along with the conditions on the mixing coefficients. See [l] for the complete analysis and results.
Condition 1. Assume that h, -+ 0 and (nhn)/logz(n) -+ CO and put sn = (nh,)'lz/logn. For pmixing and strongly mixing processes, we assume that Theorem .
then, as n -* 00,
where 2 ( z ) = var($(Y)lX = z), at continuity points of ozf whenever f ( z ) > 0.
Remark. The theorem gives the joint asymptotic normality for the estimators {&(j)(z) = j!Pj(z)}p=,. The asymptotic normality, "bias", and "variance" of the individual components follow immediately from the theorem.
