Taming symplectic forms and the Calabi-Yau equation by Tosatti, Valentino et al.
ar
X
iv
:m
at
h/
07
03
77
3v
1 
 [m
ath
.D
G]
  2
6 M
ar 
20
07
TAMING SYMPLECTIC FORMS
AND THE CALABI-YAU EQUATION
Valentino Tosatti ∗, Ben Weinkove ∗ and Shing-Tung Yau ∗
∗Mathematics Department
Harvard University
Cambridge, MA 02138
Abstract. We study the Calabi-Yau equation on symplectic manifolds. We
show that Donaldson’s conjecture on estimates for this equation in terms of
a taming symplectic form can be reduced to an integral estimate of a scalar
potential function. Under a positive curvature condition, we show that the
conjecture holds.
1. Introduction
Calabi’s conjecture [Ca1], proved thirty years ago by the third author
[Y], states that any representative of the first Chern class of a compact
Ka¨hler manifold (M,ω) can be uniquely represented as the Ricci curvature
of a Ka¨hler metric in a fixed cohomology class. This can be restated in terms
of volume forms as follows. For any volume form σ satisfying
∫
X σ =
∫
X ω
n,
there exists a unique Ka¨hler form ω˜ in [ω] solving
ω˜n = σ, (1.1)
where n the complex dimension of the manifold. We call (1.1) the Calabi-
Yau equation.
Recently, Donaldson [D] has described how the Calabi-Yau theory could
be generalized in a natural way in the setting of two-forms on four-manifolds.
His program, if carried out, would lead to many new and exciting results
in symplectic geometry. A necessary element of this program is to obtain
estimates for the Calabi-Yau equation on symplectic four-manifolds with a
compatible but non-integrable almost complex structure. The second author
has recently shown in this case that the key estimates of [Y] can all be
reduced to a C0 estimate of a potential function, and that the equation can
be solved when the Nijenhuis tensor is small in a certain sense [W2]. In this
paper we will make some further progress towards Donaldson’s program by
showing, in a more general setting than in [W2], that the estimates for (1.1)
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can be reduced to an integral bound of the potential function, and that all
the estimates indeed hold under a curvature assumption.
Before stating the results precisely, we will recall some basic terminology.
An almost-Ka¨hler manifold is a symplectic manifold (M,ω) together with a
compatible almost complex structure J , meaning that ω and J satisfy the
two conditions
ω(X,JX) > 0, for all X 6= 0 (1.2)
ω(JX, JY ) = ω(X,Y ), for all X,Y. (1.3)
Associated to this data is a Riemannian metric g given by g(X,Y ) =
ω(X,JY ). We call ω an almost-Ka¨hler form, and g an almost-Ka¨hler metric.
On the other hand, if the first condition (1.2) holds, but not necessarily the
second (1.3), then we say that ω tames J . In this case, we can still define a
Riemannian metric g by
g(X,Y ) =
1
2
(ω(X,JY ) + ω(Y, JX)) .
Observe that g is an almost-Hermitian metric, meaning that g(JX, JY ) =
g(X,Y ) for all vectors X and Y .
In [D], Donaldson made the following conjecture.
Conjecture 1.1 Let M be a compact 4-manifold equipped with an almost
complex structure J and a taming symplectic form Ω. Let σ be a smooth
volume form on M with
∫
M σ =
∫
M Ω
2. Then if ω˜ is an almost-Ka¨hler form
with [ω˜] = [Ω] and solving the Calabi-Yau equation
ω˜2 = σ, (1.4)
there are C∞ a priori bounds on ω˜ depending only on Ω, J and σ.
If this conjecture were to hold, it would imply, by the arguments of [D]
(see also the description in [W2]), the following result.
Conjecture 1.2 Let M be a compact 4-manifold with b+(M) = 1 and let
J be an almost complex structure on M . If there exists a symplectic form
on M taming J then there exists a symplectic form compatible with J .
Moreover, Conjecture 1.1 would also imply a Calabi-Yau theorem on
almost-Ka¨hler 4-manifolds (M,ω) with b+(M) = 1: given a normalized vol-
ume form σ there would exist a unique almost-Ka¨hler form ω˜ ∈ [ω] satisfying
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ω˜2 = σ. For other applications of Conjecture 1.1, and to see how it relates
to Donaldson’s broader program, see [D].
We now state our results. Our first result says that, in any dimension, all
the a priori bounds for Conjecture 1.1 can be reduced to an integral bound
of a scalar potential function. Namely, given any symplectic form Ω and
almost-Ka¨hler form ω˜ with [ω˜] = [Ω], define a smooth real-valued function
ϕ by
1
2n
∆˜ϕ = 1− ω˜
n−1 ∧ Ω
ω˜n
, sup
M
ϕ = 0, (1.5)
where ∆˜ is the usual Laplacian on functions associated to the almost-Ka¨hler
metric g˜. Then we have the following result.
Theorem 1 Let α > 0 be given. Let M be a compact 2n-manifold equipped
with an almost complex structure J and a taming symplectic form Ω. Let
σ be a smooth volume form on M with
∫
M σ =
∫
M Ω
n. Then if ω˜ is an
almost-Ka¨hler form with [ω˜] = [Ω] and solving the Calabi-Yau equation
ω˜n = σ, (1.6)
there are C∞ a priori bounds on ω˜ depending only on Ω, J , σ, α and
Iα(ϕ) :=
∫
M
e−αϕΩn,
for ϕ defined by (1.5).
Remark 1.1
1. The function ϕ is precisely the usual Ka¨hler potential in the case that
ω˜ and Ω are Ka¨hler forms, and it coincides with the ‘almost-Ka¨hler
potential’ ϕ1 in the terminology of [W2] if they are both almost-Ka¨hler.
2. We recall a general result in Ka¨hler geometry [H], [T], which is in-
dependent of the Calabi-Yau equation: the quantity Iα(ϕ) is always
uniformly bounded if Ω and ω˜ are Ka¨hler, as long as α is sufficiently
small (where the bounds depend only on M , Ω, J and α). Indeed, the
supremum of all such α so that this quantity can be bounded indepen-
dent of ω˜ ∈ [Ω] is known as the alpha-invariant and has been much
studied [T], [TY].
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3. It can be easily checked that Theorem 1 still holds if [ω˜] 6= [Ω], as in
[W2]. Also, some of the estimates go through if ω˜ is assumed to be
only quasi-Ka¨hler (see Section 2 for the definition).
4. As remarked in [D], Conjecture 1.2 is false in dimensions six or higher.
The deformation argument used to infer it from the first conjecture
crucially uses four dimensions. It is still possible, as far as we know,
for Conjecture 1.1 to hold in all dimensions. However it is also quite
possible that a four dimensional argument will be needed to remove
the dependence on Iα(ϕ) in Theorem 1.
5. Donaldson has shown, in four dimensions but in a much more general
setting, that the a priori bounds will follow if ω˜ is bounded in the
C0 norm and has fixed modulus of continuity. In [W2], it was shown,
again in four dimensions but in the case where Ω is almost-Ka¨hler that
the estimates can be reduced to a C0 bound on ϕ.
Now let g be the almost-Hermitian metric associated to Ω and J . There
exists a canonical connection ∇ associated to (M,g, J). This differs from the
Levi-Civita connection, and it is described in section 2. Under a positivity
condition on the curvature of this connection, we can solve Donaldson’s
conjecture. More precisely, define a tensor
Rijkℓ(g, J) = Rjikℓ + 4N
r
ℓ j
N i
r k
,
where Rj
ikℓ
is the (1,1) part of the curvature of ∇ and N represents the
Nijenhuis tensor (for precise definitions, see section 2). We write R ≥ 0 if
RijkℓXiXjY kY ℓ ≥ 0 for all (1,0) vectors X and Y .
Theorem 2 If R(g, J) ≥ 0, Conjecture 1.1 holds.
In fact under this condition we can prove Conjecture 1.1 in any dimension
2n. Note that if g were Ka¨hler and the bisectional curvature of g positive,
then we would have R > 0. Hence the condition holds on CPn if the pair
(Ω, J) is not too far from the Fubini-Study symplectic form paired with the
standard complex structure.
It will be convenient to reformulate Donaldson’s conjecture as follows.
Let g˜ be an almost-Ka¨hler metric with Ka¨hler form ω˜ satisfying (1.1). Write
σ/n! = eF dVg where dVg is the volume form associated to g and F is a
smooth function on M . Then (1.1) can be written locally as
det g˜ = e2F det g, (1.7)
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Finding bounds on g˜ depending only on g, J and F is equivalent to solving
the conjecture.
A key tool in this paper is the use of the canonical connection and
the formalism of moving frames instead of the Levi-Civita connection and
a normal coordinate system. This simplifies and improves many of the
estimates in [W2]. In section 2, we give the background on almost-Hermitian
metrics and canonical connections and prove a number of formulas for later
use. In section 3, we prove an estimate of the metric g˜ in terms of the
potential ϕ. This is the analogue of the second order estimate of [Y]. In
section 4, we give an estimate of the first derivative of g˜ in terms of g˜ itself.
This is the analogue of the well-known third order estimate of [Y] (which
was inspired by that of Calabi [Ca2]). In fact, this section is not strictly
necessary to complete the proofs of the theorems, since we could have instead
appealed to the argument in [W2], adapting the technique of Evans [E] and
Krylov [Kr]. However, we have included the ‘third order’ estimate since it is
self-contained and in the spirit of the rest of the paper. In section 5, we give
a proof of Theorem 1. We make use of a Moser iteration argument as in [Y],
but applied to the exponential of ϕ in a similar way to [W1], to obtain a
C0 estimate of ϕ depending on Iα(ϕ). We also prove higher order estimates
using a bootstrapping argument. Finally, in section 6, we give a proof of
Theorem 2.
2. Almost-Hermitian manifolds and the canonical connection
In this section, we give some background on almost-Hermitian manifolds,
almost- and quasi-Ka¨hler manifolds, the canonical connection and its torsion
and curvature. Many of the results of this section are well-known, and so we
have omitted the proofs of several of the lemmas (a good reference for this
material is [G]). On the other hand, whenever precise formulas do not seem
to be readily available in the literature, we have provided the arguments.
2.1. Almost-Hermitian metrics and connections
Let M be a manifold of dimension 2n with an almost complex structure
J and a Riemannian metric g satisfying
g(JX, JY ) = g(X,Y ),
for all tangent vectors X and Y . We say that (M,J, g) is an almost-
Hermitian manifold.
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Write TRp M for the (real) tangent space of M at a point p. In the
following we will drop the subscript p. Denote the complexified tangent
space by TCM = TRM ⊗ C. Extending g and J linearly to TCM , we see
that the complexified tangent space can be decomposed as
TCM = T ′M ⊕ T ′′M,
where T ′M and T ′′M are the eigenspaces of J corresponding to eigenval-
ues
√−1 and −√−1 respectively. Extending J to forms, we can uniquely
decompose m-forms into (p, q)-forms for each p, q with p+ q = m.
Choose a local unitary frame {e1, . . . , en} for T ′M with respect to the
Hermitian inner product induced from g, and let {θ1, . . . , θn} be a dual
coframe. The metric g can be written as
g = θi ⊗ θi + θi ⊗ θi,
where here, and henceforth, we are summing over repeated indices.
Let ∇ be an affine connection on TRM , which we extend linearly to
TCM . We say that ∇ is an almost-Hermitian connection if
∇J = ∇g = 0.
It is well-known that (see e.g. [KN]):
Lemma 2.1 Almost-Hermitian connections always exist on almost-Hermitian
manifolds.
From now on, assume that ∇ is almost-Hermitian. Observe that for
i = 1, . . . , n,
J(∇ei) =
√−1∇ei,
and hence ∇ei ∈ T ′M ⊗ (TC(M))∗. Then locally there exists a matrix of
complex valued 1-forms {θji }, called the connection 1-forms, such that
∇ei = θji ej .
Applying ∇ to g(ei, ej) and using the condition ∇g = 0 we see that {θji }
satisfies the skew-Hermitian property
θji + θ
i
j = 0.
Now define the torsion Θ = (Θ1, . . . ,Θn) of ∇ by
dθi = −θij ∧ θj +Θi, for i = 1, . . . , n. (2.1)
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Notice that the Θi are 2-forms. Equation (2.1) is known as the first structure
equation. Define the curvature Ψ = {Ψij} of ∇ by
dθij = −θik ∧ θkj +Ψij . (2.2)
Note that {Ψij} is a skew-Hermitian matrix of 2-forms. Equation (2.2) is
known as the second structure equation.
2.2. The canonical connection
We have the following lemma (see e.g. [G]).
Lemma 2.2 There exists a unique almost-Hermitian connection ∇ on (M,J, g)
whose torsion Θ has everywhere vanishing (1, 1) part.
Such a connection is known as the second canonical connection and was
first introduced by Ehresmann and Libermann in [EL]. It is also sometimes
referred to as the Chern connection, since when J is integrable it coincides
with the connection defined in [Ch]. We will call it simply the canonical
connection.
Define functions T ijk and N
i
j k
by
(Θi)(2,0) = T ijkθ
j ∧ θk
(Θi)(0,2) = N i
j k
θj ∧ θk,
with T ijk = −T ikj and N ij k = −N ik j.
Lemma 2.3 The (0,2) part of the torsion is independent of the choice of
metric.
Indeed (Θi)(0,2) can be regarded as the Nijenhuis tensor of J . For a proof
of this lemma, see section 3.
Let’s consider now the real (1, 1) form
ω =
√−1θi ∧ θi.
We say that (M,J, g) is almost-Ka¨hler if dω = 0, and that it is quasi-
Ka¨hler if (dω)(1,2) = 0. An almost-Ka¨hler or quasi-Ka¨hler manifold with J
integrable is a Ka¨hler manifold. Observe from the first structure equation,
dω =
√−1(Θi ∧ θi − θi ∧Θi)
=
√−1(N i
j k
θi ∧ θj ∧ θk −N i
j k
θi ∧ θj ∧ θk
+ T ijkθ
i ∧ θj ∧ θk − T ijkθi ∧ θj ∧ θk).
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Thus we have the following alternative definitions using the torsion of the
canonical connection.
Lemma 2.4 An almost-Hermitian manifold (M,J, g) is almost-Ka¨hler if
and only if
T ijk = 0,
Ni j k +Nj k i +Nk i j = 0, (2.3)
where Ni j k = N
i
j k
, and is quasi-Ka¨hler if and only if
T ijk = 0.
In particular on a quasi-Ka¨hler manifold the torsion of the canonical
connection has only a (0, 2) component
Θi = N i
j k
θj ∧ θk.
2.3. Curvature identities
Let (M,J, g) be an almost-Hermitian manifold and let∇ be the canonical
connection with torsion Θ and curvature Ψ. Define Rj
ikℓ
, Kijkℓ and K
i
jk ℓ
by
(Ψji )
(1,1) = Rj
ikℓ
θk ∧ θℓ
(Ψij)
(2,0) = Kijkℓθ
k ∧ θℓ
(Ψij)
(0,2) = Ki
jk ℓ
θk ∧ θℓ,
with Kijkℓ = −Kijℓk and Kijk ℓ = −Kijℓ k. We define the Ricci curvature and
scalar curvature of the canonical connection to be the tensors Rkℓ = R
i
ikℓ
and R = Rkk respectively.
We will now derive some curvature identities. Applying the exterior
derivative to the first and second structure equations, we obtain the first
Bianchi identity,
dΘi = Ψij ∧ θj − θij ∧Θj, (2.4)
and second Bianchi identity,
dΨij = Ψ
i
k ∧ θkj − θik ∧Ψkj . (2.5)
Let us rewrite these. First, define T ijk,p, T
i
jk,p by
dT ijk + θ
i
pT
p
jk − T ipkθpj − T ijpθpk = T ijk,pθp + T ijk,pθp, (2.6)
8
and N i
j k,p
and N i
j k,p
by
dN i
j k
+ θipN
p
j k
−N i
p k
θpj −N ijpθ
p
k = N
i
j k,p
θp +N i
j k,p
θp. (2.7)
Then the first Bianchi identity can be written as
dT ijk ∧ θj ∧ θk − T ijkθjp ∧ θp ∧ θk + T ijkΘj ∧ θk + T ijkθj ∧ θkp ∧ θp
−T ijkθj ∧Θk + dN ij k ∧ θj ∧ θk −N ij kθ
j
p ∧ θp ∧ θk
+N i
j k
θj ∧ θkp ∧ θp +N ij kΘj ∧ θk −N ij kθj ∧Θk
= Kijkℓθ
k ∧ θℓ ∧ θj +Ri
jkℓ
θk ∧ θℓ ∧ θj +Ki
jk ℓ
θk ∧ θℓ ∧ θj
−T jkℓθij ∧ θk ∧ θℓ −N jk ℓθ
i
j ∧ θk ∧ θℓ.
After substituting from (2.6) and (2.7), and comparing bidegrees, we arrive
at the following four identities:
(T ijk,ℓ + 2T
i
pjT
p
kℓ −Kijkℓ)θj ∧ θk ∧ θℓ = 0
(T i
jk,ℓ
+ 2Np
j k
N i
p ℓ
−Ri
jkℓ
)θj ∧ θk ∧ θℓ = 0
(2T ipjN
p
k ℓ
+N i
k ℓ,j
−Ki
jk ℓ
)θj ∧ θk ∧ θℓ = 0
(N i
j k,ℓ
+ 2N i
p j
T pkℓ)θ
j ∧ θk ∧ θℓ = 0,
which are equivalent to:
T ijk,ℓ + T
i
kℓ,j + T
i
ℓj,k + 2T
i
pjT
p
kℓ + 2T
i
pkT
p
ℓj + 2T
i
pℓT
p
jk = K
i
jkℓ +K
i
kℓj +K
i
ℓjk (2.8)
2T i
jk,ℓ
+ 4Np
j k
N i
p ℓ
= Ri
jkℓ
−Ri
kjℓ
(2.9)
2T ipjN
p
k ℓ
+N i
k ℓ,j
= Ki
jk ℓ
(2.10)
N i
j k,ℓ
+N i
k ℓ,j
+N i
ℓ j,k
+ 2N i
p j
T pkℓ + 2N
i
p k
T pℓj + 2N
i
p ℓ
T pjk = 0. (2.11)
By a similar reasoning, we obtain the following from the second Bianchi
identity:
(Kijkℓ,p + 2T
q
kℓK
i
jqp −RijkqN qℓ p)θ
k ∧ θℓ ∧ θp = 0
(Kijkℓ,p −Rijkp,ℓ +RijqpT qkℓ + 2Kijq pN qk ℓ)θ
k ∧ θℓ ∧ θp = 0
(Ri
jkℓ,p
+Ki
jℓ p,k
+ 2KijqkN
q
ℓ p
−RijkqT qℓp)θk ∧ θℓ ∧ θp = 0
(Ki
jk ℓ,p
+Ri
jqk
N q
ℓ p
+ 2Kijq pT
q
kℓ)θ
k ∧ θℓ ∧ θp = 0,
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where Kijkℓ,p, K
i
jkℓ,p etc. are defined in the obvious way. The above four
identities can be rewritten as
Kijkℓ,p +K
i
jℓp,k +K
i
jpk,ℓ + 2T
q
kℓK
i
jqp + 2T
q
ℓpK
i
jqk
+ 2T qpkK
i
jqℓ −RijkqN qℓ p −R
i
jℓqN
q
p k
−RijpqN qk ℓ = 0 (2.12)
2Kijkℓ,p −Rijkp,ℓ +Rijℓp,k + 2RijqpT qkℓ + 4Kijq pN qk ℓ = 0 (2.13)
Ri
jkℓ,p
−Ri
jkp,ℓ
+ 2Ki
jℓ p,k
+ 4KijqkN
q
ℓ p
− 2RijkqT qℓp = 0 (2.14)
Ki
jk ℓ,p
+Ki
jℓ p,k
+Ki
jp k,ℓ
+Ri
jqk
N q
ℓ p
+Ri
jqℓ
N q
p k
+RijqpN
q
k ℓ
+ 2Kijq pT
q
kℓ + 2K
i
jq k
T qℓp + 2K
i
jq ℓ
T qpk = 0. (2.15)
Now assume that (M,g, J) is quasi-Ka¨hler, so that the (2,0) part of the
torsion vanishes. Then (2.9), (2.10) and (2.13) above simplify to
4Np
j k
N i
p ℓ
= Ri
jkℓ
−Ri
kjℓ
, (2.16)
N i
k ℓ,j
= Ki
jk ℓ
, (2.17)
2Kijkℓ,p + 4K
i
jq pN
q
k ℓ
= Rijkp,ℓ −Rijℓp,k. (2.18)
Recall that the curvature matrix (Ψij) is skew-Hermitian, hence
Kijkℓ = K
j
iℓ k
, Ri
jkℓ
= Rj
iℓk
. (2.19)
From this we compute
Ri
jkℓ
= Ri
kjℓ
+ 4N i
p ℓ
Np
j k
= Rk
iℓj
+ 4N i
p ℓ
Np
j k
= Rk
ℓij
+ 4N i
p ℓ
Np
j k
+ 4Np
i ℓ
Nk
p j
= Rℓ
kji
+ 4N i
p ℓ
Np
j k
+ 4Np
i ℓ
Nk
p j
, (2.20)
giving us the following formula for the Ricci curvature
Rkℓ = R
i
ikℓ
= Rℓ
kii
+ 4N i
p ℓ
Np
i k
+ 4Np
i ℓ
Nk
p i
. (2.21)
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2.4. The canonical Laplacian
Suppose that (M,J, g) is almost-Hermitian and let ∇ be its canonical
connection. Let f be a function on M . We define the canonical Laplacian
∆ of f by
∆f =
∑
i
((∇∇f)(ei, ei) + (∇∇f)(ei, ei)) .
This expression is independent of the choice of unitary frame.
Define fi and fi by
df = fiθ
i + fiθ
i. (2.22)
Writing ∂f and ∂f for the (1,0) and (0,1) parts of df respectively we see
that ∂f = fiθ
i and ∂f = fiθ
i. Applying the exterior derivative to (2.22)
and using the first structure equation we obtain
0 = dfi ∧ θi − fiθij ∧ θj + fiΘi + dfi ∧ θi − fi θij ∧ θj + fiΘi
= (dfi − fjθji ) ∧ θi + (dfi − fjθji ) ∧ θi + fiΘi + fiΘi. (2.23)
Define fik, fik, fik and fi k by
dfi − fjθji = fikθk + fikθk
dfi − fjθji = fikθk + fi kθk.
Taking the (1,1) part of (2.23) we see that
fikθ
k ∧ θi + fikθk ∧ θi = 0,
and hence
fik = fki.
Now calculate
∇∇f = ∇(fiθi + fiθi)
= dfi ⊗ θi − fiθij ⊗ θj + dfi ⊗ θi − fiθij ⊗ θj
= (fijθ
j + fijθ
j)⊗ θi + (fijθj + fi jθj)⊗ θi.
Hence
∆f = fii + fii = 2fii. (2.24)
There are other ways of writing ∆f .
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Lemma 2.5
∆f = −2
∑
i
(d∂f)(1,1)(ei, ei) (2.25)
= 2
∑
i
(d∂f)(1,1)(ei, ei) (2.26)
=
√−1
∑
i
(d(Jdf))(1,1)(ei, ei), (2.27)
where J acts on a 1-form α by (Jα)(X) = α(J(X)) for a vector X.
Proof Calculate
d∂f = d(fiθ
i)
= (fikθ
k + fikθ
k + fjθ
j
i ) ∧ θi − fiθij ∧ θj + fiΘi
= fikθ
k ∧ θi + fikθk ∧ θi + fiΘi. (2.28)
Hence
(d∂f)(1,1) = −fikθi ∧ θk, (2.29)
and (2.25) follows from (2.24). For (2.26), just observe that ∂ = d− ∂ and
d2 = 0. For (2.27), recall that Jθi =
√−1θi. Then
d(Jdf) = d(J(fiθ
i + fiθ
i))
=
√−1d(fiθi − fiθi)
=
√−1d(∂f − ∂f)
= 2
√−1d∂f.

Finally we have the following lemma.
Lemma 2.6 If the metric g is quasi-Ka¨hler then the canonical Laplacian is
equal to the usual Laplacian of the Levi-Civita connection of g.
Proof In fact, the Laplacian of the Levi-Civita connection applied to a
function f is given by the trace of the map F : TM → TM defined by
F (X) = ∇X(gradgf) + τ(gradgf,X),
where ∇ is the canonical connection and τ is its torsion (see for example
[KN] p.282). But if g is quasi-Ka¨hler τ is just the Nijenhuis tensor, which
maps T ′′M ⊗ T ′′M → T ′M and so the second term above has trace zero.

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3. Estimate of the metric
In this section we will prove an estimate on an almost-Ka¨hler metric g˜
solving (1.7), in terms of the potential function ϕ. Recall that ϕ is defined
by (1.5), which can be rewritten as
∆˜ϕ = 2n− trg˜g, (3.1)
since
trg˜g = 2n
ω˜n−1 ∧ Ω
ω˜n
. (3.2)
To see (3.2), observe that
gij =
1
2
(
ΩikJ
k
j +ΩjkJ
k
i
)
,
and so we have
trg˜g = g˜
ijgij = J˜
ikΩik,
where J˜ ik = g˜ilJ kl . Working in a coordinate system in which ω˜ = dx
1 ∧
dx2 + · · ·+ dx2n−1 ∧ dx2n and g˜ij = δij at a fixed point p in M we see that
J˜ ikΩik = 2n
ω˜n−1 ∧ Ω
ω˜n
,
as required.
The estimate we wish to prove in this section is:
Theorem 3.1 Let g˜ be an almost-Ka¨hler metric solving the Calabi-Yau
equation (1.7), where g is an almost-Hermitian metric. Then there exist
constants C and A depending only on J , R, the lower bound of Rijkl, sup |F |
and the lower bound of ∆F such that
trgg˜ ≤ CeA(ϕ−infM ϕ).
We first compute some general formulas which are completely indepen-
dent of the Calabi-Yau equation. Let (M,J) be an almost complex manifold
with two almost-Hermitian metrics g and g˜. Let θi and θ˜i be local unitary
coframes for g and g˜ respectively. Denote by ∇ and ∇˜ the associated canon-
ical connections. We will use Θ˜, Ψ˜ etc. to denote the torsion, curvature and
so on with respect to ∇˜. Define local matrices (aij) and (bij) by
θ˜i = aijθ
j (3.3)
θj = bji θ˜
i, (3.4)
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so that aijb
k
i = δ
k
j . Define a function u by
u = aija
i
j =
1
2
trgg˜.
Differentiating (3.3) and using the first structure equations we obtain
−θ˜ik ∧ θ˜k + Θ˜i = daij ∧ θj − aijθjk ∧ θk + aijΘj.
Using (3.4) and rearranging, we have
(bjkda
i
j − aijbℓkθjℓ + θ˜ik) ∧ θ˜k = Θ˜i − aijΘj. (3.5)
Taking the (0, 2) part of this equation, we see that
N˜ i
j k
= brjb
s
ka
i
tN
t
r s, (3.6)
which shows that the (0, 2) part of the torsion is independent of the choice
of the metric (thus giving the proof of Lemma 2.3).
By the definition of the canonical connection, the right hand side of (3.5)
has no (1,1)-part. Hence there exist functions aikℓ such that
bjkda
i
j − aijbℓkθjℓ + θ˜ik = aikℓθ˜ℓ, (3.7)
which can be rewritten as
daim − aijθjm + akmθ˜ik = aikℓakmθ˜ℓ. (3.8)
Note that aikℓe˜iθ˜
kθ˜ℓ can be interpreted as the difference of the two connec-
tions ∇˜ − ∇. Also, if g and g˜ are quasi-Ka¨hler, from (3.5) we see that we
have aikℓ = a
i
ℓk. We will now calculate a formula for ∆˜u.
Lemma 3.1 For g and g˜ almost-Hermitian metrics, and aij , a
i
kℓ, b
i
j as de-
fined above, we have
1
2
∆˜u = aikℓa
i
pℓa
k
j a
p
j − aijakj R˜ikℓℓ + aijairb
q
ℓb
s
ℓR
r
jqs.
Proof Applying the exterior derivative to (3.8), using the first and second
structure equations and simplifying, we have
− aijΨjm + akjℓajmθ˜ℓ ∧ θ˜ik + akmΨ˜ik = akmdaikℓ ∧ θ˜ℓ
− aikℓajmθ˜kj ∧ θ˜ℓ + aikℓakjpajmθ˜p ∧ θ˜ℓ − aikℓakmθ˜ℓj ∧ θ˜j + aikℓakmΘ˜ℓ.
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Multiplying by bmr and rearranging, we obtain
(dairℓ + a
i
kℓa
k
rj θ˜
j + akrℓθ˜
i
k − aikℓθ˜kr − airj θ˜jℓ) ∧ θ˜ℓ
= −bmr Ψjmaij + Ψ˜ir − airℓΘ˜ℓ. (3.9)
Define airℓp and a
i
rℓp by
dairℓ + a
i
kℓa
k
rj θ˜
j + akrℓθ˜
i
k − aikℓθ˜kr − airj θ˜jℓ = airℓpθ˜p + airℓpθ˜p. (3.10)
Then taking the (1,1) part of (3.9) we see that
airℓpθ˜
p ∧ θ˜ℓ = (−R˜irℓp + aijbmr bqℓbspRjmqs)θ˜p ∧ θ˜ℓ, (3.11)
where we recall that by definition
(Ψ˜ir)
(1,1) = −R˜irℓpθ˜p ∧ θ˜ℓ
(Ψjm)
(1,1) = −Rjmqsθs ∧ θq.
Note that
du = aijda
i
j + a
i
jda
i
j . (3.12)
Then we see that from (3.8),
du = aij(a
i
kℓa
k
j θ˜
ℓ + aimθ
m
j − akj θ˜ik) + aij(aikℓakj θ˜ℓ + aimθmj − akj θ˜ik).
= aija
i
kℓa
k
j θ˜
ℓ + aija
i
kℓa
k
j θ˜
ℓ. (3.13)
Hence ∂u = aija
i
kℓa
k
j θ˜
ℓ. Applying the exterior derivative to this and substi-
tuting from (3.8), (3.10) and (3.11) we have,
d∂u = aikℓa
i
ja
k
pqa
p
j θ˜
q ∧ θ˜ℓ + aikℓakj aipqapj θ˜q ∧ θ˜ℓ
+ aija
k
j (a
i
kℓpθ˜
p + aikℓpθ˜
p − airℓarkpθ˜p) ∧ θ˜ℓ + aijakjaikℓΘ˜ℓ
= aikℓa
k
j a
i
pqa
p
j θ˜
q ∧ θ˜ℓ + aijakj aikℓpθ˜p ∧ θ˜ℓ
+ aija
k
j (−R˜ikℓp + airbmk bqℓbspRrmqs)θ˜p ∧ θ˜ℓ + aijakj aikℓΘ˜ℓ.
Hence
(d∂u)(1,1) = aikℓa
k
j a
i
pqa
p
j θ˜
q ∧ θ˜ℓ − aijakj R˜ikℓpθ˜p ∧ θ˜ℓ + aijairbqℓbspRrjqsθ˜p ∧ θ˜ℓ.
Then from the definition of the canonical Laplacian, we have proved the
lemma. 
Now let ν = det(aji ) and set v = |ν|2 = νν, which is the ratio of the
volume forms of g˜ and g. We have the following lemma.
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Lemma 3.2 For g and g˜ almost-Hermitian metrics, and v as above, the
following identities hold.
(i) (d∂ log v)(1,1) = −Rklθk ∧ θl + R˜klaki aljθi ∧ θj
(ii) ∆ log v = 2R− 2R˜klaki ali.
Proof This proof is essentially contained in [GH], but we include it here
for the reader’s convenience. Write νij for the (i, j)th cofactor of the matrix
(aji ), so that ν
i
j = νb
i
j . Then
dν = νijda
j
i .
From (3.8) we have
daim − aijθjm + akmθ˜ik = aikℓakmaℓrθr.
Hence
dν = νij(a
j
pqa
p
i a
q
kθ
k + ajkθ
k
i − aki θ˜jk)
= νkθ
k + ν(θii − θ˜ii), (3.14)
for νk = ν
i
ja
j
pqa
p
i a
q
k. Now
dv = νdν + νdν
= ν(νkθ
k + ν(θii − θ˜ii)) + ν(νkθk + ν(θii − θ˜ii))
= ννkθ
k + ννkθk.
Hence ∂v = ννkθ
k. Define vk and vk by dv = vkθ
k + vkθ
k. Then vk = ννk.
Applying the exterior derivative to (3.14) and using the second structure
equation we have
0 = d(νkθ
k) + dν ∧ (θii − θ˜ii) + νd(θii − θ˜ii)
= d(νkθ
k) + νkθ
k ∧ (θii − θ˜ii) + ν(Ψii − Ψ˜ii).
Multiplying by ν and using (3.14) again we have
0 = νd(νkθ
k) + νkθ
k ∧ (νℓθℓ − dν) + v(Ψii − Ψ˜ii)
= d(ννkθ
k) + νkνℓθ
k ∧ θℓ + v(Ψii − Ψ˜ii).
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Consider the (1,1) part
(d∂v)(1,1) = −νkνℓθk ∧ θℓ − v(Ψii − Ψ˜ii)(1,1)
= −vkvℓ
v
θk ∧ θℓ − vRkℓθk ∧ θℓ + vR˜kℓaki aℓjθi ∧ θj. (3.15)
We also have
d∂ log v =
d∂v
v
+
∂v ∧ ∂v
v2
,
which combines with (3.15) to give (i). From the definition of the canonical
Laplacian we immediately obtain (ii). 
We now return to the Calabi-Yau equation (1.7):
det g˜ = e2F det g, (3.16)
for smooth F , where g is almost-Hermitian and g˜ is almost-Ka¨hler. Note
that this equation can be rewritten in terms of v as
log v = F. (3.17)
We have the following lemma.
Lemma 3.3 Suppose that g is almost-Hermitian and g˜ is quasi-Ka¨hler and
solves the Calabi-Yau equation (1.7). Then
(i) ∆˜u = 2aikℓa
i
pℓa
k
j a
p
j +∆F − 2R + 8N ℓp iN
p
ℓ i
+ 2api a
p
jb
k
qb
ℓ
qRijkℓ
(ii) ∆˜ log u ≥ 1
u
(
∆F − 2R + 8N ℓ
p i
Np
ℓ i
+ 2api a
p
jb
k
qb
ℓ
qRijkℓ
)
,
where Rijkℓ = Rjikℓ + 4N
r
ℓ j
N i
r k
.
Proof From Lemma 3.1, Lemma 3.2 and the identity (2.21),
∆˜u = 2(aikℓa
i
pℓa
k
j a
p
j + a
i
ja
i
rb
q
ℓb
s
ℓR
r
jqs)
+ ∆F − 2R+ 8aijakj
(
N˜ ℓ
p i
N˜p
ℓ k
+ N˜p
ℓ i
N˜k
p ℓ
)
.
Using (3.6), we have
aija
k
j
(
N˜ ℓ
p i
N˜p
ℓ k
+ N˜p
ℓ i
N˜k
p ℓ
)
= N ℓ
p i
Np
ℓ i
+ aksa
k
j b
t
ℓb
r
ℓN
p
t j
N sp r,
giving (i).
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For part (ii) we compute,
∆˜ log u =
1
u
(
∆˜u− |∇˜u|
2
g˜
u
)
=
1
u
(
2aikℓa
i
pℓa
k
ja
p
j + 8N
ℓ
p i
Np
ℓ i
+ 2api a
p
jb
k
qb
ℓ
qRijkℓ
+∆F − 2R − |∇˜u|
2
g˜
u
)
.
It remains to prove the inequality
|∇˜u|2g˜ ≤ 2uaikℓaipℓakj apj . (3.18)
From (3.13) we have
|∇˜u|2g˜ = 2uℓuℓ,
where uℓ = a
i
ja
i
kℓa
k
j = a
i
jB
i
ℓj, where B
i
ℓj = a
i
kℓa
k
j . Then using the Cauchy-
Schwarz inequality,
uℓuℓ =
∑
i,j,ℓ,p,q
aijB
i
ℓja
p
qB
p
ℓq
≤
∑
i,j,p,q
(∑
ℓ
|aijBiℓj|2
)1/2(∑
ℓ
|apqBpℓq|2
)1/2
=

∑
i,j
(∑
ℓ
|aij |2|Biℓj|2
)1/2
2
=

∑
i,j
|aij|
(∑
ℓ
|Biℓj |2
)1/2
2
≤

∑
i,j
|aij|2



∑
i,j,ℓ
|Biℓj|2


= uaikℓa
i
pℓa
k
j a
p
j ,
which gives (3.18). 
Finally we can give the proof of Theorem 3.1.
Proof of Theorem 3.1 Note that from the Calabi-Yau equation and the
arithmetic-geometric means inequality, u = 12trgg˜ is bounded below away
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from zero by a positive constant depending only on sup |F |. Then from
Lemma 3.3 there exists C ′ and A′ such that
∆˜ log u ≥ −C ′ −A′trg˜g,
with A′ depending only on the lower bound of Rijkl, and C ′ depending only
on J , sup |F |, ∆F and R. We apply the maximum principle to (log u−2A′ϕ).
Suppose that the maximum of this quantity is achieved at a point x0. Then
at this point, using (3.1),
0 ≥ ∆˜(log u− 2A′ϕ) ≥ −C ′ +A′trg˜g − 4A′n.
Hence
(trg˜g)(x0) ≤ 4A
′n+ C ′
A′
.
Using the inequality
∑n
i=1 λi∏n
i=1 λi
≤ 1
(n− 1)!
(
n∑
i=1
1
λi
)n−1
,
that holds for any set of real numbers λi > 0, and using the Calabi-Yau
equation again, we see that u can be bounded from above in terms of trg˜g
and so we obtain an estimate
u(x0) ≤ C ′′.
It follows that for any x ∈M ,
log u(x)− 2A′ϕ(x) ≤ logC ′′ − 2A′ inf
M
ϕ,
and the theorem is proved. 
Remark 3.1 Notice that if we assume R(g) > 0 in Theorem 3.1, then from
Lemma 3.3 we have
∆˜ log u ≥ −C ′ +A′u,
for some positive constant A′ and the maximum principle immediately gives
u ≤ C.
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4. First derivative estimate of g˜
In this section we give an estimate on the derivative of an almost-Ka¨hler
metric g˜ solving the Calabi-Yau equation (1.7). This is a generalization
of the third order estimate of [Y] (see also the recent preprint [PSS] for a
succinct proof of the parabolic version of this estimate). Define
S =
1
4
|∇g˜|2g˜,
where ∇ is the canonical connection associated to g, J . Then we have the
following theorem.
Theorem 4.1 Let g˜ be a solution of (1.7) and suppose that there exists a
constant K such that
sup
M
(trgg˜) ≤ K.
Then there exists a constant C0 depending only on g, J , F and K such that
S ≤ C0.
Before we prove this theorem, we will need a number of lemmas.
Lemma 4.1 S can be written as
S = aikℓa
i
kℓ, (4.1)
where aikℓ is defined by
daim − aijθjm + akmθ˜ik = aikℓakmθ˜ℓ. (4.2)
Proof To see (4.1) we calculate as follows:
∇
(
θ˜i ⊗ θ˜i
)
= ∇(aijθj)⊗ θ˜i + θ˜i ⊗∇(aijθj)
= (daij)b
j
k ⊗ θ˜k ⊗ θ˜i − aijθjkbkℓ ⊗ θ˜ℓ ⊗ θ˜i
+ (daij)b
j
k ⊗ θ˜i ⊗ θ˜k − aijbkℓ θjk ⊗ θ˜i ⊗ θ˜ℓ
= (daℓj − aℓrθrj )bjk ⊗ θ˜k ⊗ θ˜ℓ + (dakj − akrθrj )bjℓ ⊗ θ˜k ⊗ θ˜ℓ
= (aℓrsa
r
j θ˜
s − arj θ˜ℓr)bjk ⊗ θ˜k ⊗ θ˜ℓ
+ (akrsa
r
j θ˜
s − arj θ˜kr )bjℓ ⊗ θ˜k ⊗ θ˜ℓ
= aℓksθ˜
s ⊗ θ˜k ⊗ θ˜ℓ + akℓs θ˜s ⊗ θ˜k ⊗ θ˜ℓ.
Then since g˜ = θ˜i ⊗ θ˜i + θ˜i ⊗ θ˜i, (4.1) follows immediately. 
The following lemma gives a general formula for the Laplacian of S.
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Lemma 4.2 We have
1
2
∆˜S =
∣∣aikℓp − airℓarkp∣∣2g˜ + |aikℓp|2g˜ + aikℓairℓR˜rkpp + aikℓaikjR˜jℓpp − aikℓarkℓR˜irpp
+ 2Re
(
aikℓ
(
bmk b
q
ℓb
s
pR
j
mqsa
i
rpa
r
j − aijbqℓbspRjmqsarkpbmr
− aijbmk bspRjmqsarℓpbqr + aijbmk bqℓbspbupRjmqs,u − R˜ki,ℓ
+4N˜p
q i,ℓ
N˜ q
p k
+ 4N˜p
q i
N˜ q
p k,ℓ
+ 4N˜p
q i,ℓ
N˜kp q + 4N˜
p
q i
N˜k
p q,ℓ
+4N˜ iq p,kN˜
q
p ℓ
+ 2N˜k
ℓ p,ip
))
. (4.3)
Proof First, recall from (3.9) and (3.10) that airℓp and a
i
rℓp are defined by
dairℓ + a
i
kℓa
k
rj θ˜
j + akrℓθ˜
i
k − aikℓθ˜kr − airj θ˜jℓ = airℓpθ˜p + airℓpθ˜p, (4.4)
and that
(airℓpθ˜
p + airℓpθ˜
p) ∧ θ˜ℓ = −bmr Ψjmaij + Ψ˜ir − airℓΘ˜ℓ. (4.5)
Define functions airℓp,q, a
i
rℓp,q, a
i
rℓp,q, and a
i
rℓp,q by the formulas
dairℓp + a
k
rℓpθ˜
i
k − airℓq θ˜qp − aikℓpθ˜kr − airjpθ˜jℓ = airℓp,qθ˜q + airℓp,qθ˜q, (4.6)
dairℓp + a
k
rℓpθ˜
i
k − airℓq θ˜qp − aikℓpθ˜kr − airjpθ˜jℓ = airℓp,q θ˜q + airℓp,q θ˜q. (4.7)
Applying the exterior derivative to (4.4), using the last two definitions, and
canceling many terms we get
airℓp,qθ˜
q ∧ θ˜p + airℓp,qθ˜q ∧ θ˜p + airlp,q θ˜ ∧ θ˜p + airlp,q θ˜q ∧ θ˜p
+ airℓpΘ˜
p + airℓpΘ˜
p
= − akrpaisℓasktθ˜t ∧ θ˜p + akrpaikℓsθ˜s ∧ θ˜p + akrpaikℓsθ˜s ∧ θ˜p
− aikℓakspasrtθ˜t ∧ θ˜p + aikℓakrptθ˜t ∧ θ˜p + aikℓakrptθ˜t ∧ θ˜p
+ aikℓa
k
rpΘ˜
p − aikℓΨ˜kr − airpΨ˜pℓ + akrℓΨ˜ik, (4.8)
which will be useful later. To calculate the canonical Laplacian of S with
respect to g˜, first compute
∂S = aikℓ∂a
i
kℓ + a
i
kℓ∂a
i
kℓ
=
(
aikℓa
i
kℓp + a
i
kℓa
i
kℓp − aikℓairℓarkp
)
θ˜p.
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Then compute
d(∂S) =
(
aikℓpa
i
kℓqθ˜
q + aikℓpa
i
kℓq θ˜
q − aikℓpairℓarkq θ˜q + aikℓaikℓp,qθ˜q
+ aikℓa
i
kℓp,qθ˜
q + aikℓpa
i
kℓqθ˜
q + aikℓpa
i
kℓq θ˜
q − aikℓpairℓarkq θ˜q
+ aikℓa
i
kℓp,q θ˜
q + aikℓa
i
kℓp,q θ˜
q − aikℓqairℓarkpθ˜q − aikℓqairℓarkpθ˜q
+ airℓa
r
kpa
i
jℓa
j
kq θ˜
q − aikℓarkpairℓq θ˜q − aikℓarkpairℓq θ˜q
+ aikℓa
r
kpa
i
jℓa
j
rq θ˜
q − aikℓairℓarkpqθ˜q − aikℓairℓarkpqθ˜q (4.9)
+ aikℓa
i
rℓa
r
jpa
j
kq θ˜
q
) ∧ θ˜p + (aikℓaikℓp + aikℓaikℓp − aikℓairℓarkp)Θ˜p,
and hence
(d(∂S))(1,1) =
(
aikℓpa
i
kℓq − aikℓpairℓarkq + aikℓaikℓp,q + aikℓpaikℓq
+ aikℓa
i
kℓp,q − aikℓqairℓarkp + airℓarkpaijℓajkq
− aikℓarkpairℓq − aikℓairℓarkpq
)
θ˜q ∧ θ˜p. (4.10)
Then taking the (1,1) part of (4.8) we see that
aikℓp,qθ˜
q ∧ θ˜p = (aikℓq,p + airℓqarkp + airℓarkpq
+ airℓR˜
r
kpq + a
i
kjR˜
j
ℓpq − arkℓR˜irpq
)
θ˜q ∧ θ˜p. (4.11)
Multiplying (4.11) by aikℓ, substituting into (4.10) and using the formula for
the Laplacian, we obtain
1
2
∆˜S = aikℓpa
i
kℓp − aikℓpairℓarkp + aikℓpaikℓp − airℓarkpaikℓp
+ airℓa
r
kpa
i
sℓa
s
kp − aikℓarkpairℓp − aikℓairℓarkpp
+ aikℓa
i
kℓp,p + a
i
kℓa
r
kpa
i
rℓp + a
i
kℓa
i
rℓa
r
kpp
+ aikℓa
i
rℓR˜
r
kpp + a
i
kℓa
i
kjR˜
j
ℓpp − aikℓarkℓR˜irpp + aikℓaikℓp,p
= aikℓpa
i
kℓp + a
i
kℓpa
i
kℓp − 2Re(aikℓpairℓarkp)
+ airℓa
r
kpa
i
sℓa
s
kp + a
i
kℓa
i
rℓR˜
r
kpp + a
i
kℓa
i
kjR˜
j
ℓpp − aikℓarkℓR˜irpp
+ 2Re(aikℓa
i
kℓp,p).
Completing the square, we obtain
1
2
∆˜S =
∣∣aikℓp − airℓarkp∣∣2g˜ + |aikℓp|2g˜ + aikℓairℓR˜rkpp + aikℓaikjR˜jℓpp
− aikℓarkℓR˜irpp + 2Re(aikℓaikℓp,p). (4.12)
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To calculate the last term, take the (1,1) part of (4.5) to obtain
aikℓp = a
i
jb
m
k b
q
ℓb
s
pR
j
mqs − R˜ikℓp. (4.13)
Now recall from (3.8) that
daim − aijθjm + akmθ˜ik = aikℓakmθ˜ℓ. (4.14)
Similarly we have
dbjk + b
r
kθ
j
r − bji θ˜ik = −bjiaikℓθ˜ℓ. (4.15)
Taking the exterior derivative of (4.13), using (4.6), (4.7), (4.14) and (4.15)
we get
aikℓp,tθ˜
t + aikℓp,tθ˜
t = aijb
m
k b
q
ℓb
s
pR
j
mqs,uθ
u + aijb
m
k b
q
ℓb
s
pR
j
mqs,uθ
u
− R˜ikℓp,tθ˜t − R˜ikℓp,tθ˜t + bmk bqℓbsparjairtRjmqsθ˜t
− bmr bqℓbspaijarktRjmqsθ˜t − bmk bqrbspaijarℓtRjmqsθ˜t
− bmk bqℓbsraijarptRjmqsθ˜t, (4.16)
whose (1, 0) part gives
aikℓp,t = b
m
k b
q
ℓb
s
pR
j
mqsa
i
rta
r
j − aijbqℓbspRjmqsarktbmr − aijbmk bspRjmqsarℓtbqr
+ aijb
m
k b
q
ℓb
s
pb
u
tR
j
mqs,u − R˜ikℓp,t. (4.17)
Now from (2.17),(2.18) and (2.21)
R˜ikℓp,p = R˜
i
kpp,ℓ − 2K˜ikpℓ,p − 4K˜ikq pN˜ qp ℓ
= R˜ki,ℓ − 4N˜pq i,ℓN˜
q
p k
− 4N˜p
q i
N˜ q
p k,ℓ
− 4N˜p
q i,ℓ
N˜kp q
− 4N˜p
q i
N˜k
p q,ℓ
− 2K˜ikpℓ,p − 4N˜ iq p,kN˜ qp ℓ, (4.18)
and using (2.17) again we see that
K˜ikpℓ,p = N˜
k
ℓ p,ip
. (4.19)
Combining (4.12), (4.17), (4.18) and (4.19) gives (4.3). 
To deal with the terms involving derivatives of N˜ i
j k
in (4.3) we need
another lemma.
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Lemma 4.3 We have
(i) N˜ i
j k,m
= brjb
s
kb
ℓ
ma
i
tN
t
r s,ℓ + b
r
jb
s
ka
ℓ
tN
t
r sa
i
ℓm
(ii) N˜ i
j k,m
= brjb
s
kb
ℓ
ma
i
tN
t
r s,ℓ
− brℓbskaitN tr saℓjm − brjbsℓaitN tr saℓkm
(iii)
∣∣∣aikℓN˜kℓ p,ip
∣∣∣
g˜
≤ C(S + 1) + 1
2
∣∣aikℓp − airℓarkp∣∣2g˜,
for a constant C depending only on g, J , supM trgg˜ and supM trg˜g.
Proof Recall from (3.6) that we have
N˜ i
j k
= brjb
s
ka
i
tN
t
r s.
Applying the exterior derivative to this and using (4.14), (4.15) and (2.7)
we obtain
N˜ i
j k,m
θ˜m + N˜ i
j k,m
θ˜m
= brjb
s
kb
p
ma
i
tN
t
r s,pθ˜
m + brjb
s
kb
p
ma
i
tN
t
r s,pθ˜
m + aiℓmb
r
jb
s
ka
ℓ
tN
t
r sθ˜
m
− aℓjmbrℓbskaitN tr sθ˜m − aℓkmbrjbsℓaitN tr sθ˜m. (4.20)
Equating the (1, 0) and (0, 1) parts of (4.20) gives (i) and (ii). For (iii),
apply the exterior derivative to (i) and substitute from (4.4) to get
N˜ i
j k,mp
= brjb
s
kb
ℓ
mb
q
pa
i
tN
t
r s,ℓq + b
r
jb
s
kb
q
pa
ℓ
ta
i
ℓmN
t
r s,q − brjbskbℓqaitaqmpN tr s,ℓ
+ brjb
s
kb
ℓ
ma
q
ta
i
qpN
t
r s,ℓ + b
r
jb
s
ka
ℓ
tN
t
r sa
i
ℓmp. (4.21)
The only term that is not comparable to
√
S is the last one. To deal with
this we first compute, using (2.16), (2.20) and (2.3)
R˜i
jkℓ
= R˜ℓ
kji
+ 4N˜ i
p ℓ
N˜p
j k
+ 4N˜p
i ℓ
N˜k
p j
= R˜ℓ
jki
+ 4N˜ ℓ
p i
N˜p
k j
+ 4N˜ i
p ℓ
N˜p
j k
+ 4N˜p
i ℓ
N˜k
p j
= R˜ℓ
jki
+ 4N˜ℓ p iN˜p k j + 4N˜i ℓ pN˜p k j + 4N˜p i ℓN˜p k j + 4N˜p i ℓN˜j p k
= R˜ℓ
jki
+ 4N˜p
i ℓ
N˜ j
p k
,
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and use this, (2.17), (2.18) and (2.19) to compute
2N˜k
ℓ p,ip
= 2K˜ikpℓ,p
= 4K˜kiqpN˜
q
p ℓ
+ R˜ikpp,ℓ − R˜ikℓp,p
= 4K˜kiqpN˜
q
p ℓ
+ R˜p
kpi,ℓ
− R˜p
kℓ i,p
+ 4N˜ q
i p,ℓ
N˜kq p + 4N˜
q
i p
N˜k
q p,ℓ
− 4N˜ q
i p,p
N˜k
q ℓ
− 4N˜ q
i p
N˜k
q ℓ,p
= 2N˜k
ℓ p,pi
+ 4N˜ ip q,kN˜
q
p ℓ
− 4N˜p
i q,k
N˜ q
p ℓ
+ 4N˜ q
i p,ℓ
N˜kq p + 4N˜
q
i p
N˜k
q p,ℓ
− 4N˜ q
i p,p
N˜k
q ℓ
− 4N˜ q
i p
N˜k
q ℓ,p
. (4.22)
This means that, up to an error comparable to
√
S, we can interchange the
last two covariant derivatives on N˜ . Finally recall from (3.5) that
aikℓθ˜
ℓ ∧ θ˜k = aijT jpqbpkbqℓ θ˜ℓ ∧ θ˜k,
and so
aikℓ = a
i
ℓk + 2a
i
jb
p
kb
q
ℓT
j
pq. (4.23)
From (4.22), (4.21), (3.6) and (4.23),∣∣∣aikℓN˜kℓ p,ip
∣∣∣
g˜
≤ C(S + 1) +
∣∣∣aikℓN˜kℓ p,pi
∣∣∣
g˜
≤ C(S + 1) +
∣∣∣aikℓN˜ qℓ pakqpi
∣∣∣
g˜
≤ C(S + 1) +
∣∣∣aikℓN˜ qℓ p(akqpi − akrparqi)
∣∣∣
g˜
+
∣∣∣aikℓakrparqiN˜ qℓ p
∣∣∣
g˜
≤ C(S + 1) + 1
2
∣∣∣akqpi − akrparqi∣∣∣2
g˜
+
∣∣∣aikℓakrparqiN˜ qℓ p
∣∣∣
g˜
≤ C(S + 1) + 1
2
∣∣∣akqpi − akrparqi∣∣∣2
g˜
+
∣∣∣aikℓakrpariqN˜ qℓ p
∣∣∣
g˜
,
where the constant C differs from line to line, and where we have used the
inequality
2ab ≤ εa2 + 1
ε
b2,
for any ǫ > 0 and any real numbers a and b. Finally, using (2.3) we can see
that the term aikℓa
k
rpa
r
iqN˜q ℓ p vanishes:
aikℓa
k
rpa
r
iqN˜q ℓ p =
1
3
(aikℓa
k
rpa
r
iq + a
i
kpa
k
rqa
r
iℓ + a
i
kqa
k
rℓa
r
ip)N˜q ℓ p
=
1
3
aikℓa
k
rpa
r
iq(N˜q ℓ p + N˜p q ℓ + N˜ℓ p q) = 0.
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We can now prove the following lemma.
Lemma 4.4 Let g˜ be an almost-Ka¨hler metric solving the Calabi-Yau equa-
tion (1.7) and suppose that there exists a constant K such that
sup
M
(trgg˜) ≤ K.
Then there exist constants C1, C2 depending only on g, J , F and K such
that
∆˜S ≥ −C1S −C2. (4.24)
Proof By assumption, the aij and b
i
j are uniformly bounded. From (3.17)
and (2.29) we have
(d∂ log v)(1,1) = −Fpqθp ∧ θq.
Then from Lemma 3.2, we have
R˜kℓ = −Fpqbpkbqℓ +Rpqbpkbqℓ .
It follows that |R˜kℓ|2g˜ ≤ C and |R˜kℓ,p|2g˜ ≤ C(S+1), for a constant C depend-
ing only on g, J , F and K. Then the inequality (4.24) follows from Lemma
4.2 and Lemma 4.3. 
Finally, we complete the proof of Theorem 4.1.
Proof of Theorem 4.1 Following [Y] we apply the maximum principle to
S + C ′u, for a constant C ′ to be determined later. Note that from Lemma
3.3 (i), we have
∆˜u ≥ C−13 S − C4,
for positive constants C3 and C4 depending only on g, J , F and K. Choose
C ′ = C3(C1 + 1) then from Lemma 4.4 we see that
∆˜(S + C ′u) ≥ S − C2 − C ′C4,
and then by the maximum principle S is bounded from above by C0 =
C2 + C
′C4 + C
′K. 
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5. Proof of Theorem 1
Let g˜ solve the Calabi-Yau equation (1.7). We will write ∇g and dVg
for the Levi-Civita covariant derivative and volume form associated to the
metric g. We have the following lemma.
Lemma 5.1 For every α > 0 there exists a constant C depending only on
(M,Ω, J), F and α such that
− inf
M
ϕ ≤ C + log
(∫
M
e−αϕdVg
)1/α
.
Proof of Lemma 5.1 Let δ > 0 be a small constant. In the following
C will denote a uniform constant, depending only on δ and the fixed data,
which may change from line to line. Define w = e−Bϕ for B = 11−δA. Write
γ = 1− δ > 0. For p ≥ 1, from Theorem 3.1 and the Calabi-Yau equation,∫
M
|∇gwp/2|2dVg ≤ −C
∫
M
(trgg˜)de
−
Bpϕ
2 ∧ Jde−Bpϕ2 ∧ ω˜n−1
≤ −Cp2e−Bγ infM ϕ
∫
M
e−B(p−γ)ϕdϕ ∧ Jdϕ ∧ ω˜n−1
= C
p2
p− γ ‖w‖
γ
C0
∫
M
d
(
e−B(p−γ)ϕ
)
∧ Jdϕ ∧ ω˜n−1
≤ Cp‖w‖γ
C0
∫
M
wp−γ∆˜ϕ ω˜n
≤ Cp‖w‖γ
C0
∫
M
wp−γdVg,
using the fact that ∆˜ϕ ≤ 2n from (3.1). The Sobolev inequality gives us,
for β = nn−1 ,
‖f‖22β ≤ C(‖∇gf‖22 + ‖f‖22),
where ‖ ‖q denotes the Lq norm with respect to g (we allow later 0 < q < 1,
defined in the obvious way). Applying this to f = wp/2, we obtain
(∫
M
wpβdVg
)1/β
≤ C
(∫
M
|∇gwp/2|2dVg +
∫
M
wpdVg
)
≤ Cp‖w‖γ
C0
∫
M
wp−γdVg.
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Raising to the power 1/p we have
‖w‖pβ ≤ C1/pp1/p‖w‖γ/pC0 ‖w‖
(p−γ)/p
p−γ .
By the same iteration as in [W1] we replace p with pβ + γ to obtain for
k = 1, 2, . . .,
‖w‖pkβ ≤ C(k)‖w‖1−a(k)C0 ‖w‖
a(k)
p−γ ,
where
pk = pβ
k + γ(1 + β + β2 + · · · βk−1)
C(k) = C(1+β+···+β
k)/pkp
βk/pk
0 p
βk−1/pk
1 · · · p1/pkk
a(k) =
(p− γ)βk
pk
.
Set p = 1 and let k →∞. Since C(k) is uniformly bounded from above and
a(k)→ a ∈ (0, 1), we have
‖w‖C0 ≤ C‖w‖δ ,
and choosing δ sufficiently small completes the proof of the lemma. 
From this lemma, Theorem 3.1 and Theorem 4.1 we have the estimate
‖g˜‖C1 ≤ C,
where C depends on Ω, J, σ, α and Iα(ϕ). It remains to prove the higher
order estimates. Following [W2], define a 1-form a by the equations
ω˜ = Ω− 1
2
d(Jdϕ) + da,
and d∗g˜a = 0, where d
∗
g˜ is the formal adjoint of d associated to g˜. Note that a
is defined only up to the addition of a harmonic 1-form. From the definition
of ϕ it follows that da ∧ ω˜n−1 = 0. Let’s call P : Λ2(M)→ Λ2(M) the map
that associates to a 2-form γ its (2, 0) + (0, 2) part, so that
Pγ(X,Y ) = 1
2
(γ(X,Y )− γ(JX, JY )).
Since ω˜ is compatible with J we have Pω˜ = 0, but in general PΩ 6= 0. Now
set f = ϕ in (2.23) and take the (2, 0) part to get
ϕijθ
j ∧ θi + ϕkNkj iθ
j ∧ θi + ϕkT kjiθj ∧ θi = 0.
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Applying P to (2.28),
Pd(Jdϕ) = 2√−1Pd∂ϕ
= 2
√−1
(
ϕijθ
j ∧ θi + ϕkT kjiθj ∧ θi + ϕkNkj iθj ∧ θi
)
= 2
√−1
(
ϕkN
k
j i
θj ∧ θi − ϕkNkj iθ
j ∧ θi
)
,
which involves only one derivative of ϕ. Now the 1-form a satisfies the
following system

da ∧ ω˜n−1 = 0
Pda = −PΩ +√−1
(
ϕkN
k
j i
θj ∧ θi − ϕkNkj iθj ∧ θi
)
d∗g˜a = 0,
(5.1)
which is elliptic (its symbol is injective, although not invertible if n > 2).
Note that the kernel of (5.1) consists of the harmonic 1-forms. Indeed,
da ∧ ω˜n−1 = 0 and P(da) = 0 together imply that ∗da = −cnω˜n−2 ∧ da
for some universal constant cn. Then if a is in the kernel of (5.1), we have
‖da‖2L2(g˜) = 0 after integrating by parts. Since d∗g˜a = 0, we see that a is
harmonic with respect to g˜.
Fix any 0 < β < 1. Since g˜ is uniformly bounded in Cβ, we can apply
the elliptic Schauder estimates to (3.1) to get a bound ‖ϕ‖C2+β ≤ C. Hence
the right hand side of (5.1) is bounded in C1+β, and the coefficients of the
system have a Cβ bound, so assuming that a is orthogonal to the harmonic
1-forms, the elliptic estimates applied to (5.1) give C2+β bounds on a. By
differentiating the Calabi-Yau equation in a direction ∂/∂xi we obtain
∆˜(∂iϕ) + {lower order terms} = 2∂iF + gpq∂igpq, (5.2)
where the lower order terms may contain up to two derivatives of ϕ or
a, and so are bounded in Cβ. Applying the Schauder estimates again we
get ‖ϕ‖C3+β ≤ C, and using (5.1) again we get ‖a‖C3+β ≤ C. Now a
bootstrapping argument using (5.2) and (5.1) gives the required higher order
estimates. This completes the proof of Theorem 1. 
6. Proof of Theorem 2
As before, let g˜ be an almost-Ka¨hler metric solving (1.7). Let g be an
almost-Hermitian metric with the property that R(g) ≥ 0. By the argument
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of the last section, to prove Theorem 2, it suffices to prove a uniform upper
bound for u = 12trgg˜.
From Lemma 3.3, we have
∆˜u ≥ −C,
for a constant C depending only on the fixed data. We claim that this is
enough to bound u uniformly from above. Indeed, for p ≥ 1,∫
M
|∇gup/2|2dVg ≤ −C
∫
M
udup/2 ∧ Jdup/2 ∧ ω˜n−1
= −Cp2
∫
M
up−1du ∧ Jdu ∧ ω˜n−1
= −Cp
∫
M
d(up) ∧ Jdu ∧ ω˜n−1
= Cp
∫
M
upd(Jdu) ∧ ω˜n−1
= −Cp
∫
M
up(∆˜u)ω˜n
≤ Cp
∫
M
updVg.
Hence ∫
M
|∇up/2|2dVg ≤ Cp
∫
M
updVg.
Then from the Sobolev inequality, we obtain
‖u‖Lpβ ≤ C1/pp1/p‖u‖Lp ,
for β = nn−1 . Replacing p with pβ, iterating, and then setting p = 1 we
obtain
‖u‖C0 ≤ C‖u‖L1 .
But this last quantity is bounded, because from (3.2) and the Calabi-Yau
equation (1.1),∫
M
udVg ≤ C
∫
M
ω˜n−1 ∧ Ω
ω˜n
Ωn ≤ C
∫
M
ω˜n−1 ∧ Ω = C[Ω]n.
This completes the proof of Theorem 2. 
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