From Poor Resolution to Rich Insight  by Read, Randy J.
Structure
PreviewsFrom Poor Resolution to Rich InsightRandy J. Read1,*
1CIMR Haematology, University of Cambridge, Wellcome Trust/MRC Building, Hills Road, Cambridge CB2 0XY, UK
*Correspondence: rjr27@cam.ac.uk
DOI 10.1016/j.str.2010.05.004
In a recentNature paper, the stability and convergence radius of low-resolution crystal structure refinement is
improved by the addition of a deformable elastic network energy, which brings in higher-resolution informa-
tion and preserves local interactions (Schro¨der et al., 2010).Many of the problems at the forefront of
structural biology involve large proteins
or assemblies that may work by under-
going large conformational changes. The
crystals that grow, often reluctantly, from
these molecules and their assemblies
typically diffract weakly and to a rather
low resolution, i.e. 4 A˚ or less. Model-
building and refinement techniques that
work well with crystals diffracting beyond
2.5 A˚ resolution are unable to cope with
this scarcity of data. But we stand to gain
valuable insights, if we are not defeated
by the poverty of data.
In fact, crystallographers have con-
fronted such problems before. Tech-
niques that work for small molecule crys-
tals, which usually diffract so well that
individual atoms are resolved, fail abys-
mally when applied to proteins diffracting
to 3 A˚, or even to 1.5 A˚ resolution. The
solution is to redress the poor param-
eter-to-observation ratio by adding geo-
metrical restraints, effectively adding new
observations from prior knowledge of
bond lengths, bond angles, and allowed
contacts (Hendrickson and Konnert,
1980). This has been highly successful,
but loses its effectiveness once the reso-
lution is worse than about 3.5 A˚.
Clearly, refinement at low resolution
has to invoke even more prior knowledge,
and an obvious source is the higher-reso-
lution structures of components of com-
plexes. This is easy enough if one can
treat the components as rigid bodies, and
indeed many useful biological insights
can be obtained just by knowing how
the pieces fit together, but once one tries
to allow for conformational changes
the task becomes more difficult. The
restraints still have to make sense if, for
example, there is a hinge motion between
two domains. And there are even more
complications if the reference structure
is of a homolog, not the actual protein.664 Structure 18, June 9, 2010 ª2010 ElsevieWith their deformable elastic network
(DEN) method, Schro¨der et al. (2010)
have come up with a practical solution
that answersmany of these requirements.
In the ‘‘elastic network’’ part of the algo-
rithm, distances between pairs of atoms
in the model are restrained to be similar
to target distances. The target distances
are not simply distances measured from
an external higher-resolution reference
but rather an evolving mixture of those
distances and the distances obtained
from the current mode—hence the
‘‘deformable’’ part of the algorithm.
It’s useful first to think about what
happens in the extremes, when the target
distances come completely from the
reference structure or from the current
model. Consider when the target dis-
tances are just measured from the higher-
resolution reference; distances within a
domain will not change with hinge motion
between domains, so most restraints to
the external reference will be appropriate
evenwhen there are large domain reorien-
tations. On the other hand, if the distances
are just restrained to their current values,
the effect will be to preserve local interac-
tions, such as those maintaining sec-
ondary structure. The greatest power in
refinement will come from a judicious
mixture of the two; local interactions will
tend not to change unless compelled by
the diffraction data, but once they have
changed, the pressure to agree with the
external reference will be relaxed.
The deformable elastic network is
implemented by adding a DEN term to
the geometry and X-ray terms of the
energy function minimized in structure
refinement by CNS (Brunger et al., 1998):
Etotal =Egeometric +waEML +wDENEDENðgÞ,
where the DEN term for a particular step n
in the refinement depends on the devia-r Ltd All rights reservedtions between current distances between
pairs of atoms (dij) and the current target
distances for this step

d0ij ðg, nÞ

:
EDENðg,nÞ=
X
pairs ij

dij  d0ij ðg, nÞ
p
,
p= 2 or 4.
The target distance is updated as a
running average of its current value, the
current distance, and the distance in the
reference structure (drefij ):
d0ij ðg, n+ 1Þ= ð1 kÞd0ij ðg, nÞ
+ k
h
g dij + ð1 gÞdrefij
i
.
In practice, the factor k is set to 0.1 so
that the target distance updates slowly
according to the following equation:
d0ij ðg, n+ 1Þ= 0:9d0ij ðg, nÞ
+ 0:1
h
g dij + ð1 gÞdrefij
i
.
There are two adjustable parameters
left: wDEN, which controls the relative
importance of the DEN term in the total
energy, and g, which controls the relative
influence of the current model and the
reference model in the update for the
target distance. When g is equal to
zero, distances in the model are always
restrained to those from the reference
structure, whereas when g is equal to
one, they are restrained to be similar to
a running average of recent distances.
The most interesting behavior is obtained
with values between zero and one, in
which case the diffraction data can cause
the reference restraints to gradually relax.
The optimal values of wDEN and g differ
from case to case, so in practice the
refinement is carried out multiple times
varying these parameters over a grid.
Tests show that the refinement leading
to the best Rfree is a good choice, as Rfree
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Previewscorrelates well with RMS error and other
measures of structure quality.
The initial implementation of the DEN
algorithm (Schro¨der et al., 2007) obtained
target distances from higher-resolution
structures of the same proteins. The
current implementation (Schro¨der et al.,
2010) allows homologs or even computa-
tional models to be used as reference
structures, greatly extending the applica-
bility of the method.
Tests were carried out on a set of 19
low-resolution (worse than 4 A˚) structures
from the PDB for which higher-resolution
reference structures were available.
These show that inclusion of the DEN
term usually improves the quality of
refinement and never degrades it. Typi-
cally an improvement of about 1.5% in
Rfree is seen, but in one case (1XXI.pdb),
the Rfree improved by 5.8%. At the same
time, the resulting models have higher
stereochemical quality.
Not surprisingly, others have been
pursuing similar ideas. Notably, the devel-
opment version of the program Refmac5
(Murshudov et al., 1997) has new types
of restraints for low-resolution refinement
(Garib Murshudov, personal communica-
tion). In one of these, referred to as the
‘‘jelly body’’ model, distances between
local neighbors are restrained to be
similar to their current values; in the DEN
equations, this would be very similar
to setting both k and g equal to one.The effect is to dampen changes to
local interactions without reference to
any external structure, and Murshudov
reports that this simple algorithm works
surprisingly well. There are also facilities
to restrain a structure to resemble a
higher-resolution template. In addition,
both Refmac5 and phenix.refine (Afonine
et al., 2005) allow the definition of
hydrogen-bond restraints to preserve
secondary structure, which otherwise
tends to dissipate during refinement at
low resolution.
The DEN approach should have a
great impact in the refinement of many
low-resolution structures, but its power
depends on having a reasonable starting
model based on higher-resolution data.
When we lack that specific information,
or when there are larger conformational
rearrangements, we will need to invoke
even more prior information about protein
structure. In recent years, the protein-
folding community has beenmaking great
strides in exploiting the structural data-
base and sophisticated potential func-
tions. Tools such as Rosetta can improve
homology models before seeing diffrac-
tion data or even build ab initio models
that are sufficient to solve crystal struc-
tures by molecular replacement (Qian
et al., 2007). When married with the
X-ray diffraction data, such approaches
should push the boundaries even further.
Indeed, David Baker (personal communi-Structure 18, June 9, 2010cation) says that preliminary results in
such an effort are very encouraging.
As Schro¨der et al. (2010) point out,
structural biology faces great challenges
in making the best use of limited informa-
tion, not only from X-ray diffraction but
also from cryoEM and even optical
imaging. These new tools are an excellent
step in that direction.REFERENCES
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