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Mohsen Karimzadeh Kiskani†, and Hamid R. Sadjadpour†,
Abstract—Next generation of cellular networks deploying wire-
less distributed femtocaching infrastructure proposed by Gol-
rezaei et. al. are studied. By taking advantage of multihop com-
munications in each cell, the number of required femtocaching
helpers is significantly reduced. This reduction is achieved by
using the underutilized storage and communication capabilities
in the User Terminals (UTs), which results in reducing the
deployment costs of distributed femtocaches.
A multihop index coding technique is proposed to code the
cached contents in helpers to achieve order optimal capacity
gains. As an example, we consider a wireless cellular system in
which contents have a popularity distribution and demonstrate
that our approach can replace many unicast communications
with multicast communication. We will prove that simple heuris-
tic linear index code algorithms based on graph coloring can
achieve order optimal capacity under Zipfian content popularity
distribution.
Index Terms—Cellular Networks, Index Code,Femtocache.
I. INTRODUCTION
With the recent pervasive surge in using wireless devices for
video and high speed data transfer, it seems eminent that the
current wireless cellular networks cannot be a robust solution
to the ever-increasing wireless bandwidth utilization demand.
Researchers have been recently focused on laying down the
fundamental grounds for future cellular networks to overcome
such problems.
Deploying home size base stations is proposed as a solution
in [7]. The solution in [7] is based on the idea of femtocells in
which many small cells are deployed throughout the network
to cover the entire network. Deploying many small cells in
the network with reliable backhaul links requires significant
capital investment. Therefore, Golrezaei et. al. [14] proposed
femtocaching as an alterante solution to overcome this prob-
lem. In this approach, in every cell along with the main base
station, smaller base stations with low-bandwidth backhaul
links and high storage capabilities are deployed to create a
wireless distributed caching infrastructure. These small base
stations which are called caching helpers (or simply helpers),
will store popular contents in their caches and use their
caches to serve User Terminal (UT) requests. Therefore, in
networks with high content reuse, the backhaul utilization will
be significantly reduced using this approach. If the requested
content is not available in the helper’s cache, UTs can still
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download the content from their low-bandwidth backhaul links
to the base station. The proposed technique in [14] requires
deployment of large number of femtocaches in order to cover
all the nodes in the network.
On the other hand, it is well-known that web content request
popularity follows Zipfian-like distributions [6]. This content
popularity distribution implies that few popular contents are
widely requested by the network UTs. We assume UTs store
their requested contents and therefore, helpers can multicast
multiple requests by taking advantage of coding to reduce the
total number of transmissions.
In this paper, we propose to use index coding to code the
contents in helpers before transmission. Index coding is a
source coding technique proposed in [3] which takes advantage
of UTs’ side information in broadcast channels to minimize
the required number of transmissions. In index coding, the
source (e.g. base station) designs codes based on the side
information stored in requesting nodes. The coded information
is broadcasted to the UTs that use the information together
with their cached contents to decode the desired content. Index
coding improves bandwidth utilization by minimizing the
number of required transmissions. We propose to extend index
coding approach from broadcast one-hop communication to
multihop scenarios which will be explained in details.
Our main motivation to use index coding is the high storage
availability in UTs to improve the achievable throughput of
the future wireless cellular networks. Current improvements
in high density storage systems has made it possible to have
personal devices with Terabytes of storage capability. This
ever-increasing trend provides future personal wireless devices
with huge under-utilized storage capabilities. Future wireless
devices can use their storage capability to store the contents
that they have already requested. In an index coding setting,
many UTs that are requesting different contents can receive a
coded file which is multicasted to them and then each UT uses
the information in its cache to decode its requested content
from the received coded file. There is an important equivalence
between index coding and network coding as stated in [10],
[11] and therefore, the results in this paper can also be stated
based on a network coding terminology.
We will prove that index coding can be efficiently used to
encode the contents by helpers under a Zipfian distribution
model. The encoded contents can be relayed through multiple
hops to all the UTs being served by that helper.
The optimal index coding solution is an NP-Hard problem
[18]. However, we will show that even using linear index
codes can result in order optimal capacity gains in these
networks. We believe that this coding technique can serve as
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a complement to the solution proposed in [14]. As clearly
articulated in [21], in any caching problem we are faced with
two phases of cache placement and cache delivery. While
[14] proposes efficient cache placement algorithms, we will
be focusing on efficient delivery methods for their solution.
We will show that the problem of delivery in [14] can be
efficiently addressed by using index coding in the helpers.
Recent discussions on standards for future 5G cellular net-
works are focused on providing high bandwidth for Device-to-
Device communications (D2D). Examples of such approaches
are the IEEE 802.11ad standard (up to 60GHz [2]) and the
millimeter-wave proposal which can potentially enable up to
300GHz of bandwidth for D2D communications [1], [4]. This
potential abundant D2D bandwidth can be utilized to relay the
coded contents inside an ad hoc network which is being served
by a helper. It is indeed such excessive storage and bandwidth
capabilities of future wireless systems that make our solution
feasible.
Deploying many femtocaching helpers is not economically
efficent. On the other hand, since UTs have significant D2D
capabilities, they can efficiently participate in content delivery
through multihop D2D communications. In our proposal, we
suggest to deploy few helpers which can deliver the contents
to neighboring UTs through multihop D2D communications.
This can reduce the network deployment and maintenance
costs.
The rest of this paper is organized as follows. Section
II reviews the related works and section III describes the
proposed network model that is similar to [14] with the
addition of using multihop communications and index coding.
In section IV, we will explain the scaling laws of capacity
improvement using index coding and relaying. Section V
demonstrates that index coding algorithms can achieve order
optimal gains. Section VI describes the simulation results and
the paper is concluded in section VII.
II. RELATED WORK
The problem of caching when a server is transmitting
contents to clients was studied in [21] from an information
theoretic point of view. The authors introduced two phases
of cache placement and content delivery. For a femtocaching
solution, efficient cache placement algorithms are proposed
in [14]. In this paper, we focus on efficient content delivery
algorithms through index coding and multihop D2D commu-
nications for a femtocaching solution.
There has been significant research on index coding since it
was proposed in [3]. The practical implementation of index
coding for wireless applications was proposed in [8] by
proposing cycle counting methods. A dynamic index coding
solution for wireless broadcast channels is proposed in [23].
In [23], a wireless broadcast station is considered and a simple
set of codes based on cycles in the dependency graph is
provided. They show the optimality of these codes for a class
of broadcast relay problems. In this paper, we prove that codes
based on cycles can acheive order optimal capacity gains in
networks with Zipfian content request distribution.
Approximating index coding solution is proved [3] to be
an NP-Hard problem. However, efficient heuristics has been
proposed in [9] which are based on well-known graph coloring
algorithms. Other references like [11] and [10] have studied
the connections and equivalence between index coding and
network coding. Tran et al. [24] studied a single hop wireless
link from a network coding approach and showed similar
results to index coding. Ji et al. [16] studied theoretical limits
of caching in D2D communication networks.
Study of coding techniques in networks with high content
reuse has recently attracted the attention of researchers. Mont-
petit et al. [22] studied the applications of network coding in
Information-Centric Networks (ICN). Wu et al. [25] studied
network coding in Content Centric Networks (CCN) which
is an implementation of ICN. Leong et al. [19] proposed a
linear programming formulation to deliver contents optimally
in today’s IP based Content Delivery Networks (CDN) using
network coding. Llorca et at. [20] proposed a network-coded
caching-aided multicasting technique for efficient content de-
livery in CDNs. This paper extends Index Coding to multihop
communication and shows that linear codes can achieve order
optimal capacity gains in such networks.
III. NETWORK MODEL
We assume a network model for future wireless cellular
networks in which femtocaching helpers with significant stor-
age capabilities are deployed throughout the network to assist
the efficient delivery of contents to UTs through reliable D2D
communications. Such helpers are characterized with low rate
backhaul links which can be wired or wireless. They will also
have localized, high-bandwidth communication capabilities.
With their significant storage capacity, in a network with high
content reuse, many of the content requests for the UTs inside
a cell can be satisfied directly by the helpers.
Each helper is serving a wireless ad-hoc network in which
the UTs are utilizing high bandwidth D2D communication
techniques such as millimeter wave and IEEE 802.11ad tech-
nologies. This high bandwidth D2D communication enables
the UTs to relay data from a nearby helper to all the UTs that
are within transmission range. We assume that the path lifetime
between the helper and UTs is longer than the time required to
transmit the content. For large files and when UTs are moving
fast, one solution is to divide the content into smaller files and
treat each file separately. The paper assumes that the network
is connected which can be justified by the large number of UTs
that will be available in the future wireless cellular networks.
Further, we take advantage of index coding and the side
information cached in UTs to significantly reduce the required
number of helpers and consequently, reduce the infrastructure
maintenance and deployment costs. To demonstrate the effec-
tiveness of using multihop communications, we consider simi-
lar assumptions as [14] with a macro base station placed in the
center of a cell with radius 400 meters serving 1000 UTs and a
transmission range of 100 meters [1] for D2D communication.
As shown in Figure 1, with only 4 helpers uniformly located
in the cell, 100% and 80% of nodes are covered with 3 and 2
hop communications respectively. Covering all the UTs in the
same cell with only one hop communication requires up to 27
helpers [14]. Clearly, for a vehicle or a mobile UT operating in
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Fig. 1. Pertentage of UTs not covered versus the maximum number of hops
traveled. This simulation is carried over a cell with radius 400 meters and
with a communication range of 100 meters.
the cell, the handover probability will be significantly reduced
if the number of helpers shrinks from 27 to 4.
We assume that n UTs denoted by N = {N1, N2, ..., Nn}
are being served by a helper. There are m contents M =
{M1,M2, ...,Mm} available with M1 as the most popular
content and Mm as the least popular content in the network .
Let’s assume UT Ni requests a content with popularity index
ri in the current time interval. Each UT has a cache of fixed
size δ in which contents with indices Ci = {ci1, ..., ciδ} are
stored. Therefore, we assume that UT Ni caches contents
Mci1 ,Mci2 , . . . ,Mciδ and the set of cached content indices
in Ni is represented by Ci. Therefore, if we denote the
set of cached contents in UT Ni by Mi, then we have
Mi = {Mj | j ∈ Ci}. The requested content index is shown
by ri.
Let’s assume that we have n UTs each with a set of side
informationMi. The formal definition of index code described
in [3] is given below.
Definition 1. An index code on a set of n UTs each with a side
information set Mi ⊆M, and a requesting content Mri ∈M
for i = 1, 2, . . . , n is defined as a set of codewords in {0, 1}l
toghether with
1) An encoding function E mapping inputs in {0, 1}m to
codewords and
2) A set of decoding functions D1,D2, . . . ,Dn such that
Di(E(M),Mi) = Mri for i = 1, 2, . . . , n.
In the above definition, the length of the index code l
denotes the number of required transmissions to satisfy all
the content requests of the n UTs. The encoding function
E is applied to the contents by the helper and the decoding
functions Dis are applied individually by UTs to decode their
desired contents from the encoded content using their cached
information.
Figure 2 shows a helper H serving 6 UTs
N1, N2, N3, N4, N5, and N6. Let’s assume UTs N1, N2
and N5 request contents M3,M1 and M4 while storing
{M1,M4}, {M3,M4} and {M1,M3} respectively. Using
index coding requires 3 channel usages while without index
coding, we need 5 channel usages. This is true since using
H
N1
N3
N2 N4
N5
N6
Fig. 2. Example of a wireless multihop network being served by the helper
H . Each arrow represents a link with high bandwidth D2D communication
capability.
index coding, the helper creates the XOR combination of
contents M1,M3 and M4 as M1 ⊕M3 ⊕M4 and broadcasts
this coded content to its neighboring UTs. Either of N1 and N2
can immediately reconstruct their requested content from this
coded content. For instance, N1 which is requesting M3 can
decode its requested content by using it’s cached information
and XOR operation on the encoded message to retrieve the
requested content M3, i.e., (M1⊕M3⊕M4)⊕M1⊕M4 = M3.
After N2 receives M1 ⊕M3 ⊕M4, it relays it to node N4
which simply broadcasts it to N5. UT N5 will again use
XOR operation to decode it’s desired content M4 by adding
it’s cached contents to the coded content that it has received,
i.e., (M1 ⊕M3 ⊕M4)⊕M1 ⊕M3 = M4. Therefore, only 3
transmissions are needed.
To satisfy the content requests through multihop D2D
without index coding, 5 transmissions are needed as the helper
should transmit M3 to N1, M1 to N2, M4 to N2, and N2 relays
M4 to N4 and N4 relays it to N5.
We assume a Zipfian distribution with parameter s > 1 for
content popularity distribution in the network. This means that
the probability that UT Ni requests any content with index ri
at any time instant is given by
Pr[Ni requests content with index ri] =
r−si
Hm,s
, (1)
where Hm,s =
∑m
j=1
1
js denotes the m
th generalized har-
monic number with parameter s.
Remark 1. This paper only focuses on Zipfian content request
probability with parameter s > 1 which is a non-heavy-tailed
probability distribution. Our results are correct for any type
of non-heavy-tailed probability distribution and the extension
to heavy-tailed probability distribution is the subject of future
work.
Dependency graph is a useful analytical tool [3], [8], [11]
that is widely used in index coding literature.
Definition 2. (Dependency Graph): Given an instance of an
index coding problem, the dependency graph1
−→
G(V,E) is
defined as
• each UT Ni corresponds to a vertex in V , Ni ∈ V , and
• there is a directed edge in E from Ni to Nj if and only
if Ni is requesting a content that is already cached in Nj .
This dependency graph does not represent the actual physi-
cal links between UTs in the network. This is a virtual graph
in which each edge represents the connection between a UT
1Dependency graph is a directed graph.
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that is requesting a content and a UT that caches this content.
As discussed in [8], [23], every cycle in the dependency graph
is representative of a connection between UTs and it can save
one transmission. For every clique in the dependency graph,
all the requesting UTs in the clique can be satisfied by a simple
linear XOR index code. The complement of dependency graph
is called conflict graph. This graph is of significant interest
since any clique in the dependency graph gives rise to an
independent set2 in the conflict graph. Therefore, well-known
graph coloring algorithms over conflict graph can be used to
find simple linear XOR index codes. The dependency and
conflict graphs in our network are random directed graphs.
In the next section, we will use the properties of these graphs
to find the capacity gains and propose simple index coding
solutions.
To prove our results in this paper, we have used Least
Recently Used (LRU) or Least Frequently Used (LFU) cache
policies. Similar results can be produced for other caching
policies. LRU caching policy assumes that most recently
requested contents are kept in the cache. In LRU caching,
in each time slot the content that is requested in the previous
time slot is stored in the first cache location. If this content was
already available in the cache, it is moved from that location
to the first cache location. If the content was not available,
then the content that is least recently used is discarded and
the most recently requested content is cached in the first cache
location. Any other content is relocated to a new cache location
such that the contents appear in the order that they have been
requested.
In LFU caching policy, the contents are cached based on
their request frequency. Highly popular contents are stored in
the first locations of the cache and contents with lower request
frequency are cached in the bottom locations of the cache.
Computing the probability of having content with index ri
in cache Cj , Pr[ri ∈ Cj ], turns out to be complicated for
LRU or LFU caching policies. A simple lower bound on this
probability for LRU can be found by noticing that Pr[ri ∈ Cj ]
is greater than the probability that UT Nj have requested the
content with index ri in the most recent time slot and therefore
it is located at the top of the cache. This lower bound can be
derived using equation (1).
Pr[ri ∈ Cj ] = Pr[cj1 = ri] +
δ∑
l=2
Pr[cjl = ri]
≥ Pr[cj1 = ri] = r
−s
i
Hm,s
. (2)
To prove that the same lower bound holds for LFU, notice
that Pr[ri ∈ Cj ] is larger than the same probability when the
cache size is M = 1. Therefore,
Pr[ri ∈ Cj ] ≥ Pr[ri ∈ Cj | M = 1] = Pr[cj1 = ri] = r
−s
i
Hm,s
.
(3)
In the subsequent sections, we will use these lower bounds to
prove our results.
2An independent set is a set of vertices in a graph for which none of the
vertices are connected by an edge.
In this paper, we will state our results in terms of order
bounds. To avoid any confusion, we use the following order
notations [17]. We denote f(n) = O(g(n)) if there exist c > 0
and n0 > 0 such that f(n) ≤ cg(n) for all n ≥ n0, f(n) =
Ω(g(n)) if g(n) = O(f(n)), and f(n) = Θ(g(n)) if f(n) =
O(g(n)) and g(n) = O(f(n)).
IV. ORDER OPTIMAL CAPACITY GAIN
In this section, we will prove that index coding can signif-
icantly decrease the number of transmissions in the network.
We will specifically use the Zipfian content distribution in the
underlying content distribution network. To do so, we will first
state and prove the following lemma.
Lemma 1. Let’s consider a Zipfian content distribution with
parameter s > 1 and parameter h = 
1
1−s where 0 <  < 1.
For every i with popularity index ri that is less than h, the
request probability is at least 1− .
Proof: Based on the Zipfian distribution assumption and
equation (1), the probability that the requested content has a
popularity of at most h is equal to
Pr[rj ≤ h] = Hh,s
Hm,s
. (4)
In order to satisfy Pr[rj ≤ h] ≥ 1− , we should have
 ≥ 1− Pr[rj ≤ h] = 1− Hh,s
Hm,s
=
1
Hm,s
m∑
j=h+1
j−s
=
1
Hm,s
b mh c−1∑
i=1
(i+1)h∑
j=ih+1
j−s +
1
Hm,s
m∑
j=b mh ch+1
j−s. (5)
If we have
 ≥ 1
Hm,s
b mh c∑
i=1
(i+1)h∑
j=ih+1
j−s, (6)
then the inequality in (5) will certainly hold since the right
hand side in (6) is larger than the right hand side in (5). Note
that, for ih + 1 ≤ j ≤ (i + 1)h we have j−s < (ih)−s.
Hence,
(i+1)h∑
j=ih+1
j−s <
(i+1)h∑
j=ih+1
(ih)
−s = h(ih)−s = i−sh1−s (7)
This means that if
 ≥ h1−s
1
Hm,s
b mh c∑
i=1
i−s, (8)
then (6) holds since the right hand side of inequality (6) is
smaller than the right hand side of inequality (8) as shown by
(7). Notice that since,
1
Hm,s
b mh c∑
i=1
i−s =
∑b mh c
i=1 i
−s∑b mh c
i=1 i
−s +
∑m
b mh c+1
i−s
< 1,
if h is chosen such that
 ≥ h1−s , (9)
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then all of the inequalities in equations (5), (6), (7) and (8)
will be valid and hence Pr[rj ≤ h] ≥ 1 − . Therefore, in
order to have Pr[rj ≤ h] ≥ 1 − , it is enough to choose h
such that (9) is valid. Hence, if h is chosen to be at least
equal to
h = 
1
1−s , (10)
then we have Pr[rj ≤ h] ≥ 1 − . Notice that the choice of
h in (10) is such that it only depends on  and is independent
of m.
For instance for s = 2 and  = 0.01, h can be chosen
as 100 (regardless of the size of m). This implies that for a
Zipfian distribution with s = 2, 100 highly popular contents
among any large number of contents would account for 99%
of the total content requests. Therefore, if h is chosen as in
equation (10), with a probability of at least 1 −  all content
requests have popularity index of at most h. Now define p
as
p ,
h−s
Hm,s
=
−
s
1−s
Hm,s
. (11)
Based on above discussion, in our instance of index coding
dependency graph, with a probability of at least 1 −  edges
are present with a probability of at least p. We will discuss
this in more details later in the proof for Theorem 1. Notice
that for large values of m, p is also independent of m since
in that case Hm,s ≈ ζ(s) and p only depends on  and s.
As stated in [8], if we choose the right encoding vectors
for any index coding problem, for any vertex disjoint cycle in
the dependency graph we can save one transmission. There-
fore, the number of vertex-disjoint cycles3 in the dependency
graph can serve as a lower bound for the number of saved
transmissions in any index coding problem. Number of vertex
disjoint cycles is also used in [23] as a way of finding the
lower bound for index coding gain. To count the number of
vertex-disjoint cycles in our random dependency graph, we
will use the following lemma originally proved as Theorem 1
in [12].
Lemma 2. Let d > 1 and v ≥ 24d be integers. Then any
graph Gvf(v,d) with v vertices and at least f(v, d) = (2d−1)v−
2d2 + d edges contains d disjoint cycles or 2d− 1 vertices of
degree v − 1.4
Note that the dependency graph is a directed graph and
in order to use Lemma 2, we need to construct an undirected
graph. Let’s denote the directed and undirected random graphs
on n vertices and edge presence probability p by
−→
G(n, p)
and G(n, p), respectively. In a directed graph
−→
G(n, p), the
probability that two vertices are connected by two opposite
directed edges is p2 . Therefore, we can build an undirected
graph G(n, p2) with the same number of vertices and an
edge between two vertices if there are two opposite directed
edges in the directed graph
−→
G(n, p) between these two UTs.
Hence,
−→
G(n, p) essentially contains a copy of G(n, p2). Note
that there are some edges between UTs in
−→
G(n, p) that do
3These are the cylces that do not have any common vertex.
4Clearly, this lemma is valid when the number of edges is more than
f(v, d).
not appear in G(n, p2). This fact was also observed in [15].
Therefore, a lower bound on the number of disjoint cycles
for G(n, p2) implies a lower bound on the number of disjoint
cycles for
−→
G(n, p).
In the following theorems, we will use Lemma 2 to prove
that using index coding to code the contents can be very
efficient.
Theorem 1. Assume all UTs are utilizing LRU or LFU
caching policies for a Zipfian content request distribution with
parameter s > 1. Index coding can save Ω(np2) transmissions
for any helper serving n UTs with a probability of at least
1−  for any 0 <  < 1.
Proof: Consider a Zipfian distribution with parameter
s > 1 and let 0 <  < 1 be fixed. The dependency
graph
−→
G(V,E) in our problem is composed of n vertices
N1, N2, . . . , Nn which correspond to the n UTs that are
served by a helper. Note that the existence of an edge in
dependency graph depends on the probability that a UT is
requesting a content and another UT has already cached that
content5. Therefore, this is a non-deterministic graph with
some probability for the existence of each edge between the
two vertices. In this non-deterministic dependency graph, the
probability of existence of edge (Ni, Nj) in E is equal to the
probability that content ri requested by Ni, is already cached
in Nj . Therefore, with LRU or LFU caching policy assumption
and using equations (2) and (3), we arrive at
Pr[(Ni, Nj) ∈ E] = Pr[ri ∈ Cj ] ≥ r
−s
i
Hm,s
. (12)
Using Lemma 1 for any 0 <  < 1, if h is chosen as
h = 
1
1−s , then with a probability of at least 1 − , any
requested content has a popularity index ri less than h. This
means that with a probability of at least 1 − , the edge
presence probability in equation (12) can be lower bounded
by p. Therefore, with a probability of at least 1−, maximum
number of vertex-disjoint cycles in our directed dependency
graph
−→
G(V,E) can be lower bounded by the maximum
number of vertex-disjoint cycles in an Erdo˝s-Re´yni random
graph
−→
G(n, p) with n vertices and edge presence probability
p. Now we can use Lemma 2 and undirected graph G(n, p2)
to find a lower bound on the number of vertex disjoint cycles
in
−→
G(n, p). This in turn, will give us a lower bound on the
number of vertex-disjoint cycles in
−→
G(V,E).
Note that G(n, p2) is an undirected Erdo˝s-Re´yni random
graph on n vertices and edge presence probability p2 . This
graph has a maximum of n(n − 1) undirected edges. How-
ever, since every undirected edge in this graph exists with a
probability of p2 , the expected value of the number of edges in
graph G(n, p2) is n(n− 1)p2 . This means that if d in Lemma
2 with v = n is chosen to be an integer such that
n(n− 1)p2 ≥ (2d− 1)n− 2d2 + d, (13)
then on average, G(n, p2) will have either d disjoint cycles
or 2d − 1 vertices of degree n − 1. For the purpose of our
5This edge has no relationship with the actual physical link between two
UTs.
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paper we can easily verify that for large enough values of n,
d? = bnp224 c satisfies equation (13) (Notice that the condition
24d? ≤ n in Lemma 2 is also met). Therefore based on Lemma
2, the graph G(n, p2) either has at least d
? = bnp224 c disjoint
cycles or 2d? − 1 = 2bnp224 c − 1 vertices with degree n − 1.
As mentioned before,
−→
G(n, p) essentially contains a copy
of G(n, p2). Consequently,
−→
G(n, p) either has at least d? =
bnp224 c disjoint cycles or 2d? − 1 = 2bnp
2

24 c − 1 vertices with
degree n− 1. The number of vertices in graph −→G(n, p) is n.
Therefore, the latter case gives rise to a situation where there
are 2d? − 1 = 2bnp224 c − 1 vertices which are connected to
any other vertex in
−→
G(n, p) through undirected edges. This
condition results in having a clique of size 2bnp224 c − 1 in−→
G(n, p).
In summary,
−→
G(n, p) has either d? disjoint cycles or it
contains a clique of size 2d? − 1. Hence, with a probability
of at least 1 − , the dependency graph −→G(V,E) on average
has either d? disjoint cycles or it contains a clique of size
2d? − 1. In either of these cases d? = bnp224 c transmissions
can be saved using index coding. This proves the theorem.
Theorem 2. Index coding through cycle counting and clique
partitioning can save Θ(n) transmissions in a network with n
UTs and Zipfian content request distribution with parameter
s > 1.
Proof: In Theorem 1, we proved that in a network with
Zipfian content request distribution and for a fixed 0 <  < 1,
with a probability of at least 1−, the index coding dependency
graph either has d? = bnp224 c disjoint cycles or it contains a
clique of size 2d? − 1 = 2bnp224 c − 1. Consider the following
situations,
1) The dependency graph has d? = bnp224 c disjoint cycles.
In this case, for a fixed , p is a constant which does
not depend on n. Hence, cycle counting can result in at
least d? = bnp224 c = Ω(n) transmission savings. This is
a lower bound on the number of transmission savings.
On the other hand, notice that the maximum number of
vertex-disjoint cycles in any graph with n vertices cannot
be greater than n2 as shown in Figure 3. Therefore, the
maximum number of transmission savings using cycle
counting is n2 = O(n). This is an upper bound on the
number of saved transmissions. Since the order of upper
and lower bounds are the same, it can be concluded that
the number of saved transmissions scales as Θ(n) .
2) The dependency graph contains a clique of size k? =
2d? − 1 = 2bnp224 c − 1. Through clique partitioning
we will be able to save at least k? − 1 transmis-
sions by sending only one transmission. Hence, through
clique partitioning, we will be able to save at least
k? − 1 = Ω(np212 ) = Ω(n) transmissions by sending
only one transmission to the UTs forming that specific
clique. This is a lower bound on the number of saved
transmissions.
On the other hand, if the dependency graph is a perfectly
complete graph on n nodes which means that every
Fig. 3. Example of a dependency graph on n = 8 nodes with maximum
possible number of vertex disjoint cycles n/2 = 4.
requested content is available in all other UTs’ caches,
then all the requested transmissions can be satisfied by
one transmission which is a linear XOR combination of
all requested contents. Hence, the number of transmis-
sion savings is equal to n− 1 = O(n). Notice that this
is the maximum number of transmission savings since
we at least need 1 transmission to satisfy all content
requests. This means that the number of transmission
savings is upper bounded by O
(
n
)
. Since the upper and
lower order bounds are the same, we conclude that the
transmission saving scales as Θ(n).
We can further prove that many properties of the depen-
dency graph are independent of the total number of contents
and only depends on the most popular contents in the network.
As an example of these properties, we can consider the
problem of finding a clique of size k in the dependency
graph. A clique of size k in the dependency graph has an
interesting interpretation since all the requests in this clique
can be satisfied with one multicast transmission. The following
theorem proves that the probability of existence of a clique of
size k is lower bounded by a value which is independent of the
total number of contents in the network, m, and only depends
on the popularity index s.
Theorem 3. If LRU or LFU caching policy is used
and the content request probability is Zipfian distribution,
then the probability of finding a set of k UTs Nb =
{Nb1 , Nb2 , ..., Nbk} ⊆ N for which a single linear index code
(XOR operation) can be used to transmit the requested content
rbi to Nbi for 1 ≤ i ≤ k can be lower bounded by a value
that with a probability close to one is independent of the total
number of contents in the network.
Proof: The probability that a specific set of UTs
{Nb1 , Nb2 , ..., Nbk} form a clique of size k is
Pb1,b2,...,bk = Pr[rbi ∈ Cbj for 1 ≤ ∀i, j ≤ k, j 6= i ]. (14)
Assuming that the UTs are requesting contents independently
of each other, this probability can be simplified as
Pb1,b2,...,bk =
k∏
i=1
k∏
j=1,j 6=i
Pr[rbi ∈ Cbj ]. (15)
Using equations (2) and (3), we arrive at
Pr[rbi ∈ Cbj ] ≥
rbi
−s
Hm,s
. (16)
Equation (15) can be lower bounded as
Pb1,b2,...,bk ≥
k∏
i=1
(
rbi
−s
Hm,s
)k−1
. (17)
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The probability to have a clique of size k is computed by
considering all
(
n
k
)
groups of k UTs. Hence, the probability of
having a clique of size k denoted by Pk is given by
Pk =
∑
b1,b2,...,bk⊆N
Pb1,b2,...,bk ≥
∑
b1,b2,...,bk⊆N
k∏
i=1
(
rbi
−s
Hm,s
)k−1
=
∑
b1,b2,...,bk⊆N
∏k
i=1 r
−s(k−1)
bi
Hk−1m,s
. (18)
In order to simplify this expression, we use the elementary
symmetric polynomial notation. If we have a vector Vn =
(v1, v2, ..., vn) of length n, then the k-th degree elementary
symmetric polynomial of these variables is denoted as
σk(Vn) = σk(v1, ..., vn) =
∑
1≤i1<i2<..<ik≤n
vi1 ...vik . (19)
Using this notation and by defining Yn ,
(r
−s(k−1)
1 , r
−s(k−1)
2 , ..., r
−s(k−1)
n ), we have Pk ≥ σk(Yn)Hk−1m,s .
Since the content request probability follows a Zipfian
distribution, we have Pr[rj ≤ h] = Hh,sHm,s . Therefore, for
a specific group of UTs Nb1 , Nb2 , ..., Nbk , the probability
that they all request contents from the top h most popular
contents is given by
Pr[rb1 ≤ h, ..., rbk ≤ h] =
k∏
j=1
Pr[rbj ≤ h] =
(
Hh,s
Hm,s
)k
. (20)
We have already proved in Lemma 1 that for large values
of m and h = 
1
1−s , the ratio Hh,sHm,s is greater than 1 − .
Besides this, the fact that n is most likely much larger than k,
means that with a very high probability, for each set of UTs
{Nb1 , Nb2 , ..., Nbk}, the requests come only from the h most
popular contents. This implies that with a high probability,
σk(Yn) ≥
(
n
k
)
h
−ks(k−1)
 . Also, notice that Hm,s < ζ(s) <∞.
Therefore, with a probability close to one, Pk can be lower
bounded as
Pk ≥
(
n
k
)(
h−ks
ζ(s)
)k−1
. (21)
This lower bound does not depend on m and only depends on
n, , s and k.
Theorem 3 states that regardless of the number of contents
in the network, there is always a constant lower bound for the
probability of finding a clique of size k. The result hints the
potential use of linear index coding in these networks. In the
next section, we will prove that linear index coding can indeed
be very useful and can be used to construct codes acheiving
order optimal capacity gains.
Remark 2. The above capacity improvement is found for a
traditional single hop index coding scenario. For our proposed
multihop setup, similar gains still hold. In our proposed
setting, we consider communications for a small number of
hops and therefore multihop communication can only affect
the capacity gain by a constant factor and the order bound
results will not be affected.
V. HEURISTICS ACHEIVING ORDER OPTIMAL CAPACITY
Both optimal and approximate solutions [3], [18] for the
general index coding problem are NP-hard problems. Some
efficient heuristic algorithms for the index coding problem
were proposed [9] which can provide near optimal solutions.
In some of these heuristic algorithms, the authors reduce the
index coding problem to the graph coloring problem.
Notice that every clique in the dependency graph of a
specific index coding problem, can be satisfied with only one
transmission which is a linear combination of all contents
requested by the UTs corresponding to the clique. Therefore,
solving the clique partitioning problem, which is the problem
of finding a clique cover of minimum size for a graph [13],
yields a simple linear index coding solution. The minimum
number of cliques required to cover a graph can be regarded
as an upper bound on the minimum number of index codes
required to satisfy the UTs. Index coding rate is defined as
the minimum number of required index codes to satisfy all
the UTs. Since lower index coding rates translate into higher
values of transmission savings (or index coding gains)6 as
discussed in [8], the number of transmission savings found in
the clique partitioning problem is in fact a lower bound on the
total number of transmission savings found from the optimal
index coding scheme (or the optimal index coding gain).
On the other hand, solving the clique partitioning problem
for any graph G(V,E) is equivalent to solving the graph
coloring problem for the complement graph G¯(V, E¯) which
is a graph on the same set of vertices V but containing only
the edges that are not present in E. This is true because every
clique in the dependency graph, gives rise to an independent
set in the complement graph. Therefore, if we have a clique
partitioning of size χ in the dependency graph, we have χ
distinct independent sets in the complement graph. In other
words, the chromatic number of the complement graph is χ.
The above argument allows us to use the rich literature on
the chromatic number of graphs to study the index coding
problem. In fact, any graph coloring algorithm running over
the conflict graph can be directly used to obtain an achievable
index coding rate. If running such an algorithm over the
conflict graph results in a coloring of size χ, this coloring
gives rise to a clique cover of size χ in the dependency graph
and an index coding of rate χ with index coding gain of n−χ
which is a lower bound for the total number of transmission
savings using the optimal index code7. Therefore, considering
the chromatic number of the conflict graph, we can find a
lower bound on the asymptotic index coding gain. To do so,
we use the following theorem from [5],
Theorem 4. For a fixed probability p, 0 < p < 1, almost
every random graph G(n, p) (a graph with n UTs and the
6In a dependency graph of n UTs with the index coding rate of χ, the
number of saved transmissions, n− χ, is called the index coding gain.
7Notice that since the optimal index coding rate is upper bounded by the
size of the minimum clique cover (which is equal to the chromatic number
of the conflict graph), the value of transmission savings that we can achieve
using the optimal index code is lower bounded by n− χ.
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edge presence probability of p) has chromatic number,
χG(n,p) = −
(
1
2
+ o(1)
)
log(1− p) n
log n
(22)
We will now use Theorem 4 and the designed undirected
graph G(n, p2) to find the number of transmission savings
using a graph coloring based heuristic in our network.
Theorem 5. Using a graph coloring algorithm, in a network
with n UTs almost surely gives us a linear index code with
gain
l = Θ
(
n+
(
1
2
+ o(1)
)
n
log n
log p2
)
. (23)
Proof: Assume that a helper is serving n UTs where n is
a large number. As discussed in Theorem 4, the index coding
gain is lower bounded by n − χ where χ is the chromatic
number of the conflict graph. However, notice that on average
the chromatic number of our non-deterministic conflict graph
is upper bounded by the chromatic number of an undirected
random graph with edge existence probability of 1 − p2 . To
prove this, notice that in the dependency graph, the probability
of edge existence between two vertices is at least p which
implies that the number of edges in the dependency graph
is on average greater than or equal to the number of edges
in a directed Erdos-Reyni random graph
−→
G(n, p). However,
we know that the number of edges in
−→
G(n, p) is at least
equal to the number of edges in an undirected Erdos-Reyni
random graph G(n, p2). Therefore, the conflict graph which
is the complement of dependency graph, on average has
less edges compared to a random graph with edge existence
probability of 1− p2 and consequently, its chromatic number
cannot be greater than the chromatic number of G(n, 1− p2).
Given these facts, the index coding gain is lower bounded by
n−χG(n,1−p2). Since 1− p2 is fixed, Theorem 4 implies that
the chromatic number of the conflict graph is equal to
χG(n,1−p2) = −
(
1
2
+ o(1)
)
log p2
n
log n
(24)
This proves that the index coding gain is lower bounded by
Ω(n × {1 + ( 12 + o(1)) 1logn log p2}) which asymptotically
tends to n. However, the maximum index coding gain of n
UTs is also n. Therefore, this coding gain is also a tight bound.
Remark 3. Theorem 5 presents the index coding gain using
a graph coloring algorithm which only counts the number
of cliques in the dependency graph. The gain in Theorem 1
counts the number of disjoint cycles in the dependency graph.
Theorem 2 proves that index coding gain in Theorem 1 is
Θ(n) which means that it is order optimal. Theorem 5 is also
proving the same result. Therefore, a graph coloring algorithm
can acheive order optimal capacity gains.
Remark 4. We have shown our proposed algorithm in pseudo-
code in Algorithm 1. As we mentioned earlier, in our solution
we only focus on content delivery. For cache placement, we
Algorithm 1 Multihop Caching-Aided Coded Multicasting
1: procedure CACHE PLACEMENT
2: Use greedy cache placement algorithm in [14]
to populate helper caches.
3: end procedure
4: procedure HELPER ASSIGNMENT
5: Use a greedy algorithm to assign the closest helper
which has the requested content, to the UT.
6: end procedure
7: procedure CONTENT DELIVERY
8: Form the dependency graph and conflict graph.
9: Color the conflict graph by a graph coloring
heuristic to find independent sets in dependency graph.
10: for every independet set S found do
11: Helper multicasts coded XOR of requested
contents ⊕k∈S Mrk .
12: end for
13: end procedure
14: procedure CONTENT DECODING
15: UT j XORs some of it’s cached contents with the
received coded content ⊕k∈S Mrk to decode Mrj
16: end procedure
assume that the greedy approximate algorithm proposed in
[14] is used to populate helper caches. For helper assignment,
the greedy algorithm is used. In other words, we suggest
that the closest helper which has the content in its cache be
assigned to the UT. During the content delivery phase, we
use our proposed heuristic for index coding. We use a graph
coloring heuristic for the conflict graph and find independent
sets in the dependency graph. Then for each independent
set only one multicast transmission is needed which will
be sent by the helper. Our main contribution is to propose
better content delivery algorithm compared to the baseline. In
the decoding phase, UTs use their cached contents and the
received content to decode their desired contents.
VI. SIMULATIONS
In this section, we will show our simulation results. To show
the performance of our coding technique, we have plotted
the simulation results for five different sets of parameters in
Figure 4. In this simulation, we assume that index coding
is done in the packet level. We plotted the average packets
sent in each transmission. We have assumed that the UTs are
requesting contents based on a Poisson distribution with an
average rate of 1n . This way we can assure that the average
total request rate is one and we are efficiently using the time
resource without generating unstable queues. The optimum
solution is an NP-hard problem. However, we used a very
simple heuristic algorithm to count the number of cliques and
cycles of maximum size 4. Even with this simple algorithm,
we were able to show that the index coding can double the
average number of packets per transmission in each time slot
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for certain values of the Zipfian parameter. Clearly, optimal
index coding or more sophisticated algorithms can achieve
better results compared to what we obtained by our simple
algorithm.
For small values of s, the content request distribution is
close to uniform, the dependency graph is very sparse and
there is little benefit of using index coding. For large values
of s, most UTs are requesting similar contents which results
in broadcasting the same content to all nodes which is equal
to one content per transmission. The main benefit of index
coding happens for values of s between 0.5 and 2 which is
usually the case in practical networks. Note that a wireless
distributed caching system with no index coding, will always
have one content per transmission.
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Fig. 4. Average number of contents transmitted in each time slot when using
index coding as a function of the Zipfian parameter s using a suboptimal
search.
Figure 5 compares the average number of requests satisfied
per time slot by a helper between our proposed scheme and
the baseline approach. For this simulation, a Zipfian content
request distribution with parameter s = 2 is assumed. The cell
radius is 400 meters, D2D transmission range is assumed to be
100 meters and 1000 UTs are considered in this figure similar
to the simulations in [14] and Figure 1. Notice that with the
baseline approach at least 27 helpers are required to cover
the entire network and 24, 20, 14 and 10 helpers can cover
97%, 93%, 78% and 62% of the network, respectively. Using
multihop D2D communications with a maximum of three
hops, 4 helpers can cover the entire network while 3 helpers
can cover 95% of the network nodes. We have shown that
even with our very simple heuristic algorithm, multihop D2D
can significantly improve the helper utilization ratio. Note that
in baseline approach, each helper can at most transmit one
content per transmission, however, our approach can satisfy
more than one request per transmission by taking advantage
of the side information that is stored in nodes’ caches. As
the number of requests per user increases, there are more
possibilities of creation of cliques of large size which results
in increasing the efficiency of helper nodes. The simulation
is carried for content request probability of up to 0.3 since
realistically, no more than one third of nodes at any given
time, request contents in the network.
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Fig. 5. Comparing our proposed and baseline solution on average number
of requests satisfied per time slot per helper versus the content request
probability.
VII. CONCLUSION
An efficient order optimal content delivery approach is
proposed for future wireless cellular systems. We take advan-
tage of femtocaches [14] and multihop communication using
index coding. We proved that using index coding is very
efficient technique by taking advantage of side information
stored in UTs. Further, it was shown that under Zipfian content
distribution, linear index coding could be order optimal. A
heuristic graph coloring algorithm is proposed that achieves
order optimal capacity bounds. Our simulation result demon-
strates the gains that can be achieved with this approach.
Our proposed scheme improves the efficiency of femto-
caches by taking advantage of multihop communications and
index coding. One challenge of multihop communication is
connectivity when nodes are moving fast. One solution is to
divide the contents into equal smaller chunks and treat each
chuck as a content. Another challenge is the additional delay
imposed by using multihop communications. However, it is not
readily clear that baseline approach provides lower delays. The
reason is the fact that by using multihop communication, larger
portion of the cell can be covered when the same number of
femtocaches are used in both approaches as shown in Figure
1. A more detailed comparison of mobility and delay in single
hop and multihop communication is the subject of future study.
Security, overhead, routing are other issues that should be
investigated in future works.
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