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Resumen
i
La interaccio´n de pulsos la´ser ultracortos en el rango de los femtosegundos con me-
dios materiales da lugar a una amplia variedad de feno´menos de naturaleza no lineal.
Dichos efectos dependen de la potencia de pico del pulso y, por ende, de su estructura
temporal. Mediante la utilizacio´n de me´todos experimentales es posible manipular las
componentes espectrales del pulso y sintetizar estructuras temporales de complejidad
arbitraria. De esta forma es posible modificar el resultado de la interaccio´n.
En el a´mbito de esta tesis se ha utilizado como herramienta de conformacio´n
temporal del pulso ultracorto un sintetizador de pulsos basado en una configuracio´n
del tipo 4f con un modulador espacial de luz (SLM ) ubicado en el plano de Fourier
del sistema. El modulador posee un elevado nu´mero de para´metros de control (320
pixeles) que son utilizados para modificar la fase espectral del pulso ultracorto.
Encontrar el perfil temporal o´ptimo para que el pulso genere o maximice un deter-
minado efecto, sin conocimiento suficiente de la dina´mica en la interaccio´n no lineal,
hace necesario utilizar un bucle de aprendizaje para resolver el problema. En el mismo,
un algoritmo de optimizacio´n controla el funcionamiento del SLM, usando como retro-
alimentacio´n la evaluacio´n una medida del efecto de interaccio´n no lineal inducido por
el pulso sintetizado. Los algoritmos ma´s utilizados en este escenario, compuesto por
un elevado nu´mero de variables de control que condicionan una interaccio´n no-lineal
con mecanismos subyacentes desconocidos, no modelizados o no modelizables, son los
algoritmos evolutivos. Estos u´ltimos son algoritmos estoca´sticos basados en poblacio-
nes y requieren, por regla general, un elevado nu´mero de evaluaciones para alcanzar
la convergencia. En los casos en los que la cantidad de recursos existentes es limita-
da, como puede ser el tiempo de vida en biomuestras fotosensibles o la cantidad de
muestra disponible en experimentos de modificacio´n estructural inducida por absor-
cio´n multifoto´nica, la aplicacio´n de algoritmos evolutivos puede resultar inviable. Ello
hace necesario la utilizacio´n de algoritmos eficaces que permitan minimizar el nu´mero
de evaluaciones requeridas. Atendiendo a determinadas consideraciones topolo´gicas
derivadas de estudios de teor´ıa de control cua´ntico, hemos disen˜ado un nuevo algorit-
mo de optimizacio´n determinista que hace uso de optimizacio´n marginal de la fase en
el dominio de la frecuencia. Dicho algoritmo, denominado Multiple One-Dimensional
Search (MODS ), presenta una elevada velocidad de convergencia y ha sido validado
experimentalmente en interacciones no lineales en so´lidos (generacio´n de efecto Kerr
y absorcio´n multifoto´nica), gases (optimizacio´n de alineamiento molecular de N2 at-
mosfe´rico) y en la nano-escala (optimizacio´n de la generacio´n de segundo armo´nico en
nanocristales de BaTiO3). Los resultados obtenidos muestran que MODS supone una
alternativa real y eficaz frente a la utilizacio´n de algoritmos evolutivos en este tipo de
problemas. De forma adicional se ha comprobado la viabilidad del uso de Di↵erential
Evolution (DE), un algoritmo evolutivo especialmente eficiente en la optimizacio´n de
problemas no lineales con elevado nu´mero de variables de control y especialmente
ii
robusto frente al ruido experimental. Este algoritmo no se hab´ıa analizado anterior-
mente en este tipo de problemas de forma sistema´tica. El desempen˜o y robustez de
ambos algoritmos, MODS y DE, han sido testados frente al esta´ndar habitual en este
tipo de problemas, un algoritmo gene´tico (GA). Los resultados permiten concluir que
tanto DE como MODS superan el rendimiento de los GA en este tipo de problemas,
siendo MODS o´rdenes eficiente en cuanto al nu´mero de evaluaciones requerida para
la convergencia y DE ma´s robusto frente al ruido experimental.
iii
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2 Cap´ıtulo 1. Introduccion
1.1. Introduccio´n
Nuestro problema se encuentra resumido en la Figura 1.1. Se dispone de un pulso
la´ser ultracorto de 100 fs que recorre el sistema experimental con una velocidad de
unos 300000 km/s, as´ı que se extiende alrededor de 30 µm en el espacio. Es un paquete
de ondas electromagne´ticas viajando por el espacio con una longitud de onda central
de 799 nm y un ancho de banda de 9.5 nm FWHM 1. Este espectro conforma un pulso
la´ser con una distribucio´n temporal gausiana de 100 fs FWHM y es posible modificar
su estructura temporal. Esto se consigue mediante a un sintetizador de pulsos que
nos permite trabajar con el pulso en el dominio de la frecuencia, donde es posible
manipular su fase espectral y, posteriormente, devolverlo al dominio temporal. El
pulso, una vez modificado, interactua con la materia en nuestro experimento causando
un determinado efecto o´ptico no-lineal. Utilizando un bucle adaptativo, un algoritmo
de optimizacio´n observa el efecto de esta interaccio´n y maneja la fase espectral. El
algoritmo manipula el flujo de energ´ıa que llega a la muestra para conseguir que el
efecto producido se acerque al objetivo establecido.
Figura 1.1: Visio´n global del problema. Los pulsos la´ser son estructurados temporal-
mente mediante la manipulacio´n de su fase espectral. El resultado de la interaccio´n
del nuevo pulso conformado, etrial(t), con nuestro experimento es observado (medi-
do) y esta informacio´n es utilizada por los algoritmos de optimizacio´n para guiar el
resultado hacia nuestro objetivo
¿Que se puede conseguir manipulando temporalmente un pulso la´ser ultracorto?
En la Figura 1.2 tenemos un ejemplo de un efecto inesperado. En la figura se muestra
una imagen de microscop´ıa electro´nica de barrido (MEB) donde se observa resultado
de dos irradiaciones sobre s´ılice v´ıtrea (SiO2). En la zona superior se ve el efecto
producido por un pulso por transformada de 33 fs centrado en 798 nm. En la par-
te inferior al pulso se le ha aplicado una dispersio´n de frecuencias de tercer orden
1Full Width Half Maximun, anchura a mitad de ma´ximo. En adelante los acro´nimos y derivados
de expresiones en lengua inglesa se denotan en cursiva
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(TOD2) generando la conformacio´n temporal que se muestra, un tren de pulsos con
envolvente decreciente. El resultado de ambas irradiaciones, para la misma energ´ıa de
pulso, es muy diferente, obteniendose un agujero con un dia´metro de unos nano´me-
tros...¡conformando el pulso se ha generado un cra´ter con un dia´metro por debajo del
l´ımite de difraccio´n!
Figura 1.2: Ima´genesMEB de la irradiacio´n con un pulso por transformada (superior)
y el mismo pulso sometido a TOD. El pulso con TOD genera una cra´ter de un
dia´metro por debajo de l´ımite de difraccio´n [1]
.
La explicacio´n de por que´ se produce este feno´meno es muy interesante y esta´ re-
lacionada con que se esta´n modificando los papeles relativos de la ionizacio´n multi-
foto´nica y de avalancha en el proceso de ablacio´n [1], ambos feno´menos de interaccio´n
no-lineal.
Los pulsos la´ser ultracortos tienen ciertas propiedades que los hacen u´nicos:
La energ´ıa del pulso se concentra en un lapso de tiempo en el orden de 10 15s
La potencia de pico que alcanzan es extremadamente elevada. Por ejemplo, un
pulso de 100 fs con una energ´ıa de 1mJ posee una potencia de pico de 10 GW .
Geome´tricamente se extiende por el espacio tan solo unas micras. Un pulso de
100 fs tendra´ una extensio´n espacial de ⇡ 30µm
Los pulsos la´ser ultracortos son la expresio´n temporal de un paquete de ondas
electromagne´tico que posee un gran ancho de banda en frecuencia. Poseen una deter-
minada envolvente temporal (gausiana, secante hiperbo´lica,...). Utilizando te´cnicas de
2Third Order Dispersion
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conformacio´n temporal [6] es posible modificar su estructura temporal. Partiendo de
un pulso gausiano podremos sintetizar cualquier forma de pulso. Podemos desplazar-
lo temporalmente, expandirlo3, generar trenes de pulsos o, en general, generar pulsos
con cualquier envolvente arbitraria4.
El resultado la interaccio´n con un medio material dependera´ de las caracter´ısticas
del material y del pulso de irradiacio´n, su polarizacio´n, energ´ıa, perfil espacial y perfil
temporal. Las intensidades del campo ele´ctrico y magne´tico de un pulso ultracorto son
comparables a las que experimenta un electro´n en las capas profundas de un a´tomo,
en estas condiciones podemos acceder a feno´menos de interaccio´n no-lineales. Estos
feno´menos son sensibles a la intensidad de pico del pulso, por lo tanto, mediante la
conformacio´n temporal podremos controlar el resultado de la interaccio´n.
La utilizacio´n de pulsos ultracortos conformados se ha aplicado con e´xito en nu-
merosos procesos y campos. Por citar unos pocos ejemplos podemos encontrar aplica-
ciones en o´ptica no-lineal [7], f´ısica de estado so´lido [8], biolog´ıa [9], fotoqu´ımica [10]
[11], computacio´n cua´ntica [12] o procesado de materiales [13], donde se ha demos-
trado la posibilidad de utilizar pulsos conformados para la generacio´n de estructuras
mas alla´ del l´ımite de difraccio´n [1] [14].
Para la s´ıntesis de pulsos ultracortos la te´cnica mas utilizada es la del filtrado en el
espacio de frecuencias [15]. El pulso se traslada desde el dominio del tiempo al espacio
de frecuencias mediante una transformada o´ptica de Fourier. Un modulador espacial
de luz (SLM 5) actu´a co´mo elemento de manipulacio´n de las componentes espectrales
de fase, amplitud y/o polarizacio´n [6][16] . Utilizando una transformada inversa se
devuelve al dominio temporal, donde obedecera´ a las modificaciones realizadas sobre
el espectro. En esta tesis se utilizara la s´ıntesis de pulsos mediante la modificacio´n
de la fase espectral. El SLM modifica la fase relativa de las diferentes componentes
espectrales que posee el pulso mediante, en este caso, 320 elementos de control de
fase independientes, 320 variables a manejar por los algoritmos de optimizacio´n para
realizar la s´ıntesis temporal.
A la hora de sintetizar los pulsos la´ser disponemos de tres esquemas posibles para
la determinacio´n de la forma temporal.
Pre-disen˜o de pulsos En los casos en los que la dina´mica de interaccio´n sea
suficientemente conocida, podremos realizar un disen˜o los pulsos para poder
lograr el resultado deseado. Una vez determinada la forma temporal se puede
obtener la fase necesaria mediante algu´n algoritmo iterativo [17].
3No podremos comprimirlo, la duracio´n mı´nima esta´ limitada por su ancho de banda espectral
4Naturalmente, limitadas por el ancho de banda y la capacidad de control del dispositivo de
s´ıntesis utilizado
5Spatial Light Modulator
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Exploracio´n sistema´tica El estudio sistema´tico del efecto producido por los pul-
sos la´ser, cuya estructura temporal se var´ıa siguiendo un determinado criterio
[1] [18] [19]. Al igual que en el caso anterior, partiendo de una forma temporal
determinada, se obtienen los para´metros para la conformacio´n de pulso.
Utilizacio´n de un bucle adaptativo En los casos en los que no disponemos de
informacio´n acerca del proceso involucrado, el control temporal de los pulsos
se realiza mediante un bucle adaptativo (fig.1.1). En el mismo un algoritmo de
optimizacio´n toma el control del sintetizador y se encarga de guiar el efecto
inducido hacia el objetivo deseado.
El esquema en bucle adaptativo es el utilizado en esta tesis y define el objeto de la
misma ¿Co´mo manipular esas 320 variables para optimizar el efecto que observamos?
En la optimizacio´n de fase los algoritmos se enfrentan un espacio de control forma-
do por un hipercubo de 320 dimensiones, con una longitud de arista de 2⇡ radianes,
que en el sistema experimental utilizado actu´a sobre la fase espectral de un pulso
con anchura de 9.5 nm FWHM centrados en 799 nm. Cada uno de los puntos de
este espacio, posibles combinaciones de las variables de conformacio´n de fase, gene-
rara´ una estructura temporal del pulso diferente. Se ha de elegir la adecuada para
optimizar el efecto de interaccio´n no-lineal deseado. Si se probaran una a una todas
las soluciones posibles6, utilizando 1ns para cada ensayo, la edad del universo no ser´ıa
tiempo suficiente para poder ensayarlas todas. Adicionalmente, en la interaccio´n con
el material la cantidad de procesos implicados hacen que en la mayor´ıa de los casos
la modelizacio´n teo´rica sea inviable. El papel de los algoritmos de optimizacio´n es
encontrar la fase que optimiza la interaccio´n.
La primera referencia a la utilizacio´n de este esquema para obtener el pulso ade-
cuado la encontramos en el campo de la femtoqu´ımica Teaching Lasers to Control
Molecules, 1992 [10]. Podemos encontrar ejemplos de bucles adaptativos7 para la
generacio´n de segundo armo´nico [20](AG) [21](SA) [3](EE ) [22] (EE ) [23](SG), com-
pensacio´n de dispersio´n en fibras o´pticas [24](AG), absorcio´n de dos fotones [25](AG)
[26](DE ), alineamiento molecular [27](EE ) [28](AG) [29](AG,EE ) o construccio´n de
puertas lo´gicas cua´nticas8 [30](AG) por citar algunos ejemplos.
En relacio´n a la modalidad de algoritmo utilizado, la mayor´ıa de aplicaciones hacen
uso de algoritmos evolutivos, en alguna de sus variantes, co´mo elemento de control
en el bucle adaptativo. Podemos destacar dos motivos para este hecho. En primer
lugar, el elevado nu´mero de variables a manejar (las ma´scaras de control utilizadas en
6Cada una de las 320 variables puede adoptar 212 valores diferentes
7Se sen˜ala junto a la referencia el tipo de algoritmo utilizado, se vera´n en el cap´ıtulo 2.4. Algo-
ritmo gene´tico (AG), simmulated annealing(SA), Estrategia Evolutiva (EE ), Di↵erential Evolution
(DE ),seguidos de gradiente(SG)
8Quantum Gates
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los sintetizadores de pulso suelen estar compuestas por cientos de elementos). A su
vez los efectos a optimizar son derivados de interaccio´n no-lineal y que presentan una
gran complejidad en los mecanismos de excitacio´n/relajacio´n implicados. Ademas en
su recorrido a lo largo del sistema experimental el propio pulso sufre de modificaciones
temporales. Estas circunstancias hacen que los algoritmos evolutivos sean la opcio´n
natural. Los algoritmos evolutivos no hacen asunciones acerca del problema que han
de resolver, y tienen la capacidad de manejar un gran nu´mero de variables sobre
funciones no-lineales. Estos algoritmos tambie´n presentan una alta robustez ante la
presencia de ruido experimental.
Si bien su aplicacio´n sobre problemas de conformacio´n temporal de pulsos esta´ fue-
ra de toda duda, su funcionamiento hace que sean inherentemente lentos. Su velocidad
vendra´ determinada por el nu´mero de observaciones que han de realizar sobre el efec-
to a optimizar (evaluaciones), t´ıpicamente en el entorno de los miles o decenas de
miles. Este elevado nu´mero de evaluaciones hace que su aplicacio´n en determinado
tipo de experimentos sea inviable, especialmente en aquellos donde alguno de los
recursos disponibles sea limitado. Por ejemplo, en biomuestras las muestras pueden
tener un tiempo de vida relativamente corto. En irradiaciones sobre material, incluso
inorga´nico, tendremos limitaciones en la superficie disponible y el tiempo de proce-
sado necesario,... Mu´ltiples escenarios nos exigen minimizar la ventana de recursos
utilizados a lo largo de la optimizacio´n, as´ı que la velocidad de convergencia es uno de
los para´metros que pueden hacer inviable la aplicacio´n de este esquema de bu´squeda.
Se decidio´ pues inicialmente abordar el problema aplicando una estrategia evolu-
tiva que se ha destacado frente a otros algoritmos evolutivos [31] y poco explorada
en este campo, Di↵erential Evolution [32]. A lo largo del desarrollo de la tesis encon-
tramos con algo que no espera´bamos. Segu´n diferentes trabajos de Teor´ıa de Control
Cua´ntico (QCT 9), el problema pod´ıa presentar un espacio de soluciones cua´ntico
(QCL)10 con unas caracter´ısticas topolo´gicas muy particulares. Ello nos ha permiti-
do desarrollar una aproximacio´n alternativa a la utilizacio´n de algoritmos evolutivos.
Explorando ese camino hemos desarrollado, implementado y probado un nuevo al-
goritmo determinista de optimizacio´n marginal, al que denominamos Multiple One-
Dimensional Search11 (MODS ), que presenta una elevada velocidad de convergencia
y soluciones de alta calidad. Creemos que ofrece una alternativa real y u´til en este
tipo de problemas, especialmente en aquellas aplicaciones en las que el consumo de
recursos sea uno de los factores limitantes.
9Quantum Control Theory
10Quantum control Landscape
11Bu´squeda mu´ltiple unidimensional
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1.2. Objetivos y metodolog´ıa
Hemos visto co´mo mediante utilizacio´n de un bucle de control adaptativo es posible
obtener los pulsos adecuados para mejorar algu´n determinado efecto de interaccio´n no-
lineal. El objetivo final de esta tesis es utilizar esta aproximacio´n para la conformacio´n
de pulsos ultracortos en problemas en los que el consumo de recursos sea un factor
limitante. Un ejemplo caracter´ıstico ser´ıa su uso en la generacio´n de transformaciones
estructurales en direcciones predefinidas. En este tipo de modificaciones, inducidas
por ejemplo por ionizacio´n multifoto´nica, los recursos disponibles son limitados. La
disponibilidad de las muestras y el taman˜o de las mismas hace inviable la utilizacio´n
de me´todos con elevado tiempo de convergencia. Ante este escenario la utilizacio´n de
algoritmos eficientes es fundamental.
Este objetivo global queda desglosado en los siguientes puntos:
Implementar una configuracio´n experimental para poder llevar a cabo la con-
formacio´n temporal de los pulsos
Definir los criterios de optimizacio´n y restricciones existentes a la hora de al-
canzar los objetivos de optimizacio´n
Seleccionar o desarrollar un algoritmo de optimizacio´n eficiente que permita
realizar la optimizacio´n en un intervalo temporal compatible con la ventana de
recursos disponible.
Ejecucio´n de experimentos de test no destructivos en los que la disponibili-
dad de recursos no sea una limitacio´n, para poder estudiar el efecto del ruido
experimental, eficiencia de exploracio´n, propiedades de convergencia...
En la tesis no hemos abordado la optimizacio´n en procesos que impliquen optimiza-
ciones estructurales o experimentos destructivos. Nuestro objetivo, dada la extensio´n
temporal limitada del trabajo, ha sido confirmar la viabilidad de varias aproximacio-
nes, centrando el trabajo principalmente en el algoritmo desarrollado (MODS ). Se
han realizado tambie´n experimentos de optimizacio´n con un algoritmo evolutivo cuyo
uso no se encuentra extendido en el campo (DE ) y con un AG, este u´ltimo utilizado
como referencia.
Metodolog´ıa
Se ha desarrollado un sistema de conformacio´n de pulsos ultracortos con capacidad
de trabajar con pulsos de 100 fs y 1 mJ de energ´ıa.
En el proceso de identificacio´n del algoritmo adecuado para su insercio´n en el bucle
adaptativo, se han encontrado caracter´ısticas del espacio de control y topolo´gicas del
espacio de soluciones que han posibilitado el desarrollado un algoritmo propio de
optimizacio´n. El desarrollo de este algoritmo y su prueba en condiciones reales han
determinado en buena medida el desarrollo de la tesis.
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De forma adicional se ha comprobado la viabilidad del uso de Di↵erential Evo-
lution (DE ), un algoritmo evolutivo especialmente eficiente en la optimizacio´n de
problemas no-lineales con elevado nu´mero de variables de control y especialmente
robusto frente al ruido experimental. Este algoritmo no se hab´ıa analizado anterior-
mente en este tipo de problemas. El desempen˜o de ambos algoritmos, MODS y DE,
han sido testados frente al esta´ndar habitual en este tipo de problemas, un algoritmo
gene´tico (AG). Los resultados permiten concluir que tanto DE co´mo MODS superan
el rendimiento de los AGs en este tipo de problemas, siendo MODS mas eficiente en
cuanto al nu´mero de evaluaciones requerida para la convergencia y DE ma´s robusto
frente al ruido experimental.
Con el fin de explorar la viabilidad de algoritmo desarrollado se han realizado
experimentos de optimizacio´n de interaccio´n no-lineal en so´lidos, donde se han reali-
zado ensayos que involucran la generacio´n de efecto Kerr y absorcio´n multifoto´nica.
En nano-escala se ha realizado optimizacio´n de generacio´n de segundo armo´nico so-
bre nanocristal de BaTiO3. Tambie´n se ha analizado la optimizacio´n de alineamiento
molecular de N2 en fase gaseosa.
Tanto los algoritmos de optimizacio´n como el software de control del sintetizador
de pulsos ha sido desarrollado en Labview 8.2 (National Instruments).
1.3. Estructura
El contenido de la tesis esta´ distribuido en 6 cap´ıtulos, incluido el presente de
introduccio´n (cap´ıtulo 1 ).
En el cap´ıtulo 2 describiremos los aspectos mas relevantes asociados a los pulsos
ultracortos, proporcionando la representacio´n matema´tica que se utilizara´ posterior-
mente para mostrar los resultados. Se mostraran tambie´n las bases de la s´ıntesis de
formas de onda mediante manipulacio´n espectral y los conceptos ba´sicos de interac-
cio´n laser-materia en re´gimen no-lineal. En el terreno de la optimizacio´n se descubren
las generalidades del problema de optimizacio´n y se realizara´ un recorrido por los
diferentes algoritmos que existen para poder abordar este tipo de problemas.
En el cap´ıtulo 3 se describen los elementos que hacen posible la experimentacio´n, se
describen las caracter´ısticas principales y funcionamiento del sistema de amplificacio´n
la´ser, del dispositivo de s´ıntesis de pulsos y el sistema de caracterizacio´n de pulso.
En el cap´ıtulo 4 se detalla la solucio´n que se ha adoptado para trabajar con
la fase, as´ı co´mo una descripcio´n detallada de los algoritmos evolutivos utilizados
experimentalmente, los Algoritmos Gene´ticos (AG) y Di↵erential Evolution (DE ). Se
describe tambie´n el algoritmo de optimizacio´n desarrollado a lo largo de esta tesis
denominado Multiple One Dimensional Search (MODS ).
El cap´ıtulo 5 corresponde a los resultados experimentales, en el que se describen
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Los principales problemas de ruido existentes en nuestro sistema experimental
que dificultan el proceso de optimizacio´n.
Desarrollo de MODS y DE en la generacio´n de formas temporales con confor-
macio´n arbitraria
La Capacidad de MODS para realizar compresio´n de pulsos a partir del rendi-
miento de un proceso de absorcio´n de dos fotones. Los pulsos son expandidos
mediante dos procesos diferentes: trino introducido desde el amplificador la´ser
y distorsio´n mediante ruptura diele´ctrica en aire. Compararemos su resultado
con el ofrecido por un AG. Se exponen tambie´n ejemplos de MODS aplicado
a la optimizacio´n de generacio´n de segundo armo´nico sobre nanocristales de
BaTiO3.
La viabilidad de aplicacio´n de MODS en procesos de alineacio´n no adiaba´tica
de mole´culas de N2 a temperatura ambiente.
La capacidad de MODS para optimizar el efecto Kerr a trave´s de un laberinto
geome´trico. Compararemos su resultado con el ofrecido por el AG y DE.
Finalmente, se visualizara´ la estructura topolo´gica del espacio de soluciones en
el que los algoritmos se desenvuelven.
El capitulo 6, que cierra esta tesis, incluyen las conclusiones del trabajo y el posible
desarrollo futuro que se deriva del mismo.
Finalmente se ha an˜adido un Anexo en el que se desglosan las publicaciones mas
relevantes asociadas al desarrollo de esta tesis.

Cap´ıtulo 2
Fundamentos
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2.1. Introduccio´n
Esta tesis se encuentra a caballo entre dos campos muy diferentes, uno de ellos es
la interaccio´n laser-materia, el otro es el de la optimizacio´n. Nuestro sistema experi-
mental permite modificar la estructura temporal de los pulsos la´ser ultracortos, por
tanto, es posible estructurar la distribucio´n temporal de su intensidad instanta´nea.
Los feno´menos o´pticos cuya respuesta es sensible a la intensidad de la radiacio´n son,
precisamente, los de naturaleza no-lineal, co´mo la absorcio´n multifoto´nica o la ge-
neracio´n de radiacio´n a frecuencia doble. Este tipo de feno´menos son los sujetos de
optimizacio´n. Optimizar no consiste en otra cosa sino en encontrar la mejor solucio´n
para un problema determinado. Nuestro problema de optimizacio´n es co´mo, a partir
de un observable generado por la interaccio´n no-lineal de un pulso ultracorto con un
medio material, ha de estructurarse el pulso para guiar el efecto hacia un objetivo
predeterminado.
En este cap´ıtulo de fundamentos se introducen los aspectos ba´sicos necesarios
para el desarrollo de la tesis en lo concerniente a los pulsos la´ser ultracortos, la o´ptica
no-lineal y la optimizacio´n.
2.2. Pulso la´ser ultracorto y conformacio´n tempo-
ral
2.2.1. Pulso la´ser ultracorto
La generacio´n pulsos ultracortos necesita de un gran ancho de banda en frecuen-
cias. para conseguir este ancho de banda se utiliza la te´cnica de generacio´n de pulsos
la´ser mediante anclado de modos [33]. Ba´sicamente los modos longitudinales permi-
tidos en una cavidad resonante se anclan en fase de forma constructiva, cuantas mas
componentes de frecuencia dispongamos dentro del ancho de banda de ganancia, mas
corto podra´ ser nuestro pulso. Por ejemplo, si disponemos co´mo medio de ganancia
un cristal de Ti:Zafiro en una cavidad t´ıpica de un metro de longitud, para un ancho
de banda de ganancia de 650-1100 nm podemos generar pulsos de hasta 5 fs [34][35].
Los pulsos generados mediante anclado de modos poseen energ´ıas t´ıpicas de unos
pocos nano-Julios, pero pueden amplificarse mediante la te´cnica CPA12.
Los pulsos ultracortos generados por nuestro sistema la´ser esta´n situados en el
rango de los femtosegundos13 (fs), con una envolvente gausiana temporal de ⇡ 100 fs
FWHM. Espectralmente el pulso presenta una longitud de onda central de 799 nm
12Chirped Pulse Amplification, se describe brevemente en el cap´ıtulo 3
131 fs = 10 15s
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con un ancho de banda de 9.5 nm FWHM. En el dominio de la frecuencia, el pulso
puede expresarse14 co´mo
E˜(!) =
    ˜E(!)    ei (!) = A(!)ei (!) (2.1)
Donde A(!) es la envolvente de la amplitud espectral y  (!) su fase. La relacio´n
entre el dominio temporal y el de la frecuencia la obtenemos mediante la transformada
de Fourier, F , de forma que
E˜(!) =
Z 1
 1
E(t)e i!tdt = F [E(t)] (2.2)
y su relacio´n inversa
E(t) =
1
2⇡
Z 1
 1
E(!)ei!tdw = F 1[E(!)] = |E(t)| ei (t) (2.3)
Ambas descripciones del pulso (temporal y espectral) quedan definidas mediante
su amplitud y su fase. En la Figura 2.1 podemos ver su representacio´n temporal de un
pulso de 100 fs FWHM, donde podemos observar su campo y la envolvente asociada.
Figura 2.1: Campo ele´ctrico de un pulso de 100 fs FWHM
14Para una explicacio´n detallada ver [36]
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2.2.2. Conformacio´n temporal
Mediante la manipulacio´n de las componentes de amplitud y/o fase espectral
podemos modificar la estructura temporal del pulso. Para conseguirlo utilizaremos
un sintetizador de pulso, que tiene la capacidad de modificar estos para´metros del
campo ele´ctrico para poder generar formas temporales bajo demanda.
Para describir su funcionamiento podemos tratar el sintetizador de pulsos co´mo
un sistema lineal. El pulso de salida estara´ determinado por la convolucio´n del pulso
de entrada con la funcio´n de transferencia (h(t)) del sintetizador.
Eout(t) = h(t) ⇤ Ein(t) (2.4)
que puede expresarse en frecuencia co´mo:
E˜out(!) = H˜(!)E˜in(!) =
    ˜H(!)        ˜E(!)    ei H(!)+i in(!) (2.5)
En nuestro dispositivo experimental utilizamos un sintetizador de pulsos que u´ni-
camente modifica la fase espectral, manteniendo constante la amplitud,
    ˜H(!)    = 1.
La fase juega un papel fundamental en la conformacio´n temporal [37], pero la restric-
cio´n impuesta al renunciar al grado de control que ofrece la amplitud espectral hace
que no se puedan alcanzar, por regla general, una conformacio´n temporal exacta del
pulso deseado.
El objetivo de los algoritmos de optimizacio´n en este problema es encontrar
que´  H(!) hay que aplicar para que el resultado de la interaccio´n del campo |E(t)| con
el medio sea la deseada. Experimentalmente se realiza una transformada de Fourier
o´ptica que traslada el pulso al dominio de la frecuencia. Esto permite la utilizacio´n
de un modulador espacial de luz (SLM ) para manipular la fase espectral  (!). Una
transformada inversa de Fourier o´ptica devuelve el pulso al dominio temporal, con-
formando |E(t)| segu´n la fase aplicada.
Para hacernos una idea sencilla del efecto de la fase espectral sobre el perfil tem-
poral del pulso podemos expresarla co´mo una serie de Taylor de forma que
 (!) =  0 +  1! +
 2
2!
!2 +
 3
3!
!3 + . . . (2.6)
La componente de orden cero, 0, nos proporciona informacio´n de la posicio´n de
la portadora sobre la envolvente del pulso, pero no afecta a su conformacio´n, co´mo
tampoco lo hace la componente de orden uno,  1(!), que genera un desplazamiento
temporal del pulso. La componente cuadra´tica,  22! , tambie´n conocida co´mo dispersio´n
de la velocidad de grupo (GDD15), genera un incremento en la duracio´n del pulso
al introducir un incremento lineal en la frecuencia instanta´nea de la portadora del
15Group Delay Dispersion
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pulso(fig.2.2.a). Este te´rmino es conocido co´mo trino16; hablaremos de trino positivo
o negativo segu´n se adelanten/retrasen las frecuencias altas/bajas. El termino de
tercer orden (TOD), 33! !
3, corresponde a una fase cu´bica, genera un tren de pulsos
asime´trico(fig.2.2.b).
Al generar una forma arbitraria de pulso (fig.2.2.c) la conformacio´n de fase se
vuelve mas compleja. Podemos ver co´mo el pulso conformado (rojo) y el pulso objetivo
de la conformacio´n (verde) no poseen exactamente el mismo perfil debido a la falta de
modulacio´n de amplitud. La fase se ha obtenido mediante un algoritmo de Gerchberg-
Saxton17 [17] que posibilita, dado un perfil temporal objetivo, obtener la fase que es
necesario aplicar sobre una amplitud espectral determinada para obtenerlo.
Las fases mostradas en la Figura 2.2 se muestran enrolladas y desenrolladas. El
enrollado de fases se puede realizar gracias a la periodicidad del soporte de fase,
podemos acotar su expresio´n a el entorno entre 0 y 2⇡ radianes. De esta forma el
elemento de control de la fase (SLM ) del sintetizador so´lo necesitara´ trabajar dentro
de dicho rango.
Figura 2.2: Efectos de una fase cuadra´tica (a) y cu´bica (b) sobre el perfil tempo-
ral de un pulso y fase necesaria para obtener una conformacio´n temporal arbitraria
determinada (c). Las fases se muestran desenrolladas y enrolladas.
16chirp
17Se vera con detalle en el cap´ıtulo5.2
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2.3. Efectos o´pticos no-lineales
Uno de los requerimientos para que el proceso de optimizacio´n del perfil temporal
del pulso ultracorto sea posible es que la interaccio´n laser-materia sea de tipo no-
lineal, este tipo de interaccio´n posee dependencias con la intensidad del pulso y por
lo tanto con su estructura temporal. Una descripcio´n exhaustiva de los fundamentos
de la O´ptica no-lineal queda fuera de nuestro objetivo, por lo que hemos optado por
describir en esta seccio´n, de forma muy resumida, los fundamentos de las interaccio-
nes que hemos analizado en mayor nu´mero. Estas son las de tercer orden no-lineal
(asociadas al tensor de susceptibilidad o´ptica no-lineal,  (3)), todos los materiales
poseen una susceptibilidad de tercer orden  (3) 6= 0. Debido a esta susceptibilidad,
para campos suficientemente intensos, el ı´ndice de refraccio´n del medio deja de ser
constante y depende de la intensidad de la luz que se propaga en su seno (efecto Kerr
o´ptico). En el caso de un haz intenso polarizado linealmente, una consecuencia de lo
anterior es que la radiacio´n induce una asimetr´ıa en el ı´ndice de refraccio´n del medio
dando lugar a un efecto de birrefringencia.
De forma general, la respuesta del material ante la radiacio´n electromagne´tica
puede expresarse en te´rminos de la polarizacio´n. En re´gimen lineal podemos relacionar
la polarizacio´n inducida en el medio (P˜ ) con el campo aplicado (E˜) mediante el
tensor de susceptibilidad o´ptica de primer orden ( (1)). La polarizacio´n ele´ctrica que
se induce en el material es
P˜ = "0 ˜ (1)E˜ (2.7)
El efecto combinado de la polarizacio´n inducida y el campo aplicado suele descri-
birse en te´rminos del vector desplazamiento D˜
D˜ = "0E˜ + P˜ = "0(1 + ˜ (1)))E˜ = "E˜ (2.8)
que es proporcional al campo aplicado a trave´s de la funcio´n diele´ctrica compleja
" = "1 + i"2, que a su vez esta´ relacionada con el ı´ndice de refraccio´n complejo del
medio (n+ ik).
"1 = "0(n
2   k2) "2 = "0(2nk) (2.9)
n =
sp
"21 + "
2
2 + "1
2
k =
sp
"21 + "
2
2   "1
2
(2.10)
Donde n es el ı´ndice de refraccio´n del medio y k su coeficiente de absorcio´n.
Cuando el campo posee intensidad suficiente la polarizacio´n deja de ser una funcio´n
lineal de E˜, apareciendo te´rminos anarmo´nicos en la respuesta o´ptica del medio. En
re´gimen no-lineal podemos expresar P˜ mediante una expansio´n en serie, en la que las
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componentes de la polarizacio´n esta´n correlacionadas con potencias crecientes de las
componentes del campo aplicado, a trave´s de los tensores de susceptibilidad o´ptica
de o´rdenes sucesivos [38]:
Pi = "0
"X
j
 (1)ij Ej +
X
j,k
 (2)ijkE
⇤
jEk +
X
j,k,l
 (3)ijklEjE
⇤
kEl + . . .
#
(2.11)
Donde  (n) es la susceptibilidad no-lineal de orden n. Cuando el material po-
see alguna de estas susceptibilidades y el campo es lo suficientemente intenso estos
feno´menos no-lineales se tornan evidentes. El primer te´rmino de la ecuacio´n 2.11 es
la susceptibilidad lineal de primer orden de la ecuacio´n 2.7 y esta´ relacionado con el
ı´ndice de refraccio´n lineal del medio. El segundo te´rmino da cuenta de las interaccio-
nes no-lineales de segundo orden, es responsable de feno´menos co´mo la generacio´n de
segundo armo´nico y otras interacciones parame´tricas. Este te´rmino se anula, debido
a razones de simetr´ıa, en medios iso´tropos y esta´ presente en materiales no centro-
sime´tricos.
El te´rmino asociado al tercer orden puede reescribirse como :
P (3)NL =
X
j,k,l
 (3)ijkl(EjE
⇤
k)El =
X
l
 ˜(1)il (I)El (2.12)
donde se observa como la polarizacio´n de tercer orden adopta la forma de un
te´rmino similar al de orden uno, con una susceptibilidad nominal que depende de
la intensidad del campo aplicado. Si expresamos el vector D como la suma de una
componente lineal y otra no-lineal de polarizacio´n:
D˜ = "0E˜ + P˜ + ˜PNL =
h
"+ "( (3)ijkl, I)
i
E˜ (2.13)
nos conduce a un te´rmino adicional en la funcio´n diele´ctrica  " que depende
del tensor de susceptibilidad de tercer orden ( (3)ijkl) y de la intensidad (I) del campo
aplicado. La ecuacio´n 2.13 puede interpretarse como una dependencia lineal del ı´ndice
de refraccio´n complejo del medio con la intensidad del campo aplicado. Con ello
n = n0 + n2I (2.14)
k = k0 + k2I o ↵ = ↵0 +  I (2.15)
donde ↵ es la absorcio´n del medio. El sub´ındice 0 corresponde a los te´rminos en
ausencia de campo aplicado y el sub´ındice 2 corresponde a la contribucio´n de tercer
orden. El te´rmino n2 se conoce como ı´ndice de refraccio´n no-lineal (coeficiente Kerr)
del medio, mientras que k2( ) designa el coeficiente de absorcio´n ( o la absorcio´n)
no-lineal del medio. Dado que la modificacio´n de ı´ndice se produce a lo largo del eje
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del campo ele´ctrico, si un haz polarizado intenso se propaga en un medio aniso´tropo
induce una asimetr´ıa en su respuesta o´ptica. La existencia de diferentes valores de
ı´ndice en funcio´n de la orientacio´n del campo respecto a determinados ejes del me-
dio es un feno´meno conocido en o´ptica como birrefringencia. As´ı pues, una primera
consecuencia de la dependencia del ı´ndice de refraccio´n con la intensidad es la birre-
fringencia inducida por un haz polarizado intenso [38]. Veremos que este efecto es de
especial utilizada para determinar la intensidad y la fase de un pulso ultracorto en la
seccio´n 3.4 cuando describamos la te´cnica de Polarization-Gating Frequency Resolved
optical Gatin (PG-FROG) [2]. De forma general el efecto o´ptico Kerr es el origen
de una amplia gama de feno´menos o´pticos no-lineales entre los que cabe destacar el
autoenfoque no-lineal (presente en cualquier medio transparente cuando el perfil es-
pacial del pulso no es plano), la automodulacio´n de fase, y los feno´menos de mezclado
de cuatro ondas (Four Wave Mixing) [38].
Respecto al te´rmino absortivo no-lineal, en sentido estricto, el coeficiente de ab-
sorcio´n no-lineal ( ) de la ecuacio´n 2.15 hace referencia a procesos de absorcio´n de
dos fotones. Dado que el coeficiente de absorcio´n es proporcional a la intensidad, la
ecuacio´n que rige la atenuacio´n en el medio durante la propagacio´n es:
dI
dz
= ↵I = ↵0I +  I
2 (2.16)
con lo que la potencia absorbida escala con el cuadrado de la intensidad incidente. Esta
es la situacio´n de los procesos de absorcio´n a dos fotones (Two Photon Absorption,
TPA) en fotodiodos que se describen en el cap´ıtulo 5.3.1.
Si el proceso involucra la absorcio´n de ma´s de dos fotones (k > 2), una descripcio´n
formal rigurosa involucra el uso de una susceptibilidad de orden superior (2k   1).
Debe destacarse que, aunque similares en el nu´mero de fotones involucrados y en
sus dependencias (cuadra´ticas) con la potencia del haz, la absorcio´n de dos fotones
(TPA) es un feno´meno no-lineal de tercer orden ( (3)) que ocurre en todos los materia-
les, mientras que la generacio´n de segundo armo´nico (Second Harmonic Generation,
SHG) es un feno´meno no-lineal de segundo orden ( (2)) que solo puede tener lugar
en materiales no-centrosime´tricos.
Finalmente, si el medio es no absorbente (k ⇡ 0), las partes real e imaginaria de la
susceptibilidad de tercer orden son directamente proporcionales al ı´ndice de refraccio´n
y a la absorcio´n no-lineal respectivamente,
 (3))R =
4
3
n20"0cn2 (2.17)
 (3))I =
n20"0c 
3⇡
(2.18)
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mientras que en medio absorbentes existe un entrelazado entre las partes real e
imaginaria de la susceptibilidad de tercer orden y el ı´ndice de refraccio´n no-lineal [39]:
 (3))R =
4n0"0c
3
(n0n2   k0k2) (2.19)
 (3))I =
4n0"0c
3
(n0n2 + k0k2) (2.20)
Experimentalmente en esta tesis se ha realizado optimizacio´n en generacio´n de se-
gundo armo´nico (SHG) ( (2)), efecto Kerr o´ptico( (3)) y absorcio´n a dos fotones ( (3)).
Tambie´n se han realizado experimentos de optimizacio´n sobre procesos de alineacio´n
molecular. El intenso campo ele´ctrico de los pulso es capaz de alinear las mole´culas
de nitro´geno (N2) del aire con el plano de polarizacio´n del la´ser, lo que da lugar a
efectos de birrefringencia inducida. Los procesos de SHG y alineacio´n molecular se
describira´n con detalle en sus respectivos apartados de resultados experimentales.
2.4. Optimizacio´n
La optimizacio´n puede ser definida co´mo el proceso de determinar la mejor solu-
cio´n para un determinado problema y puede ser aplicada a todo tipo de situaciones
y problemas. Se puede optimizar un problema matema´tico o de ı´ndole aplicada co´mo
, el establecimiento de rutas comerciales, el disen˜o de reactores qu´ımicos, log´ıstica,
enrutamiento en redes de comunicacio´n,...
En general podemos definir un problema de optimizacio´n co´mo encontrar el va-
lor o´ptimo (deseado) de f(x), donde x 2 SD es un vector de D para´metros x =
{x1, x2, .., xD}. Denominaremos a estos D para´metros co´mo espacio de control y al
conjunto de valores de f(x) asociado a cada uno de los posibles vectores x, espacio
de soluciones.
En nuestro problema el espacio de control esta´ constituido por la fase espectral,
 (!), del pulso laser. Experimentalmente18 esta´ compuesto por 320 variables, cada
una de ellas controlables en el rango [0, 2⇡). Hemos de encontrar  (!) para optimizar
nuestro observable, la generacio´n de un efecto o´ptico no-lineal producido por el campo
ele´ctrico E(t) = F 1[E˜(!)] sobre un medio.
Disponemos de un espacio de control de una alta dimensionalidad, con un ob-
servable no-lineal. Debido a que no tenemos conocimiento suficiente sobre el sistema
(mecanismos de interaccio´n implicados, caracterizacio´n del pulso, perturbaciones en
el camino o´ptico...) para poder hacer un disen˜o de E(t) a priori, hemos de utilizar
una configuracio´n en bucle cerrado co´mo la que muestra la Figura 1.1 para encontrar
la conformacio´n temporal. Esto permite que la observacio´n del efecto producido por
18Debido a las caracter´ısticas del sintetizador de pulsos, cap´ıtulo 5.2
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E(t) sea utilizada por un algoritmo de optimizacio´n para poder encontrar la fase  (!)
adecuada.
Figura 2.3: Ejemplos de espacios de soluciones mono y multimodal. En el caso de la
esfera so´lo disponemos de un mı´nimo global. La funcio´n Rastrigin posee mu´ltiples
mı´nimos de diferente valor, es multimodal.
La topolog´ıa del espacio de soluciones y el ruido al que esta´ sometido el expe-
rimento determinara´n la eficiencia de la aplicacio´n de un algoritmo. Para ilustrar
el concepto de topolog´ıa del espacio de soluciones en la Figura 2.3 tenemos dos es-
pacios de soluciones continuos bidimensionales que muestran diferente complejidad.
Imaginemos que tenemos que encontrar el mı´nimo de cada uno de estos espacios. Es
claro que para el caso de la esfera nos bastara´ con seguir su gradiente. Este espacio
so´lo posee un mı´nimo claramente localizado, es un ejemplo de una funcio´n unimodal,
solo existe una cuenca de atraccio´n en la que reside el mı´nimo global. En contraposi-
cio´n nos podemos encontrar con un espacio multimodal, co´mo el correspondiente a la
funcio´n Rastrigin, vemos mu´ltiples mı´nimos/ma´ximos que no poseen el mismo valor,
constituyen soluciones locales. En la bu´squeda del mı´nimo global los mı´nimos locales
suponen trampas en la que los algoritmos de optimizacio´n pueden quedar atrapados.
Hacen falta me´todos mas complejos para encontrar el o´ptimo en este tipo de espacio
de soluciones.
Cada espacio de soluciones tiene un algoritmo que lo recorre mejor. co´mo nos dice
el ”Non Free Lunch Theorem” [40], no existen algoritmos de aplicabilidad universal,
de hecho, en promedio frente a los diferentes tipos de espacios, todos los algoritmos
se comportan con igual eficiencia. La eleccio´n del algoritmo de optimizacio´n es, por
lo tanto, fundamental para minimizar el nu´mero de evaluaciones necesarias en la op-
timizacio´n. Mantener baja la ventana de recursos consumidos y obtener un resultado
satisfactorio son los dos aspectos mas importante de esta eleccio´n.
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Ba´sicamente, los algoritmos de optimizacio´n se diferencian en co´mo muestrean
el espacio de soluciones y en co´mo toman las decisiones para realizar los siguientes
muestreos. Aparece aqu´ı el concepto de distancia de salto, normalmente denotado
 , que determina la distancia a la que se evalu´an las soluciones en el espacio. El
problema de determinar el taman˜o de   es fundamental. Por ejemplo, un taman˜o de
paso reducido puede hacer que no podamos escapar de una cuenca perteneciente a
un mı´nimo local, uno demasiado grande puede hacer que no podamos encontrar un
mı´nimo muy localizado.
Existen mu´ltiples criterios posibles para catalogar los diferentes algoritmos de
optimizacio´n, existiendo un gran solapamiento de clases ante cualquier clasificacio´n
que se establezca. Una primera divisio´n general la podemos establecer entre me´todos
basados en la derivada (derivativos) y no basados en la derivada (no-derivativos).
Derivativos. Estos me´todos utilizan informacio´n del gradiente que ofrece el
espacio de soluciones para establecer la direccio´n y distancia de la bu´squeda
que realizan. Suelen ser veloces en la obtencio´n de soluciones. Ejemplos de
estos me´todos los tenemos en la bu´squeda de Newton-Raphson o el descenso de
gradiente.
No-Derivativos. Se utilizan cuando el espacio de soluciones no es derivable o
no es continuo. Suelen presentar una marcada componente estoca´stica y pue-
den estar basados en conceptos co´mo la evolucio´n (algoritmos evolutivos) o la
termodina´mica (simmulated anneling)
Dentro de los derivativos y los no derivativos podemos hacer una distincio´n en
funcio´n del nu´mero de soluciones que utilizan a la vez en la exploracio´n. De esta
forma podemos distinguir entre algoritmos mono-punto y multi-punto.
Mono-punto. Exploran el espacio de soluciones mediante la evolucio´n contro-
lada de un u´nico punto que se ira desplazando hasta alcanzar el mı´nimo de la
funcio´n de coste.
Multi-punto. Utilizan mu´ltiples puntos para explorar el espacio de soluciones.
Los algoritmos evolutivos son uno de sus ejemplos mas conocidos, en los que los
puntos de prueba se agrupan en poblaciones, que evolucionan generacio´n tras
generacio´n, hasta encontrar el o´ptimo.
Tambie´n resulta u´til clasificarlos en funcio´n de co´mo generan sus soluciones de
prueba a la hora de explorar el espacio. Atendiendo a este aspecto en la Figura 2.4
vemos su clasificacio´n en dos grandes grupos, aleatorios y deterministas
Los algoritmos deterministas podemos definirlos co´mo aquellos algoritmos en los
que conociendo sus entradas tenemos perfectamente definida su salida, ante el mismo
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Figura 2.4: Clasificacio´n de algoritmos de optimizacio´n. En azul los principales algo-
ritmos que podemos encontrar en la literatura aplicados a nuestro problema.
problema y punto de partida nos ofrece siempre la misma respuesta. Su secuencia de
pasos de optimizacio´n no se encuentra condicionada por factores aleatorios. Son mas
eficientes que los algoritmos probabil´ısticos, pero esta aproximacio´n es muy restrictiva
y el nu´mero de problemas para los que existe un algoritmo determinista eficaz es
limitado.
Los algoritmos con base aleatoria, o algoritmos probabil´ısticos, que son aquellos
en, en mayor o menor grado, tienen dependencia del azar en su exploracio´n y/o toma
de decisiones. Ante el mismo problema nos ofrece siempre una respuesta diferente,
por lo que es posible que hay que tener que recurrir a la estad´ıstica para poder validar
sus resultados.
Atendiendo a la aleatoriedad podemos encontrarnos:
Deterministas
Newton-Raphson. Utilizado para encontrar ra´ıces de una funcio´n, no muy
eficiente si dicha funcio´n no es cuadra´tica.
Me´todos de gradiente (Gradient Descent). Se establece una direccio´n y dis-
tancia de bu´squeda a partir de la evaluacio´n local de la pendiente que ofrece la
solucio´n.
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Figura 2.5: Exploracio´n del espacio de soluciones de una funcio´n unimodal mediante
los me´todos monopunto de paseo aleatorio y Hooke-Jeeves
Fuerza Bruta (Brute Force search). Sigue un patro´n establecido de bu´squeda
a lo largo de todo espacio, con un taman˜o de paso,   determinado. Son poco
eficientes y requieren un gran nu´mero de muestras para encontrar la solucio´n.
Paseo aleatorio (Ramdom Walk). Explora mediante la generacio´n de puntos
aleatorios basados en adicio´n de una perturbacio´n, normalmente con distribu-
cio´n gausiana, al punto de exploracio´n, con adopcio´n del nuevo punto probado
si este ofrece mejor resultado (fig2.5).
Bu´squeda A´urea (Golden section search). Se utiliza para encontrar extremos
(mı´nimo/ma´ximo) en funciones unimodales, se basa en restringir en sucesivas
iteraciones el rango de valores en el que el extremo existe.
Hooke-Jeeves (Pattern Search). Explora cada eje de coordenadas, en cada
punto, y con un paso determinado, se exploran todas las D dimensiones en
direcciones positivas y negativas. Si el mejor de los puntos probados es mejor
que el base se acepta y se realiza una exploracio´n en la misma direccio´n que
genero´ la mejora, si no lo es, se disminuye el taman˜o de paso(fig2.5).
Nelder-Mead (Simplex ) Se basa en la evolucio´n de un pol´ıgono19 de n + 1
ve´rtices denominado simplex, siendo n el nu´mero de dimensiones del espacio.
El simplex evoluciona mediante reflexiones y expansiones, dependiendo de la
evaluacio´n que proporcionan sus ve´rtices, a lo largo del espacio de soluciones.
Aleatorios
Simulated Annealing. Inspirado en la termodina´mica, imita el comporta-
miento de los a´tomos en el enfriamiento lento de una sustancia, en el que buscan
alcanzar una configuracio´n de mı´nima energ´ıa. Se explora el espacio de forma
19Estrictamente hablando se trata de un politopo
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aleatoria, pero se permite la evolucio´n hacia peores valores de evaluacio´n con
una probabilidad que dependera´ de la ”temperatura”, decreciente con el nu´mero
de evaluaciones del algoritmo.
Optimizacio´n de enjambre de part´ıculas (Particle Swram Optimization) Es
un conjunto de te´cnicas de optimizacio´n basadas en el comportamiento de
part´ıculas (soluciones) que imitan el comportamiento de un enjambre, co´mo
bancos de peces, abejas, hormigas...
Algoritmos evolutivos. Inspirados en la evolucio´n Darwiniana, los algorit-
mos evolutivos (AE ) hacen pocas o ninguna asuncio´n acerca del problema que
tratan de resolver. Son capaces de encontrar soluciones en espacios de soluciones
muy grandes y topolo´gicamente adversos. Son la solucio´n mas extendida en el
problema que nos ocupa.
Estas clasificaciones no son exclusivas, por ejemplo, a un algoritmo determinista
se le puede incorporar cierto grado de aleatoriedad. De esta forma se puede mejorar
su capacidad de exploracio´n. Igualmente, un algoritmo monopunto se puede utilizar
con aproximacio´n multipunto, lanzando varias soluciones que evolucionen de forma
paralela.
Los AEs son estrategias de bu´squeda bio-inspiradas en los mecanismos de adap-
tacio´n y evolucio´n. Imitan la evolucio´n, un mecanismo que se ha mostrado tremen-
damente efectivo para resolver el problema de sobrevivir en un entorno fuertemente
no-lineal y no predecible co´mo es nuestro planeta. En un AE el problema se trata
co´mo un entorno biolo´gico artificial, las soluciones se agrupan en poblaciones que
evolucionan a lo largo de generaciones en la bu´squeda del o´ptimo. Cada poblacio´n es
un conjunto de soluciones posibles, a las que se asigna un valor dependiendo del resul-
tado de su evaluacio´n. Las soluciones, siguiendo determinadas reglas, se reproducen
y generan una descendencia que constituye (o forma parte) la siguiente generacio´n.
Generacio´n tras generacio´n la poblacio´n evoluciona hasta lograr la convergencia al
o´ptimo. Por su cara´cter probabil´ıstico la solucio´n ofrecida sera´ diferente en cada caso.
Dentro de los AEs podemos distinguir dos grandes grupos, las estrategias evolu-
tivas (EE ) y los algoritmos gene´ticos (AG); existiendo entre ellos dos grandes dife-
rencias. La primera es que los (AG) codifican la solucio´n mediante tramas de bits,
imitando el comportamiento del genoma, mientras que en las EEs se trabaja con
para´metros en coordenadas reales (aunque podemos encontrar AG que trabajan con
para´metros reales). La segunda gran diferencia es su forma de generar la descendencia
a partir de las poblaciones. En los AG la evolucio´n de la poblacio´n es producida so-
lamente por los mecanismos de mutacio´n y cruce sobre los genes (bits) o para´metros
que componen sus soluciones. En las EE se utiliza tambie´n informacio´n acerca del
espacio de soluciones, que se obtiene a trave´s de la evaluacio´n de los individuos, para
generar un esquema autoadaptativo de exploracio´n.
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Co´mo se ha mostrado en la gran mayor´ıa de las soluciones de optimizacio´n sobre
feno´menos o´pticos de interaccio´n no-lineal mediante conformacio´n temporal de pulsos
esta´ basada en algoritmos probabil´ısticos. Especialmente extendido esta´ uso de los AE,
aunque tambie´n podemos encontrar aplicaciones en las que se prueban otro tipo de
algoritmos co´mo los de ant colony [41] o simulated annealing [21].
La paralelizacio´n en el proceso de optimizacio´n es una ventaja de los AEs. Todos
los individuos de la poblacio´n pueden ser evaluados de forma independiente y paralela.
En el caso de la experimentacio´n computacional la ventaja es clara, pero en nuestro
caso (optimizacio´n real en laboratorio) esta ventaja directamente desaparece: experi-
mentalmente so´lo podemos realizar una evaluacio´n de solucio´n sobre el experimento
cada vez. Por fuerza nuestro proceso de evaluacio´n ha de ser en serie.
Aunque su aplicacio´n y capacidad de encontrar soluciones en el problema que nos
ocupa esta fuera de duda, los AEs tienen un importante inconveniente derivado de
los mecanismos estoca´sticos y poblacionales: requieren un nu´mero elevado de evalua-
ciones para converger. Ademas pueden sufrir una importante perdida de velocidad
de convergencia al aumentar el nu´mero de variables a optimizar. Es la denominada
explosio´n combinatoria. El incremento de variables en el espacio de control, hace que
los espacios de soluciones asociados incrementen su taman˜o de forma exponencial.
Esto puede repercutir de forma notable en el proceso de bu´squeda. Uno de nuestros
objetivos es, precisamente, intentar mantener bajo el nu´mero de ensayos requeridos
en la optimizacio´n.
Dado que los AEs son ampliamente utilizados en los problemas de optimizacio´n
que nos afectan, en esta tesis hemos utilizado dos de ellos, de los que se encontrara
un descripcio´n detallada en el Cap´ıtulo 4.
Algoritmos Gene´ticos. Se han incluido por ser uno de los algoritmos mas exten-
didos en este tipo de problemas.
Di↵erential Evolution. Hemos empleado este algoritmo alternativo a las estra-
tegias habitualmente encontradas en la literatura. Se ha elegido por presentar
buenas propiedades de convergencia en un gran nu´mero de problemas con alta
dimensionalidad y de tipo no-lineal [31].
A lo largo del desarrollo de esta tesis nos hemos encontrado con determinados
aspectos topolo´gicos del espacio de soluciones20 y del comportamiento del espacio
de control que nos ha llevado a desarrollar un algoritmo novedoso. Lo denominamos
Multiple One-Dimensional Search (MODS ), Se vera´ con detalle en el cap´ıtulo 4. .
Podr´ıamos clasificarlo co´mo:
20Conocer la topolog´ıa del espacio de soluciones es una gran ayuda a la hora de realizar una
optimizacio´n
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Determinista: siempre sigue los mismos pasos y siempre nos ofrece la misma
solucio´n ante las mismas condiciones, haciendo una exploracio´n sistema´tica del
espacio de soluciones.
Mono-punto: Usamos una sola solucio´n que perturbamos para explorar el espa-
cio
Marginal: Optimiza los para´metros del espacio de control de forma individual
Utiliza conceptos de exploracio´n similares a Hooke-Jeeves y de restriccio´n de
espacio similar a la bu´squeda a´urea.
Este algoritmo presenta un excelente balance entre la bondad de las soluciones
obtenidas y el nu´mero de evaluaciones requeridas para lograr la convergencia, mini-
mizando as´ı la ventana de recursos consumidos, y presentando una alternativa realista
ante optimizaciones donde el nu´mero de evaluaciones a realizar se encuentra limitado
por alguna circunstancia.
Cap´ıtulo 3
Soporte Experimental
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3.1. Introduccio´n
En este cap´ıtulo se describira´n los elementos que hacen posible la realizacio´n de
los experimentos, el esquema general del sistema experimental utilizado se muestra
en la Figura 3.1. En e´l podemos ver co´mo el pulso generado por el sistema la´ser se
conforma temporalmente por el sintetizador de pulsos. El efecto f´ısico generado por
el pulso conformado es observado por el algoritmo de optimizacio´n, que ejerce las
acciones sobre la s´ıntesis de pulsos para guiar el efecto hacia el objetivo que se le ha
asignado. Es posible extraer el pulso para su caracterizacio´n una vez se ha conformado,
con el fin de obtener informacio´n sobre los mecanismos f´ısicos del proceso.
Figura 3.1: Esquema relacional ba´sico de los elementos que conforman el sistema ex-
perimental. El sistema la´ser proporciona los pulsos que sera´n modificados por el sinte-
tizador de pulsos. Podemos observarlos gracias al caracterizador de pulsos (FROG).
Una vez interaccionan en el experimento el optimizador generas las acciones necesarias
sobre el sintetizador en base a su observacio´n.
Se describira´ el funcionamiento y principales caracter´ısticas de los siguientes ele-
mentos.
Sistema laser. Proporciona los pulsos ultracortos de 100 fs.
Sintetizador de pulsos. Permite sintetizar formas de onda de E(t) a trave´s
de la manipulacio´n de la fase espectral en el dominio de la frecuencia. En el
se encuentra el SLM, que constituye el espacio de control de los algoritmos de
optimizacio´n.
Caracterizador de pulsos Permite analizar el pulso resultante resolviendo su
amplitud y fase tanto en frecuencia co´mo en tiempo.
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Los dos elementos restantes, el algoritmo y el observable necesitan de este soporte.
Los algoritmos de optimizacio´n utilizados, as´ı co´mo el me´todo de manipulacio´n de la
fase, se vera´n en el cap´ıtulo 4. Los observables utilizados se describira´n en cada una
de las optimizaciones experimentales que se analizan en el cap´ıtulo 5.
3.2. Sistema la´ser
Nuestra fuente de luz laser es un amplificador regenerativo de Ti:Zafiro (Spitfire
Pro XP), que genera pulsos amplificados de 100 fs centrados en 799 nm (9.5 nm
FHMW ) de 1 mJ de energ´ıa con una frecuencia de repeticio´n de hasta 1 kHz, lo que
equivale a una potencia de pico del orden de 10 GW por pulso.
Este equipo es comercial de la marca Spectra-Physics y su configuracio´n general
se muestra en la Figura 3.2. En resumen, el sistema bombeo-oscilador genera un haz
la´ser pulsado que es amplificado en el amplificador regenerativo (Spitfire), bombeado
1 kHz.
Figura 3.2: Esquema general del sistema de generacio´n y amplificacio´n de pulsos laser
de fs empleado.
En el amplificador regenerativo recibe los pulsos la´ser semilla generados por el
oscilador (Tsunami) de estado so´lido de Ti:Zafiro anclado en modos. Este genera
pulsos de 120 fs con una frecuencia de repeticio´n de 82MHz, su energ´ıa de bombeo
es proporcionada por un la´ser continuo de estado solido (Millenia) de 4.8W centrado
en 532nm. El bombeo de energ´ıa para la amplificacio´n proviene de un la´ser pulsado
por conmutacio´n de Q21 con un medio activo de Nd:YLF bombeado por diodos de
21Q-switched
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AlGaAs (Empower). Este genera pulsos a 1053 nm, doblados en frecuencia dentro de
la cavidad mediante un cristal de triborato de Litio (LBO) generando pulsos de 20
mJ centrados en 527 nm a 1 kHz.
En la Figura 3.322 se muestra el camino o´ptico que siguen los pulsos semilla pro-
cedentes del oscilador dentro del amplificador regenerativo. Despue´s de atravesar el
aislador de Faraday23 (F1 ) los pulsos son expandidos temporalmente por medio de
un sistema de espejo-red de difraccio´n de varios pasos (Pulse Stretcher). Mediante la
expansio´n temporal se disminuye la potencia de pico de los pulsos, de forma que pue-
den ser introducidos en la etapa de regeneracio´n y amplificados. Mediante un par de
ce´lulas de Pockels el pulso hace mu´ltiples pasadas por el cristal de Ti:Zafiro. La ce´lula
pockels de inyeccio´n permite sincronizar las frecuencias de repeticio´n del oscilador y
el amplificador para generar pulsos amplificados con una frecuencia de repeticio´n de
1 kHz. Esta es la etapa de amplificacio´n en la que se incrementa su energ´ıa en cada
paso hasta un factor ⇡ 106. Despue´s de alcanzar el nivel deseado de amplificacio´n, los
pulsos se extraen mediante la ce´lula pockels de salida y alcanzan el compresor (Pulse
Compressor), donde son recomprimido para conformar el pulso de salida. Este tiene
100 fs duracio´n, con un ancho de banda de 9,5nm FWHM centrado a 799nm. Estos
son los pulsos la´ser con los que trabajaremos.
La etapa de compresio´n se encuentra motorizada, permitie´ndonos cambiar la can-
tidad de trino24 del pulso y, por lo tanto, su duracio´n. Este mecanismo se utilizara´ en
la experimentacio´n para expandir temporalmente los pulsos y comprobar la capacidad
de recompresio´n temporal de los algoritmos.
Las oscilaciones en los niveles de bombeo tanto del oscilador co´mo del amplificador,
as´ı co´mo fluctuaciones en el sincronismo entre los pulsos del oscilador (82 MHz) y
el tren de pulsos de bombeo (1 kHz), generan fluctuaciones de energ´ıa en el pulso
amplificado, si bien el fabricante especifica que estas son menores al 1%RMS, en la
pra´ctica nos encontramos con que son considerablemente mayores (ver Figura 5.2,
pa´gina 88).
Disponemos tambie´n de una fuente de incertidumbre temporal en los pulsos que
proviene del hecho de tener que realizar la amplificacio´n con el pulso expandido tem-
poralmente [42]. Durante las etapas de expansio´n y compresio´n los pulsos la´ser se
encuentran dispersados espacialmente en el dominio de la frecuencia25 [43], siendo
extremadamente sensibles a las variaciones existentes de densidad y temperatura del
medio (aire) por el que viajan. Estas variaciones provienen de corrientes te´rmicas
producidas por los elementos que generan calor dentro del amplificador (ce´lulas de
22Figura tomada del manual del amplificador Spitfire-pro de Spectra-Physics
23Rotador de polarizacio´n basado en efecto magneto-o´ptico que impide el retorno de los pulsos
(p.e. retroreflexiones), que podr´ıan dan˜ar el oscilador
24Fase cuadra´tica, genera una variacio´n lineal de frecuencias en el tiempo
25Veremos este aspecto en mas detalle al hablar del sintetizador de pulsos en el apartado siguiente
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Figura 3.3: Esquema del camino o´ptico del haz procedente del oscilador (Seed Pulses)
en la etapa de amplificacio´n. El pulso es expandido temporalmente (Pulse Stretcher)
antes de ser amplificado en la barra de Ti:Zafiro (medio de ganancia), posteriormente
es recomprimido (Pulse Compressor) hasta alcanzar los 100 fs FWHM.
Pockels y bombeo de la barra de Ti:Zafiro principalmente), y de variaciones de presio´n
producidas en el exterior, que se introducen en la cavidad del amplificador a trave´s de
la apertura de salida. La consecuencia es la aparicio´n de cambios de fase espectrales
y, por lo tanto, cambios en la conformacio´n temporal del pulso. En procesos co´mo
la generacio´n de segundo armo´nico o la absorcio´n a dos fotones, donde el proceso
depende de la potencia de pico, esto sera´ de especial relevancia26.
En definitiva, disponemos de un sistema de generacio´n de pulsos la´ser ultracor-
tos de 100 fs centrado en 799 nm, con 1mJ de energ´ıa y 1 kHz de frecuencia de
repeticio´n, pero cuyos pulsos poseen variaciones intr´ınsecas tanto de amplitud co´mo
temporales que van a afectar a nuestra observacio´n de los feno´menos a optimizar,
introduciendo incertidumbre en la sen˜al de realimentacio´n para los algoritmos. Mas
adelante se vera´ co´mo ello se refleja en el laboratorio en el cap´ıtulo sobre restricciones
experimentales, 5.1.3, pa´gina 96.
26Hemos trabajado experimentalmente con estos feno´menos, cap´ıtulo 5.3.3, pa´gina 122
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3.3. Sintetizador de pulsos
Debido a las limitaciones en velocidad de los dispositivos electro-o´pticos, en el
rango de los femtosegundos han de usarse te´cnicas indirectas para la s´ıntesis de for-
mas temporales (E(t)). Nuestro sistema utiliza la te´cnica de filtrado de Fourier en el
espacio de frecuencias. Para realizar la modulacio´n temporal del pulso las componen-
tes de frecuencia son dispersadas espacialmente, de forma que podemos interactuar
sobre ellas. En el sintetizador de pulsos modificamos la fase espectral mediante un
modulador espacial de luz programable controlado por ordenador. Una vez restitui-
do el paquete de luz al dominio del tiempo su estructura temporal obedecera´ a las
modificaciones de fase que realicemos.
En este cap´ıtulo veremos co´mo se realizan las traslaciones tiempo-frecuencia me-
diante una transformada de Fourier o´ptica y los aspectos mas relevantes del modula-
dor de fase, as´ı co´mo sus problemas asociados.
3.3.1. Configuracio´n del sintetizador de pulsos
De las mu´ltiples configuraciones existentes para la generacio´n de pulsos conforma-
dos temporalmente [44], se ha utilizado s´ıntesis temporal de pulsos mediante mani-
pulacio´n de la fase espectral o Phase Only Pulse Shaping. Aunque la modulacio´n de
amplitud y fase son necesarias para una conformacio´n temporal exacta, el uso de la
fase espectral permite, en la pra´ctica, alcanzar resultados muy satisfactorios [45] [46]
[47]. Presenta, asimismo, la ventaja de conservar la energ´ıa del pulso de entrada , fa-
cilitando de esta forma la interpretacio´n de la relacio´n entre los feno´menos inducidos
y la estructura temporal del pulso.
Para poder trabajar con el pulso en el dominio de la frecuencia se utiliza un sistema
4f27 con dispersio´n nula28 [48] [49]. El esquema ba´sico es el mostrado en la Figura 3.4.
Por simplicidad visual se muestra con lentes aunque en la configuracio´n experimental
se utilizan espejos cil´ındricos, tal y co´mo se muestra en la Figura 3.5. La utilizacio´n
de espejos cil´ındricos permite evitar problemas de dispersio´n y aberracio´n croma´tica
que presentan las lentes, pero presenta el inconveniente de tener que trabajar fuera
de eje o´ptico del sistema.
Ba´sicamente, el sintetizador realiza una transformada de Fourier o´ptica en las pri-
meras 2f y una transformada inversa en las u´ltimas 2f. El funcionamiento es co´mo
sigue. Las componentes de frecuencia que conforman el pulso ultracorto son dispersa-
das mediante la red de difraccio´n de entrada, situada en el plano focal primera lente.
Son enfocadas en el Plano de Fourier del sistema, en el que se forma la imagen de las
27Por f entendemos la distancia focal
28Ba´sicamente en ausencia de mascara de fases la entrada y salida del sistema debe ser la misma.
As´ı pues, tanto las lentes co´mo las redes de difraccio´n han de estar libres de dispersio´n.
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Figura 3.4: Esquema simplificado de un sintetizador temporal con configuracio´n de
dispersio´n nula utilizando redes de difraccio´n y lentes. En el centro geome´trico del
sistema esta´ el plano de Fourier, donde las frecuencias espectrales se encuentran es-
pacialmente separadas. Este es el punto de insercio´n del modulador de fase.
componentes espectrales del pulso, encontrandose espacialmente separadas y enfoca-
das a lo largo de una dimensio´n. La segunda lente y red de difraccio´n se encargan de
la recombinacio´n de todas las componentes espectrales en un haz colimado: el pulso
es devuelto al dominio temporal.
Durante el desarrollo de esta tesis se han implementado dos sintetizadores de
pulsos diferentes, ambos, por motivos de compatibilidad con otros experimentos, di-
sen˜ados para ser utilizado a la salida del amplificador regenerativo29. Este hecho
impone importantes limitaciones, como son el dia´metro de haz (⇡8 mm a 1/e2) y su
energ´ıa (1 mJ).
Para la implementacio´n del primer sintetizador de pulsos (sintetizador 1 ) se uti-
lizo´ la configuracio´n descrita por Pra¨kelt [49]. Se trata de un sintetizador compacto
basado en redes de difraccio´n fuertemente dispersivas (2000 lineas/mm) y lentes de
⇡25 cm de focal. Sobre la red de entrada se utilizo´ un haz comprimido un factor
dos, fuertemente atenuado para evitar el dan˜ado del SLM y otros elementos o´pticos,
aun as´ı, el dia´metro conseguido no puede ser considerado como puntual en las redes
de difraccio´n. Este hecho, en combinacio´n con los a´ngulos de entrada y salida en las
redes (cuadro 3.3.1), el rango de Rayleigh de los espejos cil´ındricos empleados (so´lo
2 mm) y los a´ngulos necesarios entre elementos o´pticos para el montaje compacto,
generaban problemas irresolubles de astigmatismo, y el sistema mostraba un perfil
29El sintetizador es utilizado para conformar el Probe en la realizacio´n de experimentos Pump-
Probe en microscop´ıa con resolucio´n de femtosegundos, dichos pulsos requieren una considerable
cantidad de energ´ıa
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sintetizador 1, f:258mm sintetizador 2, f:1000mm
Longitud de onda 799 nm 799 nm
Red de difraccio´n 2000 l´ıneas/mm 1400 lineas/mm
Periodo 5·10 7 mm 7.14·10 7 mm
A´ngulo de Littrow 53,13  34,00 
A´ngulo incidente 53,12  53,12 
A´ngulo difractado 53,14  53,14 
Dia´metro de haz (1/e2) 8 mm 8 mm
Focal de la lente cil´ındrica 258 mm 1000 mm
Rango de Rayleigh 2.11 mm 40.49 mm
Ventana temporal 29 ps 41 ps
Resolucio´n espectral por pixel 0.20 nm 0.14 nm
Cuadro 3.1: Caracter´ısticas principales de los dos sintetizadores utilizados.
espacial de salida no del todo satisfactorio30 y una dispersio´n residual que ensanchaba
el pulso de salida a unos 200 fs FHWM. A pesar de estos problemas, los resultados
de los experimentos de optimizacio´n en compresio´n de pulsos fueron extremadamente
satisfactorios.
No obstante se opto´ por desarrollar un segundo sintetizador de pulsos de alta
energ´ıa (sintetizador 2 ) basa´ndonos en los esquemas desarrollados por Monmayrant
et al. [37]. Este sintetizador fue disen˜ado ex profeso para cumplir con las necesidades
de alta energ´ıa y dia´metro de haz de nuestro sistema de amplificacio´n, con o´pticas de
distancia focal larga (1 m) y redes de difraccio´n menos dispersivas. Ello ha permitido
disponer de un verdadero sistema 4f con dispersio´n nula con el que se ha realizado
la mayor parte del trabajo de la tesis. Debe destarcarse que es, hasta la fecha, el
u´nico sistema reportado en la literatura [50] capaz de emplear pulso del orden de 100
fs con energ´ıas en el rango de 1 mJ. En el cuadro 3.3.1 se muestran las principales
caracter´ısticas mas importantes de ambos sintetizadores en relacio´n a los para´metros
empleados en la referencia [37], as´ı como el rango de Rayleigh de las o´pticas empleadas
y los a´ngulos de incidencia y difraccio´n empleados que condicionan el control de los
problemas de astigmatismo del sistema.
Los resultados experimentales mostrados en el Cap´ıtulo 5 corresponden, excepto
en las ocasiones en las que se especifica lo contrario, a resultados obtenidos con el
sintetizador 2.
El modulador espacial de luz (SLM 31) se situ´a en el plano de Fourier del sistema 4f
del sintetizador. Es un conjunto lineal de 320 pixeles, cada uno de ellos con capacidad
de modificar su ı´ndice de refraccio´n extraordinario de forma independiente. As´ı las
30Principalmente trino espacial, la distribucio´n de frecuencias en el haz no era uniforme
31Spatial Light Modulator, se vera´ en detalle en la seccio´n 3.3.2, pa´g. 36
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longitudes de onda que atraviesan cada pixel sufrira´n un desfase o´ptico diferente.
Ello permite modificar la posicio´n temporal relativa de las componentes espectrales,
es decir, modificar su fase relativa.
Figura 3.5: Esquema y configuracio´n real del sintetizador de pulsos implementado. Se
utilizan lentes de 1 m de focal. El recorrido interior del haz es de 4 metros (4f). En
el montaje experimental el brazo de salida se encuentra plegado por limitaciones de
espacio.(Configuracio´n correspondiente al sintetizador 2, cuadro 3.3.1)
La respuesta en frecuencia del sintetizador puede expresarse co´mo:
E˜out(w) = E˜in(w)H(w) (3.1)
El pulso E˜out(!) es el producto del pulso de entrada por la funcio´n de transferencia
espectral del sistema H(!). Idealmente, un sistema 4f de dispersio´n nula presentara
|H(!) = 1|, con lo que la energ´ıa del pulso de salida es igual a la del pulso de entrada.
Mediante el SLM, situado sobre el plano de Fourier, podemos modificar la fase que
introduce la funcio´n de transferencia,  SLM , sobre el espectro, con lo que nuestro
pulso de salida sera´
E˜out(!) = E˜in(!)H(w) = |Ain(!)| ej in1ej SLM = |Ain(!)| ej in+j SLM (3.2)
Siendo |A(w)in| la envolvente espectral del pulso de entrada y  in su fase. El pulso
de salida es obtenido mediante la aplicacio´n de la transformada inversa de Fourier
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o´ptica.
Eout(t) = F 1(|Ain(!)| ej in+j SLM ) (3.3)
Por supuesto, esto es en condiciones ideales, en el sistema experimental real se
presenta, sobre todo por efectos debidos al comportamiento y estructura de la mas-
cara de fases (se vera´ en el siguiente apartado), aparecera´ una cierta modulacio´n de
amplitud.
3.3.2. El modulador espacial de luz, SLM
Una vez disponemos del dispositivo o´ptico que nos permite transportar nuestro
pulso temporal al dominio de la frecuencia podemos manipular sus componentes es-
pectrales, ahora especialmente separadas. Para realizar la manipulacio´n espectral el
SLM opera sobre el plano de Fourier del sistema 4f. Podr´ıamos realizar modifica-
cio´n de fase, amplitud y/o polarizacio´n [51], cada una de estas operaciones requiere
su propia configuracio´n y/o dispositivo de manipulacio´n diferentes, co´mo modulado-
res acusto-o´pticos [15], mascaras hologra´ficas, espejos deformables,... Nuestro sistema
experimental utiliza un modulador espacial de luz de cristal l´ıquido programable
SLM-S320 (Jenoptik) que nos permite hacer una modificacio´n dina´mica de la fase
espectral32.
Cambiar la fase espectral consiste literalmente en modificar la posicio´n temporal
relativa de las componentes espectrales de pulso. El SLM esta´ compuesto por un array
de 320 p´ıxeles de cristal l´ıquido que pueden modificar, de forma independiente y bajo
demanda, su ı´ndice de refraccio´n. Ello permite que las componentes de frecuencia
del espectro que viajan por cada uno de los p´ıxeles experimenten un camino o´ptico
diferente: estamos modificando su fase relativa (fig. 3.633). La disposicio´n geome´trica
de los p´ıxeles puede observarse en la Figura 3.7.
La superficie que ocupa la mascara de fases tiene 32 mm de ancho por 13 mm de
altura, cada uno de los pixeles tiene 97µm de anchura y se encuentran separados por
zonas opacas de 3 µm. Un 3% de la energ´ıa espectral se pierde en estos espacios de
separacio´n, que tambie´n son responsables de una cierta modulacio´n temporal34.
Cada pixel del SLM es ba´sicamente un lamina retardadora controlada por voltaje,
consistente en una capa de cristal l´ıquido nema´tico entre dos sustratos de vidrio. Para
cada pixel se disponen electrodos transparentes de ITO35 y una capa de alineacio´n
32El SLM-320 nos permite, potencialmente, trabajar mediante modulacio´n de amplitud, si quisie´ra-
mos realizar a la vez modulacio´n de fase y amplitud necesitar´ıamos dos dispositivos de modulacio´n
33Figura inspirada en https://www.mbi-berlin.de/en/research/projects/4-1/subprojects/UP2/
34Es equivalente a someter al espectro a una serie de “compuertas” co´mo se analizara´ en el apartado
3.3.3
35Indium Tin Oxide. O´xido de indio y estan˜o
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Figura 3.6: Cada una de las componentes de frecuencia experimentan un camino
o´ptico diferente en SLM que podemos modificar a voluntad. De esa forma modificamos
la fase espectral en el pulso y su conformacio´n temporal.
Figura 3.7: Distribucio´n f´ısica de los p´ıxeles en el SLM. Cada uno posee una ventana
de 97µm con una a´rea opaca de 3µm. Un 3% de la energ´ıa espectral se pierde en la
transmisio´n
para la orientacio´n geome´trica de las mole´culas (Figura 3.8).
Debido a su forma, las mole´culas del cristal l´ıquido tienden a orientarse de forma
paralela, generando una anisotrop´ıa o´ptica. En ausencia de voltaje, las mole´culas se
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alinean a lo largo del eje x (fig. 3.8), que es el eje o´ptico. Un haz polarizado en el
eje x experimenta el ı´ndice ordinario, no, del medio, mientras que un haz polarizado
en el eje y experimenta el ı´ndice extraordinario, ne. Al aplicar un voltaje V sobre
los electrodos las mole´culas tienden a alinearse respecto al campo ele´ctrico aplicado,
disminuyendo ne. Esta modificacio´n de ne es la responsable de la modulacio´n de fase.
Los p´ıxeles funcionan sobre 8V y el controlador del sistema nos proporciona de 212
niveles de control de este voltaje (0V=0 y 8V=4095).
Figura 3.8: Las part´ıculas nema´ticas que conforman el cristal l´ıquido se orientan con
el campo ele´ctrico aplicado,E, entre los electrodos, modificando su eje o´ptico.
La variacio´n del ı´ndice de refraccio´n extraordinario en funcio´n del voltaje aplicado
ha de ser calibrada ya que no todos los dispositivos fabricados tienen exactamente la
misma repuesta. Adema´s, ne depende de la longitud de onda aplicada: cada una de
las frecuencias sufre un cambio de fase ligeramente diferente para un mismo voltaje
aplicado. En nuestro caso la curva de calibracio´n la hemos realizado tomando co´mo
fuente la´ser el oscilador de fs, centrado en 799 nm, utilizando el esquema que se
muestra en la Figura 3.9
Para realizarla se colocan polarizadores cruzados a ambos lados del SLM y se mide
la curva de transmitancia (fig3.9) del haz del oscilador frente al cambio de voltaje en
los p´ıxeles del SLM. La transmitancia en funcio´n del voltaje se muestra en escala
logar´ıtmica para poder apreciar los cambios a niveles bajos de voltaje. A partir de
las modificaciones de transmitancia se obtiene el cambio de fase que se introduce en
funcio´n de la tensio´n aplicada. En la Figura 3.10 puede verse la curva obtenida, en
la que se muestra el cambio de fase conseguido frente al valor de voltaje. Cuando
el voltaje es ma´ximo (8V=4095), las mole´culas del cristal l´ıquido tienen la ma´xima
orientacio´n en el eje de propagacio´n del haz (eje Z), presentando el menor desfase
posible que podemos conseguir. co´mo se aprecia en la curva este cambio mı´nimo no
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Figura 3.9: Para la calibracio´n del SLM se miden los cambios de intensidad de una
fuente de luz monocroma´tica colimada a trave´s del SLM frente a los cambios de
voltaje en los p´ıxeles. Antes y despue´s del mismo se han colocado dos polarizadores
cruzados a ±45o respecto al eje horizontal. De esta forma es utilizado co´mo modulador
de amplitud, midiendo la transmitancia en funcio´n del voltaje aplicado a los p´ıxeles
es de 0 rad. El cambio de fase ma´ximo que podemos obtener es superior a 16 radianes,
correspondiente a la aplicacio´n del nivel 0 de voltaje.
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Figura 3.10: Curva de cambio de fase inducido en funcio´n de la tensio´n aplicada a los
pixeles correspondiente a 799 nm. El desfase mı´nimo aplicable no es de 0 radianes, la
curva presenta una acusada no-linealidad al incrementar el desfase
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Dado que generalmente los cambios de fase necesarios en el disen˜o de los pulsos
conformados supera ampliamente los 16 radianes, hemos de trabajar con la fase enro-
llada, acotando la zona de trabajo entre 0 y 2⇡ radianes, utilizando valores de voltaje
que estara´n entre los niveles ⇡350 y 4095. Se escoge esta zona de la curva por ser
donde menor pendiente existe presentando, por tanto, mayor controlabilidad.
3.3.3. Limitaciones del sistema
La implementacio´n experimental del sistema 4f presenta desviaciones frente al
caso ideal. Sucede lo mismo con el elemento de control de fase, presentandose diversos
problemas asociados a su construccio´n y funcionamiento, que afectan a la capacidad
de control en la optimizacio´n, como veremos a continuacio´n.
En el cap´ıtulo 5 (Restricciones experimentales, pa´gina 96) veremos las conse-
cuencias que de estos y otros feno´menos tienen en la fidelidad de observacio´n de los
feno´menos a optimizar.
3.3.3.a. Resolucio´n en la aplicacio´n de la fase
Tal y co´mo se aprecia en la Figura 3.10 el nu´mero de puntos de control disponibles
para el control de la fase es diferente en cada una de los cuadrantes en los que podemos
dividir el espacio de fases. co´mo consecuencia, el error introducido sera´ diferente segu´n
la fase aplicada. En el cuadro 4.1 (pa´gina 49) se muestra la capacidad de control por
cuadrantes de fase. En el primer cuadrante disponemos de aproximadamente 3500
puntos de control de fase pasando a 45 en el u´ltimo. Este cambio de granularidad
en el control de la fase nos afecta negativamente al control que podemos ejercer,
especialmente en la zona cercana a 2⇡ rad
3.3.3.b. Modulacio´n de amplitud
Co´mo consecuencia de la resolucio´n espacial finita y discretizada, cuando el salto
de fase es muy brusco entre p´ıxeles adyacentes, co´mo ocurre en las fronteras de la fase
enrollada, aparece un modulacio´n de amplitud en el espectro [52], este efecto tiene
un impacto no despreciable sobre la energ´ıa espectral.
Se puede apreciar este efecto en el la Figura 3.11 donde los saltos de fase son
claramente apreciables. Se muestran ima´genes de transmisio´n de la ma´scara de fases
obtenidas utilizando luz blanca proyectada sobre una pantalla a trave´s del SLM. La
imagen superior derecha corresponde a una consigna de 0 radianes en todos los pixe-
les. Las franjas verticales que aparecen en la imagen superior izquierda corresponden
a los saltos de fase producidos por la mascara mostrada. Estas sombras implican una
pe´rdida de energ´ıa espectral del pulso, que se suman a las producidas por el espacio
opaco entre p´ıxeles y afectan a la conformacio´n temporal. Suponen una fluctuacio´n
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Figura 3.11: Transmisio´n del SLM con (superior izquierda) y sin (superior derecha)
una fase aplicada (inferior). Los saltos bruscos de fase entre pixeles adyacentes gene-
ran una modulacio´n de intensidad que podemos apreciar en forma de sombras. En
las ima´genes de transmisio´n podemos distinguir la zona de pixeles, a´rea rectangular
central, y los electrodos en la parte inferior y superior.
de la energ´ıa del pulso que no esta´ directamente relacionada con la conformacio´n
temporal que la fase deber´ıa producir, y por lo tanto afectan a nuestra observacio´n
experimental. Este efecto, ademas, implica la aparicio´n de feno´menos difractivos so-
bre el espectro, provocando tambie´n que una fraccio´n no despreciable de la energ´ıa
espectral quede fuera del camino o´ptico del sistema 4f, provocando una pe´rdida no
controlada de energ´ıa extra.
3.3.3.c. Dependencia del cambio de fase con longitud de onda
La curva fase-tensio´n, Figura 3.10, relaciona la tensio´n aplicada con el cambio de
fases inducido. Este cambio de fase esta´ relacionado con el diferente camino o´ptico
que experimentan las diferentes frecuencias, sera´ por lo tanto sera´ diferente para cada
longitud de onda.
Hemos intentado caracterizar esta dependencia sustituyendo el fotodiodo de la
Figura 3.9 por un Analizador de Espectros O´ptico (OSA)36, de esta forma se pueden
obtener las curvas de cambio de fase para cada longitud de onda dentro del espectro
del oscilador de fs. El resultado se muestra en la Figura 3.12
Todas las curvas ofrecen el mismo comportamiento global, con ligeras desviaciones
dependientes de la longitud de onda especifica. Cuando las observamos en detalle estas
diferencias se tornan mas evidentes, tal y co´mo podemos ver en la Figura 3.12(detalle).
En la misma se ve ampliada la zona correspondiente al mı´nimo desfase aplicable y a
la zona donde el desfase es fase 2⇡rad. Se observa co´mo el rango de valores de cambio
36Optical Spectrum AnalizerYOKOGAWA 6370B
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Figura 3.12: Curvas de fase-tensio´n para longitudes de onda ( ) entre 790 nm y
810 nm. Cada   es afectada de forma ligeramente diferente por el ı´ndice extraordi-
nario.Detalles de las curvas fase-tensio´n del entorno de fase 0 y fase 2⇡, los errores
debidos a la utilizacio´n de una sola curva de calibracio´n se incrementan al aumentar
el cambio de fase inducido
mı´nimo de fase, en nuestro ancho espectral es de hasta 0.7 radianes (⇡40o). Este
error es importante, pero no tanto co´mo el que se produce al trabajar en el cuarto
cuadrante. En esta zona, por su elevada pendiente, el error cometido puede llegar a
ser de varios radianes.
No hemos podido establecer sin dudas que las medidas anteriores no este´n conta-
minadas por efectos de automodulacio´n de fase en la fibra o´ptica utilizada. As´ı pues
hemos decidido trabajar con solo una de las curvas de calibracio´n, la correspondiente
a la frecuencia central de nuestro pulso, 799 nm. Las posibles desviaciones de esta-
blecimiento de fase derivadas de la dependencia con la longitud de onda quedan, por
lo tanto, dentro del problema de optimizacio´n objetivo de esta tesis.
3.3.3.d. Acoplamiento espacio-temporal
La resolucio´n espacial finita que nos ofrece tanto en el sistema 4f co´mo el SLM
tiene co´mo consecuencia la existencia de un acoplamiento espacio temporal [53]. En
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pocas palabras, cuando el haz conformado mediante un sistema 4f es enfocado exis-
tira´n variaciones, tanto de la posicio´n espacial del foco [45] co´mo de su distribucio´n
espectral en el mismo [54], que sera´n dependientes de la fase aplicada. El desplaza-
miento espacial puede no tener relevancia en los casos donde la muestra irradiada
sea lo suficientemente homoge´nea y se utilice un adecuado sistema de deteccio´n que
pueda acomodar dicho desplazamiento. Sin embargo, cuando la muestra se encuentra
en la nanoescala, o es enfocado fuertemente, sus efectos no pueden ser ignorados [55].
3.4. Caracterizacio´n temporal con PG-FROG
Las limitaciones en la velocidad de los dispositivos electro´nicos hacen necesa-
rio la utilizacio´n de me´todos indirectos para la caracterizacio´n temporal (intensi-
dad/espectro) de los pulsos ultracortos. La reconstruccio´n del perfil temporal de in-
tensidad y fase de un pulso ultracorto requiere la utilizacio´n de otro pulso ultracorto
y una interaccio´n o´ptica no-lineal.
Un pulso la´ser queda completamente definido por su campo ele´ctrico en el dominio
del tiempo, E(t), o de la frecuencia, E˜(w). El objetivo de la caracterizacio´n es conocer,
sin ambigu¨edades, tanto la intensidad co´mo la fase en ambos dominios.
Para la caracterizacio´n completa de pulsos ultracortos las te´cnicas mas destacadas
son SPIDER(Spectral Phase Interferometry for Direct Electric-field Reconstruction)
[56], GRENOUILLE (Grating-eliminated no-nonsense observation of ultrafast inci-
dent laser light e-fiels) [57] y FROG (Frecuency Resolve Optical Gating) [2]. Esta
u´ltima es la que se ha implementado para la medicio´n de pulsos ultracortos en el
laboratorio del Grupo de Procesado por La´ser del CSIC.
Antes de la aparicio´n de la te´cnica FROG para caracterizar un pulso la´ser se dis-
pon´ıa de sistemas de autocorrelacio´n y correlacio´n cruzada as´ı co´mo de espectro´me-
tros. En los autocorreladores37 el pulso es dividido en dos, con un camino o´ptico (re-
tardo) variable de un pulso respecto al otro. Los pulsos interactuan sobre un medio
con respuesta no-lineal instanta´nea, ofreciendo la respuesta expresada en la formula
3.4. T´ıpicamente se utiliza el proceso de Generacio´n de Segundo Armo´nico (SHG).
La SHG genera un campo al doble de la frecuencia del de los haces incidentes con
una intensidad que es proporcional al producto de la intensidad instanta´nea de ambos
pulsos. Este mecanismo de generacio´n de frecuencias ofrece ciertas caracter´ısticas que
hace que sea utilizada en varios experimentos de esta tesis38. La amplitud de la sen˜al
37El proceso descrito es ide´ntico en el caso de los correladores cruzados, en los que se utiliza un
pulso conocido para realizar la medicio´n en vez de la divisio´n del pulso.
38Cap´ıtulo 5.3, pa´gina 107, donde se ofrece una explicacio´n mas detallada del proceso de generacio´n
de segundo armo´nico
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generada viene dada por
A(⌧) /
Z +1
 1
I(t)I(t  ⌧)dt (3.4)
El resultado experimental de la autocorrelacio´n se obtiene variando ⌧ , el retardo
relativo entre ambos pulsos y midiendo la intensidad de SHG correspondiente. Este
sistema no ofrece una caracterizacio´n temporal precisa del pulso, la estructura fina
queda oculta, e irrecuperable, debido al proceso de la autocorrelacio´n en s´ı. Ademas,
al ser la sen˜al de los sistemas de deteccio´n proporcional al mo´dulo del campo, la
informacio´n de fase no es accesible.
Una implementacio´n experimental que es capaz de evitar estos problemas y ofre-
cernos informacio´n acerca de la fase del campo es FROG. Ba´sicamente es un siste-
ma de autocorrelacio´n temporal resuelto espectralmente que permite observar co´mo
var´ıan las componentes espectrales del pulso a lo largo del tiempo.
Existen mu´ltiples implementaciones de este concepto, dependiendo del feno´meno
de interaccio´n no-lineal (segundo armo´nico, tercer armo´nico,...), siendo la que hemos
elegido Polarization Gate-FROG, PG-FROG, en adelante FROG. Esta ha sido elegida
debido a que no presenta ambigu¨edades en la direccio´n del tiempo co´mo si ocurre con
SHG-FROG. La configuracio´n experimental se muestra en la Figura 3.13.
PG-FROG utiliza co´mo interaccio´n no-lineal el efecto de puerta o´ptica Kerr. Co´mo
vemos en la Figura 3.13 el pulso es dividido en dos mediante el divisor de haz de la
entrada, obteniendo el pulso de excitacio´n o puerta y el pulso de muestreo. El pulso
de muestreo viaja a trave´s de dos polarizadores cruzados, actuando el primero co´mo
polarizador y el segundo co´mo analizador. El segundo pulso viaja a trave´s de una
la´mina retardadora  /2 de forma que se fuerza un desfase de polarizacio´n de 45o
respecto al pulso de muestreo. Los dos pulsos son enfocados y solapados espacialmente
en un medio con respuesta no-lineal intensa. En nuestro caso se ha utilizado una
lamina de SF57 (Schott) de ⇡ 100µm.
El pulso de puerta genera una birrefringencia inducida en la la´mina de SF57 por
efecto Kerr 39 electro´nico. Co´mo resultado, la lamina de SF-57 actu´a co´mo lamina
retardadora variable cuyo desfase depende de la intensidad del pulso de excitacio´n. La
combinacio´n de polarizador-analizador que atraviesa el pulso de muestreo hace que, en
ausencia de dicha birrefringencia inducida, el pulso sea rechazado en el analizador. La
rotacio´n de polarizacio´n inducida por la puerta Kerr permite a una porcio´n del pulso
de muestreo atravesar el analizador y ser detectada en un espectro´metro. Mediante la
traslacio´n de la linea de retardo, a trave´s de la que viaja el pulso puerta, se hace un
barrido temporal que nos permite obtener el registro espectral en funcio´n del tiempo
de la interaccio´n entre ambos pulsos. Esto constituye la traza de FROG. La intensidad
39Kerr Polarization Gating
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Figura 3.13: Representacio´n esquema´tica de PG-FROG e implementacio´n experimen-
tal. El pulso de entrada es dividido en el de muestreo, que viaja a trave´s de un par
polarizador-analizador hasta el espectro´metro, y el de puerta, dotado de un retardo
ajustable, que genera el efecto puerta Kerr que permite medir el pulso de muestreo.
de sen˜al registrada corresponde a
IPG FROG(w, ⌧) =
    Z 1 1E(t)    E(t  ⌧)2)  2 e iwtdt
     (3.5)
Las trazas de PG-FROG ofrecen una representacio´n intuitiva y directa de lo que
esta sucediendo en el pulso, reflejando con precisio´n la evolucio´n de las componentes
espectrales a lo largo del tiempo. Diferentes trazas de PG-FROG t´ıpicas se muestran
en la Figura 3.14.
Se muestran las trazas correspondientes al pulso gausiano mas corto posible para
un espectro determinado ( fase plana), denominado pulso por transformada, as´ı co´mo
a pulsos con trino de diferente signo.
Una vez obtenida la traza de FROG del pulso es necesario aplicar algoritmos de
recuperacio´n de fase. Estos se encargan de la deconvolucio´n de la sen˜al para obtener,
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Figura 3.14: Trazas de FROG t´ıpicas. De izquierda a derecha de un pulso por trans-
formada, pulso con trino negativo y pulso con trino positivo [2].
sin ambigu¨edades, la caracterizacio´n completa del pulso, obteniendo su amplitud y
fase, tanto espectral co´mo temporal.
Cap´ıtulo 4
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4.1. Introduccio´n
Hemos visto co´mo para modificar la estructura temporal de nuestros pulsos utili-
zamos el filtrado de Fourier en el espacio de frecuencias mediante modulacio´n de fase,
as´ı co´mo el soporte experimental utilizado para su implementacio´n y medicio´n, pero
¿Co´mo trabajamos con la fase? y ¿co´mo encontramos la mejor fase para optimizar el
efecto a estudiar?
Estas dos preguntas son el eje fundamental de este cap´ıtulo, en el que trataremos:
El espacio de control: La manipulacio´n de la fase se realizara mediante el SLM
que nos proporciona 320 puntos de control. Veremos co´mo se trabaja con ellos.
La optimizacio´n: Una vez establecidos los para´metros bajo los que se va a mani-
pular la fase se pasara´ a la fase de optimizacio´n. En esta se realiza la bu´squeda
y determinacio´n de la fase adecuada para optimizar el efecto deseado.
A lo largo del cap´ıtulo veremos co´mo se ha realizado una reduccio´n de dimensio-
nalidad sobre el espacio de control para hacer el problema mas accesible, intentando
no perder capacidad de manipulacio´n temporal de la energ´ıa del pulso. ¿Exploramos
en el tiempo o en la frecuencia?, ¿codificamos con fases o con tensiones? Hay ciertas
decisiones que se han de tomar, explicaremos cua´les y por que´ las hemos tomado.
En el terreno de la optimizacio´n se vera´ co´mo funcionan los algoritmos de optimi-
zacio´n utilizados, tema central de esta tesis. Se utilizara´n dos algoritmos evolutivos:
algoritmos gene´ticos (AG) y di↵erential evolution (DE ), as´ı co´mo un algoritmo con
una filosof´ıa de funcionamiento completamente diferente: es de tipo determinista. Se
ha desarrollado espec´ıficamente teniendo en cuenta ciertas caracter´ısticas topolo´gi-
cas esperadas del espacio de soluciones. Puede ser una alternativa real y eficiente al
enfoque evolutivo tradicional, al menos en un grupo de problemas que posean dicha
topolog´ıa. Si bien existen me´todos teo´ricos para estudiar las propiedades de conver-
gencia de un algoritmo, so´lo su aplicacio´n pra´ctica sobre un nu´mero suficiente de
problemas nos puede ofrecer una perspectiva de su comportamiento. En el cap´ıtulo 5
veremos el comportamiento de los algoritmos en experimentos reales.
4.2. Modelo del espacio de control
4.2.1. Capacidad de control sobre la fase
Nuestro espacio de control esta´ constituido por 320 elementos independientes de
control de fase, pixeles en el SLM, cada uno de ellos con un rango de modificacio´n de
fase de hasta 16 radianes. Esta excursio´n de fase es una limitacio´n seria a la hora de
conformar pulsos. Para poder alcanzar valores superiores a estos 16 rad de fase sobre
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el espectro hemos de trabajar con la fase enrollada, con lo que cada pixel manejara´ un
rango de fases [0-2⇡).
El valor de la tensio´n de control de fase aplicable esta´ cuantificado por un con-
trolador de 12 bits (4096 niveles). Debido a que la zona en la que el desfase inducido
es superior a 2⇡ no se utiliza, el rango de uso se restringe al intervalo 150-4095. Es-
ta es una reduccio´n mı´nima en el espacio ya que seguimos necesitando 12 bits para
cuantificarlo.
co´mo vimos en la Figura 3.10, pa´gina 39, la relacio´n tensio´n aplicada-fase propor-
cionada, no es lineal. Este hecho condiciona la controlabilidad de la fase. En el cuadro
4.1 se muestra el nu´mero de puntos de control correspondientes a los cuadrantes del
plano polar. co´mo puede verse existen niveles de cuantificacio´n muy diferentes en
cada cuadrante. Esto representa un serio problema de precisio´n a la hora de imprimir
la fase y es insalvable40, ya que esta´ determinado por el comportamiento del cristal
liquido. Disponemos de una resolucio´n de 4.5 E-4 rad ( 0.026o) en el primer cuadrante,
5.2E-3 rad (0.29o ) en el segundo, 1.9E-2 rad ( 1.1o) en el tercero y 3.4E-2 rad (2o )
en el cuarto.
Cuadrante Ptos de control resolucio´n(rad/grados)
1o, 0-⇡/2 3500 4.5E-4/2.57E-2
2o, ⇡/2-⇡ 300 5.2E-3/0.29
3o, ⇡-3⇡/2 80 1.9E-2/1.125
4o, 3⇡/2-2⇡ 45 3.4E-2/2
Cuadro 4.1: Nu´mero de puntos de control de fase por cada cuadrante
A estos errores debidos a la granularidad en el control de la fase hemos de an˜adir
los errores asociados a la utilizacio´n de una sola curva de calibracio´n. Tendremos una
respuesta ligeramente diferente en cada una de las longitudes de onda manipuladas.
Por tanto, el error que introducimos va a depender tanto del pixel (frecuencia) en
el que estamos trabajando co´mo de la fase introducida. Por ejemplo, al introducir la
fase mı´nima aplicable (fig.3.12), el valor de o↵set introducido puede hacer variar la
fase hasta 0.7rad (40o) dependiendo de la longitud de onda. En la zona cercana a 2⇡,
debido a la elevada pendiente de la curva fase-tensio´n, este error es considerablemente
mayor.
Se ha determinado asumir que estos errores, tanto los derivados de la dependencia
de la longitud de onda, co´mo los de la cuantificacio´n de la fases, formen parte del
problema. En consecuencia hemos optado por trabajar con una sola de las curvas de
40Una variacio´n experimental que contribuir´ıa a mejorar esta limitacio´n ser´ıa la utilizacio´n de una
configuracio´n de pulse shaper en doble paso, de esta forma la seccio´n de fases sobre la curva estar´ıa
limitada a [0-⇡), disponiendo de una mejora sustancial en el control con tres veces mas resolucio´n
en el cuarto cuadrante que es el que mas problemas presenta en este aspecto.
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fase-tensio´n, utilizando la curva correspondiente a la   central de nuestro espectro,
799nm.
4.2.2. Espacio de manipulacio´n de para´metros
Los algoritmos trabajan con abstraccio´n de los datos y pueden realizar la explora-
cio´n tanto en el espacio de tensiones co´mo en el de fase espectral. Hemos optado por
trabajar con valores de fase, realizando una traslacio´n a tensiones mediante la curva
de calibracio´n. De esta forma manipulamos directamente sobre el espacio de control
(espacio de fases) y las operaciones necesarias, co´mo el enrollado de la fase, se sim-
plifican notablemente. Una ventaja an˜adida de trabajar con la fase es la posibilidad
de incorporar con facilidad diferentes dispositivos de control41 o incluir las curvas de
fase-tensio´n adecuadas para cada longitud de onda.
4.2.3. Eleccio´n del espacio de bu´squeda
Una u´ltima decisio´n que ha de tomarse es en que´ espacio que va a realizar la
bu´squeda. Disponemos de dos espacios rec´ıprocos, frecuencia y tiempo. Ya que es-
tamos optimizando una interaccio´n no-lineal dependiente de E(t), puede parecer in-
teresante trabajar directamente sobre la forma temporal del pulso. Dos han sido las
principales razones que nos han hecho descartar esta aproximacio´n:
co´mo se ha visto los problemas de granularidad en el control de la fase y la
dependencia de la longitud de onda generan limitaciones en la precisio´n de ajuste
de fase y errores a la hora de imprimir la fase requerida. Para poder explorar
adecuadamente en el tiempo ser´ıa necesaria una caracterizacio´n exhaustiva del
sistema.
Resulta conveniente trabajar directamente en el espacio de control , y no de
forma indirecta, co´mo ser´ıa hacerlo a trave´s del tiempo. La posible acumulacio´n
errores en el proceso de conversio´n y aplicacio´n supondr´ıa una dificultad extra
en la localizacio´n del o´ptimo en el espacio de bu´squeda.
Por lo tanto, se decidio´ realizar la bu´squeda directamente sobre el espacio de fases.
4.2.4. Codificacio´n de la fase
La dimensionalidad del espacio de control es un elemento que condiciona la velo-
cidad y, por lo tanto, la eficiencia de la optimizacio´n. Hemos de intentar evitar que
41La abstraccio´n de co´mo se implementa esa fase dependera´ de cada dispositivo y sera´ indepen-
diente de la implementacio´n del algoritmo de bu´squeda
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los tiempos de optimizacio´n se conviertan en inabordables en el mundo experimental,
as´ı que el primer paso a realizar es una reduccio´n de la dimensionalidad del problema
en la forma SnPixeles ! SD. Mediante una relacio´n de transformacio´n podemos repre-
sentar los 320 p´ıxeles con D variables de control, siendo D < 320. Por supuesto, esta
reduccio´n no es gratuita, al realizar una transformacio´n entre los dos espacios esta-
mos introduciendo una segmentacio´n artificial sobre el espacio original de bu´squeda,
que va a limitar nuestra capacidad de control temporal. Es conveniente utilizar una
segmentacio´n versa´til y no agresiva.
La solucio´n mas ampliamente adoptada para reducir la dimensionalidad del pro-
blema es la utilizacio´n de una modelizacio´n donde la fase es representada mediante
un nu´mero reducido de te´rminos de una serie (Taylor, Legendre, Chebyshev,....) [22],
pero este tipo de representacio´n tiene varios problemas asociados que nos han hecho
descartarla, entre los que destacamos:
Determinadas series presentan problemas. Por citar un ejemplo las series po-
lino´micas sufren del feno´meno de Runge [58], que surge cuando usamos inter-
polacio´n polino´mica de alto grado para aproximar funciones de cierta comple-
jidad. El resultado es que al incrementar el grado del polinomio para conseguir
un mejor ajuste nos podemos encontrar con que aumentamos el error de la
aproximacio´n.
La eleccio´n de la cantidad de te´rminos de la serie y de la serie en s´ı, limita seria-
mente las soluciones que son accesibles en el problema [22]. Esta segmentacio´n
del espacio de soluciones, que no es exclusiva del uso de series, se traduce en
una limitacio´n de las conformaciones de fase expresables y, por lo tanto, de las
formas temporales que puede generar el sistema.
Ese tipo de implementacio´n nos obliga a trabajar con la fase desenrollada y
posteriormente enrollarla para imprimirla en el sistema. Ello obligar´ıa a una
caracterizacio´n exhaustiva de los problemas los derivados de las limitaciones
intr´ınsecas del sistema experimental que se han mostrado en el apartado 3.3.3.
Es por ello por lo que se ha optado por trabajar directamente mediante una codi-
ficacio´n pixel a pixel. Cada una de las nuevas D dimensiones actu´an co´mo un nodo
de control sobre la fase, compuesta por nPixeles42, aplicando un procedimiento de
interpolacio´n entre ellos. De esta forma podemos tener el ma´ximo control posible de
la fase, D = nPixeles, o utilizar D < nPixeles. El segundo motivo para la eleccio´n
de esta codificacio´n es el algoritmo desarrollado, MODS. Dicho algoritmo tiene entre
sus fundamentos la hipo´tesis de que estos puntos de control esta´n fuertemente aco-
plados en el tiempo y que pueden ser sometidos a optimizacio´n marginal. Veremos el
funcionamiento de MODS en detalle en el apartado 4.5.
42En nuestro caso los 320 pixeles de que dispone el SLM
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Se utilizara´ una distribucio´n equiespaciada de D nodos a lo largo del espacio de
control. La utilizacio´n de una densidad variable en el posicionamiento de los nodos
de control podr´ıa presentar ventajas, por ejemplo, la estructura de fase en la zona
espectralmente mas energe´tica suele tener mas riqueza y podr´ıa requerir un mayor
nu´mero de nodos para poder definirla. Este punto no se ha explorado en el desarrollo
de esta tesis, constituyendo una linea futura a explorar.
La fase w esta representada, por lo tanto, por un conjunto deD puntos de control
que constituyen los para´metros sujetos a optimizacio´n
 w = ( i) i = 1, . . . , D (4.1)
Cuando D = nPixeles se obtiene el ma´ximo control posible disponible y la apli-
cacio´n sobre el SLM es directa. Si D < nPixelSLM , hemos de realizar una relacio´n
de transformacio´n
 SLM = TR( w) (4.2)
 SLM = ( p) p = 1, . . . , nP ixels; (4.3)
Esta transformacio´n sera´ realizada mediante una interpolacio´n de los valores de
fase de los D puntos de control sobre el plano polar.
4.2.5. Interpolacio´n de puntos de control de la fase
La fase w, es representada porD para´metros que constituyen los nodos de control
de ajuste de la fase a imprimir sobre el espectro  SLM . Esta reduccio´n de dimensio-
nalidad, D < nPixels, implica que los valores de los p´ıxeles intermedios entre nodos
han de ser interpolados, existiendo principalmente dos posibles opciones:
1. Extensio´n del un nodo. Los nodos intermedios toman el mismo valor que el nodo
mas cercano, de esta forma la fase toma valores discretos.
2. Interpolacio´n de valores. Los nodos intermedios toman valores interpolados de
forma continua entre nodos.
La primera opcio´n discretiza los valores de fase generando saltos bruscos. Tal y co´mo
hemos visto en el Capitulo 3.3.3, los saltos bruscos de fase entre pixeles adyacentes
introducen una modulacio´n de amplitud en el pulso. En la pra´ctica se traduce en mo-
dificaciones de la sen˜al medida no relacionadas con la estructura temporal del pulso.
Si bien este ruido de modulacio´n puede ser admisible para las optimizacio´n mediante
algoritmos evolutivos, MODS, el algoritmo desarrollado, utiliza informacio´n de las
caracter´ısticas topolo´gicas del espacio de soluciones y esta modulacio´n de amplitud
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introducir´ıa distorsiones topolo´gicas que podr´ıan dificultar su evolucio´n satisfactoria.
Por lo tanto hemos adoptado la interpolacio´n continua entre los D nodos de control.
La interpolacio´n se realiza en el plano polar. Cada uno de los D para´metros puede
adoptar un valor que oscila entre ±⇡ respecto a sus nodos adyacentes. Si bien se
contemplo´ la posibilidad de usar una interpolacio´n suave, via spline por ejemplo, el
hecho de trabajar directamente con la fase enrollada implica aplicar saltos bruscos de
fase, co´mo veremos enseguida, por lo que es mejor opcio´n trabajar con interpolacio´n
lineal. Los valores adoptados por los puntos intermedios de interpolacio´n se muestran
en la Figura 4.1. Supongamos que queremos interpolar los valores de fase entre un
nodo con fase  ini y otro con fase  fin, con nint puntos de interpolacio´n entre ellas,
Figura 4.1: Puntos de interpolacio´n entre dos nodos adyacentes. Al ser D < nPixeles
hemos de estimar el valor de fase que deben adoptar los p´ıxeles entre los D para´metros
El incremento de fase,    en cada uno de los puntos de interpolacio´n tomara el
valor
   =

e
j
 ini
 fin
  1
nptosInterp+1
(4.4)
y cada uno de los puntos interpolados sera´
 n = e
j ini(  )n 1 , n = 1, . . . , nptosInterpolados (4.5)
Por supuesto, esta opcio´n no esta´ carente de problemas. El principal es que el
enrollado de fase puede producir una discontinuidad en la forma temporal del pulso
al explorar los valores de fase de un nodo. Para ilustrar este feno´meno en la Figura 4.2
se ha representado una fase, compuesta por 25 nodos sobre una envolvente espectral
arbitraria (izquierda), en la que se varia la posicio´n relativa de los nodos centrales.
Las diferentes posiciones de los nodos dan lugar a una conformacio´n temporal deter-
minada (derecha). En la figura los nodos esta´n representados por puntos rojos con
la interpolacio´n lineal entre ellos mostrada por una l´ınea amarilla. La fase impuesta
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Figura 4.2: Exploracio´n de la posicio´n de un nodo. La forma temporal resultante
presenta una transicio´n continua con la exploracio´n de la fase (1,2,3). Cuando la
diferencia de fase entre dos nodos consecutivos es > 2⇡ (4) se genera el enrollado de
fases, provocando una discontinuidad de la transicio´n de formas temporales.
sobre el SLM, correspondiente a la interpolacio´n en el plano complejo, se muestra
como barras verdes. En fig4.2.1 a 3 la distancia existente entre el nodo a y el nodo b
es < 2⇡, bajo estas circunstancias (y para esta configuracio´n de fase) la fase sobre el
SLM coincide con la interpolacio´n lineal. Se puede apreciar como la forma temporal
asociada tiene continuidad con la distancia entre nodos. En la fig4.2.4 la distancia
entre los nodos es > 2⇡, esto provoca el enrollado de fase, y se puede apreciar como
hay un cambio brusco en la forma temporal. Este cambio temporal sera´ mas o menos
acusado dependiendo de la configuracio´n de fases total, y tendra´ como consecuencia
una variacio´n brusca entre los valores de evaluacio´n experimental entre valores de fase
pro´ximos entre si, generando una discontinuidad en el espacio de soluciones.
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4.2.6. Limitaciones por el nu´mero de nodos utilizados
El hecho de utilizar una reduccio´n de dimensionalidad mediante la modelizacio´n
por nodos, si bien consideramos que es la representacio´n que introduce menos seg-
mentacio´n artificial sobre el espacio de soluciones, no esta´ carente de limitaciones.
El nu´mero de puntos utilizados va a limitar la complejidad estructural que pueda
adoptar la fase, Si D es demasiado bajo puede que no podamos representar fielmente
la fase necesaria. Por otro lado, el teorema de Parseval establece dado un E(t) cuya
transformada de Fourier es E˜(w), la integral de
   E˜(t)   2 es igual a la integral de   E˜(w)   2. Esto es, la cantidad de energ´ıa en ambos dominios es la misma. En nuestro
problema esto implica que el nu´mero de nodos de control utilizados determina cuales
son los paquetes de energ´ıa temporal que podra´ manejar cada nodo, la precisio´n que
pueden alcanzar los ajustes temporales. Excepto en el caso del primer y u´ltimo nodo
cada uno de ellos va a manejar la energ´ıa asociada a nPixeles/D  1 pixeles, ya que
cada nodo maneja las fases comprendidas entre el y los nodos adyacentes, tal y como
vemos en la Figura 4.8, pa´gina 75. La energ´ıa asociada a cada nodo dependera´ de la
proyeccio´n espectral sobre el modulador de fase.
Un nu´mero bajo de nodos nos presenta un posible submuestreo de la fase, pero
por otro lado nos brinda mayor manejo de energ´ıa por nodo. O lo que es lo mismo,
a mayor nu´mero de nodos utilizados, mejor sensibilidad y menor ruido debe tener
nuestro sistema experimental, para poder detectar las contribuciones temporales de
cada nodo. Esto es especialmente relevante en el caso de MODS ya que realiza op-
timizacio´n marginal sobre los nodos, en la que habra´ que detectar la contribucio´n
individual de cada nodo sobre la interaccio´n no-lineal a observacio´n.
4.2.7. Multimodalidad intr´ınseca
Mas alla´ de otras consideraciones y problemas experimentales, el hecho de trabajar
con modulacio´n de fase implica multimodalidad. Diversas configuraciones de fase nos
ofrecen la misma respuesta temporal y ,por lo tanto, el mismo resultado experimental.
Podemos constatar de entrada que sobre la forma temporal del pulso existen dos
fuentes de multimodalidad:
Orden 0: Cualquier constante an˜adida a la fase mantiene la forma temporal del
pulso.
Orden 1: Cualquier cambio lineal en la fase mantiene la forma temporal del
pulso, pero lo desplaza en el tiempo.
En principio esto no debe suponer un inconveniente en el proceso de optimizacio´n.
La multiplicidad de existencia de buenas soluciones, de hecho, facilita la bu´squeda,
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pero puede dificultar la interpretacio´n f´ısica de los resultados. Por su naturaleza,
los algoritmos con base estoca´stica pueden acabar en cualquier punto del espacio de
control con equivalencia temporal. El algoritmo desarrollado,MODS, es de naturaleza
determinista, por lo que presenta la ventaja de ofrecer siempre la misma respuesta
ante las mismas condiciones, sujeta a variaciones externas a el funcionamiento del
mismo, co´mo puede ser la presencia de ruido. En la pra´ctica veremos co´mo, por
restricciones experimentales, esta multimodalidad no se cumple necesariamente, tal
y co´mo se muestra en el cap´ıtulo 5.1.2, donde se vera que ante la multimodalidad de
orden 0 la conformacio´n temporal se conserva, pero no lo hace la energ´ıa del pulso.
4.3. Algoritmo Gene´tico
Los Algoritmos Gene´ticos (AG) fueron los primeros algoritmos de optimizacio´n
aplicados en la optimizacio´n de la interaccio´n la´ser-materia mediante conformacio´n
temporal de pulsos, demostrando la viabilidad de utilizar un sistema adaptativo para
controlar la excitacio´n de mole´culas [10]. Junto con las estrategias evolutivas son los
algoritmos mas utilizados en este tipo de problemas, pudiendo encontrar aplicaciones
en propagacio´n de pulsos en fibras o´pticas [24], compresio´n de pulsos [25], alineacio´n
molecular [59] o control coherente [60] entre otros. Dada la amplia bibliograf´ıa y
el extendido uso de este tipo de algoritmos evolutivos, mostraremos la base de su
funcionamiento, remitiendo al lector a la literatura existente para mas detallada [61]
[62].
Los (AG) fueron desarrollados en la de´cada de los 70 por John Holland [63] y
fueron resultado de sus investigaciones orientadas a explicar el proceso adaptativo de
los sistemas naturales y el disen˜o de un sistema artificial que contuviera el mecanismo
de la seleccio´n natural. Se desarrollo un algoritmo que tiene co´mo modelo de funcio-
namiento la seleccio´n natural Darwiniana, es decir, la recombinacio´n de genes a trave´s
de la reproduccio´n sexual y la supervivencia de los individuos mejor adaptados. Se
han demostrado adecuados para la resolucio´n de un amplio espectro de problemas,
siendo especialmente adecuados en la resoluciones de problemas no-lineales donde
el espacio de soluciones es lo suficientemente extenso para que otros algoritmos de
bu´squeda exhaustiva resulten, en la pra´ctica, inviables.
Entre sus caracter´ısticas podemos destacar:
1. Los AG trabajan con una codificacio´n de los para´metros de bu´squeda, no con
los para´metros en si mismos. Este punto ha sido eliminado en algunas versiones
mas modernas, donde se trabaja con los para´metros en coordenadas naturales.
2. No suelen presentar una velocidad de convergencia elevada. Su evolucio´n de-
pende exclusivamente de los mecanismos de mutacio´n y recombinacio´n de solu-
ciones.
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3. Presentan un buen comportamiento en un amplio espectro de problemas.
4. Son complejos de ajustar ya que hay que ajustar en cada problema un nu´mero
elevado de para´metros en el algoritmo.
La implementacio´n de este algoritmo es una adaptacio´n del software proporcionado
por Jenoptik, fabricante del SLM
4.3.1. Funcionamiento general
La estructura de funcionamiento de un AG se muestra en la Figura 4.3. Una vez
inicializada la poblacio´n se realiza su evaluacio´n, en la que se estima la salud de los
individuos (soluciones) que la componen. Si se ha alcanzado el criterio de convergencia
la optimizacio´n ha terminado. Si no es as´ı, se realizan las operaciones de mutacio´n,
cruce y reproduccio´n de los individuos para conformar la siguiente poblacio´n, que ha
de volver a ser evaluada. El proceso se repite hasta cumplir el criterio de convergencia.
Figura 4.3: Esquema general de funcionamiento de un algoritmos gene´tico.
La poblacio´n de soluciones en la generacio´n g,P ,g esta´ compuesta por Np indivi-
duos
P ,g = ( i, g), i = 1, ..., Np (4.6)
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donde cada uno de los individuos es una posible solucio´n y estara´ compuesto por los
D para´metros que representan la fase
 i,g = ( j,i,g) , j = 1, ..., Dnodos (4.7)
Es posible trabajar directamente con estos para´metros, y aplicar sobre ellos los
mecanismos de mutacio´n y recombinacio´n. En esta tesis se ha utilizado la implemen-
tacio´n cla´sica, en la que cada uno de los para´metros estara´ codificado mediante k bits.
 j,i,g =  p,j,i,g p = 1, . . . , k (4.8)
Cada uno de los individuos  i,g que componen la poblacio´n estara´, por tanto,
compuesto por una cadena de bits, 1’s y 0’s, de longitudD⇤k denominada genotipo. La
expresio´n co´mo para´metros en coordenadas del sistema de esta cadena es su fenotipo.
Durante la evolucio´n de la poblacio´n no se trabaja directamente con los para´metros,
sino con la representacio´n de la misma mediante esta cadena binaria. Aunque en la
pra´ctica muchos de los mecanismos de mutacio´n utilizados y el procedimiento de cruce
se efectu´a a nivel de para´metro
En primer lugar se realiza una medicio´n de la salud de los individuos, S( i),
mediante su evaluacio´n sobre el problema. Para la evolucio´n entre una generacio´n,
P ,g, y la siguiente, P ,g+1, se utilizan los procesos de seleccio´n,cruce ymutacio´n.
La evolucio´n de la poblacio´n exclusivamente mediante los mecanismos de mutacio´n
aleatoria y cruce aleatorio, junto con la codificacio´n mediante bits de la solucio´n, son
las caracter´ısticas que distinguen a los AGs de las Estrategias evolutivas.
Seleccio´n
En primer lugar, la poblacio´n es sometida al proceso de seleccio´n, en el que los
individuos que van a combinarse (reproducirse) para dar lugar a la generacio´n g + 1
son elegidos. Existen mu´ltiples variantes a la hora de realizar la seleccio´n, en nuestro
caso los criterios utilizados son:
Elitismo: Un nu´mero determinado de los individuos con mejor salud formaran
parte de la siguiente generacio´n sin someterse a la reproduccio´n. Este es el u´nico
esquema que garantiza la convergencia del algoritmo [64].
Seleccio´n proporcional a la salud de los individuos : Para el resto de soluciones
(Np  elite) que formaran la generacio´n g+1 hay que seleccionar a sus padres,
se utilizan dos individuos de la generacio´n g para generar un individuo en la
generacio´n g + 1. Los individuos con mejor salud tienen mayor probabilidad de
ser seleccionados para la reproduccio´n, pero no la certeza de ser elegidos. La
probabilidad de seleccio´n de un individuo, p( i), sera´
p( i) =
S( i)PNp
j=1 S( j))
(4.9)
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Cruce
Una vez determinados los individuos que va reproducirse , el operador de cruce
es el encargado de combinar sus genes. En este proceso se intercambian segmentos
de genes entre los padres, de forma ana´loga a co´mo se realiza en la naturaleza. Se
utilizan dos puntos de cruce escogidos al azar con probabilidad uniforme. El cruce se
realiza a nivel de para´metro, combinando los segmentos entre los individuos mediante
una mascara de combinacio´n creada con una cierta probabilidad de cruce pc.
Figura 4.4: Operacio´n de cruce a nivel de para´metro entre dos individuos A y B.
Utilizando dos puntos de cruce y una mascara de cruce se selecciona de que padre va
a heredar el hijo los para´metros
Mutacio´n
Si so´lo utiliza´semos el cruce entre individuos, el espacio de exploracio´n estar´ıa de-
terminado exclusivamente por la combinatoria en base a la poblacio´n inicial. Una vez
obtenidos los miembros constituyentes de la generacio´n g+1, lamutacio´n proporcio-
na a los individuos generados la variabilidad necesaria para una correcta exploracio´n
del espacio de soluciones, siendo aplicada a los individuos que no provienen de la
seleccio´n de e´lite.
Cada uno de los individuos generados sera´ mutado con una determinada probabi-
lidad de mutacio´n, pm. En este caso se utilizan 7 operadores de mutacio´n diferentes
que se selecciona con probabilidad uniforme sobre los individuos que conforman una
generacio´n:
1. Variacio´n gausiana a nivel de para´metro: Cada uno de los para´metros sufre
una variacio´n en torno a si mismos con una distribucio´n gausiana de desviacio´n
standard aleatoria
2. Se realiza un suavizado del individuo mediante un promediado con una copia
de si mismo que a sufrido una rotacio´n con longitud de un para´metro.
3. Adicio´n o sustraccio´n de un o↵set con valor 1, se aplica con probabilidad uni-
forme a nivel de para´metro.
4. Copia de para´metros a sus vecinos, aplicada con probabilidad uniforme.
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5. Bit-flip. Cambio de 1 por 0 y viceversa se aplica a nivel de bit con probabilidad
uniforme.
6. Rotacio´n de longitud aleatoria. Se aplica a nivel de para´metro.
7. Espejo. Se generan individuos sime´tricos con eleccio´n aleatoria del segmento
que da lugar a la simetr´ıa (se divide en dos y se reflejan los valores de una de
los segmentos).
4.4. Di↵erential Evolution
Las estrategias evolutivas (EEs) presentan un buen desarrollo en este tipo de pro-
blemas. Podemos encontrarlas aplicadas a problemas co´mo la optimizacio´n de genera-
cio´n de segundo armo´nico [3], alineacio´n molecular [27] o la compresio´n de pulsos [65],
ejemplos en los que se utilizan las estrategias Covariance Matrix Adaptation (CMA-
ES y Derandomized Adaptation (DR2 ). El nu´mero de evaluaciones necesarias para
la convergencia en los ejemplos citados se cifran en miles. Nuestro objetivo u´ltimo es
poder aplicar la conformacio´n adaptativa de pulsos sobre experimentos con recursos
limitados (p.e. superficie de muestra), por lo que estos tiempos de convergencia son
inviables.
En la bu´squeda de un algoritmo que ofreciera mejores tiempos de convergencia
optamos por la aplicacio´n de una estrategia alternativa, Di↵erential Evolution (DE )
[66]. Se ha mostrado mas eficiente que otros tipos de algoritmos evolutivos [67] [31] y
se decidio´ evaluarlo co´mo algoritmo alternativo de optimizacio´n.
Di↵erential Evolution es un me´todo de optimizacio´n global sobre espacios conti-
nuos disen˜ado para cumplir los requerimientos:
1. Habilidad para manejar funciones de costo no diferenciable, no-lineales y mul-
timodales. DE es un me´todo estoca´stico de bu´squeda directo, as´ı que puede ser
aplicado en entornos donde la bu´squeda se hace en un experimento real y no
so´lo en una simulacio´n
2. DE es paralelizable, lo cual le permite trabajar con funciones de coste de alto
requerimiento computacional. co´mo hemos visto en nuestro caso esto no supone
una ventaja an˜adida, dado que nuestro sistema experimental no es paralelizable.
3. Facilidad de sintonizacio´n, al disponer de pocos para´metro de control, robustos y
de fa´cil eleccio´n. DE utiliza la informacio´n de su propia poblacio´n para explorar
el espacio de bu´squeda. Este esquema de auto-organizacio´n se realiza tomando el
vector diferencia de dos vectores escogidos al azar en su poblacio´n para perturbar
a otro vector existente. Todos los elementos de la poblacio´n son perturbados.
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Esta es una diferencia importante frente a las EEs donde las perturbaciones
esta´n predeterminadas por una probabilidad de perturbacio´n
4. Posee buenas propiedades de convergencia. Presenta una velocidad de conver-
gencia consistente al mı´nimo global en diferentes lanzamientos.
4.4.1. Funcionamiento general
DE 43 utiliza dos poblaciones de individuos-vectores (soluciones), ambas con un
taman˜o de Np individuos (soluciones), que permanece constante durante toda la op-
timizacio´n de los D para´metros.
Nuestra poblacio´n generacional sera´
Px,g = (Xi,g) , i = 1, ..., Np, g = 1, ..., gmax (4.10)
compuesta de individuos :
Xi,g = (xj,i,g) = ( j,i,g) , j = 1, ..., Dnodos (4.11)
siendo g el ı´ndice de la generacio´n a la que pertenece la poblacio´n, i el ı´ndice del
individuo dentro de la poblacio´n y j el para´metro dentro de la poblacio´n.
En la primera poblacio´n, Px,1 la inicializacio´n de los individuos es abordada me-
diante un muestreo aleatorio en el espacio sujeto a optimizacio´n. La poblacio´n debe
cubrir todo el espacio de soluciones con una probabilidad uniforme. En nuestro caso
cada ( j,i,g) adoptara´ valores 2 [0, 2⇡], aunque en caso de tener soluciones prelimina-
res se podr´ıa generar una poblacio´n co´mo desviaciones sobre esa solucio´n aproximada
inicial.
Mutacio´n
En cada generacio´n se obtiene una poblacio´n Pv,x de prueba intermedia de Np
vectores mutados vi,g
Pv,g = (Vi,g) , i = 1, ..., Np, g = 0, 1, ..., gmax (4.12)
Siendo cada individuo:
Vi,g = (vj,i,g) = ( j,i,g) , j = 1, ..., Dnodos (4.13)
Estos vectores mutados vi,g se generan mediante las operaciones de mutacio´n y
cruce de individuos y son los encargados de explorar el espacio.
43Descripcio´n basada en Di↵erential Evolution, A Practial Approach to Global Optimization [68]
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En la operacio´n de Mutacio´n cada uno de los individuos se genera mediante la
mutacio´n diferencial que an˜ade un vector diferencia de dos vectores escalados por un
factor F a un tercer vector para formar el vector mutado vi,g
vi,g = xr0,g + F (xr1,g   xr2,g) (4.14)
El factor de escala F 2 (0 , 1 ) es un entero real positivo. Si bien no existe un
l´ımite superior, su valor o´ptimo no suele ser mayor a 1. Los ı´ndices de los vectores
involucrados en la mutacio´n r1 , r2 , r3 2 [0 ..Np ] son escogidos aleatoriamente con
probabilidad uniforme para cada una de las mutaciones, con la u´nica condicio´n de rn 6=
i , r1 6= r2 6= r3 . Al vector xr0,g se le denomina donor o vector base y a F (xr1,g xr2,g)
perturbacio´n. El factor de ponderacio´n F nos proporciona el taman˜o del paso de
bu´squeda  , que gracias a los vectores diferencia sera´ dina´mico. En la Figura 4.5
tenemos una descripcio´n visual de este proceso, en el que vemos los vectores diferencia
posibles sobre una poblacio´n de 9 individuos. Estos vectores diferencia poseen una
distribucio´n que se escala por el factor F. Una de estas diferencias escaladas se an˜ade
al donor para formar el individuo mutado.
Figura 4.5: Vectores diferencia posibles sobre una poblacio´n de 9 individuos. Estos
conforman las perturbaciones posibles aplicables a cada individuo, ponderadas por el
factor F
Cruce
La estrategia de mutacio´n diferencial se complementa con la aplicacio´n de un
operador de cruce uniforme, comu´nmente denominado recombinacio´n discreta, en la
que se genera la poblacio´n de prueba, Pu,g utilizando las poblaciones mutada Pv ,g y
original Px ,g ,
Pu,g = (Ui,g) , i = 1, ..., Np, g = 0, 1, ..., gmax (4.15)
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donde cada individuo de prueba tiene la forma:
Ui,g = (uj,i,g) , j = 1, ..., Dnodos (4.16)
y es formado siguiendo la regla
Ui,g = uj,i,g =
⇢
vj,i,g si (randj(0, 1) )C o j = jrand)
xj,i,g en cualquier otro caso
(4.17)
siendo C 2 [0 , 1 ] la probabilidad de cruce, que controla que´ fraccio´n de los vectores
es copiado del elemento mutado, y que es constante a lo largo de todo el proceso.
jrand 2 [1 ,D ] nos asegura que al menos uno de los componentes del vector es alterado
y asegura una diversidad mı´nima en la poblacio´n de prueba Pu,g .
Cruce
Finalmente se produce el proceso de seleccio´n, en el que cada uno de los vectores
de prueba que componen Pu,g se enfrentan a los de la generacio´n actual, Px,g , para
conformar la siguiente generacio´n, Px,g+1 , siguiendo el siguiente esquema
xi,g+1 =
⇢
ui,g si f(ui,g)  f(xi,g)
xi,g en cualquier otro caso
(4.18)
siendo f(ui,g) y f(xi,g) las evaluaciones de funcio´n de costo de los individuos.
El proceso de mutacio´n, cruce y seleccio´n se repite indefinidamente hasta que la
condicio´n de detencio´n se cumple.
4.4.2. Variantes usadas
Con el fin de acelerar el proceso de optimizacio´n hemos empleado dos variantes
que mejoran el rendimiento de DE sobre nuestro problema. La primera de ellas realiza
una mejora sobre la poblacio´n inicial, la segunda acelera la convergencia en bu´squedas
locales.
4.4.2.a. Opposite Based Learning
Opposite Based Learning es un me´todo de inicializacio´n de poblacio´n que mejora la
seleccio´n de individuos en la generacio´n 0 y que se ha mostrado eficaz en la aplicacio´n
de DE sobre compresio´n de pulsos, en la´seres amplificados basados en fibra [26],
con un sintetizador de pulsos previo a la etapa de amplificacio´n. Su funcionamiento
consiste en generar una poblacio´n inicial aleatoria y su opuesta, o complementaria,
dentro de nuestros l´ımites de bu´squeda. A partir de estas dos poblaciones se realiza
una evaluacio´n seleccionando a los mejores individuos para conformar la poblacio´n
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inicial. De esta forma se trata de mejorar el punto de partida en la bu´squeda. Dada
una poblacio´n inicial
Px,0 = (Xi,0) , i = 0, 1, ..., Np  1, g = 0, 1, ..., gmax (4.19)
compuesta de individuos :
Xi,0 = (xj,i,0) , j = 0, 1, ..., Dnodos   1 (4.20)
con para´metros j seleccionados en el intervalo I 2 [0.,2⇡] generamos
Poppx,o =
 
Xoppi,0
 
, i = 0, 1, ..., Np  1, g = 0, 1, ..., gmax (4.21)
compuesta de individuos :
Xoppi,0 = (xoppj,i,0) = 0 + 2⇡   xj,i,0, j = 0, 1, ..., Dnodos   1 (4.22)
Generamos la poblacio´n inicial escogiendo los mejores individuos de ambas pobla-
ciones
xi,0 =
⇢
Xoppi,0 si f(Xoppi,0)  f(xi,0)
xi,0 en cualquier otro caso
(4.23)
4.4.2.b. Operador de mutacio´n trigonome´trico
Hemos implementado un operador de mutacio´n trigonome´trico [69] que mejora
la velocidad de convergencia del algoritmo en problemas de optimizacio´n local. Lo
hemos usado ya que las caracter´ısticas del espacio de soluciones, que se vera´n en la
descripcio´n del algoritmo propuesto, apartado 4.5, indican que estamos ante un pro-
blema optimizacio´n local. En simulaciones (no mostradas) se incrementa la velocidad
de convergencia en al menos un factor 3. En este tipo de mutacio´n, al igual que en la
implementacio´n esta´ndar, se hace uso de tres vectores, xr0,g, xr1,g, xr2,g.
El donor es el centro del hipertriangulo formado por los tres vectores seleccionados
para formar parte de la mutacio´n, la perturbacio´n final es la suma ponderada de los
tres vectores diferenciales.
vi,g =
xr1,g+xr2,g+xr3,g
3 +
(p2  p1)(xr1,g   xr2,g) + (p3  p2)(xr2,g   xr3,g) + (p1 + p3)(xr3,g   xr1,g)
(4.24)
donde
p1 =
|f(xr1,g)|
p0
(4.25)
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p2 =
|f(xr2,g)|
p0
(4.26)
p3 =
|f(xr3,g)|
p0
(4.27)
p0 = |f(xr1,g)|+ |f(xr2,g)|+ |f(xr3,g)| (4.28)
rn 6= i , r1 6= r2 6= r3 (4.29)
Aplicamos esta mutacio´n con una probabilidad trigonome´trica pt = 0,05 frente a
la mutacio´n normal para evitar la hiperconvergencia44 mejorando la velocidad frente
al esquema normal.
4.5. Algoritmo propuesto: MODS
Uno de los objetivos que nos planteamos al iniciar esta tesis era la exploracio´n
de los Algoritmos Evolutivos para poder realizar el ajuste de fase necesario para
alcanzar ciertos efectos f´ısicos. Si bien los Algoritmos Evolutivos muestran un buen
comportamiento sobre este tipo de problemas [70] [20] [27], alcanzando soluciones de
una gran calidad, adolecen de un problema fundamental: son relativamente lentos,
necesitando miles de evaluaciones para lograr la convergencia. En los casos en los
que el recurso a optimizar es costoso, en algu´n sentido del termino, disminuir nuestra
ventana de consumo de recursos es imperativo. Teniendo en cuenta esta restriccio´n,
hemos buscado una alternativa que nos permita realizar una ra´pida optimizacio´n de
la fase. El resultado de esta bu´squeda es un algoritmo de optimizacio´n, al que hemos
denominado Multiple One-Dimensional Search (MODS ), que presenta un excelente
balance entre tiempo de optimizacio´n requerido y resultado obtenido.
4.5.0.c. Comprensio´n intuitiva de MODS
Con el objetivo de facilitar la comprensio´n del funcionamiento del algoritmo, nos
permitimos dar una breve explicacio´n sobre co´mo llegamos a desarrollar MODS. Su
origen se basa esencialmente en dos ideas.
La primera proviene del ana´lisis hecho por Ofer Shir de unos de los considerados
problemas esta´ndar en este tipo de optimizacio´n, la generacio´n de segundo armo´nico
(SHG). En su art´ıculo The second Harmonic Generation Case-Study as a Gateway
44Convergencia prematura a un mı´nimo, esto hace que la probabilidad estar situados en un mı´nimo
local sea alta.
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for ES to Quantum Control Problems [3] se analiza en profundidad el problema de la
optimizacio´n de SHG.
En esta explicacio´n basta decir que la sen˜al de SHG es un proceso no-lineal de
segundo orden en el cual la sen˜al medible esta´ definida por
shg /
Z 1
0
|E(t))|4 dt (4.30)
La sen˜al medida constituye una medida fiable de la compresio´n temporal de pul-
so45. Cuanto menor es su duracio´n temporal, mayor sera´ el valor de la integral. Si
trabajamos con pulsos gausianos, el valor de duracio´n mas corto posible alcanzable es
el asociado al denominado pulso por transformada FTL46, pulso que podemos obtener
con una fase plana ( n = 0). En este caso todas las componentes espectrales esta´n en
fase y su extensio´n temporal es, por lo tanto, mı´nima.
Para hacer una estimacio´n de la complejidad del problema de maximizar la SHG en
sistemas de conformacio´n de pulsos mediante control de fase, Shir y coautores realizan
una serie de simulaciones con el objetivo de evaluar la complejidad matema´tica de
problema. El resultado se muestra en la gra´fica 4.6.
En la misma se muestra la curva de me´rito obtenida partiendo de un pulso gau-
siano y una fase controlada por 100 puntos inicializada en valores aleatorios [0.,2⇡),
dondo los valores de los puntos de control de fase se van colocando, individualmente,
a 0 rad, hasta conformar un pulso por transformada. Esto se realiza de tres formas
diferentes, indexando de izquierda a derecha, de derecha a izquierda y aleatoriamente
sin repeticio´n. Cada una de ellas se realiza 100 veces y el resultado promedio es el
mostrado en la Figura 4.6. Sus conclusiones les llevan a abordar el problema utilizan-
do dos estrategias evolutivas, Derandomized Evolution Strategies (DES), en concreto
DR2 y CMA-ES47. Las DES combinan la eficiencia de bu´squeda de las estrate-
gias evolutivas con el ana´lisis estad´ıstico para estimar la distribucio´n espacial de la
poblacio´n y la posible evolucio´n de la misma.
Podemos observar un hecho interesante en la evolucio´n de estas curvas: al ir situar
cada uno de los valores de fase en el valor o´ptimo, el incremento de la sen˜al es positivo,
independientemente del orden que escojamos para poner dichos valores a cero. Cada
uno de los valores de fase tiene su propia contribucio´n, separable y evaluable, sobre
el valor o´ptimo: su contribucio´n marginal. Este comportamiento, en si mismo, resulta
interesante, pero no aporta demasiado a la resolucio´n del problema. Nuestra inco´gnita
es, precisamente, cual es ese valor o´ptimo en el que se debe situar las fases.
45Veremos nuestros experimentos sobre compresio´n de pulsos en el cap´ıtulo 5.3.3, pa´gina 122
46Fourier Transform Limited
47DR2: utiliza informacio´n de primer ordenO(n) CMA (Covarianze Matrix Adaptation), utiliza
informacio´n de segundo orden O(n2) en sus para´metros de optimizacio´n, siendo n la dimensio´n del
espacio de bu´squeda
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Figura 4.6: Efecto del ajuste marginal de las fases a 0 rad para conseguir un pulso
por transformada y su efecto en la generacio´n de segundo armo´nico [3]
El segundo pilar de nuestro algoritmo llego´ ma´s adelante y proviene del mundo
de la femtoqu´ımica. En Why do e↵ective quantum controls appear easy to find? [71],
Herschel Rabitz48 y Tak-San Ho se preguntan porque es aparentemente tan sencillo
encontrar soluciones a los problemas de control cua´ntico de procesos y hacen un
ana´lisis del espacio de control cua´ntico (QCL49) en te´rminos del campo de control
E(t).
Se pregunta por que´ se encuentran, con relativa facilidad, buenas soluciones utili-
zando conformacio´n de pulsos con control adaptativo en bucle cerrado en la optimi-
zacio´n de compresio´n temporal de pulsos, generacio´n de armo´nicos o manipulacio´n de
excitacio´n electro´nica. A priori un problema con alta dimensionalidad en el espacio
de control sobre efectos que presentan nolinealidades deber´ıan ofrecer extrema com-
plejidad, ma´xime dadas las caracter´ısticas restrictivas que posee el campo de control,
48uno de los padres de la femtoqu´ımica, ha trabajado en el control de dina´micas cua´nticas mediante
pulsos ultracortos conformados, introduce el concepto de Quantum Control Landscapes en el que
nos basamos
49Quantum Control Landscape
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co´mo estar situado en una frecuencia central determinada con un ancho de banda
limitado. Sus conclusiones son sorprendentes a la hora de entender nuestro problema.
En resumen, y bajo la premisa de disponer de suficiente control sobre E(t), concluyen
que en el QCL:
No hay falsos sub-o´ptimos en el espacio de soluciones50, todos sus mı´nimos son
mı´nimos globales.
Los puntos cr´ıticos del espacio de soluciones son puntos de silla
Los espacios de soluciones son de pendientes suaves y su extremo (o´ptimo) es
plano.
Deber´ıa haber cierto grado de robustez frente al ruido.
Estas conclusiones topolo´gicas son establecidas sobre probabilidades de transicio´n
entre estados cua´nticos, lo que implica sistemas realmente pequen˜os, conjuntos de
a´tomos o mole´culas principalmente. De ser aplicables a la escala en la que se realizan
nuestros experimentos nos ofrecen un escenario ideal. Nos encontrar´ıamos ante un
gradiente perfecto, en el que todos lo mı´nimos son mı´nimos globlales y que son ac-
cesibles desde cualquier punto del espacio de soluciones. Siempre y cuando el control
del que disponemos sobre E(t) sea suficiente.
El pulso E(t) en si mismo posee ciertas restricciones, co´mo su ancho de banda
que lo restringe a una duracio´n mı´nima de ⇡ 100 fs, y nuestra capacidad de control
espectral tambie´n posee limitaciones, co´mo que cada p´ıxel controla un paquete de
longitudes de onda, o la carencia de modulacio´n de amplitud. Asimismo nuestra ca-
pacidad de control se ve mermada por el uso de la parametrizacio´n por nodos. A pesar
de ello veremos co´mo tenemos control suficiente, y que podemos utilizar esas premi-
sas topolo´gicas en la bu´squeda, tal y co´mo se mostrara´ en la seccio´n de resultados
experimentales.
En cualquier caso, el armazo´n sobre el que construimos nuestro algoritmo es:
Cada uno de los para´metros de control tiene una contribucio´n marginal evalua-
ble en la solucio´n.
La topolog´ıa del espacio de soluciones nos predice que dentro de esa contribucio´n
marginal existira´n mu´ltiples o´ptimos que son globales.
Existe un gradiente monoto´nico en el espacio de soluciones
50Landscape
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Basandonos en estos puntos aplicamos el paradigma de divide y vencera´s: Optimi-
zamos de forma marginal cada una de los nodos que conforman la fase, buscando su
o´ptimo, sabiendo que cualquiera que encontremos sera´ va´lido y, ademas, la funcio´n
evaluada51 es monoto´na.
Veamos ahora una descripcio´n un poco mas formal.
4.5.1. Bases formales de MODS
MODS esta´ basado en tres asunciones fundamentales sobre las condiciones de
contorno del problema:
1. Cada uno de los para´metros de nuestro espacio de control puede ser ajustado
de forma marginal.( condicio´n suave)
2. No existen mı´nimos locales en el landscape.(condicio´n dura)
3. Existen infinitos mı´nimos globales en el landscape.(condicio´n dura)
La primera condicio´n se deriva la relacio´n tiempo-frecuencia que nos ofrece la trans-
formada de Fourier, que, expresada en su forma discreta nos dice
X! =
N 1X
t=0
xte
 i2⇡!t/N (4.31)
xt =
1
N
N 1X
!=0
X!e
 i2⇡!t/N (4.32)
en la que se verifica co´mo cada una de las componentes temporales de nuestro
pulso es una suma lineal de sus componentes espectrales. Las condiciones 2 y 3 las
consideramos duras ya que suponen una asuncio´n muy fuerte sobre la topolog´ıa del
espacio de soluciones. Se derivan de los estudios relativos al QCL realizados principal-
mente por Herschel Rabitz en sus estudios sobre Quantum Control Theory ( QCT )
y su aplicacio´n a Quantum Control Experiments (QCE ) [72][71] [73]. Para sintetizar
las caracter´ısticas topolo´gicas esperadas, estos dos corolarios extra´ıdos de la Tesis de
Ofer M. Shir, Niching in Derandomidez Evolution Strategies and its Applications in
Quantum Control [74], consideramos que contienen la informacio´n relevante:
Corolario 6.1.2 Quantum Control landscapes have extrema that correspond
to perfect control or to no-control. Furthermore, given a controllable quantum
system, there is always a trap-free pathway up to the top of the control landscape
from any location, allowing the location of the global maximun with first-order
(gradient) information.
51La evaluacio´n del feno´meno no-lineal a optimizar
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Corolario 6.1.3 A general controllable Quantum Control problem has a rich
landscape with an infinite number of optimal solutions, corresponding to perfect
control. Climbing-up to the top of the landscape reveals control level-sets at every
yield value, with manifolds which can be explored with continuous trajectories.
La posibilidad de realizar el ajuste marginal de los D para´metros supone una
reduccio´n mas en la dimensionalidad sobre el espacio de bu´squeda. La presuncio´n
teo´rica de existencia de un so´lo o´ptimo local accesible mediante un camino continuo y
sin cambios de signo en el gradiente es una caracter´ıstica topolo´gica extremadamente
u´til. Ademas el espacio de bu´squeda es circular, los valores que puede adoptar cada
una de los nodos de control, esta´n acotados en el rango [0, 2⇡). Ahora el espacio de
soluciones en el que realizamos la bu´squeda se transforma en la forma SnPixeles !
SD ! DS. De D para´metros a optimizar pasamos a D bu´squedas individuales en las
que el espacio de soluciones unidimensional es circular presentando un so´lo o´ptimo.
MODS esta disen˜ado para desenvolverse en ese espacio.
Existen elementos experimentales que nos alejan de este ideal, nuestro control
sobre E(t) es limitado, introducimos discontinuidades por la forma de tratar la fase,
se producen modulaciones de amplitud que distorsionan el espacio de soluciones y
tenemos un ruido en forma de variaciones aleatorias de energ´ıa y duracio´n en nuestro
pulso.
El funcionamiento general es similar al me´todo de Hooke-Jeeves (Pattern Search),
pero se diferencian en que MODS incorpora las contribuciones de cada para´metro.
4.5.2. Descripcio´n del algor´ıtmo
MODS utiliza una u´nica solucio´n en la que la fase,  w compuesta por D para´me-
tros, es utilizada co´mo medio de exploracio´n y co´mo elemento de memoria
 w = ( i) i = 1, . . . , D (4.33)
En la optimizacio´n cada uno de los D nodos que conforman la fase es optimizado
de forma marginal y su valor o´ptimo es retenido en el vector  w, realizando el proceso
para cada uno de los D nodos sin repeticio´n. Al proceso de optimizacio´n de todos
los nodos lo denominamos Barrido, B. La expresio´n algor´ıtmica ba´sica de MODS se
presenta en el Algoritmo 1
Hablamos de optimizacio´n marginal y no de optimizacio´n independiente de los D
nodos porque todos los elementos que conforman la fase se encuentran acoplados en
la solucio´n temporal. El efecto de la variacio´n de un nodo es dependiente del valor
del resto de la fase, encontrandose acoplados en el tiempo tal y co´mo nos muestra la
expresio´n 4.32.
Para completar la descripcio´n del algoritmo 1 hay tres aspectos por definir:
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Algoritmo 1 Secuencia ba´sica de MODS
for b = 1 to B do
for cada D nodo do
Obtener el valor de fase del nodo que optimice el observable
Incorporar el valor de fase obtenida en  w
end for
end for
¿Co´mo se realizan las bu´squedas individuales?
¿Co´mo se inicializa la fase?
¿Co´mo se realiza el barrido de los nodos?
Se respondera´ a estas preguntas en los siguientes apartados.
4.5.2.a. Bu´squedas individuales
Se ha logrado reducir el problema a su mı´nima expresio´n, una bu´squeda unidimen-
sional en la que usar un me´todo de gradiente parece la opcio´n natural. No obstante la
estimacio´n de gradiente en sen˜ales ruidosas no es trivial, las diferencias finitas no son
fiables. En nuestro caso las oscilaciones de potencia y temporales del pulso laser son
una barrera infranqueable desde el punto de vista experimental. Mediante una modi-
ficacio´n interna del amplificador ser´ıa posible mejorar este ruido [42], pero esta´ fuera
de nuestro alcance. El mismo grupo de investigacio´n52 nos muestra un ejemplo de apli-
cacio´n de un seguidor de gradiente [23] sobre generacio´n de segundo armo´nico, que
consiguen mediante una novedosa determinacio´n estad´ıstica de gradiente. En nuestro
caso la estimacio´n de gradiente queda descartada.
En nuestro sistema experimental las fuentes de fluctuacio´n de la sen˜al mas impor-
tantes son:
El la´ser posee una fluctuacio´n de energ´ıa pulso a pulso de ⇡5% ver Figura 5.2
, pa´gina 88. Al ser el objeto de la optimizacio´n efectos no-lineales, esta banda
se incrementa notablemente.
Como se puede observar en la Figura 5.2, el la´ser presenta tambie´n una fluctua-
cio´n de energ´ıa a medio plazo de un 10-15%.
Determinados efectos a optimizar, co´mo la absorcio´n a dos fotones53, presentan
una respuesta probabil´ıstica.
52Y me inclino a pensar que gracias a estas reducciones del ruido experiemtal
53Cap´ıtulo 5.3
72 Cap´ıtulo 4. Soluciones Propuestas
Ademas existen fuentes de distorsio´n de la topolog´ıa del espacio de soluciones, esto
es, variaciones del efecto no directamente relacionadas con la conformacio´n temporal
que impone la fase, que son especialmente cr´ıticas para MODS :
Existen diversas fuentes de modulacio´n de amplitud no deseadas, feno´menos
difractivos en el SLM o la existencia de filtros de polarizacio´n no controlados
en el camino del pulso. El espectro de salida del sintetizador de pulsos posee
componentes verticales de polarizacio´n dependientes de la fase introducida, que
se vera´n mas o menos atenuadas en estos filtros.
El uso de una parametrizacio´n con nodos, unido al uso del enrollado de fases,
genera discontinuidades en la transicio´n de las formas temporales obtenidas.
Estas fluctuaciones en la sen˜al y los efectos de la perturbacio´n sobre el espacio se
vera´n con detalle en el cap´ıtulo 5.1.3.
Dadas estas limitaciones se ha basado el procedimiento de optimizacio´n individual
en el muestreo selectivo de valores de costo54 para puntos de fase discretos con una
comparacio´n ordinal [75] de las muestras. Dada la asuncio´n topolo´gica, a partir del
resultado del muestreo , se realiza una segmentacio´n recurrente del espacio de bus-
queda, para obtener una acotacio´n del a´rea de fase donde reside la mejor funcio´n de
coste accesible.
Figura 4.7: Secuencia de pasos en la optimizacio´n de un nodo. Representacio´n en
el plano de polar (izquierda) y cartesiana (derecha). En la representacio´n cartesia-
na se muestra una posible curva de valores de costo, sen˜alando en gris la zona de
incertidumbre debida al ruido.
Se puede ver gra´ficamente el proceso de bu´squeda en la Figura 4.7, en la que se
muestra la misma bu´squeda representada en el plano polar y en un plano cartesiano,
54En la explicacio´n se utilizara´ costo para referirnos al observable
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en este u´ltimo se dibuja una posible curva de costo que cumple con las caracter´ısti-
cas esperadas: es suave, continua, posee un solo mı´nimo y es circular. El a´rea gris
representa una posible incertidumbre en debida al ruido. La busqueda comienza con
un muestreo inicial uniforme a lo largo de todo el espacio, puntos rojos. Este primer
muestreo trisecciona el espacio y nos permite elegir uno de los segmentos. Muestreos
sucesivos nos permiten realizar bisecciones dentro de este segmento acotando el a´rea
de residencia del o´ptimo. De esta forma conseguimos la ma´xima separacio´n posible
entre los puntos de muestreo a lo largo de todo el espacio. Esto nos asegura el ma´ximo
contraste posible entre los valores adquiridos de costo y ,por lo tanto, mejora nuestra
deteccio´n frente a la banda de ruido.
Su expresio´n en pseudoco´digo la vemos en el Algoritmo 2
Algoritmo 2 Estimacio´n del valor del nodo  i
   2⇡
32˙s
Las variables trialA,B,C almacenan el valor de costo as´ı co´mo la fase asociada.
trialA  C [ w |  i =  i]
trialB  C [ w |  i =  i +  ]
trialC  C [ w |  i =  i    ]
for s = 1 to S do
trialA, trialB  dosMejoresResultados [A,B,C]
  = f [A,B] . Obtenemos el a´ngulo de prueba siguiente
trialC  C [ w |  i =  ]
end for
 i = mejor [trialA, trialB, trialC ]
La realizacio´n de un muestreo selectivo con descarte de a´reas nos permite aco-
tar el a´rea de busqueda, sin la necesidad de una estimacio´n de gradiente. De forma
sistema´tica la bu´squeda puede expresarse mediante los siguientes pasos
Paso 0: Muestreo inicial y determinacio´n de segmento objetivo El pro-
ceso comienza tomando tres medidas equiespaciadas en los valores de fase posibles,
siendo una de ellas la correspondiente al valor inicial del nodo, definiendo tres seg-
mentos en el a´rea de bu´squeda. A partir del segundo nodo evaluado solo es necesario
realizar dos medidas, la correspondiente a la posicio´n inicial se hereda de la evalua-
cio´n del nodo anterior. La distancia de salto,  , estara´ determinada por el nu´mero de
Barrido que estemos realizando, modificando el a´rea de muestreo inicial que se utiliza
en cada pasada, en nuestro caso hemos utilizado:
  =
2⇡
3 · 2B 1 ; B = 1..nBarridos (4.34)
que ajusta   en el barrido B + 1 al taman˜o del segmento en B.
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Paso 1: Determinacio´n del segmento objetivo A partir de los tres valores del
muestreo inicial elegimos el segmento de fases donde se estima que reside el optimo,
seleccionando el contenido entre los dos mejores puntos de costo obtenidos. Este
criterio puede parecer burdo. De hecho, lo es, pero la presuncio´n de existencia de una
funcio´n suave y, sobre todo, la baja fiabilidad del valor obtenido debida al ruido, no
permiten aplicar estimadores ma´s avanzados. Si bien este criterio no es universal,en
simulaciones con ausencia de ruido se muestra efectivo.
Paso 2: Refinamiento de busqueda Una vez seleccionado el segmento de
bu´squeda, tomamos una nueva muestra en su interior. Para determinar la fase de
muestreo   consideramos cada punto de prueba co´mo un vector cuyo mo´dulo es la
medida adquirida, y su a´ngulo la fase utilizada. Estimamos   a partir de la suma
vectorial55 de las dos medidas que lo acotan. De esta forma, el punto de bu´squeda
es estimado dina´micamente a partir de las ponderacio´n de las muestras anteriores.
Cada una de estas nuevas adquisiciones de costo las denominamos Salto, S. Una vez
adquirido el valor de costo de este nuevo punto volvemos al paso uno, disponiendo
nuevamente de tres puntos de decisio´n para la segmentacio´n del espacio, reduciendo
el a´rea de bu´squeda en cada S. Una vez realizados todos los S determinados el mejor
valor de fase del nodo en evaluacio´n se incorpora a  w y se continua con siguiente
nodo en el barrido de optimizacio´n.
Cada evaluacio´n de nodos hereda un valor de la evaluacio´n anterior que for-
mara´ parte de la evaluacio´n inicial (paso 0), por lo que en cada uno de los barridos
se realiza´n (D(S+2)+1) evaluaciones, pudiendo llegar a acotar el a´rea de residencia
de la fa´se o´ptima del nodo en un entorno de 2⇡/(3 · 2B 1 · 2S 1) radianes (suponiendo
que gamma bisecte el segmento en el que se evalua).
La heur´ıstica de seleccio´n de rango de existencia del o´ptimo puede hacer que el
ajuste de fase sea erro´neo en alguna ocasio´n. Incluso sin la presencia de ruido es un
modelo de prediccio´n que tiene fallos. Este error cometido en realidad no es dema-
siado perjudicial. Una de nuestras hipo´tesis de partida nos dice que la topolog´ıa del
espacio sigue comportandose igual sea cual sea el punto en el que nos encontremos.
El error producido en el ajuste de un nodo puede afectar al valor final de la conver-
gencia alcanzable, pero al utilizar bu´squeda marginal, no compromete el proceso de
optimizacio´n. De esta forma conseguimos mantener bajo el nu´mero de evaluaciones
necesarias y tener un tiempo de optimizacio´n reducido.
Finalmente, el ajuste y posterior retencio´n en  w de cada uno de los ajustes indi-
viduales nos proporciona cierta ventaja frente al ruido debido a las fluctuaciones de
energ´ıa del laser a medio plazo, ya que las referencias de comparacio´n son temporal-
mente locales en el entorno de S + 2 evaluaciones.
55Al efectuar esta operacio´n debemos tener en cuenta si estamos trabajando con costo o me´rito
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4.5.2.b. Eleccio´n del punto de partida. Fase inicial
La eleccio´n del punto inicial de bu´squeda es fundamental puesto que, en general,
marca el entorno en el que se va a realizar la exploracio´n. Esto puede ser especialmente
cr´ıtico en el caso de MODS, en el que la bu´squeda se realiza mediante variacines sobre
una u´nica solucio´n. Una de las caracter´ısticas esperadas del espacio de soluciones que
describen los estudios sobre el QCL[72] es que desde cualquier punto del espacio pode-
mos acceder al o´ptimo, es decir, nuestro punto de partida no es tan relevante. Si bien
en los experimentos computacionales realizados este hecho es aparentemente es cierto,
no ocurre exactamente as´ı en la pra´ctica. Creemos que el motivo es principalmente
debido a la modulacio´n de amplitud no deseada que se produce al manipular la fase,
co´mo veremos en el capitulo 5.1.3, pa´gina 96, sobre las restricciones experimentales.
Hemos probado el comportamiento de MODS con dos tipos de inicializacio´n de fase:
Plana Todos los nodos poseen el mismo valor,  w = cte
Aleatoria Inicializamos de forma aleatoria la fase, con acotacio´n en la amplitud
que pueden adoptar, es decir, generamos fases aleatorias restringidas entre a y
b radianes,  w = rnd[a, b]
4.5.2.c. Tipo de Barrido
Una de las implicaciones de la posibilidad de aplicar optimizacio´n marginal es
que el orden de optimizacio´n de las variables es permutable. La integracio´n temporal
de cada componente espectral asociada a un nodo no esta´ sometida a jerarqu´ıas de
orden, esta´ndo su contribucio´n principalmente asociada a la energ´ıa espectral que
maneja cada nodo. La Figura 4.8 nos muestra la relacio´n espacial que existe entre
nodos, pixeles en el SLM y energ´ıa espectral asociada. Se ha sen˜alado en gris el a´rea
de influencia de uno de los nodos, como se puede apreciar cada nodo solapa su control
de la fase con los adyacentes.
Figura 4.8: Relacio´n espacial entre la amplitud espectral y los nodos de control de la
fase. Se muestra una fase cuadra´tica enrollada.
Hemos explorado tres tipos de recorridos de ajuste de nodos:
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Secuencial: Optimizamos cada uno de los nodos de forma secuencial, de izquier-
da a derecha (azules a rojos).
Aleatorio: La seleccio´n de los nodos a optimizar es aleatoria sin repeticio´n
En funcio´n de la energ´ıa espectral. Optimizamos los nodos desde el de mayor
al de menor energ´ıa, es decir, desde el centro espectral hacia las colas, alterna-
tivamente a izquierda y derecha del nodo central.
En la Figura 4.9 podemos ver la evolucio´n de la funcio´n de coste con los diferentes
tipos de recorridos. Es un extracto de los datos que veremos en detalle en el capitulo
5.2, en el que el objeto de optimizacio´n es una forma de onda arbitraria. En la figura
se muestra el resultado promedio ( 10 lanzamientos), de la evolucio´n de coste durante
un barrido (fig.4.9.a), partiendo desde una fase aleatoria, y utilizando los tres tipos
de recorrido mencionados. Se ha an˜adido una representacio´n esquema´tica del orden
de evaluacio´n de los nodos (fig.4.9.b).
Figura 4.9: Curvas de convergencia t´ıpicas segu´n el tipo de Barrido utilizado (a)
y representacio´n del recorrido de los nodos (b). El comportamiento depende de la
energ´ıa asociada a cada nodo. En secuencial (negro) conforma una sigmoide, random
(azul) se linealiza y por energ´ıa se maximiza la pendiente inicial (rojo).
La mejora de coste por nodo estara´ asociada a dos factores: Su posicio´n sobre
el espacio de soluciones y la energ´ıa espectral asociada a cada nodo. El primero
determinara´ la pendiente por la que se puede mover la solucio´n, el segundo cual sera´ la
excursio´n que podra´ alcanzar. La contribucio´n de la energ´ıa espectral con envolvente
gausiana se ve claramente reflejada en las curvas de los diferentes barridos. El recorrido
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secuencial (negro) nos muestra una evolucio´n sigmoidal, con una pendiente ma´xima
en la zona central del recorrido, correspondiente al ma´ximo espectral y pendiente cero
al inicio y final de la optimizacio´n, correspondiente a las colas espectrales donde no
hay energ´ıa espectral asociada. En el caso de optimizacio´n en funcio´n de la energ´ıa
(curva roja) la curva reproduce el decaimiento exponencial asociado a la energ´ıa del
espectro gausiano. Cuando el barrido se hace de forma aleatoria (curva azul) estas
contribuciones energe´ticas se distribuyen uniformemente, de forma que se linealiza la
curva de optimizacio´n.
Asimismo vemos co´mo el resultado de la optimizacio´n no es el mismo segu´n el
recorrido utilizado. Nuestra hipotesis para explicarlo es que, a medida que nos acer-
camos al o´ptimo, el gradiente disminuye. Al mismo tiempo en las colas espectrales la
energ´ıa disponible es mı´nima, por lo que resulta mas efectivo empezar la optimizacio´n
en la zona mas energe´tica del espectro, que nos ofrece mayor gradiente y disponemos
de ma´s energ´ıa para recorrerlo. Ademas, el problema del que provienen las curvas,
generacio´n de una forma arbitraria, posee mı´nimos locales ya que la conformacio´n
exacta mediante manipulacio´n de fase no existe por regla general. La optimizacio´n
por energ´ıa, en este caso, obtiene mejor resultado.
4.5.3. Algoritmo MODS completo
Uniendo las etapas de barrido y bu´squeda por nodo obtenemos el pseudoco´digo
del proceso completo, mostrado en el Algoritmo 3. Por simplicidad se ha expresado
utilizando recorrido secuencial de los nodos.
Los elementos que determinan su funcionamiento y el comportamiento asociado
son:
Nu´mero de nodos, D. Determina la resolucio´n en el ajuste de la fase, y
tambie´n la sensibilidad y relacio´n sen˜al/ruido (S/N) que necesitamos en nuestro
sistema experimental. Un mayor nu´mero de nodos implicara una menor energ´ıa
asociada a cada nodo y por lo tanto el efecto de la exploracio´n por nodo puede
no ser detectado, o quedar por debajo de la banda de ruido.
Inicializacio´n de la fase. Determina el punto de partida de la bu´squeda.
Utilizaremos dos tipos de inicializaciones, fase plana (p), donde todos los nodos
tienen el mismo valor inicial, o fase aleatoria (r) donde los nodos se inicializan
con sus valores aleatorios acotados entre los l´ımites [a,b] radianes.
B, Barrido. Determina el nu´mero de veces que se optimizan los D para´metros
o nodos. La aproximacio´n al optimo es gradual, en cada barrido se logra un
refinamiento de la bu´squeda mediante una revaluacio´n de la posicio´n de fase
que determina cada nodo. Por regla general lograr una buena convergencia, o
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Algoritmo 3 MODS, barrido secuencial
establecer vector de recorrido P
Las variables trialA,B,C almacenan el valor de costo as´ı co´mo la fase asociada.
for b = 1 to B do
   2⇡
32˙b
trialA  C[ w] . Evaluacio´n inicial de la fase para triseccion
for n = 1 to Dnodos do . Optimizacion de cada nodo
trialB  C [ w |  i =  i +  ]
trialC  C [ w |  i =  i    ]
for s = 1 to S do
A,B  dosMejoresResultados [trialA, trialB, trialC ]
  = f [A,B] . Obtencion del a´ngulo de prueba siguiente
trialC  C [ w |  i =  ]
end for
 i, triala = mejor [trialA, trialB, trialC ]
end for
end for
un buen posicionamiento de la mayor´ıa de los nodos no es viable en so´lo 1
barrido. Esto es debido a que la capacidad de mejora por nodo depende de la
conformacio´n global de la fase tanto co´mo de la posible contribucio´n del propio
nodo en evaluacio´n.
Tipo de Barrido. Establece el orden en el que se realiza la optimizacio´n de
los D nodos. Su comportamiento respecto a la capacidad de convergencia en
simulaciones es muy parecido. Disponemos de tres tipos diferentes: secuencial
(s), por energ´ıa (e) y aleatorio (a).
S, Salto. Saltos de fase que se realizan en la bu´squeda del optimo en cada D
para´metro. Determina la resolucio´n del ajuste de fase que conseguimos dentro de
cada ajuste de nodo. Aun no estando expresado en el algoritmo 3, en la pra´ctica
se ha implementado la posibilidad de usar un S diferente para el primer Barrido
que el que se usa en el resto.
 , Step Size. Determina el taman˜o del rango inicial de exploracio´n del valor de
nodo para cada Barrido. El   implementado trisecta el espacio uniformemente
el el primer Barrido, en los siguientes se reduce el rango de exploracio´n.
 : Punto de evaluacio´n de refinamiento de bu´squeda. Se determina automa´tica-
mente a partir de las dos mejores muestras anteriores.
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El nu´mero de evaluaciones totales requerida en la optimizacio´n estara´ determinado
por el nu´mero de barridos utilizados, el nu´mero de nodos a optimizar y el nu´mero
de saltos de refinamiento utilizados, siendo (suponiendo un nu´mero de saltos igual en
cada barrido)
Evaluaciones Requeridas = B(D(S + 2) + 1)) (4.35)
y el ajuste de fase alcanzado
Ajuste de fase =
2⇡
3 · 2B 1 · 2S 1 (4.36)
Por lo que tendremos un incremento lineal de los recursos (evaluaciones) requeridos
en la optimizacio´n con el nu´mero de nodos utilizados, disminuyendo logar´ıtmicamente
el error de ajuste con el nu´mero de saltos. Este incremento lineal del esfuerzo con
el nu´mero de variables es una clara ventaja frente al comportamiento t´ıpico de los
algoritmos evolutivos.
A lo largo de los cap´ıtulos experimentales se hara´ referencia a la configuracio´n
utilizada en los lanzamientos de MODS utilizando una nomenclatura compacta que
tendra´ la forma MODS/Nn/Fi/Tb/Nb-Sp-Ss, donde:
Nn:Nu´mero de nodos utilizados.
Fi:Fase inicial de partida, podra´ ser plana (p) o aleatoria (a), en cuyo caso se
indicara´ la distrubicio´n aleato´ria utilizada.
Tb: Tipo de barrido, secuencial (s), por energ´ıa (e) y aleatorio (a).
Nb: Nu´mero de barridos utilizados.
Sp: Nu´mero de saltos utilizados durante el primer barrido.
Ss: Nu´mero de saltos utilizados en barridos sucesivos.
Por ejemplo, MODS/50/p/s/2-2-3 representa: MODS utilizando 50 nodos, par-
tiendo de fase plana, con recorrido secuencial, dos barridos con dos saltos de bu´squeda
en el primero y 3 en el segundo.
En determinadas ocasiones no se respetara´ esta nomenclatura por mejorar la flui-
dez del texto.
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4.5.4. Ilustracio´n de funcionamiento
Para tener una visio´n de que´ ocurre durante el proceso de optimizacio´n de la fase
resulta revelador observar co´mo se comporta la solucio´n ensayada, |E(t)|, a lo largo
de una optimizacio´n. El experimento que se analiza es una simulacio´n de optimizacio´n
de SHG. La sen˜al de SHG es ma´xima para un pulso gausiano por transformada [76].
Se utiliza co´mo valor de me´rito el observable / R |E(t)|4 dt.
En la Figura 4.10 se muestra el esquema utilizado en la simulacio´n. Las fases
generadas por MODS,  MODS se an˜aden a un espectro gausiano con envolvente A(!)
que posee una fase  residual. En la Figura 4.11 podemos ver A(!) (negro) y  residual
(gris). Esta fase residual cuadra´tica da lugar a un pulso temporalmente expandido.
El objetivo de MODS es encontrar la fase que es necesario an˜adir56 a la fase residual
para maximizar el observable.
Figura 4.10: Simulacio´n de la optimizacio´n de SHG. La fase generada por MODS
se an˜ade a un espectro gausiano que posee cierta fase residual, el objetivo de la
optimizacio´n es obtener la fase que maximice el valor del observable / R |e(t)|4 dt
Se utiliza MODS/100/p/s/2-3-2, optimizando 100 para´metros de control, iniciali-
zando desde una fase plana, de forma secuencial, utilizando 2 barridos con tres saltos
de ajuste en el primero (501 evaluaciones) y dos en el segundo (400 evaluaciones). El
proceso total de optimizacio´n invierte 901 evaluaciones.
La solucio´n de fase de conformacio´n alcanzada por MODS se puede ver en la
Figura 4.11 en rojo, ademas esta´n representadas A(!) (negro),  residual (gris) y la fase
final resultante, residual+ MODS (azul). Si observamos la fase de conformacio´n vemos
que es igual a la fase residual del pulso, pero con curvatura contraria. Al trabajar
sobre el rango [0, 2⇡) radianes la fase obtenida esta´ enrollada. En la Figura 4.11.b
se ha realizado una ampliacio´n para poder apreciar mejor los detalles. Se aprecian
ligeros errores de ajuste en ciertos puntos; los contenidos en la zona mas energe´tica
del espectro son consecuencia de errores cometidos en el modelo de prediccio´n en la
segmentacio´n, aunque podr´ıan corregirse al realizar un tercer Barrido de ajuste. En
las colas espectrales el error es debido a la velocidad que alcanza la fase nativa: el
nu´mero de nodos es insuficiente para poder representar los cambios de fase y aparece
56Mediante el SLM solamente podemos an˜adir fase sobre el espectro
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Figura 4.11: Fase obtenida (rojo) para compensar una fase residual cuadra´tica (gris)
sobre un espectro gausiano (negro) y fase resultante (azul) utilizando 100 nodos de
control. En los extremos espectrales, primeros y u´ltimos p´ıxeles, se producen errores
debido a la poca energ´ıa disponible y al incremento de velocidad de la fase residual:
se necesita una mayor densidad de nodos para ajustarla correctamente.
aliasing. Al principio del barrido (p´ıxeles 0 al 40) el error es mayor que al final (p´ıxeles
280-320), este comportamiento es debido a la poca energ´ıa disponible en ese a´rea que
es, precisamente, donde comienza la optimizacio´n.
Vemos tambien co´mo la fase final esta´ compuesta por segmentos de fase plana, con
una cierta pendiente, segmentada en escalones de 2⇡ radiantes. Esto es equivalente a
tener una fase plana con cierta pendiente. Proporciona un pulso por transformada,
pero con un ligero desplazamiento temporal57.
En la Figura 4.12.a podemos ver la evolucio´n de |E(t)| a lo largo de todos los ensa-
yos realizados durante la optimizacio´n. Cada l´ınea vertical de la imagen corresponde
a una solucio´n temporal ensayada. Se muestra tambien la curva de optimizacio´n de
57Una de las multimodalidades del espacio de soluciones que vimos en el apartado 4.2.7, pa´gina
55
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Figura 4.12: Compresio´n de un pulso expandido mediante la aplicacio´n de una fase
cuadra´tica. Evolucio´n temporal las soluciones ensayadas por MODS durante la com-
presio´n (a) y evolucio´n de la funcio´n de me´rito durante dos Barridos de ajuste (b).
La escala de color indica la intensidad del campo
me´rito (fig.4.12.b) a la que se le ha superpuesto la curva de energ´ıa espectral para
tener una visio´n cualitativa de la energ´ıa asociada a cada nodo. Vemos la evolucio´n
durante el ajuste de los 100 nodos durante los dos barridos realizados. El incremento
de la funcio´n de me´rito esta´ directamente relacionada con la energ´ıa que maneja el
nodo sujeto a ajuste, conformando una sigmoide. En el primer barrido esta sigmoide
no aparece centrada sobre el espectro, ya que al principio del barrido nos encontra-
mos en la cola de la gausiana, hay poca energ´ıa disponible, y estamos muy alejados
del objetivo. Esto hace que la pendiente la sigmoide sea menos pronunciada. Cuando
un nu´mero suficiente de valores de nodos se ajusta la convergencia se acelera. En el
segundo ciclo este desequilibrio en las contribuciones ya no es tan acusado y parece
estar mas relacionado directamente con la energ´ıa. Al mismo tiempo podemos ver
(fig.4.12.a) co´mo evoluciona la forma temporal, pasando de un pulso expandido al
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principio del barrido a un pulso concentrado temporalmente. Se puede ver co´mo al
realizar la exploracio´n de los valores de los nodos se esta´ haciendo un batido de la
energ´ıa temporal asociada al nodo, deposita´ndola donde es mas adecuado para la
compresio´n. Este efecto es mas notable donde hay mas energ´ıa espectral asociada.
Figura 4.13: Evolucio´n temporal de la solucio´n ensayada por MODS en recorrido
secuencial con fase inicial plana. Partiendo de un pulso ensanchado por una fase
cuadra´tica, el algoritmo reubica temporalmente la energ´ıa espectral disponible. En
la zona central del barrido es mas evidente la reubicacio´n temporal de la energ´ıa. Se
muestra una ventana temporal de 3ps.
La evolucio´n de la conformacio´n temporal se aprecia con mas claridad en la Figura
4.13, donde hemos utilizado un mapa en 3D en vez de utilizar una escala de colores.
Se muestra una ventana temporal de ⇡ 3ps en la que vemos co´mo se comienza con un
pulso temporalmente ensanchado y se puede apreciar el efecto que tiene la explora-
cio´n de fase: Estamos probando diferentes formas temporales, moviendo la cantidad
de energ´ıa que puede manejar un nodo y ensayando su contribucio´n, tantas veces
co´mo muestras se toman a lo largo de su ajuste. En las zonas espectralmente poco
energe´ticas (principio y final de los Barridos) correspondiente a las colas espectrales,
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vemos co´mo este batido de energ´ıa no tiene pra´cticamente efecto sobre la forma tem-
poral. A medida que nos acercamos a la zona central de la gausiana espectral se puede
ya apreciar co´mo las variaciones producidas son mayores. Por lo tanto, el algoritmo
puede tomar decisiones de mas peso sobre la posicio´n de fase que cada nodo debe
adoptar para depositar temporalmente la energ´ıa del pulso.
Figura 4.14: Evolucio´n temporal de la solucio´n ensayada por MODS en un recorrido
secuencial con fase inicial aleatoria.
En la Figura 4.14 se muestra la evolucio´n temporal de la solucio´n ante el mismo
problema, con la diferencia de que esta vez la fase de partida del algoritmo,  MODS, es
una fase aleatoria uniforme en el rango [0, 2⇡). Se ha ampliado el a´rea de visualizacio´n
temporal lleva´ndolo hasta los ⇡ 10ps para mejorar la visualizacio´n en la fase inicial.
La utilizacio´n de una fase aleatoria genera una dispersio´n no uniforme de la energ´ıa
del pulso a lo largo del tiempo. La fase cuadra´tica residual se aprecia ligeramente,
co´mo podemos ver al inicio del primer barrido. El proceso de optimizacio´n tiene el
mismo comportamiento, a medida que se incrementa la energ´ıa disponible por nodo
(centro de los barridos), la energ´ıa disponible es mayor y el ajuste realizado es mas
efectivo. En definitiva logramos desplazarnos desde el pulso original expandido hasta
el pulso final por transformada, explorando la contribucio´n que tiene cada paquete
de energ´ıa, asociado a un determinado rango de longitudes de onda (que es el que
maneja cada pixel del SLM) mediante una exploracio´n discreta y determinista del
espacio de soluciones.
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5.1. Restricciones experimentales
En esta seccio´n se muestran los problemas mas importantes que nos hemos encon-
trado, y podido corregir en buena medida, relacionados con la fidelidad del observable
experimental. A lo largo de los cap´ıtulos previos ya se han visto algunas limitaciones
sobre el control que existen por el funcionamiento del SLM (apartados 3.3.3, 4.2.1),
por el nu´mero de nodos de control usados (apartado 4.2.6).
Desde el punto de vista de un problema de optimizacio´n, nuestra capacidad de
obtener una respuesta del sistema directamente relacionada, y reproducible, con las
acciones de control que ejercemos es imperativo. Sin embargo, en todo sistema real
existen perturbaciones que generan una variacio´n en su respuesta que nos aleja de
este ideal. Es por ello que esta seccio´n aborda los problemas derivados del ruido
experimental al que se ha tenido que hacer frente. Entendemos ruido en un sentido
amplio, co´mo todo aquello que nos perturba o distorsiona nuestra observacio´n.
Hemos dividido los problemas de ruido en dos variedades, que no son ni absolutas
ni excluyentes entre s´ı:
Intr´ınsecos. Sera´n aquellos problemas inherentes la naturaleza de nuestro sis-
tema experimental.
Emergentes. En esta categor´ıa se han introducido aquellos problemas que
surgen a partir de la interaccio´n del pulso la´ser a lo largo de su camino o´ptico,
antes de generar el observable.
El ruido intr´ınseco va a provocar perturbaciones sobre la sen˜al medida, es ruido
en el sentido cla´sico de la palabra. El ruido emergente, si bien tambie´n provoca per-
turbacio´n sobre la sen˜al, ha sido separado porque es causa de una distorsio´n de la
topolog´ıa del espacio de soluciones que los algoritmos tienen que recorrer. Para los
algoritmos evolutivos estas distorsiones pueden no suponer un problema insalvable.
En el caso de MODS, dado su sustrato topolo´gico, puede hacer inviable su aplicacio´n
en determinados casos.
Los problemas derivados del ruido que se muestran son en buena parte salvables,
pero que de no tenerse en cuenta pueden comprometer seriamente el resultado de la
experimentacio´n.
5.1.1. Ruido intr´ınseco
Co´mo ya refirio en la seccio´n 3.2 el sistema laser posee fluctuaciones de energ´ıa
pulso a pulso y a medio y largo plazo. Estas son principalmente debidas los proce-
sos involucrados en la generacio´n de los pulsos la´ser, oscilaciones en la potencia de
bombeo, fluctuaciones de temperatura, fluctuaciones de indice de refraccio´n, etc.
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Estas fluctuaciones son inevitables. Para observarlas hemos utilizado el dispositivo
mostrado en la Figura 5.1. Para monitorizar la energ´ıa de los pulsos utilizamos un
fotodiodo PIN de silicio DET110 (Thorlabs), con un tiempo de subida de 20ns. Su
comportamiento es lineal con la energ´ıa y presenta una banda de respuesta de 350 nm
a 1100 nm. Para la monitorizacio´n de la duracio´n temporal del pulso un fotodiodo
de absorcio´n a dos fotones58 (TPA) G1115 (Hamamatsu). La respuesta en frecuencia
de este u´ltimo se muestra en la Figura 5.17, donde podemos ver co´mo no posee
sensibilidad en la longitud de onda de irradiacio´n. Su sen˜al dependera´ de la absorcio´n
de dos fotones en la banda de 400 nm. Antes de alcanzar los fotodiodos el haz se
comprime espacialmente utilizando un telescopio (2 : 1) para mejorar la sen˜al de TPA,
ya que se trabaja sin enfocar sobre el detector. Co´mo control de energ´ıa utilizamos
filtros meta´licos y un control variable compuesto por una la´mina retardadora  /2 y
un cubo polarizador. El pulso se reparte entre los fotodiodos con un divisor de haz
97\3.
Figura 5.1: Dispositivo experimental utilizado para determinar las fluctuaciones aso-
ciadas a las oscilaciones naturales del la´ser en energ´ıa y duracio´n de pulso. Utilizamos
un fotodiodo lineal de Si y un fotodiodo de absorcio´n de dos fotones de GaAsP
La sen˜al de los fotodiodos se ha registrado durante una hora mediante un osci-
loscopio (Yokogawa DL9140L), adquiriendo una medida por segundo. La medicio´n
obtenida se muestra en la Figura 5.2. En la misma vemos la sen˜al de TPA (rojo)
y la sen˜al lineal (negro). La sen˜al esta´ registrada sin promedios en el osciloscopio,
a excepcio´n de la zona sen˜alada en la que se ha aplicado un promedio de 32 mues-
tras. Se observan las oscilaciones a corto (variacio´n instanta´nea de la sen˜al), medio
(con un periodo de unos 500 segundos) y largo plazo ( la sen˜al va decayendo con el
tiempo). En la sen˜al de TPA la amplitud de las oscilaciones se amplifica debido a su
cara´cter no-lineal. Tenemos en ella una variacio´n, respecto a su ma´ximo superior al
20% debido al proceso de respuesta cuadra´tica implicado59.
58La absorcio´n a dos fotones se vera con detalle en el Cap´ıtulo 5.3.3, pa´gina 122, es un proceso
no-lineal de tercer orden, cuya eficiencia depende de la densidad temporal y espacial de los fotones
59La calibracio´n de la respuesta no-lineal se encuentra en la pa´gina 109, Figura 5.17
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Figura 5.2: Registro de sen˜al del fotodiodo de absorcio´n a dos fotones y de fotodiodo
lineal durante una hora, una muestra por segundo. Se aprecian variaciones en la sen˜al
TPA no existentes en la sen˜al lineal, debidas a fluctuaciones temporales del pulso
En la figura hemos incluido lineas de gu´ıa para poder apreciar el detalle de la
sen˜al sin promedios (linea verde). Podemos ver que, si bien la sen˜al lineal se mantiene
estable en el medio plazo (con fluctuaciones media a medida) la sen˜al de TPA presenta
desviaciones no correlacionadas con la sen˜al lineal: hay un descenso significativo en la
zona central y se aprecian spikes que no tienen relacio´n con la sen˜al lineal. Estamos
viendo las oscilaciones temporales del pulso la´ser. En la zona promediada este efecto
es menos acusado, pero sigue presente.
En el interior del amplificador, el pulso es sometido a una expansio´n y a una pos-
terior recompresio´n temporal. En estas dos operaciones las frecuencias que componen
el pulso viajan espacialmente separadas. El problema surge de las corrientes te´rmicas
de conveccio´n existentes en el interior de la caja del amplificador, debidas al calor
producido en las ce´lulas de pockels y en el cristal de Ti:zafiro donde se absorbe el
bombeo. Estas fluctuaciones se traducen en cambios locales aleatorios del ı´ndice de
refraccio´n del medio por el que las componentes espectrales esta´n viajando. Cada
una de ellas experimenta un ı´ndice de refraccio´n ligeramente diferente, modificando
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su fase relativa. Se esta´ produciendo una conformacio´n temporal del pulso no contro-
lada60. Dejamos de estar trabajando con un pulso estrictamente por transformada,
obteniendose un pulso mas ancho de lo deseado. Ello se traduce en un descenso de la
sen˜al de TPA.
Si observamos el histograma de ambas sen˜ales (fig. 5.3), vemos co´mo el asociado a
la sen˜al de TPA se extiende hacia la izquierda (menos eficiencia del proceso), debido
a estas expansiones temporales fortuitas del pulso, que no afectan a su energ´ıa total.
Figura 5.3: Histograma de las sen˜ales lineal (a) y de TPA (b). El histograma de TPA
muestra cierta tendencia hacia valores inferiores, indicando la expansio´n temporal de
los pulsos por fluctuaciones de ı´ndice del aire en el interior del amplificador
Para poder observar el comportamiento pulso a pulso utilizamos un Boxcar (SR250
Gated Integrator, Stanford Research Systems ) para registrar la sen˜al del fotodiodo
de TPA. El Boxcar nos permite la adquisicio´n de sen˜ales ra´pidas y repetitivas. En
e´l disponemos de una puerta temporal de medida que se posiciona sobre la sen˜al
del fotodiodo de TPA. Un integrador de puerta amplifica e integra la sen˜al presente
durante el tiempo de puerta y nos proporciona el valor de esta integral en forma de
una sen˜al de voltaje. Hemos utilizado una puerta de 5 ns sincroniza´ndola con los
pulsos la´ser mediante la sen˜al de disparo de la ce´lula de pockels que extrae el pulso
del Ti:Zafiro. De esta forma obtenemos el registro de todos los pulsos procedentes
del amplificador funcionando con una frecuencia de pulso de 1 kHz, el resultado se
muestra en la figura 5.4. Para comprobar la repetibilidad y deteccio´n de las medidas
utilizamos una fase compuesta por 25 nodos y modificamos el valor del nodo central
entre dos valores de fase diferente alternativamente. La sen˜al a corresponde a una
alternancia del nodo central entre 0 y 3 rad, la sen˜al b entre 0 y 5 rad. La sen˜al, en
negro, incluida co´mo referencia y obtenida de la electro´nica del propio SLM, marca en
el flanco de subida el momento en el que se manda la consigna de voltaje al SLM para
el posicionamiento de fase. El flanco de bajada esta posicionado a ⇡200 ms. La sen˜al
60Este efecto tambie´n se produce en el sintetizador de pulsos, principalmente debido a las corrientes
que genera el sistema de aire acondicionado, pero se han podido amortiguar mediante un sistema de
apantallamiento.
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roja nos muestra la lectura de TPA. Podemos apreciar el transitorio de alineacio´n de
las mole´culas de cristal l´ıquido del SLM, este proceso de alineacio´n tiene una duracio´n
de entre 200 y 250 ms61. La fase de 0 rad implica la aplicacio´n de un mayor voltaje,
debido a esto vemos co´mo la alineacio´n es mas ra´pida.
Figura 5.4: Registro pulso a pulso, mediante la utilizacio´n de un boxcar, de la sen˜al del
fotodiodo TPA ante cambios repetitivos de fase. Se aprecia el transitorio de alineacio´n
del cristal l´ıquido en el SLM y el ruido existente en la sen˜al.
Despues de poner todos los p´ıxeles a 0 rad, la sen˜al de TPA aumenta. La imposicio´n
de una fase plana no implica estructuracio´n temporal y el pulso es el mas corto posible.
Al cambiar el nodo la fase estructura el pulso y el proceso de absorcio´n de dos fotones
es menos eficiente. Las oscilaciones siguen estando presentes en la observacio´n pulso
a pulso, distinguimos dos tipos de oscilaciones de sen˜al:
Oscilaciones pulso a pulso. Entendemos que estas son inherentes al funciona-
miento del sistema de amplificacio´n, son oscilaciones de potencia y/o tempora-
les.
Oscilaciones a medio plazo (> 20 ms). Estas son debidas a fluctuaciones en la
densidad del aire y vibraciones meca´nicas de baja frecuencia ( Tra´nsito de per-
sonas, apertura de puertas, aire acondicionado,...). Estas provocan fluctuaciones
que se traducen en variaciones de duracio´n del pulso incontroladas y erra´ticas.
Respecto a las primeras poco podemos hacer, existe una propuesta que podemos
ver en [42], donde se separan mediante una pantalla en el interior del amplificador
61Dato del fabricante
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las a´reas de expansio´n-compresio´n de pulso de la de amplificacio´n. De esta forma
las corrientes convectivas no afectar´ıan al expansor-compresor. El segundo tipo de
oscilaciones se ha logrado mejorar significativamente. Descubrimos que un elemento
cr´ıtico era la posicio´n del SSA62 frente a la salida del amplificador. De alguna forma
el SSA amplificaba las variaciones de presio´n del aire. La ubicacio´n del SSA en otro
lugar contribuyo a una mejora sustancial. Aun as´ı, la obligacio´n de utilizar aparatos
de aire acondicionado para mantener la temperatura del laboratorio constante hace
que existan corrientes de aire que siguen afectando al sistema de forma erra´tica. Las
dos sen˜ales mostradas (a,b) han sido registradas sin el SSA a la salida del amplifi-
cador. Esta´n tomadas el mismo d´ıa con una separacio´n temporal no mayor de una
hora, y sin hacer modificaciones en el sistema experimental. A pesar de ello se aprecia
una diferencia significativa en las oscilaciones de la sen˜al. No hemos logrado identi-
ficar claramente el agente causante de estas oscilaciones temporales mas alla´ de las
corrientes de conveccio´n.
5.1.2. Ruidos emergentes. Efectos no deseados de la mani-
pulacio´n de fase
Una de las caracter´ısticas esperadas del sintetizador de pulsos mediante manipula-
cio´n de fase es la conservacio´n de la energ´ıa entre el pulso de entrada y el de salida. En
la pra´ctica, existe en el sistema una modulacio´n de la amplitud del espectro asociada
con los cambios de fase que introducimos a trave´s del SLM, que hace que esto no se
cumpla. Esta modulacio´n se produce tanto en el propio sintetizador co´mo a lo largo
del camino que recorre el pulso antes de llegar al experimento. La causa principal de
dicha modulacio´n son las componentes de polarizacio´n de los pulsos. Tanto las redes
de difraccio´n de entrada y salida del sintetizador co´mo el SLM deben trabajar con
polarizacio´n horizontal. La existencia de componentes verticales de polarizacio´n hace
que la eficiencia de las redes descienda y que en el SLM las componentes espectrales
sufran una rotacio´n de polarizacio´n63, dependiente de la fase impresa en cada pixel.
Diferentes partes del espectro experimentan una diferente rotacio´n de polarizacio´n de-
bida a los diferentes cambios de fase inducidos que, en la red de difraccio´n de salida,
se vera´n difractadas con diferente eficiencia. Por otro lado, para poder trabajar con la
ma´xima energ´ıa posible el haz que incide sobre las redes no se encuentra comprimido,
teniendo una extensio´n de unos 8 mm de dia´metro64. Este hecho hace que se genere
difraccio´n o↵-axis restando eficiencia al proceso de difraccio´n.
62SSA, Single Shot Autocorrelator, Positiva Light Inc.
63Cuando la polarizacio´n del pulso incidente sobre el SLM es horizontal so´lo se ve afectado por el
ı´ndice extraordinario, modificando solamente su fase, conservandose la orientacio´n de la polarizacio´n
a la salida del cristal l´ıquido
641/e2
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El pulso emergente del sintetizador, en la pra´ctica, puede poseer diferentes com-
ponentes de polarizacio´n vertical en diferentes sectores del espectro, dependientes de
la fase aplicada. Si bien la componente vertical para una determinada componen-
te espectral sera´ porcentual, al atravesar componentes que discriminan polarizacio´n
(atenuadores con la´mina  /2 ma´s cubo polarizador, ciertos recubrimientos...). Cada
una de las componentes espectrales se vera´ afectada de forma ligeramente diferente.
Esto conlleva una modulacio´n selectiva de la intensidad espectral, que lleva aparejada
una estructuracio´n temporal.
Figura 5.5: Trazas de FROG que muestran la modulacio´n de amplitud consecuencia
de la aplicacio´n de fases planas de diferentes valores. Es especialmente notable para
una fase de 5 radianes.
Por lo tanto, al realizar la una evaluacio´n del efecto a optimizar al imponer una
fase, estaremos observando no solo co´mo afecta la fase a la interaccio´n laser-materia,
tambien co´mo afecta el sistema experimental al pulso: tenemos una distorsio´n del
espacio de soluciones, se ha contaminado. Esto podra´ afectar a la eficiencia de los
algoritmos, especialmente de MODS, basado en la existencia de las caracter´ısticas
topolo´gicas de la interaccio´n expuestas en el cap´ıtulo 4.5.1, pa´gina 69. La modula-
cio´n indicada es fuertemente dependiente de la alineacio´n del sistema, configuracio´n
del sintetizador y estabilidad del la´ser. Incluso puede presentar un comportamiento
variable a lo largo de los d´ıas.
Para mostrar el efecto de la modificacio´n de energ´ıa espectral debida a los cambios
de fase en el siguiente ejemplo hemos puesto a prueba una de las invarianzas de las
que habla´bamos en el cap´ıtulo 4.2.7. En concreto analizamos si el pulso conserva su
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energ´ıa ante fase constante de diferentes valores. Imprimimos sobre el SLM diversas
fases planas con diferentes valores (0,1,2,4,5 y 6 radianes), y observamos sus trazas
de FROG. El resultado se muestra en la Figura 5.5 donde podemos ver el evidente
efecto de amplitud sobre el pulso. La energ´ıa del pulso se esparce sobre de la ventana
temporal de forma especialmente notable en el caso de fases situadas en el tercer y
cuarto cuadrante de fases (modificaciones de fase superiores a ⇡ radianes). Al exa-
minar la figura debemos tener en mente que las trazas de FROG son autoescaladas
y el contraste de color nos indica la diferencia de energ´ıa espectral a lo largo del
tiempo. Tambie´n se observa cierta modificacio´n temporal, el pulso con fase de 2 rad
es ligeramente mas ancho que los dema´s.
La consecuencia, co´mo hemos sen˜alado, es que la sen˜al observada por los algorit-
mos tendra´ dos dependencias, una asociada a la modulacio´n de amplitud provocada
por la fase impuesta y la otra del efecto en s´ı que estemos observando. Debido a
ello hay que ser especialmente cuidadosos con los elementos por los que viaja el pul-
so a lo largo del sistema experimental, fundamentalmente filtros de polarizacio´n no
controlados.
La optimizacio´n marginal, es decir, la observacio´n del efecto temporal que existe
a partir de la variacio´n de un solo nodo de los que conforman la fase, es el nu´cleo del
procedimiento de bu´squeda de MODS. En la Figura 5.6 se muestra un ejemplo del
tipo de efecto espectral pernicioso que podemos llegar a encontrar. Utilizamos una
fase plana con valor 0rad compuesta por 50 nodos y situamos el nodo 25 a 5 radianes.
El espectro se mide a trave´s del setup PG-FROG mediante su espectro´metro (Figura
3.13), pag 45. Cada nodo controla la energ´ıa correspondiente a 12 pixeles, se aprecia
claramente el efecto localizado de esta cambio local de fase, causando una pe´rdida de
energ´ıa espectral.
Figura 5.6: Efecto de la modulacio´n de amplitud en el espectro del pulso. Se utilizan
una fase compuesta por 50 nodos posicionados a 0 rad excepto el nodo 25 que se situ´a
a 5 rad. Se aprecian cambios en la energ´ıa espectral asociada al cambio de fase.
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Un ultimo ejemplo, en el que es especialmente notable co´mo la estructuracio´n de
la fase puede afectar de forma catastro´fica al pulso lo encontramos en la Figura 5.7.
En la misma vemos dos fases compuestas por 50 nodos con valores de fase aleatorios.
En la primera de ellas los valores han sido seleccionados dentro del rango [0, ⇡], de
forma que no se produce el enrollado de la fase. En la segunda el rango se ha ampliado
a [0, 3/2⇡], forzando de esta forma el enrollado de la fase.
Figura 5.7: Efecto de una fase aleatoria con y sin enrollado de fases. Los saltos bruscos
de fase generan pe´rdidas de energ´ıa espectral y distorsio´n temporal del pulso.
La interpolacio´n lineal entre los valores de los nodos (puntos rojos) se muestra
co´mo una l´ınea amarilla. La interpolacio´n real aplicada se muestra con barras verdes.
Esta representacio´n mediante barras ha sido elegida por representar mejor lo que
ocurre realmente en el SLM, donde so´lo podemos sumar fase, en forma de variacio´n
de camino o´ptico. Una vez se ha producido el enrollado de la fase, la distorsio´n en
nuestro pulso provoca que su energ´ıa se distribuya a lo largo de todo el tiempo, nos
estando este efecto directamente relacionada con la fase aplicada sino, co´mo hemos
visto anteriormente, con los efectos no deseados de atenuacio´n espectral selectiva.
Tambie´n nos afecta el efecto de atenuacio´n que se produce al tener un alto contraste
de fase entre dos p´ıxeles adyacentes [15].
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5.1.3. Conclusiones
Tanto las fuentes de ruido intr´ınsecas co´mo las emergentes afectan negativamente
al desarrollo de los algoritmos utilizados. Los ruidos intr´ınsecos (oscilaciones de po-
tencia y temporales del pulso la´ser) limitan la precisio´n con la que podemos realizar
nuestros ajustes de fase y, por lo tanto, el resultado que podemos llegar a obtener.
Por otro lado las oscilaciones de energ´ıa a medio plazo nos van a limitar el taman˜o
de las poblaciones en los algoritmos evolutivos. Si la poblacio´n es muy grande, nuestra
linea base de comparacio´n entre los individuos variar´ıa dentro de de cada generacio´n,
falseando su comparacio´n. Por ello, y tambie´n con el objetivo de minimizar la ventana
de recursos consumidos, el taman˜o de poblacio´n se ha establecido en 10 individuos
tanto para DE co´mo para el AG. En el caso de MODS cada nodo utiliza su propia
referencia, con lo que su ventana temporal de comparacio´n sera´ de 2+S65, utilizamos
t´ıpicamente valores de S=2 o S=3, ligeramente inferior al nu´mero de evaluaciones en
una generacio´n en los evolutivos.
Figura 5.8: Feedback de MODS durante un barrido y optimizacio´n de me´rito. La
modulacio´n de amplitud hace que cualquier cambio introducido en la fase empeore la
sen˜al. Se puede apreciar el contorno espectral.
La distorsiones emergentes debidas a la modulacio´n de pulso tienen un efecto
directo sobre el espacio de soluciones que observamos. Para los algoritmos evolutivos
esto no debe suponer un problema, ya que ellos no hacen ninguna asuncio´n acerca
del espacio. Este efecto, sin embargo, socava las bases de MODS. Los efectos de la
modulacio´n de amplitud no deseada en el proceso de optimizacio´n llevado a cabo
en MODS se ejemplifican claramente en la Figura 5.8, obtenida bajo condiciones
de fuerte modulacio´n de amplitud (sistema experimental no optimizado). El registro
corresponde a un intento de maximizacio´n la sen˜al de TPA. Se muestran todas las
evaluaciones realizadas por MODS durante un barrido de optimizacio´n. A medida
que recorremos los nodos cualquiera de las fases de prueba aplicadas suponen una
perdida de energ´ıa debida a la modulacio´n de amplitud. Incluso podemos ver que la
amplitud de este ruido sigue al espectro. Estamos intentando optimizar las fases, pero
la modulacio´n temporal introducida es indistinguible de la modulacio´n de amplitud
65Tres muestras en la evaluacio´n inicial mas una muestra por salto de refinamiento
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espectral. Se conforma un espacio de soluciones en el que el del efecto relacionado con
el pulso esta´ contaminado.
A pesar de lo comentado anteriormente es posible minimizar el impacto de estos
efectos mediante alineacio´n y puesta a punto del amplificador, la alineacio´n cuidadosa
del sintetizador, la eliminacio´n de los elementos que introducen discriminacio´n por
polarizacio´n en el experimento y la utilizacio´n de medidas promediadas del observable
para mejorar la sen˜al detectada.
Gracias a ello se alcanzan en la mayor parte de las situaciones condiciones en las
que MODS funciona con excelentes resultados.
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5.2. Generacio´n de formas de onda arbitrarias
La aplicacio´n de las te´cnicas de conformacio´n temporal de pulsos ultracortos en
la optimizacio´n de procesos de interaccio´n no-lineal esta´ directamente relacionada
con la capacidad del sistema de generar formas de onda arbitraria, entendiendo por
forma de onda arbitraria cualquier tipo de forma de onda , |E(t)|, que presente una
distribucio´n temporal de la energ´ıa diferente de la original. La capacidad de generacio´n
de formas de onda en el sistema esta restringida por las limitaciones intr´ınsecas de
nuestro sistema de conformacio´n (nu´mero de pixeles, resolucio´n en el cambio de fase,
relacio´n entre espacio entre pixeles/ancho de pixel,...), el ancho de banda disponible
en el pulso la´ser, el sistema de control de la fase y por el hecho de estar utilizando
modulacio´n de fase (sin modulacio´n de amplitud). En el cap´ıtulo 4.2 vimos co´mo para
intentar dotar de la ma´xima flexibilidad al sistema de control hemos optado por la
utilizacio´n de nodos de control sobre la fase. En esta seccio´n evaluaremos la capacidad
de DE y MODS en la conformacio´n de formas de onda arbitrarias.
La tarea es encontrar la fase necesaria para conformar el pulso gausiano de entra-
da en un pulso de salida con una estructuracio´n temporal arbitraria |Etarget(t)|. El
pulso de salida del sintetizador es E˜out(!) = E˜in(!)H(!), siendo H(!) la funcio´n de
transferencia del sistema sujeta a la restriccio´n de conservacio´n de la energ´ıa impuesta
por la utilizacio´n de modulacio´n de fase, |H(!)| = 1. Esta restriccio´n implica que no
existe una solucio´n exacta en el caso general, por lo que tendremos una aproximacio´n
a nuestro objetivo, |Eout(t)| ⇡ |Etarget(t)|. Para obtener la fase necesaria se pueden
aplicar algoritmos de bu´squeda, co´mo algoritmos gene´ticos [77] o simulated annealing
[78]. Entre los algoritmos utilizados destaca la adaptacio´n del algoritmo iterativo de
Gerchberg-Saxton (GS ) [17], que ofrece soluciones con un alto grado de ajuste y una
elevada velocidad de convergencia, siendo el mas usado. El resultado de GS para
lograr |Etarget(t)| sera´ nuestro patro´n de comparacio´n.
As´ı que evaluamos el comportamiento DE y MODS a la hora de generar pulsos
arbitrarios, as´ı co´mo su comportamiento frente a diversos para´metros co´mo el nu´mero
de nodos de conformacio´n de fase o, en el caso deMODS, el punto inicial de bu´squeda.
5.2.1. Descripcio´n experimental
Para resolver el problema de recuperacio´n de la fase de forma objetiva utilizaremos
una adaptacio´n del algoritmo de Gerchberg-Saxton [17] para obtener la aproximacio´n
patro´n a |Etarget(t)| que utilizaremos en la evaluacio´n de MODS y DE.
Veamos primero co´mo funciona GS. En el dominio tiempo-frecuencia GS es capaz
de sintetizar la fase espectral, que codifica una forma temporal |E(t)|, proporcionando
una buena aproximacio´n a la forma de pulso objetivo, |Etarget(t)|. Todo ello sujeto
a la restriccio´n derivada de la conservacio´n de la energ´ıa espectral entre el pulso de
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entrada y el de salida. El Algoritmo 4 nos muestra los pasos que ejecuta GS para
hacer la reconstruccio´n de la fase.
Algoritmo 4 Algoritmo de Gerchberg-Saxton
1: repeat
2: Ek(t) = |Ek(t)| ei k(t) = FFT 1
n
E˜k(!)
o
. fase inicial random
3: E 0k(t) = |Etarget(t)| ei k(t)
4: E˜ 0k(!) =
   E˜ 0k(!)    ei 0k(!) = FFT {E 0k(t)}
5: E˜k+1(!) =
   E˜ 0meas(!)    ei k+1(!),  k+1(!) =  0k(!)
6: until |Ek(t)| satisfaga la condicio´n de salida
GS hace uso en los espacios conjugados de tiempo-frecuencia, de forma iterati-
va, de las dos restricciones invariantes que existen en el problema: el pulso objetivo
|Etarget(t)| y el espectro disponible, |E(!)|. El proceso comienza con una transforma-
da ra´pida de Fourier66 inversa FFT 1 del pulso en frecuencia suponie´ndole una fase
arbitraria, en nuestro caso como mo´dulo espectral utilizamos una envolvente gausia-
na sinte´tica. Se obtiene Ek(t) y su mo´dulo es sustituido por el pulso objetivo para
crear E 0k(t), sobre el que aplicamos una FFT para volver al dominio de la frecuencia
y sustituimos la amplitud espectral resultante,
   E˜ 0k(!)    por    E˜ 0meas(!)   , reteniendo la
fase obtenida. El proceso se repite hasta que Ek(t) satisface la condicio´n de detencio´n,
en nuestro caso ha sido la estabilizacio´n de la convergencia.
Vemos co´mo teniendo una caracterizacio´n espectral de nuestro pulso podemos
obtener la fase necesaria para generar un |Etarget(t)|. ¿Por que´ no se usa esta apro-
ximacio´n en el bucle de optimizacio´n experimental?. La respuesta es que |Etarget(t)|
es, precisamente, nuestra inco´gnita. En la optimizacio´n experimental observamos la
interaccio´n del pulso, no el pulso en s´ı. Si hubie´ramos escogido realizar la bu´squeda
en el dominio del tiempo, en el que los algoritmos generaran un Etrial(t) en vez de
 trial(!), habr´ıamos necesitado utilizar GS para obtener la fase a imprimir.
El bucle de optimizacio´n en el que los algoritmos van a testarse se muestra en la
Figura 5.9. Las fases de prueba generadas por los algoritmos,  trial, son an˜adidas a un
espectro gausiano sinte´tico,|A(!)|, obteniendo su representacio´n temporal mediante
una FFT 1. Se utiliza el mismo espectro gausiano que el utilizado por GS para
obtener el patro´n de comparacio´n.
Etrial(t) = FFT
 1  |A(!)| ei trial(!) (5.1)
66Fast Fourier Transform
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Figura 5.9: Esquema del bucle de optimizacio´n utilizado para testar los algoritmos. La
fase generada por el algoritmo es an˜adida a un espectro sinte´tico. Se aplica entonces
un observador, en este caso el ECM de la forma temporal generada y la objetivo, que
nos devuelve la sen˜al de evaluacio´n.
La realimentacio´n se obtiene realizando una comparacio´n entre |Etrial(t)| y |Etarget(t)|
mediante su error cuadra´tico medio (ECM ), realizamos una optimizacio´n de costo.
costo =
1
N
NX
n=0
||Etarget(t)|  |Etrial(t)||2 (5.2)
Ademas de estimar la capacidad de MODS y DE en la generacio´n de formas de
onda arbitrarias hemos hecho una exploracio´n de la configuracio´n de lo para´metros
F y C para DE en vistas a su utilizacio´n en el plano experimental. Tambien se ha
realizado una evaluacio´n del comportamiento de MODS frente al punto de partida.
5.2.2. Resultados experimentales
La forma de onda elegida, as´ı co´mo el resultado ofrecido por GS en su ajuste
se muestran en la Figura 5.10. El objetivo es un doble pulso asime´trico con una
separacio´n temporal de ⇡ 4ps. co´mo se aprecia GS no realiza un ajuste exacto de la
forma y presenta pulsos sate´lite de diferentes amplitudes y duraciones.
Se realizan conformaciones mediante MODS y DE, utilizando fases compuestas
por 50 y 200 nodos, realizando optimizacio´n de costo. El numero de nodos utilizados
tiene dos efectos contrapuestos. En principio, al descender el nu´mero de nodos la
velocidad de convergencia aumenta, pero el ajuste resulta menos exacto, y viceversa,
a mayor numero de nodos se puede conseguir una fase mas precisa, pero a costa de
un incremento del tiempo de convergencia. Se presenta a continuacio´n una evaluacio´n
del comportamiento general. En todos los casos realizaremos un ana´lisis cualitativo
de los resultados.
Sobre DE se ha analizado su comportamiento en funcio´n de los para´metros F y C,
explorando la convergencia ante una muestra amplia de valores, explorando todas las
combinaciones posibles de los valores F=[0.5, 0.7, 0.9] y C=[0.5, 0.7, 0.9]. Se utiliza
100 Cap´ıtulo 5. Resultados Experimentales
Figura 5.10: Pulso objetivo y resultado de aproximacio´n conseguida mediante el al-
goritmo de Gerchberg-Saxton
una poblacio´n de 10 individuos inicializada con una distribucio´n aleatoria uniforme en
el intervalo [0, 2⇡) y con una probabilidad de aplicacio´n de mutacio´n trigonome´trica
pt=0.05, la detencio´n se ha fijado en 10000 evaluaciones. Cada una de las combi-
naciones de para´metros se han evaluado durante 10 lanzamientos, presentandose el
resultado promedio de los lanzamientos.
Las curvas promedio obtenidas se muestran en la Figura 5.11, donde se ha an˜adido
el resultado de costo obtenido por GS, representado por la l´ınea naranja horizontal.
Con el fin de facilitar la interpretacio´n de las curvas obtenidas hemos realizado mapas
de costo donde se refleja el valor final de costo, representado mediante una tabla de
colores, en funcio´n de ambos para´metros F y C.
Utilizando 50 nodos los resultados alcanzados son de inferior calidad a los obte-
nidos al utilizar 200. Esto es debido a que 50 nodos no son suficientes para poder
conformar la fase de forma suficientemente precisa. La utilizacio´n de 200 nodos s´ı es
suficiente, co´mo veremos en los resultados de MODS, pero el tiempo de optimizacio´n
requerido por DE para lograr la convergencia es superior a las 10000 evaluaciones que
se han puesto co´mo condicio´n de detencio´n. Se observa co´mo hay curvas que au´n no
han convergido y que es posible que llegaran a alcanzar el resultado de costo obtenido
por GS. Los peores resultados corresponden a valores altos, tanto de C co´mo de F.
Tambie´n observamos una mayor dispersio´n en las soluciones al utilizar 200 nodos,
asociada al mayor espacio de bu´squeda implicado.
La superficie del mapa de soluciones es interpolada a partir de los datos corres-
pondientes a las coordenadas de F y C (marcadas mediante puntos). En el caso de
la utilizacio´n de 50 nodos el comportamiento mejor al aumentar los valores de F y
C, es decir, el rango de bu´squeda es mayor67. Nos esta´ indicando que el esfuerzo de
67El para´metro F modula la amplitud de las mutaciones introducidas y C la variabilidad que
existe en la poblacio´n mutada
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Figura 5.11: Curvas de convergencia de DE en la optimizacio´n frente a los para´metros
F y C, para 50 y 200 nodos. Mapas interpolados de bondad de la solucio´n obtenida en
funcio´n de los para´metros evaluados. La linea naranja indica el resultado alcanzado
por GS
bu´squeda es mayor. Al incrementar el nu´mero de nodos la situacio´n se invierte. Ahora
tanto F como C presentan valores bajos para lograr mejores ajuste. Las soluciones
son mas accesibles. La combinacio´n F=0.7, C=0.7 parece un compromiso adecuado
para ambos nu´meros de nodos.
En la evaluacio´n de MODS pretendemos observar co´mo se comporta, ademas de
frente el nu´mero de nodos, ante los diferente tipos de barridos de fase y frente a la
fase inicial (punto de partida en el espacio de soluciones). Hemos analizado barrido
secuencial, aleatorio y por energ´ıa. El punto de partida es evaluado partiendo de una
fase plana de 0 rad y una fase aleatoria con distribucio´n uniforme [0, 2⇡) rad. Por
cada una de las pruebas se han realizado 10 lanzamientos y se muestra el promedio
en el caso de fase aleatoria de partida. Por su cara´cter determinista esta operacio´n no
es necesaria cuando utilizamos una fase de partida plana. La configuracio´n elegida es
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Figura 5.12: Comportamiento de MODS utilizando 50 y 200 nodos, partiendo de
fase plana=0 rad. y aleatoria [0, 2⇡), utilizando recorridos secuencial, aleatorio y por
energ´ıa de los nodos. El recorrido por energ´ıa resulta ma´s efectivo en todos los casos,
50 nodos son insuficientes para la conformacio´n de fases. Se incluyen lineas visuales
para la comparacio´n de los resultados y tiempos de convergencia entre 50 y 200 nodos.
MODS/3-2-3 , 3 barridos con 2 saltos en el primero, tres en los siguientes.
Antes de examinar los resultados globales analizaremos en el comportamiento de
las curvas en funcio´n del tipo de recorrido. Para ello nos centramos en la evolucio´n de
las curvas sobre el primer barrido partiendo de fase aleatoria utilizando 200 nodos68.
La evolucio´n de estas curvas depende de la cantidad de energ´ıa asociada a la posicio´n
de cada nodo y a su orden de optimizacio´n. En el caso de recorrido secuencial (ne-
gro) la curva presenta una evolucio´n sigmoidal, al inicio y final del barrido estamos
optimizando en las colas espectrales, donde casi no hay energ´ıa y por tanto no hay
optimizacio´n. Cuando optimizamos en funcio´n de la energ´ıa espectral (rojo) la mayor
parte de la optimizacio´n se realiza al principio de la curva. En el caso de seleccio´n
aleatoria obtenemos una linealizacio´n del proceso de convergencia.
En la Figura 5.12 vemos el resultado promedio de las optimizaciones ante los
68Una imagen ampliada la encontramos en la Figura 4.9, pa´gina 76
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Figura 5.13: Comparacio´n entre todos los resultados obtenidos. las evaluaciones reque-
ridas por MODS para igual nu´mero de para´metros se han marcado con un recta´ngulo
gris sobre DE, as´ı co´mo una gu´ıa visual del mejor resultado alcanzado. El resultado de
GS coincide con el alcanzado por MODS utilizando 200 nodos y barrido por energ´ıa
diferentes para´metros. El valor de coste o´ptimo, determinado por el valor alcanzado
por GS se representa por una linea naranja. Sobre 50 nodos MODS/3-2-3 emplea 701
evaluaciones y 2801 para 200 nodos. En todos los casos los mejores resultados son los
obtenidos en recorrido por energ´ıa, seguido por el aleatorio y el recorrido secuencial
en ultimo lugar.
Al igual que suced´ıa en la optimizacio´n con DE, la modelizacio´n de la fase mediante
50 nodos no ofrece el control temporal suficiente co´mo para alcanzar el resultado
ofrecido por GS. La inicializacio´n desde fase aleatoria logra mejorar ligeramente el
valor de costo alcanzado frente a la fase plana. Sobre 200 nodos la convergencia
alcanzada por el recorrido por energ´ıa partiendo de fase plana iguala al conseguido
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por GS. Cuando inicializamos desde una fase aleatoria, el resultado del recorrido por
energ´ıa empeora ligeramente y el resto de recorridos presenta una ligera mejora. Se
han incluido marcas visuales (gris) que indican el mejor nivel alcanzado y tiempo de
optimizacio´n requerido para 50 nodos.
Figura 5.14: Mejores aproximaciones al objetivo temporal. GS y MODS obtienen
un resultado similar, DE se aproxima a la solucio´n, pero au´n esta´ lejos de poder
considerarse una buena solucio´n.
La comparacio´n conjunta de los resultados de ambos algoritmos se muestra en la
Figura 5.13. Sobre las gra´ficas correspondientes a DE se ha dibujado una zona som-
breada correspondiente a las evaluaciones que requiere MODS ante el mismo nu´mero
de nodos. Asimismo se incluyen gu´ıas visuales para poder comparar el resultado ob-
tenido por nu´mero de nodos. En el caso de 200 nodos esta gu´ıa es el propio valor
conseguido por GS. En el caso de la utilizacio´n de 50 nodos los resultados alcanza-
dos por ambos algoritmos se situ´an en el mismo nivel, pero MODS tiene una clara
ventaja al utilizar u´nicamente 701 una evaluaciones frente a las 10000 utilizadas por
DE. Sobre 200 nodos MODS alcanza en 2801 evaluaciones un valor equivalente al
proporcionado por GS.
Una comparativa visual de los mejores ajustes conseguidos por los algoritmos,
junto con el objetivo, se muestra en la Figura 5.14, donde vemos co´mo GS y MODS
presentan soluciones que conforman el pulso objetivo con ligeras diferencias, recor-
demos que no existe una solucio´n exactas a este problema. Esto se transforma en la
existencia de mu´ltiples mı´nimos locales, por lo que ambas soluciones pertenecen a al-
guno de esos mı´nimos. DE au´n esta´ lejos lograr una conformacio´n adecuada, aunque
no descartamos que pudiera lograrla con un nu´mero suficiente de evaluaciones.
En la Figura 5.15 se muestran dos ajustes de una forma de onda arbitraria con
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Figura 5.15: Soluciones obtenidas por MODS/320/p/s/3-3-3 comparadas con el re-
sultado de GS al generar dos formas de onda compuestas por 7 y tres pulsos. Los
resultados son esencialmente iguales.
una mayor complejidad, el pulso objetivo esta conformado por un tren de siete pul-
sos (5.15.a) y un tren de tres pulsos (5.15.b) respectivamente. En ambos casos se
ha utilizado MODS/320/p/s/3-3-3 320 nodos partiendo de fase plana con barrido
secuencial, utilizando para el ajuste 4801 evaluaciones. El objetivo no es competir con
GS (necesita tan solo decenas de iteraciones), sino comprobar que MODS posee la
capacidad de recorrer el espacio de soluciones y su viabilidad de aplicacio´n sobre la
generacio´n de pulsos arbitrarios. En ambos casos las soluciones ofrecidas por MODS
son de una calidad comparable a las ofrecidas por GS
5.2.3. Conclusiones
Hemos comprobado la capacidad de MODS para poder resolver un problema
de obtencio´n de una distribucio´n arbitraria de energ´ıa, capacidad que consideramos
imprescindible para su aplicacio´n en problemas experimentales.
MODS alcanza soluciones de una calidad comparable a la que ofrece el algoritmo
esta´ndar en este tipo de problemas (GS ), utilizando un nu´mero de evaluaciones muy
reducido en el proceso.
En comparacio´n DE, una estrategia evolutiva, tiene un comportamiento solo dis-
creto si observamos las soluciones finales. Hay que tener en cuenta que estamos res-
tringiendo un poco sus condiciones de trabajo. El nu´mero de variables a optimizar es
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muy elevado y estamos utilizando una poblacio´n ciertamente reducida: 10 individuos
para optimizar 200 dimensiones en el peor de los casos. Se ha mantenido bajo el ta-
man˜o de la poblacio´n para intentar tener bajo nu´mero de evaluaciones total (ventana
de recursos consumidos).
Comprobamos, asimismo, como el nu´mero de nodos necesarios para la conforma-
cio´n temporal nos limita las soluciones accesibles en la optimizacio´n. Su disminucio´n
por debajo de un determinado nu´mero, que sera´ dependiente del problema a optimi-
zar, hace inaccesible la solucio´n correcta.
Hemos visto co´mo MODS presenta un comportamiento robusto y eficiente pa-
ra este problema. Esto nos muestra la capacidad de la optimizacio´n marginal para
realizar una distribucio´n adecuada de la energ´ıa espectral a lo largo del tiempo. En
los siguientes experimentos veremos co´mo MODS tambie´n resulta altamente efectivo
cuando nuestro observable es un efecto f´ısico real.
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5.3. Compresio´n de pulsos
Cuando un pulso viaja a lo largo de un sistema o´ptico sufre de diversos efectos de
dispersio´n espectrales que afectan a su duracio´n. En general los efectos de dispersio´n
esta´n relacionados con las variaciones del ı´ndice de refraccio´n (n) con la longitud de
onda ( ). As´ı, las diferentes derivadas d
xn
d x afectaran a la duracio´n del pulso a lo largo
de su propagacio´n.
La utilizacio´n de te´cnicas para compensar esta dispersion, de manera que el pulso
posea una duracio´n mı´nima en la regio´n de interaccio´n es importante. Esta compensa-
cio´n se puede realizar mediante diversos me´todos experimentales co´mo la utilizacio´n
de pares de redes de difraccio´n o de prismas [79], pero poseen limitaciones en el or-
den de dispersio´n que pueden compensar, as´ı co´mo un cara´cter esta´tico que supone
un problema ante cambios en el sistema experimentales. La utilizacio´n de un ajuste
dina´mico adaptativo en bucle cerrado para la compensacio´n de la dispersio´n ha sido
demostrado con anterioridad [21] [25], y es ampliamente utilizada debido a sus versa-
tilidad y capacidad de compensar efectos dispersivos de orden superior a los montajes
esta´ticos.
En los experimentos de compresio´n de pulsos hemos utilizado co´mo observables
dos feno´menos que son dependientes de la intensidad de pulso y, por lo tanto, de su
duracio´n temporal: la absorcio´n de dos fotones (TPA69) y la generacio´n de segundo
armo´nico (SHG70).
En el caso de TPA se ha realizado la compresio´n de pulsos sometidos a trino
introducido en el amplificador, as´ı co´mo la compresio´n de pulsos distorsionados me-
diante ruptura diele´ctrica en aire. En ambos casos se ha comparando la velocidad de
convergencia de MODS frente a un algoritmo gene´tico.
En la compresio´n sobre SHG se ha realizado compresio´n de pulsos medianteMODS
utilizando co´mo observable la generacio´n de SHG en nanocristales de BaTiO371.
5.3.1. Absorcio´n de dos fotones
El feno´meno de TPA, cuyos fundamentos se han visto en el cap´ıtulo 2, implica
la transicio´n de un electro´n, desde su estado de energ´ıa fundamental a un estado
excitado, mediante la absorcio´n simulta´nea de dos fotones. Cada uno de ellos no
posee por si mismo la suficiente energ´ıa para poder salvar la energ´ıa entre ambos
niveles, por lo que esta se efectu´a a trave´s de un nivel virtual intermedio. Es esquema
del proceso se muestra en la figura 5.16.
En nuestro caso utilizamos la fotocorriente inducida por el proceso de TPA en
69Two Photon Absorption
70Second Harmonic Generation
71Titanato de Bario
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Figura 5.16: Mecanismo de la absorcio´n a dos fotones. Cada foto´n individual no
posee la energ´ıa suficiente para forzar la transicio´n entre la banda de valencia y la de
conduccio´n del semiconductor. La energ´ıa resultante de la absorcio´n simulta´nea de
dos fotones permite la promocio´n del electro´n a su estado excitado. Estos dos fotones
provienen de la banda espectral del pulso de excitacio´n.
un diodo semiconductor. La transicio´n de dos fotones no corresponde a un nivel
molecular sino a la transicio´n entre la banda de valencia y la de conduccio´n del
semiconductor. Aunque la formulacio´n cua´ntica del problema presenta diferencias,
puede demostrarse [76] que la utilizacio´n de feno´menos de TPA en semiconductores
es va´lida para determinar el grado de compresio´n de un pulso, con una sen˜al que
escala proporcionalmente a
R |E(t)|4 dt. La explicacio´n intuitiva de lo que ocurre es
que cuanto mayor nu´mero de fotones coexistan por unidad de tiempo mayor sera´ la
probabilidad de que la absorcio´n simulta´nea de dos fotones se produzca. Por lo tanto,
un pulso mas corto, donde tenemos mayor densidad temporal de fotones, incrementara
nuestra sen˜al.
En los experimentos de optimizacio´n se realiza la optimizacio´n temporal del pulso
la´ser, sometido a distorsiones temporales con dos or´ıgenes diferentes. En primer lugar
usaremos una expansio´n temporal debida a la introduccio´n de trino en la etapa de
compresio´n del amplificador. Posteriormente se analizara´ la compresio´n de un pulso
que sufre distorsiones espectrales y temporales debidas a ruptura diele´ctrica en aire.
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5.3.1.a. Sistema experimental
El sintetizador de pulsos utilizado para la realizacio´n de este experimento es el
denominado Sintetizador 1 (tabla 3.3.1, pa´gina 34). Utiliza una configuracio´n 4f, con
lentes cil´ındricas de 258mm de focal y redes de difraccio´n de 2000 l´ıneas, presentando
una resolucio´n de, aproximadamente, 0.2 nm/px.
Se realiza la optimizacio´n de la fotocorriente generada por TPA en un fotodiodo
semiconductor de GaAsP72 (G1115 Hamamatsu). En su respuesta espectral, Figura
5.17, vemos co´mo no posee absorcio´n a la longitud de onda de irradiacio´n (799nm),
con lo que la fotocorriente inducida que detectamos es la debida a la absorcio´n a dos
fotones en la banda de 400 nm.
Figura 5.17: Respuesta espectral de absorcio´n del fotodiodo G1115, donde se observa
que no posee absorcio´n en 799 nm. Curva de calibracio´n de respuesta no-lineal del
fotodiodo de TPA G1115 respecto a la del fotodiodo lineal. El ajuste de la respuesta
ajuste (rojo) S = 0,4I2,2, esencialmente cuadra´tico.
Para comprobar su funcionamiento se ha realizado una curva de calibracio´n de
la respuesta del fotodiodo con la energ´ıa de irradiacio´n. La energ´ıa del pulso se ha
medido mediante un fotodiodo de silicio (DET110 Thorlabs). En la medida se ha
utilizado un sistema experimental similar al mostrado en la Figura 5.1, pa´gina 87.
Podemos ver co´mo la respuesta es esencialmente cuadra´tica, siendo su ajuste a la
curva S = 0,4I2,2.
72Fosfuro de Arsenio-Galio
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5.3.1.b. Optimizacio´n de TPA con pulsos expandidos en el amplificador
La expansio´n temporal de los pulsos se realiza mediante el desajuste de la red de
difraccio´n del compresor situado en el amplificador73 en ambas direcciones, introdu-
ciendo trino74 de diferente signo.
El montaje experimental utilizado se puede observar en la Figura 5.18. El haz
procedente del amplificador es manipulado espectralmente en el sintetizador y se
realiza la deteccio´n de la fotocorriente inducida en el fotodiodo de TPA. Un espejo
abatible permite la insercio´n del pulso conformado en el sistema FROG para su
caracterizacio´n.
Figura 5.18: Sistema experimental para la compresio´n de pulsos expandidos en el
amplificador
MODS ha sido configurado co´mo MODS/50/3-1-1, 3 barridos, 1 saltos de bu´sque-
da en el primero y 1 en los siguientes (451 evaluaciones en total), utilizando 50 nodos
distribuidos a lo largo de todo el SLM y utilizado optimizacio´n de costo. Se han
utilizado diferentes tipos de fase inicial y barrido, co´mo veremos a continuacio´n.
En la Figura 5.19 se muestran las trazas de FROG de los pulsos inicial y optimi-
zado , as´ı co´mo las curvas de convergencia obtenidas. En las trazas de FROG se han
an˜adido las sen˜ales temporales integradas (l´ınea azul) correspondientes a la autoco-
rrelacio´n de tercer orden del pulso. En las trazas del pulso optimizado se incluye co´mo
referencia la sen˜al temporal integrada correspondiente al pulso por transformada del
amplificador (l´ınea roja punteada) que presenta una duracio´n de 230 fs FWHM. Esta
sen˜al integrada corresponde a la sen˜al de autocorrelacio´n de tercer orden de un pulso
con 190 fs FWHM, asumiendo un factor de autocorrelacio´n de tercer orden de 1.22
[80]. Como se ha comentado en la seccio´n 3.3, este sintetizador ten´ıa un problema de
ensanchamiento temporal, de hay que el pulso por transformada que ofrece tenga es-
ta duracio´n. Las curvas de convergencia, mostradas a la derecha, esta´n formadas por
las mejores evaluaciones de cada una de las optimizaciones individuales, se sen˜alan
73Los detalles del amplificador regenerativo se dan en la pa´gina 29
74 Fase cuadra´tica
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las evaluaciones correspondientes a cada uno de los barridos realizados. Las fases
obtenidas pueden observarse en la Figura 5.20.
Figura 5.19: Trazas de FROG de los pulsos iniciales, con trino de diferente signo, pulso
optimizado y curvas de convergencia. Se muestra traza integrada (autocorrelacio´n
de tercer orden) de FROG (azul) y la correspondiente a un pulso comprimido del
amplificador (rojo discontinua).
En ambos casos se ha logrado compensar el trino introducido llevando al pulso a
un valor pro´ximo al del pulso por transformada.
La introduccio´n de trino en el espectro genera el desplazamiento temporal lineal
de unas frecuencias frente a otras , generando trazas iniciales en las que podemos ver
claramente co´mo es la distribucio´n resultante de las frecuencias frente al tiempo, que
presentan diferente pendiente dependiente del tipo de trino. Tras la optimizacio´n los
pulsos los pulsos obtenidos no presentan signos apreciables de trino residual.
La traza de FROG del pulso inicial con trino positivo nos muestra una expansio´n
temporal hasta los 800 fs FWHM, la compresio´n alcanza 260 fs FWHM, que corres-
ponde a un pulso de 213 fs FWHM. En esta optimizacio´n MODS utiliza co´mo punto
de partida una fase con valores aleatorios distribuidos uniformemente en el interva-
lo [0, 2⇡) y un barrido aleatorio. En la curva de convergencia (rojo) observamos el
comportamiento t´ıpico de este tipo de barrido. No existe una posicio´n preferencial de
optimizacio´n, estando las contribuciones a la mejora de sen˜al distribuidas a lo largo
de los tres barridos.
En el pulso expandido con trino negativo la expansio´n temporal alcanza los 720
fs FWHM, con una compresio´n resultante de 250 fs FWHM, correspondiente a un
pulso de 205 fs FWHM. En esta ocasio´n MODS utiliza una fase inicial constante
con valor de ⇡ radianes con recorrido secuencial. co´mo se puede apreciar en la curva
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de convergencia (azul), la optimizacio´n so´lo se produce durante el primer barrido,
con la evolucio´n esperada para el barrido secuencial, relativa a la energ´ıa asociada al
espectro. En el resto de los barridos no se logra mejora alguna. Se observa asimismo un
desplazamiento temporal de la sen˜al optimizada. No hay ningu´n condicionamiento de
anclaje temporal en la optimizacio´n por lo que la solucio´n puede existir en cualquier
punto dentro de la ventana de control del pulse shaper [37]. Es la consecuencia de la
multimodalidad de orden 1 que vimos en el cap´ıtulo 4.2.7.
La diferencia de comportamiento entre ambas convergencias creemos que esta´ aso-
ciada al ruido de modulacio´n de amplitud y no a problemas derivados del punto de
partida en el espacio de soluciones ni al tipo de barrido utilizado. Al utilizar una fase
aleatoria inicial no so´lo se produce una dispersio´n temporal de la energ´ıa del pulso
(fig. 4.14), sino que aparecen, en mayor o menos medida, los efectos de atenuacio´n es-
pectrales vistos en el cap´ıtulo 5.1.3. De esta forma la atenuacio´n espectral producida
cuando se efectu´a la exploracio´n de cada nodo queda camuflada entre la atenuacio´n
general introducida, pudiendo percibirse sus efectos asociados de modificacio´n tempo-
ral. Tambie´n se aprecia en la curva de convergencia co´mo su valor de costo inicial es
peor que el de fase plana. Cuando el punto de partida es una fase plana la deteccio´n
de mejoras temporales en la sen˜al se produce so´lo cuando el nivel de la perturbacio´n
por modulacio´n de amplitud es inferior al incremento de sen˜al por la estructuracio´n
temporal, esto sucede solo en los primeros estadios de la optimizacio´n.
Aun as´ı, la compresio´n alcanzada es similar en ambos casos, mostrando una dura-
cio´n en el pulso resultante ligeramente superior al de referencia (23 fs y 15 fs FWHM ),
que podemos considerar que queda dentro del error de la medida de FROG, puesto
que se ha utilizado una resolucio´n temporal de 20 fs en la adquisicio´n de la traza.
Aplicando los algoritmos de recuperacio´n de fase a las trazas de FROG obtenidas
podemos reconstruir la fase que poseen los pulsos antes y despue´s de la optimizacio´n.
En la Figura 5.20 podemos ver las fases recuperadas de los pulsos iniciales y finales,
as´ı co´mo las fases de compensacio´n aplicadas por MODS.
Podemos observar co´mo las fases de los pulsos iniciales se corresponden con fases
cuadra´tica de diferente signo, correspondientes a los diferentes desajustes del com-
presor del amplificador. La fase obtenida presenta una curvatura contraria, de forma
que su adicio´n a la fase residual del espectro nos ofrece una fase esencialmente plana.
El efecto de no ajuste de fase se observa claramente en el caso de trino negativo.
Recordemos que esta fase se inicializada en ⇡ rad. El ajuste de fases esta´ sometido a
los efectos que hemos visto en la Figura 5.6, pa´gina 93, en la que se muestra el efecto
de modulacio´n de amplitud al modificar un so´lo nodo (aunque esta perturbacio´n se
ha conseguido llevar a valores inferiores a los observados en la Figura5.6). El efecto
neto es que, excepto en cierta a´reas, el resultado de la modificacio´n de un nodo sobre
la fase genera una perdida de energ´ıa en el haz menor al incremento producido por
la compresio´n, imposibilitando la optimizacio´n.
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Figura 5.20: Fases recuperada a partir de las trazas de FROG de los pulsos expandidos
y comprimidos y fases de compensacio´n obtenidas. La linea verde horizontal indica
la posicio´n del SLM frente a las fases recuperadas.
5.3.1.c. Optimizacio´n de TPA pulsos distorsionados mediante ruptura
diele´ctrica en aire
Figura 5.21: Sistema experimental utilizado para la compresio´n de pulsos distorsiona-
dos mediante plasma en aire. La ruptura diele´ctrica se genera utilizando un telescopio
2:1 previo al sintetizador de pulsos. El control de la energ´ıa del pulso se realiza me-
diante un iris de apertura variable.
En el ejemplo anterior la duracio´n del pulso inicial se ha aumentado mediante un
mecanismo lineal co´mo es la introduccio´n de trino mediante el desajuste de la etapa
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de compresio´n del amplificador. En este caso la distorsio´n del perfil temporal del pulso
se realiza a trave´s de un mecanismo no-lineal. Producimos ruptura diele´ctrica en el
aire. Al enfocar el pulso suficientemente en aire se producen mecanismos de absorcio´n
multifoto´nica, formacio´n de plasma y automodulacio´n de fase que distorsionan su
perfil temporal de intensidades [81]
El esquema ba´sico utilizado en el experimento se muestra en la Figura 5.21. El
pulso de salida del amplificador, esta vez comprimido a su mı´nima duracio´n de ⇡
130 fs FWHM atraviesa un telescopio (2:1) en cuyo foco la densidad de potencia
alcanzada es suficiente para inducir ruptura diele´ctrica por absorcio´n multifoto´nica
(en el aire), lo que genera distorsiones temporales en el pulso. La energ´ıa del pulso y
por tanto la ruptura diele´ctrica, se controla mediante una apertura variable previa al
telescopio. En todos los casos se ha mantenido la energ´ıa por debajo del l´ımite para
la generacio´n de luz blanca [82] [83]. Al estar la fuente de distorsio´n situada antes
del sintetizador de pulsos, la generacio´n de luz blanca no so´lo implicar´ıa la distorsio´n
temporal, sino el bombeo de energ´ıa hacia longitudes de onda que quedar´ıan fuera de
las especificaciones sintetizador, haciendo imposible su recuperacio´n temporal.
Figura 5.22: Trazas de FROG de los pulsos iniciales bajo diferentes condiciones de
generacio´n de plasma (plasma1, plasma 2), pulso optimizado y curvas de convergencia.
Se muestra la energ´ıa temporal integrada de las trazas de FROG (traza azul) y la
correspondiente a un pulso comprimido del amplificador (traza roja discontinua).
Curvas de convergencia asociadas a ambas optimizaciones
Mediante dos aperturas diferentes del iris variable se han generado los pulsos tem-
poralmente distorsionados que se muestran en la Figura 5.22, denominados plasma1
y plasma2. Se muestran, asimismo, las curvas de convergencia obtenidas. La sen˜al
temporal integrada de la traza se muestra co´mo una l´ınea azul. En esta ocasio´n los
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pulsos no sufren una expansio´n temporal tan acusada co´mo en el anterior, pero s´ı po-
demos ver co´mo se produce una estructuracio´n temporal diferente en ambos casos.
Podemos apreciar co´mo se observa una clara distorsio´n en la distribucio´n espectral
de frecuencias.
En ambas configuraciones la anchura temporal alcanzada co´mo consecuencia de la
distorsio´n no-lineal es de aproximadamente 500 fs FWHM, siendo dif´ıcil realizar una
estimacio´n precisa debido a la estructuracio´n anteriormente mencionada. Despue´s de
la optimizacio´n en ambos casos se consigue una reduccio´n temporal cercana al o´ptimo,
presentando trazas de autocorrelacio´n de 280 fs en el caso de plasma 1 y 250 fs en el
de plasma 2 . En ambos casos se observa un ensanchamiento espectral aparente en las
trazas optimizadas. Esto es debido a los diferentes rangos de energ´ıa en los que hay
que situar el sistema FROG para la deteccio´n, pero entendemos que es un artefacto
de medida.
Figura 5.23: Fases recuperada a partir de las trazas de FROG de los pulsos expandidos
y comprimidos y fases de compensacio´n obtenidas.
La configuracio´n para la optimizacio´n en el caso de plasma 1 es MODS/50/a/s/3-
1-1, para plasma 2 se utiliza MODS/50/a/a/3-1-1. En ambos casos se inicializa la
fase de forma aleatoria con una distribucio´n uniforme en el rango [0  2⇡).
En el comportamiento de las curvas de convergencia se ve reflejado el tipo de
barrido utilizado. En el caso de plasma 1 (secuencial) la curva muestra una forma
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sigmoidal. En el de plasma 2 (aleatorio), la contribucio´n a la optimizacio´n se encuentra
distribuida a lo largo de todo el barrido. En ambos casos se consigue mejorar la sen˜al
en todos los barridos.
Las fases obtenidas, as´ı co´mo las fases recuperadas a partir de las trazas de FROG
se muestran en la Figura 5.23. Nuevamente, estas fases recuperadas hay que enten-
derlas de forma cualitativa. Se observa co´mo la generacio´n de plasma se traduce en
un chirp positivo sobre el espectro, con una cierta modulacio´n. Las fases obtenidas
por MODS en ambos casos corresponden a fases de compensacio´n de signo inverso.
5.3.2. Generacio´n de Segundo Armo´nico en la nano-escala
La generacio´n de segundo armo´nico (SHG) emitida por un cristal no lineal ha sido
ampliamente usada co´mo me´todo de compresio´n de pulso la´ser ultracortos ya que la
sen˜al de SHG / R |E(t)|4 dt y por lo tanto nos proporciona una medida efectiva de
la compresio´n del pulso. Veamos, someramente, cual es el mecanismo subyacente en
el proceso [84].
Cuando el campo electromagne´tico E se propaga por un medio ejerce una fuerza
sobre los electrones exteriores de los a´tomos de´bilmente ligados. En un medio lineal
iso´tropo la polarizacio´n ele´ctrica resultante es paralela y directamente proporcional
al campo aplicado. Si consideramos un campo armo´nico podemos expresar la polari-
zacio´n P = ✏0 E, donde   es la susceptibilidad ele´ctrica del medio y ✏0 su constante
diele´ctrica. Estas dos componentes, P y E, tienen una relacio´n lineal. co´mo vimos en
el cap´ıtulo de Fundamentos, si la energ´ıa del campo E posee la intensidad suficiente,
aparecen te´rminos anarmo´nicos en la respuesta o´ptica, por lo que la polarizacio´n en
re´gimen no lineal se expresa mediante un desarrollo en serie:
P = ✏0( 
(1)E +  (2)E2 +  (3)E3 + · · · ) (5.3)
donde los te´rminos no l´ıneales  (2), (3), ...⌧  (1).
Si consideramos E en la forma E = E0sen(!t) la polarizacio´n resultante ser´ıa
P = ✏0( E0sen(!t) +  
(2)E20sen
2(!t) +  (3)E30sen
3(!t) + · · · ) (5.4)
que podemos expresar co´mo
P = ✏0 E0sen(!t) +
✏0 (2)
2
E20(1  cos(2!t) +
✏0 (3)
4
E30(3sen(!t)  sen(3!t)) + · · · )
(5.5)
Es decir, a medida que el campo atraviesa el medio iso´tropo la onda crea una
onda de polarizacio´n que se propaga por el medio con te´rminos armo´nicos de orden
superior.
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El te´rmino cos(2!t) de la ecuacio´n 5.5 corresponde a una onda de polarizacio´n
ele´ctrica con el doble de la frecuencia incidente. Aparece en la luz reradiada por
los osciladores en re´gimen armo´nico que genera el campo sobre los electrones. Esta
componente es, precisamente, la Generacio´n de Segundo Armo´nico (SHG).
A medida que el campo se propaga por el material los a´tomos del mismo generan
nuevas ondas a la frecuencia 2!, que se encontraran desfasados, interfieren entre ellos
debido a la diferente velocidad de propagacio´n de la onda de frecuencia 2! frente a
la fundamental !. co´mo consecuencia, la eficiencia de generacio´n sera´ ma´xima si es
espesor del material tiene la denominada longitud de coherencia, que es del orden de
⇡ 20 0. La descripcio´n de la generacio´n se ha realizado en condiciones alejadas del
ajuste de fase (phase matching). Para una descripcio´n detallada de las condiciones de
ajuste de fase ver [38]. Existen ademas dependencias del tensor  (2) con la simetr´ıa del
medio. La orientacio´n del campo y de su polarizacio´n frente al medio de generacio´n
es cr´ıtica, en cualquier caso, la generacio´n de armo´nicos o´pticos es rutinaria en los
laboratorios.
En este experimento hemos realizado la optimizacio´n de SHG sobre nanocristales
(NC ) de BaTiO3, t´ıpicamente de 200 nm. Al ser de un taman˜o inferior a la longitud
de onda incidente, 800 nm, y a la de coherencia , los efectos de phase matching no
son cr´ıticos [85].
5.3.2.a. Descripcio´n experimental
Estos experimentos han sido realizados en el ICFO75 con un sistema laser y sinte-
tizador de pulsos diferente a los descritos en la seccio´n 3. Podemos verlo esquema´ti-
camente en la Figura 5.2476.
Figura 5.24: Sistema de experimental utilizado en la optimizacio´n de SHG sobre
nanocristales. Fuente la´ser (1), sintetizador de pulsos (2), microscopio confocal (3)
75Institut de Cie`ncies Foto`niques
76Figura adaptada de [86]
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El sistema experimental consiste en un sistema la´ser Ti:Zafiro (Octavius 85M
Menlo Systems) con una longitud de onda central de ⇡ 799nm con un ancho de banda
de ⇡ 90nm al 30% del ma´ximo, que proporciona pulsos de hasta 7fs. La frecuencia
de repeticio´n es de 85 MHz, con una potencia promedio de 1 mW. El sistema de
conformacio´n temporal es un sistema 4f con un SLM de 640 pixeles configurado en
doble paso77. El sistema de irradiacio´n y adquisicio´n de sen˜al de SH consiste en un
microscopio confocal invertido con un objetivo de microscopio con apertura nume´rica
NA=1.3 (Fluar, Zeiss) que permite enfocar el haz hasta el limite de difraccio´n. La
muestra con los NCs de BaTiO3 esta montada en una base translacional piezoele´ctrica
(MadCityLabs) con precisio´n de nano´metros. La sen˜al de SH es recogida en reflexio´n
a trave´s del mismo objetivo y medida mediante un fotodiodo de avalancha (APD,
Perkin-Elmer). Las medidas espectrales se realizan con un espectro´grafo (Shamrock
Sr-303i) equipado con una ca´mara emCCD78 (Andor iXon).
En la Figura 5.25 se muestra el espectro del la´ser utilizado, no es gausiano teniendo
dos picos espectrales predominantes en ⇡790 nm y ⇡830 nm. Asimismo se muestra
la fase residual natural (rojo discontinuo) que posee y la fase que presenta una vez se
ha realizado su optimizacio´n mediante MIIPS [4].
Figura 5.25: Espectro de salida del sistema la´ser utilizado (negro), junto con su fase
residual (rojo discontinuo) y la fase que presenta una vez se ha optimizado mediante
MIIPS [4]
En los experimentos se han utilizado nanocristales con una taman˜os de ⇡250 nm,
77Adaptado de MIIPS,Biophotonics Solutions, Inc.
78electron-multiplying charge-coupled device
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depositados sobre un portaobjetos de microscopio de 150µm de espesor. En la Figura
5.26 se muestran nanocristales de BaTiO3 similares a los utilizadas.
Figura 5.26: Nanocristales de BaTiO3 similares a los utilizados en la optimizacio´n de
SHG. Ima´genes de microscopio electro´nico de barrido.
Los resultados experimentales que se muestran son parte de un estudio de viabili-
dad de aplicacio´n de MODS en la nanoescala sobre el sistema experimental descrito.
El objetivo real de la utilizacio´n de MODS es poder encontrar pulsos optimizados
de excitacio´n en experimentos de fluorescencia en single molecule, sobre una mole´cu-
la denominada DiNaphtho-Quaterrylenebis (Dicarbox-Imide), o DN-QDI [87]. Dicha
mole´cula sufre de blanqueo de fluorescencia [88], un problema comu´n en los expe-
rimentos de fluorescencia sobre mole´culas, asociado normalmente a la foto´lisis del
cromo´foro receptor de la radiacio´n y responsable del comportamiento fluorescente.
Bajo las condiciones actuales de irradiacio´n presentan tiempos de vida de entre 2
y 10 minutos antes de volverse inactivas. Estos tiempos de vida hacen inviable la
aplicacio´n en esta optimizacio´n de algoritmos evolutivos, o del propio algoritmo de
optimizacio´n de MIIPS79. Por lo tanto, contar con un mecanismo de optimizacio´n
ra´pido para encontrar pulsos adecuados de excitacio´n es fundamental.
5.3.2.b. Resultados experimentales
Se muestran a continuacio´n dos resultados experimentales que avalan la viabilidad
del uso de MODS en la nanoescala. Sobre los datos experimentales se ha superpuesto
la imagen de microscop´ıa o´ptica confocal, correspondiente a un a´rea de de 50x50 µm,
sen˜alando (circulo blanco) el nanocristal en el que se ha realizado la optimizacio´n.
El primero de ellos se muestra en la Figura 5.27. Se realiza sobre un nanocristal de
⇡ 200nm utilizando MODS/100/a/s/3-3-3, con inicializacio´n de la fase en el rango
[0, 2⇡) y optimizacio´n de me´rito. La optimizacio´n requiere 1501 evaluaciones, unas
500 evaluaciones por barrido. El tiempo de adquisicio´n por muestra es de ⇡ 400ms,
79invierte del orden de 15 a 20 minutos en lograr la convergencia
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lo que proporciona un tiempo de adquisicio´n total de ⇡10 minutos. En la curva
de optimizacio´n se muestran todas las evaluaciones realizadas. Se logra optimizar
en el primer y segundo barrido, alcanzando un valor sobre la lectura del APD 6
veces superior al inicial. Durante el tercer barrido la sen˜al decae ligeramente, este
decaimiento probablemente este´ relacionado con la fluctuacio´n en energ´ıa del sistema
la´ser.
Figura 5.27: Curva de optimizacio´n e imagen confocal (a), del NC sujeto de la op-
timizacio´n de SH NC (circulo blanco). Espectro original y espectro despue´s de la
optimizacio´n (b).
En la Figura 5.27.b vemos el espectro original del pulso sin optimizar (negro), en
el que se aprecian tres picos de emisio´n en el entorno de los 400 nm. Esto es debido al
espectro de excitacio´n (fig 5.25) que dan lugar a los picos de emisio´n de SH observados
para la emisio´n no optimizada, situados en ⇡390 nm y ⇡415 nm. El espectro una vez
optimizado el espectro (rojo) presenta un solo pico predominante de emisio´n centrado
en los 410 nm. Se ha conseguido triplicar la emisio´n integrada ( 380 nm - 420 nm).
Una vez maximizada la sen˜al de SH se ha cargado la fase obtenida en el SLM y
se ha medido la fase final en el pulso la´ser mediante MIIPS. El resultado se muestra
en la Figura 5.28, donde podemos ver la ma´scara de fases cargada y la fase resultante
en el pulso, junto con una l´ınea de gu´ıa sobre la fase del pulso.
La fase de optimizacio´n obtenida es esencialmente una fase cuadra´tica con cierto
nivel irregularidad, que compensa la fase residual del pulso que se observa en la Figura
5.25. La fase del pulso conformado presenta una dependencia lineal. Al igual que
ocurr´ıa en los anteriores experimentos, esta optimizacio´n no tienen ninguna restriccio´n
respecto a la ubicacio´n temporal del pulso. Esta componente lineal se traduce en un
desplazamiento temporal, no afectando a su duracio´n. Ba´sicamente es una fase plana
que nos indica una compresio´n del pulso cercana a su limite por transformada.
Finalmente en la Figura 5.29 se ilustra el proceso de optimizacio´n sobre nanocrista-
les de un taman˜o estimado⇡ 250nm. Esta optimizacio´n se ha realizado despue´s de una
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Figura 5.28: Fase de compensacio´n (rojo) y fase del pulso (azul) una vez aplicada
la fase de compensacio´n. Se ha incluido una gu´ıa visual sobre la fase residual re-
sultante, que es ba´sicamente una fase plana con cierta pendiente, indicativa de un
desplazamiento temporal del pulso.
optimizacio´n de alineacio´n del sistema, lo que nos permite utilizar,MODS/100/a/s/1-
3 (501 evaluaciones) con lo el tiempo de optimizacio´n se reduce a ⇡ 3 minutos. Se
obtiene un incremento de intensidad de sen˜al en el APD superior a 9 veces, respecto
al pulso sin optimizar.
Figura 5.29: Curva de optimizacio´n e imagen confocal (a) del NC sujeto de la opti-
mizacio´n de SH. Espectro original y espectro despue´s de la optimizacio´n (b).
Espectralmente vemos el espectro de emisio´n inicial presenta emisio´n en diferentes
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frecuencias con diferentes intensidades. Esto es achacable a la existencia de cierto
trino espacial80, por ello la generacio´n inicial observada es diferente a la mostrada
en el ejemplo de la Figura 5.27. En el espectro optimizado aparecen nuevos picos
de emisio´n de SH, al igual que en el caso anterior, la emisio´n integrada optimizada
triplica a la original.
5.3.3. Conclusiones
Se ha comprobado la capacidad de MODS para realizar la optimizacio´n de pro-
cesos no-lineales de tercer orden (TPA) con pulsos sometidos a distorsio´n temporal
con dos or´ıgenes diferentes. El primero de ellos es la introduccio´n de trino (fase es-
pectral cuadra´tica), de diferentes signos, mediante descompensacio´n de la etapa de
compresio´n del amplificador. El segundo es la distorsio´n temporal generada mediante
mecanismos de ruptura diele´ctrica en aire, feno´meno que implica una estructuracio´n
de fase espectral mas compleja que el trino. En ambos casos se ha logrado realizar una
compensacio´n de las distorsiones de fase existentes en el pulso hasta llevarlo hasta
valores cercanos a su l´ımite por transformada. Todo ello se ha realizado optimizando
50 variables en tan solo 451 mediciones del efecto estudiado, esto es, menos de 10 eva-
luaciones por dimensio´n. Hemos visto tambien como la seleccio´n del punto de partida
es importante, fundamentalmente por la presencia de ruido experimental, resultando
mas efectivo partir desde una fase aleatoria.
Asimismo se ha comprobado la viabilidad de la aplicacio´n de MODS en la nanoes-
cala, utilizado para ello la sen˜al de SH (efecto no-lineal de segundo orden) proveniente
de nano part´ıculas de BaTiO3 con un taman˜o inferior a la longitud de onda de irra-
diacio´n. El reducido nu´mero de evaluaciones necesarias, abre la posibilidad de su
aplicacio´n muestras fluorescente con tiempo de irradiacio´n limitado.
80La distribucio´n de las frecuencias en el foco del haz la´ser no es uniforme
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5.4. Alineamiento molecular
El objetivo de esta seccio´n es analizar la viabilidad de MODS en experimentos
de alineamiento molecular. La modelizacio´n teo´rica de este experimento queda mas
alla´ del objeto de esta tesis, por lo que en esta seccio´n esbozaremos las principales
caracter´ısticas del alineamiento molecular y mostraremos resultados experimentales
aplicados a el alineamiento molecular de N2 atmosfe´rico. Los resultados avalan la
viabilidad de uso de MODS en este tipo de problemas.
Cuando mole´culas con polarizabilidad anisotro´pica son sometidas al campo elec-
tromagne´tico de un pulso la´ser intenso se alinean respecto al eje de polarizacio´n del
campo aplicado. Este proceso puede ser clasificado de dos posibles modos:
Adiaba´tico Sucede cuando la envolvente del campo de alineamiento cambia
lentamente en comparacio´n con la escala de tiempo caracter´ıstica del momento
rotacional de la mole´cula alineada. En este caso, una vez desaparece el campo
de alineamiento el alineamiento tambie´n lo hace [89].
No adiaba´tico Cuando la duracio´n del pulso de alineamiento es mucho mas
corta que el periodo rotacional. En estas condiciones se genera un paquete de
ondas de estados rotacionales que permanece au´n cuando la excitacio´n desapa-
rece, generando alineamiento recurrente en fracciones y mu´ltiplos enteros del
periodo rotacional [90].
Este u´ltimo tipo de alineamiento es el que es accesible en nuestros experimentos,
dada la naturaleza de nuestro pulso de excitacio´n.
En ausencia de excitacio´n, las mole´culas tienen una orientacio´n aleatoria. En pre-
sencia de un pulso la´ser intenso, se induce en ellas un dipolo en la direccio´n de la
polarizacio´n del campo. De esta forma se genera un par de rotacio´n en la mole´cula,
que hace que el dipolo minimice su energ´ıa en el campo alineandose paralelamente al
eje de polarizacio´n del campo E(t). Al ser la duracio´n del pulso de excitacio´n menor
que el periodo rotacional de la mole´cula, esta recibe un ra´pido impulso de alineamien-
to, creandose en la mole´cula un paquete de ondas rotacional. Una vez que el pulso
se ha extinguido, alineaciones y antialineaciones perio´dicas transitorias se suceden
despue´s del alineamiento inicial, que seguira´n produciendose mientras se mantenga la
coherencia de los paquetes de onda rotacionales [59]. A este feno´meno se le denomina
alineamiento libre de campo81, los instantes de alineamiento y de antialineamiento
esta´n muy pro´ximos en el tiempo.
La evolucio´n del paquete de ondas rotacional tiene una periodicidad determina-
da por su tiempo de recurrencia, Trec =
⇡~
B , siendo B la constante rotacional de la
mole´cula. En nuestro caso realizaremos optimizacio´n de alineamiento en aire, sobre
81field-free alignment
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la mole´cula de N2, B = 1,989581cm 1 [28]. Existen, asimismo, alineaciones parciales
observables en Trec2 ,
Trec
4 y Trec
3
4 . El alineamiento es una fuente de birrefringencia, que
mediremos de forma analoga a co´mo se realiza la medicio´n en FROG.
Figura 5.30: Esquema del a´ngulo ✓ entre el eje de polarizacio´n del campo ~E y la
mole´cula diato´mica.
La medida del alineamiento esta´ definida por el valor promedio del valor del hcos2✓i
donde ✓ es el a´ngulo entre el plano de polarizacio´n del la´ser y el eje molecular(fig5.30).
Esta medida nos proporciona un valor de hcos2✓i = 1 (✓ = [0, ⇡]) para una distribucio´n
angular perfectamente alineada o hcos2✓i = 0 (✓ = ±⇡/2) para una distribucio´n
en antialineamiento. En los intervalos entre las alineaciones recurrentes existira´ una
distribucio´n isotro´pica de todos los valores posibles de ✓, por lo que hcos2✓i = 1/3.
Basadonos en esto consideraremos que cuando el hcos2✓i > 1/3 las mole´culas
esta´n predominantemente alineadas a lo largo del eje de polarizacio´n del la´ser, si el
hcos2✓i < 1/3, las mole´culas esta´n predominantemente alineadas en el plano ortogonal
al eje de polarizacio´n del la´ser.
En la Figura 5.31 [91] se muestra la sen˜al de alineamiento de las mole´culas diato´mi-
cas N2,O2 (B = 1,4456cm 1) y CO (B = 1,9972cm 1), que presentan tiempos de
recurrencia de ⇡ 8,4 ps para N2, ⇡ 11,6 ps para O2 y ⇡ 8,5 ps para CO. La presen-
cia de alineamiento en los tiempos Trec4 ,
Trec
2 , Trec
3
4 , Trec.... puede apreciarse. Existen
diferentes amplitudes en cada una de estas recurrencias dependiendo de la mole´cula
observada, este hecho esta´ relacionado con la estad´ıstica de los espines nucleares, que
controla los pesos relativos entre los estados J pares e impares [92].
En nuestro caso, la optimizacio´n se realizara sobre la observacio´n del alineamiento
inducido en la mole´cula de N2. Esta presenta un tiempo de recurrencia muy similar al
del CO, pero su cantidad relativa en aire es muy diferente, ⇡ 78% para el N2 frente
al ⇡ 0,035% del CO, con ello podemos considerar despreciable la contribucio´n del
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Figura 5.31: Sen˜al de alineamiento para las mole´culas diato´micas de N2 (a), O2 (b) y
CO (c). El alineamiento ha sido inducido mediante un pulso de 110 fs a 799 nm con
una intensidad de 6x1013W/cm2 [5]
CO.
En el alineamiento adiaba´tico el uso de estrategias de optimizacio´n de conforma-
cio´n temporal con algoritmos evolutivos ha sido ampliamente estudiado [29] [59] [28]
[93], utilizando estrategias evolutivas con resultados diversos. No existe un consenso
acerca de la conformacio´n temporal o´ptima para aumentar el alineamiento frente a la
producida por un pulso por transformada. Se han reportado soluciones consistentes
en trenes de pulsos [29], dobles pulsos [94] o pulsos con dispersio´n de tercer orden
(TOD) [28] entre otras.
5.4.1. Descripcio´n experimental
Para la medicio´n del alineamiento molecular utilizamos la configuracio´n experi-
mental mostrada en la Figura 5.32 Utilizamos para ello el mismo sistema experimental
que en las medidas de FROG con dos pequen˜as variaciones:
Los haces de excitacio´n y muestreo son ahora independientes. El haz de muestreo
proviene del amplificador directamente. El haz de excitacio´n proviene de nuestro
sintetizador de pulsos y sera´ el encargado de generar el alineamiento
El medio de interaccio´n es ahora aire (se ha extra´ıdo la la´mina de sf-57 ). Los
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dos haces interaccionan en aire a una temperatura82 de 21o±3o
Figura 5.32: Montaje experimental para la generacio´n y medicio´n del alineamiento
molecular.La polarizacio´n del pulso de muestreo es perturbada por el alineamiento
que genera el pulso de excitacio´n. Las polarizaciones de los pulsos de muestreo y
excitacio´n esta´n posicionadas a 45o. Estos cambios de polarizacio´n son detectados en
el espectro´metro.
El objetivo de optimizacio´n es maximizar el alineamiento en el Trec2 de la mole´cula
de N2, que ocurre a ⇡ 4,2ps del alineamiento inicial. Este tiempo de alineamiento no
esta´ influenciado por los momentos rotacionales de otros componentes del aire co´mo
O2,CO2 o CO.
La birrefringencia producida por el alineamiento es detectada de forma ana´loga a
la utilizada en las mediciones mediante efecto Kerr en sf-57, con la diferencia de que
en esta ocasio´n el haz de muestreo ha de ser mucho mas de´bil que el de excitacio´n, esta
te´cnica, conocida co´mo weak field polarization [95], permite que el haz de muestreo
no interfiera en el grado de alineamiento de las mole´culas pero si se vea afectado por
la birrefringencia que genera el alineamiento.
Las trazas de alineamiento son registradas modificando la longitud del brazo de
excitacio´n, esto es, la distancia temporal entre la excitacio´n y el muestreo, permi-
tie´ndonos observar el estado de la rotacio´n molecular en cualquier momento post-
exitacio´n83.
En la Figura 5.33 se muestra un ejemplo de traza de alineamiento y su sen˜al tem-
poral integrada. El eje horizontal (tiempo) de las figuras crece hacia la derecha. Cada
linea vertical de la imagen corresponde a las frecuencias registradas a ese retardo
respecto a la excitacio´n. La figura pues corresponde a un mapa temporal de co´mo se
esta´n produciendo los alineamientos moleculares. Aunque tienen gran parecido visual
con las trazas de FROG (energ´ıa espectral frente al tiempo) en esta ocasio´n no vemos
una traza de autocorrelacio´n. La sen˜al detectada es la resultante de la interaccio´n del
haz del muestreo con el volumen focal donde se desarrolla el alineamiento molecu-
lar. Es consecuencia de la evolucio´n temporal de la birrefringencia inducida por el
alineamiento de las mole´culas.
82Esta es la temperatura estabilizada del laboratorio
83Dentro de los l´ımites que nos impone la longitud de nuestra linea de retardo
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Figura 5.33: Mapa del alineamiento molecular y traza de energ´ıa espectral integra-
da. Se han marcado los diferentes tiempos de recurrencia que se observan para las
mole´culas de N2 y O2
Consideramos t = 0 (tiempo cero) el momento en el que el haz de excitacio´n y el
de muestreo coinciden temporalmente. En este punto la sen˜al detectada es significa-
tivamente superior a la observada en el resto de la evolucio´n. El pulso genera efecto
Kerr en aire cuya deteccio´n domina sobre el alineamiento molecular. El efecto Kerr, de
origen electro´nico, desaparece instanta´neamente al extinguirse el pulso de excitacio´n.
Posteriormente se observa el fondo de sen˜al producido por la existencia de un cier-
to grado de alineamiento permanente. Intercalados sobre este fondo de forma regular
podemos ver los picos de alineamiento (ascendente) y de antialineamiento (descenden-
te), correspondientes a una deteccio´n heterodina de la sen˜al [95]. Se observa co´mo,
efectivamente, el alineamiento y antialineamiento se suceden inmediatamente en el
tiempo.
Los alineamientos y antialineamientos observados son debidos a las mole´culas de
O2 y N2 del aire. La razo´n para seleccionar el primer
Trec
2 del N2 co´mo objetivo de
la optimizacio´n es que e´ste no se encuentra en la proximidad de las recurrencias de
las de otras mole´culas presentes en el aire, excepto la de CO cuya contribucio´n se
considera despreciable.
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5.4.2. Resultados experimentales
En los experimentos que mostramos el haz de excitacio´n tiene una energ´ıa de
60 mW, el de muestreo de 1 mW, a 1 kHz de frecuencia de repeticio´n. Con ello
alcanzamos una intensidad en el volumen de alineamiento, de 100-150 TW/cm2. Se
han utilizados dos objetivos diferentes de alineamiento sobre el mapa de alineaciones,
la intensidad de la sen˜al de birrefringencia situada a 4.2 ps del tiempo cero (primer
Trec
2 de N2), y de la sen˜al de efecto Kerr en t = 0. Se ha realizado la optimizacio´n con
fases conformadas por 25 y 50 nodos, utilizando en ambos casos MODS/p/s/2-2-3,(
226 y 451 evaluaciones respectivamente) partiendo de una fase constante=⇡.
Debido a los problemas de modulacio´n de amplitud que hemos encontrado en el
sistema experimental, se ha utilizado un pulso ligeramente expandido hasta alcanzar
250 fs FWHM. Si se utiliza un pulso comprimido cualquier modificacio´n de nodo
de la fase generaba una pe´rdida de energ´ıa y la optimizacio´n no resulta posible.
Esta expansio´n temporal se ha realizado introduciendo trino negativo mediante el
compresor del amplificador.
Optimizacio´n utilizando 50 nodos
El mapa de alineamiento correspondiente a la aplicacio´n de una fase constante=0
sobre la mascara del SLM se muestra en la Figura 5.34, junto con su traza de in-
tensidad integrada. Se aprecia la sen˜al en t = 0 debida principalmente al efecto Kerr
dominante y las posteriores momentos de alineamiento. Se han sen˜alado los tiempos
de optimizacio´n utilizados para efecto Kerr (a), situado a 700 fs antes de t = 0, y de
N2 (b), situado 4.2 ps despue´s de t = 0 . El eje temporal de las figuras corresponde
al tiempo de mapeado de la sen˜al.
Figura 5.34: Mapa de alineamiento de referencia y su sen˜al integrada correspondiente
a un pulso de 250 fs con trino positivo, utilizado como referencia para la optimizacio´n
mediante 50 nodos. Se ha marcado los tiempos objetivo de optimizacio´n correspon-
dientes al efecto Kerr (a) y al primer Trec2 del N2(b)
Para la optimizacio´n del efecto Keer se situ´a la l´ınea de retardo de forma que la
sen˜al detectada corresponde al punto sen˜alado co´mo a en la Figura 5.37. El resultado
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de la optimizacio´n se muestra en la Figura 5.35, en la que se muestra el mapa de
alineacio´n (a), su traza integrada (b), la fase obtenida (c) y los valores de evaluacio´n
obtenidos a lo largo de la optimizacio´n (d). Para maximizar la sen˜al detectada en dicho
punto el algoritmo obtiene una fase lineal que genera un desplazamiento temporal del
pulso. Este desplazamiento se aprecia claramente en como podemos observar en el
mapa de alineacio´n y en sen˜al integrada. En esta u´ltima no se aprecia un incremento
de sen˜al en el efecto Kerr. La sen˜al de alineamiento de N2, situada a 4.2ps tampoco
sufre una variacio´n significativa. La optimizacio´n so´lo se produce durante el primer
barrido de la optimizacio´n, tal y co´mo se observa en la curva de convergencia, en la
que se muestran todas las evaluaciones realizadas durante el proceso.
Figura 5.35: Optimizacio´n de efecto Kerr inicial a -700 fs de t = 0 utilizando 50 nodos.
Mapa de alineacio´n (a), sen˜al integrada (b), fase obtenida (c) y curva de optimizacio´n
(d)
Si fijamos el tiempo de observacio´n para la optimizacio´n en el tiempo de el primer
Trec
2 , obtenemos el resultado mostrado en la Figura5.36. En esta ocasio´n si se logra
producir una mejora significativa de la sen˜al de alineamiento de aproximadamente el
100%, pasando de 500 a 1000 cuentas sobre la sen˜al integrada. Asimismo la sen˜al
debida al efecto Kerr sufre un ligero incremento, de 3000 a 3500 cuentas. En la fase
obtenida se puede adivinar el indicio de una fase cuadra´tica, pero se aprecia que el
ajuste de fase se ha conseguido solo en unos pocos nodos. La curva de convergencia
es significativamente mas ruidosa que en el caso anterior.
Optimizacio´n utilizando 25 nodos
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Figura 5.36: Optimizacio´n sobre Trec2 del N2 mediante la utilizacio´n de 50 nodos. Mapa
de alineacio´n (a), sen˜al integrada (b), fase obtenida (c) y curva de optimizacio´n (d)
Frente los mismos objetivos de optimizacio´n se ha disminuido el nu´mero de no-
dos de control sobre la fase. De esta forma conseguimos que la cantidad de energ´ıa
espectral manejada por cada nodo sea mayor, a costa de sacrificar parte del control
temporal.
Hemos tomado una nueva medida de el alineamiento con una fase cero aplicada
sobre el SLM que se muestra en la Figura5.37. El resultado es ligeramente diferente al
anterior mapa de referencia. Vemos co´mo el efecto Kerr en esta ocasio´n nos ofrece 2750
cuentas sobre la sen˜al integrada y el alineamiento aproximadamente 300. Nuevamente
realizamos la optimizacio´n en los tiempos sen˜alados co´mo a (Kerr) y b (alineamiento)
en la figura.
Cuando realizamos la optimizacio´n de efecto Kerr nuevamente obtenemos un des-
plazamiento temporal de la sen˜al. En esta ocasio´n la fase lineal obtenida se encuentra
mejor definida, y tambie´n se aprecia un ligero incremento de la sen˜al Kerr, pasando de
2750 a 3000 cuentas. Asimismo la sen˜al de alineamiento se incrementa en un 100%,
de 300 a 600 cuentas. La cantidad de alineamiento esta´ directamente relacionada con
la generacio´n inicial de efecto Kerr [96]. La optimizacio´n se produce, tambie´n en esta
ocasio´n, solamente durante el primer barrido.
Al fijar el tiempo de optimizacio´n sobre el alineamiento de N2, Figura 5.39, se logra
un incremento de sen˜al de 300 a 2500 cuentas, con un incremento del la sen˜al Kerr de
2750 a 7300 cuentas. La fase obtenida se encuentra mejor definida que utilizando 50
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Figura 5.37: Mapa de alineamiento correspondiente a un pulso de 250 fs con trino po-
sitivo, referencia para la optimizacio´n mediante 25 nodos. Se ha marcado los tiempos
objetivo de optimizacio´n correspondientes al efecto Kerr (a) y primer Trec2 del N2(b)
Figura 5.38: Optimizacio´n de efecto Kerr inicial a -700 fs de t = 0 utilizando 50 nodos.
Mapa de alineacio´n (a), sen˜al integrada (b), fase obtenida (c) y curva de optimizacio´n
(d)
nodos. Puede verse co´mo su conformacio´n es cuadra´tica. El manejo de mayor energ´ıa
por nodo hace posible este resultado, que corresponde a una compresio´n del pulso
inicial.
En la Figura5.40 se muestran las trazas de FROG del pulso original y el obtenido
tras la optimizacio´n mediante 25 nodos, as´ı como una comparacio´n temporal de los
mismos. La forma temporal provine de de la deconvolucio´n de las trazas de FROG,
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Figura 5.39: Optimizacio´n sobre Trec2 del N2 mediante la utilizacio´n de 50 nodos. Mapa
de alineacio´n (a), sen˜al integrada (b), fase obtenida (c) y curva de optimizacio´n (d)
el pulso original se extiende ⇡250 fs FWHM. Tras la optimizacio´n se comprime hasta
alcanzar ⇡150 fs FWHM.
Figura 5.40: Trazas de FROG de los pulsos original y obtimizado correspondientes a
la optimizacio´n de N2 en
Trec
2 sobre 25 nodos y pulsos temporales resultantes.
Al utilizar una ventada de observacio´n en la que el efecto predominante es el efecto
Kerr, MODS genera un desplazamiento temporal del pulso, retrasando la excitacio´n
⇡700 fs. Cuando la observacio´n se situ´a a 4.2ps, genera una fase de compensacio´n
del pulso original para incrementar el alineamiento. Este incremento de alineamiento
esta directamente relacionado con la generacio´n de efecto Kerr inicial, que tambie´n
aumenta. Surge una discrepancia al observar co´mo el valor de sen˜al debida efecto
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Kerr es menor cuando el observable es el propio efecto Kerr que cuando se optimiza
el alineamiento. Se obtienen ⇡3000 y ⇡7000 cuentas respectivamente. La explicacio´n,
que se vera en ma´s detalle en el apartado 5.5.2.d, proviene del comportamiento de
MODS. Cuando se intenta la optimizacio´n directa del efecto Kerr inicial existen dos
elementos que influyen directamente el la generacio´n. El primero de ellos es la posi-
cio´n temporal del pulso, el segundo, su compresio´n temporal. Es necesario primero
desplazar el pulso antes de comprimirlo, de hecho la compresio´n resultar´ıa contrapro-
ducente en un primer estadio, ya que la generacio´n de sen˜al se alejar´ıa de la ventana
de observacio´n. Este primer ajuste, desplazamiento temporal, se logra correctamente
durante el primer barrido. A lo largo del segundo barrido, en ninguno de los dos ca-
sos (25 o 50 nodos) se logra realizar una mejora significativa de la sen˜al. Es posible
que este comportamiento sea debido a la distancia de salto inicial,  . Esta distancia
disminuye exponencialmente con el numero de barridos (B), siendo   = 2⇡3·2B 1 , con lo
que en el segundo barrido ya podemos encontrarnos por debajo de nuestro l´ımite de
deteccio´n.
Figura 5.41: Volumen focal del a´rea de interaccio´n, posee una extensio´n de ⇡ 60 µm
FWHM a lo largo del eje de propagacio´n y ⇡ 3 µm FWHM en la cintura de haz
Un segundo efecto que puede estar implicado es el acoplamiento espacio tem-
poral, que tiene como consecuencia un desplazamiento espacial del foco [45]. En la
Figura5.41 se muestra el volumen focal que poseen los pulsos en el a´rea de interaccio´n,
longitudinalmente se extienden ⇡ 60 µm FWHM y la cintura de haz tiene tan solo ⇡
3 µm FWHM. Los pulsos viajan por caminos diferentes, los procedentes del sinteti-
zador de pulsos disponen de unos 5 metros de propagacio´n antes de llegar al a´rea de
interaccio´n. La imposicio´n de la fase lineal puede provocar el desplazamiento lateral
del foco por acoplamiento espacio temporal, haciendo que el volumen de interaccio´n
disminuya. De hecho, si observamos las fases obtenidas para la optimizacio´n del efec-
to Kerr, sobre todo en el caso de 50 nodos, podemos ver como no son exactamente
lineales. Esto implicar´ıa que no solo se esta desplazando el pulso, sino que es posible
es posible que se este´ efectuando una ligera compresio´n de pulso. Por desgracia no
disponemos de las trazas de FROG correspondientes a la optimizacio´n de efecto Kerr.
134 Cap´ıtulo 5. Resultados Experimentales
5.4.3. Conclusiones
Se han mostrado ejemplos que avalan la viabilidad de la aplicacio´n deMODS
sobre procesos dependiente de la intensidad instanta´nea del pulso inducidos sobre un
material en fase gas.
El mecanismo de bu´squeda que utilizaMODS lo convierte en un optimizador local.
Esto implica que optimizara´ aquello que disponga en su ventana de observacio´n y que
le proporcione una cuenca de atraccio´n. La excitacio´n de las mole´culas de nitro´geno
en aire nos proporciona dos observables de naturaleza muy diferentes, aunque ambos
son detectables gracias a la birrefringencia que inducen; El efecto Kerr, un feno´meno
no-lineal de tercer orden, y la alineacio´n recurrente de un paquete de ondas rotacional.
MODS es capaz de encontrar de forma efectiva una solucio´n diferente para cada uno
de estos problemas.
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5.5. FROG con desajuste temporal
Con el fin de probar nuestro algoritmo en problemas donde la solucio´n implique
una estructuracio´n temporal diferente a obtener la ma´xima compresio´n temporal,
hemos disen˜ado el experimento que denominamos FROG con desajuste temporal.
En esta ocasio´n nuestro pulso debe escapar de un laberinto geome´trico, a trave´s de
una puerta no-lineal. La llave es la fase. El esquema ba´sico del experimento podemos
verlo en la Figura 5.42. Nuestro pulso se inyecta en el sistema de medicio´n de FROG,
en el que se han desbalanceado los brazos de forma que el pulso de excitacio´n atraviesa
el medio no-lineal 1ps antes que el de muestreo. En estas condiciones el pulso de
muestreo es rechazado en el analizador al no existir solapamiento con el pulso de
excitacio´n. El problema consiste en encontrar la conformacio´n temporal que permita
al pulso de muestreo atravesar el analizador. La solucio´n al problema exige bombear
energ´ıa del pulso a la posicio´n temporal adecuada, para que el muestreo y la puerta
Kerr coexistan temporalmente.
5.5.1. Descripcio´n experimental
Para la realizacio´n de este experimento se ha utilizado el sistema experimental
de FROG. Su representacio´n esquema´tica se muestra en la Figura 5.42. El principio
ba´sico de funcionamiento de FROG84 es la medicio´n de la birrefringencia inducida
por efecto Kerr que se produce en un medio no-lineal. El pulso de entrada se divide en
dos: un pulso de excitacio´n y otro de muestreo muestreo. El pulso de muestreo viaja
a trave´s de un conjunto polarizador-analizador cruzados. Gracias a la rotacio´n de
polarizacio´n producida por la birrefringencia inducida en el medio no-lineal (la´mina
de SF57 ) por el pulso de excitacio´n, una porcio´n de su energ´ıa es capaz de atravesar
el analizador, y es medida mediante el espectro´metro. Cuando existe solapamiento
espacial y temporal la maximizacio´n de la sen˜al de birrefringencia se consigue con la
ma´xima compresio´n de pulso.
Mediante la linea de retardo situada en el haz de excitacio´n podemos alejar o
acercar temporalmente ambos pulsos. En este experimento alejamos temporalmente
los pulsos 1ps, equivalente a ⇡ 10 veces la anchura del pulso original. De esta forma a
la generacio´n de efecto Kerr le hemos an˜adido un problema geome´trico, en forma de
diferencia de camino o´ptico. El reto de optimizacio´n es encontrar el pulso adecuado
para que se maximice la sen˜al en el espectro´metro, es decir, para que los dos pulsos
puedan coexistir temporalmente sobre el medio no-lineal.
Bajo estas condiciones solo existe solapamiento temporal de los pulsos en sus colas,
la energ´ıa esperada para un pulso gausiano en una ventana localizada a 10 FWHM
de su centro sera´ de aproximadamente 1E 5 de su valor ma´ximo. Intuitivamente para
84Una visio´n mas amplia de FROG se da en el Cap´ıtulo 3
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Figura 5.42: Representacio´n esquema´tica de los pulsos de excitacio´n y muestreo en un
sistema de FROG con los brazos desbalanceados. El pulso de muestreo y excitacio´n
se hayan separados 1 ps, de forma que su interaccio´n sobre el medio no-lineal (sf57 )
es mı´nima
poder generar el efecto puerta Kerr en el momento en el que el pulso de muestreo
atraviesa la la´mina de sf57 el pulso ha de dividirse en dos subpulsos con una separacio´n
temporal igual a la diferencia de camino o´ptico entre ambos brazos (1ps). De esta
forma cuando el primer subpulso del muestreo llega a la la´mina el segundo del haz de
excitacio´n general la puerta.
Hemos realizado tres tipos de experimentos. En el primero compararemos el desa-
rrollo de MODS frente a el algoritmo gene´tico (AG), utilizando el Sintetizador 1 y
estando presente el SSA85 a la salida del amplificador. En el segundo compararemos
MODS frente a el AG utilizando el Sintetizador 2, sin la presencia del SSA y, final-
mente, en el tercero comparamos desarrollo de MODS Di↵erential Evolution (DE ).
Para la realizacio´n de las medidas de las trazas de FROG utilizamos un filtro
neutro con densidad o´ptica (OD) OD1, bajo estas condiciones no es posible detectar
la sen˜al producida en el tiempo de optimizacio´n dada la poca energ´ıa existente en el
pulso de excitacio´n a 1 ps, por lo en el proceso de optimizacio´n dicho filtro neutro es
sustituido por un OD0.3, lo que nos proporciona una sen˜al 1000 veces mayor.
5.5.2. Resultados experimentales
5.5.2.a. Comportamiento de MODS frente a AG sobre el sintetizador 1
En este experimento la deteccio´n de la sen˜al de birrefringencia se ha realizado me-
diante un fotodiodo lineal (DET110, Hamamatsu) en vez de utilizar el espectro´metro
del sistema FROG. El haz procedente del analizador se enfocado sobre el fotodiodo
mediante una lente de 10cm de focal. La sen˜al se registra mediante un osciloscopio
(Yokogawa DL9000 ) con un promediado de 8 pulsos. Se ha utilizado el sintetizador
1 cuyas caracter´ısticas se muestran en la tabla 3.3.1, pa´gina 34. Durante estos ex-
perimentos se encontraba presente el SSA a la salida del amplificador regenerativo.
85Single Shot Autocorrelator, introduc´ıa importantes variaciones de duracio´n de pulso
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Tal y como se describio´ en el apartado 5.1.3 este elemento generaba una considerable
variacio´n temporal del pulso.
Se ha utilizado barrido secuencial utilizando dos tipos de inicializaciones de fase
y diferente nu´mero de saltos. Se muestran los resultados de MODS/50/p/s/1-3 y
MODS/50/a/s/1-4 (en adelante (MODSp yMODSa) con fase inicial aleatoria unifor-
me [0, 2⇡). Invierten 251 y 301 evaluaciones respectivamente. Para el AG se utiliza
una poblacio´n de 30 individuos86 con e´lite de 2, codificacio´n de 6 bits, una probabili-
dad de mutacio´n de 0.05, probabilidad de cruce 0.8 y con una inicializacio´n uniforme
de la poblacio´n en el rango [0, 2⇡). Se permite la ejecucio´n durante 84 generaciones,
lo que nos da un total de 2520 evaluaciones.
Figura 5.43: Curvas promedio de los algoritmos probados. En promedio, MODSa
alcanza el mismo nivel de optimizacio´n que el AG pero utilizando un nu´mero de
evaluaciones 8 veces menor.
Para realizar la comparacio´n entre MODS y AG se realizan 20 lanzamientos de
cada algoritmo, utilizando evaluacio´n de me´rito, en la Figura 5.43 podemos ver las
curvas de convergencia obtenidas.
Existe una notable diferencia de rendimiento entre MODSp y MODSa que es
achacable al feno´meno de modulacio´n de amplitud residual que se produce al trabajar
con una fase plana. Este efecto se ve amortiguado, co´mo hemos visto en anteriores
experimentos, al trabajar con fases aleatorias. Las diferencias que se aprecian en el
punto de partida de ambas convergencias son directamente producidas por la fase
86Se ha intentado la optimizacio´n con tan solo 10 individuos, pero la optimizacio´n era inviable
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inicial. Las fases aleatorias nos proporcionan pulsos temporalmente dispersos, por lo
que la interaccio´n entre las energ´ıas del pulso de excitacio´n y el de muestreo es mayor
que cuando trabajamos con fase plana, cuya energ´ıa esta´ concentrada a 1ps del pulso
de muestreo. La evolucio´n de la curva de convergencia del AG es pra´cticamente lineal,
quiza´ se comienza a apreciar cierta saturacio´n en el ultimo estadio de la optimizacio´n.
En promedio la solucio´n alcanzada por MODSa alcanza el mismo valor que AG 8.4
veces mas ra´pido.
Para observar con mas detalle la evolucio´n de cada uno de los algoritmos mos-
tramos cada uno de los lanzamientos en la Figura 5.44, donde se ven las curvas de
convergencia obtenidas en los 20 lanzamientos. Estas curvas esta´n compuestas por, en
el caso de MODS, el resultado de la optimizacio´n de cada uno de los nodos (50 puntos
en total) en el caso del AG por el mejor individuo de cada una de las 84 generaciones.
Comencemos analizando el comportamiento del AG. Aunque la utilizacio´n de eli-
tismo nos asegura la conservacio´n de las mejores soluciones entre generaciones, obser-
vamos una gran oscilacio´n en los resultados intergeneracionales. Las fluctuaciones de
potencia y temporales del la´ser, son las responsables (hablaremos de ello al referirnos
a la Figura 5.45). Si bien 2840 evaluaciones pueden no ser suficientes para lograr una
optimizacio´n sobre 50 para´metros en un AG, se puede observar en alguna de las cur-
vas individuales indicios de saturacio´n de convergencia. En cualquier caso existe una
gran dispersio´n en las soluciones finales.
Figura 5.44: Todas las curvas de convergencia de todos los algoritmos
MODS muestra su comportamiento t´ıpico ante la optimizacio´n secuencial, no op-
timizando en las primeras y u´ltimas evaluaciones, correspondientes a las colas espec-
trales y evolucionando sigmoidalmente en los nodos centrales. En MODSp partimos
siempre de la misma fase y podemos ver co´mo los errores cometidos en la evaluacio´n
de los nodos se propagan a lo largo de la optimizacio´n, siendo responsables, junto con
las fluctuaciones del la´ser, de la dispersio´n de soluciones observada. MODSa presenta
un comportamiento mas diferenciado en cada uno de los lanzamientos, pero podemos
observar co´mo un buen punto de partida no es garant´ıa una buena solucio´n final. De
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hecho, alguna de las mejores soluciones ofrecidas tiene alguno de los peores puntos de
partida (lineas azules). Los peores resultados pueden tener or´ıgenes de buena o mala
calidad (lineas rojas). La dispersio´n de soluciones que presentanMODSp yMODSa es
inferior, en cualquier caso, a la que ofrece el AG. Si bien este u´ltimo presenta alguna
solucio´n claramente superior, el nu´mero de evaluaciones requeridas para alcanzarla
no parece justificado a efectos pra´cticos.
Para ver co´mo puede afectar el ruido al proceso de convergencia mostramos en
la Figura 5.45 el resultado de todas las evaluaciones de me´rito87 realizadas en un
lanzamiento de MODSp (251 evaluaciones) y en un AG que hemos dejado evolucio-
nar durante 5050 evaluaciones (unas 170 generaciones). Cada una de las muestras
requiere aproximadamente 1s. En el caso del AG estamos observando 84 minutos de
optimizacio´n. La linea magenta nos muestra la comparacio´n entre los tiempos de am-
bas optimizaciones. Las oscilaciones de energ´ıa a medio plazo del la´ser que vimos en
la Figura 5.2, pa´gina 88, son claramente apreciables en la evolucio´n del AG, llevando
a la evaluacio´n de las fases probadas a niveles de cercanos, e incluso inferiores, a los
de partida, co´mo sucede alrededor de la evaluacio´n 1500.
Estas fluctuaciones suponen una barrera para el proceso de optimizacio´n, falseando
el valor de cada una de las fases que se esta´n probando y dificultando enormemente
la seleccio´n de candidatos. Estas variaciones tambie´n afectan a la convergencia de
MODS, pero al requerir un nu´mero mucho menor de evaluaciones su resultado se
vera´ menos afectado por ellas.
Una de las implicaciones de la utilizacio´n de un algoritmo determinista es que
siempre obtenemos la misma solucio´n ante las mismas condiciones iniciales, sufriendo
cierta desviacio´n debida al ruido experimental, tal y co´mo hemos visto en la evolucio´n
de las convergencias de MODSp. En la Figura 5.46 se muestran las fases obtenidas
en cada uno de los lanzamientos de los algoritmos. Ordenados de izquierda a derecha
tenemos el resultado de menos a mas estoca´stico. MODSp parte siempre de la misma
fase, sus soluciones son virtualmente ide´nticas. Se introduce una fase lineal en la
primera mitad del espectro. MODSa tambie´n nos ofrece soluciones similares entre
si, con una mayor variabilidad debida a sus diferentes fases iniciales. Finalmente, el
AG presenta una gran variabilidad en las fases finales, debido a su comportamiento
estoca´stico. Creemos que una ventaja del cara´cter determinista de MODS es que
puede ayudar en la interpretacio´n de resultados y de procesos subyacentes a los efectos
observados en experimentos de optimizacio´n.
Para observar temporalmente las soluciones se muestran las trazas de FROG de
las mejores y peores soluciones obtenidas por MODSa y AG. Pueden observarse en la
Figura 5.47. La aparente modulacio´n de amplitud que se observa en forma de franjas
horizontales es consecuencia del propio funcionamiento del sistema de medida [2]. En
87Los valores a cero, lineas verticales, son debidos a errores de comunicacio´n entre los dispositivos
de medida y no han sido considerados por los algoritmos
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Figura 5.45: Todas las evaluaciones de un lanzamiento de MODSp frente a un lanza-
miento del AG al que se le ha permitido realizar 5000 evaluaciones (1 evaluacio´n por
segundo). Se aprecia co´mo la evolucio´n de AG sigue a las fluctuaciones de energ´ıa a
medio plazo del la´ser.
Figura 5.46: Comparativa visual de todas las fases obtenidas en cada lanzamiento por
los algoritmos. MODSp obtiene el mismo tipo de fases en cada lanzamiento. La fase
aleatoria inicial de MODSa hace que exista una mayor variedad en las soluciones. AG
presenta un resultado diferente en cada lanzamiento
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todos los casos la energ´ıa del pulso se ha distribuido en paquetes de energ´ıa separados
1ps, la distancia entre los dos caminos o´pticos. De esta forma uno de los paquetes
genera la puerta Kerr que otro puede ver, solucionando de esta forma el problema.
El AG nos ofrece paquetes de energ´ıa no solo a 1ps, sino tambie´n mu´ltiplos. En
la imagen de la mejor solucio´n de AG podemos ver la energ´ıa concentrada a 2ps,
pero en su peor solucio´n vemos co´mo la energ´ıa esta´ dispersa a lo largo de todo el
tiempo, con cierta tendencia a estar concentrada en intervalos de 500 fs. Este tipo de
conformaciones temporales son soluciones locales que permiten la auto-interaccio´n del
pulso pero que distan de ser la solucio´n o´ptima. Por su parte las soluciones deMODSa
tienen todas un desarrollo adecuado, siendo incluso la peor solucio´n encontrada, una
solucio´n aceptable.
Figura 5.47: Trazas de FROG de la mejor y peor solucio´n obtenida por AG y MODS.
Las soluciones obtenidas por MODSa son de calidad comparable en todos los casos,
mientras que el AG presenta una considerable dispersio´n de energ´ıa.
En el siguiente apartado haremos un ana´lisis ma´s profundo de la solucio´n a la que
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han llegado los algoritmos y veremos co´mo, en realidad, dividir el pulso en dos sub-
pulsos con la separacio´n de 1ps no es, en realidad, la mejor solucio´n para el problema.
5.5.2.b. Comportamiento de MODS frente a AG sobre el sintetizador 2
En estos experimentos se utiliza el sintetizador 2 (tabla 3.3.1) que nos ofrece una
controlabilidad mejor que el usado en el anterior ejemplo. co´mo mejora en el sistema
de adquisicio´n de la sen˜al de birrefringencia hemos aprovechado que se ha sustituido
el espectro´metro utilizado en FROG por un Mightex con una resolucio´n espectral de
0.2 nm. Utilizamos su lectura co´mo sen˜al de feedback, en sustitucio´n del fotodiodo
lineal. Utilizamos el ma´ximo del espectro registrado con un tiempo de adquisicio´n de
100ms co´mo medicio´n de la birrefringencia. Esto nos permite mejorar el tiempo de
adquisicio´n de sen˜al baja´ndolo hasta, aproximadamente, 500ms88 por muestra.
Figura 5.48: Curvas promedio de convergencia, junto con todas las curvas de conver-
gencia obtenidas por MODS y AG.
Una diferencia fundamental existente frente a los lanzamientos que se han anali-
zado en el anterior apartado, y con los que veremos en este es que estas pruebas se
han realizado despue´s de una ajuste completo del sistema. El sistema la´ser (oscilador
y amplificador) se encuentran en un nivel o´ptimo de potencia y se ha realizado una
alineacio´n exhaustiva del pulse shaper. Tambie´n se ha eliminado el SSA que estaba
situado en la salida del amplificador y presente durante la obtencio´n de los anteriores
88250 ms de estabilizacio´n del SLM + 100 ms de integracio´n espectral + 150 ms de adquisicio´n y
procesado de datos
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resultados. Co´mo se ha descrito en el apartado 5.1.3 introduc´ıa oscilaciones de sen˜al
asociadas a la oscilacio´n de la duracio´n de pulso.
Todo ello nos ha permitido obtener unos mejores resultados.
El experimento se ha realizado utilizando 50 nodos de control y comparando el
desarrollo de MODS/50/p/s/1-3 (251 evaluaciones) frente al AG con la misma sinto-
nizacio´n utilizada anteriormente: poblacio´n de 30 individuos, elitismo de 2, pm=0.05,
pc=0.8, 6 bits poblacio´n uniforme en el rango [0, 2⇡] y permitie´ndole evolucionar
durante 100 generaciones (3000 evaluaciones).
Hemos realizado 20 lanzamientos con cada uno de los algoritmos obteniendo el
resultado promedio que se muestra en el Figura 5.48, junto con la evolucio´n de todos
los lanzamientos. Gracias a las buenas condiciones en las que se encontraba el sistema
experimental MODS supera ampliamente el resultado conseguido por AG, tanto en
tiempo de optimizacio´n co´mo en valor de intensidad alcanzado.
En la Figura 5.49 se muestran las curvas de convergencia de MODS, su promedio
y la intensidad espectral asociada, en funcio´n del pixel sobre el SLM en el que se esta´n
efectuando las optimizaciones marginales. Co´mo hemos visto, el grado de optimizacio´n
alcanzado depende de la intensidad espectral asociada.
Figura 5.49: Curva promedio de convergencia de MODS junto con todas las evalua-
ciones realizadas. La evolucio´n de la curva esta´ relacionada con la energ´ıa espectral
asociada a cada nodo.
En las trazas de FROG de las mejores y peores soluciones vemos, co´mo era de es-
perar de las curvas de convergencia, que el resultado deMODS es claramente superior
al obtenido por el AG. En este u´ltimo incluso en la mejor solucio´n, existe energ´ıa fuera
del tiempo de autosuperposicio´n. En la peor solucio´n de AG podemos ver, al igual
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que suced´ıa en los resultados mostrados en la Figura 5.47, energ´ıa depositada a inter-
valos de 500 fs. Esta situacio´n genera la puerta Kerr con solapamiento temporal entre
los trenes de pulsos, cada dos pulsos con 1ps de separacio´n sera´n detectados, pero la
eficiencia de la sen˜al se ve seriamente comprometida por la ineficiente distribucio´n de
energ´ıa obtenida.
Figura 5.50: Trazas de FROG de la mejor y peor solucio´n obtenida por el AG y
MODS
En la toda la discusio´n previa relativa al la solucio´n a este problema hemos partido
de la intuicio´n de que la mejor solucio´n posible consiste en una pareja de pulsos por
transformada, separados 1ps. Esto nos proporcionar´ıa la ma´xima potencia de pico en
solapamiento y, por tanto, la ma´xima sen˜al de birrefringencia. Al analizar la solucio´n
intuitiva hemos de tener en cuenta que no es, de hecho, alcanzable mediante un
sintetizador que utilice exclusivamente conformacio´n de fase.
Para determinar la solucio´n mas pro´xima a dos pulsos, lo mas cortos posibles, que
podemos obtener mediante nuestro sintetizador, hemos usado el algoritmo de GS 89
para obtener la fase necesaria para conformar un doble pulso por transformada (100
fs cada uno), con una separacio´n de 1ps. La fase ofrecida por GS puede verse en la
89Gerchberg-Saxton, una explicacio´n detallada la pueden encontrar en el cap´ıtulo 5.2
5.5. FROG con desajuste temporal 145
Figura 5.51 (linea azul rayada) donde se compara con el mejor resultado de MODS
(magenta). La Figura 5.52 muestra la conformacio´n temporal ofrecida por GS y la
que se obtiene al realizar la deconvolucio´n de la traza de FROG de la mejor solucio´n
alcanzada por MODS.
Figura 5.51: Fase teo´rica para un doble pulso obtenida por GS(azul ) y fase obtenida
experimentalmente por MODS(rosa)
Podemos ver co´mo la solucio´n temporal obtenida por ambos algoritmos no es un
doble pulso: es un tren de pulsos. Al utilizar modulacio´n de fase hemos visto co´mo,
por regla general, no existe una solucio´n exacta al problema de la conformacio´n de
fases. En este caso parece que la mejor aproximacio´n, al imponer que cada uno de los
subpulsos tenga la menor duracio´n posible, es un tren de pulsos asime´trico, con diver-
sas intensidades relativas. La fase de GS, al igual que la de MODS, esta´ compuesta
por dos formas ba´sicas: En la primera parte del espectro existe una componente lineal
sobre la fase. Superpuesta y distribuida a lo largo de toda la fase tambie´n existe una
componente sinusoidal amortiguada. La fase lineal genera la divisio´n del pulso en dos
pulsos que no son por transformada [13] y la componente sinusoidal es una fase se
utiliza comu´nmente para la generacio´n de trenes de pulsos [18]
La fase obtenida por MODS es ciertamente irregular, teniendo mayores desvia-
ciones frente a la ofrecida por GS en las zonas en las que espectralmente no hay
energ´ıa. Sin embargo, se reproduce con bastante fidelidad el resultado temporal de
GS. Ambas soluciones (MODS y GS ) muestran un tren de pulsos con una relacio´n de
intensidades, entre sus dos pulsos principales separados por 1ps de aproximadamente
1/0.6. Los subpulsos secundarios, con una separacio´n de 1ps, tambie´n existen en la
solucio´n de MODS.
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Figura 5.52: Aproximacio´n temporal a un doble pulso con 1ps de separacio´n obtenida
por GS y solucio´n experimental de MODS
5.5.2.c. Comportamiento de MODS frente a DE sobre el sintetizador 2
Se ha evaluado la respuesta de Di↵erential Evolution (DE ) sobre este problema
y la hemos comparado con la conseguida por MODS. Por desgracia, en el momento
de realizar los resultados experimentales de esta seccio´n el sistema la´ser presentaba
una ca´ıda de potencia hasta los 850 mW, frente al 1000 mW que deber´ıa ofrecer. En
estas condiciones nuestra experiencia es que la optimizacio´n mediante MODS se ve
comprometida, co´mo veremos en los resultados
Utilizamos DE con una poblacio´n de 10 individuos, F= 0.7, C=0.7, probabilidad
de aplicacio´n de mutacio´n trigonome´trica, pm=0.05, se le deja evolucionar durante
2000 evaluaciones. MODS se configura co´mo MODS/50/p/s/1-3 (251 evaluaciones)
partiendo de una fase plana =⇡. Se utiliza optimizacio´n de me´rito.
En la Figura 5.53 se muestran las evaluaciones realizadas durante la optimizacio´n
por ambos algoritmos durante 10 lanzamientos cada uno de ellos90. Las diez prime-
ras curvas de convergencia corresponden a DE seguidos de las 10 correspondientes
a MODS. DE estabiliza su convergencia en casi todos los lanzamientos, aunque los
valores finales alcanzados son similares, su comportamiento a lo largo de las diferentes
optimizaciones es bastante irregular. En algunos de ellos la poblacio´n permanece muy
dispersa, espacialmente en el segundo y de´cimo lanzamientos. Tanto en el segundo
co´mo en el se´ptimo lanzamiento podemos ver co´mo la poblacio´n se dispersa al final de
la optimizacio´n. Esto es un claro indicador de la presencia de ruido en el sistema que
hace que la evaluacio´n de la poblacio´n no sea efectiva. MODS presenta un comporta-
miento consistente en todos los lanzamientos, pero su valor alcanzado es ligeramente
peor al conseguido por DE. La presencia del ruido podemos verla reflejada en el inicio
90Una pe´rdida de datos nos impide disponer de las curvas de optimizacio´n en un formato mas
adecuado
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de sus curvas de convergencia, pese a estar inicializado siempre desde la misma fase
presenta muy diferentes valores de evaluacio´n inicial.
Figura 5.53: Convergencias DE y MODS. Podemos observar la diversidad en el com-
portamiento de DE en cada lanzamiento, sorprende la diferencia entre las dispersiones
de poblacio´n , co´mo la observada entre el 4 y de´cimo lanzamiento.MODS, pese a par-
tir de fase plana, presenta diferentes puntos de partida, debido al ruido existente en
el sistema.
Las trazas de FROG de los mejores lanzamientos, Figura 5.54, nos muestras co´mo
DE y MODS generan distribuciones de energ´ıa con 1ps de separacio´n. La principal
diferencia es que DE genera un tren con mas subpulsos. En la figura se muestra tam-
bie´n la sen˜al temporal integrada, en la que se aprecia claramente co´mo los pulsos
conseguidos por DE son de menor duracio´n que los obtenidos por MODS. Las trazas
de FROG nos indican que MODS no puede alcanzar el mismo grado de ajuste que
consiguio´ en los experimentos anteriores. Vemos energ´ıa distribuida entre los pulsos
situados a 1 ps. El nivel de ruido ha impedido la distribucio´n de esta energ´ıa en los
tiempos adecuados. Este pobre resultado creemos que esta´ relacionado a la inestabi-
lidad del sistema experimental, que se ve reflejado en el ajuste de fases que se puede
alcanzar.
MODS ofrece un resultado diferente al obtenido en las anteriores ocasiones. Si
atendemos a las fases obtenidas, Figura 5.55 podemos ver co´mo MODS so´lo consigue
ajustar las fases en la primera mitad del SLM, all´ı donde el salto de fase necesario
es mayor y, probablemente, mas detectable su aportacio´n temporal. Vimos co´mo
en el apartado anterior la fase o´ptima estaba compuesta por una componente lineal,
encargada de dividir el pulso con la separacio´n adecuada, y una sinusoidal, responsable
de la generacio´n del tren de pulsos y compresio´n de los mismos. Bajo las condiciones
experimentales en las que se realizo´ el experimento no es posible realizar el ajuste de
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Figura 5.54: Trazas de FROG de las mejores soluciones alcanzadas por DE y MODS,
as´ı co´mo sus intensidades temporales integradas
la componente sinusoidal.
En cambio, la fase conseguida por DE es aproximadamente sinusoidal con una
cierta pendiente. Esta pendiente puede ser ignorada ya que so´lo implica un desplaza-
miento temporal y no una modulacio´n, pero es interesante comprobar co´mo esta´ cons-
tituida por fases entre 0 y ⇡ rad. En el apartado 5.1.2, pa´gina 91 se mostro´ co´mo
trabajar con fases situadas por encima de ⇡rad pod´ıa introducir ruido en forma de
modulacio´n de amplitud.
DE presenta una mejor respuesta en este caso ya que su adaptacio´n al ruido es
superior a la de MODS. Para MODS, por su cara´cter determinista, el problema del
ruido, tanto derivado de la modulacio´n residual de amplitud co´mo de fluctuaciones de
sen˜al es mas cr´ıtico. Imposibilita la observacio´n del efecto debido a la estructuracio´n
temporal y el ajuste de fase solo se produce en determinados puntos del espectro.
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Figura 5.55: Fases obtenidas experimentalmente por DE y MODS. DE obtiene una
fase esencialmente sinusoidal.
5.5.2.d. Ana´lisis del comportamiento de MODS frente al ruido
Para entender el comportamiento mostrado por MODS en el caso anterior hemos
realizado una optimizacio´n computacional utilizando el esquema mostrado en la Fi-
gura 4.10, pa´gina 80, utilizando co´mo observable
R    E˜(t)E˜(t  ⌧)   2 d⌧ . El valor de
dicha integral es proporcional a la sen˜al que se detectar´ıa debido a la birrefringencia.
Este observable se optimiza utilizando MODS/50/p/s/4-3-3, 50 nodos con barrido
secuencial, partiendo de una fase plana con valor ⇡, mediante 4 barridos con 3 saltos
de ajuste en cada uno.
Para emular las condiciones reales introducimos el ruido experimental co´mo una
variacio´n de amplitud de un 10% sobre la envolvente espectral, aplicada con una
probabilidad uniforme. Las curvas de optimizacio´n seguidas porMODS con este ruido
espectral (rojo) y sin e´l (negro) se muestran en la Figura 5.56. En la figura se han
an˜adido tambien la estructura temporal de pulso y las fases obtenidas por MODS
al finalizar cada uno de los barridos, su relacio´n con los barridos esta´ sen˜alada con
colores. En las curvas de optimizacio´n se han trazado todas las evaluaciones realizadas
por el algoritmo.
En ausencia de ruido espectral la optimizacio´n observamos el comportamiento
sigmoidal correspondiente al barrido secuencial, las fluctuaciones que se observan
en la curva son debidas a las medidas de exploracio´n realizadas en el ajuste de los
nodos. Al principio y final de los barridos, colas espectrales, no se aprecian estas
fluctuaciones91 ya que no se dispone de energ´ıa. En cada uno de los barridos MODS
utiliza un salto inicial de exploracio´n menor ( ), esto ocasiona que las fluctuaciones
que vemos tambie´n sean menores a lo largo de los barridos. Se logra mejorar el me´rito
91En realidad si existen pero su amplitud es mı´nima, no se aprecian en la imagen por la escala
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Figura 5.56: Resultados temporal y de fase obtenidos por MODS en simulaciones
en el problema analizado, con y sin presencia de ruido en forma de modulacio´n de
amplitud espectral aleatoria de un 10%. Ante la presencia de ruido la capacidad de
toma de decisiones en la optimizacio´n marginal se anula y el algoritmo se detiene en
una solucio´n intermedia.
en todos los barridos.
Cuando introducimos ruido espectral la optimizacio´n se degenera. Se observa co´mo
el ruido afecta a la sen˜al de me´rito a lo largo de todos los nodos, independientemente
de la energ´ıa espectral asociada. Ahora so´lo conseguimos optimizar en los dos primeros
barridos, con un rendimiento claramente inferior al conseguido sin el ruido espectral.
En el tercer y cuarto barrido, los cambios que se producen en la exploracio´n quedan
dentro de la banda de ruido, las decisiones no se pueden tomar correctamente, y el
camino hacia el o´ptimo global no se puede encontrar.
Si observamos el efecto sobre las fases y formas temporales obtenidas, vemos co´mo
el recorrido de fases obtiene, en el primer barrido y bajo ambas condiciones, una fase
con conformacio´n muy similar a la obtenida por GS en los resultados experimentales.
Sin ruido espectral la solucio´n se va refinando en los diversos barridos, obteniendose la
solucio´n de funcio´n sinusoidal de fase, muy similar a la obtenida por DE en el experi-
mento anterior. Con el ruido espectral introducido, la optimizacio´n se detiene en una
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fase que divide el pulso de forma poco eficiente, haciendo imposible su refinamiento.
Las fases obtenidas durante el primer barrido son similares a las obtenidas en los
experimentos realizados en el laboratorio, donde hemos tenido que utilizar MODS
con un solo barrido, ya que en los barridos posteriores no lograba optimizar la fase de
ningu´n nodo. La presencia de ruido lo hacia imposible y no era posible refinar la fase
hasta su forma o´ptima, pero el camino seguido en la optimizacio´n era el correcto.
5.5.3. Conclusiones
Hemos realizado este experimento de FROG desbalanceado en la bu´squeda de un
problema de optimizacio´n que requiera como solucio´n un pulso estructurado. En otras
palabras, un pulso cuya solucio´n o´ptima sea diferente a la del pulso mejor comprimido
temporalmente. El pulso la´ser conformado debe interaccionar consigo mismo a trave´s
de dos caminos o´pticos diferentes para conseguir maximizar la generacio´n de efecto
Kerr, un efecto no-lineal de tercer orden. La solucio´n a este problema es diferente
a obtener el pulso mas corto posible. En este caso la optimizacio´n debe conseguir
distribuir la energ´ıa contenida en el pulso en paquetes con una separacio´n temporal
determinada por la diferencia de longitudes de los caminos o´pticos. Ademas, existe la
restriccio´n derivada de la no existencia de modulacio´n de amplitud.
El resultado de la optimizacio´n de MODS supera ampliamente al resultado ofre-
cido por el AG, presentando una mejor calidad de la solucio´n final y una menor
dispersio´n entre los distintos lanzamiento. Por su parte, DE presenta unos tiempos
de convergencia mejores a los ofrecidos por AG. En la comparacio´n MODS -DE pode-
mos ver como las condiciones experimentales son extremadamente cr´ıticas en el caso
de MODS. Aunque el sistema experimental es ide´ntico, las diferentes condiciones de
ruido en las que se puede encontrar el sistema pueden hacer inaccesible la solucio´n
para MODS.
No obstante, aunque la presencia de ruido experimental afecta notablemente al
rendimiento de MODS, comprobamos como sus bases algor´ıtmicas son va´lidas en
problemas que implican la autointerferencia del pulso. Cuando las condiciones expe-
rimentales de ruido son lo suficientemente bajas ofrece resultados altamente satisfac-
torios.
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5.6. Visualizacio´n del espacio de soluciones
La topolog´ıa del espacio de soluciones es una base fundamental de MODS. Parti-
mos de la presuncio´n de la existencia de un solo ma´ximo/mı´nimo accesible a trave´s
de la optimizacio´n marginal. En esta seccio´n mostramos el aspecto experimental que
tiene el espacio de soluciones en el problema de FROG desbalanceado5.5.
El espacio de soluciones es un hipercubo n dimensional con una longitud de 2⇡
en cada una de las dimensiones. No podemos observarlo de forma completa, con lo
que realizamos una visualizacio´n sobre tres dimensiones. Para ello utilizamos una fase
compuesta por 25 nodos y exploramos el valor de costo que ofrecen las variaciones de
los nodos centrales 13,14 y 15 que denominamos  a, b y  c respectivamente. Medimos
el espacio de soluciones que conforman muestreando cada uno de ellos en 40 puntos
de fase entre 0 y 2⇡, 64000 muestras en total. El proceso de evaluacio´n del espacio se
encuentra representado en la Figura 5.57 en la que se ha representado la variacio´n de
estos tres nodos sobre 4 puntos (64 muestras en total), el nodo  a se representa lineal
por claridad de la figura. Cada posible valor de fase de uno de los nodos se evalu´a
frente todas las combinaciones posibles de los otros dos.
Figura 5.57: Representacio´n de la secuencia de exploracio´n de los valores de los nodos
 a, b y  c que se ha seguido para muestrear el espacio de soluciones. Reduccio´n a
4 valores por nodo. Los valores de  a no se muestran discretos por claridad de la
imagen.
En la Figura 5.58 vemos el registro de sen˜al experimental obtenido en la medicio´n
experimental, 40 puntos de fase para cada nodo nos proporcionan 64.000 puntos de
evaluacio´n. Se aprecia co´mo el aspecto global es similar en toda la extensio´n de las
medida, una sucesio´n de ma´ximo y mı´nimos que presentando diferente comporta-
miento local. En general muestra una sucesio´n de curvas con un solo ma´ximo y un
solo mı´nimo cada 40 muestras, tal y co´mo se esperaba que se comportara el espacio
de bu´squeda en el estimamos que MODS se desenvuelve (fig.2, pa´gina 73). Se observa
co´mo el ma´ximo puede estar localizado en una cuenca muy aguda (fig.5.58.a) u ofre-
cer cierta planitud (fig.5.58.e), pero se mantiene la alternancia ma´ximo-mı´nimo a lo
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largo de todo el registro. La utilizacio´n del enrollado de fases introduce discontinui-
dades en ciertos puntos (fig.5.58.b,c), que se muestran evidentes a todas las escalas
de visualizacio´n. Son saltos de valor de me´rito bruscos.
Figura 5.58: Registro de medicio´n de los tres nodos a estudio con un muestreo de 40
puntos por nodo, 64000 muestras. Se puede observa co´mo en toda la medida existe
una sucesio´n de ma´ximos y mı´nimo.
Para clarificar esta visualizacio´n en la Figura 5.59 se han distribuido estas 64.000
medidas en 40 ima´genes de 40x40 p´ıxeles, a los que se le ha aplicado una interpolacio´n
para suavizar la imagen. Cada uno de los ejes de las ima´genes corresponden a la
exploracio´n de dos de los nodos( a, b), entre cada imagen sucesiva se ha variado el
tercer nodo ( c). Las l´ıneas diagonales que se aprecian son producto de los saltos por
enrollado de fases. Se puede apreciar co´mo a medida que se modifica el valor del tercer
nodo (cambio de imagen) el ma´ximo (rojo) se desplaza gradualmente, presentando
cierta continuidad y localizacio´n. Disponemos de un solo ma´ximo en cada uno de los
ejes.
5.6. Visualizacio´n del espacio de soluciones 155
Figura 5.59: Mapas de soluciones correspondientes a la funcio´n de me´rito en funcio´n
de dos de los nodos. La evolucio´n de las ima´genes corresponde a la evolucio´n del tercer
nodo.
Para poder hacer una visualizacio´n completa del aspecto que presenta el cubo
de datos que se ha muestreado, en la Figura 5.60 se ha compuesto un volumen a
partir de las ima´genes mostradas en la Figura 5.59. Cada una de las aristas de este
cubo corresponde a uno de los nodos explorados, representados co´mo  a, b y  c.
Ahora podemos apreciar co´mo realmente las soluciones se agrupan. Para mejorar la
visualizacio´n se ha aplicado transparencia permitiendo la visibilidad so´lo de algunos
valores de me´rito. Vemos co´mo los valores de me´rito se agrupan formando superfi-
cies continuas. Realmente Existe (en general) un gradiente desde cualquier punto de
este espacio que nos puede conducir al ma´ximo. Se aprecia en la estructura 1D (fig
6solutionsScanVolumen), 2D (fig.5.59) y en la visio´n volume´trica que nos ofrece esta
figura.
Las caracter´ısticas tan particulares que predice la QCT, co´mo es la multimoda-
lidad de la solucio´n la no existencia de trampas en el espacio se pueden apreciar.
Esto es as´ı aunque en el espacio que hemos explorado tambien esta´ presente el pro-
blema geome´trico de interferencia entre dos haces que presenta FROG con desajuste
temporal.
Este espacio es dina´mico, su conformacio´n depende de las posiciones de fases de
todos los nodos que conforman la fase. Por lo tanto se ira´ modificando a lo largo de la
optimizacio´n de cada uno de los nodos, pero sus caracter´ısticas topolo´gicas generales
se conservan, es lo que hace posible que MODS funcione.
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Figura 5.60: Visualizacio´n del espacio de soluciones realizado a partir de las muestras
obtenidas del espacio definido por tres nodos  a, b y  c. Se muestran el mismo
espacio desde tres puntos de vista diferente
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6.1. Conclusiones
El objetivo de esta tesis ha sido aplicar me´todos de optimizacio´n a procesos de
interaccio´n no-lineales producto de la interaccio´n de pulso ultracortos con materiales.
Para ello se ha implementado un sintetizador de pulsos mediante manipulacio´n de
fase espectral y utilizado un sistema de control en bucle adaptativo.
El enfoque habitualmente utilizado en este tipo de problemas es la aplicacio´n
de un algoritmo evolutivo en el bucle adaptativo. Dichos algoritmos ofrecen buenas
soluciones, pero a cambio necesitan un elevado nu´mero de evaluaciones, cifrado en
miles o decenas de miles, para lograr la convergencia a la solucio´n. Sin embargo,
la naturaleza de determinados problemas exige, por limitaciones experimentales, la
utilizacio´n de algoritmos de optimizacio´n eficientes que requieran un reducido nu´mero
de evaluaciones de prueba. Bajo estas condiciones la utilizacio´n de la aproximacio´n
evolutiva puede ser inviable.
En el campo de los evolutivos se mostrado como Di↵erential Evolution ofrece
buenas propiedades de convergencia e inmunidad frente al ruido, presentandose como
un algoritmo prometedor para este tipo de aplicaciones.
A lo largo de esta tesis se ha disen˜ado e implementado un algoritmo alternati-
vo y novedoso para el control en bucle adaptativo en problemas de optimizacio´n de
feno´meno o´pticos no-lineales, que logra reducir el nu´mero de evaluaciones necesarias
a solo unos centenares, aun utilizando un gran nu´mero de variables para el control
de la fase. Dicho algoritmo, denominado MODS, utiliza caracter´ısticas del espacio de
control y de la topolog´ıa del espacio de soluciones de los feno´menos implicados en la
interaccio´n no-lineal. El espacio de control nos permite utilizar optimizacio´n margi-
nal, es decir, optimizar una a una las variables implicadas. La topolog´ıa esperada del
espacio de soluciones, basada en ideas derivadas de teor´ıa de control cua´ntico, nos dice
que el problema puede ser visto como un problema de gradiente. Si bien su comporta-
miento es cr´ıtico ante determinadas condiciones experimentales (ruido y modulacio´n
de amplitud), se han conseguido unos resultados extremadamente satisfactorios en
todos los experimentos realizados.
Se ha mostrado la eficiencia y viabilidad de aplicacio´n deMODS sobre una amplia
muestra de feno´menos o´pticos no-lineales. En so´lidos se ha conseguido la optimizacio´n
de absorcio´n de dos fotones y birrefringencia inducida por efecto Kerr. Asimismo se
ha demostrado su capacidad para resolver un problema geome´trico que implica la
optimizacio´n de efecto Kerr mediante el reparto de la energ´ıa del pulso en paquetes
separados temporalmente. En la nano escala se ha mostrado la capacidad de optimizar
generacio´n de segundo armo´nico sobre nanopart´ıculas y en fase gas se ha mostrado
la viabilidad de su aplicacio´n sobre feno´menos de alineamiento molecular.
El bajo nu´mero de evaluaciones que requiereMODS abre la puerta a su aplicacio´n
sobre experimentos destructivos, como puede ser el procesado por la´ser de materiales
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en superficie y en volumen. En superficie se puede abordar la optimizacio´n de pro-
fundidad de cra´ter en pulso u´nico o la maximizacio´n de contraste o´ptico. En volumen
se podr´ıa optimizar las modificaciones de cambio de ı´ndice.
Los resultados obtenidos nos hacen pensar que MODS podr´ıa ser aplicable a
multitud de procesos de control de feno´menos tanto f´ısicos como qu´ımicos, como
pueden ser la generacio´n de altos armo´nicos, procesos de absorcio´n multifoto´nica,
transiciones de estados excitados de mole´culas o reacciones de fotodisociacio´n en
gases.
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6.2. Desarrollo Futuro
A continuacio´n se plantean una serie de puntos que consideramos deber´ıan explo-
rarse en el desarrollo futuro de MODS.
La utilizacio´n de densidades no uniformes de nodos en funcio´n de la energ´ıa
espectral puede proporionar una ventaja al poder centrar el esfuerzo de optimi-
zacio´n en aquellas zonas donde la contribucio´n energe´tica es mayor.
Explorar la utilizacio´n de diferentes densidades de nodos dependiendo del barri-
do en el que se encuentra la optimizacio´n. Comenzar as´ı con un nu´mero reducido
de nodos (que permiten un mayor manejo de energ´ıa) y proseguir con un nu´mero
mayor. Esto puede permite un mejor ajuste de la fase.
El taman˜o del salto inicial de exploracio´n de nodo por barrido,  , puede suponer
diferencias en la calidad de la solucio´n alcanzada y en la capacidad para enfren-
tarse al ruido. La utilizacio´n de diferentes esquemas de eleccio´n de   deber´ıa
ser explorada.
Uso de un esquema combinado MODS -Evolutivo. MODS presentan una buena
aceleracio´n en la aproximacio´n al o´ptimo, pero en condiciones de alto ruido no
es capaz de realizar un ajuste final de la solucio´n. La solucio´n aportada por
MODS puede ser utilizada co´mo semilla de inicializacio´n de poblacio´n para un
evolutivo, suponiendo el ahorro de unas miles de evaluaciones.
Realizar la optimizacio´n marginal, ajuste de cada nodo, mediante un algoritmo
evolutivo. Esta variante puede proporcionar robustez frente al ruido, pero a
costa de incrementar el nu´mero de evaluaciones requeridas.
En un principio la filosof´ıa de optimizacio´n deMODS podr´ıa aplicarse a sistemas
con modulacio´n mediantes amplitud y fase. Su utilizacio´n mediante optimiza-
cio´n alternativa de modulacio´n y fase alternativamente, a nivel de barrido o de
nodo, deber´ıa explorarse.
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