Abstract. We introduce a variation on the prime divisor function B(n) of Alladi and Erdős, a close relative of the sum of proper divisors function s(n). After proving some basic properties regarding these functions, we study the dynamics of its iterates and discover behaviour that is reminiscent of aliquot sequences. We prove that no unbounded sequences occur, analogous to the Catalan-Dickson conjecture, and give evidence towards the analogue of the Erdős-Granville-Pomerance-Spiro conjecture on the pre-image of s(n).
Introduction
Let n be a positive integer with prime factorization n = p r1 1 . . . p r k k . Consider the sum of prime divisors function B(n) = k i=1 r i p i and the sum of distinct prime divisors function β(n) = k i=1 p i . They can be viewed as variants of the sum of proper divisors function s(n) = d||n d, discussed since Pythagoras. The arithmetic properties of B(n), for example, were studied by Alladi and Erdös [AE77] , and β(n) studied by Hall [Hal70] since the 1970s.
1 These are large additive functions in the sense that they have the same average order as the largest prime factor of n, which is expected by the well-known result of Hardy and Ramanujan that Ω(n) and ω(n) have the same average order log log n.
In this paper, we introduce perturbations of β(n) and B(n), by shifting the values at certain fixed points. Clearly B(n) = β(n) = n if n is prime. Then define for a fixed positive integer n, the functions (1.1) B a (n) = n + a n prime B(n) n otherwise and similarly β a (n). They are no longer additive, and behave in similar and different ways in comparison to the original functions, as we discuss in Section 2.
Our main interest will lie in their iterates, denoting B 2 a (n) = B a (B a (n)), and similarly for β a (n). The aliquot sequence n, s(n), s(s(n)), . . . stops at either primes, or cycles of length two (amicable pairs) or longer (sociable numbers). Iterating B a (n) and β a (n), we encounter similar phenomena, detailed in Section 3. Surprisingly, for fixed a only a handful of cycles are observed; it is in varying a we find many different cycles.
This suggests a version of the Catalan-Dickson conjecture, which states that there does not exist unbounded aliquot sequences (or, alternatively, the GuySelfridge counter-conjecture [GS75] which gives certain candidate counterexamples). It is obvious that B k 0 (n) and β k 0 (n) all eventually reach a fixed point, but for general a there may be exceptional cases in which the sequences escape to infinity. In support of this, the Green-Tao theorem guarantees that there exists integers n and a such that
. that for any k > 0 (Corollary 3.7). Nonetheless, we show in Theorem 3.6, that in fact no unbounded sequences occur. Theorem 1.1. There exists finitely many cycles for each a, and all integers iterate to cycles.
We conclude with evidence towards a variant of a conjecture of Erdős, Granville, Pomerance, and Spiro [EGPS90] , which states that the pre-image of any set of asymptotic density zero under s(n) is again of asymptotic density zero. Namely, we prove as Theorem 3.11, using previous work of Pollack, Pomerance, and Thompson [PPT17] on divisor-sum fibres: Theorem 1.2. Let ǫ = ǫ(x) be a fixed function tending to 0 as x → ∞, and let A be a set of at most x 1 2 +ǫ(x) positive integers. Then
as x → ∞, uniformly in the choice of A .
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Shifts
In this section, we prove some basic results of B a (n) and β a (n). First, from the fact that B(n k ) = kn it follows that if n is composite then B a (n k ) = kn. Also, B a (n) is close to additive in the sense that B a (mn) = B a (n) + B a (m) if and only if m, n are not prime.
The following result shows that B a (n) is in certain ways similar to B 0 (n), independently of a.
Proposition 2.1. (a) The average order B a (n) is π 2 n 6 log n . In other words,
12 log x .
(b) The average order of B a (n) − β a (n) is log log n. In other words,
(c) For any fixed integer N , the set #|B a (n) − β a (n) = N | has positive natural density. In other words,
Proof. These follow simply from the fact that
and similarly for β a (n), then applying the corollaries to [AE77, Theorem 1.1]. The additional sum over p is aπ(x), which gives a smaller error ax/ log x. For the last two claims, we also note that
Let f (n) be an arithmetic function taking positive integer values. Then for any fixed N ≥ 0, the local density of f (n) is defined to be
Then we may deduce the following result from [Ivi02, §3]:
2 log x) and
uniformly in N > 0.
The next theorem shows a departure from the unshifted case. In fact, we find a qualitative difference depending on whether a is 0, even, or odd. Recall that in the case of a = 0, we have that B 0 (n) and β a (n) are additive, and therefore uniformly distributed for all q by Delange's theorem (c.f. [Gol16] ).
If a is odd, we have instead O(x), as x → ∞.
(b) Let q, h be fixed integers with q > 2. Then for any a such that q|ha, B a (n) is uniformly distributed mod q.
a , so the even case follows directly from [AE77, Theorem 3.1], so it suffices to consider the case with a odd. We have the Dirichlet series (2.9)
where P (s) = p p −s denotes the so-called prime zeta function, which is essentially log ζ(s) as s → 1 + . The claim for q > 2 follows from a recent result of Goldfeld: by assumption the character exp(2πi
) is completely multiplicative, and thus we may apply [Gol16, Theorem 1.2] to get (2.10)
1 2 as x → ∞, which gives the result.
From the above we observe that the lack of additivity leads to obstructions to uniform distribution, which in turn leads to a departure from certain proofs related to iterates of B a (n) and β a (n), which we will discuss next. Nonetheless, we can conclude:
Corollary 2.4. If a is even, then (2.11)
Iterates
Now we turn to the dynamics of iterates of B a (n) and β a (n). While most of the results below concern B a (n), many of them can be carried over to β a (n) without difficulty, which we leave to the interested reader. Throughout we will also raise several problems regarding the sequences B k a (n), which can also be posed for β k a (n), suggested by the numerical computations.
3.1. Cycles. We call n a periodic point if B k+l a (n) = B k a (n) for some l, and eventually periodic if B k a (n) is periodic for some k. Define a cycle to be the orbit of a periodic point n. We will sometimes refer to the fixed points B a (n) = n as trivial cycles.
Lemma 3.1. For any a nonzero, B a (n) = n if and only if n = 4.
Proof. Primes are not fixed points by definition. So the only possible fixed points are those of B(n) for n composite, which is n = 4, as B(n) < n for any composite n > 4.
3.1.1. The first case. Recall that the stopping time for n, denoted σ(n) is defined to be inf{k : B k a (n) < n}. We will also define the total stopping time for n, denoted σ ∞ (n) to be the number of iterates required for B k a (n) to enter a cycle.
Proposition 3.2. B k 1 (n) is eventually periodic for all n, with cycles (4) and (5, 6). Proof. This is easy to check the orbits for small n, say n ≤ 6, so we may assume that n > 6. We first claim that B k 1 (n) has stopping time σ(n) = 2 if n is prime, otherwise σ(n) = 1. It suffices to check for n = p. Set p + 1 = 2m. Then Remark 3.3. The proof above fails for a > 1, since p + a may be prime if a is even, while the final inequality 2 + m < p is no longer guaranteed if a is odd.
3.1.2. Amicable pairs. Do all primes above 3 occur in some amicable pair, i.e., 2-cycle for some a? We can answer this in the affirmative.
Proposition 3.4. Every p > 3 occurs in a 2-cycle (p, B a (p)) for some integer a.
Proof. We have to produce an a such that B a (p + a) = p. This forces p + a to be composite, so it suffices to ask if B 0 (p + a) = p for some a. Let n be a composite solution to B 0 (n) = p. Then setting a = n − p, we have that B a : p → n → p as desired.
It remains to show that B 0 (n) = p always has a composite solution. Let q be the largest prime less than p. If p − q is prime, then choose n = q(p − q). If not, then let a be a prime dividing p − q, and write p − q = ab. Then choose n = qa b .
Remark 3.5. Observe that if a was chosen to be the largest prime dividing p − q, then the construction will in fact produce the smallest composite solution n. Note that from the above, we see that different k-cycles can occur for a fixed k and a.
It is natural to consider a variant of the Catalan-Dickson conjecture for s(n): Does the sequence B k a (n) ever escape to infinity as k → ∞? Heuristically, the sequence B a (n)/n has average order π 2 /6 log n < 1 by Proposition 2.1(a), 2 which suggests that an unbounded sequence should not exist. We show that this is indeed true:
Theorem 3.6. There exists finitely many cycles for each a, and all integers iterate to cycles.
Proof. It suffices to show that for any shift a that there is a bound C(a) such that all orbits of iterating B a from any starting point n enter the range [1, C(a)]. Without loss of generality take n be a prime p. We will show that for p large enough, the next iterate of p which goes downhill will go to a number less than p.
Let s be the smallest prime that does not divide a, which is less than 2a by Bertrand's postulate. Then a mod s is nonzero, hence relatively prime to it. On the other hand, at least one of p+ a, p+ 2a, . . . , p+ sa is divisible by s, and therefore composite. Denote it by p + ka.
We claim that for composite n, B a (n) ≤ 2 + n 2 . Assuming this, then whenever p is such that
then we will go downhill. Now since s < 2p, we may choose C(a) = 2a 2 + 10 < p. It remains to prove the claim. Since n is composite, it suffices to prove it for a = 0. Let n = p k q where p is the smallest prime factor of n, with (p, q) = 1, q > 1. (If q = 1 then B(p k ) = kp and we are done.) By additivity, we have then:
The last inequality follows since 2 + (
k , and q > 1.
The following table lists the distinct nontrivial cycles found for small a and checking n up to 10 6 . Table 1 . Nontrivial cycles for n ≤ 10 6 .
a cycles a cycles 3.1.4. Cycle length. What are the lengths of cycles, and how do they depend on a and n? What are the stopping times σ(n) and σ ∞ (n)? We have not studied this question in detail, but numerical experiments suggest that both times are small, relative to s(n), for example.
3.1.5. Sign patterns. Any k-cycle (n, B a (n), . . . , B k a (n)) can be ordered so that n is the least term in the sequence, making n prime and B k a (n) composite. We adopt the following notation: we will assign {+, −} to denote in a cycle whether a number is prime or composite. For example, the cycle (5, 7, 9, 6) in a = 2 has sign pattern (+, +, −, −).
We can now pose the following question: what are the possible sign patterns allowed in a k-cycle? All non-trivial cycles of length k > 2 must have sign pattern of the form (+, . . . , −). Do all combinations occur in between? For example, with k = 3 we find both combinations (+, +, −) and (+, −, −) to occur.
3.2. Ascending chains. Looking in the other direction, a number n is called abundant if the sum of proper divisors s(n) > n, and it was shown in an unpublished work of Lenstra, and later improved by Erdős [Erd76] , that for every K there is an n for which
Our B a (n) are simpler in the sense that B a (n) > n if and only if n is prime and a > 1, but on the other hand the analog of Lenstra's result requires the GreenTao theorem [GT08, Theorem 1.1], which implies that there are arbitrarily long arithmetic progressions of primes, since such a progression yields primes B k a (p) = p + ka. Nonetheless we can immediately conclude:
Corollary 3.7. For any k > 0, there exists integers n and a such that
Remark 3.8. Note that there is a natural extension of B a (n) to Z ≥0 by setting B(1) = 1 and B(0) = 0, and to negative integers by setting B(−n) = B(n), similarly for β a (n). Thus iterating our functions can be viewed as studying dynamics on Z itself. We may also extend to Q by defining B( Proposition 3.9. We have
as m → ∞.
Remark 3.10. Indeed, one even has a recursive definition for κ(n) in terms of β(n),
with the initial condition κ(1) = 0. In other words, the number solutions of B(n) = m are determined by the values of β(i) for i ≤ m.
More generally, this can be phrased in terms of prime-divisor sum fibres, with reference to [PPT17] : Let A ⊂ N be a set of asymptotic density zero (for example, the set of prime numbers). What is the preimage B −1 a (p) for a fixed a, p? Erdős, Granville, Pomerance, and Spiro (EGPS) conjecture that the fibre s −1 (A ) also has asymptotic density zero. The following theorem shows that evidence towards the analogous conjecture also holds for B(n) = B 0 (n). Proof. Let a ∈ A , and n a non-exceptional preimage of a in the sense of [PPT17, §2] . Write n = de where d is the largest divisor of n not exceeding √ x. Then following the proof of [PPT17, Theorem 1.2], we observe firstly that from B(n) ≤ s(n) that . Whereas summing over the τ (a) divisors g of a bounds the number of possibilities for n by (3.14)
≪ τ (a)(log x) 2 x 1/2−10ǫ(x) < x 1/ log log x x 1/2−10ǫ(x) ≤ x 1/2−9ǫ(x) , bounding the number of n that arise in this way as desired.
Remark 3.12. Since B a (n) ≤ s(n) is no longer true for a > 1, it remains to ask whether the above holds for general a, and if moreover the EGPS conjecture should also hold.
