Introduction
The jury does not explain its verdict. The policeman may just shoot down the aggressor. The Supreme Court may deny certiorari without giving reasons (for more examples from the legal system, see Schauer, 1995) . Sometimes, intervention is the only act of communication between the law and its subjects. Yet normally, procedural rules oblige courts and administrative authorities to justify their interventions. Their decision is accompanied by explicit reasons. The justification requirement serves multiple purposes. It becomes easier for the addressee to accept the decision if she learns why the court or the authority had to intervene. Explaining the motives is an act of procedural fairness. It becomes easier for superior authorities to check whether the subordinate authority abides by the law. The legal order at large may improve in the light of the experiences from the concrete case. Anticipating the justification requirement, authorities make better decisions (Engel, 2007) .
In this paper, we focus on yet another potentially beneficial effect of explicit justification: legal intervention may become more effective. Hard intervention may become more powerful, or it may be supplemented with merely verbal intervention. Specifically we investigate whether justification affects addressees on one of three channels: they become more sensitive to normative expectations an authority tries to impose, as explicit reasons make intervention more predictable; they dislike being blamed; they are more willing to trust that others will refrain from exploiting them. If justification makes hard punishment more effective, authorities might respond by reacting less harshly to norm violations.
In judicial practice, justification requirements come in different specifications. In the (rather rare) situations in which courts have power to decide without giving reasons to the addressee, for internal purposes a justification may still be expected. 1 Frequently, reasons are only communicated to the addressee of intervention. For instance, in many legal orders, the written reasons of rulings made by courts of first instance are not made publicly available. In other court cases, however, procedure is completely transparent. The complete ruling is made available on the court's website. We wonder whether these differences matter for the effectiveness of justification.
Justification effects are important for the law. But they are not specific to legal intervention. Any authority must decide whether to give reasons. A typical authority has the intention to govern the community for which she is responsible. She cares about the effectiveness of her intervention. She often also cares about ways to achieve her normative goal in a more heedful way, or at lower cost for that matter (for experimental evidence, see Engel and Zhurakhovska, 2017) .
Generalising beyond the legal domain is helpful for designing a test. Removing the legal context improves identification. One may randomly assign participants to settings that exclusively differ by the specification of the justification requirement. If we find statisti-cally significant differences between these treatments, we can conclude that the justification requirement has indeed caused the differences. Under the controlled conditions of a lab experiment, we also have the chance to discriminate between the three potential channels. This is why we study our research question in a lab experiment that adapts a standard design from experimental economics, a linear public good. Participants face a dilemma: individually they are best off keeping the endowment they receive from the experimenter for themselves. Yet, the entire group to which they are randomly assigned is better off if all of them contribute their entire endowments to a public project. Usually in this setting, many participants initially make substantial contributions to the project. Yet over time, contributions decay (Chaudhuri, 2011; Ledyard, 1995; Zelmer, 2003) . The trend reverses if participants are given the opportunity to punish each other, despite the fact that, in the typical implementation, punishment is costly (Fehr and Gächter, 2000; Herrmann et al., 2008) .
In the interest of coming closer to the legal situation we wish to understand, we slightly modify the standard design. Rather than giving group members the possibility to punish each other, we randomly select one participant to be an authority for a group of four active players (for a comparison of central and de-central punishment in public-good games, see Nosenzo and Sefton, 2014) . The participant in the role of the authority receives a fixed income (analogous to the judge's salary) and does not benefit monetarily from the provision of the public good; in that sense we make the authority impartial. Yet, to make her choices credible, she has to pay for punishment points out of a small additional endowment. That way we incentivize choices, despite the fact that the authority receives a fixed wage. (Think of additional effort or hassle: the more so, the more severe the sanction). We implement a stranger design, i.e., group composition differs in every period. This is analogous to a court in which not every trial is between the same judge and the same defendant. 2 In all treatments, authorities are requested to justify their choices (including the decision not to punish a participant). Yet, in the Baseline, the reasons go to the experimenter only. In the Private treatment, each active player only learns the reasons for the decision affecting herself. We finally implement a Public treatment. In this treatment, all active players see the reasons directed at themselves and at all other group members. It is public knowledge who will be able to read the explanations.
We have subtle, but interesting results. If justifications are kept confidential, and if they are made available to everybody, contributions to the public good increase in early periods and then stabilize at a rather high level. This stabilizing effect is absent if reasons are only communicated to its addressee. In the Private and Public treatments, authorities continuously reduce punishment over time, while they increase punishment in later periods in the Baseline. In all treatments, the profit of active participants increases over time. But this beneficial effect is only about half as pronounced in the Private treatment. In this treatment, authorities discriminate less intensely between low and high contributions, while active players are even more sensitive to experienced severity of punishment. This suggests a mismatch between the expectations of authorities and of active players. By contrast, in the Public treatment, the same governance effect as in the Baseline is reached with less central intervention.
For the legal debate, we thus have a qualified message: if one extrapolates from the experiment to the field, a justification requirement does indeed serve the forward-looking purpose of making the law more effective at governing the lives of its subjects. The legal order may economize on outright sanctions and react less harshly to rule violations. Yet this beneficial effect requires that official reactions to rule violations become publicly known, including the reasons given to justify interventions.
The remainder of the paper is organized as follows: Section 2 relates the paper to the literature. Section 3 presents the design of the experiment. Section 4 develops a theoretical framework and derives predictions. Section 5 reports results. Section 6 concludes.
Related Experimental Literature
In the legal literature, the obligation to justify decisions has been studied from a normative perspective (McCormac, 1994; Schauer, 1995) . This literature expects explicit reasons to clarify the meaning of authoritative intervention, to construct reality authoritatively, to increase compliance, to enable control, to remove biases in addressees, to dissolve conflict (Engel, 2007) and to make authorities more accountable (Tetlock, 1983; Lerner and Tetlock, 1999; Seidenfeld, 2002) .
To the best of our knowledge, the effect of a justification requirement on punishment by an impartial authority on compliant behavior between subordinates has not previously been studied, neither theoretically nor experimentally. In the following, we explain in which ways our design, beyond addressing our legal research question, also contributes to the experimental literature.
In treatments Private and Public, justification is a form of one-way communication from the authority to the active players. Communication in public-goods experiments among active players has generally been shown to increase cooperation (see the meta-analysis by Sally (1995) ; the survey by Crawford (1998) ; from the rich literature, see, e.g., Bochet et al. (2006) ). Our design differs from this literature in that the only player allowed to communicate is the authority. Communication can therefore not serve as a vehicle for creating trust among the active players. It may merely serve the backward-looking function of explaining why a player has been punished, and the forward-looking function of promulgating an authority's punishment policy. This also distinguishes our paper from a recent experiment that, in one treatment, asked group members to tick one of three possible reasons for demanding a certain level of contributions when deciding whether to punish other group members (Andrighetto et al., 2016) .
If all players are (to a sufficient degree) averse to inequity (Fehr and Schmidt, 1999) , the behavioral game has the character of a coordination game with multiple equilibria. It has been shown that, in coordination games, pre-play communication facilitates coordination on the Pareto-dominant equilibrium (Blume and Ortmann, 2007) . Communication by the 4 exogenous authority might serve a similar function.
If reasons are communicated, the authority may use them to express disapproval. Masclet et al. (2003) have shown that disapproval increases contributions, even if it is not backed up by monetary sanctions. They did not study the interaction of monetary and non-monetary sanctions, which is what we implement.
In treatments Private and Public, the authority may use the reasons she gives to announce a punishment policy. In Berlemann et al. (2009) non-binding announcements by active players had practically no effect. There was a slight effect if afterwards it could be checked whether active players behaved as announced. Yet in our experiment, active players cannot check whether the authority implements a consistent policy, given that active players and authorities are re-matched every period. Croson and Marks (2001) , in a public good game, introduced a recommendation by the experimenter how much to contribute. This only had a significant effect on contributions if participants benefitted heterogeneously from the provision of the public good. In our design, active players are homogeneous, in the sense of all having the same endowment and earning prospect. Moreover if the authority uses justifications to fix an expected contribution level, this is not a recommendation by the experimenter, but by another participant. Finally, the authority has power to enforce her chosen norm. Due to these differences, we might see a positive effect.
If active players learn the reasons, the authority may use justification to threaten free-riders in future periods. Masclet et al. (2013) have found that threats preceding decentralized punishment increase cooperation. Unlike our paper, they have not analyzed any substitution effects between justifications and punishment. Furthermore, justifications in their paper were mainly meant as announcements for future periods, while in our paper justifications are directly connected to chosen punishment levels in the current period.
If justifications are communicated to all group members, over time active group members more frequently observe punishment. This makes the possibility of being sanctioned more salient. Xiao and Houser (2011) have shown that, in a public good with automatic, but nondeterrent punishment, this richer information base increases contributions. In the Public treatment, a similar effect might obtain.
Most importantly, we entrust punishment to a fifth player who does not benefit from the contributions to the public good. Engel and Zhurakhovska (2017) run an experiment with a similar design. Yet, in that experiment the authority is neither able nor requested to justify her decisions. 3 The large majority of authorities aim at disciplining free-riders in the groups they happen to be assigned to. In that paper, we study whether and why authorities are willing to discipline free-riders, even if this is costly for them and yields no pecuniary benefit. By contrast in the current paper, we want to investigate whether explicit justification induces recipients to increase contributions to a public good, and if so, why.
In a sender-receiver game, Xiao and Tan (2014) compare three settings: a punishment authority receives a flat fee; the authority has a straightforward monetary incentive to punish senders who have not communicated the truth; this incentive is upheld, but authorities are obliged to justify their decision in a message that is communicated to the remaining two participants at the end of the experiment. With this obligation, authorities are less likely to abuse their power. Senders are less likely to lie. We test a different game. We make it impossible for authorities to punish for selfish reasons. In our experiment, interest is not in taming corruption, but in improving the effectiveness of punishment. To that end we manipulate to whom reasons are communicated. We also derive hypotheses from a formal model. Most importantly, in our setting the authority has no monetary incentives for punishment and justifications. 4
Design
In section 4, we formally define the channels on which a justification requirement might affect the choices of active players and authorities. In section 5 we use differences between treatments, and differences in the development of dependent variables over time, to discriminate between these channels. But the purpose of this experiment is not testing some novel definition of utility, or the equilibrium in a Bayesian game. For these purposes, the design of the experiment would be too rich. We go to the lab with a different intention. We want to learn whether a justification requirement increases the effectiveness of punishment resulting from a monetary disincentive. It is this research question that guides the design of the experiment. We want to exploit the controlled conditions of a lab experiment to isolate a potentially socially beneficial effect of a justification requirement. We do so with the aim of making an empirical contribution to the normative debate about the desirability of justification. In this section, we explain in which ways we have translated this normative question into an experimental design.
The Game
We conduct a linear public good experiment with costly punishment by an additional participant who does not benefit from the provision of the public good. The additional participant provides reasons justifying her choice whether to punish an active player, and if so, how severely. All active players (players who can contribute to the public good) learn their own punishment and the punishment of all other group members as well as the contributions of all other group members. In addition, and depending on the treatment, active players do not or do receive the justification for their own punishment and the punishment of the other active players. Specifically, the main experiment comes in three steps.
Step 1 Active players i are randomly allocated to groups of size N to play a linear public good game. Their action space is constrained to making contributions to the public good. There is an authority a with no monetary interest in the public good, but power to punish active players. Each member i has the same endowment e i and is free to invest any amount c i ≤ e i in a public project. µ is the marginal per-capita rate.
Step 2 Authority a has an endowment e a which she may use to inflict punishment points p i of defined severity τ on anyone of the active players. Each punishment point costs her m tokens. She may keep any point of endowment that she does not use for punishment. Hence her (period-)profit π a 5 is given by
and the profit of active players π i is given by
Simultaneously to assigning punishment points to the active players, the authority gives reasons justifying each of her N decisions. Note that the authority is also asked to explain her choice if she does not mete out punishment to an active player.
Step 3 Each active player is informed about the contributions made and of the number of punishment points received by each member of the group (including own contributions and punishment). Simultaneously, depending on treatment, each active player learns the reasons formulated by the authority for punishing herself and, in one treatment, other group members.
Treatments, Parameters, and Procedure
At the beginning of the experiment, each subject is randomly assigned one of the two roles a (authority) or i (active player). Subjects are then matched in groups consisting of one player a in the role of an authority and N players i in the role of active players.
In all treatments of the experiment, we set N = 4, e i = 20, µ = .4, τ = 3, e a = 80, m = .25. The authority earns a fixed wage w, which is the equivalent of 400 units of experimental currency. 6
As mentioned, the authority is requested to justify her punishment decisions. 7 To do so, she is asked to type her reasons into four chat boxes, each box corresponding to one active player. Each box holds a maximum of 500 characters. This is made explicit in the instructions. 8 At the beginning of the experiment, participants are informed that the experiment will consist of several phases, but that they will only learn the exact content of each phase immediately before it starts. 9 The first phase of the experiment is a one-shot version of the experiment described above. In this phase, we can test whether active players anticipate the effects of a justification requirement.
After the end of the first phase, participants receive additional instructions for the second phase of the experiment. Now they learn that the experiment conducted in the first phase will be repeated for another 10 periods. Further, they are informed that from now on they will be re-matched in every of the 10 periods (stranger design), but that roles are kept constant throughout the experiment. We have matching groups of size 10, composed of eight active players and two authorities. Following the procedure that is standard in the experimental literature (see, e.g., Charness (2000), Montero et al. (2008) ), we only tell participants that they will be re-matched every period, not that matching groups have limited size. This procedure is meant to guarantee independent observations, without inducing participants to second-guess group composition.
Previous literature has shown contributions to be rather high in repeated public goods games with partner-matching and punishment (see, e.g., Fehr and Gächter, 2000) . Had we used partner-matching, a ceiling effect might have made our manipulation meaningless. Note that a stranger design puts the socially beneficial effects of justification to a stronger test. This same authority and this same active player only meet again with positive probability. Consequently, justification is less able to reduce the uncertainty about the next authority's punishment policy. Justification only reduces the uncertainty at the population level. Punished players know that they will not be in the same group in the next period. Therefore, they have less reason to be concerned about their social image if the authority explains that they have misbehaved, and they have less of a chance to predict the effect of future authorities on other active players' future choices. If we nonetheless find justification effects, we can be certain that they are very robust.
experiments, the authority does not benefit from contributions at all. Therefore, any cost demonstrates intrinsic willingness for punishment and makes it meaningful. 7 We have also run a treatment with no justification requirement. Results look similar to the Baseline, Figure  A4 , which is why in this paper we focus on the differential effect of different specifications of a justification requirement. 8 See Figure A1 . 9 Phases are called "Parts" in the instructions. We have two post-experimental tests. "Part Three of the Experiment" is a test for social value orientation (Liebrand and McClintock, 1988) , and "Part Four of the Experiment" is a test for relative risk aversion (Holt and Laury, 2002) . We did not expect treatment differences in these measures. We included the measures as a safeguard. In case subjects' heterogeneity in these preferences would have been high, we might have been forced to control for these standard personality traits in order to find treatment differences in our main variables of interest. However, we were able to find treatment differences without using these additional controls.
Public good games are normatively ambiguous. The efficient choice is for all group members to contribute their entire endowments. But if one member does, and another does not, the former is exploited. By the design of the game, exploitation is likely if the norm is full contributions. A single deviation by one group member suffices. This suggests a less demanding norm. But ex ante, it is not clear which lower level would be appropriate. To reduce the resulting normative ambiguity, we use a procedure that is meant to give participants as little reason as possible to interpret this norm as an expectation of the experimenter, rather than an expectation prevalent in the community of experimental participants. At the end of the instructions, we inform subjects about average contributions in a similar previous experiment. A graph shows that average contributions were around c i = 14 in all periods. Subjects are not told that they have to make use of this norm. It is just stated that this graph is "For [their] information".
In each session, all instructions were read out aloud by the experimenter before the experiment started, to achieve common knowledge about the procedure. The experiment only started after all participants had correctly answered control questions about the rules and procedures, to ensure that all participants had understood the instructions. Interaction was completely anonymous. The experiment was conducted in the Cologne Laboratory for Economic Research. The experiment is programmed in zTree (Fischbacher, 2007) . Participants were invited using the software ORSEE (Greiner, 2015) . 340 student participants of various majors had a mean age of 24.31. 51.54% were female. Participants on average earned 15.81 e (US$20.86 at the time of the experiment), 15.50 e for active players, and 17.04 e for authorities. We have 12 independent observations (matching groups of 10) in the Baseline, and 11 in each of the two treatments. 10
Theoretical Framework
In a public good, marginal per-capita rate µ < 1 < N µ constitutes the dilemma: if there is no punishment (p i = 0) and µ < 1, each active player maximizes profit by not contributing to the project. Yet the group is best off if all members contribute c i = e i , as N µ > 1.
If the authority maximizes profit, she does not mete out punishment, irrespective of the active players' choices c i . The authority keeps her endowment e a . Yet, in an earlier paper we showed that, in a closely related setting, experimental authorities aim at disciplining the groups to which they have been randomly assigned (Engel and Zhurakhovska, 2017) . This implies that an authority experiences disutility if an active player's choice c i differs from the normc that the authority deems appropriate. If the authority expects punishment to increase the probability that c i ≥c, she must trade off disutility from norm deviations in the group she wants to control against a reduction of her endowment. Then her decision problem is given by (3):
The second term in the sum operator captures disutility from doing a bad job. For generality we use a generic loss function f . 11 . When a decides how many punishment points to inflict on group member i, she observes the actual contribution c i . But actual punishment does not have a forward-looking effect. To achieve the normative goalc, the critical parameter is the punishment group member i expects if she contributes c i . We denote a's belief about i's reaction to (expected) punishment byċ i . 12 The authority finds the optimal number of punishment points p * i by solving the first-order condition of (3) for
If an active player is selfish, her utility is given by (2). Were she to know the authority's punishment policy with certainty, she would contribute c i =c if p i ≥ 1 − µ, and c i = 0 otherwise. 14 Now the design of the experiment does not make it possible for the authority to commit to a punishment policy. When deciding how much to contribute to the public good, i must work with an expectation about the authority's conditional choiceṗ i |c i , and about the norm the authority wants to imposeċ. In the one-shot game, the only proxy is the information about choices in the previous experiment. In the repeated game, there is an additional proxy: the punishment p i,t−1 |c i,t−1 that this participant i has received for her own contribution in the previous period t − 1, as well as the punishment p −i,t−1 |c −i,t−1 that other members −i of her then group have received for their choices. We thus positṗ i,t (P t−1 ): The belief about punishment in the current period is a function of the punishment P t−1 that all members of previous period's group have received for their choices.
Predictability This opens up a first channel on which treatments might matter. In the Baseline, active players only observe the authority's actions. In the Private treatment, the authority also has a chance to explain her intentions. Writing j i,t−1 for the explicit justification given for the intervention p i,t−1 , we thus positṗ i,t (P t−1 , j i,t−1 ). In the Public treatment, the authority has even more scope, as active players also learn the authority's intentions with respect to choices other than their own. 15 This makes it easier for them to predict what would happen to them, were they to change their contributions in the next 11 One straightforward option would be quadratic loss:
2 . 12 Throughout the paper, we denote first-order beliefs with one dot, and second order beliefs with two dots. 13 In the experiment, given experiences from earlier experiments with a comparable setting, ea is so large that the budget constraint does not bind. We therefore abstain from defining the authority's problem as optimization under constraints. 14 Since (2) is linear in ci, the optimal choice is a corner solution. 15 Note that active players learn punishment choices with respect to all group members in all treatments. If we find an effect of treatment Public, it can therefore not merely result from the fact that active players have seen more punishment choices; Xiao and Houser (2011) show that this increases contributions. The effect period. The former effect can also be characterised as individual learning, and the latter effect as vicarious learning (cf. Bandura, 1977) . More formally, we positṗ i,t (P t−1 , J t−1 ), where J are all justifications given to all members of the respective group. Treatments matter if the additional information from making intentions explicit makes predictionsṗ i more precise. As a shorthand we use σ ∈ R + for the noise ratio in the expectations of active players about p i |c i andc, and predict
If selfish active players anticipate p i > 1 − µ, they adjust c i =ċ. Consequently, they have less reason to adjust choices in reaction to the experiences from the previous period. We therefore expect reactions to past punishment to be most pronounced in the Baseline, less pronounced in the Private, and least pronounced in the Public treatment.
According to (3), the authority has no positive utility from group members even contributing more thanc. Yet the authority wants to avoid that c i <c. Consequently, the less the authority is sure about c i |ṗ i , the more she must overshoot by punishing more severely. Conversely, the more the authority is confident that active players will correctly anticipate p i andc, the more she will reduce punishment, to save money. We therefore expect
In the one-shot game, active players cannot build on prior information to generate beliefs. But they know whether the authority will have to justify her choices, and to whom these justifications will be communicated. Within the confines of the model, for this to matter we would have to positṗ i (j i ) andṗ i (J): not only observed justification improves the formation of beliefs about punishment; active players also anticipate the disciplining effect of the justification requirement on authorities' choices. If authorities were to anticipate this (anticipation) effect on the choices of active players, they would also reduce punishment in the one-shot game, the more so the more pronounced the justification requirement.
From these considerations we derive
Hypothesis 1 Predictability: a) individual learning: Active participants contribute more if they have been punished more severely in previous periods. The effect is more pronounced in the Baseline than in the Private and Public treatments. b) vicarious learning: Active participants contribute more if the group to which they had been assigned has been punished more severely in the past. The effect is more pronounced Baseline in the Private treatment than in the Public treatment.
Active Participants' Utility The effects leading to Hypothesis 1 do not require active players to be motivated by anything but profit. Yet, even in the absence of any intervention, in public good experiments many participants make substantial contributions, in particular at the beginning of repeated interaction (Ledyard, 1995; Chaudhuri, 2011) . To rationalize such findings, one must shift from profit to utility. In that spirit we now develop hypotheses must result from the fact that additionally learning justifications makes information about punishment more informative.
that assume utility as in (5)
where g(.) is generic for profit or utility as a function of i's own contribution and the contributions of her group members −i, and b i ∈ R + stands for image concerns. The indicator variable 1 points to the fact that image concerns are possible, but need not be present.
Image Concerns Identity (Akerlof and Kranton, 2000; Bénabou and Tirole, 2011) in the form of self-image (Ariely et al., 2009; Cappelen et al., 2017) and social-image concerns (Andreoni and Bernheim, 2009 )(Lacetera and Macis, 2010) constitute the second channel on which treatments might matter. In the Baseline, the authority has no technology for increasing either concern. By contrast, in the Private treatment, she may use justification to induce bad conscience, and thereby to heighten self-image concerns. Hence formally we posit b i (j i ): disutility from image concerns is a function of expected justification j i given to this participant. In the Public treatment, the authority may additionally also make social-image concerns more salient, by signalling out low contributions as a violation of social norms, or as the unfair exploitation of other group members, and by making this assessment known to all members of the current group. More formally we posit b i (J): disutility from image concerns is a function of the expected justification J given to all members of the respective group. We therefore expect
If active players are sensitive to image concerns, the experience of having been blamed in the previous period should alert them to the risk of being blamed again in the current period. Hence we expect c i,t (b i,t−1 ). The more powerful the technology for heightening image concerns, the more the authority can substitute words for (costly) action. This gives us Hypothesis 2 Verbal Punishment: Active participants contribute more if their choice has been criticised in the previous period. The effect is more pronounced in the Public than in the Private treatment.
Conditional Cooperation If the only non-standard element in (5) is image concerns, g(.) = e i − c i + µ N i=1 c i . Such active players trade off profit against self-or socialimage. Now a rich experimental literature shows that the majority of a typical experimental population consists of conditional cooperators. They make high contributions c i themselves, if they know or expect high contributions c −i from other group members as well (Fischbacher et al., 2001; Fischbacher and Gächter, 2010) . For the purposes of our project, it does not matter whether g(·) is inequity aversion (Fehr and Schmidt, 1999) , a concern for reciprocity (Rabin, 1993) , or guilt from violating a norm (Dufwenberg et al., 2011) , as long as the weight of the concern for the well-being of other group members is conditional on their own behavior.
The design of the experiment forces active players to define their own contribution c i before they observe the contributions c −i made by other group members. Active participants must therefore decide based on their beliefsċ −i about the choices of others. It has been shown that experimental participants hide selfish behavior behind uncertainty (Dana et al., 2007) . Relying on these findings, we positċ −i (ξ): the more group member i expects the choices of other group members to be unpredictable (the higherξ ∈ R + ), the more sceptical her expectations about their choicesċ −i . If i expects −i to cooperate only conditionally, her second-order beliefc i also becomes relevant. It depends on the predictability of her own choice. Hence we also positc i (ξ): second-order beliefs are sensitive to the degree by which other group members −i perceive member i to be predictable.
In the one-shot game, the only signal active players have about choices of other active players are the results from the previous experiment. In the repeated game, active players can additionally use the contributions the remaining members of the group of the last period have made as a proxy for the choices of others they expect in the current period, c −i,t (c −i,t−1 ). This signal is more credible the more predictable the punishment policy of the current authority.
These considerations open up a third, indirect channel for treatments to matter. In Hypothesis 1, we have explained in which ways treatments may affect the predictability of authorities' choices. The more punishment is predictable, the more i may trust that −i will comply with the normċ she expects the authority to impose. This may help i create more positive (first-order) beliefs aboutċ −i . Likewise, i has more reason to believe that −i will trust her own loyalty. More formally we positξ(σ) andξ(σ) and expecṫ ξ base >ξ priv >ξ pub and ξ base >ξ priv >ξ pub If the social preferences of group members are strong enough, there is no need for punishment in the first place. Yet it has also been shown that weak (non-deterrent) punishment may supplement insufficiently strong, but positive social preferences (Engel, 2014) . Either way, the authority can reduce punishment the more she expects social preferences to be at play. This gives us Hypothesis 3 Conditional Cooperation: Active participants contribute more if contributions have been high in the groups to which they have been assigned in previous periods. The effect is least pronounced in the Baseline, more pronounced in the Private treatment, and most pronounced in the Public treatment.
On each of the three channels, treatments induce authorities to reduce (hard) punishment, the more so the more intensely justifications are communicated. Hence we posit Hypothesis 4 Severity of Punishment: Authorities punish more severely in the Baseline than in the Private treatment than in the Public treatment.
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Results
Predictability
In Hypothesis 1 a) we had predicted that active players would contribute more the more severely they have been punished themselves in the previous period. In Hypothesis 1 b) we had predicted that they would contribute more the more severely the group has been punished to which they have been attached in the previous period. Yet we had expected that the former effect would be less pronounced as soon as participants learn the justification the authority had given for punishing them individually. We had expected that the latter effect would be less pronounced as soon as participants learn the justifications the authority had given for punishing all group members. We only have partial support for these hypotheses.
Result 1 In the Baseline and in the Private treatment, active players contribute more the more severely the group has been punished in the previous period.
Support We operationalize punishment severity as p i 20 − c i ,i.e., as the number of punishment points divided by the difference between the social optimum and the actual contribution. 16 We turn to regression analysis for testing our hypotheses. We first discuss regressions that isolate each channel. The final regression (Model 6 of Table 1 ) will test all channels together, using the respective other channels as control variables. As Model 1 of Table 1 shows, without further control variables the severity of punishment experienced by an active player herself in the previous period does not explain her contribution choice. Experienced severity does not seem to determine choices. Interactions between the measure for individual severity and treatments are insignificant. 17
By contrast, active players strongly and positively react to the severity of punishment meted out to all members of their group in the previous period (Model 2). We operationalize severity at the group level by the mean of the measure at the individual level. Yet this effect is only present in the Baseline and the Private treatment: the interaction with treatment Public completely neutralises the main effect of experienced group severity. If active players do not only see punishment choices, but also learn punishment intentions, they no longer react to experienced punishment. This result is in line with justifications making future punishment more predictable.
16 If ci = 20 and pi = 0, we set the severity index to 0. We drop observations from the analysis where ci = 20, pi > 0. In these 16 (of 2720) cases (10 in the Baseline, 4 in the Private and 2 in the Public treatments), we have no logical way of expressing severity. What we observe in these rare cases cannot follow from (3). 17 We again supplement all Tobit regressions with linear mirror models and report differences in footnotes.
These additional regressions are available from the authors upon request. With contributions, the assumptions underlying a Tobit model are tenable. Participants who keep their entire endowment might even have wanted to take money from other participants; participants who contribute their entire endowment to the public project might even have wanted to contribute some of their income from earlier periods, or their show-up free, if the design of the experiment had not made this impossible.
If we control for experienced individual severity, the effect of experienced group severity becomes even stronger (Model 3). Now the effect of experienced individual severity even turns significantly negative. What active players care about is not what they have experienced themselves, but what has on average happened with low contributions. Actually, if a participant has been punished severely herself, while others have been punished more leniently for similarly low contributions, she becomes less sensitive to punishment. Active participants care about punishment policies being equitable, and they use information from the previous round as a proxy for this.
Image Concerns
In Hypothesis 2 a), we had predicted that an active player would contribute more if the authority of the previous period had used the justification requirement to criticise her behavior. We expected the effect to be more pronounced in the Public than in the Private treatment. We do not have support for this hypothesis.
To quantify the ways in which authorities have used the justification requirement, we had two independent coders rate the statements. We first had them classify statements as made with the intention to govern the group, as opposed to selfish concerns. 18 To test Hypothesis 2 a), we use this rating. We generate a dummy variable that is 1 if a participant has received any punishment points and the authority has given a non-selfish justification. 19 As Model 4 of Table 1 shows, this variable does not explain choices. We even find a negative interaction with the Public treatment. 20 This suggests that verbal punishment is not an important channel on which a justification requirement helps govern a group.
Conditional Cooperation
In Hypothesis 3 a) we had predicted that active players would react to the cooperativeness of others in the previous period. We expected this effect to be most pronounced in the Public, less pronounced in the Private treatment, and least pronounced in the Baseline. We have partial support for this hypothesis.
Result 2 Active participants contribute more the more other members of their group have contributed in the previous period. The effect is more pronounced in the Public treatment.
Support In Model 5 of Table 1 , we find a strong significant positive effect of the contributions of other group members in the previous period on contribution choices in the current 18 For the coding scheme, please see the Appendix.
The fact that authorities are less likely to be selfish in the Private treatment stands in contrast to Xiao (2017) . She finds that a justification requirement induces participants to be more in line with prevalent normative expectations. The Public treatment creates a much bigger audience than the Private treatment. 19 For the development of this variable over time please see Figure A3 in the Appendix.
In the Baseline, justifications are not communicated so that this explanatory variable would not be meaningful. This is why Model 4 of Table 1 is confined to the Private and Public treatments. 20 We do, however, note that the interaction effect is only weakly significant (p = .091) in the linear mirror model.
period. The model predicts that active players contribute approximately one more token of their endowment to the public project if the remaining members in the previous period have, on average, contributed two more tokens. This result is all the more remarkable as we have implemented a stranger design. Experiences from the previous period are therefore only informative at the population level, not at the group level. This socially beneficial effect is more than 50% stronger in the Public treatment (significant positive interaction effect), i.e., if justifications are communicated to all group members. 21
Model 6 analyzes all effects in conjunction with each other. When controlling for all other effects, and in particular for the signal of other participants' cooperativeness, the effect of experience about the severity of punishment at the group level (group severity at t − 1) is even stronger than in Models 2 and 3. It is extremely strong in the Private treatment (the interaction effect almost doubles the main effect). This shows that, in conjunction with information about cooperativeness, information about punishment policies has a very strong effect. Participants learn how strongly cooperation pays, and they learn what may happen if they disregard prevalent normative expectations. As with earlier specifications, past individual punishment has a negative effect. If a participant has been punished severely herself, while others have been punished more leniently for similarly low contributions, this deters cooperation. Participants care about punishment policies being equitable. In this specification, verbal punishment even has a negative effect. 22 Finally, also with all controls information about past cooperativeness still has a strong, significant positive effect. When information about all justifications is made available, this effect is even stronger (positive and significant interaction with the Public treatment. 23 ).
21 Over all periods, contributions are not significantly different from 14, which was the approximate level of contributions in the previous experiment. (The additional regression showing this is available from the authors upon request). Informing participants about this history of play may therefore have had an effect. Yet authorities have only very rarely expressed the intention to enforce this norm. Our coders have only found 14 of 1021 instances in the Baseline where at least one of them saw a link to history of play. In the Private treatment, this held for 31 of 835 instances, and in the Public treatment for 60 of 943 instances. 22 In the interest of being able to analyze data from all treatments, for this specification we also include data from the Baseline. In this treatment, we set variable "l.scorn" to 0, as justification is not communicated. We note that the negative effect of this variable is not significant in the linear mirror model. 23 In the linear mirror model, however, this interaction effect is insignificant. But if we calculate average marginal effects of Model 6 (which are also properly identified in a non-linear model), we find that contributions are significantly higher in the Public treatment if the other group members in the previous period had contributed 18 or more tokens on average. We also find a weakly significant effect of treatment Public if the average contribution of the remaining group members in the previous period was 16 or 17 tokens. 
Severity of Punishment
Hypothesis 4 predicts that authorities punish more severly in the Baseline than in the Private treatment than in the Public treatment. We only have partial support for this prediction.
Result 3 In the Private treatment, authorities react less severely to low contributions.
Support Figure 1 shows that, in the Private treatment, the slope of the authorities' reaction functions is considerably flatter, both in the one-shot game (upper panels) and in all data (lower panel). This in particular results from a lower intercept. If active players contribute nothing or little, the reaction is less harsh, compared with either the Baseline or the Public treatment.
The visual impression is supported by statistical analysis ( Table 2 ). The interaction between the Private treatment and contribution is positive and significant, both for the one-shot game, and even more pronouncedly if we consider choices from all periods. The positive coefficient implies that, in this treatment, authorities reduce punishment substantially less if an active player contributes one more unit. By contrast, the interaction between the Public treatment is far from significant, and even has opposite sign in the one-shot game. Hence, in the Public treatment, authorities react as sensitively to differences in contributions as they do in the Baseline. 24 24 The significant positive interaction effect implies that punishment is less intensely reduced if the participant contributes one more unit of her endowment to the public project. One may wonder whether Tobit is the appropriate functional form. It implies that authorities would have wanted to reward active players for particularly high contributions, had the design of the experiment not made this impossible. This may be true for some authorities who do not punish a participant. But for others, the fact that they do not punish will simply follow from the intention to maximize their own profit. A more conservative approach that allows for this possibility is a double hurdle model. It yields qualitatively similar results. The additional regression is available from the authors upon request. Strictly speaking, the coefficient and the standard errors of the interaction effect cannot be interpreted as the Tobit model is non-linear (Ai and Norton, 2003 ). Yet we also replicate the effect in a linear mirror model (that ignores left censoring). This additional regression is also available from the authors upon request. 
Effectiveness
If they know that justification is communicated individually to its addressee, authorities discriminate less intensely between high and low contributions (Result 3), while active players are more sensitive to experienced severity (Result 1). This suggests a mismatch between the expectations of authorities and of active players. By contrast, if justifications are communicated to all group members, active players react more intensely to experienced cooperativeness (Result 2). This suggests that transparency is effective on this indirect channel.
Figure 2 indeed shows that punishment patterns are similar in the Private and Public treatments: punishment is relatively high at the beginning, but becomes less and less severe over time. This is different in the Baseline, where punishment goes up again by the end of the interaction. However, contribution paths resemble each other in the Baseline and in the Public treatment. They start at a relatively low level, but stabilize at a high level after some initial periods. This is different in the Private treatment. Contributions are lower overall, and they do not stabilize. In the Baseline and in the Public treatment, for a long time profit closely matches contributions. Yet, in the end, profit decreases in the Baseline, while it increases in the Public treatment. This difference follows from the fact that, in the Public treatment, active players achieve similarly high contributions with much less punishment. While contributions are substantially lower in the Private treatment, profit looks more similar to the remaining treatments. The visual impression is supported by statistical analysis. In all treatments, the severity of punishment decreases over time (main effect of period in Model 1 of Table 3 ). But the decay is much more pronounced in the Public treatment (interaction between Public and period). 25 In the Baseline, contributions increase over time (main effect of period in Model 2). This also holds for the Public treatment (insignificant interaction between Public and period). In the Private treatment, by contrast, the interaction effect completely neutralizes the positive main effect of period: contributions do not increase over time. Consequently, punishment without communicating justifications to addressees is effective in increasing contributions. The same holds if justifications are fully transparent. But punishment does not have the socially beneficial effect of increasing contributions if justifications are only communicated to their individual addressees. From a normative perspective, the effect of treatment on the profit active players is even more relevant. We find the same pattern as with contributions. In the Baseline (main effect of period in Model 3) and in the Public treatment (insignificant interaction between Public and period), profit increases over time. Society is on a socially beneficial path. This effect is considerably weaker if justifications are only communicated individually. But even in the Private treatment, profit increases over time (Wald test, period + interaction, p = .0004). Hence, if an institutional designer cares about welfare, making justifications fully transparent puts society on the most beneficial path. Intervention is as effective as in the Baseline. But the beneficial effect is reached at a lower cost. standard errors in parenthesis Model 1: SE for choices nested in 11 periods nested in 68 authorities nested in 34 matching groups Model 2 and 3: SE for choices nested in 136 individuals nested in 34 matching groups *** p < .001, ** p < .01, * p < .05, + p < .1 23
Conclusions
As a default, courts and administrative authorities must justify their decisions. These reasons routinely go to the addressee. Often, decisions are also made publicly known, in recent years quite frequently even online. The justification requirement serves many purposes. In this experimental paper, we focus on one of them: we test whether the law becomes more effective in governing people's lives if the intervention comes with an explicit justification. We have a qualified result: if the justification exclusively comes to the attention of the addressee of the intervention, it is not only pointless, but even counterproductive. Punishment with a justification that remains confidential is more effective at disciplining free-riders in a dilemma situation. However, there is a socially beneficial effect of justification if these reasons become publicly known. Then, verbal intervention partly substitutes for monetary intervention. Authorities can act more moderately to achieve the same stabilizing effect. We show that the counterproductive effect of privately communicated reasons results from a mismatch between the authorities' expectations and the active players' reactions. Authorities seem to believe erroneously that private communication suffices for the substitution effect.
Our experiment has not been designed to test new behavioral theory. But we have based our hypotheses on (formal) theory. The theory predicts in which ways alternative specifications of a justification requirement might matter for the choices made by authorities and by active players. We have partial support for these theoretical expectations. We had expected that the experience of punishment would induce individual and vicarious learning. We do find an effect of vicarious learning: if the authority of the previous period has reacted more intensely to low contributions, active players contribute more in the subsequent period. We do not find a similar effect for the experience of having been punished oneself. This suggests that active players care about information regarding the punishment policy of an authority, not so much about the effect of this policy on themselves. We had further expected that the learning effect would be less pronounced the better the information about justifications: experience becomes less important for correctly predicting punishment policies. This is indeed what we find, but only for the Public treatment. Against expectations, we do not find a disciplining effect of verbal punishment. We finally had predicted that justification is effective on an indirect channel: learning justifications could help conditional cooperators make better predictions about the choices of other group members, and could help them generate better second-order predictions about the expectations other group members hold about their own choices. This effect should be the more pronounced the better the information about justifications. We find support for this claim, but the treatment effect is again confined to the Public treatment. We finally had expected that authorities would anticipate the effect of justification on contributions, and reduce the severity of monetary punishment accordingly. This expectation is only borne out in the Private treatment.
One should be cautious when extrapolating from the lab to the field. Caution is even more in order if one relies on experiments with students for analyzing the effect of institutions in the courtroom or in administrative procedure. Lab experiments are tools for identifying causal effects and explaining them. In the interest of achieving identification, they deliberately abstract from a host of contextual factors that are very likely to matter in the field. Specifically, in the experiment, interaction was anonymous whereas, in the courtroom and in administrative procedure, the authority and the potential recipient of punishment are personally known. In the experiment, the role of an authority was randomly assigned, whereas judges are elected or appointed, as are administrators. Arguably, legal authorities have superior competence, while our authorities are randomly selected. We do not give the authority an explicit rule to enforce. Instead, our design provides two reasonable behavioral norms: on the one hand, from the opportunity structure it is obvious that full contribution is the only efficient choice; on the other hand, participants receive information about contributions in a previous similar experiment, as a hint to behavior that is socially acceptable and therefore unlikely to attract punishment. By using stranger matching, we come closer to the characteristic situation in courts; the typical judge does not know the defendant beforehand, and is unlikely to meet her again. In our design, we deliberately exclude any reputation and reciprocity effects, thereby isolating the effect of communicating reasons. In the experiment, if communication is permitted it is strictly unilateral. In the courtroom, the defendant may at least explicitly ask for a justification, and usually has the legal right to be heard.
It will be interesting, in future work, to test some of these moderating factors. Nonetheless, even based on this first experimental investigation of a justification requirement in a publicgood game, tentative normative conclusions can be drawn. It seems that giving reasons is not necessarily a good idea. If these reasons are not made public, the authority may focus excessively on educating the addressee, whereas bystanders become skeptical that others who are tempted to misbehave are effectively disciplined. By contrast, if the authority is transparent about the reasons, words may indeed partly substitute acts, to everybody's benefit. With these data, Jeremy Bentham's quest for making punishment decisions public (Bentham, 1830) gains support. One sees that this is not only desirable because wouldbe perpetrators realize the threat with punishment. They also better understand what the authority is after, and they learn that the antisocial behavior of others does not go unchecked. A possible policy implication concerns the promulgation of justifying words. Our experiment suggests that justifications should not only be addressed to the perpetrator, but that they should be made publicly available.
Information on the Exact Procedure of the Experiment
This part of the experiment has two steps. In the first step, role A participants make a decision on contributions to a project. In the second step, the role B participant can reduce the role A participants' income. At the start, each role A participant receives 20 Taler, which we refer to in the following as the endowment. Role B participants receive 20 points at the start of step 2. We explain below how role B participants may use these points.
Step 1
In
Step 1, only the four role A participants in a group make a decision. Each role A member's decision influences the income of all other role A players in the group. Player B's income is not affected by this decision. As a role A participant, you have to decide how many of the 20 Taler you wish to invest in a project and how many you wish to keep for yourself.
If you are a role A player, your income consists of two parts:
(1) the Taler you have kept for yourself ("income retained from endowment") (2) the "income from the project".
The income from the project is calculated as follows:
Your income from the project = 0.4 times the total sum of contributions to the project Your income is therefore calculated as follows:
(20 Taler -your contribution to the project) + 0.4* (total sum of contributions to the project).
The income from the project of all role A group members is calculated according to the same formula, i.e., each role A group member receives the same income from the project. If, for example, the sum of the contributions from all role A group members is 60 Taler, then you and all other role A group members receive an income from the project of 0.4*60 = 24 Taler. If the role A group members have contributed a total of 9 Taler to the project, then you and all other role A group members receive an income from the project of 0.4*9 = 3.6 Taler.
For every Taler that you keep for yourself, you earn an income of 1 Taler. If instead you contribute a Taler from your endowment to your group's project, the sum of the contributions to the project increases by 1 Taler and your income from the project increases by 0.4*1 = 0.4 Taler. However, this also means that the income of all other role A group members increases by 0.4 Taler, so that the total group income increases by 0.4*4 = 1.6 Taler. In other words, the other role A group members also profit from your own contributions to the project. In turn, you also benefit from the other group members' contributions to the project. For every Taler that another group member contributes to the project, you earn 0.4*1 = 0.4 Taler.
Please note that the role B participant cannot contribute to the project and does not earn any income from the project.
Step 2
Step 2, only the role B participant makes decisions. As role B participant, you may reduce or maintain the income of every participant in Step 2 by distributing points.
At the beginning of Step 2, the four role A participants and the role B participant are told how much each of the role A participants has contributed to the project.
As a role B player, you now have to decide, for each of the four role A participants, whether you wish to distribute points to them and, if so, how many points you wish to distribute to them. You are obliged to enter a figure. If you do not wish to change the income of a particular role A participant, please enter 0. Should you choose a number greater than zero, you reduce the income of that particular participant. For each point that you allocate to a participant, the income of this participant is reduced by 3 Taler.
The total Taler income of a role A participant from both steps is hence calculated using the following formula:
Income from Step 1 -3 * (sum of points received)
Please note that Taler income at the end of Step 2 can also be negative for role A participants. This can be the case if the income subtraction from points received is larger than the income from Step 1. However, the role B participant can distribute a maximum of 20 points to all four role A members of the group. 20 points are the maximum limit. As a role B participant, you can also distribute fewer points. It is also possible not to distribute any points at all.
If you have role B, please state your reasons for your decision to distribute (or not to distribute) points, and why you distributed a particular number of points, if applicable. In doing this, please try to be factual. Please enter your statement in the corresponding space on your screen. You have 500 characters max. to do this. Please note that, in order to send your statement, you will have to press "Enter" once each time. As soon as you have done this, you will no longer be able to change what you have written.
The reasons you give will remain confidential. This means that only the experimenter knows them. Of course, the reasons will remain anonymous -the experimenter will therefore not know which of the participants gave what reason.
Each role A participant is informed of the reasons that you have given him/her for your decision. Of course, the reasons will remain anonymous -neither the experimenter nor the participants will therefore know which of the participants gave what reason.
All reasons are told to all role A participants in the group. Of course, the reasons shall remain anonymous -neither the experimenter nor the participants will therefore know which of the participants gave what reason.
The income of the role B participant does not depend on the income of the other role A participants, nor on the income from the project. For taking part in the first part of the experiment, he or she receives a fixed payment of 1 e
In addition, the role B participant receives the sum of 0.01 e for each point that he or she did not distribute. Once all participants have made their decisions, your screen will show your income for the period and your total income so far.
After this, the first part of the experiment ends. You will then be told what your payment is for this part of the experiment. Hence, you will also know how many points you and all other participants have been given by player B.
In addition, you will be told player B's reason for distributing whatever amount of points you got. This information goes only to you. The other players do not know this reason. They are only aware of the reasons they have been given for their own allocation of points.
In addition, you will be told player B's reasons for distributing whatever amount of points you and the other participants got. The other players also know these reasons.
Experiences from an Earlier Experiment
For your information, we give you the following graph, which tells you the average contributions made in a very similar experiment that was conducted in this laboratory.
In this experiment, too, there were groups of 4 role A participants and one role B participant each. The role A participants' income was calculated in exactly the same way. The experiment had 10 equal periods. The role B participant also had 20 points at his disposal in each period. At the end of each period, the role A participants were told how much each of the other participants had contributed and how the role B participant had reacted to this.
Part Two of the Experiment
The second part of the experiment consists of 10 repetitions of the first part. Throughout the entire second part, all participants keep the role they had in the first part of the experiment. The computer randomly re-matches the groups of four in every period. In each period, the computer randomly assigns a role B participant to each group.
As a reminder:
In each period, each role A participant receives 20 Taler, which may be contributed to the project entirely, in part, or not at all. For each period, calculating the income from the project for the role A participants in a group happens in exactly the same way as it did in the first part of the experiment. In each period, each role B participant receives 20 points, which may be used to reduce the income of the players A in the group. For each point that a role A participant receives in a period, 3 Taler are subtracted. For each point that a role B participant does not use, he or she is given the sum of 0.01 e. In addition to the income from the points retained, each role B participant receives a flat fee of 10 e for participating in this second part of the experiment.
At the beginning of Step 2 of each period, the four role A participants and the role B participant are told how much each of the role A participants contributed to the project.
Please note that the groups are re-matched anew in each period.
After each period, you are told about your individual payoff. You are therefore also informed how many points you and the other participants have been assigned by the role B participant.
Part Three of the Experiment
We will now ask you to make some decisions. In order to do this, you will be randomly paired with another participant. In several distribution decisions, you will be able to allocate points to this other participant and to yourself by repeatedly choosing between two distributions, 'A' and 'B'. The points you allocate to yourself will be paid out to you at the end of the experiment at a rate of 500 points = 1 e. At the same time, you are also randomly assigned to another participant in the experiment, who is, in turn, also able to allocate points to you by choosing between distributions. This participant is not the same participant as the one to whom you have been allocating points. The points allocated to you are also credited to your account. The sum of all points you have allocated to yourself and those allocated to you by the other participant are paid out to you at the end of the experiment at a rate of 500 points = 1 e.
Please note that the participants assigned to you in this part of the experiment are not the members of your group from the preceding part of the experiment. You will therefore be dealing with other participants.
The individual decision tasks will look like this:
Possibility A Possibility B
Your points
The points of the experiment participant allocated to you Your points
The points of the experiment participant allocated to you 0 500 304 397 A B
In this example: If you click 'A', you give yourself 0 points and 500 points to the participant allocated to you. If you click 'B', you give yourself 304 points and 397 points to the participant allocated to you.
Part Four of the Experiment
In this part of the experiment, you do not form a pair with another participant. Your decisions are therefore only significant to you and only influence your own payoff. The other participants' decisions only influence their own payoffs.
In this part of the experiment, you are requested to decide, in 10 different cases (lotteries) between Option a and Option b. Both options consist of two possible payments (one high and one low), which are paid with varying possibilities.
Options a and b are presented to you on your screen, as in the following example:
Lottery
Option a Option b Your decision 1 2.00 e with a chance of 10%, or 1.60 e with a chance of 90% 3.85 e with a chance of 10%, or 0.10 e with a chance of 90% Option a
Option b
The computer will ensure that these payments occur with exactly the possibilities that have been indicated.
For the above example, this means:
If option a is chosen, the winnings of 2 e have a 10% chance of occurring, and the winnings of 1.60 e have a 90% chance of occurring. If option b is chosen, the winnings of 3.85 e have a 10% chance of occurring, and the winnings of 0.10 e have a 90% chance of occurring. In the right-hand column, please indicate which option you would like to choose.
Please note that at the end of the experiment only one of the 10 cases becomes relevant for your payment. All cases are equally possible. The computer will randomly choose one payment-relevant case.
After this, the computer determines, for the payment-relevant case and with the possibilities indicated above, whether the higher (2 e or 3.85 e) or the lower winnings (1.60 e or 0.1 e) will be paid to you. The authority must insert a number between 0 and 20 in each box in the column "Your Points to reduce the income of the Player". The total of her punishment points inflicted on one active player cannot exceed 20. She may use the "Calculate" button to calculate the sum of points she would assign by pressing the Enter key. She is requested to type up to 500 characters in the boxes in the column "Explanation" to justify each of her punishment decisions. She cannot leave the stage before entering all punishment points and confirming each of her justifications by pressing the Enter key. The ID number of each group member is re-shuffled each period as the group composition changes each period as well.
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A2 Supplementary Data Analysis
A2.1 Coding of Reasons
The following coding scheme has been given to the two independent raters.
"The coding scheme has two levels. At the first level, each reason is classified to be "selfish" (dummy = 1) or not. At the second level, selfish reasons, on the one hand, and non-selfish reasons, on the other hand, are classified.
If an authority does not give any reason for one of her choices, for this choice all classification variables should be put to missing (-99) . There are two options for selfish reasons: either the authority expresses that she cares about her own profit (profit = 1), or she voices any other reason that is not concerned with the good governance of the group to which they have been attached (profit = 0).
There are several suboptions for classifying reasons that, at the first level, have been classified as not selfish (selfish = 0), with "other non-selfish" being the fall back option. Hence, for each reason that is classified as "selfish = 0" on the first level, one of the suboptions should be 1. At this level, more than one dummy may be 1. Hence the suboptions are not mutually exclusive.
The following is a graphical representation of the classification scheme. It also introduces variable names. All variables are dummy variables, with -99 marking a missing value: We have had two independent raters rate the explicit reasons along the eight dimensions listed in Figure A3 . If a justification has been classified as "not selfish" it can contain aspects that fall under the subcategories "efficiency", "history", "relative", "idiosyncratic", "ethical", and/or "unspecified". The suboptions are not mutually exclusive. Inter-rater reliability is good (mean Cohen's kappa is .766). Cohen's kappa starts from the probability that the two raters come to the same conclusion if both randomize. Since all individual codes are binary, and since we have two raters, this probability is .25 for each reason. Cohen's kappa is ((1 -mean rating) -.25) / (1 -.25). kappa > .6 is regarded to be substantial, kappa > .8 is regarded to be near complete. Note that we had no ex-ante hypothesis on explicit reasons. Nonetheless, we are convinced that it is worth providing this information to the reader.
As Table A1 demonstrates, most of the time most authorities make statements that are 37 not selfish, and even less focused on their personal profit. Both effects are most pronounced in the Private treatment. The difference between the Private treatment and the Baseline is significant for both dimensions. In the Baseline, the profit motive is also significantly more pronounced than in treatment Private. In the Public treatment, authorities seem to use the verbal channel for disciplining their assigned groups. But in this treatment, authorities are also significantly more likely to insist on efficiency, to impose an idiosyncratic behavioral rule, or to make other unspecified (non-selfish) statements than in both other treatments, and they are significantly less likely to justify punishment with the fact that others in the group have contributed more. This pattern fits the idea that authorities who only communicate with the individual addressee of punishment overestimate their ability to govern by words. Table A1 : Explicit Reasons Lines 1-3: each statement has been classified by two independent raters in all eight dimensions. Mean statements over both raters and all reasons are reported, in percent of authorities in respective treatment using that reason. Lines 4 and 5: p-values of treatment coefficients in multivariate regression, explaining classification in all eight dimensions with treatment, standard errors for statements nested in authorities nested in matching groups. Line 6: p-values of Wald tests, testing for the respective difference between both treatment coefficients being 0. The multivariate model is in order since each statement is rated in all dimensions, so that there are multiple dependent variables per statement
The following are a few illustrations of the reasons the experimental authorities have given for their choices (translated into English):
• "Good group member".
• "By meting out points, I reduce my own profit. I do not care how much others earn". 
A2.2 Supplementary Data Analysis
