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Abstract
The goal of the change-point detection is to discover changes of time series
distribution. One of the state of the art approaches of the change-point detection
are based on direct density ratio estimation. In this work we show how existing
algorithms can be generalized using various binary classification and regression
models. In particular, we show that the Gradient Boosting over Decision Trees
and Neural Networks can be used for this purpose. The algorithms are tested on
several synthetic and real-world datasets. The results show that the proposed
methods outperform classical RuLSIF algorithm. Discussion of cases where the
proposed algorithms have advantages over existing methods are also provided.
Keywords: time series, change-point detection, machine learning, neural
networks, density ratio
1. Introduction
Abrupt change of time series behaviour is called a change-point. Reasons
behind these changes might be different and their detection helps to investigate
them and properly react to them. For example, component failures of a sys-
tem can be accompanied by change-points in time series. Detection of these
changes allows to prevent the failure of the system or restore its functionality
faster. Another example is signals measured in seismological stations. When
seismic wave from an earthquake reaches the station it changes distribution of
measured seismogram values. Detection of this change-point helps to predict
coming earthquake.
Variety of change-point detection methods were proposed in recent decades
and summarised in [1, 2]. This work is focused on a group of algorithms that are
based on direct density-ratio estimation. There are two main ways to estimate
probability densities ratio for two samples [3, 4]. The first one requires estima-
tion of individual densities for each of the samples. The second way estimates
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the density ratio directly without estimation of the individual densities. There
are a range of algorithms that allow to do this. It was demonstrated in [5] that
density ratio can be estimated directly using Kernel Logistic Regression Clas-
sifier. Later several other approaches based on kernels were proposed: Kernel
Mean Matching (KMM) [6], the KullbackLeibler importance estimation proce-
dure (KLIEP) [7], unconstrained least-squares importance fitting (uLSIF) [8, 9]
and extension of uLSIF called relative uLSIF (RuLSIF) [10, 11].
The density ratios allow to calculate of different dissimilarity scores between
two samples. These scores are used in change-point detection in time series data.
Application of KLIEP method for the change-point detection was demonstrated
in [12] with KullbackLeibler divergence as dissimilarity score. It was shown that
KLIEP outperforms kernel logistic regression classifier. Application and com-
parison of KLIEP, uLSIF and RuLSIF methods for change-point detection in
time series are provided in [2]. According to [1] these algorithms are considered
as one of the best for change-point detection. It was demonstrated in [13] how
Convolutional Neural Networks (CNN) can be trained with uLSIF loss func-
tion to detect outliers in images. Separation change point detection (SEP) [14]
method also uses kernels with modified uLSIF loss function for change-point
detection in time series.
One more interesting approach for the change analysis between two samples
using decision tree and logistic regression classifiers was demonstrated in [15].
The idea of this method is that if the two samples have different distributions, a
classifier will separate them and prediction accuracy will be significantly higher
than 50%. However, this method does not estimate the density ratio and it was
not demonstrated how it works for change-point detection in time series.
This work describes two approaches for change-point detection in time series
data based on direct density ratio estimation. The first approach uses binary
classifiers for direct density ratio estimation. The second approach demonstrates
how regression models can be used for the ratio estimation. In particular, there
are considered algorithms based on Gradient Boosting over Decision Trees and
Neural Networks.
The paper is organized as follows. The problem statement and a quality
metric are given in section 2. Direct density ratio estimation algorithms and
dissimilarity scores are described in section 3 respectively. Section 4 provides
description of change-point detection algorithm. Section 5 provides results of
change-points detection in several time series. Finally, the conclusion is in sec-
tion 6.
2. Problem Statement
Similarly to [2] we define the following notations. Consider a d-dimensional
time series that is described by a vector of observations x(t) ∈ Rd at time t.
Let’s define sequence of observations for time t with length k as:
X(t) = [x(t)T ,x(t− 1)T , ...,x(t− k + 1)T ]T ∈ Rkd (1)
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Figure 1: Example of change-point detection based on direct density ratio estimation with
k = 10 and n = 500. (Top) Time series of the original 1D signal with change-point at
t∗ = 1000. (Bottom) Estimated dissimilarity score by the algorithm and label used for the
quality metric calculation.
Sequence of observations is required to take into account temporal depen-
dencies between these observations. Sample of sequences of size n is defined
as:
X (t) = {X(t),X(t− 1), ...,X(t− n+ 1)} (2)
It is also implied that observation distribution changes at time t∗. The goal
is to detect this change. As it will be shown in the next section, change-point
detection algorithms are based on comparison of reference Xrf (t − n) and test
Xte(t) samples of the time series. The idea is to estimate dissimilarity score
between these two samples. The larger dissimilarity the more likely the change-
point occurs at time t − n. Several score definitions are provided in the next
section.
Consider a time series example with a change-point at time t∗ = 1000 as it
is shown in Fig. 1. The detection was performed with a sequence size k = 10
and n = 500 sequences in reference and test samples. The figure demonstrates
that the dissimilarity score estimated by a change-point detection algorithm is
small for times t < t∗. This corresponds to a case when reference and test sam-
ples entirely located before the change-point. Then the score starts to increase
when the test sample Xte(t) contains observations after t∗ and differs from the
reference sample Xrf (t− n). It reaches its maximum at t = 1500 when the two
samples are on opposite sides of the change-point. After that the score reduces
until the two samples have all observation after the change-point.
This example demonstrates that the dissimilarity score forms a peak with
width of 2n timestamps after the change-point. Quality of the detection depends
on relative height of this peak and variance of the score. The change-point is
considered as detected at tˆ∗ when the score reaches a threshold value D(tˆ∗) ≥ µ.
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If variance of the dissimilarity score is large, the threshold value should be large
enough to avoid high false alarm rate. This leads to increasing of the detection
time delay tˆ∗ − t∗. When the time series distribution changes not very much at
t∗, the threshold might appear to be too large and the change-point will not be
detected.
To take into account these two effects the time series observation are labeled
in the following way. Label 0 is attributed for all timestamps except those with
t∗ ≤ t < t∗ + 2n for all change-points t∗. These observations have label 1 as it
is demonstrated in Fig. 1. The change-point detection quality is measured by
ROC AUC score that is calculated based on estimated dissimilarity score values
and defined labels.
3. Dissimilarity Score Estimation
3.1. RuLSIF-Based Models
Consider a regression problem to estimate the density ratio w(X) directly.
In the original RuLSIF [3, 8] algorithm the ratio is defined as:
w(X) =
Pte(X)
(1− α)Prf (X) + αPte(X) (3)
where Pte(X) and Prf (X) are distribution densities for test Xte(t) and refer-
ence Xrf (t−n) samples respectively; α is an adjustable parameter. Let’s wˆ(X)
is estimated ratio by a regression model. The model is fitted by minimizing the
following loss function J(X):
J =
1
2
∫
(wˆ(X)− w(X))2((1− α)Prf (X) + αPte(X))dX
=
1
2
∫
wˆ2(X)((1− α)Prf (X) + αPte(X))dX −
∫
wˆ(X)Pte(X)dX
+
1
2
∫
w2(X)((1− α)Prf (X) + αPte(X))dX
(4)
where the last term is constant and it can be ignored during the minimization
procedure. In discrete case the loss function takes the following form:
J =
1− α
2
1
nrf
∑
X∈Xrf
wˆ2(X) +
α
2
1
nte
∑
X∈Xte
wˆ2(X)− 1
nte
∑
X∈Xte
wˆ(X) (5)
where nrf and nte are numbers of sequences in reference and test samples
respectively. We consider several algorithms based on this loss function.
The original RuLSIF algorithm is based on kernel methods. The density
ratio wˆ(X) is estimated as:
wˆ(X) =
nkr∑
i=1
θiK(X,Xi) (6)
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where K(X,Xi) is a kernel function; (θ1, θ2, ..., θnkr ) are parameters that
are learned from the data samples. The kernel centers {Xi}nkri=1 are randomly
selected from the test sample. According [2] RuLSIF was used with Gaussian
kernel for the change-point detection:
K(X,Xi) = exp(−||X −Xi||
2
2
2σ2
) (7)
where σ is the kernel width. It is determined using cross-validation proce-
dure. In this work RuLSIF algorithm is taken as baseline as it was described
in [2]. It was fitted with 10 gaussian kernels, α = 0.1, σ = 10−3, 10−2, ..., 103
and L2 regularization parameter values λ = 10−3, 10−2, ..., 101. The best values
of the parameters were selected during the cross-validation procedure.
We propose to use other regression models to avoid limitations of kernel
methods. In this work Gradient Boosting over Decision Trees (GBDT-RulSIF)
and Neural Network (NN-RuLSIF) regression models are used for the direct
density ratio estimation by minimizing the loss function in Eq. 5. GBDT-
RuLSIF algorithm is shown in Alg. 1. It uses 100 regression trees with maximum
depth 6, learning rate 0.2 and α = 0.1 in the loss function. NN-RuLSIF is based
on one-layer Neural Network with 10 hidden neurons with tanh activation and
one output neuron with linear activation function. It was trained during 20
epochs using Adam optimizer with learning rate ν = 0.1, β1 = 0, β2 = 0.9
and batch size 32. In the loss function it is taken α = 0.1. The algorithm is
described in Alg. 2.
Algorithm 1: Fit GBDT-RuLSIF algorithm.
Inputs: samples Xrf (t− n) and Xte(t) for a timestamp t, learning rate
ν, number of estimators M , regression trees hm(X), loss function J(X);
Initialize wˆ0(Xi) = 1 + i, i ∼ N (µ = 0, σ = 0.1);
for m = 1, ...,M do
X ′rf (t− n) ← sample(Xrf (t− n));
X ′te(t) ← sample(Xte(t));
zi ← −∂J(Xi)∂wˆ =
{
−(1− α)wˆm−1(Xi), if Xi ∈ X ′rf (t− n)
−αwˆm−1(Xi) + 1, if Xi ∈ X ′te(t)
;
hm(X)← arg minhm
∑
Xi∈X ′rf (t−n)∪X
′
te(t)
(hm(Xi)− zi)2;
wˆm(X)← wˆm−1(X) + νhm(X);
end
return Approximation function wˆM (X) = wˆ0(X) +
∑M
m=1 νhm(X)
Estimated density ratios wˆ(X) are used to calculate dissimilarity between
the reference and test samples. For the RuLSIF-based models the following
dissimilarity score is used:
D = PE(Pte|(1− α)Prf + αPte) + PE(Prf |(1− α)Pte + αPrf ) (8)
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Algorithm 2: Fit NN-RuLSIF algorithm.
Inputs: samples Xrf (t− n) and Xte(t), learning rate ν, neural network
weights θ, number of epochs M , Adam hyperparameters ν, β1, β2;
Initialize parameters θ0 of a neural network wˆ(X, θ0);
for m = 1, ...,M do
for each batch do
X ′rf (t− n) ← sample batch from Xrf (t− n);
X ′te(t) ← sample batch from Xte(t);
J(θ)← 1−α2nrf
∑
X∈X ′rf (t−n) wˆ
2(X, θ) + α2nte
∑
X∈X ′te(t)) wˆ
2(X, θ);
− 1nte
∑
X∈X ′te(t) wˆ(X, θ);
θ ← Adam(∇θJ(θ), θ, ν, β1, β2);
end
end
return Approximation function wˆ(X, θ)
where PE(P |Q) is the Pearson χ2−divergence that defined as:
PE(P ||Q) =
∫
Q(x)(
P (x)
Q(x)
− 1)2dx (9)
Rewrite this equation for discrete case:
PE(P ||Q) =
∑
x∼P (x)
P (x)
Q(x)
− 1 (10)
Then, the dissimilarity score takes the following form:
D =
1
nte
∑
X∈Xte
Pte(X)
(1− α)Prf (X) + αPte(X)
+
1
nrf
∑
X∈Xrf
Prf (X)
(1− α)Pte(X) + αPrf (X) − 2
=
1
nte
∑
X∈Xte
w(X) +
1
nrf
∑
X∈Xrf
w′(X)− 2
(11)
where w(X) is estimated by the RuLSIF-based models using X (t − n) and
X (t) as reference and test samples respectively; w′(X) is estimated by the mod-
els using X (t − n) and X (t) as test and reference samples respectively. So, in
this case the models are fitted twice.
3.2. Binary Classifiers
In additional to RuLSIF-based methods we demonstrate how binary clas-
sifiers can be used for the change-point detection in time series. Suppose the
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reference sample Xrf (t−n) has label y = 0 and the test sample Xte(t) has label
y = 1. Also suppose that a probabilistic binary classifier is used to separate
these two samples. The classifier output is denoted as P (y = 1|X) and has the
meaning of probability that a sequence of observations X belongs to the test
sample. The distribution density ratio w(X) is defined as:
w(X) =
Pte(X)
Prf (X)
(12)
where Pte(X) and Prf (X) are distribution densities for test and reference
samples respectively. In terms of the probabilistic classifier Pte(X) = P (X|y =
1) and Prf (X) = P (X|y = 0). Using Bayes’ theorem let’s write out the following
expressions:
P (X|y = 1) = P (y = 1|X)P (X)
P (y = 1)
(13)
P (X|y = 0) = P (y = 0|X)P (X)
P (y = 0)
(14)
Then the density ratio is defined as follows:
w(X) =
P (y = 0)
P (y = 1)
P (y = 1|X)
P (y = 0|X) (15)
where P (y = 0) and P (y = 1) are estimated as:
P (y = 0) =
N0
N0 +N1
(16)
P (y = 1) =
N1
N0 +N1
(17)
where N0 and N1 are sizes of reference and test samples respectively. In
this work it is supposed that the samples have the same sizes. Also, from the
probabilistic classifier we know that P (y = 0|X) = 1 − P (y = 1|X). Taking
into account these two properties we write out the estimated density ratio wˆ(X)
expression as:
wˆ(X) =
P (y = 1|X)
1− P (y = 1|X) =
f(X)
1− f(X) (18)
where f(X) = P (y = 1|X) for simplicity. Different binary classifiers can
be used instead of probabilistic one. In this case density ratios are estimated
with some inaccuracy. However, it is enough for change-point detection in time
series.
To estimate dissimilarity between the reference and test samples in case of
using binary classifiers the following score is used:
D = KL(Pte||Prf ) +KL(Prf ||Pte) (19)
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where KL(P |Q) is the KullbackLeibler divergence that defined as:
KL(P ||Q) =
∫
P (x) log
P (x)
Q(x)
dx (20)
where P and Q are probability distributions. Using this definition and Eq. 18
rewrite the score D for discrete case:
D =
∫
Pte(X) log
Pte(X)
Prf (X)
dx+
∫
Prf (X) log
Prf (X)
Pte(X)
dx
=
1
nte
∑
X∈Xte
log
Pte(X)
Prf (X)
+
1
nrf
∑
X∈Xrf
log
Prf (X)
Pte(X)
=
1
nte
∑
X∈Xte
log
f(X)
1− f(X) +
1
nrf
∑
X∈Xrf
log
1− f(X)
f(X)
(21)
Scores based on other f -divergences also can be used. Conventional classifi-
cation metrics like ROC AUC or accuracy are also suitable for the dissimilarity
measures. However, our experiments show that the proposed score in Eq. 21
is better for the change-point detection problem in time series using binary
classifiers.
In this work the following classifiers are used: Gradient Boosting over De-
cision Trees (GBDT) implemented in XGBoost python library and Neural Net-
work (NN) using PyTorch library. GBDT model was fitted using 100 decision
trees with maximum depth 6, learning rate 0.1 and binary cross-entropy loss
function. NN model uses one-layer Neural Network with 10 hidden neurons
with tanh activation and one output neuron with sigmoid activation function.
It was fitted with binary cross-entropy loss function during 20 epochs using
Adam optimizer with learning rate ν = 0.1, β1 = 0, β2 = 0.9 and batch size 32.
4. Change-Point Detection Algorithm
Change-point detection algorithm is based on comparison of reference Xrf (t−
n) and test Xte(t) samples in two consecutive time windows. The RuLSIF-based
models or binary classifiers are used to estimate dissimilarity score D(t) between
the samples for the timestamp t. To do this the samples are splitted into train
and validation subsamples. The train subsample is used to fit the models as
it was described in Sec. 3. Then, these models are used to estimate the den-
sity ratios wˆ(X) on the validation subsample and to calculate the dissimilarity
score D(t). This procedure is repeated for all timestamps with time step δt. If
reference and test samples have the same distribution of observations the dis-
similarity score will be close to 0. Larger difference between the distributions
higher the dissimilarity score. Change-point is considered as detected at time
tˆ∗ when D(tˆ∗) ≥ µ, where µ is a threshold value. The change-point detection
algorithm is described in Alg. 3.
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Algorithm 3: Change-point detection algorithm.
Inputs: time series {X(t)}Tt=k; k - size of a sequence X(t); n - size of
sample of sequences X (t); m - number of iterations; model - direct
density ratio estimation model; W (t) - vector of density ratios wˆ(X) for
X (t); D(t) - dissimilarity score;
Initialization: t← k + 2n;
while t ≤ T do
create samples Xrf (t− n) and Xte(t);
D(t) = 0;
i = 1;
for i = 1, ...,m do
X trainrf (t− n), X validrf (t− n) ← random split(Xrf (t− n), size=0.5);
X trainte (t), X validte (t) ← random split(Xte(t), size=0.5);
model.fit(X trainrf (t− n), X trainte (t));
W validrf (t− n) ← model.predict(X validrf (t− n));
W validte (t) ← model.predict(X validte (t));
D(t)← D(t) + 1m dissimilarity(W validrf (t− n), W validte (t));
end
t← t+ δt;
end
return {D(t)}Tt=k
For all experiments presented in this work the following parameter values are
used: k = 10, n = 500, m = 1. For experiments with the Kepler data n = 200
was used due to small time intervals between two consecutive change points.
5. Experiments
5.1. Synthetic datasets
Similar to [2] the following synthetic datasets are used to demonstrate and
compare change-point detection algorithms:
Dataset 1: The first dataset consists of two components. The first component
is generated using 1-dimensional auto-regressive process:
x1(t) = 0.6x1(t− 1)− 0.5x1(t− 2) + 1(t) (22)
where 1(t) ∼ N (µ, σ) is Gaussian noise with mean µ and standard de-
viation σ = 1. Change-points are generated every 2000 timestamps by
changing mean µ in the following way:
µN =
{
0, if N = 1
µN−1 + 0.5N, if N = 2, ..., 10
(23)
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Figure 2: Demonstration of the change-point detection algorithms performance on dataset 1.
(Top) The first component of the time series. (Bottom) Results of the detection using RuLSIF
and GBDT binary classifier.
where N is an integer that estimated as 2000(N − 1) + 1 ≤ t ≤ 2000N .
The second component is Gaussian noise that is generated as following:
x2(t) = 2(t) (24)
where 2(t) ∼ N (µ, σ) is Gaussian noise with mean µ = 0 and standard
deviation σ = 5. This component is added to demonstrate that non-
kernels methods are less sensitive to uninformative input features.
Dataset 2: The second dataset is generated using the same auto-regressive
process as for Dataset 1, but change-points are generated by changing
standard deviation σ of the first component with constant mean µ = 0:
σN =
{
1, if N = 1
1 + 0.25N, if N = 2, ..., 10
(25)
where N is an integer that estimated as 2000(N − 1) + 1 ≤ t ≤ 2000N .
Dataset 3: The third dataset is a periodic 1-dimensional time series that gen-
erated as:
x(t) = sin(ωt) + (t) (26)
where (t) ∼ N (µ, σ) is Gaussian noise with mean µ = 0.5 and standard
deviation σ = 1. Change-points are generated every 2000 time steps by
10
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Figure 3: Demonstration of the change-point detection algorithms performance on dataset 2.
(Top) The first component of the time series. (Bottom) Results of the detection using RuLSIF
and GBDT binary classifier.
changing frequency ω in the following way:
ωN =
{
1, if N = 1
ω log(e+ 0.5N), if N = 2, ..., 10
(27)
where N is an integer that estimated as 2000(N − 1) + 1 ≤ t ≤ 2000N .
Each dataset was generated 10 times and the algorithms results were av-
eraged. Demonstrations of change-point detection using RuLSIF and GBDT
binary classifier for the synthetic datasets are provided in Fig. 2-4. ROC AUC
values for all algorithms are presented in Tab. 1. The table shows that all of
them work well and all new considered algorithms outperform RuLSIF. This is
explained by the fact that RuLSIF is based on kernel methods and uses dis-
tances between observations as it is show in Eq. 7. Time series in datasets 1
and 2 contain the noise component that does not provide any information about
change-points. This component decreases the dissimilarity score estimated by
RuLSIF and makes the change-point detection harder. Algorithms based on
Gradient Boosting and Neural Networks classifiers are able to recognize unin-
formative components and decrease their influence on the dissimilarity score.
Moreover, they can estimate importance of all components and use it for better
change-point detection.
In general, we recommend to use change-point detection algorithms based on
NN or GBDT binary classifiers and regression models with RuLSIF loss func-
tion instead of kernel methods in case of high dimensional time series. They
have better results when not all time series components describe change-points,
less sensitive to uninformative components and are able to recognize more com-
plicated changes of time series distribution.
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Figure 4: Demonstration of the change-point detection algorithms performance on dataset 3.
(Top) The first component of the time series. (Bottom) Results of the detection using RuLSIF
and GBDT binary classifier.
Algorithm Dataset 1 Dataset 2 Dataset 3
RuLSIF 0.867 ± 0.003 0.760 ± 0.003 0.843± 0.003
GBDT-RuLSIF 0.954 ± 0.002 0.892 ± 0.003 0.919± 0.002
NN-RuLSIF 0.950 ± 0.002 0.833 ± 0.003 0.941± 0.002
NN 0.951 ± 0.001 0.816 ± 0.003 0.933± 0.003
GBDT 0.960 ± 0.001 0.895 ± 0.002 0.930± 0.002
Table 1: ROC AUC values for change-point detection algorithms and for the synthetic
datasets.
5.2. Real-world datasets
To demonstrate work of the change-point detection algorithms on real-world
data the two following datasets are used:
The Kepler data: Data from the Kepler spacecraft that was launched in March
2009. Its mission was to search for transit-driven exoplanet located within
the habitable zones of Sun-like stars. In this work we use the Kepler light
curves [16] with Data Conditioning Simple Aperture Photometry (DC-
SAP) data for 10 stars with exoplanets.
IRIS data: The second dataset consists of data from Incorporated Research
Institutions for Seismology (IRIS). For the demonstration we took seis-
mograms [17] recorded on seismological stations over the world for one
earthquake.
Example of the Kepler light curve is demonstrated in Fig. 5. The spacecraft
measured light flux coming from a star. When an exoplanet goes between
the star and the spacecraft the light flux drops as it is shown in the figure.
Parameters of this drop allows to estimate properties of the exoplanet. One
12
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Figure 5: (Top) The Kepler light curve for a star with an exoplanet. (Bottom) Dissimilarity
score estimated by change-point detection algorithm based on RuLSIF and GBDT classifier.
Algorithm Kepler data IRIS data
RuLSIF 0.844 ± 0.005 0.971 ± 0.003
GBDT-RuLSIF 0.940 ± 0.002 0.978 ± 0.004
NN-RuLSIF 0.825 ± 0.004 0.942 ± 0.002
NN 0.943 ± 0.002 0.971 ± 0.003
GBDT 0.950 ± 0.002 0.980 ± 0.002
Table 2: ROC AUC values for change-point detection algorithms and for the real world
datasets.
light curve has about 10 such drops and, as result, about 20 change-points.
Experiments were done on 10 light curves of different stars and results were
averaged. Demonstrations of the change-point detection based on RuLSIF and
GBDT classifier are shown in Fig. 5. ROC AUC values for the all algorithms
are provided in Tab. 2.
Example of a signal recorded by a seismological station is show in Fig. 6.
When seismic wave reaches the station the signal variance increases and changes
with time. Before an earthquake detected dissimilarity score takes small values.
The score increases and forms the first peak right after the seismic wave reg-
istration. Then the score changes with changing of the signal. It has trend to
slow down with the seismic wave attenuation as it is demonstrated in the figure.
ROC AUC values for the all algorithms are provided in Tab. 2.
6. Conclusion
Two different approaches for change-point detection in time series based on
direct density-ratio estimation are presented in the work. It was demonstrated
that this problem can be solved using different binary classification and regres-
sion algorithms in machine learning, but not only based on kernel methods. In
13
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Figure 6: (Top) IRIS seismogram from one station. (Bottom) Dissimilarity score estimated
by change-point detection algorithm based on RuLSIF and GBDT classifier.
particular, change-point detection algorithms based on Gradient Boosting over
Decision Trees and Neural Networks classification and regression were discussed
in this work. It was shown that the proposed algorithms outperform the classical
RuLSIF on a set of synthetic and real-world datasets.
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