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Abstract
We study the Hall and composition algebras of an affine quiver. In the
case of a cyclic quiver, we provide generators for the central polynomial
algebra described by Schiffmann and prove that this is in fact the whole
of the centre of the Hall algebra. For an affine quiver without oriented
cycles, we obtain a structure theorem for the composition algebra refining
the structure provided by Zhang.
2000 Mathematics Subject Classification: 16G20, 17B37.
1 Introduction
There are many interesting connections between the representation theory of
quivers and the structure theory of Kac-Moody Lie algebras, with one of the
main tools being that of the Ringel-Hall algebra [14], or equivalently the quan-
tised enveloping algebra [9].
In the case of a Dynkin quiver, this is particularly well understood (see for ex-
ample [10, 12, 16]). For an affine quiver, though, despite the explicit description
of the module category provided by [2], a concrete description of the structure
of the composition algebra remained open.
Here we provide such a structure. We obtain a refinement of the triangular
decomposition C = P⊗T ⊗I given by Zhang [21], corresponding to the prepro-
jective, regular and preinjective modules respectively. In particular, we show
in Theorem 18 that the subalgebra T can be written as the product of an in-
finitely generated polynomial ring together with the composition algebras of the
non-homogeneous tubes. We remark that this also generalises the structure for
the Kronecker quiver provided by Sza´nto´ [20]. Note, however, that our proof is
entirely independent.
We remark that this result reduces the problem of describing the elements in
the composition algebra of an arbitrary affine quiver to that of the composition
algebra of a non-homogeneous tube, or equivalently the composition algebra of
nilpotent representations of a cyclic quiver. This has been studied by Ringel
[15] and more recently by Deng and Du [1].
Regarding the Hall algebra of a cyclic quiver is also considered, we know from
the work of Schiffmann [18] that there is a central polynomial subalgebra on
infinitely many generators which, together with the composition algebra, gen-
erates the Hall algebra. We describe a set of generators for this polynomial ring
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in terms of nilpotent representations and prove that they in fact generate the
whole of the centre. In particular, the composition algebra of a cyclic quiver
has trivial centre.
The paper is organised as follows. We first recall some general results about
Hall algebras and prove that the composition algebra for an arbitrary quiver
without oriented cycles contains all the preprojective and preinjective modules.
We then consider the classical isomorphism between the Hall algebra of nilpotent
representations over the quiver with one vertex and one loop and Macdonald’s
ring of symmetric functions. We list some important generators for this algebra
and describe their generating functions.
In Section 4 we study an arbitrary cyclic quiver. Here we prove our first main
result, Theorem 6, concerning the generators for Schiffmann’s central subalgebra
of the Hall algebra, and that this is in fact the whole of the centre.
Finally in Section 5 we study the affine quivers without oriented cycles. We first
obtain in Theorem 13 certain regular elements contained in the composition
algebra. This result is a generalisation of Theorem 4.3 in [20]. Using this,
we then prove Theorem 18, which describes the structure of the composition
algebra and provides us with a PBW basis.
Acknowledgements. The author would like to thank Prof. C.M. Ringel for his
interest and support.
2 General results about Hall algebras
Let Q be a quiver without oriented cycles and let k be a finite field.
The Hall algebra H(kQ) [14]is the Q-algebra with basis the isomorphism classes
[M ] of finite dimensional modules for kQ and multiplication
[M ][N ] :=
∑
[X]
FXMN [X ], where F
X
MN := |{Y ⊂ X : X/Y
∼=M,Y ∼= N}| .
The algebra H(kQ) is naturally graded by dimension vector.
The composition algebra C(kQ) is defined to be the subalgebra generated by
the simple modules. It is clearly a graded subalgebra.
Consider now the quantised enveloping algebra U+q (g) of the Kac-Moody Lie
algebra with generalised Cartan matrix that of the quiver Q [9]. Twisting the
multiplication by the Euler form of Q, we obtain an algebra C′q(Q). We note
that this is a Q(q)-algebra generated by elements ei for i a vertex of Q and with
defining relations the quantum Serre relations. For example, if the vertices i
and j are not connected by an arrow, then the generators ei and ej commute.
If there is a single arrow i→ j, then we have the relations
e2i ej − (q + 1)eiejei + qeje
2
i and eie
2
j − (q + 1)ejeiej + qe
2
jei.
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Now let Cq(Q) be the Q[q]-subalgebra of C
′
q(Q) generated by the vertices.
From the work of Green [3], Lusztig [9] and Ringel [14] (see also [17]) we know
that the specialisation of Cq(Q) at q = |k| is isomorphic to the composition alge-
bra C(kQ), whereas the specialisation to q = 1 recovers the universal enveloping
algebra U+(g) of the positive part of g. For this reason, Cq(Q) is called the
generic composition algebra of Q.
We also deduce that the dimensions dim Cq(Q)α and dimU
+
q (g)α coincide, and
both equal dimU+(g)α. In particular, this dimension can be determined using
a PBW basis of U+(g).
2.1 Reflection functors
Let i be a sink of Q and let Q˜ := riQ be the quiver obtained by reversing all
arrows involving i.
The reflection functors
R+i : (modkQ)〈i〉 → (modkQ˜)〈i〉 and R
−
i : (modkQ˜)〈i〉 → (modkQ)〈i〉
are inverse equivalences between the subcategories of all modules not containing
the simple Si as a direct summand [2].
These functors naturally induce algebra isomorphisms
R+i : H(kQ)〈i〉 → H(kQ˜)〈i〉 and R
−
i : H(kQ˜)〈i〉 → H(Q)〈i〉.
Proposition 1 The subalgebra C(kQ)〈i〉 is generated by the elements
σ(j)a :=
∑
dimX=(1,a)
X indec
[X ] for 0 ≤ a ≤ nj
for each subquiver of the form j
(nj)
−−−→ i (nj ≥ 0).
Proof Suppose that Q is the quiver j
(n)
−−→ i for some n ≥ 0. Then for each
r ≥ 0 we have that
[Sj ][S
r
i ] =
r∑
a=0
[Sr−ai ]σ(j)a.
It follows by induction that each σ(j)a lies in C(kQ). We note that, in particular,
σ(j)0 = [Sj ] and σ(j)n = [Pj ], where Pj is the projective cover of Sj .
It follows that we have the decomposition
C(kQ) =
∑
r≥0
[Si]
rQ〈σ0, . . . , σn〉,
and in particular,
C(kQ)〈i〉 = Q〈σ0, . . . , σn〉.
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For a general quiver Q, we deduce that we have the decomposition
C(kQ) =
∑
r≥0
[Si]
r C(kQ)〈i〉,
with C(kQ)〈i〉 generated by the elements σ(j)a for 0 ≤ a ≤ nj where j
(nj)
−−−→ i
(including the case nj = 0). 
Proposition 2 The reflection functors induce isomorphisms between the alge-
bras C(kQ)〈i〉 and C(kQ˜)〈i〉.
Proof For each subquiver of the form j
(n)
−−→ i, the functor R+i takes σa to
σ˜n−a, where
σ˜a :=
∑
dimX=(1,a)
X indec
[X ]
is defined analogously for the quiver j
(n)
←−− i. 
Theorem 3 The composition algebra contains the subalgebra P(kQ) (respec-
tively I(kQ)) generated by the isomorphism classes of all preprojective (respec-
tively preinjective) modules.
Proof It is enough to show that the isomorphism class of each indecomposable
preprojective lies in C(kQ).
Let P be an indecomposable preprojective. Then (by considering the Cox-
eter transformation) there exists a sequence of reflection functors such that
P ′ := R+in · · ·R
+
ii
(P ) is simple for the quiver rin · · · ri1Q. Hence [P
′] lies in the
composition algebra for this quiver. By applying the functor R−i1 · · ·R
−
in
, we
deduce that [P ] ∈ C(kQ). 
3 The classical Hall algebra
The reference for this section will be Macdonald’s book [11].
We fix a finite field k and let d ≥ 1. Let K/k be a field extension of degree d.
Let Hd = Hd(A˜ 0) be the generic Hall algebra (over Q(q)) arising from the Hall
algebra of nilpotent representations for the path algebraKA˜ 0. That is,Hd is the
Q(q)-algebra with basis ud(λ) indexed by partitions λ and with multiplication
ud(λ)ud(µ) =
∑
ν
F νλµ(q
d)ud(ν),
where the F νλµ(q) are the classical Hall polynomials.
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Let Γ = Q(q)[X1, X2, . . .]
S∞ be Macdonald’s ring of symmetric functions. This
contains the Hall-Littlewood polynomials Pλ(X ; s), which are polynomials in
Γ[s] indexed by partitions λ. For a partition λ = (λ1 ≥ λ2 ≥ · · · ) we define
n(λ) :=
∑
i(i − 1)λi and set ℓ(λ) to be the length of λ, i.e. the number of
non-zero parts λi.
The following theorem was first conjectured by Steineitz [19], but is generally
attributed to Hall [4]. See also [11].
Theorem 4 The map ψd : Γ → Hd sending Pλ(X ; q
−d) to qn(λ)dud(λ) is an
algebra isomorphism.
We now consider various kinds of elements of Γ and their images under ψd.
The elementary symmetric functions e(n) = P(1n)(X ; s) are given by the gener-
ating function
E(t) = 1 +
∑
n≥1
e(n)tn =
∏
i
(1 +Xit).
Applying ψd we obtain
ψd(e(n)) = q
dn(n−1)/2ud(1
n)
and we note that ud(1
n) is the isomorphism class of the elementary module of
dimension n.
The complete symmetric functions h(n) are given by the generating function
H(t) = 1 +
∑
n≥1
h(n)tn =
∏
i
(1−Xit)
−1.
Applying ψd and using III.3 Example 1 of [11] we obtain
ψd(h(n)) =
∑
λ⊢n
ud(λ).
The power sum functions p(n) are given by the generating function
P (t) =
∑
n≥1
p(n)tn−1 =
d
dt
logH(t).
Using III.7 Example 2 of [11] we obtain
ψd(p(n)) =
∑
λ⊢n
(1− qd) · · · (1− q(ℓ(λ)−1)d)ud(λ).
Now set c(s, n) := (1 − s)P(n)(X ; s) (denoted qn(X ; s) in [11]). These have the
generating function
C(s, t) = 1 +
∑
n≥1
c(s, n)tn = H(t)/H(st).
5
In particular,
d
dt
logC(s, t) =
d
dt
(
logH(t)−logH(st)
)
= P (t)−sP (st) =
∑
n≥1
(1−sn)p(n)tn−1.
Thus
ψd(c(q
−d, n)) = (1 − q−d)ud(n)
and ud(n) is the isomorphism class of the cyclic module of dimension n (hence
the notation c(s, n)).
We note that Γ is an infinite polynomial ring over Q(q) with respect to any of
the sets of generators e(n), h(n) or p(n). Moreover, it follows from the results
in III.2 in [11] that the same holds for the c(n, s) whenever s ∈ Q(q) is not a
root of unity (i.e. s 6= ±1).
We shall need the following result. The automorphism group of the cyclic mod-
ule of dimension n has size
ad(n) = (q
d − 1)q(n−1)d = (1− q−d)qnd.
The generating function Ad(t) := 1 +
∑
n≥1 ad(n)ud(n)t
n therefore satisfies
Ad(t) = 1 +
∑
n≥1
(1− q−d)ud(n)(q
dt)n = ψd(C(q
−d, qdt)).
In particular,
d
dt
logAd(t) = ψd
( d
dt
logC(q−d, qdt)
)
= ψd
(
qd
∑
n≥1
(1− q−dn)p(n)(qdt)n−1
)
=
∑
n≥1
(qnd − 1)ψd(p(n))t
n−1.
4 The cyclic quiver case
We shall now consider the Hall algebra of nilpotent representations of the cyclic
quiver A˜ l. This has vertices labelled 0 to l (with the convention that l+1 = 0)
and arrows i→ i+ 1.
The generic composition algebra Cq(A˜ l) is again related to the quantised en-
veloping algebra U+q (ŝl l+1) by twisting the multiplication using the Euler form
[15].
We recall a result of Schiffmann [18].
Theorem 5 The generic Hall algebra of nilpotent representations of the cyclic
quiver of type A˜ l can be decomposed as
Hq(A˜ l) = Cq(A˜ l)⊗Q(q)[z1, z2, . . .],
where C(A˜ l) is the composition algebra and zm is central of degree mδ.
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Let ∆ denote Green’s comultiplication and {−,−} the symmetric bilinear form
[3]. Therefore
∆([X ]) =
∑
[M ],[N ]
FXMN
|AutM | |AutN |
|AutX |
[M ]⊗ [N ]
and
{[M ], [N ]} = δ[M ][N ]
1
|AutM |
.
These are related via {x, yz} = {∆(x), y ⊗ z}.
The central subalgebra Q(q)[z1, z2, . . .] was characterised by Schiffmann as the
intersection of the Ker(e′i) for all vertices i, where the operator e
′
i is defined to
be adjoint with respect to {−,−} to premultiplication by the simple [Si]. That
is,
{e′ix, y} = {x, [Si]y} = {∆(x), [Si]⊗ y}.
The main result of this section is the following theorem.
Theorem 6 We can take as generators
zm =
∑
[M ]:dimM=mδ
socM square free
(−1)dimEnd(M) |AutM | [M ].
Moreover, these generate the whole of the centre of H(A˜ l). In particular, the
centre of C(A˜ l) is trivial.
We first note that the Auslander-Reiten translate τ satisfies τSi = Si+1. Using
the Euler form, we then see that
〈M,Si〉 = dimHom(M,Si)− dimExt
1(M,Si)
= dimHom(M,Si)− dimHom(Si−1,M).
In the special case that dimM = mδ, 〈M,−〉 is identically zero and thus the
socle is square free if and only if the top is square free.
We divide the proof of the theorem into several parts.
Proposition 7 Each zm lies in Ker(e
′
i) for every vertex i.
Proof We wish to show that no term of the form [Si]⊗ [N ] occurs in ∆(zm).
Suppose there exists a short exact sequence of the form
0→ N → X → Si → 0
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with dimX = mδ and socX square free. Then we must have
dimHom(N,Si) = 0, dimHom(N,Si+1) ≤ 2 and F
X
SiN = 1.
Let us write N = Si+1(r) ⊕ Si+1(s) ⊕ N
′ with dimHom(N ′, Si ⊕ Si+1) = 0,
where Si(a) is the unique indecomposable of length a and top Si. Since socN
is square free, r 6≡ s mod l + 1 and so we may assume that r > s.
Set M1 := Si(r + 1) ⊕ Si+1(s) and M2 := Si+1(r) ⊕ Si(s + 1). Then clearly
M1 ⊕ N
′ and M2 ⊕ N
′ are the only possible choices for X . Thus it is enough
to prove that the dimensions of the endomorphism rings of these two modules
differ by 1.
We note the following equalities.
1. dimHom(L, Si(a+1)) = dimHom(L, Si+1(a)) for all a ≥ 0 and all modules
L such that Hom(L, Si) = 0.
2. dimHom(Si(a + 1), L) = dimHom(Si+1(a), L) + dimHom(Si, L) for all
a ≥ 0 and all modules L such that Hom(L, Si+1) = 0;
3. dimHom(Si+1(a), Si(b + 1)) = dimHom(Si+1(a), Si+1(b)) for all a and b;
4. dimHom(Si(a), Si+1(b)) =
{
dimHom(Si(a), Si(b + 1)) if a ≤ b;
dimHom(Si(a), Si(b + 1))− 1 if a > b
;
Since Hom(N ′, Si ⊕ Si+1) = 0, we see that
dimHom(N ′,M1) = dimHom(N
′, Si+1(r) ⊕ Si+1(s)) = dimHom(N
′,M2).
and that
dimHom(M1, N
′) = dimHom(Si+1(r) ⊕ Si+1(s), N
′) + dimHom(Si, N
′)
= dimHom(M2, N
′).
Similarly, we deduce that dimEnd(M1) equals
dimEnd(Si(r + 1)⊕ Si(s+ 1))− dimHom(Si, Si(r + 1)⊕ Si(s+ 1))− 1
whereas dimEnd(M2) equals
dimEnd(Si(r + 1)⊕ Si(s+ 1))− dimHom(Si, Si(r + 1)⊕ Si(s+ 1)),
and so we are done. 
Given a module M , we can consider the Loewy lengths of its indecomposable
summands. These will then determine a partition, denoted µ(M).
For partitions λ and µ we define their cup product λ ∪ µ to be the partition
formed by arranging all the parts of λ and µ in descending order. Moreover, if
λ and µ are both partitions of n for some n, then we set λ < µ if the first time
that λi 6= µi implies that λi > µi (i.e. the reverse lexicographic ordering).
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Lemma 8 Any extension X of M by N must satisfy µ(X) ≤ µ(M) ∪ µ(N).
Moreover, we have equality if and only if X ∼= M ⊕N .
Proof We shall prove the result by induction on the number of indecomposable
summands of M .
Suppose that M is indecomposable and consider a short exact sequence
0 // N
f
// X
g
// M // 0.
Let Xi be the indecomposable summands of X and write gi : Xi → M for the
restriction of g. Let Mi be the image of gi. By applying a suitable automor-
phism, we may assume that Xi =
Mi
Ai
and that gi factors through the canonical
maps Xi ։Mi →֒M .
Suppose that there exists a morphism π : Xj → Xi such that gj = giπ. Then
we can use the automorphism ( 1 π1 ) of Xi⊕Xj to reduce to the case gj = 0. In
particular, we may assume that the non-zero Mi are all distinct.
Hence we can write X = X1⊕ · · · ⊕Xr ⊕X
′ and N = N ′⊕X ′ with 0→ N ′ →
X1 ⊕ · · · ⊕ Xr → M → 0 exact and M = M1 > · · · > Mr > 0. Also, we may
assume that no gj factors through another gi.
Now clearly each Ai = Kergi is indecomposable and they all have isomorphic
tops. Therefore for i < j either Ai ։ Aj or Aj ։ Ai. In the latter case,
we deduce that gj factors as Xj → Xi → M , a contradiction. Hence we have
proper epimorphisms Ai ։ Aj for all i < j.
It follows that the kernel N ′ equals N1 ⊕ · · · ⊕ Nr, where Ni =
Mi+1
Ai
(setting
Mr+1 = 0). For, we have the morphism
(
fi
−f ′i
)
: Ni → Xi ⊕ Xi+1 where
fi is the canonical monomorphism and f
′
i the canonical epimorphism. This
determines a monomorphism f : N ′ → X1 ⊕ · · · ⊕ Xr such that gf = 0, and
clearly dimN = dimX − dimM .
Finally, let mi (respectively ai) denote the Loewy length of Mi (respectively
Ai). Then
µ(X) = (m1 + a1, . . . ,mr + ar) ∪ µ(X
′)
whereas
µ(N) = (m2 + a1, · · · ,mr + ar−1, ar) ∪ µ(X
′) and µ(M) = (m1).
Suppose that a1 = 0. Then r = 1, µ(X) = µ(M) ∪ µ(N) and X ∼= M ⊕N . On
the other hand, if a1 6= 0, then µ(X) < µ(M) ∪ µ(N).
This proves the result when M is indecomposable.
Suppose now that M = M ′⊕M ′′ with M ′′ indecomposable. Consider the exact
9
commutative diagram
0 // N // Y //

M ′ //

0
0 // N // X //

M //

0
M ′′ M ′′
By induction we have
µ(X) ≤ µ(Y ) ∪ µ(M ′′) and µ(Y ) ≤ µ(M ′) ∪ µ(N),
and clearly µ(M) = µ(M ′) ∪ µ(M ′′). Since the cup product is associative, the
result follows. 
Proposition 9 The zm are algebraically independent.
Proof Consider an arbitrary algebraic equation
∑
λ⊢n cλzλ, where zλ =
∏
t zλt .
Each module M occurring in the expression for zm satisfies µ(M) ≤ m
∪(l+1),
the partition consisting of l + 1 copies of m. Moreover, there is a unique such
module Zm such that µ(Zm) = m
∪(l+1), namely Zm = S0(m)⊕ · · · ⊕ Sl(m).
It follows from Lemma 8 that every module M occurring in the product zλ
must satisfy µ(M) ≤ λ∪(l+1), the partition given by repeating each term λt of
λ l+1 times. Moreover, there is a unique summand giving rise to the partition
λ∪(l+1), namely Zλ =
⊕
t Zλt . Proceeding by induction on λ we deduce that
each cλ = 0 and hence that the zm are algebraically independent. 
Lemma 10 For a module M we have that dimHom(M,N) = dimHom(N,M)
for all N if and only if M ∼= Zπ for some partition π. In particular, dimM is
a multiple of δ and M ∼= τM .
Proof We note that
〈M,N〉 = dimHom(M,N)− dimHom(N, τM).
If M ∼= Zπ, then M ∼=
τM , dimM is a multiple of δ and 〈M,−〉 is identically
zero. Thus the condition is clearly sufficient.
Let mi(r) denote the multiplicity of Si(r) in M .
Consider the short exact sequence 0→ St → S0(t+ 1)→ S0(t)→ 0.
For an indecomposable I, we can lift a homorphism I → S0(t) to I → S0(t+1)
unless I → S0(t) is a monomorphism, and hence I ∼= Sj(t−j) for some 0 ≤ j < t.
It follows that dimHom(I, S0(t+ 1)) equals
dimHom(I, St) + dimHom(I, S0(t)) −
{
1 if I ∼= Sj(t− j), some 0 ≤ j < t;
0 otherwise.
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We deduce that dimHom(M,S0(t+ 1)) equals
dimHom(M,St) + dimHom(M,S0(t))−
(
m0(t) + · · ·+mt−1(1)
)
.
Similarly, we have that dimHom(S0(t+ 1),M) equals
dimHom(St,M) + dimHom(S0(t),M)−
(
m1(t) + · · ·+mt(1)
)
.
Suppose that dimHom(M,N) = dimHom(N,M) for all N . Then, by the above
when t = 1, we deduce that m0(1) = m1(1). We conclude that mi(1) = m(1)
is constant for all vertices i. Now, by induction, we see that mi(t) = m(t) is
constant for all vertices i, and for all t ≥ 1.
Hence there exists a partition π such that M ∼= Zπ. 
Proposition 11 The centre of H(A˜ l) is precisely the subalgebra Q(q)[z1, . . .].
Proof Suppose that z is a central element and write
z =
∑
µ(M)<λ
cM [M ] +
∑
µ(M)=λ
cM [M ].
Let N be any module and set ν := µ(N). Using Lemma 8 we know that
z[N ] =
∑
µ(X)<λ∪ν
c′X [X ] +
∑
µ(M)=λ
cMF
M⊕N
MN [M ⊕N ]
and similarly
[N ]z =
∑
µ(X)<λ∪ν
c′′X [X ] +
∑
µ(M)=λ
cMF
M⊕N
NM [M ⊕N ].
Since
FM⊕NMN =
|Aut(M ⊕N)|
|AutM | |AutN | |Hom(M,N)|
,
we have that FM⊕NMN = F
M⊕N
NM for all N if and only if dimHom(M,N) =
dimHom(N,M) for all N . Applying the previous lemma, this is equivalent to
M = Zπ for some partition π, and so λ = π
∪(l+1).
Therefore there is a unique such module M with µ(M) = λ appearing in the
expression for z. By subtracting a suitable multiple of the central element
zπ =
∏
t zπt we obtain another central element z
′, all of whose terms satisfy
µ(M) ≤ λ′ < λ. The proof now follows by induction on λ. 
This completes the proof of Theorem 6.
Fixing a simple S, the subalgebra ofH(A˜ l) generated by the isomorphism classes
[S(ln)] for n ≥ 0 is isomorphic to Γ via the homomorphism
ψ(S) : Γ→ H(A˜ l), ψ
(S)(Pλ(X ; q
−1)) = [S(lλ)],
where S(lλ) =
⊕
i S(lλi).
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Proposition 12 For simples S and T , we have that
ψ(S)(p(n))− ψ(T )(p(n)) ∈ C(A˜ l−1).
I do not know a direct proof of this result, but we shall deduce it from the results
of the following section on Hall algebras of affine quivers without oriented cycles.
5 The affine quiver case
Let Q be an affine quiver without oriented cycles and k a finite field with q
elements. Set H and C to be respectively the Hall algebra and the composition
algebra of kQ. For a detailed description of the module category modkQ we
refer the reader to [2].
We recall that the tubes of the Auslander-Reiten quiver of the path algebra
kQ are indexed by the points of the scheme P1k. Of these tubes, almost all are
homogeneous. Write dx for the degree of a point x ∈ P1k.
We fix a simple injective I of defect 〈δ, dim I〉 = 1. For each tube x there
exists a unique simple regular module Sx mapping onto I. Set Rx(n) to be the
indecomposable regular module of dimension vector ndxδ into which Sx embeds,
and write ux(n) for the corresponding isomorphism class. Similarly we define
ux(λ) to be the isomorphism class of
⊕
iRx(λi).
For the tube corresponding to x, let Hx ⊂ H be the subalgebra generated by
the isomorphism classes of indecomposables in this tube. We define an algebra
homomorphism ψx = ψ
(I)
x : Γ→ Hx as follows.
If the tube is homogeneous, then Hx is isomorphic to the algebra Hdx de-
fined in Section 3 via ux(λ) ↔ udx(λ). Then ψx is the isomorphism given by
ψx(Pλ(X ; q
−dx)) = qn(λ)dxux(λ).
If the tube has rank l ≥ 2, then dx = 1 and Hx ∼= H(A˜ l−1). Inside Hx, though,
we have a copy of H1 given by u1(λ) 7→ ux(λ). Therefore we have the algebra
monomorphism ψx(Pλ(X ; q
−1)) = qn(λ)ux(λ).
Theorem 13 For n ≥ 1 and P the indecomposable preprojective module of
dimension vector dimP = nδ − dim I, we have
[I][P ] = qn−1[P ][I] +
1
q − 1
c(n).
The c(n) are given by
c(n) =
∑
|AutX | [X ]
where the sum is taken over all modules X =
⊕
iRxi(mi) such that dimX = nδ
and there is at most one summand from each tube.
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This is a generalisation of Theorem 4.3 in [20], which deals with the Kronecker
quiver.
We shall divide the proof into a sequence of easy lemmas.
Lemma 14 Let X = Rx1(m1)⊕· · ·⊕Rxr(mr) with the xi distinct points of P
1
k
and
∑
imidxi = n. Then the Hall number F
X
IP 6= 0.
Proof Suppose first that X = Rx(m). Then there is a unique exact sequence
0→ Sx → X → T → 0.
Since dimHom(X, I) = n whereas dimHom(T, I) = n − 1, we can lift the
canonical epimorphism Sx → I to an epimorphism g : X → I such that g does
not factor through any proper regular factor of X .
The kernel K must be indecomposable preprojective, hence isomorphic to P .
For, K cannot contain any preinjective direct summand. Moreover, since the
defect of K is −1, there is precisely one preprojective direct summand. Sup-
pose that there exists a regular direct summand R′ of K. Then we have the
commutative diagram
0 −−−−→ R′ −−−−→ X −−−−→ R′′ −−−−→ 0y ∥∥∥ y
0 −−−−→ K −−−−→ X −−−−→ I −−−−→ 0
It follows that the map X → I factors through R′′, a contradiction.
Now suppose that X =
⊕
iRxi(mi). For each summand we have an epimor-
phism gi : Rxi(mi) → I with indecomposable preprojective kernel, so consider
the map (gi) : X → I. Again the kernel K contains no preinjective direct
summand and has defect −1, so there is precisely one preprojective summand.
Suppose that the kernel decomposes as K = K ′ ⊕ R′ with R′ indecomposable
regular. Then we can write X = X ′ ⊕ Rx(m) with Hom(R
′, X ′) = 0. It now
follows that the composition R′ → Rx(m) → I is zero, and so the image of R
′
(which is regular) lies in the kernel of Rx(m) → I (which is preprojective), a
contradiction. 
We shall need the following observation, which follows from the k-vector space
structure on Ext1R(M,N).
Lemma 15 Let k be a field and R a k-algebra. For R-modules M and N , the
subgroup k∗ of R acts freely on Ext1R(M,N)− {0}.
We recall the following formula of Riedtmann [13]
FXMN = ε
X
MN
|AutX |
|AutM | |AutN | |Hom(M,N)|
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expressing the Hall number FXMN in terms of the number ε
X
MN =
∣∣Ext1(M,N)X ∣∣
of extension classes with middle term X .
In our situation we have that FXIP = ε
X
IP
|AutX|
(q−1)2 .
Now, for X =
⊕
iRxi(mi), the Hall number F
X
IP is non-zero by the first lemma,
and hence the number εXIP has size at least q − 1. We also know that
dimExt1(I, P ) = −〈dim I, dimP 〉 = −〈dim I, nδ − dim I〉 = n+ 1.
Lemma 16 We have the identity∑
(x1,m1),...,(xr,mr)
xi distinct∑
i
midxi=n
1 =
qn+1 − 1
q − 1
.
Proof Consider the generating function for these numbers, namely
N(t) =
∏
x
(1 + tdx + t2dx + · · · ) =
∏
x
1
1− tdx
=
∏
d≥1
( 1
1− td
)φ(d)
,
where φ(d) is the number of elements of degree d in P1k. That is, φ(1) = q + 1
and φ(d) for d ≥ 2 is the number of monic polynomials of degree d over k.
Then
logN(t) = −
∑
d≥1
φ(d) log(1− td) =
∑
d≥1
φ(d)
∑
r≥1
1
r
trd =
∑
n≥1
1
n
(∑
d|n
dφ(d)
)
tn
=
∑
n≥1
1
n
(qn + 1)tn = − log(1− tq)− log(1 − t).
Therefore N(t) = (1− t)−1(1− tq)−1 =
∑
n≥0(q
n + · · ·+ q + 1)tn. 
It follows that the number of choices for X =
⊕
iRxi(mi) of dimension vector
nδ with the xi distinct is (q
n+1 − 1)/(q − 1) and thus we have accounted for at
least qn+1 − 1 extension classes. Once we have included the trivial class, which
satisfies εP⊕IIP = 1, we see that we are done.
In summary, we know that εXIP = q − 1 and F
X
IP = |AutX | /(q − 1) for each
X =
⊕
iRxi(mi) of dimension vector nδ such that the xi are distinct, and that
FP⊕IIP = |Hom(P, I)| = q
n−1. Moreover, these are all the terms which occur in
the product [I][P ].
The proof of Theorem 13 is now complete.
Let x1, . . . , xr represent the non-homogeneous tubes and set Cxi ⊂ Hxi to be the
corresponding composition algebra. Therefore Cxi is the subalgebra generated
by the isomorphism classes of the regular simples in the xi-th tube.
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Proposition 17 The composition algebra C of kQ contains the subalgebras
Q[p(1), p(2), . . .] and each Cx1 , . . . , Cxr ,
where the p(n) are given by the formula
p(n) =
∑
mdx=n
1
m
ψx(p(m)) =
∑
mdx=n
1
m
∑
λ⊢m
(1− qdx) · · · (1 − q(ℓ(λ)−1)dx)ux(λ).
Proof We have just shown that the elements c(n) all lie in the composition
algebra. Let C(t) = 1 +
∑
n≥1 c(n)t
n be their generating function. Then
C(t) =
∏
x
(
1 +
∑
n≥1
(1 − q−dx)qndxux(n)t
ndx
)
=
∏
x
Adx(t) =
∏
x
ψx
(
C(q−dx, (qt)dx)
)
.
In particular,
d
dt
logC(t) =
∑
x
ψx
( d
dt
logC(q−dx, (qt)dx)
)
=
∑
x
dx tdx−1
∑
n≥1
(qndx − 1)ψx(p(n))t
(n−1)dx
=
∑
x
dx
∑
n≥1
(qndx − 1)ψx(p(n))t
ndx−1
=
∑
n≥1
n(qn − 1)p(n)tn−1,
and so each p(n) also lies in C.
Now, any algebraic relation satisfied by the p(n) would also be satisfied by the
ψx(p(n)) for each x of degree 1, and hence for the p(n) themselves, which we
know are algebraically independent. Hence the p(n) are algebraically indepen-
dent and
Q[c(1), c(2), . . .] = Q[p(1), p(2), . . .].
For the second part, we note that each regular simple from a non-homogeneous
tube has dimension vector a real root less than δ. Since there are only finitely
many isomorphism classes of indecomposables of dimension vector less than δ,
and each is completely determined by its dimension vector, it follows (analo-
gously to the arguments in the Dynkin quiver case, c.f. [16]) that the isomor-
phism class of each such regular simple lies in C. It follows that each Cx for x a
non-homogeneous tube is a subalgebra of C. 
We note that the element p(n) has the nice property that each isomorphism
class which occurs in its expression lies in a single tube.
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For the preprojective component of the Auslander-Reiten quiver of Q, there is
a natural partial ordering whereby
dimHom(P, P ′) 6= 0 implies [P ]  [P ′].
We complete this to a total ordering≤. Similarly for the preinjective component.
We can also choose a PBW basis for each composition algebra Cx with x non-
homogeneous. For example, such a basis is provided by Theorem 9.3 of [1].
We can now state our main theorem of this section. This is a generalisation of
Theorem 6.1 in [20], and a refinement of the Main Theorem in [21].
Theorem 18 The composition algebra C has a PBW basis consisting of ele-
ments of the form PRC1 · · ·CrI, where
1. P = [P1] · · · [Pr] with P1 ≤ · · · ≤ Pr indecomposable preprojectives;
2. R = p(a1) · · · p(as) with a1 ≤ · · · ≤ as;
3. Ci is a PBW-basis element for the composition algebra Cxi ;
4. I = [I1] · · · [It] with I1 ≤ · · · ≤ It indecomposable preinjectives.
In particular, we have the decomposition
C = P ·Q[p(1), . . .] · Cx1 · · · Cxr ·I.
Proof We know that P and I are subalgebras of the composition algebra from
the results in Section 2.1. Furthermore, the previous proposition tells us that
Q[p(1), . . .] as well as each Cxi are all subalgebras of C. The right hand side
is therefore a graded vector subspace of the composition algebra and so it is
enough to show that the dimensions of each graded part coincide.
Let g be the affine Kac-Moody Lie algebra corresponding to the underlying
graph of Q. The positive roots of g are of two types [7]: the real roots (having
multiplicity one) and the multiples of δ (having multiplicity N , the number of
vertices of Q).
We also recall that the dimension vectors of the indecomposable modules for Q
are precisely the positive roots of g. (This is proved in [2] for the affine case;
see also [5, 6, 8] for the general result.)
It follows from the PBW basis for U+(g) that the dimension of the graded part
Cα is precisely the number of ways of expressing α as a sum of positive roots
(with multiplicity). So for example, dim Cδ equals N plus the number of ways
of expressing δ as a sum of positive real roots.
Similarly, we can apply this same result to each Cx for x a non-homogeneous
tube of rank l. The corresponding Lie algebra is then gx := ŝl l. The roots of gx
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correspond to the dimension vectors of the indecomposables in the x-th tube,
with the simple roots being sent to the dimension vectors of the corresponding
regular simples. In particular, mδ has multiplicity l − 1.
Moreover, Theorem 4.1 in [2] states that the sum
∑
i(li − 1) of the ranks of
the non-homogeneous tubes minus 1 equals N − 1, the number of vertices of Q
minus 1.
Now, for an arbitrary preprojective module P we can write P = P a11 ⊕· · ·⊕P
an
n
such that [P1] < · · · < [Pn] are indecomposable. Then
[P ] = γ[P1]
a1 · · · [Pn]
an , for some γ 6= 0.
It follows that dimPα equals the number of ways of expressing α as a sum
of dimension vectors of indecomposable preprojective modules. An analogous
result holds for the subalgebra I of C consisting of all preinjective modules.
Finally, each p(n) is homogeneous of degree nδ.
We deduce that the dimensions of the homogeneous parts of degree α of the
subspace P · Q[p(1), . . .] · Cx1 · · · Cxr ·I and of C coincide. This completes the
proof of the theorem. 
We now make the following observation.
Corollary 19 Let I and J be simple injectives of defect 1. We can use these to
define morphisms ψ
(I)
x and ψ
(J)
x , and hence obtain elements p(I)(n) and p(J)(n).
These are then related by
p(I)(n)− p(J)(n) ∈ Cx1 ⊕ · · · ⊕ Cxr .
In particular, we deduce Proposition 12 of the previous section.
Proof We know that p(I)(n) =
∑
mdx=n
1
mψ
(I)
x (p(m)), where ψ
(I)
x is defined
with respect to the regular simple Sx ։ I. Similarly ψ
(J)
x is defined using
Tx ։ J .
For x a homogeneous tube, there exists a unique regular simple and hence the
two maps ψ
(I)
x and ψ
(J)
x coincide. Therefore the difference p(I)(n) − p(J)(n)
is a sum of elements lying in the Hall algebras Hxi of the non-homogeneous
tubes, and is also an element of the composition algebra C. It follows that
this difference is a sum of elements lying in the composition algebras Cxi of the
non-homogeneous tubes. That is,
ψ(I)x (p(n)) − ψ
(J)
x (p(n)) ∈ Cx
for each non-homogeneous x.
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Now consider the quiver of type A˜ l+2 with orientation
· ·oo
8
88
·
CC
8
88
·
· // ·
CC
This has two simple indecomposables I and J of defect 1, and there are two non-
homogeneous tubes, of ranks 2 and l + 1. Moreover, without loss of generality
we may suppose that we have a regular simple S in the tube of rank l such that
τS ։ I and τ
2
S ։ J .
It follows that, in the notation of Proposition 12, the difference ψ(S)(p(n)) −
ψ(T )(p(n)) for T = τ lies in the composition algebra for a tube of rank l+ 1, or
equivalently in C(A˜ l), and thus the same holds for all regular simples S and T .
This proves Proposition 12. 
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