A very complex problem in the network is -congestion control. It is one of the major problems among top listed network problems. A lot of important data might be àt loss, as a result, resources become wasted. Many TCP models have proposed to protect the loss during data transfer. They differ from each other on the basis of algorithm for congestion control and segment loss recovery technique. TCP NewReno is one of them that we have proposed in our paper, and it is also an analytical model for the throughput of TCP NewReno. This performance is given for multiple bottlenecks -a queue management mechanism. In our paper, we show that increased throughput of TCP New Reno over Reno and how NewReno suffers from less packet loss rate than the Reno model, by using the NS-2 simulator.
INTRODUCTION
There are two unique transport-layer protocols, one is User Datagram Protocol (UDP) and the other is Transmission Control Protocol (TCP). An unreliable and connectionless protocol is UDP, where TCP is a connection-oriented, reliable protocol. In case of TCP, a connection must be established before any data, when the data transferred between two processes, a connection must be established before data transfer. IT gives reliable data transfer by using sequence numbers, flow control, timers, and acknowledgements. It guarantees that data is transferred from the sender to the receiver, correctly and in-sequence. r. It gives full-duplex, one way data transfer in the Internet. To prevent loss, it provides various mechanisms. Congestion control is one of them, that prevents a router from overflowing.
Literature Review
TCP, the congestion control mechanism is used to protect the network from overflowing of data packets.
TCP uses end-to-end congestion control mechanism, since the IP layer provides no explicit feedback to the end systems regarding network congestions. It dynamically resizes the congestion window, depending on the behavior of the network-packet loss, delay, etc. It increases the congestion window size when there is available bandwidth and decreases the window when there is congestion. The TCP congestion control mechanism, at each side of a connection keep track of a variable, the congestion window (cwnd). It imposes the following constraint on the sending rate: LastByteSent -LastByteACKed≤ min (cwnd, rwnd) this indicates that, the amount of Impact Factor (JCC): 7.8476 NAAS Rating: 3.71 unacknowledged data must not exceed the minimum of cwnd and round. Thus, the sender's sending rate is roughly the sound/RTT. The congestion control mechanisms use two events, as the indication of network congestion: timeout and triple duplicate ACKs. When the timer of a segment expires, it is considered that the segment is lost. Then, the segment is retransmitted. If the sender receives 3 duplicate acknowledgements for a segment, then the sender considers it as an indication of loss of the next contiguous segment. Then it retransmits the next segment. The congestion control mechanism has four algorithms to recover the lost data and utilize the network resources. These algorithms are: slow-start, congestion avoidance, fast-retransmit, and fast-recovery.
When the sender receives triple duplicate ACKs for a segment, it considers this event as congestion in the network. Then, it reduces its congestion window by halving the size of the window that was before the loss event occurs.
Then, the sender increases its sending rate by increasing the window size by 1 MSS for every RTT. This linear increment phase is known as congestion avoidance [7] , and the whole process is known as additive-increase, multiplicative-decrease.
In this process the actual increment for the congestion window is: increment = MSS ・ (MSS/cwnd) cwnd += increment
Weekend grows by a fraction of MSS for every ACK, instead of an entire MSS. Here, sound decreases aggressively, but increases conservatively, because the consequences of having too large a window are much worse than those of it is too small. It is recommended to check that, the congestion window never drops below 1 MSS. At the beginning of a TCP connection the congestion window is initialized to 1 MSS that results a sending rate of MSS/RTT. It is not preferable to send data at this rate as the connection band width may be much larger than this rate. So it is required to increase the congestion window to utilize the bandwidth. In this phase, the sender grows its sending rate exponentially increasing the congestion window by 1 MSS for each acknowledgement, until there is a loss event. This mechanism is known as slow start [7] , as the sender begins at a slow rate. The sender also enters into the slow-start phase after a coarsegrained timeout. When a timeout event occurs the sender considers it as the detection of packet loss. As the response to this event, the sender sets its congestion window to 1 MSS, that means it enters the slow-start. Then, it increases the window exponentially until it reaches one half of the value it had before the timeout, the threshold value-ssthresh. When it reaches that value, then it increases the window linearly, that is it enters the congestion avoidance phase. When a duplicate ACK is sent by the sender, it realizes that a packet out-of-order must have received from the other side, which indicate that an earlier packet might have been lost. And, it is also possible that the earlier packet has been delayed rather than lost, the sender waits for three duplicate ACK to ensure a loss occurs. After receiving a triple duplicate ACK the sender immediately transfers the missing segment after the segment's timer expires, then it enters into the additive-increase phase.
This process is known as fast retransmit [7] . This technique is able to remove about half of the coarse-grained timeouts on a typical TCP connection that improves the throughput about 20%. When the fast-retransmit mechanism signals congestion, rather than lost the congestion window all the way back to one packet and execute slow-start. This mechanism, known as fast recovery [7] , effectively eliminate the slow-start phase that happens between when fast retransmit detects a lost packet and additive increase begins.
VARIANTS OF TCP
Depending on the use of the congestion control mechanisms described above, TCP introduces several variantsReno [3] , NewReno [1] , Vegas [4] , Tahoe [2] , the SACK [5] . In this section, some description of these variables is given.
TCP Tahoe [2] uses slow-start and congestion-avoidance process as the congestion control mechanism. Tahoe [2] detects packet losses only by timeouts. In Tahoe [2] whenever a TCP connection detects a packet loss by timeout, it should go www.tjprc.org editor@tjprc.org through the slow-start. It happens because, Tahoe [2] considers the loss event as an initial burst that might overwhelm the network and the connection might never get started. For congestion avoidance, it uses additive increase multiplicative decrease. A sign of congestion is packet losing and Tahoe saves the half of the current window as a threshold value. It then sets count to one and begins slow start until it reaches at the threshold value. After that, it increments linearly until it encounters a packet loss. The problem with this TCP variation is that it takes a complete timeout interval to detect a packet loss that offers a major cost in high bandwidth-delay product links. A class of models that can be estimated using pool estimation, can be written as The TCP SACK [5] is an extension of TCP Reno [3] . It retains the slow-start and fastretransmit parts of Reno [3] . Here the receiver uses selective acknowledgement instead of cumulative, that acknowledges out-of-order data. It uses the slow-start and fast-retransmit as like as Reno [3] along with the coarse grained timeout behavior of Tahoe [2] to fall back on when by the modified algorithm a packet loss is not detected. Whenever the sender enters the fast recovery, it initializes a variable pipe, an estimate of how much data is outstanding in the network, and it also sets sound to half of the current size. For the reception of an ACK, it reduces the pipe by 1 and for each retransmission it increases it by 1. Whenever the pipe goes smaller than the cwnd checks, which segments are unacknowledged and send them. If there are no outstanding segments, then it sends a new packet. The biggest problem with SACK [5] is that, it requires selective acknowledgements which is difficult to implement. Here, in this paper, we discussed about the TCP NewReno [1] which is a slight modification of the TCP Reno [3] . It has the capability to detect multiple packet losses and also more efficient than Reno [3] in the event of multiple packet losses. It uses slow-start, congestion-avoidance algorithm, and fast-retransmit as like as Reno [3] , and also recovers from multiple losses by using an advanced fat-recovery algorithm in a single window, avoiding many of the retransmissions that occur in the Reno [3] .
ANALYSIS OF PROPOSED MODEL
The analytical model is designed in two steps -1) model without timeout (No TO) and 2) full mode. It uses following notations - 
MODEL WITHOUT TIMEOUT/NOTO MODEL
In this section, it is mentioned that all loss rates are determined only by triple duplicate ACKs, no timeout occurs.
In our proposed method we consider that each cycle has a congestion avoidance period (CAFR). It is shown that here, two adjacent CAFR is unique. Suppose the expected number of segments between the first loss and the last loss is δ. Now, for m uniformly spaced drops in a typical window of size W the expected number of segments between the first loss and the last loss can be expressed as, As in the drop window, the first segment is always lost, then the probability of m-1losses from the remaining W-1 segments follows the binomial probability mass function. Now, the probability of m segment losses from a drop window of size W can be written
Represents the binomial coefficient.
Since it is assumed that all losses are identifiable by triple duplicate ACKs andm≤W-3. Now, the expected value of m,
Substituting E [m] into equation (1) it is found that:
. By using δ we find the expected number of transmitting segments found at:
Again, to compute W in terms of p and q, that can be expressed as, the sum of the expected number of segments in the linear increase phase, S LI, the expected number of segments transmitted from the start of round W/2+2 until triple exterminate congestion avoidance s β , and the expected number of segments transmitted during fast recovery, S FR .
Therefore,
When TCP detects a segment loss and enters fast recovery, the expected number of outstanding segments is W. 
Now using equation (5) and equation (6) the expected number of transmitting segments during fast-recovery can be found at,
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After receiving a full ACK, fast-recovery is terminated. During this time, the congestion window size is W/2 and it increases by one segment by per round until the peak value of W in round W/2+1 reaches. Then, the expected number of transmitting segment is,
Now, for the segments transmitted between a loss occurs and the first lossdetected, two cases are found-
• Sβ=0, if the first loss occurs at the start of round W/2+1.
• S β =W-1, if the first loss occurs at the end of round W/2+1.
Therefore, it can be approximated that,
Substituting the values from equations (7), (8), (9) in the equation (4) it is found that,
Equating the right hand side of equation (3) and equation (10) 
The expected time duration of a CAFR period can be expressed as,
Where, the duration of a linear increase period is D LI , the expected delay from the start ofround (W/2+2) to the end of congestion avoidance is D β , and is the fast-recoverydelay D FR. Now, the duration of the linear increase period is
As the fast recovery requires m RTTs form segment losses, so the duration of thefast recovery would be,
It is approximated that the duration from the start of round (W/2+2) to the end of congestion avoidance would be,
Substituting the values from the equation (13), (14) and (15) Substituting equation (3) and (16) 
By using equation 18. It can be expressed that
During timeout, no new segment is transmitted, that is, P TO = 0and the duration would be,
In the slow start phase, the congestion window is doubled per RTT. This phase continues until the slow start threshold reached which is the half of the congestion window transmitted before the loss event. Then, TCP enters the congestion avoidancephase. Hence, the transmitted segment during this phase,
And the duration would be
Therefore, the throughput for the full model can be obtained by following the approach in [3] as,
SIMULATION RESULTS
In this segment, we illustrate TCP NewReno performs how much better thanTCP Reno, using NS-2 simulator.
Here The maximum congestion window size is 8KB and packet size is 0.5KB. The UDP flow uses a rate of 0.01Mbps, the packet size is 1KB, and the propagation delay is 7ms. The FTP flows start at uniformly distributed times between 0 and 7 seconds.
NETWORK MODEL AND TRAFFIC MODEL
The simulation is done here for multiple bottleneck-link. 
MULTIPLE BOTTLENECK
Now, the experiment is conducted with two bottleneck links connected in series. Each link has a bandwidth of 0.3Mbps, propagation delay 20ms, and the buffer size is 10 packets. The congestion window size is 8KB and packet size is552bytes. The throughput change for each model with time is shown in Figure 3 . In case of multiple bottlenecks, TCP NewReno provides 10%-11% more throughput than TCP Reno. In Figure 4 loss rates for these two models are shown-
Figure 4: Loss Rates for Two Model
From the simulation results, it is found that Reno suffers from 20%-25% losses than NewReno. Thus, the simulation results indicate that TCP NewReno is more advantageous than TCP Reno, as the latter one suffers from more losses and gives lower throughput between the two.
CONCLUSIONS
In this paper, we describe the Mathematical analysis of the two model analytical models without timeout/No TO model and FULL model. The performance is evaluated in case of multiple bottleneck links. From the simulation results, we found TCP NewRenogives better performance than the Reno model in both throughput and for a packet losing rate that is better throughput with less packet losing rate. As a result, the congestion avoidance mechanism of TCP NewReno is more efficient than Reno. The significant performance of NewReno advantages over Reno.
