We investigate a generic quantum walk starting in state |ψin , on a finite graph, under repeated detection attempts aimed to find the particle on node |d . For the corresponding classical random walk the total detection probability P det is unity. Due to destructive interference one may find initial states |ψin with P det < 1. We first obtain an uncertainty relation which yields insight on this deviation from classical behavior, showing the relation between P det and energy fluctuations:
A classical random walk on a finite graph eventually explores the whole system; hence the overall hitting probability of a particle at some node is unity [1] . A very different behavior is found for quantum walks [2, 3] . Starting in state |ψ in , for example localized on a node, the evolution is unitary. An observer performs repeated strong measurements, made on another node |d , in an attempt to detect the particle [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The rate of measurement attempts is 1/τ where the detection period τ is a parameter of choice (see details below). In systems with symmetry, like a quantum walk on a hyper-cube or a ring, certain initial states are protected from the detector by destructive interference for all times [4, 12] . This renders these states non-detectable, hence they are called dark states [15] . Generic initial states |ψ in are linear combinations of dark and bright states, the latter are detected with probability one. It follows that the total detection probability P det can assume any value between zero and one. When this setup is used as a quantum search or state transfer protocol from |ψ in to |d , then P det quantifies the protocol's reliability and dark states are highly undesirable.
As shown previously, the Hilbert space can be decomposed into mutually orthogonal dark and bright subspaces [4, 16, 17] . Exploiting this, we find below an explicit formula for the detection probability P det , a very useful result which was anticipated previously [4, 15] . This formal solution requires the full diagonalization of the HamiltonianĤ which demands considerable work. Therefore, we present here lower and upper bounds on P det , that give physical insight into the problem. The first is an uncertainty relation and the second exploits symmetry.
Heisenberg's uncertainty relation is probably the most profound signature of quantum reality's deviations from classical Newtonian mechanics [18] . Here we show something very different: how P det of a quantum walk deviates from the corresponding probability of detecting a classical random walk, which is unity. We will formulate this deviation in terms of an uncertainty relation, involving the energy fluctuations, and the commutator ofĤ and the measurement projector. As the measurement protocol transforms the initial into the final detection state, two states must appear in our relation, in contrast to the standard version.
Symmetry and degeneracy play an important part in the physics of dark states and are a crucial mechanism leading to P det < 1. Consider for example an initial state which is a particular linear combination of two degenerate energy eigenstates |ψ in = N ( d| E |E − d| E |E ). Since |E and |E are degenerate, the time evolution of this state is simply a multiplication by a phase. It follows that the amplitude of this state on the detected node |d is zero for ever. Hence this is a dark state. Importantly, degeneracy is a signature ofĤ's symmetry, so dark states are deeply connected to the symmetry of the problem. Below we exploit this to find a beautifully simple bound on P det .
Model. We consider quantum dynamics on a finite graph, or any other system with discrete states, for example the tight-binding quantum walk. As mentioned, the particle is initially in state |ψ in . We use projective stroboscopic measurements at times τ, 2τ, ... in an attempt to detect the particle in state |d [7, 12, 13] . The latter could be performed on a node of the graph, though the theory developed below is more general. Between the measurement attempts the evolution is unitary and hence described withÛ (τ ) = exp(−iĤτ ), here = 1. The string of measurements yields a sequence no, no, · · · and in the n-th attempt a yes. In some measurement sequences the particle is not detected at all. Each measurement is described with the collapse postulate [19] . Namely, if the system's wave function is |ψ at the moment of the detection attempt, the amplitude of finding the particle at |d is d| ψ . If the particle is detected we are done. If not, the amplitude of the state function |ψ is reset to zero on the detector, the wave function is renormalized, and the unitary evolution continues until the next measurement. Mathematically, the measurement is described by the projectorD = |d d| (see below). Repeating this measurement protocol many times, P det is the fraction of runs in which the detector clicked yes at some time. Beyond its intrinsic fundamental interest this and similar measurement processes were studied in the context of quantum search algorithms [4] .
Uncertainty relation. Krovi and Brun [4] showed how the action of the detector separates the Hilbert space H of a finite system into two orthogonal subspaces called dark and bright: H = H B ⊕ H D . Any initial condition within the dark/bright subspace is detected with probability one/zero respectively. We present a proof of this fundamental result in Ref. [20] (see also [15, 16] ). For the dark as for the bright space we can find a basis in terms of the eigenstates ofĤ, denoted { E B j } and { E D j } respectively. This implies that the subspaces are not only orthogonal but also invariant underĤ (as well asD).
Ref. [7] showed that the particular case |ψ in = |d is bright; this also follows from Eq. (13) below. Since |d is bright, it is orthogonal to every dark state, i.e. E D j d = 0. But this implies thatĤ s |d is also bright,
, where s is any positive integer. Given any orthonormal basis {|β l } for the bright space, the total detection probability is then the sum of the overlaps between the initial state and
To obtain a useful bound, we use the bright states |d and H s |d to create a pair of orthonormal bright states
The normalization reads (1) is non-negative, a lower bound is reached by omitting some of the bright states:
We now define the deviation
which is the difference between the probability of detection after repeated measurements from the initial probability of detection. The latter is the square of the overlap of the initial condition and |d . Using Eqs. (2, 3) we find
whereD = |d d| is the projection operator describing the measurement. Three remarks are in place. First, after the successful detection, the system is in its final state |ψ f = |d [21] . This means that we may rewrite the uncertainty principle, say for s = 1, as
So, the fluctuations of energy are actually in the final state of the particle. So one way to view this relation is to see it as a connection between the initial condition and the finally selected state. Importantly, after the system is projected into its final state, and the detector turned off, the fluctuation of energy Var[Ĥ] ψ f is a constant of motion so the measurement of energy can be made at any time after the detection. Secondly, we have the freedom to choose s in a way that improves the lower bound for P det . We found that while in some special cases s = 1 yields a bound very close to the exact value, other choices of s are more practical in calculations. Finally, Eqs. (5, 6) are universal in the sense that they do not depend on τ . Example. We consider the standard quantum walk withĤ =Â, whereÂ is the adjacency matrix of some graph. This means that on-site energies are set to zero, and all bonds in the system are identical, namelyĤ ii = 0 andĤ ij = 1 if site i and j connected, zero otherwise. We are interested in a particle starting on vertex |ψ in = |r and the detection on another vertex |d . Notice that H s |d = s paths |j where the sum is over all states |j which are end points of paths starting on |d and whose length is s. So clearly d|Ĥ s |r = N r→d (s) where N r→d (s) is the number of paths starting on |r and ending at |d whose length is s. Then using Eq. (5)
where the denominator is the variance ofĤ s in the detected state |d . For example when |r is the nearest neighbor of |d we choose s = 1 and get
where the number of d's nearest neighbors appears in the denominator. For example on a ring we have two nearest neighbors, and in fact then the inequality is an equality. From Eq. (7) we see that we must choose s to be larger or equal to the distance between the starting point to the measured one, otherwise the numerator vanishes. From symmetry to an upper bound. Eq. (5) gives a lower bound for P det . Now we pursuit a useful upper bound. For that aim, we need to depart from the method used so far. The detection probability is by definition P det = ∞ n=1 |ϕ n | 2 where |ϕ n | 2 is the probability of detecting the particle for the first time after n detection attempts, and ϕ n is the first detection amplitude, see [12] for more details. As was nicely demonstrated in Ref. [9] , this can be expressed as
Reading this from right to left we see that the amplitude of first detection after n attempts ϕ n is given by the initial condition, followed by steps which are a product of
For representative quantum walks we show from left to right: the uncertainty bound for P det , the exact solution (center) and the upper bound P det ≤ 1/ν found from symmetry. The node represented with an empty circle signifies the location of the detector, while initial conditions are on any other node of the presented graphs. The Hamiltonians are given by the adjacency matrices of the graphs. For the lower bound we used s equal to the distance between the initial and measured nodes.
unitary evolution for a period τ and attempted detection, the final nth detection being successful. It is crucial for our discussion that ϕ n is linear with respect to the initial condition, so it obeys the superposition principle. We are interested in the total detection probability starting from node |r and detecting on another |d . In the system we have a set {|r j } ν j=1 of ν states which are equivalent to |r and |r 1 = |r . That means that each |r j gives the same amplitude on |d for all times, mathematically d|Û (t) |r = d|Û (t) |r j for 1 ≤ j ≤ ν. Physically, it is often easy to identify all the states |r j using symmetry arguments, However, even if we miss some of them, the bound derived below is useful though not optimal. For example consider a ring with an even number of L identical sites, i.e. with no disorder inĤ. The initial conditions localized on the detection site or the opposing site are unique, such that ν = 1. For all other sites we have one equivalent partner found by reflection symmetry, hence ν = 2.
From the equivalent states |r j we construct a normalized auxiliary uniform state
Now, by definition of the detection amplitudes and the equivalence of all members of the set {|r j } ν j=1 , we find ϕ n (r j ) = ϕ n (r). It follows from Eq. (9), i.e. using the superposition principle, that
We now square both sides of this equation and sum over n finding the total detection probability. It follows that P det (AUS) and the sought after P det (r) are related
To obtain this very useful inequality we used the obvious: P det (AUS) ≤ 1. Three remarks are in place. If the system is disordered, then generically ν = 1. As shown below, the inequality then becomes an equality. In other words symmetry is not only our requirement to obtain a useful bound, rather a disordered system exhibits essentially classical behavior P det = 1, see also [15] . Secondly, the bound Eq. (12) is valid also for an infinite system, where the classical P det is not necessarily unity. For example consider a tight binding quantum walk on the line, with translation invariance. For the transition from any lattice point |r to another one |d we have P det (r) ≤ 1/2. Finally, in a longer publication we formalize the symmetry arguments using group theory [22] . We will show how the stabilizer of the detection state determines ν. We obtained the exact solution
Here the eigenstates |E l,m and the energies E l are defined as usual withĤ |E l,m = E l |E l,m where l, m are quantum numbers, and m = 1, ..., g l so g l is the degeneracy of energy level E l . The sum runs over all l for which the denominator does not vanish. Let us briefly outline the derivation of this formula and then discuss its consequences. Sketch of proof. Eq. (13) follows directly from the decomposition of the Hilbert space into dark and bright components. Technically we use as a basis the energy eigenstates. Consider an energy sector {E l,m } g l m=1 . We now explain why this sector yields either one bright state (and g l −1 dark states) or none at all (and g l dark states). If E l,m | d = 0 for all 1 ≤ m ≤ g l then clearly all the g l states are dark and the energy level is free of any bright state. Otherwise, there is one and only one bright state in the E l -sector, namely E For the latter the bound is equal zero for s shorter than the distance between the initial and detected nodes, hence in this case one must go beyond s = 1 to obtain a meaningful result.
= 0. Similar arguments hold for g l > 2 [20] . Further it is easy to see that the above mentioned E B l is not dark, but what is more technical is to show that it is actually bright. For that aim, we analyzed in Ref. [20] the eigenvalues of the operator (1 −D)Û (τ ) which determine the evolution of the measurement process. These eigenvalues lie inside the unit disk, and this is related to the fact that the just mentioned bright state is detected with probability one. Once we have all the bright states, we use Eq. (1) to obtain Eq. (13) .
Features of Eq. (13) . The exact formula exhibits some remarkable properties. The first is that the detection probability is τ independent. The only exception, not considered here in depth, is when |E l −E l |τ = 0 mod 2π, for some pairs of energy levels. We note that the measure of such τ 's on the real line is zero and they are a unique feature of the stroboscopic detection protocol. These special τ s are singular, but still of interest since in their vicinity the statistics exhibit gigantic fluctuations and discontinuous behavior [7, 23] , related to partial revivals of the state function. More importantly since the total detection probability is (nearly) τ -independent, Eq. (13) is of general validity, even if one tampers with the detection protocol. For example if we sample with a Poisson process. The reason is that any initial state |ψ in starting in the dark space has zero overlap with the detected state for t ≥ 0. Hence no measurement protocol can detect this state. Secondly, using Eq. (13) it is now easy to see that a finite disordered system exhibits a classical behavior, as mentioned. Namely if the system has no degeneracy and all the eigenstates have a finite overlap with the detector, we find P det = ψ in | ψ in = 1. Hence disorder may increase the probability of detection, and a disordered system behaves classically, in the random walk sense. Finally, for the return problem |ψ in = |d , we get P det = 1 from Eq. (13) and similarly for N sĤ s |d where N s ensures normalization. Hence, as stated in the first part of the Letter the states |d andĤ s |d are bright. Examples. We now compare our main results: the uncertainty relation, Eq. (5) and the upper bound obtained from symmetry arguments, Eq. (12), with the exact result Eq. (13) . We consider a ring, a line, a Hypercube, and a tree. The Hamiltonians are given by the adjacency matrix henceĤ is represented by the structure of the graph, see Fig. 1 . From these examples we see that, at least in some cases, either the upper bound and/or the lower bound coincide with the exact results. The latter necessitates the diagonalization ofĤ while the former demands only elementary calculations.
As another demonstration, we present the lower bound found from the uncertainty relation, again for a line with five sites. The localized states are denoted {|r } 5 r=1 . The detection is made on node |d = |2 . We consider two initial conditions: the first is localized |ψ in = |5 , and the second state spread over the line |ψ in = 5 r=1 |r / √ 5. Our goal is to show how to improve the lower bound, see Fig. 2 . This is made possible by varying the integer s. The approach involves only matrix multiplication which can be less effort than obtaining the exact solution. We see that as we increase s the lower bound increases, eventually saturating with superimposed odd-even oscillations. This is only a first step as future work will establish other strategies to improve the bound.
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