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Abstract
It is shown that if X is a convex-transitive Banach space and 1  p < ∞, then Lp([0,1],X) and L∞s ([0,1],X) are convex-
transitive. Here L∞s ([0,1],X) is the closed linear span of the simple functions in the Bochner space L∞([0,1],X). If H is an
infinite-dimensional Hilbert space and C0(L) is convex-transitive, then C0(L,H) is convex-transitive. Some new fairly concrete
examples of convex-transitive spaces are provided.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with several aspects of symmetries of real Banach spaces. We denote the closed unit
ball of a real Banach space X by BX and the unit sphere of X by SX. A Banach space X is called transitive if for
each x ∈ SX the orbit GX(x) .= {T (x) | T : X → X is an isometric automorphism} = SX. If GX(x) = SX (respectively
conv(GX(x)) = BX) for all x ∈ SX, then X is called almost transitive (respectively convex-transitive).
These concepts are motivated by the Banach–Mazur rotation problem appearing in [2, p. 242] which remains
unsolved to this day and asks whether each separable transitive space is isometrically a Hilbert space. A branch of the
isometric theory of Banach spaces has developed around this problem, and we refer to [3] for an extensive survey of
this field. In this article we will investigate the abovementioned transitivity conditions, mainly convex-transitivity, in
different settings. For some important results related to this investigation, see [12,13,18,26].
The main line of study in this paper involves the rotations of certain Banach-valued function spaces. It is already a
classical result that the space Lp is almost transitive for p ∈ [1,∞) and convex-transitive for p = ∞ (see [27]). In [12]
the almost transitivity of the Bochner space Lp([0,1],X) was established in the case where X is almost transitive and
1  p < ∞. See [1] for the analogous study of the spaces C0(L,X). We will extend these investigations into the
convex-transitive setting. We will show that if X is convex-transitive, then L∞s (X) is convex-transitive. Here L∞s (X)
denotes the closed linear span of the simple functions in L∞([0,1],X). It also turns out that if L is a locally compact
space such that C0(L) is convex-transitive and H is an infinite-dimensional Hilbert space, then C0(L,H) is convex-
transitive. The arguments are different compared to [12] and [1], since, for example, the rotation group GL∞ differs
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538 J. Talponen / J. Math. Anal. Appl. 350 (2009) 537–549considerably from GLp for p < ∞. Some implications of the transitivity conditions of C0(L,X) for the topology of L
are also discussed.
We will also give some new, fairly concrete examples of almost transitive and convex-transitive spaces. These
examples are built starting from classical function spaces. For example, it turns out that the subspace of L1 consisting
of all the functions whose average is 0, is almost transitive in the usual norm.
Finally, we will study non-separable transitive spaces. Recall that any Banach space X of density character κ can
be isometrically embedded as a subspace of an almost transitive space of the same density character (see [23] and
[3, pp. 8–11]) or of a transitive space (see [3, Corollary 2.21]). Starting from a transitive space one can also pass to
a separable almost transitive subspace (see [5] and also [3, Theorem 2.24]). We will prove here that each transitive
space contains a transitive subspace, the density character of which does not exceed 2ℵ0 .
1.1. Preliminaries
Throughout this article we will consider real Banach spaces denoted by X,Y and Z unless otherwise stated. For
non-empty subsets A,B ⊂ X we put dist(A,B) = infa∈A,b∈B ‖a − b‖. The group of rotations GX of X consists of
isometric automorphisms T : X → X, the group operation being the composition of the maps and the neutral element
is the identity map I : X → X. If f ∈ X∗ and x ∈ X, then we denote by f ⊗ x the map f (·)x : X → [x]. Recall that
x ∈ SX is called a big point if conv(GX(x)) = BX.
We refer to [20] for background on measure algebras and isometries of Lp-spaces. In what follows Σ is the
completed sigma algebra of Lebesgue measurable sets on [0,1]. We denote by m :Σ → R the Lebesgue measure. Let
us define an equivalence relation m∼ on Σ by setting A m∼ B if m((A∪B) \ (A∩B)) = 0.
For an introduction to ordinal numbers and such matters we refer to [8]. We denote the cardinality of a set A by |A|.
Here we will apply cardinal arithmetic notations, so that 2ℵ0 = |R|. Recall that the density character of X, dens(X)
for short, is the smallest cardinal κ such that X contains a dense subset of cardinality κ . Given a limit ordinal κ , its
cofinality is cf(κ) .= min{|A|: A ⊂ κ, supA = κ}.
2. Convex-transitivity of Banach-valued function spaces
For notational simplicity we abbreviate the Lebesgue–Bochner space Lp([0,1],X) by Lp(X) for 1  p ∞.
Recall that this space consists of strongly measurable maps f : [0,1] → X endowed with the norm
‖f ‖pLp(X) =
1∫
0
∥∥f (t)∥∥pX dt for p ∈ [1,∞),
and ‖f ‖L∞(X) = ess supt∈[0,1] ‖f (t)‖X . It is not hard to verify that the subspace
L∞s (X) = span
({χAx ∣∣A ∈ Σ, x ∈ X})⊂ L∞(X)
is non-separable if dim(X) > 0 and L∞s (X)  L∞(X) if dim(X) = ∞. We refer to [7] for precise definitions and
background information regarding the Banach-valued function spaces appearing in this section.
2.1. Convex-transitivity of Lp(X)
Recall that L∞ is convex-transitive (see [25] and [27]). Greim, Jamison and Kaminska proved that Lp(X) is
almost transitive if X is almost transitive and 1 p < ∞, see [12, Theorem 2.1]. We will present an analogous result
for convex-transitive spaces, that is, if X is convex-transitive, then L∞s (X) and Lp(X) are also convex-transitive for
1 p < ∞.
Note that Lp(p) = Lp isometrically, where p is not convex-transitive for p = 2, so that the above implications
cannot be reversed. We know neither an example of a convex-transitive space X such that L∞(X) fails convex-
transitivity, nor an example of a transitive space Y such that L2(Y) fails transitivity.
Theorem 2.1. Let X be a convex-transitive space. Then L∞s (X) and Lp(X), where 1 p < ∞, are convex-transitive.
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the definition of L∞s (X) and the triangle inequality, respectively.
Fact 2.2. Let F = χA1x1 + χA2x2 + · · · + χAnxn, where n ∈ N, {Ak | 1  k  n} is a measurable partition of [0,1]
and x1, . . . , xn ∈ BX. Such simple functions F are dense in BL∞s (X).
Fact 2.3. Let X be a Banach space and T1, . . . , Tn ∈ GX, n ∈ N. Assume that x, y, z ∈ X satisfy dist(y, conv({Tj (x) |
j = 1, . . . , n})) =  > 0 and ‖x − z‖ = δ > 0. Then
dist
(
y, conv
({
Tj (z)
∣∣ j = 1, . . . , n}))  + δ.
Proof of Theorem 2.1. Our strategy for the case L∞s (X), which we mainly concentrate on, is to show that for a given
x ∈ SX the constant function χ[0,1]x ∈ L∞s (X) is a big point and that χ[0,1]x ∈ conv(GL∞s (X)(F )) for each F ∈ SL∞s (X).
This suffices for the claim according to Fact 2.3.
First we will show that for any x ∈ SX the function χ[0,1]x is a big point. By using Fact 2.2 it suffices to show that
any simple function F ∈ SL∞s (X) (as in Fact 2.2) is contained in conv(GL∞s (X)(χ[0,1]x)). Let F = χA1y1 +· · ·+χAnyn,
where {Ak | 1 k  n} is a measurable partition of [0,1] and y1, . . . , yn ∈ BX. Let  > 0.
Since X is convex-transitive, there are for each j ∈ {1, . . . , n} finite sets Mj ⊂ N, families of isometries
(T
(j)
k )k∈Mj ⊂ GX and convex weights (a(j)k )k∈Mj ∈ S1+ ∩ c00 such that∥∥∥∥∑
k∈Mj
a
(j)
k T
(j)
k (x)− yj
∥∥∥∥<  for j ∈ {1, . . . , n}. (2.1)
Observe that, given (ij )j ∈∏nj=1 Mj , one obtains rotations R ∈ GL∞s (X) by setting
R(g)(t) =
∑
1jn
χAj (t)T
(j)
ij
(
g(t)
)
for a.e. t ∈ [0,1]. (2.2)
Next we will take a convex combination of this type of rotations. By induction on the number of terms in the product
one can check that∑
(i1,i2,...,in)
n∏
j=1
a
(j)
ij
= 1, (2.3)
where the summation is taken over all the combinations (i1, i2, . . . , in) ∈∏nj=1 Mj . One can also verify by induction
on the number of terms in the product and by changing the order of summation that∑
(i1,i2,...,in)
(
n∏
l=1
a
(l)
il
)
n∑
l=1
χAl (t)T
(l)
il
=
n∑
l=1
∑
il∈Ml
a
(l)
il
χAl (t)T
(l)
il
, (2.4)
where the leftmost sum is taken over all combinations (i1, . . . , in) ∈∏nj=1 Mj .
Hence we obtain by (2.4), (2.1) and the definition of F that∥∥∥∥∥ ∑
(i1,...,in)
(
n∏
l=1
a
(l)
il
)
n∑
l=1
χAl (·)T (l)il (x)− F(·)
∥∥∥∥∥
L∞s (X)
=
∥∥∥∥∥
n∑
l=1
∑
il∈Ml
a
(l)
il
χAl (·)T (l)il (x)−
n∑
l=1
∑
il∈Ml
a
(l)
il
χAl (·)F (·)
∥∥∥∥∥
L∞s (X)
 .
Note that according to (2.2) and (2.3) the map
g →
∑
(i1,...,in)
(
n∏
l=1
a
(l)
il
)
n∑
l=1
χAlT
(l)
il
◦ g
above belongs to conv(GL∞(X)). We conclude that F ∈ conv(GL∞(X)(χ[0,1]x)), since  > 0 was arbitrary.s s
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we employ a kind of sliding hump argument. Fix F ∈ SL∞s (X). Since ‖F‖ = 1, one can find by Fact 2.2 a sequence
(xn)n ⊂ SX and a sequence (Bn)n of measurable (but not necessarily pairwise disjoint) subsets of [0,1] such that
sup
t∈Bn
∥∥F(t)− xn∥∥X < 2−(n+1) (2.5)
and 0 <m(Bn) < 12 for all n. Put Δn = [1 − 2−n,1 − 2−(n+1)] for n ∈ N.
Denote by Σ\m the quotient sigma algebra of Lebesgue measurable sets on [0,1] formed by identifying the m-null
sets with ∅. Recall that ψ :Σ\m → Σ\m is a measure-preserving Boolean isomorphism if and only if there exists a
bijection α : [0,1] → [0,1] such that α,α−1 are measurable and α(A) m∼ ψ(A) for A ∈ Σ (see [24, pp. 582–584] and
[14, p. 340]). For the definition of Boolean isomorphism we refer to [20, p. 118].
Hence, by using the composition of suitable bijective transformations [0,1] → [0,1] one can construct measurable
mappings gn : [0,1] → [0,1] and gˆn : [0,1] → [0,1] such that
gn(Bn)
m∼ [0,1] \Δn and gn
(
Bcn
) m∼ Δn, (2.6)
the measure μn(·) .= m
(
gn(·)
)
:Σ → R is equivalent to m (2.7)
and
gˆn ◦ gn(t) = t for a.e. t ∈ [0,1], (2.8)
for each n ∈ N.
Next we will apply some observations which appear e.g. in [11] and [10]. Observe that (2.7) gives in particular that
the map φn :Σ\m → Σ\m determined by φn(A) m∼ gn(A) for A ∈ Σ is a Boolean isomorphism for each n ∈ N. Note
that gˆn(A)
m∼ φ−1n (A) for A ∈ Σ and n ∈ N.
According to the convex-transitivity of X, there are for each n ∈ N a finite set Kn ⊂ N, a set of rotations
(T
(n)
i )i∈Kn ⊂ GX and convex weights (d(n)i )i∈Kn ∈ S1+ ∩ c00 such that∥∥∥∥x − ∑
i∈Kn
d
(n)
i T
(n)
i (xn)
∥∥∥∥
X
<
1
2n+1
for all n ∈ N. (2.9)
We may define mappings S(n)i :L∞s (X) → L∞s (X) for n ∈ N and i ∈ Kn, by putting
S
(n)
i (F )(t) = T (n)i
(
F
(
gˆn(t)
))
for a.e. t ∈ [0,1], F ∈ L∞s (X).
Moreover, by (2.7) and (2.8) we get that S(n)i ∈ GL∞s (X) (see also [10, pp. 467–468]).
The function χ[0,1]x can be approximated by convex combinations coming from conv(GL∞s (X)(F )) as follows:∥∥∥∥∥χ[0,1]x − 1k
k∑
n=1
∑
i∈Kn
d
(n)
i S
(n)
i (F )
∥∥∥∥∥
L∞s (X)
 2 +
∑k
i=1 2−i
k
k→∞−−−→ 0. (2.10)
Indeed, for n ∈ N and a.e. t ∈ [0,1] \Δn it holds by (2.5) and (2.9) that∥∥∥∥x − ∑
i∈Kn
d
(n)
i S
(n)
i (F )(t)
∥∥∥∥
X

∥∥∥∥x − ∑
i∈Kn
d
(n)
i T
(n)
i (xn)
∥∥∥∥
X
+ 1
2n+1
 1
2n
.
On the other hand, ‖x −∑i∈Kn d(n)n S(n)i (F )(t)‖X  2 for a.e. t ∈ Δn. In (2.10) we apply the fact that Δn are pairwise
essentially disjoint.
Consequently, χ[0,1]x ∈ conv(GL∞s (X)(F )) for all F ∈ SL∞s (X), by (2.10). We conclude that L∞s (X) is convex-
transitive.
The case 1 p < ∞ is a straightforward modification of the proof of [12, Theorem 2.1], where one replaces Uixi
by suitable elements of conv(GX(xi)) for each i. We will not reproduce the details here. 
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If L is a locally compact space and X is a Banach space, then C0(L,X) consists of the X-valued continuous
functions on L tending to 0 at infinity. This is a Banach space endowed with the norm ‖f ‖ = supt∈L ‖f (t)‖X.
Let us recall that for the Cantor set K the space C(K) is convex-transitive but not almost transitive (see [27]).
There exist plenty of convex-transitive spaces of the type C0(L) (see e.g. [30]).
The following problem about the almost transitivity of C0(L) spaces has attracted attention: Wood [30] conjectured
that if L is a locally compact Hausdorff space and C0(L) is an almost transitive space over the scalars K, then L is a
singleton. This problem was answered by Greim and Rajagopalan in [13] in the case K = R in the positive and was
recently refuted independently by Kawamura in [18] and by Rambla in [26] in the case K = C. Theorem 2.4 below
extends the work in [13] (and here K = R).
We will require the following generalization of Stone’s theorem due to Jerison (see e.g. [4, p. 145]):
Let (L, τ) be a locally compact Hausdorff space and let Y be a strictly convex Banach space. Then a map
T :C0(L,Y) → C0(L,Y) is a rotation if and only if T has the form
T (F )(t) = σ(t)(F (h(t))) for F ∈ C0(L,Y); t ∈ L, (2.11)
where σ :L → GY is (τ,SOT)-continuous and h :L → L is a homeomorphism.
Theorem 2.4. Let (L, τ) be a locally compact Hausdorff space that is locally connected at some point x ∈ L. Suppose
that X is a non-trivial strictly convex Banach space.
(i) If C0(L,X) is almost transitive, then L is a singleton.
(ii) If C0(L,X) is convex-transitive, then L is connected.
Proof. Let us first make some preparations towards both these claims. Let x, y ∈ L be such that x = y and L is
locally connected at x. Since L is completely regular and Hausdorff, there are open neighbourhoods Vx and Vy
of x and y, respectively, such that V τx ∩ V τy = ∅. According to the complete regularity of L, there is a continuous
map f0 :L → [0,1] such that f0(L \ Vx) = {0} and f0(x) = 1. Since L is locally connected at x and f−10 (( 12 ,1])
is an open neighbourhood of x, there is an open connected neighbourhood Ux ⊂ f−10 (( 12 ,1]) of x. Again, by the
complete regularity there is a positive continuous map e :L → [0,1] such that e(L \ Ux) = {0} and e(x) = 1. Define
f = min(f0, 12 )+ max(e · (f0 − 12 ),0). Note that f ∈ C0(L), its range is in [0,1], f (L \Ux) ⊂ [0, 12 ], f (Ux) ⊂ [ 12 ,1]
and f (x) = 1. Let g :L → [0,1] be a positive map in C0(L) such that g(L \ Vy) = {0} and g(y) = 1.
Fix w ∈ SX. Note that f ⊗w, (f + g)⊗w ∈ SC0(L,X) by the construction of f and g.
Claim (i). Suppose that x, y ∈ L are as above. Then C0(L,X) is not almost transitive.
Indeed, assume to the contrary that C0(L,X) is almost transitive. Hence there must be a rotation T :C0(L,X) →
C0(L,X) such that∣∣∥∥T (f ⊗w)∥∥− ∥∥(f + g)⊗w∥∥∣∣ ∥∥T (f ⊗w)− (f + g)⊗w∥∥< 1
10
. (2.12)
By (2.11) we know that T (Q ⊗ w)(t) = σ(t)(Q(h(t))w) for any Q ∈ C0(L), where h :L → L is a homeomorphism
and σ :L → GX. In particular∥∥T (Q⊗w)(t)∥∥X = ∥∥Q(h(t))w∥∥X = ∣∣Q(h(t))∣∣ for each t ∈ L, (2.13)
since ‖w‖X = 1. Thus by (2.12), (2.13) and the positivity of f and g we obtain that
f
(
h(t)
)− 1
10
< (f + g)(t) < f (h(t))+ 1
10
for t ∈ L. (2.14)
Note that since f (x) = g(y) = 1, and f (y) = g(x) = 0, it holds that f (h(x)), f (h(y))  910 . Since f (L \ Ux) ⊂
[0, 12 ], we obtain that h(x),h(y) ∈ Ux and hence x, y ∈ h−1(Ux). By (2.14) and the selection of Ux and f we have
that
(f + g)(h−1(t))> f (t)− 1 > 1 − 1 = 2
10 2 10 5
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x, y ∈ h−1(Ux) ⊂ f−1
(
(2/5,1])∪ g−1((2/5,1]).
Moreover, there exists a separation between the open sets f−1((2/5,1])  x and g−1((2/5,1])  y. Thus h−1(Ux) is
not connected and hence Ux is not connected; a contradiction.
Claim (ii). Suppose that x, y ∈ L are as in the beginning of the proof. Since y was arbitrary, it suffices to show that
x and y belong to the same connected component.
Let w∗ ∈ SX∗ be a support functional for w ∈ SX. Define F ∈ SC0(L,X)∗ by F (u) = w
∗(u(x)−u(y))
2 for each u ∈
C0(L,X). Note that F is a support functional for (f − g)⊗w ∈ SC0(L,X) as
F
(
(f − g)⊗w)= f (x)− g(x)− (f (y)− g(y))
2
w∗(w) = f (x)+ g(y)
2
= 1.
Since C0(L,X) was assumed to be convex-transitive we obtain that
supF
(
conv
(GC0(L,X)(f ⊗w)))= F ((f − g)⊗w)= 1.
In particular we may select by the linearity of F an element G ∈ GC0(L,X)(f ⊗w) such that F (G) > 910 . This means
that w∗(G(x)),−w∗(G(y)) ∈ ( 810 ,1]. Hence∥∥G(x)∥∥X,∥∥G(y)∥∥X ∈ (4/5,1], (2.15)
since ‖w∗‖X∗ = 1.
Again, by (2.11) we may write G(t) = σ(t)(f (h(t))w). Note that ‖G(t)‖X = |f (h(t))| for all t ∈ L. Thus
‖G(t)‖X  12 for all t ∈ L \ h−1(Ux) and hence x, y ∈ h−1(Ux) by (2.15). Clearly x and y belong to the same
connected component as Ux is connected. 
Theorem 2.5. Let (L, τ) be a locally compact Hausdorff space.
(i) If X is a strictly convex Banach space and C0(L,X) is convex-transitive, then X is convex-transitive.
(ii) If H is a Hilbert space, dim(H) = ∞ and C0(L) is convex-transitive, then C0(L,H) is convex-transitive.
Our argument below relies strongly on the assumption that dim(H) = ∞. We do not know if this assumption can
be removed.
Proof. (i) Fix x, y ∈ SX. Let F,G ∈ C0(L,X) be given by F = e(·)x, G = e(·)y, where e ∈ SC0(L). By the local
compactness of L and the continuity of e there is t0 ∈ L such that |e(t0)| = 1. Since C0(L,X) is convex-transitive,
there exists a sequence (Tn)n∈N ⊂ GC0(L,X) such that G ∈ conv((Tn(F ))n∈N). Since X is strictly convex, repre-
sentation (2.11) gives that Tn(F )(t0) = σn(t0)(e(hn(t0))x) for suitable sequences (σn) and (hn). Recall that here
σn :L → GX are continuous and hn :L → L are homeomorphisms for n ∈ N. Since G(t0) ∈ {±y} we obtain for
an
.= e(hn(t0)) ∈ [−1,1] that
y ∈ conv({σn(t0)(anx) ∣∣ n ∈ N})⊂ conv(conv({σn(t0)(±x) ∣∣ n ∈ N}))
= conv({±σn(t0)(x) ∣∣ n ∈ N})⊂ conv(GX(x)). (2.16)
Hence X is convex-transitive.
(ii) Let H be an infinite-dimensional Hilbert space and let {eγ }γ∈Γ be an orthonormal basis of H. Fix γ0 ∈ Γ ,
0 <  < 1 and F0,G0 ∈ SC0(L,H). Define r : H → SH ∪ {0} by r(z) = z‖z‖ for z = 0 and r(0) = 0. Recall that r is
continuous away from 0.
We will make crucial use of the fact that there exists a (‖ · ‖,SOT)-continuous map A : SH \ {eγ0} → GH such that
A(x)(eγ0) = x for all x ∈ SH \ {eγ0}, (2.17)
see [1, Proposition 5.4]. We will advance in two steps to complete the proof. The first, rather technical step is needed
in order to apply the above fact (2.17). This step uses the assumption that dim(H) = ∞. The second step involves
applying the fact (2.11).
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mapping F0 is also compact. Since dim(H) = ∞ one can find by approximation an index μ ∈ Γ, μ = γ0, such that
‖Pμ ◦ F0(t)‖ < 8 for t ∈ W . Above Pμ : H → [eμ] is the orthogonal projection. It follows that ‖Pμ ◦ F0(t)‖ < 8 for
all t ∈ L.
Towards an application of (2.17) we define an auxiliary mapping F ∈ C0(L,H) by perturbing F0 as follows:
F(t) =
{ ‖F0(t)‖r(F0(t)+ 8eμ) if ‖F0(t)‖ 2 ,
‖F0(t)‖r(‖F0(t)‖r(F0(t)+ 8eμ)+ ( 8 − 14‖F0(t)‖)eμ) if ‖F0(t)‖ < 2 .
Put rF (t) = r(F (t)) for t ∈ L such that F(t) = 0 and rF (t) = eμ otherwise. Then F and rF satisfy the following
conditions:
(a) ‖F(t)‖ = ‖F0(t)‖ for t ∈ L.
(b) ‖F0 − F‖ < .
(c) F(L)∩ [eγ0 ] ⊂ {0}.
(d) lim‖F0(t)‖→0 rF (t) = eμ.
Indeed, conditions (a) and (d) are immediate. Condition (b) follows by analyzing the upper and lower cases separately.
In the upper case one applies geometric estimates in the euclidean plane spanned by F0(t) and eμ in H. If one
writes ‖F0(t)‖r(F0(t) + 8eμ) = bF0(t) + ce for suitable b, c ∈ R and e ⊥ F0(t), where ‖e‖ = 1 and ‖F0(t)‖ 

2 , then |(‖F0(t)‖ − b)|  8 and |c|  4 . The lower case follows immediately by applying the triangle inequality.
Towards condition (c), given t ∈ L, write Pμ(F0(t) + 2eμ) = aeμ for suitable a ∈ R. The fact that ‖Pμ ◦ F0(t)‖ <

8 for t ∈ L yields that a > 0 above. Thus Pμr(F0(t) + 8eμ) = 0 for all t ∈ L and Pμr(‖F0(t)‖r(F0(t) + 8eμ) +
( 8 − 14‖F0(t)‖)eμ) = 0 for t such that ‖F0(t)‖ < 2 . Hence (c) holds, since eμ ⊥ eγ0 .
Similarly, by using a suitable ν ∈ Γ \ {eγ0}, one can define G ∈ C0(L,H) and rG, which correspond to G0 and have
analogous properties. Observe that rF and rG are continuous mappings L → SH by condition (d) and the continuity
of F and G.
Step 2. We claim that the map
E(t) → A(rG(t)) ◦ (A(rF (t)))−1(E(t)), t ∈ L, E ∈ C0(L,H),
defines an element in GC0(L,H). Indeed, recall that A is (‖ · ‖,SOT)-continuous and (GH,SOT) is a topological group,
which means that the group operation and the taking of the inverse are continuous. Thus the composition L →
SH × SH → GH given by
t → (rG(t), rF (t)) → A(rG(t)) ◦ (A(rF (t)))−1
is (τ,SOT)-continuous. Clearly A(rG(t)) ◦ (A(rF (t)))−1 ∈ GH for t ∈ L. By (2.17) we obtain that
rG(t) = A
(
rG(t)
)
(eγ0) = A
(
rG(t)
) ◦ (A(rF (t)))−1(rF (t)) for t ∈ L. (2.18)
Consider ‖G(·)‖,‖F(·)‖ ∈ C0(L). One can find by the convex-transitivity of C0(L) and (2.11) homeomorphisms
hn :L → L and continuous functions θn :L → {−1,1} for n ∈ N such that ‖G(·)‖ ∈ conv({θn(·)‖F(hn(·))‖: n ∈ N}).
Put Tn(E)(t) = A(rG(t)) ◦ (A(rF (hn(t))))−1(E(t)) for n ∈ N, E ∈ C0(L,H) and t ∈ L. By (2.18) we obtain that
Tn(F ◦ hn)(t) = ‖F(hn(t))‖rG(t) for all t ∈ L.
Since ‖G(·)‖ ∈ conv({θn(·)‖F(hn(·))‖: n ∈ N}) ⊂ C0(L), we obtain that
G(·) = ∥∥G(·)∥∥rG(·) ∈ conv({θn(·)∥∥F (hn(·))∥∥rG(·): n ∈ N})
= conv({(θn(·)I) ◦ Tn(F (hn(·))): n ∈ N})⊂ C0(L,H).
Note that according to (2.11) the map E(·) → (θn(·)I) ◦ Tn(E(hn(·))) defines an element in GC0(L,H) for n ∈ N.
Hence G ∈ conv(GC0(L,H)(F )). Since F0,G0 and  were arbitrary, Fact 2.3 and condition (b) yield that C0(L,H) is
convex-transitive. 
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Even though there exist plenty of transitive spaces, very few concrete examples of almost transitive and convex-
transitive (scalar-valued) function spaces are known (see [3]). Next we will demonstrate transitivity conditions for a
few fairly concrete spaces by direct proofs. These new examples are obtained by performing natural operations on
classical function spaces.
In this section we denote
∞λ (κ) =
{
x ∈ ∞(κ): ∣∣supp(x)∣∣ λ}⊂ ∞(κ),
where κ , λ are infinite cardinals and λ κ . This clearly defines a closed subspace of ∞(κ). Recall that κ+ stands for
the successor cardinal of κ , i.e. the least cardinal strictly larger than κ , and κ++ = (κ+)+.
In [28] the special role of 1-codimensional subspaces of Lp in connection with the rotations is discussed. There it
is also verified that the subspace
M1
.=
{
x ∈ L1
∣∣∣ 1∫
0
x(t)dt = 0
}
⊂ L1
appearing in the following result is neither 1-complemented, nor isometric to L1.
Theorem 3.1. The subspace M1 ⊂ L1 is almost transitive.
Proof. For each f ∈ L1 we denote f+(t) = max(f (t),0) and f−(t) = max(−f (t),0), so that f = f+ − f−. Fix
x, y ∈ SM1 and  > 0. Let A ∪ B = [0,1] be a measurable partition such that A = supp(x+). Similarly, let C ∪ D =
[0,1] be a measurable partition such that C = supp(y+). Observe that ‖x+‖ = ‖x−‖ = ‖y+‖ = ‖y−‖ = 12 .
Note that if E,F ⊂ [0,1] are measurable sets with strictly positive measure and R :L1(E) → L1(F ) is a positive
linear isometry onto, then
∫
E
f (t)dt = ∫
F
R(f )(t)dt for f ∈ L1. Indeed,∫
E
f (t)dt =
∫
E
f+(t)dt −
∫
E
f−(t)dt = ‖f+‖L1(E) − ‖f−‖L1(E) =
∥∥R(f+)∥∥L1(F ) − ∥∥R(f−)∥∥L1(F )
=
∫
F
R(f+)(t)dt −
∫
F
R(f−)(t)dt =
∫
F
R(f )(t)dt,
since f = f+ − f−, R(f+) 0 and R(f−) 0.
Let R1 :L1(A) → L1(C) and R2 :L1(B) → L1(D) be positive linear isometries onto. Then
∫
A
x+(t)dt =∫
C
R1(x+|A)(t)dt and
∫
B
x−(t)dt =
∫
D
R2(x−|B)(t)dt by the above observation. Since both R1(x+|A), y+|C ∈
L1(C) are positive and have norm 12 , it follows by the standard argument, which is used to prove that L
1 is almost
transitive (see e.g. [21, Theorem 3.1]), that there is a positive rotation T1 :L1(C) → L1(C) such that ‖T1R1(x+|A)−
y+|C‖ < 2 . Similarly there is a positive rotation T2 :L1(D) → L1(D) such that ‖T2R2(x−|B)− y−|D‖ < 2 . Now
T1R1 ⊕ T2R2 :L1 = L1(A)⊕1 L1(B) → L1(C)⊕1 L1(D) = L1
is a linear isometry onto. Hence
∫
[0,1] f (t)dt =
∫
[0,1] R(f )(t)dt for each f ∈ L1, so that (T1R1 ⊕ T2R2)|M1 :
M1 → M1 is a linear isometry onto. Note that ‖(T1R1 ⊕ T2R2)x − y‖ < . Since x, y and  were arbitrary, we
conclude that M1 is almost transitive. 
We refer to [15] for background in ultraproducts in Banach space theory. Recall that an ultrafilter U is non-principal
if it does not contain any singletons. The writer thanks Å. Hirvonen and T. Hyttinen for providing help in proving the
following fact.
Lemma 3.2 (Homogeneity). Let U be a non-principal ultrafilter on N and A,B ⊂ N be infinite sets such that A,B /∈ U .
Then there is a permutation h :N → N such that:
(i) h(A) = B .
(ii) h(U) ∈ U if and only if U ∈ U .
J. Talponen / J. Math. Anal. Appl. 350 (2009) 537–549 545Proof. Observe that N \ (A ∪ B) ∈ U . Let L,M ⊂ N \ (A ∪ B) be infinite disjoint subsets such that L ∪ M =
N \ (A∪B). Without loss of generality assume that M ∈ U and L /∈ U .
Since A and L are infinite and disjoint, there is a bijection g :A ∪ L → A ∪ L such that g(A) = L and g(L) = A.
Define g˜ :N → N by g˜|A∪L = g and g˜|N\(A∪L) = id|N\(A∪L). Note that V ∈ U if and only if V \ (A ∪ L) ∈ U . Hence
g˜(U) ∈ U if and only if U ∈ U .
Similarly, one can construct a bijection f˜ :N → N such that f˜ (L) = B , f˜ (B) = L and f˜ (U) ∈ U if and only if
U ∈ U . Observe that h = f˜ ◦ g˜ :N → N is the claimed permutation. 
Fact 3.3. Let Γ be a non-empty set. Then B∞(Γ ) = conv({−1,1}Γ ) ⊂ ∞(Γ ).
The proof is left as an exercise (see [9, p. 99]). Note that each x ∈ B∞(Γ ) can be approximated by elements of
{−1,−n−1
n
, . . . , n−1
n
,1}Γ , where n ∈ N.
Theorem 3.4. Let U be a non-principal ultrafilter on N and
Y =
{
(xn) ∈ ∞
∣∣∣ limU xn = 0}.
Then Y/c0 is convex-transitive.
Let us make a few comments before the proof. Recall that ∞ itself is far away from being convex-transitive in
view of the characterization of the rotations of ∞ (see [22, 2.f.14]). Note that exactly one of the sets {2n | n ∈ N} and
{2n+ 1 | n ∈ N} is a member of U , say {2n+ 1 | n ∈ N} ∈ U . Thus (xn) → (0, x1,0, x2,0, x3, . . .) defines an isometric
embedding ∞ → Y. In particular, Y/c0 is a non-separable space containing an isometric copy of ∞/c0.
Recently Cabello [6] proved that ∞/c0 is convex-transitive.
Proof. First note that if x = (xn) ∈ ∞ is such that limU |xn| = c > 0, then dist(x,Y) c > 0 because ‖x − y‖ c
for each y ∈ Y. Thus Y ⊂ ∞ is a closed subspace.
Recall (see [22, 2.f.14]) that T ∈ G∞ if and only if
T
(
(xn)n
)= (θ(n)xπ(n))n, (3.1)
where π :N → N is a bijection and θ :N → {−1,1}. Also note that such an isometry T restricted to c0 is a member
of Gc0 .
Next we will check that if T ∈ G∞ , then T̂ :x + c0 → T (x) + c0, for x ∈ ∞, defines a rotation ∞/c0 →
∞/c0. Indeed, it is well known that T̂ :∞/c0 → ∞/c0 is a linear bijection. Moreover, infz∈c0 ‖x − z‖ =
infz∈c0 ‖T (x)− T (z)‖ = infz∈c0 ‖T (x)− z‖, so that T̂ :∞/c0 → ∞/c0 is an isometry.
Note that if the permutation π above is such that π−1(U) ∈ U exactly when U ∈ U , then T |Y : Y → Y is a rotation.
To summarize, T̂ |Y/c0 ∈ GY/c0 for such π .
Fix u,v ∈ SY/c0 . If x, y ∈ Y are such that u = x + c0 and v = y + c0, then
dist(x, c0) = lim sup
n→∞
|xn| = 1 = dist(y, c0) = lim sup
n→∞
|yn|, (3.2)
since u,v ∈ SY/c0 . Hence we may pick x, y ∈ SY such that u = x + c0 and v = y + c0.
Fix k ∈ N. Let A = {n ∈ N: |xn| 1 − 1k } and B = {n ∈ N: |yn| 1k }. Observe that these are infinite sets by (3.2)
and that N\A, N\B ∈ U . Thus, by Lemma 3.2 there is a bijection π :N → N such that π(B) = A and π(U) ∈ U if and
only if U ∈ U . Observe that T : Y → Y; (xn)n∈N → (xπ(n))n∈N is a rotation. Put w = (wn)n∈N = (xπ(n))n∈N ∈ GY(x).
By the definition of the sets A and B we obtain that |wn| 1 − 1k if and only if n ∈ B .
Fix an auxiliary point z ∈ Y, which satisfies
‖y − z‖Y  1
k
, |zn| 1 − 1
k
for n ∈ B and zn = 0 for n ∈ N \B.
Write ∞ = ∞(B)⊕∞ ∞(N \B). It follows from Fact 3.3 that
z|B ∈ conv
({
θ(n)
∣∣ θ(n) = ±1 for n ∈ B}).
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we obtain by Fact 2.3 that
dist
(
z|B, conv
({(
θ(n)wn
)
n∈B
∣∣ θ(n) = ±1 for n ∈ B})) 1
k
. (3.4)
It follows that
dist
(
z, conv
({(
θ(n)wn
)
n∈N
∣∣ θ(n) = ±1 for n ∈ N})) 1
k
. (3.5)
Indeed, one can use convex combinations
1
2
(∑
i
ai(fi + g)+
∑
i
ai(fi − g)
)
∈ ∞, (3.6)
where fi ∈ {(θ(n)wn)n∈B | θ(n) = ±1 for n ∈ B} are obtained from (3.4) such that ‖∑i aifi − z|B‖∞(B)  1k and
g = (wn)n∈N\B ∈ ∞(N \B). Above we used that z(n) = 0 for n ∈ N \B .
Since ‖y − z‖ 1
k
by the selection of z and (wn) = (xπ(n)) ∈ GY(x), Fact 2.3 yields that
dist
(
y, conv
(GY(x))) dist(y, conv({(θ(n)xπ(n))n∈N ∣∣ θ :N → {±1}})) 2k .
Since k was arbitrary we obtain that y ∈ conv(GY(x)). Thus v = y + c0 ∈ conv(GY/c0(u)), so that Y/c0 is convex-
transitive. 
We note that the technique applied above does not give that Y or ∞/c0 should be convex-transitive. However, by
applying similar ideas we obtain another fairly concrete example of a convex-transitive space:
Theorem 3.5. The space ∞
κ+(κ
++)/∞κ (κ++) is convex-transitive for any infinite cardinal κ .
Proof. Let κ be an infinite cardinal and denote X = ∞
κ+(κ
++)/∞κ (κ++). Fix x, y ∈ SX. Pick u,v ∈ ∞κ+(κ++) such
that x = u+ ∞κ (κ++) and y = v + ∞κ (κ++).
Thus ‖u‖ 1 and ‖v‖ 1. Observe that∣∣∣∣{α ∈ κ++: ∣∣u(α)∣∣ 1 + 1k
}∣∣∣∣ κ and ∣∣∣∣{α ∈ κ++: ∣∣v(α)∣∣ 1 + 1k
}∣∣∣∣ κ
for each k ∈ N since x, y ∈ SX. Thus, by using the fact that |ω0 × κ| = κ we obtain that |{α ∈ κ++: |v(α)| > 1}| κ
and |{α ∈ κ++: |u(α)| > 1}| κ . Hence u and v above can be chosen such that u,v ∈ S∞
κ+ (κ
++).
Put Ai = {α ∈ κ++: |u(α)|  1 − 1i } for i ∈ N. Observe that |Ai | = κ+ for i ∈ N since x ∈ SX. Also note
that |supp(u)| = |supp(v)| = κ+. Fix B ⊂ κ++ \ (supp(u) ∪ supp(v)) such that |B| = κ+. Write Γ = supp(u) ∪
supp(v)∪B .
This finishes the combinatorial part of the argument at hand. The essential point above was to find suitably normal-
ized u,v and Γ . Next we aim to show that when regarding u,v ∈ S∞(Γ ) it holds that
v ∈ conv(G∞(Γ )(u))⊂ ∞(Γ ). (3.7)
In such a case one can see similarly as in the proof of Theorem 3.4 that y ∈ conv(GX(x)), which gives the claim.
To prove (3.7) observe that for each i ∈ N there is a bijection πi :Γ → Γ such that πi(Ai) = supp(v). For each
i ∈ N define w(i) :Γ → R by
w(i)(α) = χsupp(v)(α) sign
(
u
(
π−1i (α)
))+ χΓ \supp(v)(α)u(π−1i (α)).
One can check that v ∈ conv({(θ(α)w(i)(α))α∈Γ | θ :Γ → {±1}}) by applying Fact 3.3 on supp(v) and the (trivial)
equality w
(i)(α)−w(i)(α)
2 = 0 on Γ \ supp(v) similarly as in (3.6) and (3.5). Finally, Fact 2.3 and the observation that
‖u(π−1i )−w(i)‖∞(Γ )  1i for i ∈ N yield (3.7). 
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Recall that each transitive space contains a separable almost transitive subspace (see [5, Corollary 1.3], also
[3, Theorem 2.24]). In fact, it turns out below that one can always pass to a suitable transitive subspace of density
character at most 2ℵ0 .
Theorem 4.1. Let X be a transitive space and let Y ⊂ X be a subspace with dens(Y) 2ℵ0 . Then there exists a closed
subspace Z ⊂ X such that:
(1) Y ⊂ Z.
(2) dens(Z) 2ℵ0 .
(3) Z is transitive with respect to subgroup T = {T ∈ GX | T (Z) = Z} of GX.
Let us recall the following folklore fact which is proved here for convenience.
Fact 4.2. Let (Y, d) be a metric space, κ a cardinal with cf(κ) > ω0 and {Yα}α<κ an increasing family of closed
subsets. Then
⋃
α<κ Yα is closed.
Proof. Assume to the contrary that there is x ∈⋃α<κ Yα d \⋃α<κ Yα . For each n < ω0 let σn < κ be the least ordinal
such that dist(x,Yσn) < 1n+1 . It follows from the selection of x that supn<ω0 σn = κ , which contradicts cf(κ) > ω0. 
Proof of Theorem 4.1. If dens(X)  2ℵ0 , then the claim holds trivially by putting Z = X, so let us assume that
dens(X) > 2ℵ0 . We will apply the following fact. If E is a Banach space with dim(E) 2 and dens(E) 2ℵ0 , then
|SE | = 2ℵ0 . Indeed, clearly |SE | 2ℵ0 . If D ⊂ E is dense and |D| 2ℵ0 , then of course D ∩ BE is dense in BE and
|D ∩ BE | 2ℵ0 . Note that for each e ∈ BE there is a sequence (dn) ⊂ D ∩ BE such that dn → e as n → ∞. Thus, in
order to estimate |BE |, let us estimate the number |(D ∩ BE)ω0 | of sequences of D ∩ BE as follows:∣∣(D ∩ BE)ω0 ∣∣ (2ℵ0)ℵ0 = 2ℵ0·ℵ0 = 2ℵ0 .
Hence |SE | |BE | 2ℵ0 and consequently |SE | = 2ℵ0 . Observe that there are
|SE × SE | =
∣∣2ℵ0 × 2ℵ0∣∣= 2ℵ0 (4.1)
many pairs (x, y) ∈ SE × SE .
We may assume without loss of generality, possibly by passing to a larger subspace Y, that dens(Y) = 2ℵ0 . Next
we will apply the transitivity of X in a transfinite induction. We will construct increasing sequences {Tα}α<2ℵ0 and{Zα}α<2ℵ0 , which consist of subgroups of GX and closed subspaces of X, respectively. Put Z0 = Y and T0 = {IX}.
For each 0 < α < 2ℵ0 we will construct a subgroup Tα ⊂ GX and a subspace Zα ⊂ X, which satisfy the following
conditions:
(a) |Tα| 2ℵ0 .
(b) Tβ ⊂ Tα for β < α.
(c) For each x, y ∈ SX ∩⋃β<α Zβ there is T ∈ Tα such that T (x) = y.
(d) Zα = span(⋃{T (Zβ) | T ∈ Tα, β < α}).
(e) dens(Zα) = 2ℵ0 .
In the case α = 0 only (a) and (e) apply. Suppose that we have obtained this kind of construction for all α < γ , where
0 < γ < 2ℵ0 . Observe that
dens
( ⋃
α<γ
Zγ
)

∣∣γ × 2ℵ0 ∣∣= 2ℵ0 .
Thus, by (4.1) and the transitivity of X there is a subset F ⊂ GX such that for each pair x, y ∈ SX ∩⋃α<γ Zγ there
is T ∈ F such that T (x) = y and |F | = 2ℵ0 . Let Tγ ⊂ GX be the subgroup generated by the set ⋃α<γ Tα ∪ F . Then
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condition (a). Observe that dens(Zγ )  |Tγ × γ × 2ℵ0 × ℵ0| = 2ℵ0 , so that condition (e) holds, as Y ⊂ Zγ . This
completes the induction.
Put Z =⋃α<2ℵ0 Zα and observe that dens(Z) = 2ℵ0 . Note that Y ⊂ Z by the construction. Recall that according to
König’s lemma cf(2ℵ0) > ℵ0 (see e.g. [8, Lemma 10.40]). Hence, by Fact 4.2, we obtain that
Z =
⋃
α<2ℵ0
Zα. (4.2)
Fix x, y ∈ SZ and T ∈⋃α<2ℵ0 Tα . Let σ < 2ℵ0 be such that T ∈ Tσ . According to (4.2), there is β < 2ℵ0 such that
x, y ∈ Zβ . Then T (x) ∈ Zmax(σ,β)+1 ⊂ Z by the construction of Z. Since T and x ∈ SZ were arbitrary, we get that in
fact both T (Z) ⊂ Z and T −1(Z) ⊂ Z hold. This means that T |Z is a bijection Z → Z.
Observe that there is S ∈ Tβ+1 such that S(x) = y by the construction of Z. Since x and y were arbitrary and⋃
α<2ℵ0 Tα ⊂ T , we conclude that Z is transitive with respect to T . 
Remark 4.3. Observe that in Theorem 4.1 one has some control of the density character of Z, which, even though
being a superspace of Y, is a still subspace of X. See also [29] for similar results. To put Theorem 4.1 into perspective,
recall that every Banach space can be isometrically regarded as a subspace of a suitable transitive Banach space (see
[3, Corollary 2.21]). Recently Hirvonen and Hyttinen observed using model theoretic tools [17, Theorem 2.10] (see
[16, Theorem 1.13] for details) that there exist very homogeneous Banach spaces containing all the Banach spaces up
to a given density character: Let μ be an infinite cardinal. Then there exists a Banach space X such that:
(1) If Y is any Banach space such that dens(Y) < μ, then X contains an isometric copy of Y.
(2) If closed subspaces Y1,Y2 ⊂ X with dens(Y1) = dens(Y2) < μ are mutually isometric, then there is T ∈ GX such
that T (Y1) = Y2.
The construction of X above is not economical in the sense that typically dens(X) is much larger than μ. Since
the 1-dimensional subspaces [x] and [y] are isometric for all x, y ∈ SX, it follows that in (2) either T (x) = y or
−T (x) = y, so that X is in particular transitive. For recent results regarding somewhat economically produced homo-
geneous spaces, see [19].
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