Abstract. We generalize Ramanujan method of approximating the smallest root of an equation which is found in Ramanujan Note books, Part-I. We provide simple analytical proof to study convergence of this method. Moreover, we study iterative approach of this method on approximating a root with arbitrary order of convergence.
Introduction.
Ramanujan method of approximating the smallest root z 0 of an equation of the form,
is found in Chapter 2 of Ramanujan note books, part-I without proof. It is assumed that all other roots of (1.1) have moduli strictly greater than |z 0 |. For z sufficiently small, write
It follows easily that P 1 = 1 and
A j P n−j , n ≥ 1
Ramanujan gives (1.3) and claims, with no hypothesis, that P n /P n+1 approaches a root of (1.1) [1, 5] . In this present study, we give analytic proof of his method and generalize this to approximate a root of nonlinear equation with the arbitrary order of convergence.
Generalization of Ramanujan method.
Suppose that f be a real-valued function, defined and continuous on a bounded closed interval [a, b] of the real line that satisfies f (a)f (b) < 0. Assume, further, that f is continuously differentiable on (a, b). We wish to find real number α ∈ [a, b] such that f (α) = 0. Let z be an approximate of α that satisfies |z − α| < 1 and f ′ (z) = 0. Define
Now applying Leibniz's rule [3] of n th derivative on (2.1) and after simplification, we find that
where P k (z) is k th derivative of 1/f (z), (k = 1, 2, . . . , n) and P 0 (z) = 1/f (z).
Using (2.2), the next three values of P (z)'s are listed as follow as
and so on. Now define for n ≥ 1
The operator D n in (2.3) denotes n th order differentiation. Assume that, α is a zero of order one for f (z) then f (α) = 0 and f
It follows easily from Taylor's series [3] that
Since α is zero of order one of f (z), Q(z) is differentiable at α. Subtituting (2.4) in (2.3), we find that
Expanding Q(z) by Taylor's series at z = α on both numerator and denominator and applying the operator D n and after simplification, we have
Thus, we obtain
Since |z − α| < 1 and letting n → ∞, we obtain
On the other hand, using Leibnitz rule on (2.3), we find that
and after simplfiiction, we obtain
Letting n → ∞ and using (2.7), we obtain (2.8)
Remark 2.1. If we replace P n (z) by n!P n , P n−1 (z) by (n − 1)!P n−1 and assuming z = 0 and f (0) = −1 in (2.1), (2.2) and (2.8), we get Ramanujan method of approximating the smallest root of an equation of the form (1.1)
The recursion formula given in (2.2) may lead numerical instability in machine computation due to divisibility of f (z) when f (z) → 0. To avoid such instability, multiply f (z) n on both sides of (2.1), (2.2) and set
, we obtain T 0 (z) = 1 and
Also, the equation (2.8) becomes (2.10)
Thus, n th convergent of (2.10) gives
Some rational approximations.
Ramanujan gives six examples to illustrate performance of his method to approximate the smallest root of equations. The approximations are given in the rational form. In particular, he provides an interesting rational approximation that log 2 = 375/541. In this section, we present such rational approximations to m th root of some integers and logarithm of some rational numbers.
3.1. m th root of a rational number. Let us consider f (z) = z m − a and c be an integer which is very near to m th root of a. Now, using (2.2), we obtain the following recursion
and
where r = n − 1 if n ≤ m and r = m if n > m. 7-digits 3.2. Some Logarithmic values. Let us consider f (z) = log(z + 1)− a and z = 0 be an initial approximation (where a is a rational number). Table 2 lists rational approximations of logarithmic numbers using MATLAB. by taking the initial approximations x 0 = 2, x 0 = 1 and x 0 = 1 respectively. Table 3 lists first ten convergents of roots all the three equations. The roots of first two equations converge to 14 decimal places at 9
th and 8 th convergent respectively whereas the root of x = sin x + 1 2 converges slowly to 1.49730038909589 at 23 th convergent. We see from these examples, this method of approximating a real root is very slow process. However, we get good approximation when n is large. 4. Iterartive approach on Generalized Ramanujan method.
In this section, we study iterative approach on generalized Ramanujan's method to improve the accuracy of the root of nonlinear equations. If z 0 be an initial approximate root of f (z) then using (2.10),
Set z m+1 − α = ǫ m+1 and z m − α = ǫ m . Then by using (2.5) and (2.7), we find that the order of convergence of (4.1) is n + 1. (i.e) (4.3)
Also, the condition of convergence is
Setting n = 1 in (4.1) and after simplification, we obtain Newton-Raphson method
Setting n = 2 in (4.1) and after simplification, we obtain Halley's method
By varying the values of n, we can find more formulas with the higher order of accuracy. Thus, this new iterative method is more generalization of Newton-Raphson method [3] and Halley's method [4] . We observed that from Table 4 , when m = 1 and n = 1 : 4 (i.e. first row) the sequence corresponds to generalized Ramaujan method studied in section 2, which converges very slowly towards the root. Simliarly, when n = 1 and m = 1 : 5 (i.e first column) the sequence corresponds to NewtonRaphson method, which converges to root at 5 th iteration, second column correspond to Halley method, which converges to root at 4 th iteration and so on.
Conclusion.
In conclusion we note that the generalization of Ramanujan method of approximating the real root of nonlinear equations has been developed in this article. Firstly, we have generalized Ramanujan's method of approximating the smallest root of equations, which is found in Ramanujan Note books -I, to any real root with simple analytic proof. Secondly, we have proved that iterative approch of this method has arbitrary order of convergence. Moreover, we have shown that Newton-Raphson and Halley's method are special cases of this generalized Ramanujan method.
