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A neighbourhood level mortality classification of England and Wales, 2006-2009 
Mark A Green, Daniel Vickers, Danny Dorling 
 
Abstract 
The paper provides an overview of a neighbourhood level classification of mortality for 
England and Wales (2006-2009).  Standardised mortality ratios for 63 causes of death were 
calculated for middle super output areas (weighted by prevalence).  A k-means partitional 
method was used to classify the data.  An eight cluster solution was found to best segment 
mortality patterns.  Clusters mostly differentiated in terms of prevalence, however the 
importance of neurodegenerative diseases and causes related to unhealthy behaviours were 
important.  The results describe a neighbourhood classification that can be an important tool 
to help inform policy development, resource allocation and targeting of services.   
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Highlights 
x A multi-dimensional approach to conceptualising neighbourhoods 
x Mortality patterns can be summarised by eight main groups 
x Poverty was the most important factor in explaining the segmentation patterns 
x The classification is useful at discriminating mortality patterns 
 
Introduction 
Although health is an individual level outcome, there is long-established evidence of 
geographical inequalities and patterns in health being found to be independent of individual-
level explanatory factors (Diez Roux 2001; Thomas et al. 2010).  Evidence has also shown 
that neighbourhoods can have an influence on individual health, through mechanisms such as 
the effects of living in areas of deprivation, geographical influences on social relations or the 
accessibility to services (Pickett & Pearl 2001; Riva et al. 2007; Diez Roux 2001).  It is 
useful to examine the differences in health between places rather than just to assume that 
space is a passive factor that acts as a container for the existence of individuals who do not 
interact with people in the areas in which they live (Harris et al. 2005).  Assuming any 
country to be spatially homogenous would restrict our understanding and ignore the 
geographical patterns that have been found to exist amongst the complex array of health 
patterns.  It is through place that the underlying structure which differentiate the health and 
death of the population become most visible. 
The importance of place provided to incentive for this study to develop novel approaches to 
measure and summarise the multiple geographies of health.  Designing useful small area 
measurements of health is important for developing and targeting effective policies aimed at 
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improving health.  Previous approaches have focused on either geographical or socio-
economic measures to group or define areas.  These approaches allow the linkage to 
ecological attributes that help develop our understanding of how health outcomes occur.  
There has been less consideration of how the health characteristics of small geographical 
areas could be used to group areas to summarise their geographical patterning.   
Geo-demographic classifications have sought to categorise areas in terms of the types of 
individuals that characterise them (Vickers & Rees 2007).  Their popularity has seen the field 
develop into a multi-million pound industry with their resulting software tools being used in 
many commercial and public sector organisations (Harris et al. 2005).  There has been less 
consideration of their application in the field of public health, beyond using geo-demographic 
classifications to identify population subgroups (Abbas et al. 2009; Nnoaham et al. 2010).  
This is despite calls for greater focus of such techniques within governmental policy and 
research in the field of public health (Department of Health 2005).  The few that have tackled 
the field have been limited in scope.  For example, Shelton and colleagues' (2006) area 
classification was conducted at a large geographical scale (parliamentary constituency), 
resulting in a loss of the wider variation that can be studied between smaller areas due to the 
coarse geographical areas used.  The commercial company CACI have produced the 
FRPPHUFLDOFODVVLILFDWLRQµ+HDOWK$&251¶DVVXEVLGLDU\RIWKHLUPDLQFODVVLILFDWLRQ
µ$&251¶KRZHYHUWKLVLVQRORQJHUDYDLODEOHThere is currently no widely available area-
based classification of mortality patterns at a small geographical scale. 
Although geographical patterns in mortality have been reported (e.g. Shaw et al. 2008), they 
are often not disclosed for small geographies due to the small numbers involved when 
considering specific causes of death (resulting in confidentiality and outlier issues).  This has 
restricted the application of area-based classifications in the field (Abbas et al. 2009).  
Furthermore with a wide range of causes of death to consider, common patterns and 
processes found within particular groups of causes can become lost limiting our capacity to 
understand and analyse such information.  The area classification described here addresses 
these issues through summarising the main patterns into a series of groups and classifying 
areas into which group they fall (Harris et al. 2005).  It allows the discovery of a hidden 
structure to the data that would be otherwise difficult to see (Everitt et al. 2001).  Through 
describing the structure of the data in a simpler form that retains the most important 
information, our classification makes these complex geographies of health manageable which 
improves our understanding about patterns and processes. 
Williams and colleagues (2004) argue, ³7KHGULYHWRWDFNOHKHDOWKLQHTXDOLWLHVDQGWKHPRYH
to localised policy making have incrHDVHGLQWHUHVWLQVPDOODUHDPRUWDOLW\GDWD´S.  
However, research has focused on analysing mortality causes independently of each other.  
An area classification allows a move away from one-dimensional approaches to a multi-
dimensional understanding of the health of areas through summarising the main patterns 
across a range of variables.  Knowing and understanding how causes of death vary and co-
associate within an area is important for the effective targeting of policies, resources and 
location of services (Murray et al. 2006).   
This paper details the construction of an area classification of mortality patterns in England 
and Wales (2006-2009).  It draws from a rich database containing mortality data at a low 
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geographical scale across all known causes of death.  The results from the study will 
hopefully provide a useful tool for researchers and policy-makers. 
 
Methods 
Data 
In England and Wales, it is a legal requirement to report every death.  The Office for National 
Statistics (ONS) collects this information and collates every death into a database (Devis & 
Rooney 1999; Griffiths et al. 2005).  Access to an anonymised version of the database was 
granted to the researchers E\WKH216µ0LFURGDWD5HOHDVH3DQHO¶'HFHPEHUThe 
database included records for every death registered between 1981 and 2009 with data on 
year of death, age at death, sex, cause of death and a geographical location identifier 
(postcode).   
Cause of death is recorded using the International Classification of Diseases (ICD), which 
was developed to standardise mortality statistics between countries and is updated over time 
to account for medical advances (Rooney & Smith 2000; World Health Organisation 2004).  
It is filled in by the doctor who last treated the deceased and records the underlying cause of 
death (Devis & Rooney 1999; World Health Organisation 2004).  ICD-9 is used for the years 
1981-2000 and ICD-10 for 2001-2009.  We chose to focus on the time period 2006-2009 to 
provide enough deaths per geographical unit (MSOA) to give stable estimates, whilst not 
being too wide temporally to lose accuracy.  There were no missing data between 2006 and 
2009 for individuals aged above zero (with 30% of deaths for age zero missing). 
Data coding through the ICD-10 is based upon a hierarchical classification (Devis & Rooney 
1999).  Individual causes of mortality are grouped into broader ICD chapters which reflect 
their similarities.  These ICD chapters are based on diseases of specific organs, pathology, 
aetiology, as well as more external causes or those related to specific time periods (Griffiths 
et al. 2005; World Health Organisation 2004).  Within the ICD chapters, causes are grouped 
by type.  At its lowest level, which gives the specific type or site of a particular cause, there 
are over 14,000 codes (World Health Organisation 2004).  It is important to include a 
practical number of input variables that maintain the variation and detail in the data. 
All deaths were included since no other study has carried an investigation using such small 
geographical areas.  Little is known about how a large range of mortality variables are co-
associated with each other.  There is also less theoretical basis for just focusing on a few (and 
hence limiting our ability to describe areas; Voas & Williamson, 2001).  Variable selection 
only included causes that contained at least 0.5 per cent of the total of deaths throughout the 
study period.  This choice was due to statistical reasons, since it gives a figure greater than 
the number of areas (0.5% deaths was 9955 and there were 7194 areas).  Therefore an even 
distribution would at least provide more than one death in each area, in line with 
recommendations from the cluster analysis literature (Everitt et al. 2001; Gordon 1999; 
Milligan & Cooper 1987). 
Cause of death was coded to three digits using ICD-10.  Those causes above the 0.5% 
threshold were then included in the model.  The remaining codes were then combined into 
relevant categories based upon their ICD-10 groupings to fulfil the same criteria.  However, 
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this resulted in four variables that contained µ'LVHDVHRIWKH(\HDQG$GQH[D¶
µ'LVHDVHRIWKH(DUDQG0DVWRLG3URFHVV¶µ&DXVHV5HODWHGWR3UHJQDQF\DQG
&KLOGELUWK¶DQGµ&RQGLWLRQV2ULJLQDWLQJLQWKH3HULQDWDO3HULRG¶GHDWKVHDFK7KH
variables were excluded due to their small numbers.  Cases with the code U50 (n=2072) were 
not included as these were cases which have been sent to the coroner pending further 
investigation (Rooney & Smith 2000).  ICD-10 data for data for individuals aged zero were 
FRPELQHGLQWRRQHYDULDEOHIRUµ,QIDQW0RUWDOLW\¶as 70 per cent of individuals aged zero had 
cause of death data missing.  The 63 variables chosen are presented in Table 1. 
(Table 1 here) 
Individual deaths were aggregated using their postcodes to the Middle Super Output Area 
(MSOA) geographical scale.  This was chosen as the geography is designed to be socially 
homogenous, the areas are similar in terms of population size (mean population size 7200) 
and their boundaries are designed to be relatively stable over time which is important for the 
application and dissemination of the classification (Office for National Statistics 2011).  The 
mean number of deaths per MSOA was 275. 
To control for the age and sex make-up of each MSOA, the mortality data were converted 
into Standardised Mortality Ratios (SMRs).  An indirect approach was selected as it is more 
stable for dealing with small numbers.  Population estimates by age and sex at the MSOA 
level were provided by the ONS.  The SMRs were weighted by their prevalence to make 
them more representative of the actual structure of mortality patterns (rather than each 
variable being of equal importance). 
Data were also collected from the 2011 Census and the ONS for MSOAs to help interpret the 
area classification.  The number of communal establishments in 2011 (e.g. nursing homes, 
care homes) and the net migration rate for those aged over 65 (2008-2009) were included to 
explore the role of movements of the elderly, which have been shown to be important 
previously (Williams et al. 1995).  Modelled estimates of the percentage of households in an 
area with an equivalised income of less than 60 per cent of the median income for England 
and Wales (2007-2008) was also available to explore the role of social disadvantage (Gregory 
2009). 
 
Statistical Analysis 
Cluster analysis is a family of statistical methods used to group a diverse range of 
heterogeneous cases into a smaller number of more homogenous clusters (Gordon 1999).  
Rather than test hypotheses, cluster analysis seeks to analyse how cases (in this case; areas) 
are related.  The analysis is exploratory, seeking to describe the underlying structure of the 
data to help discover new groups and identify future research directions (Everitt et al. 2001; 
Harris et al. 2005).  Whilst a method of data reduction, it allows the simplification of 
complex data to help analyse the similarities and differences in the data that would otherwise 
be difficult to see. 
A k-means partitional method was used to classify the data.  The method operates through 
partitioning the data into a specified number of clusters (Gordon 1999).  Cases are then 
individual relocated to the cluster centre that they lay nearest to and then the move is assessed 
5 
 
to see if it improves the model.  Cases are then reassigned until not further improvements can 
be gained (Everitt et al. 2001).  Selecting a robust methodology is important in exploratory 
research, since the results should be due to variations in the data rather than the method used.  
The method was chosen as it is less influenced by outliers and quicker at processing larger 
data sets than traditional hierarchical methods (Gordon 1999; Everitt et al. 2001; Harris et al. 
2005).  Since only one partition of the data is sought, the method iteratively refines the 
partition to create an optimal solution which other methods do not offer.  Euclidean distance 
was used to measure distance between objects (for assessing their degree of similarity). 
The choice of seed points is an important issue involved with the k-means methodology.  K-
means begins by making an initial partition of the data into the specified number of groups 
(Everitt et al. 2001).  How these initial groups are selected is important as the final solution 
may be dependent on them.  A seed point may lead to the formation of a small specific 
cluster that does not accurately reflect the underlying structure of the data (Gordon 1999; 
Harris et al. 2005).  Typically the seed points are randomly selected cases from the data, with 
group membership at the first iteration allocated based on similarity to them.  However, this 
approach is sensitive to error as the selection of outliers can produce extreme clusters that do 
not reflect the main patterns (Milligan 1980).  To reduce this influence of bias on the 
solutionKLHUDUFKLFDOFOXVWHUDQDO\VLV:DUG¶VPHWKRGZDVXVHGWRGHILQHWKHVHHGSRLQWV 
Krieger and Green (1999) note that this approach is more effective than using random 
sampling as it is less influenced by outliers.  The centroids of the chosen solution were used 
as seed points for the k-means method to refine to find the optimal solution. 
An issue with the method is that the number of groups to partition the data into needs to be 
specified a priori (Everitt et al. 2001; Gordon 1999).  However, the correct number of groups 
in the data is not known.  To inform this decision, a selection of statistics were used to choose 
WKHQXPEHURIFOXVWHUVWKDWEHVWUHSUHVHQWVWKHGDWD7KHVHLQFOXGHGWKHµ&-LQGH[¶(Hubert & 
Levin 1976) and Davies & Bouldin (1979) µ9DOLGLW\,QGH[¶ which both examine the 
similarity of clusters.  These measures have both been shown to be effective at determining 
the correct number of clusters (Milligan & Cooper 1985).  Ad hoc PHDVXUHVµPHDQGLVWDQFH
RIFDVHVWRWKHLUFOXVWHUFHQWUH¶LQGLFDWLQJFRPSDFWQHVVRIFOXVWHUVDQGµDYHUDJHFOXVWHUVL]H¶
(showing if the clusters were evenly sized) were also used (Everitt et al. 2001).  The measures 
were calculated by performing the analysis on a series of possible solutions between two and 
16, as it was expected that the true solution would lie between these bounds (as well as being 
effective with the dissemination of the results). 
Figure 1 presents the results of this initial process.  The measures are designed so that they 
naturally improve as the number of clusters increase.  Assessing the range of solutions should 
QRWEHSXUHO\RQWKHPHWULF¶VYDOXHUDWKHULWLVLPSRUWDQWWRVHOHFWWKHVROXWLRQZKLFKEDODQFHV
the extra detail offered by a larger number of clusters and the simplification of patterns 
gained from having a smaller number.  The gradient of each measure was examined to 
LGHQWLI\WKHµNQHHSRLQW¶LQWKHWUHQGRILQFUHDVLQJQXPEHURIVROXWLRQV:KHUHWKHUHLVD
large improvement in the model, followed by a flattening of the trend, this would indicate 
that further improvements in the number of clusters are not adding much more understanding 
to the classification (Milligan & Cooper 1985).  Comparing the measures in Figure 1 
suggested that an eight cluster solution was most appropriate for capturing the variations in 
the data as it performed most efficiently across each measure.   
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(Figure 1 here) 
Statistical testing was employed to assess the stability of the resulting area classification.  The 
approaches emphasize accuracy rather than precision.  It is less important to assess if areas 
are correctly classified, but that the main relationships described by the clusters overall fit a 
stable and robust structure (Milligan 1996; Gordon 1999).  Testing will demonstrate how 
useful the clusters are, since if they are found to be stable then this would suggest that they 
are effective at describing the structure of the data.   
Blashfield and McIntyre's (1980) split-sample method was used as a replication analysis, as 
there were no alternative data sets for replication of the clusters (given that all mortality data 
for England and Wales was included).  Through randomly splitting the data in half, we would 
expect that if the clusters were distinct then then they would be found in both samples.  
Similar clusters were found using the method, suggesting the persistence of the main patterns 
captured in the classification.  Where there were changes in cluster membership, these were 
areas that moved to clusters of similar mortality profiles. 
The influence of outliers on the solution was explored using Cheng and Milligan's (1996) 
framework through measuring outliers in relation to areas that lied far from their cluster 
centre (i.e. outliers in terms of cluster membership).  Outliers were identified at ±1 and ±3 
standard deviations, removed and the analysis re-run.  There was little change in the results, 
with the clusters remaining broadly the same and changes in group membership between 
clusters of similar mortality profiles. 
Finally, the sensitivity of the area classification to each input variable was conducted to 
examine what variables were driving the cluster formation (Milligan 1996).  This was 
conducted through removing each variable individually, re-running the analysis and 
comparing the output to the original classification.  Few variables had a large impact on the 
results, suggesting that they all had some useful contribution to the classification.  The 
YDULDEOHVµ'HPHQWLD¶DQGµ6HQLOLW\¶KDGDVWURQJLPSDFWKRZHYHUUHPRYLQJWKHPIURPWKH
analysis and re-running it resulted in little change in the classification showing that their 
influence was not problematic to the classification. 
 
Results 
The cluster centres (i.e. the mean characteristics of areas within each cluster) are presented in 
Table 2 to allow the understanding of what each cluster represents.  The values were 
reconverted from their weighted values back to SMRs to improve their interpretation.  A 
value of 100 is equivalent to the average for England and Wales for a particular cause, with a 
value above this representing the percentage increase in the mortality rate in a cluster 
compared to the national average (and vice versa).  Life expectancy estimates at birth (split 
by sex) and sample size are also included.  The cluster centres were converted from their 
weighted scores back to SMRs to aid interpretation.  Each cluster has also been named with 
respect to its characteristics. 
(Table 2 here) 
Table 2 shows the varying mortality patterns between the clusters, with each capturing a 
different profile.  The clusters µ3RRU+HDOWK([SHULHQFHV¶µ3RRUHVW+HDOWKDQG/HDVW
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'HVLUDEOH¶DQGµ3RRUHVW1HXURGHJHQHUDWLYH+HDOWK¶FRQWDLQHGareas with the worst mortality 
UDWHVGLIIHULQJE\OHYHORISUHYDOHQFHDQGWKHFDXVHVWKDWGRPLQDWHGWKHLUSURILOHVµ%HVW
+HDOWKDQG0RVW'HVLUDEOH¶DQGµ*RRG+HDOWK$UHDV¶ZHUHWKHFOXVWHUVZLWKWKHORZHVW
mortality rates, with the former being less prevalent.  µ$YHUDJH0RUWDOLW\3URILOHV¶FRQWDLQHG
DUHDVZLWK605VWKDWIOXFWXDWHGDURXQGDSDUWIURPQHXURGHJHQHUDWLYHGLVHDVHVµ0L[HG
([SHULHQFHV¶FRQWDLQHGvaried SMRs, with high prevalence of neurodegenerative diseases.  
)LQDOO\WKHFKDUDFWHULVWLFVRIWKHFOXVWHUµ7KH 0LGGOH¶IHOOLQ-between those of the other 
clusters, with above average mortality rates. 
Through exploring the range of values for each variable in Table 2, an assessment can be 
made regarding the impact of each variable in the area classification.  A large difference in 
values shows a greater variation in patterns.  The highest ranges were observed for those 
FDXVHVZKLFKGLVSOD\WKHJUHDWHVWVRFLDODQGJHRJUDSKLFDOSDWWHUQLQJHJµ/XQJ'LVHDVH'XH
WR([WHUQDO$JHQWV¶µ$OFRKROLF/LYHU'LVHDVH¶µ&KURQLF /RZHU5HVSLUDWRU\'LVHDVHV¶HWF 
(Shaw et al. 2008)7KHQHXURGHJHQHUDWLYHGLVHDVHVµ'HPHQWLDV¶DQGµ$O]KHLPHU¶V¶ZHUHDOVR
important indicating their geographical clustering (although this was mostly driven by the 
clusters µ3RRUHVW+HDOWKDQG/HDVW'HVLUDEOH¶DQGµ3RRUHVW1HXURGHJHQHUDWLYH+HDOWK¶0RVW
of the cancer-related variables formed the variables with the lowest ranges, indicating that 
they are less distinctly patterned. 
Life expectancy estimates mapped well onto the mortality profiles for each cluster, where 
those clusters which displayed worse mortality profiles had lower estimated life expectancy.  
The range of life expectancy values was 9.1 for males and 7.9 for females representing wide 
geographical inequalities.  The gap between male and female life expectancy varied by 
cluster, being larger in those clusters with worse mortality profiles. 
Figure 2 maps the spatial distribution of the clusters.  Whilst it is difficult to see common 
geographical patterns, there are clear urban-rural divides, with the clusters with good 
mortality profiles more common in rural areas and vice versa.  Also included is the map for 
London, which presents a distinct geographic pattern.  The area classification follows the 
traditional East-West divide, with those clusters with poorer mortality profiles being more 
common in the East (Green 2012).  There are a greater range of experiences (i.e. mortality 
profiles) in the more deprived East of London, suggesting a tailored approach is required to 
tackling areas with poor health.  Similar patterns emerge in other urban areas as well (results 
not shown). 
(Figure 2 here) 
Table 3 presents three important factors that aid the interpretation of the clusters.  Clusters 
which contained higher levels of household poverty were associated with poorer mortality 
profiles, showing the area classification to be partly capturing social divisions.  The 
demographic factors of migration patterns of those aged over 65 and the location of 
communal establishments ZHUHDOVRLPSRUWDQWLQH[SODLQLQJWKHFOXVWHUVµ3RRUHVW+HDOWKDQG
/HDVW'HVLUDEOH¶µ3RRUHVW1HXURGHJHQHUDWLYH+HDOWK¶DQGµ0L[HG([SHULHQFHV¶  Migration 
of the elderly into these clusters, possibly associated with the use of communal 
establishments, appears important in explaining them (especially for the latter two clusters, 
where the level of poverty is lower than expected given their mortality profiles). 
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Table 4 compares the ranges of life expectancy estimates found between the clusters, to the 
ranges for other similar approaches to grouping areas into a similar number of categories for 
analysing the geographies of health.  There is a greater range for life expectancy estimates 
found using the area classification than compared to other geographical and social approaches 
to grouping areas using a similar number of areas. 
(Table 4 here) 
 
Discussion 
The paper gives an overview of the creation of a neighbourhood level classification of 
mortality for England and Wales.  The tool segments England and Wales into eight main 
clusters of areas which describe the underlying structure of mortality patterns.  Wide 
geographical inequalities in mortality continue to persist and therefore producing greater 
evidence (and a research tool) at small geographical scales to inform policy development is 
paramount to tackle them (particularly for resource allocation and the targeting of services) 
(Abbas et al. 2009; Harris et al. 2005; Williams et al. 2004).  It moves the application of 
mortality statistics away from uni-dimensional measures towards a multi-dimensional 
approach for FRQFHSWXDOLVLQJWKHµKHDOWK¶RIDQDUHD  It is important to consider all causes of 
death since diseases do not operate in isolation and the area classification helps bring clarity 
to the complexities of mortality patterns for all causes of death (Everitt et al. 2001).  A list of 
MSOAs and their respective cluster group for use in policy development and research can be 
found at Green (2013). 
The main factor dividing England and Wales into the clusters appears to be levels of 
prevalence of overall mortality.  However variations by cluster are not just dissimilar scales 
of the SMR scores, rather there are differences by cause as well.  For example, µ3RRUHVW
+HDOWKDQG/HDVW'HVLUDEOH¶ and µ3RRUHVW1HXURGHJHQHUDWLYH+HDOWK¶ are similar, containing 
high mortality rates.  Yet the causes which dominate each cluster are different.  With µ3RRUHVW
+HDOWKDQG/HDVW'HVLUDEOH¶, there are high rates for causes related to unhealthy behaviours 
(for example respiratory, digestive and some heart-related causes).   µ3RRUHVW
1HXURGHJHQHUDWLYH+HDOWK¶ is not just a function of slightly lower rates, being characterised 
by higher rates for mental and nervous system related causes.  This is important with regards 
policy implementation, as these differences require different approaches that otherwise may 
be missed using single mortality measures. 
Social processes were also important, with the causes of death that are known to be more 
socially determined in their distributions being more influential in cluster formation.  Poverty 
was a particularly important factor in explaining the clusters, showing the importance of such 
factors in understanding the underlying structure of mortality patterns (Shaw et al. 2008; 
Gregory 2009).  Demographic factors were also important, particularly the role of the elderly 
gravitating towards similar areas at the end of life (Williams et al. 1995; Williams et al. 
2004).  The differences in these patterns should be explored in future research. 
Estimates of life expectancy showed wide geographical inequalities by cluster.  There are 
clear social injustice in that individuals living in particular areas (or ending up moving 
towards such areas) can expect to live on average nine or eight years longer (for males and 
females respectively).  Examining the difference between life expectancy estimates between 
9 
 
genders showed a greater gap in the clusters that were more deprived and experienced worse 
health.  Males are more susceptible to social and spatial processes, reflecting the protective 
biological characteristics of females (Christensen et al., 2001).   
The life expectancy estimates allowed an evaluation of the effectiveness of using the area 
classification as a tool for research.  By considering the range of values, an assessment can be 
made regarding the discriminatory power of the area classification.  The area classification 
offers greater discrimination of patterns than, for instance, equivalent means for segmenting 
England and Wales using a similar number of groups, including deprivation quintiles (Smith 
et al. 2010) and geographical regions (Office for National Statistics 2011).  The area 
classification offers an alternative useful analytical tool for capturing detailed geographical 
information. 
 
Limitations 
There are several limitations to this study.  The area classification represents a static 
classification.  It presents a snapshot of the mortality patterns across England and Wales 
between 2006 and 2009.  As a result, the classification is already out-of-date, remaining only 
directly applicable to that particular period (Harris et al. 2005).  However changes in 
mortality patterns almost always occur slowly, driven by long term social processes (Rooney 
& Smith 2000).  Whilst there may be changes in the cluster some areas lie in, it would not be 
expected that the patterns captured by the main clusters would have changed since its 
developed, meaning that any application would still be useful.     
The process of running a cluster analysis contains subjective decisions that can affect the 
results (Everitt et al. 2001; Gordon 1999).  This is because there are no set statistics which 
can objectively answer what precise decisions should be made at each stage of the analysis 
(Milligan & Cooper 1987).  To minimise any issues, decisions made in the process (e.g. 
determining the number of clusters, testing the stability of the area classification) were 
informed by multiple factors to ensure that each decision was justified.  Nevertheless there 
remains a degree of subjectivity in the outcome reached. 
Communal establishments impacted upon the results.  With their higher death rates, they can 
lead to bias in the data for the areas that they are located (Williams et al. 1995; Williams et al. 
2004).  Communal establishments were SDUWLFXODUO\LPSRUWDQWLQH[SODLQLQJµ3RRUHVW
1HXURGHJHQHUDWLYH+HDOWK¶DQGµ0L[HG([SHULHQFHV¶+RZHYHU, not including these areas in 
the analysis would present a µfalse¶ classification that does not describe mortality patterns for 
the whole of England and Wales and therefore the results will represent a group of areas that 
is less applicable to national policy makers.  Instead, the influence of the geography of 
communal establishments should be viewed as helping to understand the geographical 
patterns of mortality through the area classification.  These institutions reflect the changing 
nature of death, as their concentrated impact has become more prevalent with an ageing 
population (Williams et al. 2004).  To address this issue, further research could look to adapt 
Bayesian modelling of the SMRs to minimise the effect of extreme data points. 
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Tables 
Cause of death ICD10 Codes Number of deaths 
Per cent of 
total deaths 
Cancers    
Cancer of the Gullet C15 26098 1.3% 
Stomach Cancer C16 17994 0.9% 
Colon Cancer C18 35393 1.8% 
Rectum Cancer C20 14328 0.7% 
Liver Cancer C22 11507 0.6% 
Pancreatic Cancer C25 27390 1.4% 
Lung Cancer C34 118885 6.0% 
Breast Cancer C50 42824 2.2% 
Ovarian Cancer C56 14909 0.8% 
Prostate Cancer C61 36811 1.9% 
Kidney Cancer C64 12252 0.6% 
Bladder Cancer C67 17556 0.9% 
Cancer of the Brain C71 12738 0.6% 
Leukaemia's C91-95 15588 0.8% 
Other Lymphatic Cancers C81-90, 96 26748 1.3% 
Other Cancers Rest of C's, D00-48 127490 6.4% 
Mental and Nervous System 
   
Dementias F00-03 61315 3.1% 
Other Mental and Behavioural Disorders F04-99 6362 0.3% 
Parkinson's Diseases G20-22 18040 0.9% 
$O]KHLPHU¶V G30 23015 1.2% 
Other Diseases of the Nervous System G00-13, 23-26, 31-99 24893 1.3% 
Respiratory 
   
Pneumonia J12-18 112279 5.6% 
Chronic Lower Respiratory Diseases J40-47 103135 5.2% 
Lung Diseases due to External Agents J60-70 12031 0.6% 
Other Diseases of the Respiratory System J00-11, 20-39, 80-99 48838 2.5% 
Heart 
   
Hyperintensive Diseases I10-15 17266 0.9% 
Acute Myocardial Infarction I21 120378 6.1% 
Chronic Ischaemic Heart Disease I25 188496 9.5% 
Pulmonary Heart Disease and Diseases of Pulmonary 
Circulation I26-28 13852 0.7% 
Atrial Fibrillation and Flutter I48 12878 0.7% 
Heart Failure I50 33275 1.8% 
Other Heart Diseases I00-09, 20, 22-24, 30-47, 49, 51-2 40630 2.0% 
Intracerebral Haemorrhage I61 17878 0.9% 
Cerebral Infarction I63 17917 0.9% 
Stroke I64 88897 4.5% 
Other Cerebrovascular Diseases I60, 62, 65-69 59867 3.0% 
Aortic Aneurysm and Dissection I71 29921 1.5% 
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Diseases of Veins, Lymphatic Vessels and Lymph 
Nodes, Not Elsewhere Classified I80-89 15489 0.8% 
Other Circulatory Diseases I70, 72-79, 95-99 13598 0.7% 
Digestive System 
   
Ulcers K25-28 11582 0.6% 
Vascular Disorders of the Intestine K55 9455 0.5% 
Other Diseases of Intestines K56-63 19629 1.0% 
Alcoholic Liver Disease K70 18270 0.9% 
Other Liver Diseases K71-76 11166 0.6% 
Diseases of Gallbladder, Binary Tract and Pancreas K80-86 10666 0.5% 
Other Diseases of the Digestive System K00-24, 29-54, 64-67, 90-93 21311 1.1% 
Other 
   
Infant Mortality All cases where age 
= 0 12909 0.7% 
Septicaemia A40-41 8929 0.5% 
Other Infectious and Parasitic Diseases A00-39, 42-B99 18546 0.9% 
Diseases of the Blood D50-89 3926 0.2% 
Diabetes Mellitus E10-14 21649 1.1% 
Other Endocrine, Nutritional and Metabolic Diseases E00-07, 15-90 6993 0.4% 
Diseases of the Skin and Subcutaneous Tissue L00-99 7359 0.4% 
Diseases of the Musculoskeletal System and Connective 
Tissue M00-99 16936 0.9% 
Renal Failure N17-19 11903 0.6% 
Other Diseases of the Genitourinary System N00-16, 20-99 33912 1.7% 
Congenital Malformations, Deformation and 
Chromosomal Abnormalities Q00-99 3887 0.2% 
Senility R54 35176 1.8% 
Other Symptoms, Signs and Abnormal Findings R00-53, 55-99 5872 0.3% 
Falls W00-19 12801 0.6% 
Other Accidents V01-99, W20-X59 30352 1.5% 
Intentional Self-Harm X60-84 12361 0.6% 
Other External Causes X85-Y98 6632 0.3% 
Table 1: Variables selected to be included in the cluster analysis. 
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Cause of death 
Clusters 
Best 
Health and 
Most 
Desirable 
Average 
Mortality 
Profiles 
Good 
Health 
Areas 
The 
Middle 
Poor Health 
Experiences 
Poorest 
Health and 
Least 
Desirable 
Poorest 
Neuro-
degnerative 
Health 
Mixed 
Experiences 
Cancers         
Cancer of the Gullet 84 106 96 110 123 130 98 96 
Stomach Cancer 75 109 91 124 146 160 125 90 
Colon Cancer 93 98 98 107 104 114 105 100 
Rectum Cancer 87 100 95 107 122 132 114 97 
Liver Cancer 84 106 92 123 137 161 123 97 
Pancreatic Cancer 96 102 99 106 107 116 98 97 
Lung Cancer 68 113 83 127 173 190 124 83 
Breast Cancer 95 97 100 100 101 106 115 104 
Ovarian Cancer 100 97 102 96 99 93 97 102 
Prostate Cancer 96 96 100 99 100 102 111 106 
Kidney Cancer 89 99 95 107 111 130 112 104 
Bladder Cancer 84 105 96 111 112 135 115 99 
Cancer of the Brain 102 94 98 94 94 95 105 106 
Leukaemia's 99 100 97 100 107 101 99 98 
Other Lymphatic Cancers 98 100 99 102 100 111 101 98 
Other Cancers 84 105 94 112 123 132 111 96 
Mental and Nervous System 
        
Dementias 57 60 63 87 78 170 349 159 
Other Mental and Behavioural Disorders 56 96 72 138 159 217 147 88 
Parkinson's Diseases 83 71 83 87 70 130 198 145 
$O]KHLPHU¶V 66 62 71 88 79 151 284 157 
Other Diseases of the Nervous System 84 91 90 102 103 139 141 115 
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Respiratory 
        
Pneumonia 72 90 85 117 112 165 167 122 
Chronic Lower Respiratory Diseases 61 109 79 134 176 214 138 90 
Lung Diseases due to External Agents 72 97 83 111 141 195 162 100 
Other Diseases of the Respiratory System 73 91 83 107 115 160 176 120 
Heart 
        
Hyperintensive Diseases 84 107 91 115 119 141 131 108 
Acute Myocardial Infarction 82 132 82 112 169 180 136 102 
Chronic Ischaemic Heart Disease 67 85 107 148 114 169 128 96 
Pulmonary Heart Disease and Diseases of 
Pulmonary Circulation 84 104 97 121 116 134 121 97 
Atrial Fibrillation and Flutter 84 96 90 101 113 120 128 114 
Heart Failure 84 100 92 103 118 138 134 111 
Other Heart Diseases 92 95 102 106 103 113 103 103 
Intracerebral Haemorrhage 90 99 97 112 118 127 110 99 
Cerebral Infarction 76 90 89 110 113 143 148 114 
Stroke 76 92 83 99 106 149 173 128 
Other Cerebrovascular Diseases 70 71 82 100 95 154 210 134 
Aortic Aneurysm and Dissection 86 104 97 116 114 116 111 94 
Diseases of Veins, Lymphatic Vessels and 
Lymph Nodes, Not Elsewhere Classified 77 98 99 129 116 129 137 101 
Other Circulatory Diseases 74 94 83 107 122 167 146 112 
Digestive System 
        
Ulcers 79 105 90 124 132 158 124 94 
Vascular Disorders of the Intestine 73 101 92 124 140 160 133 98 
Other Diseases of Intestines 82 100 92 118 117 135 132 105 
Alcoholic Liver Disease 58 105 76 143 182 241 140 81 
Other Liver Diseases 71 114 85 131 153 188 131 87 
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Diseases of Gallbladder, Binary Tract and 
Pancreas 72 104 95 124 145 173 126 96 
Other Diseases of the Digestive System 81 102 88 112 125 143 135 102 
Other 
        
Infant Mortality 75 103 85 109 123 145 110 84 
Septicaemia 78 100 88 119 130 166 124 103 
Other Infectious and Parasitic Diseases 83 117 90 118 139 152 128 100 
Diseases of the Blood 85 110 84 108 130 143 123 111 
Diabetes Mellitus 66 105 82 117 132 177 178 117 
Other Endocrine, Nutritional and Metabolic 
Diseases 77 101 93 110 124 150 152 96 
Diseases of the Skin and Subcutaneous Tissue 79 103 88 111 117 134 154 112 
Diseases of the Musculoskeletal System and 
Connective Tissue 86 100 94 101 109 124 133 107 
Renal Failure 80 104 87 105 124 147 149 114 
Other Diseases of the Genitourinary System 76 97 85 117 109 145 169 118 
Congenital Malformations, Deformation and 
Chromosomal Abnormalities 80 105 97 105 126 142 132 105 
Senility 77 62 71 68 75 148 191 156 
Other Symptoms, Signs and Abnormal 
Findings 65 106 78 136 160 197 149 81 
Falls 76 92 91 128 133 178 122 96 
Other Accidents 83 96 93 109 118 140 116 106 
Intentional Self-Harm 86 100 94 119 117 139 101 94 
Other External Causes 69 106 85 123 127 158 124 92 
Male life expectancy 81.3 77.9 79.4 75.9 74.5 72.2 75 78.5 
Females life expectancy 85.1 82.5 83.5 80.6 79.7 77.2 78.6 81.7 
Sample size 1562 1149 1309 854 656 296 322 1046 
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Table 2: Cluster centres of the neighbourhood classification of mortality for England and Wales, 2006-2009 (reported as standardised mortality 
ratios for each cause of death, also including life expectancy and sample size).
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Cluster 
Per cent of 
households 
in poverty 
Net change 
of those aged 
65 and over 
Mean number 
of communal 
establishments 
Best Health and Most Desirable 15.18 -4.28 7.6 
Average Mortality Profiles 23.20 -6.78 6.5 
Good Health Areas 19.12 -3.02 7.9 
The Middle 27.09 -5.49 8.3 
Poor Health Experiences 30.43 -7.33 5.6 
Poorest Health and Least Desirable 31.97 1.77 11.5 
Poorest Neurodegenerative Health 24.92 17.81 11.0 
Mixed Experiences 18.32 10.44 10.6 
Total 21.56 -1.49 8.2 
Table 3: Explanatory factors of the clusters. 
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Measure Range for 
males 
Range for 
females 
No. of 
areas 
Source 
Deprivation 
Quintiles 8 5.6 5 Smith et al. 2010 
Governmental 
Office 
Regions 
2.8 2.7 10 Office for National Statistics 2011 
Mortality 
Classification 9.1 7.9 8 Table 2 
Table 4: Variation in life expectancy estimates by approaches to grouping areas together. 
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(d)  
Figure 1: Assessment of cluster solutions through measures of cluster structure: (a) average 
distance of cases to their cluster centres; (b) mean difference in cluster size from expected 
size for evenly sized clusters (i.e. sample size divided by number of clusters); (c) C-index; (d) 
Davies-Bouldin Validity Index. 
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Figure 2: The geographical distribution of the area classification in England and Wales (with 
London inset). 
