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Etape 1 : Prétraitement








Contexte Méthode Simulations Données réelles
Problématique
Données transcriptomiqes de patients atteints de cancer du
poumon :
n = 37 patients en stade avancé du cancer, ayant reçu une
chimiothérapie.
m =51 336 variables transcriptomiques, dépendantes entre
elles.
Une variable réponse : issue du traitement par chimiothérapie
(binaire ou quantitative).
Objectifs
1 Sélection et tri des variables liées à la réponse
2 Visualisation des profils de patients
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Sélection de variables en grande dimension
Quelques méthodes existantes :
Procédures de tests multiples
Régression pénalisée
Forêts aléatoires
Dépendance des variables ⇒
Tests multiples : FDR difficile à contrôler (biaisé, instable)
Régression et forêts aléatoires : résultats perturbés
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Dépendance des variables, effet sur les tests multiples :
Pour i = 1, . . . ,m, H i0 : Xi n’influence pas la réponse Y .
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Fig. 2.2 – Distribution des probabilités critiques - Histogramme moyen sur l’ensemble des 1000



















Fig. 2.3 – Distribution des probabilités critiques sous H0 : exemples de deux jeux de données -
scénario 9
Figure 1 – Histogramme des p-values sous H0 avec des Xi correlés, exemple
avec 2 jeux de données (Friguet 2010).
4 / 45
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Comment prendre en compte la dépendance
Factor Analysis for Multiple Testing (Friguet 2010)
Décrire la dépendance entre variables via un petit nombre
q  m de facteurs communs Z
Pour k = 1, . . . ,m,
Xk = fk(Y )︸ ︷︷ ︸
regression
+ Zb′k + εk︸ ︷︷ ︸
FA pour les résidus
Hypothèses :
V(Z) = Iq
V(ε) = Ψ (diagonale)
Σ := V(X|Y ) = BB′ + Ψ
V(X|Y,Z) = Ψ
Cov(εk, Zj) = 0, ∀k, ∀j
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Xk = fk(Y ) + Zb
′
k + εk
=⇒ X∗k = Xk − Zb′k = fk(Y ) + εk
V(X∗|Y ) = Ψ (diagonale)
Estimation de Z,B,Ψ et donc X∗ par algo EM.
Limites de la procédure FAMT
FAMT en échec pour décorréler m =50 000 variables
gènes correlés par blocs (blocs⇐⇒ processus/pathways biologiques)
FAMT a de meilleurs résultats si on l’applique par blocs, plutôt
que sur X tout entier (Bastien 2018)
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Prétraitement : structure de covariance des variables

















Figure 2 – Hypothèse sur la matrice de covariance des variables 7 / 45
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Prétraitement : structure de covariance des variables
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Détection des clusters
Algorithme ClustOfvar (Chavent et al, 2011)
Soit une partition PK = (C1, . . . , CK) de X, on définit
la variable synthétique sk du cluster Ck :
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Synthèse de l’étape Prétraitement :
1 Détection de clusters, via ClustOfVar
2 Décorrélation dans les clusters, via FAMT
A l’issue de cette étape, on note X∗ le jeu de données corrigé.
Example sur un jeu de données Peptides (800 variables)
Figure 2 – Heatmaps des corrélations : avant clustering ; après clustering ; après
FAMT par blocs.
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Etape suivante : sélection de variables
Agrégation de méthodes statistiques
On applique L méthodes statistiques de sélection
Chaque variable X∗j obtient un score Sj ∈ {0, . . . , L}
où Sj = nombre de sélections parmi les L méthodes.
↪→ Si Sj = L, la variable Xj influence +++ Y
↪→ Si Sj = 0, la variable Xj n’influence pas Y
On peut ensuite trier les variables selon leurs scores.
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Sélection de variables par tests multiples
Taux d’erreurs en tests multiples
Chapitre 1 : Tests multiples en grande dimension 10
La première étape des procédures ne dépend que de la nature de la variable d’intérêt Yk et sa relation
aux conditions expérimentales étudiées x. On suppose ici que l’on sait choisir une statistique de test
pertinente, en adéquation avec la problématique, ce qui garantit la meilleure puissance.
La deuxième étape quant à elle écessite une approche globale de la gestion es risques d’erreurs
[Dudoit et al., 2002]. En particulier, le choix du seuil sur les probabilités critiques pour le rejet des
hypothèses nulles va influencer le nombre d’erreurs commises (faux-positifs et faux-négatifs).
Le Tableau 1.1 [Benjamini and Hochberg, 1995] donne les notations utilisées classiquement pour
comptabiliser les erreurs d’une procédure de tests multiples.
````````````````réalité
conclusion du test non-rejet rejet
Total
de H0 de H0
H0 Ut Vt m0
H1 Tt St m1
Total m   Rt Rt m
Tab. 1.1 – Nombre d’erreurs d’une procédure de tests multiples, pour un seuil de rejet t pour les
probabilités critiques.
Le nombre m d’hypothèses testées est connu. A l’inverse, m0 et m1, respectivement le nombre de
vraies hypothèses nulles et de vraies hypothèses alternatives, sont des paramètres inconnus. Consi-
dérant un seuil t sur les probabilités critiques pour le rejet des hypothèses, Rt =
P
k2M pkt est
le nombre total d’hypothèses rejetées. C’est une variable aléatoire observable. En revanche, Ut et
St d’une part, et Tt et Vt d’autre part, correspondant respectivement aux nombres de bonnes et de
mauvaises décisions, sont des variables aléatoires non-observables.
L’objectif d’une procédure de tests multiples est de minimiser le nombre Tt de faux-négatifs (erreurs
de type-II), tout en contrôlant le nombre Vt de faux-positifs (erreurs de type-I).
Or, le risque de commettre une erreur de type-I augmente très fortement avec le nombre d’hypothèses
testées. Un petit exemple permet d’illustrer ce propos : si on considère les tests simultanés de m =
10000 hypothèses, en choisissant t = 0, 05, R0,05 = 500 hypothèses seront rejetées par le simple
fait du hasard. Cela n’est pas acceptable lorsqu’on souhaite mettre en évidence un phénomène qui
concerne quelques centaines de variables.
Ainsi, la multiplicité des tests induit la nécessité de définir tout d’abord un taux d’erreurs de type-I
global pour l’ensemble des tests réalisés, et non plus individuellement au niveau de chaque test.
Ensuite, il s’agit de définir le seuil t pour les probabilités critiques qui permet d’assurer que ce taux
d’erreurs soit inférieur à un seuil ↵ fixé.
De nombreux articles et ouvrages récents décrivent le cadre général des tests multiples en grande
dimension, notamment depuis l’avènement de biotechnologies haut-débit où l’analyse des données
amène à considérer des problématiques de tests simultanés en très grand nombre [Efron et al., 2001,
Storey, 2003, Dudoit et al., 2002, Dudoit and VanDerLaan, 2008]. Ce chapitre est consacré tout
Figure 3 – Nombres de bonnes décisions et erreurs d’une procéd re de t sts multiples
pour un seuil de rejet t pour les pvaleurs.






: False Discovery Rate
Les procédures présentées ci-après supposent que les tests sont
indépendants. 11 / 45
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Procédures de tests multiples
1 Bonferroni (1936) : seuillage des pvaleurs à t = α/m, très conservatif ! Cela assure que
FWER6 α.
2 Benjamini & Hochberg (1995) : tri des p-values p(1) 6 p(2) 6 p(3)... 6 p(m).
Seuillage des pvaleurs à t = p(i∗) tel que i
∗ = argmax
i=1,...,m
{p(i) 6 αi/m}. Cela assure que FDR6 α.
Conservatif.
3 Storey & Tibshirani (2003) : q-value(p(i)) = proportion de faux positifs parmi les
variables ayant des p-values < p(i). Seuillage des q-values à α. Cela assure que FDR6 α.
4 Aubert et al (2004) : localFDR(i) = proportion de faux positifs parmi les variables ayant des
p-values proches de p(i).
5 Friguet et al (2010) : FAMT ici, avec 0 facteur. Calculs de pvaleurs via F-tests, puis
procédure BH avec estimation de π0.
↪→ Chaque procédure fournit sa sélection de variables.
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Sélection de variables par régression Lasso
Les variables sélectionnées sont {Xi : β̂i 6= 0} où
Cas Y continue :
β̂ = argmin
β∈Rm
{‖Y −Xβ‖2 + λ‖β‖1}
Cas Y binaire (ou multinomiale) :
β̂ = argmax
β∈Rm
{`(β; (Y,X))︸ ︷︷ ︸
vraisemblance
−λ‖β‖1}
où ` est la vraisemblance du modèle logistique (ou multinomial)
↪→ Package glmnet, Hastie et al (2010)
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Sélection de variables par Forêts aléatoires
Régression non paramétrique, basée sur une agrégation d’arbres de
décision.
Calcul de l’importance 1 de chaque variable.
Deux types de sélection :
sélection de toutes les variables importantes, même
redondantes (but : interprétation).
sélection d’un petit nombre de variables importantes (but : modèle
de prédiction parcimonieux).
↪→ Package VSURF, Genuer et al (2015)
1. Importance de la variable Xj = augmentation de l’erreur prédite par la forêt si les observations de la variable
Xj sont permutées
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8 méthodes de sélection
1 Bonferroni




6 Forêts aléatoires : étape d’interprétation
7 Forêts aléatoires : étape de prédiction
8 Régression LASSO
⇒ Pour chaque variable Xj , on a son score Sj ∈ {0, . . . , 8} : nb de
sélections.
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Simulations
n = 60 observations
Y binaire (n2 sujets avec Y = 1 et
n
2 sujets avec Y = 0)
X = (X(k))k=1,...,4 = 4 clusters indépendants de 400 variables
Variables corrélées dans chaque cluster, via des facteurs
latents Z :
1 Scénario 1 : X = f(Y ) + ZB′ + ε
2 Scénario 2 :
X = δ + ZB′ + ε, où δ ∼ loi qui dépend de Y
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Scénario 1 : Xj = δj1Y=0 + Zb
′
j + εj
Dans le 1er cluster :
400 variables = 40 variables influentes + 360 variables de bruit
δj = 1.5 pour j = 1, . . . , 10
δj = 1 pour j = 11, . . . , 20
δj = 0.75 pour j = 21, . . . , 30
δj = 0.5 pour j = 31, . . . , 40
δj = 0 pour j = 41, . . . , 400.
Même schéma dans les 3 autres clusters.
=⇒ Total : 160 variables influentes.
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Scénario 2 : Xj = δj + Zb
′
j + εj
Dans le 1er cluster :
400 variables = 60 variables influentes + 340 variables de bruit
δj ∼ 0.7N (3y, 1) + 0.3N (0, 1), pour
j = 1, . . . , 10
δj ∼ 0.7N (2y, 1) + 0.3N (0, 1), pour j = 11, . . . , 20
δj ∼ 0.7N (y, 1) + 0.3N (0, 1), pour j = 21, . . . , 30
δj ∼ 0.3N (3y, 1) + 0.7N (0, 1), pour j = 31, . . . , 40
δj ∼ 0.3N (2y, 1) + 0.7N (0, 1), pour j = 41, . . . , 50
δj ∼ 0.3N (y, 1) + 0.7N (0, 1), pour j = 51, . . . , 60
δj = 0 pour
j = 61, . . . , 400.
Même schéma dans les 3 autres clusters.
=⇒ Total : 240 variables influentes.
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Objectif
Déterminer les variables différentiellement exprimées dans les 2
groupes Y = 0 et Y = 1.
↪→ via m = 1600 tests de Wilcoxon
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Intérêt du prétraitement
On compare 3 procédures de prétraitement
1 rien n’est fait sur X
2 décorrélation de X via FAMT :
X
FAMT−→ X∗
3 détection des 4 clusters via ClustOfVar, puis décorrélation dans
chaque cluster via FAMT :
X
FAMT−→ X∗∗
↪→ Tests de Wilcoxon sur les 3 datasets issus de ces 3 procédures
↪→ Sélection des variables Xj dont les p-valeurs sont < 5%.
↪→ 100 runs de (X, Y ) pour chaque scénario. 20 / 45
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Figure 4 – Scénario 1. Boxplots calculés sur N = 100 runs de (X, Y ). Lignes rouges :
nombres attendus de TP (160) et FP (5%× (1600− 160))
↪→ Amélioration du taux de FP, par rapport à FAMT. 21 / 45
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Figure 5 – Scénario 2. Boxplots calculés sur N = 100 runs de (X, Y ). Lignes rouges :
nombres attendus de TP (240) et FP (5%× (1600− 240))
↪→ Amélioration du taux de FP, par rapport à FAMT.
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Scores obtenus après prétraitement
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Figure 6 – Scénario 1 : moyennes et boxplots des scores calculés sur N = 100 runs
de (X, Y ). 23 / 45
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Figure 7 – Scénario 2 : moyennes et boxplots des scores calculés sur N = 100 runs
de (X, Y ).
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Commentaires
Tri des variables, selon l’intensité du lien avec Y .
Scénario 1 : variables influentes clairement séparées du bruit.


















Scénario 2 : variables de faible influence : plus délicates à


















95% des variables de bruit ont obtenu un score 0 (dans chaque cas).
L’utilisateur choisit le seuil s ∈ {1, . . . , 8} de sélection des
variables.
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Comparaison avec d’autres méthodes de sélection
armada : sélection de Xj si Sj > 1.
Wilcoxon : sélection de Xj si pvaleur(j) < α.
FAMT : sélection de Xj si pvaleur ajustée (j) < α.
armada Wilcoxon FAMT
”1.5” 0.99 (0.04) 0.99 (0.07) 0.99 (0.02)
”1” 0.97 (0.15) 0.85 (0.35) 0.95 (0.20)
”0.75” 0.91 (0.27) 0.62 (0.48) 0.82 (0.38)
”0.5” 0.79 (0.40) 0.33 (0.47) 0.52 (0.49)
- 0.05 (0.23) 0.05 (0.22) 0.10 (0.30)
Table 1 – Taux moyens de sélection (avec écart-types), scénario 1, sur N = 100 runs de
(X, Y ).
↪→ respect du taux de FP (5%) et meilleur taux de TP.
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armada Wilcoxon FAMT
(0.7-3) 0.99 (0.08) 0.99 (0.07) 0.99 (0.04)
(0.7-2) 0.92 (0.27) 0.92 (0.26) 0.96 (0.17)
(0.7-1) 0.44 (0.49) 0.43 (0.49) 0.58 (0.49)
(0.3-3) 0.54 (0.49) 0.41 (0.49) 0.61 (0.48)
(0.3-2) 0.32 (0.46) 0.28 (0.45) 0.41 (0.49)
(0.3-1) 0.12 (0.32) 0.12 (0.33) 0.19 (0.39)
- 0.05 (0.23) 0.05 (0.22) 0.09 (0.29)
Table 2 – Taux moyens de sélection (avec écart-types), scénario 2, sur N = 100 runs de
(X, Y ).
↪→ respect du taux de FP (5%) et compétitif avec FAMT pour les
TP.
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Comparaison de méthodes : courbes ROC
































Figure 8 – Courbes ROC, simulation 1 (dessus), simulation 2 (dessous). Moyennes
sur 100 courbes ROC obtenues sur 100 runs de (X, Y ).
↪→ Courbe ROC armada au dessus des autres.
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Simulation en régression
Scénario
X de la même taille que précédemment
Corrélation croissante dans les 4 clusters (nulle dans le 1er
cluster, forte dans le dernier cluster)


































avec ε ∼ N (0, 1), indépendant.
Corrélation dans les clusters =⇒ Y indirectement lié à
d’autres variables 29 / 45
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Intérêt du prétraitement
On compare 3 procédures
1 rien n’est fait sur X
2 décorrélation de X via FAMT
3 détection des 4 clusters, via ClustOfVar, puis décorrélation
dans chaque cluster via FAMT
Puis tests de Pearson sur les 3 datasets issus de ces 3 procédures
↪→ Sélection des variables dont les p-valeurs sont < 5%.
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Figure 9 – Boxplots calculés sur N = 100 runs de (X, Y ). Lignes rouges : nombres
attendus de TP (15) et FP (5%× (1600− 15))
↪→ Les taux de FP sont les plus petits et les moins variables avec
notre méthode.
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Sélection des variables


































50 40 30 20 10 −
Figure 10 – Moyennes et boxplots des scores calculés sur N = 100 runs de (X, Y ).
↪→ En régression, la corrélation dans les clusters ”floute” les scores.
32 / 45
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Comparaison avec d’autres méthodes de sélection
Sélection de variables par 3 méthodes :
armada : sélection de Xj si Sj > 1.
Pearson : sélection de Xj si pvaleur(j) < α.
FAMT : sélection de Xj si pvaleur ajustée (j) < α.
ARMADA Pearson FAMT
50 0.83 (0.37) 0.82 (0.38) 0.87 (0.33)
40 0.71 (0.45) 0.64 (0.48) 0.75 (0.43)
30 0.45 (0.50) 0.46 (0.50) 0.55 (0.50)
20 0.22 (0.41) 0.25 (0.43) 0.31 (0.46)
10 0.11 (0.32) 0.15 (0.36) 0.17 (0.38)
- 0.07 (0.26) 0.08 (0.27) 0.11 (0.31)
Table 3 – Taux moyens de sélection (avec écart-types), sur N = 100 runs de (X, Y ).
↪→ Compétitif avec FAMT pour la détection des TP. Taux de FP proche
de 5%. 33 / 45
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Comparaison de méthodes : courbes ROC
















Figure 11 – Courbes ROC en régression. Moyennes sur 100 courbes ROC obtenues
sur 100 runs de (X, Y ).
↪→ Courbe ROC armada au dessus des autres.
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Data
Données transcriptomiques, patients traités par chimio
n = 13 décédés à 12 mois + 24 vivants à 12 mois = 37
patients
m = 51 336 variables











Filtre des variables avec Wilcoxon-pvalue > 5%
=⇒ m = 6810 variables
1 Etude en classification : Y = 1/0 (pour ”décédé”/”vivant” à 12 mois après la
chimio)
2 Etude en régression : Y = temps de survie après la chimio (pas
de censure) 35 / 45
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Résultats
Classification Y = 0/1
Score 0 1 2 3 4 5 6 7 8
Nb variables 2827 553 460 596 1170 888 306 10 0
Table 4 – Distribution des scores des variables.
Régression Y = durée de survie
Score 0 1 2 3 4 5 6 7 8
Nb variables 3988 89 456 509 984 692 86 5 1
Table 5 – Distribution des scores des variables.
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Classification score
Regression 0 1 2 3 4 5 6 7
score
0 2227 328 273 337 531 257 34 1
1 41 7 3 9 17 10 2 0
2 131 35 39 52 119 71 9 0
3 119 48 44 50 117 114 17 0
4 174 65 56 86 256 241 102 4
5 119 64 40 57 116 176 116 4
6 15 4 4 5 12 19 26 1
7 1 2 1 0 1 0 0 0
8 0 0 0 0 1 0 0 0
Table 6 – Répartition des scores des variables. 342 variables ont des scores > 5 en
classification et en régression.
37 / 45




Figure 12 – Heatmap des 342 variables ayant des scores > 5 en classification et en
régression. 1 colonne = 1 patient (marqué par son temps de survie), 1 ligne = 1
variable.
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Robustesse des résultats























Figure 13 – Distribution des moyennes des C-scores obtenues sur B = 100
échantillons bootstrap, versus les scores originaux, pour toutes les m = 6810 variables.
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Robustesse des résultats























Figure 14 – Distribution des moyennes des R-scores obtenues sur B = 100
échantillons bootstrap, versus les scores originaux, pour toutes les m = 6810 variables.
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Conclusion
Sélection de variables (ici gènes) liées à une variable d’intérêt (ici
issue d’un traitement)
Variable d’intérêt binaire, multinomiale, ou continue
Visualisation, sur tous les patients, des gènes sélectionnés
Classification de profils génétiques de patients
=⇒ développement de la médecine personnalisée....
A été utilisé par des biologistes pour comprendre la fonction
biologique des gènes liés à ER36 (article en cours)
Package armada disponible sur le CRAN.
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