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Abstract
Recommender systems based on collaborative filtering have received a great deal of
interest over the last decade. Typically, these types of systems either take a user-centered
or an item-centered approach when making recommendations, but by employing only
one of these two perspectives we may unintentionally leave out important information
that could otherwise have improved the recommendations. In this paper, we propose
a collaborative filtering model that contains an explicit representation of all items and
users. Experimental results show that the proposed system obtains significantly better
results than other collaborative filtering systems (evaluated on the MovieLens data set).
Furthermore, the explicit representation of all users and items allows the model to e.g.
make group-based recommendations balancing the preferences of the individual users.
Keywords: Recommender systems; Collaborative filtering; Graphical models; Latent
variables
1 Introduction
Recommender systems are designed to help users cope with vast amounts of information.
They do so by presenting only a certain subset of items that is believed to be relevant for the
user. These types of systems are usually grouped into two categories: Content-based systems
make recommendations based on a user preference model that combines the user’s ratings
with e.g. content information and textual descriptions of the items. Collaborative filtering
uses the ratings of like-minded users to make recommendations for the user in question.
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Over the last decade recommender systems based on collaborative filtering have enjoyed a
great deal of interest. Collaborative filtering systems are often characterized as either being
model-based or memory-based (Breese et al, 1998), although hybrid systems have also been
developed (Pennock et al, 2000). Roughly speaking, memory-based algorithms use the whole
database of user ratings and rely on a distance function to measure user similarity. On the
other hand, model-based algorithms learn a model for user preferences, which is subsequently
used to predict a user’s rating for a particular item that he or she has not seen before.
The simplest type of model-based algorithms uses a multinomial mixture model (correspond-
ing to a naive Bayesian network (Duda and Hart, 1973)) for either grouping users into user-
groups or items into item-categories. More elaborate model structures have also been devel-
oped (see e.g. Heckerman et al (2000)), but common for most of these approaches is that they
rely on a single item-model and/or user-model for predicting preferences. As a consequence,
the models may fail to exploit information involving other users and items. For example, a
simple multinomial mixture model for user clustering does not directly exploit information
about other users when clustering the active user.
In this paper we propose a probabilistic graphical model (represented by a linear Gaussian
Bayesian network) for collaborative filtering. The model explicitly includes all users and items
simultaneously in the model, and can therefore also be seen as a relational model combining
both an item perspective and a user perspective. The generative properties of the model
support a natural model interpretation, and empirical results demonstrate that the proposed
model outperforms other memory-based and model-based approaches. Finally, by having all
users represented in the same model, the proposed system supports joint recommendations
for several users.
The remainder of the paper is structured as follows. In Section 2 we introduce Bayesian
networks; the statistical modeling framework that will be used throughout the paper. Related
research is explored in Section 3, before our model is presented in Section 4. An algorithm
for learning the proposed model from data is described in Section 5, and we investigate
its predictive ability in Section 6. In Section 7 we conclude and give directions for future
research.
2 Bayesian Networks
A Bayesian network (Pearl, 1988; Jensen and Nielsen, 2007) is a probabilistic graphical model
that provides a compact representation of a joint probability distribution and supports effi-
cient probability updating.
A Bayesian network (BN) over a set of variables {X1, . . . ,Xn} consists of both a qualitative
part and a quantitative part. The qualitative part is represented by an acyclic directed
graph (traditionally abbreviated DAG) G = (V , E), where the nodes V represent the random
variables {X1, . . . ,Xn} and the links E specify direct dependencies between the variables. An
example of the qualitative part of a BN is shown in Figure 1. Since there is a one-to-one
correspondence between the nodes in the network and the corresponding random variables,
we shall use the terms node and variable interchangeably. Considering E , we call the nodes
with outgoing edges pointing into a specific node X the parents of X (denoted πX), and
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we say that a variable Xj is a descendant of Xi if and only if there exists a directed path
from Xi to Xj in the graph. The edges in the graph encode (in)dependencies between the
variables, and, in particular, the assertion that a variable is conditionally independent of its
non-descendants given its parents.
The quantitative part of a BN consists of conditional probability distributions or density func-
tions s.t. each node is assigned one (and only one) probability distribution/density function
conditioned on its parents. In the remainder of this paper we shall assume that all variables
are continuous, and that each variable Xi with parents πi is assigned a conditional linear
Gaussian distribution:
f(xi|πi) = N (w
T
i πi, σi),
i.e., the mean value is given as a weighted linear combination of the values of the parent
variables and the variance is fixed. The underlying conditional independence assumptions
encoded in the BN allow us to calculate the joint probability function as
f(x1, . . . , xn) =
n
∏
i=1
f(xi|πi),
and with linear Gaussian distributions assigned to all the variables it follows that the joint
distribution is a multivariate Gaussian distribution. The precision matrix (the inverse of
the covariance matrix) for this multivariate distribution directly reflects the independencies
encoded in the BN; the entry for a pair of variables is zero if and only if the two variables are
conditionally independent given the other variables in the network.
3 Model-based Collaborative Filtering
Probabilistic graphical models for collaborative filtering include general unconstrained models
such as standard Bayesian networks (Breese et al, 1998) and dependency networks (Heckerman
et al, 2000). These types of models have, however, received only modest attention in the
collaborative filtering community, mainly due to the complexity issues involved in learning
these models from data. Instead research has focused on models, which explicitly incorporate
certain independence and generative assumptions about the domain being modeled.
The most simple probabilistic model for collaborative filtering is the multinomial mixture
model (Breese et al, 1998), where like-minded users are clustered together in the same user
classes, and given a user class a user’s ratings are assumed independent (i.e., the model
basically corresponds to a naive Bayes model (Duda and Hart, 1973)). The independence
assumptions underlying the multinomial mixture model do usually not hold, and have been
studied extensively, in particular w.r.t. models targeted towards classification (Domingos and
Pazzani, 1997; Langseth and Nielsen, 2005). However, for collaborative filtering the model
has mainly been analyzed w.r.t. its generative properties: The multinomial mixture model
assumes that all users have the same prior distribution over the user classes, and given that
a user is assigned to a certain class that class is used to predict ratings for all items.
The aspect model (Jan and Puzicha, 1999; Hofmann, 2001, 2004) addresses some of the
inherent limitations of the mixture model by allowing users to have different prior distributions
over the user classes. This idea is further pursued by Marlin (2003) who introduces the user
3
rating profile (URP) model that expands on the generative semantics of the aspect model, and
allows different latent classes to be associated with different item ratings. The URP model
shares the same computational difficulties as the latent Dirichlet allocation model (Blei et al,
2003), and relies on approximate methods like variational methods or Gibbs sampling for
inference and parameter learning. This model has been further explored by Savia et al (2005)
who extend the latent model structure to cover both users and items. For a comparison and
discussion on alternative models, including the aspect model and the flexible mixture model
(Si and Jin, 2003), see Jin et al (2006).
There has also been investigations into so-called hybrid recommendation systems. For ex-
ample, recommendation systems based on a unification of collaborative and content-based
approaches have been considered (Popescul et al, 2001). Pennock et al (2000) propose a per-
sonality diagnosis method, which can be seen as combining memory-based and model-based
approaches; a naive Bayes model is used to calculate the probability that the active user is of
the same personality type as other users. Also, Wang et al (2006) proposed a method for uni-
fying the user-based and item-based collaborative filtering approaches within a memory-based
context.
Finally, collaborative filtering has also received attention within the relational learning com-
munity. Notably, and which structure-wise is somewhat related to the model we propose in
this paper, is the infinite hidden relational model (Xu et al, 2006). In this model, there is
a latent variable associated with each entity in the domain, and this latent variable appears
as parent of all attributes of that entity as well as of the attributes of the relations in which
the entity participates. As will become apparent later, the model proposed in this paper
share some similarities with this relational structure. It should be noted, though, that the
infinite relational model is not specifically targeted towards collaborative filtering, but rather
relational domains in general.
4 A Mixed Generative Model
In this section we will describe our collaborative filtering model, but first we need to introduce
some notation. We will denote the matrix of ratings by R, which is of size #U ×#M ; #U
is the number of users and #M is the number of movies that are rated. R is sparsely filled,
meaning that it (to a large degree) contains missing values. The observed ratings are either
realizations of ordinal variables (discrete variables with ordered states, e.g., “Bad”, “Medium”,
“Good”) or real numbers. In the following we will consider only continuous ratings (ratings
given as ordinal variables are hence assumed to have been translated into a numeric scale).
We will use p as the index of an arbitrary person using the system, i is the index of an item
that can be rated, and R (p, i) is therefore the rating that person p gives item i. We will use
the indicator function δ(p, i) to show whether or not person p has rated item i: δ(p, i) = 1 if
the rating exists, otherwise δ(p, i) = 0. Furthermore, I(p) is the set of items that person p
has rated, i.e., I(p) = ∪i:δ(p,i)6=0{i}, and similarly we let P(i) = ∪p:δ(p,i)6=0{p} be the persons
who have rated item i. As usual, lowercase letters are used to signify that a random variable
is observed, so r (p, i) is the rating that p has given item i (that is, δ(p, i) = 1 in this case).
We abuse notation slightly and let r(p,I(p)) and r(P(i), i) denote all the ratings given by
person p and to item i, respectively. Finally, we let r denote all observed ratings (the part of
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R that is not missing).
When working in model-based CF, we search for a representation of r based on model pa-
rameters θr, i.e., we assume the existence of a function g (·) s.t. r (p, i) = g (θr, p, i) for
all the observed ratings. By the inductive learning principle we will predict the rating a
person p′ gives to item i′, R (p′, i′), as g (θr, p
′, i′). This process is called single-rating pre-
dictions. Often, g (·) will be based on a statistical model of the conditional distribution of
R (p, i) |{r,θr}, and the prediction is then either the expected value or the median value of
that conditional distribution.1 A more complicated problem is multi-rating predictions: One
may, for instance, want to find items that a group of users (persons p1 and p2, say) will enjoy
together. A näıve solution to the current example is to consider the multi-rating problem as
a collection of single-rating problems, and then use g (θr, p1, i) + g (θr, p2, i) to score item i.
In practice, one would, however, often need to rank items in a more sophisticated way, i.e., by
using a non-linear function of R (p1, i) and R (p2, i) (e.g., min (R (p1, i) ,R (p2, i))). Doing so
imposes further requirements on the model g(·) as the evaluation must take the correlation
between the different predictions into consideration. Only few CF systems give full support
to multi-rating predictions.
4.1 A Data Compression Model
The main idea we will pursue when building our CF system is data compression, i.e., to find
a representation θr that is more compact than representing the original #U ×#M -matrix
R. The first approach we will describe is to assume the existence of two matrices V and W
of size q ×#U and q ×#M , respectively for some fixed q (i.e. θr = {V ,W }), and choose
θr s.t. V
TW is the best rank-q approximation of R. Here q ≤ min(#U,#M) defines the
granularity of the approximation. If we choose q = min(#U,#M) we will be able to recover
the matrix R, but typically q ≪ min(#U,#M) is chosen in applications. For ease of later
notation, we will consider V as consisting of #U column-vectors v1, . . . ,v#U (each of length
q), and similarly W as consisting of #M column-vectors w1, . . . ,w#M , again each vector is
of length q. With this notation we have g (θr, p, i) = v
T
pwi. Note that we have one vector wi
per item i and one vector vp per person p. The entries of wi can be interpreted as describing
item i in some abstract way (as a point in Rq), and we can choose to look at each dimension
of wi as describing a unique feature of item i. The same features are used to describe all
items (as the representation – a vector in Rq – is fixed for all items), but the presence of each
feature can differ between the items (as numerical values of the vectors wi may differ). In the
movie-domain, one may for instance find that the first dimension of wi is used to describe the
amount of explicit violence in a movie, the second measuring the scale of the production, the
third describing the age of the typical viewer (i.e., kids, teenager, youth, or adult audience),
and so on. Similarly, each user is represented by a vector in q-dimensional space describing his
or her liking for each of the features used to describe the items (so, in the example above, the
first entry may say something about tolerance for explicit violence, the second say something
about preference for smaller vs. larger productions, and so on).
To learn this representation, we need to find the V and W that minimizes the observed error
over the ratings. It is common to consider the squared error, i.e., the Frobenius norm denoted
1See Marlin (2004) for a discussion of the relative merits of these estimators.
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by ‖ · ‖F . Thus, the learning task can be stated as the following minimization problem:
{V ,W } = arg min
n
˜V , ˜W
o
‖R − Ṽ
T
W̃ ‖F . (1)
We know how to solve Equation (1) when R contains no missing values; in this case V and
W find their interpretation via the singular value decomposition (SVD) representation of R.
However, the rating matrix is sparsely filled, so we need to find an analogue to SVD, which
is well-defined also when R contains missing values (Salakhutdinov et al, 2007). This is an
idea eagerly explored in the CF community (Truyen et al, 2009), where one of the leading
approaches is to numerically minimize the objective function
‖r − V TW ‖F =
#U
∑
p=1
#M
∑
i=1
δ(p, i) (r (p, i)− g (θr, p, i))
2
=
#U
∑
p=1
∑
i∈I(p)
(
r (p, i)− vTpwi
)2
. (2)
This can, e.g., be done using gradient descent learning, which leads to the updating rules
vp ← vp + η
∑
i∈I(p)
(
r (p, i)− vTpwi
)
wi, wi ← wi + η
∑
p∈P(i)
(
r (p, i)− vTpwi
)
vp,
where η is the learning rate.
One apparent problem with Equation (2) is that the model is not regularized, meaning that
the parameters V and W can grow without bounds (with over-fitting as the probable result).
This is particularly problematic when a user p has rated only a few items (leading to an
unstable estimate for vp) or an item i has been rated by only a few users (in this case leading
to an unstable estimate of wi). The typical way of handling this is by adding a term that
penalizes large parameters, e.g., by looking at the objective function
#U
∑
p=1
∑
i∈I(p)
(
r (p, i)− vTpwi
)2
+ λ
#U
∑
p=1
∑
i∈I(p)
(
vTpvp + w
T
i wi
)
, (3)
where λ is a parameter that balances parameter regularization and model fit (typically chosen
as λ ∼ 5 · 10−3).
4.2 A Simple Generative Model
Another shortcoming with the present model is that it is not probabilistic, hence we cannot
calculate the uncertainty associated with the different predictions (this is a feature we will
find useful when performing multi-rating predictions). To avoid this problem, one solution is
to embed the optimization problem in a statistical model. Since we are aiming at reducing
the Frobenius norm, we can equivalently regard the ratings as coming from a Gaussian model
with known variance σ2,
R (p, i) |{vp,wi, σ
2} ∼ N
(
vTpwi, σ
2
)
, (4)
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U
R (p, 1) R (p, 2) R (p,#M)
w1 w2 w#M
Figure 1: The user-based perspective on a collaborative filtering model.
and chose vp and wi to maximize the likelihood of the observed entries r.
Next, we convert the probabilistic model of Equation (4) into a latent variable model by
considering {vp}
#U
p=1 as being i.i.d. realizations of a random variable U rather than parameters
in the model. With this perspective Equation (4) corresponds to assuming that R (p, i) |{U =
up} ∼ N
(
uTpwi, σ
2
)
. For mathematical convenience we will assume that U ∼ N (µU , I) a
priori, where µU is the q-dimensional vector of expected values for U and I is the q × q
identity matrix. The parameters wi are shared among users, so this model is related to the
traditional factor analysis model, see, e.g., Kendall (1980). The model is illustrated as a
Bayesian network in Figure 1.
The latent variable model gives us modeling control over U , as it is assumed to follow a
Gaussian distribution with rather small variation a priori. By utilizing that
f(r (p, ·)) =
∫
u
f (r (p, ·) |U = u) · f(u) du
it follows that the model is valid under the assumption that rating vectors are i.i.d. realizations
from the distribution
[R (p, 1) R (p, 2) . . .R (p,#M)]T ∼ N
(
W TµU ,W
TW + σ2I
)
; (5)
recall that W = [w1, . . . ,w#M ] is the matrix containing all “movie-representations” wi.
Maximum likelihood parameters for the model can easily be learned using the EM algorithm
(Dempster et al, 1977; Kendall, 1980).
This model is focused on a single user p, and uses the ratings of a single user to predict the
ratings of the items currently not rated by the user.
Alternatively, we can focus on the items instead, giving us the item-based perspective, where a
model is developed for all the ratings given to a particular item. Again, we take Equation (4)
as our starting-point, but this time we assume that {wi}
#M
i=1 are i.i.d. realization of a random
variable that we will denote M . By assuming that M ∼ N (µM , I) apriori, we get the model
R (·, i) ∼ N
(
V TµM ,V
TV + σ2I
)
,
which can be used for making joint predictions of how several users will rate an item i.
A potential problem with the above models is that during inference the model will either focus
on the ratings of the active user (user-based model) or the active item (item-based model).
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Although these models can, in principle, be used for multi-rating predictions (e.g., the item-
based model can be used to find an item several users like), the quality of the predictions are
usually poor. To alleviate this, we propose a combined model where the user-view and the
item-view are merged.
4.3 The Proposed Generative Model
4.3.1 Taking a dual perspective
As indicated above, most recommender systems are based on a clustering of either users or
items. Unfortunately, by only considering one of these two perspectives one may potentially
leave out important information, which could otherwise have improved the performance of
the system, in particular when data is scarce. This observation is exploited in the following.
As for the previous models, we will use latent variables to describe users and items abstractly
as real vectors. We will, however, extend the model by considering all users and all items
simultaneously. Let M i be the latent variables representing item i, and assume a priori that
M i ∼ N (0, I), for 1 ≤ i ≤ #M . Similarly, for users we assume the existence of the latent
variables Up representing user p, and choose U p ∼ N (0, I), for 1 ≤ p ≤ #U . The final model
is now build by assuming that there exists a linear mapping from the space describing users
and items to the numerical rating scale:
R (p, i) |{M i = mi,Up = up} = v
T
pmi + w
T
i up + φp + ψi + ǫ. (6)
In Equation (6) we have introduced the constants φp and ψi, which can be interpreted as
representing the average rating of user p and the average rating of item i (after compensating
for the user average), respectively. Furthermore, ǫ represents “sensor noise”, i.e., the variation
in the ratings the model cannot explain, and we will assume that ǫ ∼ N (0, θ). Note that we
have the same number of latent variables for all users (i.e., |U o| = |Up|) and for all movies
(i.e., |M r| = |M i|). By examining the model more closely, the marginal distribution for
R (p, i) can be written as
R (p, i) ∼ N
(
φp + ψi,v
T
pvp + w
T
i wi + θ
)
.
The main motivation for using the model is how correlations between arbitrary ratings are
efficiently taken into account when making recommendations. Consider Figure 2, which shows
a full BN model for a domain with two users and three items (#U = 2 and #M = 3 in this
example). For the sake of the argument, let us assume that both users have rated Item 1,
and that User 1 has rated Item 2 also. Consider now how this last rating, r (1, 2), influences
the predictions the system will make:
User-based perspective: Entering the evidence r (1, 2) will tell the model something about
User 1 (represented by U 1). This new information is incorporated in the updated
posterior distribution over U1, which will influence the prediction for all ratings User 1
have not yet made (in this case only R (1, 3) is affected).
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U1
U2
M1 M2 M3
R (1, 1)
R (2, 1)
R (1, 2)
R (2, 2)
R (1, 3)
R (2, 3)
v1v1v1
v2v2v2
w1
w1
w2
w2
w3
w3
Figure 2: The full statistical model for collaborative filtering; this model has #M = 3 and
#U = 2.
Item-based perspective: The evidence r (1, 2) also tells the model something about the
active item, resulting in an updated posterior for M 2. This influences the distribution
over all remaining ratings for Item 2 (R (2, 2) in this case).
Global perspective: The model also offers a global view towards the recommendation task.
To see this, let us follow a slightly more intricate chain of reasoning: When evidence
about r (1, 2) is entered, one immediate effect is that the posterior distribution over U 1
is updated to take the new information into account. Changing U1 gives the model a
new perspective towards all ratings User 1 has given, and in particular the observation
r (1, 1) can be re-considered: If U1 is changed we get a new understanding of how
that particular rating came to be, and this may shed new light on Item 1. Thus, the
system-internal encoding of Item 1, represented by the distribution over M1, should be
altered. Next, the new posterior over M 1 makes the model reconsider its representation
of all users who have already rated Item 1, and thus the internal representation of U 2
must also be updated. This will again change the model’s belief in all ratings that User
2 will give, in particular the expectation regarding Item 3, i.e., the rating R (2, 3) is
also affected. Thus, R (2, 3) 6⊥⊥R (1, 2) |{R (1, 1) ,R (2, 1)}, which clearly exemplifies the
global view of the present model.
To summarize, contrary to standard (non-relational) models, we treat the entire database as
a single case. This also implies that we no longer have to explicitly assume that the different
ratings are independent and identical distributed (the underlying distribution still has to
respect the independence assumptions in the model, though).
4.3.2 Generating multi-ratings
The proposed model generates a statistical distribution over all ratings simultaneously, and
we can utilize this to generate multi-ratings (i.e., combined ratings over several items and/or
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users). To exemplify, let us consider the problem of finding an item that persons p1 and
p2 will enjoy together, that is, we will use the joint distribution over [R (p1, i) R (p2, i)]
T
to evaluate item i. After establishing this joint distribution (see below), we define a utility
function V (r (p1, i) , r (p2, i)) encoding how different combinations of ratings are evaluated.
We then choose the item that maximizes the expected utility wrt. the joint distribution over
the ratings.
Different strategies for selecting an “appropriate” item for users p1 and p2 can be envisioned,
each leading to a different formulation of the utility function:
Independence: Choose the value function V (r (p1, i) , r (p2, i)) = r (p1, i) + r (p2, i) to pro-
duce a preference for the item that is enjoyed the best on average.
Maximin: Choose the value function V (r (p1, i) , r (p2, i)) = min (r (p1, i) , r (p2, i)) to intro-
duce preference for items that both users will find acceptable. A recommendation based
on the maximin principle will typically be more “safe” than one based on independence,
as high predictive variance will be regarded as a disadvantage.
General formulations: Finally, value-functions can be hand-crafted to produce particular
results, for example preferring items that both users dislike over an item that splits
opinions.
We end this discussion by detailing how the required joint distribution function can be found.
Firstly, we use the conditional independence statements embedded in the model representation
to realize that
{R (p1, i) ,R (p2, i)}⊥⊥r| {M i,Up1,U p2} .
Thus, to calculate the posterior distribution over [R (p1, i) R (p2, i)]
T given r, we should first
calculate the effect r has on the latent variables, then project this information into updated
beliefs about the queried ratings. From the basic properties of the multivariate Gaussian
distribution (see any standard textbook on statistics or machine learning, e.g., Bishop (2006)),
we obtain that the joint distribution over the latent variables conditioned on the observed
ratings is given by
[M U ]T
∣
∣ r ∼ N (ν,Σ) .
Here, the covariance matrix is given by (see also Appendix A)
Σ = (I + LTθ−1L)−1
where L is the regression matrix for the ratings given M and U (i.e., consisting of the vps
and wis), and
ν = Σ(LTθ−1(r − (φ + ψ))).
Next, we define the matrix A = [a1 a2], where the column-vector aj is such that it contains
zero-elements except for two parts containing wi and vpj , and designed s.t. a
T
j
[
m
u
]
=
vTpjmi + w
T
i upj . Thus,
[
R (p1, i)
R (p2, i)
]
∣
∣
∣
∣
[
M
U
]
∼ N
(
AT
[
m
u
]
+
[
φp1 + ψi
φp2 + ψi
]
, θI
)
,
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and it follows that the joint distribution over the queried ratings are
[
R (p1, i)
R (p2, i)
]
∼ N
(
ATν +
[
φp1 + ψi
φp2 + ψi
]
,ATΣA + θI
)
. (7)
4.4 Model Interpretation
To get additional insight into the model, it may be informative to analyze a model learned
for a particular dataset. To this end, we learned a model (detailed in Section 5) for the
MovieLens dataset (Herlocker et al, 1999) with three latent variables for each movie and
one latent variable for each user, i.e., (|M | = 3 and |U | = 1).
If we start off by considering the latent variables for the movies, then these variables can be
interpreted as abstract representations of the movies. That is, for movie i we have a Gaussian
distribution over Rq (assuming |M i| = q), and m̂i = E(M i|r) can therefore be considered
a point estimate representation of movie i. With this interpretation we hypothesize that if
the point estimates of two movies are close in latent space, then they have the same abstract
representation, and they should therefore be similar (i.e., have similar rating patterns). To test
this hypothesis we determined the movies that are close to Star Wars (1977) and Three Colors:
Blue (1993).2 As distance measure for two movies m̂i and m̂j we used the Mahalanobis
distance to account for the correlation between the latent variables:
distM (m̂i, m̂j) = (m̂i − m̂j)
TQ̂(m̂i − m̂j),
where Q̂ is the empirical precision matrix for the latent variables calculated from the point
estimates of the movies in the dataset.
Star Wars is a sci.-fi./action movie with sequels The Empire Strikes Back and Return of
the Jedi, so we would hope to see these movies, as well as other sci.-fi. movies, to be named
“close” to Star Wars. On the other hand, Three Colors: Blue is a drama, and is the first
in a trilogy of movies that also includes Three Colors: Red and Three Colors: White. The
results are shown in Table 1.3 Out of the 10 movies closest to Star Wars, 7 are movies that
we (the authors) believe are well classified as “similar to Star Wars”. The Princess Bride and
Raiders of the Lost Ark are somewhat related in the sense that they are adventure movies,
but Private Parts does not seem to fit in that well; we see a similar pattern for the movies
closets to Three Colors: Blue. Considering that there are 1683 movies in the database we
find this quite satisfactory.
With the specified distance measure we are also able to find the movies furthest away from
Star Wars and Three Colors: Blue. The results are shown in Table 2, where we find that
the movies furthest away from Star Wars are primarily dramas and the movies furthest away
Three Colors: Blue from mainly action and sci.-fi. movies.
One may also attempt to investigate whether the latent variables have a semantic interpre-
tation. For this analysis we selected the movies with smallest and highest values along each
2In the analyzes below, we only considered movies with at least 50 ratings.
3Although not part of the table, we would like to note that Three Colors: Red comes in at rank 11 relative
to Three Colors: Blue.
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1. The Empire Strikes Back
2. The Princess Bride
3. Star trek II
4. Return of the Jedi
5. Raiders of the Lost Ark
6. Star Trek IV
7. Private Parts
8. Star Trek VI
9. Mystery Science Theater 3000
10. Men in Black
1. Welcome to the Dollhouse
2. Heavenly Creatures
3. Three Colors: White
4. Wings of Desire
5. Everyone Says I Love You
6. Muriel’s Wedding
7. Dead Man Walking
8. The Nightmare Before Christmas
9. Boogie Nights
10. To Die For
Table 1: The 10 movies closest to Star Wars and Three Colors: Blue, respectively.
1. Lost Highway
2. Crash
3. White Squall
4. The First Wives Club
5. Four Rooms
6. The Unbearable Lightness of Being
7. I Know What You Did Last Summer
8. Angels and Insects
9. Breaking the Waves
10. Jane Eyre
1. Star Trek II
2. The Empire Strikes Back
3. Return of the Jedi
4. Die Hard: With a Vengeance
5. Raiders of the Lost Ark
6. Star Wars
7. Independence Day
8. True Lies
9. Star Trek IV
10. Twister
Table 2: The 10 movies furthest away from Star Wars and Three Colors: Blue, respectively.
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1. Ace Ventura: Pet Detective
2. A Nightmare on Elm Street
3. Die Hard: With a Vengeance
4. True Lies
5. Twister
6. Independence Day
7. Die Hard 2
8. Top Gun
9. Con Air
10. Happy Gilmore
1. Angels and Insects
2. Big Night
3. Breaking the Waves
4. Il Postino
5. Three Colors: Blue
6. The Crying Game
7. Breakfast at Tiffany’s
8. Cold Comfort Farm
9. Harold and Maude
10. Muriel’s Wedding
Table 3: The 10 movies with lowest and highest values in the first dimension in the latent
space. Semantically, this dimension may be interpreted as to what extend the movie appeals
to a teenage audience.
1. The Cook the Thief His Wife and Her Lover
2. Mystery Science Theater 3000: The Movie
3. The City of Lost Children
4. Delicatessen
5. Army of Darkness
6. Brazil
7. Star Wars
8. Star Trek II
9. The Empire Strikes Back
10. This Is Spinal Tap
1. The First Wives Club
2. White Squall
3. The Preacher’s Wife
4. Dirty Dancing
5. The Crucible
6. Jane Eyre
7. Crash
8. Pretty Woman
9. The Mirror Has Two Faces
10. Little Women
Table 4: The 10 movies with lowest and highest values in the second dimension in the latent
space. A semantic interpretation might be that this dimension represent to what extend the
movie appeals to a male/female audience.
of the three dimensions in the latent space. The results can be seen in Table 3–5. Based
on the listed movies, one possible semantic interpretation might be that the first dimension
encodes to what extend the movie would appeal to a teenage audience, the second dimension
represent whether the movie appeals to a male/female audience, and the third dimension
might represent whether the movie is a classic.
Next, we consider the parameter ψi. Recall that this parameter is intended to represent the
average rating of item i (after adjusting for the user types that has rated the movie), and
ψi may therefore be thought of as representing the quality of an item. For illustration, we
ordered the movies based on the estimated ψ-values. The result is shown in Table 6, where
each movie’s position on the Internet Movie Database’s (IMDB’s) list of top 250 movies are
given as reference.4 Note that our model also picked out three “Wallace and Gromit” movies
as contenders for the top-ten list. These movies are either short-movies or a compilation of
such, and do therefore not qualify for the IMDB top 250-list. We have therefore removed them
4http://www.imdb.com
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1. It’s a Wonderful Life
2. Raiders of the Lost Ark
3. Sleepless in Seattle
4. E.T. the Extra-Terrestrial
5. The Empire Strikes Back
6. Singin’ in the Rain
7. Dave
8. The Firm
9. Mary Poppins
10. Dirty Dancing
1. Lost Highway
2. Beavis and Butt-head Do America
3. Event Horizon
4. Four Rooms
5. Natural Born Killers
6. The Celluloid Closet
7. Boogie Nights
8. Koyaanisqatsi
9. Crash
10. The Ice Storm
Table 5: The 10 movies with lowest and highest values in the third dimension in the latent
space. Semantically, this dimension may be interpreted as to what extend the movie is
consider a classic.
from the results in Table 6 for ease of comparison. Note also that our dataset only contains
movies released in 1998 or before, which explains why e.g. “The Dark Knight” (IMDB 8) and
the “The Lord of the Rings” series (IMDB 13, 21, and 34) are not on our list.
1. The Shawshank Redemption IMDB: 1
2. Schindler’s List IMDB: 6
3. Star Wars IMDB: 12
4. Casablanca IMDB: 11
5. The Usual Suspects IMDB: 22
6. Rear Window IMDB: 16
7. Raiders of the Lost Ark IMDB: 18
8. The Silence of the Lambs IMDB: 24
9. One Flew Over the Cuckoo’s Nest IMDB: 8
10. 12 Angry Men IMDB: 7
Table 6: The 10 “best” movies, i.e., the movies with the highest ψi value.
The IMDB Top 250 list is obviously not an objective truth, but we compare our results to it
because the IMDB has a much higher number of ratings than the MovieLens dataset, and
may therefore offer a more robust ranking. For comparison, we found that simply ordering
the movies by their average rating did not give convincing results; none of the 10 movies that
are top-ranked following this scheme are in the IMDB Top 250. We believe the reason for this
is twofold: i) the sparsity of the data; items with few ratings may get “extreme” averages,
ii) simply talking averages disregards the underlying differences between users: Some are
“happy” and others are “grumpy”. The fact that a “happy” user has seen movie i1 and a
“grumpy” one has seen i2 does not mean that movie i1 is better than i2 (even though it may
get a better rating).
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5 Learning
5.1 The EM algorithm
When learning the model, we need to find the number of latent variables to describe both
users and items (the model structure) as well as learning the parameters for the chosen model
structure. The model structure is learned based on a greedy search (detailed in Section 6)
and the parameters in the model are learned using the EM algorithm (Dempster et al, 1977).
However, contrary to standard (non-relational) applications of the EM algorithm, we treat
the entire database as a single case.
Learning the parameters of the model amounts to estimating the parameters for the regression
model
R (p, i) |{mi,up} ∼ N (v
T
pmi + w
T
i up + φp + ψi, θ),
since we assume a standard Gaussian distribution associated with the latent variables.
When applying the EM algorithm in this setting, we get the following updating rules for the
parameters (see Appendix A for the derivations):
θ̂ ←
1
d
#U
∑
p=1
∑
i∈I(p)
E[(r (p, i)− (vTpM i + w
T
i Up + φp + ψi))
2];
v̂p ←


∑
i∈I(p)
E(M iM
T
i )


−1 

∑
i∈I(p)
(E(M i)r (p, i)− E(M iU
T
p )wi − E(M i)(φp + ψi))

 ;
(8)
φ̂p ←
1
|I(p)|
∑
i∈I(p)
(
r (p, i)− (vTp E(M i) + w
T
i E(Up) + ψi)
)
;
ŵi ←


∑
p∈P(i)
E(UpU
T
p )


−1 

∑
p∈P(i)
E(U p)r (p, i)− E(UpM
T
i )vp − E(U p)(φp + ψi)

 ;
ψ̂i ←
1
|P(i)|
∑
p∈P(i)
(r (p, i)− (vTpE(M i) + w
T
i E(U p) + φp)).
Since the number of latent variables used to described both users and items (i.e., |Up| and
|M i|) is typically small (in our experiments we have considered |M i| , |Up| ≤ 5), it is clear
from the above expressions that the complexity of performing the M-step is relatively low.
Unfortunately, the calculations of the expectations used in the M-step requires the calculation
of the full covariance matrix for all the latent variables; in the calculation of e.g. E(M iU
T
p )
we exploit that Cov(M iU
T
p ) can be extracted directly from the posterior covariance matrix
for all the latent variables. Note that although the corresponding precision matrix might be
sparse, this is not the case for the covariance matrix (which is also evident when one analyzes
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the independence properties in the model).5 The derivations of the expectations are detailed
in Appendix A.
Finally, when learning the collaborative filtering model we also need to select the number
of latent variables representing the users and movies, respectively. Recall that all users are
described using the same number of latent variables; the same holds for the movies. In the
experiments we have run, these parameters were found using a greedy approach that will be
described in Section 6; alternatively one could also consider the wrapper approach (Kohavi
and John, 1997).
5.2 Regularization
In our preliminary experiments we frequently observed that some regression vectors (primarily
for users and items with few ratings) contained unexpectedly large values, suggesting that
the model might be over-fitted for these parts of the data. When analyzing the updating rule
for e.g. vp (see Equation 8) we find a possible explanation for this behavior: the updating
rule for vp requires the inversion of A =
∑
i∈I(p) E(M iM
T
i ), which is a sum of |I(p)| rank-
one matrices. A is thus at most rank-|I(p)|, but as the elements in the sum may be close
to being linearly dependent (movies rated by the same user may be similar (Marlin, 2004)),
the actual rank of A may be less than |M i|, and the results for v and w will therefore be
numerical unstable. In our preliminary experiments with |M i| = |Up| = 2 we e.g. found
that the regression vectors contain components having values larger than 20 when learned
from the MovieLens database. This database has ratings ranging from one to five, and
intuitively, one would not expect to see a large part of the estimated parameters to have
absolute values greater than the spread of the ratings. One approach to this problem is to
consider the estimation of e.g. vp as a linear regression problem
R (p, i) = MTi vp + U
T
pwi + φp + ψi + ǫ,
where ǫ ∼ N (0, θ). Since M i and Up are unobserved we attempt to minimize the expected
least squares solution, and it is now easy to see that Equation 8 is also the solution that
minimizes the expected least squared error.6 A standard approach for handling the situa-
tion where A =
∑
i∈I(p) E(M iM
T
i ) is close to being singular (or with correlated variables),
is to employ regularization. A possibility is Tikhonov regularization (also known as ridge
regression), giving the modified updating rule (Hastie et al, 2001):
v̂p ←


∑
i∈I(p)
E(M iM
T
i ) + αI


−1 

∑
i∈I(p)
(E(M i)r (p, i)− E(M iU
T
p )wi − E(M i)(φp + ψi))

 ,
where α = 0 gives the standard least square solution. This regularized updating rule can be
derived by assigning a suitable prior distribution to the regression parameters. Specifically,
5In our experiments, we have observed that the covariance matrix typically contains a large number of
small entries, which may be exploited in an approximate inference scheme. This is a topic for future research
and unfortunately outside the scope of the present paper.
6For the standard matrix formulation of the solution, note that e.g.
P
i∈I(p)
E(M iM
T
i ) = E(X
TX), where
X i,: = M
T
i .
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by letting vp ∼ N (0, τI), then the estimate above maximizes the expected (w.r.t. M and U )
log-posterior density for vp given r, with α = θ/τ . A similar result is obtained for wi:
ŵi ←


∑
p∈P(i)
E(U pU
T
p ) + αI


−1 

∑
p∈P(i)
E(U p)r (p, i)− E(UpM
T
i )vp − E(U p)(φp + ψi)

 .
Following general practice (Bertie and Cran, 1985) we use the estimators for φp and ψi that
were found without regularization.
6 Results
In this section we investigate the predictive performance of the proposed system. Specifically,
we evaluate the system using the MovieLens dataset, which consists of 100.000 ratings
between 1 and 5 from 943 users on 1682 movies (Herlocker et al, 1999). For the actual testing
we performed five-fold cross validation using the folds supplied with the dataset.
When learning the collaborative filtering model, we used the regularized EM algorithm de-
scribed in Section 5.2, and for the actual learning we used standard parameter settings: the
algorithm terminates when the increase in log-likelihood falls below 10−5 or after a maxi-
mum of 100 iterations. To decide upon the the number of latent variables to describe both
users and items (the model structure) and the values for the prior precision of the regression
parameters, we used a greedy strategy. The results in Figure 3 illustrates the procedure;
the figure shows the MAE as a function of the prior precision for the regression parameters.
The plots are generated for different combinations of latent variables s.t. the plot at position
(|U | , |M |) correspond to a model with |U | latent user variables and |M | latent movie vari-
ables. For example, the bottom-left plot is for a model with 3 latent user variables and 1
latent movie variable. The results shown in these plots are the basis for the greedy learning.
We start by choosing |U | = 1, |M | = 1, and by setting the prior precision to zero (i.e., no
regularization). We then increase the regularization parameter until this harms the MAE;
this can, e.g., be calculated using the wrapper approach (Kohavi and John, 1997). Next, we
considered non-visited neighboring candidate models that can be reached by either increasing
|U | or |M |. This gives the candidate structures (|U | = 1, |M | = 2) and (|U | = 2, |M | = 1);
both evaluated as above. The best of these two candidate models is chosen (in this case,
(|U | = 1, |M | = 2) was the better option), and we again proceeded by attempting to ex-
tend the model in either of the two possible directions. This time, increasing the model
size did not pay off in terms of estimated MAE, and we chose to use the candidate model
(|U | = 1, |M | = 2) as our final model. The greedy approach is time saving to the extent
that not all structures need to be examined; in our model search only five of the smallest
structures were inspected. Furthermore, Figure 3 indicate that the predictive quality of our
model is fairly robust wrt. both structure and reasonable values of the prior precision for the
parameters.
An alternative view of this information is given in Figure 4. Here, the relation between the
number of latent variables representing users and movies and the estimated MAE is shown.
The minimum MAE is found at |U | = 1 and |M | = 2 with an MAE of 0.685 (calculated
using a prior precision of 25 for the regression parameters).
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Figure 3: The figure shows the MAE as a function of the prior precision for the regression
vectors. Each plot corresponds to a certain configuration of the number of latent variables.
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Figure 4: The figure shows the MAE as a function of the number of latent variables. A
minimum (0.685) is found at |U | = 1 and |M | = 2.
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Finally, to evaluate the predictive properties of the proposed model, we have empirically
compared it with other collaborative filtering algorithms on the same dataset and with the
cross-validation folds specified previously. Specifically, we have considered the following straw-
men:
SVD(q, λ) which performs a singular value decomposition in q dimensions. λ is the regular-
ization weight (see Equation (3)). For each setting of λ we ran experiments with values
for q ranging from one to ten; only the best result is reported here. Two options were
considered for λ: λ = 0 resulting in a non-regularized model, and λ = 0.01 (as done by
Salakhutdinov et al (2007)).
FA-U(q) corresponds to the user-centered factor analysis model, where q denotes the number
of latent variables (Kendall, 1980), see Equation (5). The model was learned using the
EM algorithm with standard parameter settings. The value for q was chosen as the
number of latent variables yielding the lowest MAE in the range [1, 10].
FA-I(q) is as for FA-U(q), but with the item-centric view.
Pearson(k) denotes a memory-based approach, where the predicted rating of the active
item is calculated as a weighted sum of the ratings given to the k items deemed most
important (measured using Pearson correlation) wrt. the active item (Herlocker et al,
1999).
Euclidean(k) is the k-nearest neighbors algorithm, where the distance is calculated using
Euclidean norm (Marlin, 2004).
DM is the decoupled model for rating patterns and intrinsic preferences. This model uses
two separate latent variables to explicitly model a user’s rating patterns and the intrinsic
preference of the users (Jin et al, 2006).
The results are shown in Table 7, where we see that the proposed model outperforms the
straw-men models on all the folds in the data set; before calculating the MAE we rounded off
the predicted ratings to the nearest integer value between one and five. Note also that the
user-centered factor analysis method selects a single latent variable to encode the correlation
among the ratings. This is consistent with the proposed model, where |U | = 1 is chosen. For
the item-centered factor analysis model, results were best for small number of factors, and
with q = 1 marginally better than q = 2 overall. Also this result is is related with the results
of the proposed model, where |M | = 2 is selected.
It is difficult to find results in the scientific literature that is directly comparable to ours,
mainly because the experimental setting is different. Many researchers using the MovieLens
dataset have made their own training and test sets without further documentation. However,
the reported MAE values are typically about 0.73 – 0.74 (Herlocker et al, 1999; Li and Kim,
2003; Mobasher et al, 2003; Kim and Yum, 2005; Chen and Yin, 2006).
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Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Mean
Pearson(all) 0.72250 0.71330 0.70615 0.70630 0.71295 0.71224
Euclidean(all) 0.73055 0.71950 0.71805 0.72095 0.72105 0.72202
Pearson(10) 0.73665 0.72965 0.72300 0.72700 0.73105 0.72947
Euclid(10) 0.75315 0.73540 0.74095 0.74475 0.74875 0.74460
Pearson(25) 0.71850 0.70705 0.70645 0.69975 0.70815 0.70798
Euclidean(25) 0.73060 0.71915 0.72370 0.72125 0.72715 0.72437
Pearson(50) 0.71570 0.70489 0.71330 0.71070 0.71015 0.71095
Euclidean(50) 0.73730 0.73139 0.73150 0.73350 0.73050 0.73284
Pearson(75) 0.71395 0.70015 0.70265 0.69820 0.70430 0.70385
Euclidean(75) 0.72595 0.71465 0.71565 0.71600 0.72045 0.71854
DM 0.7583 0.7418 0.7284 0.7509 0.7497 0,74582
FA/U(q = 1) 0.73235 0.727986 0.7257 0.72785 0.7208 0.7269
FA/I(q = 1) 0.8048 0.80514 0.80385 0.8000 0.8067 0.804098
SVD(q = 5, λ = 0) 0.70045 0.69085 0.6971 0.6918 0.6992 0.69588
SVD(q = 4, λ = 0.01) 0.6987 0.68755 0.68985 0.68925 0.6926 0.69159
CF(|U | = 1, |M | = 2, τ = 1/25) 0.68365 0.686934 0.6846 0.68605 0.68275 0.68479
Table 7: The mean absolute error (MAE) for the MovieLens dataset using the proposed
method as well as different straw-men. The MAE is given for each of the five folds together
with the average MAE for all the folds.
7 Conclusions
In this paper we have proposed a new model for collaborative filtering, where the traditional
user and item perspectives are combined into a single (relational) model. We have shown how
to learn these models from rating-data using the EM-algorithm, and we have demonstrated
that the framework offers very good predictive abilities. Furthermore, we have shown through
examples that our model also carries implicit information about the domain captured in
its latent variables. We anticipate that this information can be utilized to explain model
predictions for a user and thereby increase the user’s trust in the recommendations, and
we are currently in the process of considering how this information can be used to generate
explanations automatically.
Other directions for future research include extending the model to allow a flexible and seam-
less integration of content information. We anticipate that content information will mainly be
represented by discrete variables, and a particular challenge will therefore be the complexity
of the model. This also motivates the development of approximate inference algorithms that
will allow the framework to be applied to even larger domains.
A The EM algorithm
In this section we specify the EM algorithm for the proposed model. First of all, we note that
the joint probability distribution over (R,U ,M ) can be expressed as
f(r,u,m) = f(r|m,u)f(m)f(u),
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where
f(r|m,u) =
N
∏
p=1
∏
i∈I(p)
(2π)−1/2θ−1/2 exp(−
1
2
((r (p, i)− (vTpmi + w
T
i up + φp + ψi))θ
−1/2)2)
f(mi) = N (0s, Is×s)
f(up) = N (0t, It×t)
The M-step for the EM algorithm can now be derived by considering the partial derivatives
of the expected data-complete log-likelihood of the model:
Q =−
#M · s
2
log(2π) −
#M
2
E(M MT)−
#U · t
2
log(2π)−
#U
2
E(U UT)
−
d
2
log(2π)−
d
2
log(θ)−
1
2θ
#U
∑
p=1
∑
i∈I(p)
E((r (p, i)− (vTpM i + w
T
i U p + φp + ψi))
2),
where d =
∑#U
p=1 |I(p)|, #M is the number of movies, and #U is the number of users. Note
that the expectations are implicitly conditioned on the observed ratings.
For the standard deviation θ we now get
∂Q
∂θ
=
−d
2θ
+
1
2θ2
#U
∑
p=1
∑
i∈I(p)
E[(r (p, i)− (vTpM i + w
T
i Up + φp + ψi))
2]
and the updating rule for θ therefore becomes
θ̂ ←
1
d
#U
∑
p=1
∑
i∈I(p)
E[(r (p, i)− (vTpM i + w
T
i Up + φp + ψi))
2],
which involves the expectations E(U p), E(M i), E(M iM
T
i ), E(M iU
T
p ), and E(UpU
T
p ).
For vp we get
∂Q
∂vp
=
1
θ
∑
i∈I(p)
(E(M iM
T
i )vp − E(M i)rp.i + E(M iU
T
p )wi + E(M i)(φp + ψi))
and therefore
v̂p ←


∑
i∈I(p)
E(M iM
T
i )


−1 

∑
i∈I(p)
(E(M i)r (p, i)− E(M iU
T
p )wi − E(M i)(φp + ψi))


The updating rule for φp follows from
∂Q
∂φp
=
1
θ
∑
i∈I(p)
(r (p, i)− (vTpE(M i) + w
T
i E(U p) + φp + ψi)),
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and is given by
φ̂p ←
1
|I(p)|
∑
i∈I(p)
(r (p, i)− (vTp E(M i) + w
T
i E(Up) + ψi)).
Finally, analogously to the updating rules for vp and φp, we have the following rules for wi
and ψi:
ŵi ←


∑
p∈P(i)
E(U pU
T
p )


−1 

∑
p∈P(i)
E(Up)r (p, i)− E(U pM
T
i )vp − E(Up)(φp + ψi)


ψ̂i ←
1
|P(i)|
∑
p∈P(i)
(r (p, i)− (vTp E(M i) + w
T
i E(Up) + φp)).
The required expectations can be calculated from the joint distribution over the latent vari-
ables conditioned on the observed ratings:
U ,M |r ∼ N
(
Σ(LTθ−1(r − (φ + ψ))),Σ
)
,
where the covariance matrix is given by
Σ = (I + LTθ−1L)−1.
and L is the regression matrix for the ratings given U and M (i.e., consisting of the vps and
wis).
Specifically, E(Up) and E(M i) can be extracted directly from the mean vector, and e.g.
E(M iU
T
p ) can be calculated as
E(M iU
T
p ) = Σi,p − E(M i)E(U p)
T,
where Σi,p is the sub-matrix of Σ restricted to the variables M i and U p.
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