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Abstract
One of the main cues we use in our everyday life when interacting with the environment is shape.
For example, we use shape information to recognise a chair, grasp a cup, perceive traffic signs and
solve jigsaw puzzles. We also use shape when dealing with more sophisticated tasks, such as the
medical diagnosis of radiographs or the restoration of archaeological artifacts. While the perception
of shape and its use is a natural ability of human beings, endowing machines with such skills is
not straightforward. However, the exploitation of shape cues is important for the development of
competent computer methods that will automatically perform tasks such as those just mentioned.
With this aim, the present work proposes computer methods which use shape to tackle two important
tasks, namely packing and object recognition.
The packing problem arises in a variety of applications in industry, where the placement of a set
of two-dimensional shapes on a surface such that no shapes overlap and the uncovered surface area
is minimised is important. Given that this problem is NP-complete, we propose a heuristic method
which searches for a solution of good quality, though not necessarily the optimal one, within a reason-
able computation time. The proposed method adopts a pictorial representation and employs a greedy
algorithm which uses a shape matching module in order to dynamically select the order and the pose
of the parts to be placed based on the “gaps” appearing in the layout during the execution.
This thesis further investigates shape matching in the context of object recognition and first considers
the case where the target object and the input scene are represented by their silhouettes. Two distinct
methods are proposed; the first method follows a local string matching approach, while the second
one adopts a global optimisation approach using dynamic programming. Their use of silhouettes,
however, rules out the consideration of any internal contours that might appear in the input scene,
and in order to address this limitation, we later propose a graph-based scheme that performs shape
matching incorporating information from both internal and external contours. Finally, we lift the as-
sumption made that input data are available in the form of closed curves, and present a method which
can robustly perform object recognition using curve fragments (edges) as input evidence. Experi-
ments conducted with synthetic and real images, involving rigid and deformable objects, show the
robustness of the proposed methods with respect to geometrical transformations, heavy clutter and
substantial occlusion.
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Chapter 1
Introduction
1.1 Motivation and Objectives
In everyday life, shape is one of the main cues we use when interacting with our environment. For
example, we use shape information to recognise a chair, grasp a cup, perceive traffic signs and solve
jigsaw puzzles. We also use shape when dealing with more sophisticated tasks, such as the medical
diagnosis of radiographs or the restoration of archaeological artifacts. Even in our social interaction,
the shape of the eyes or mouth enables us to recognise the emotions of others. These are just a few
examples which show how powerful shape cues are, as well as their usefulness in diverse everyday
tasks.
Motivated by this, many researchers have relied on shape cues in their attempts to build computer
systems that will automatically carry out tasks such as those just mentioned. In robotics, for example,
shape-based methods have been developed for endowing robots with the capability of perceiving and
interacting with their environment intelligently, without any human intervention. Such methods, for
instance, enable a robot to recognise objects [TSTC03, LW88], identify stable points for grasping
them [MKCA03,PMAJ04], and localise itself in its own environment [WLLS04]. Shape information
is also exploited by systems which aim to automatically reconstruct documents [JOF06] or archae-
ological artifacts [KK01,WSKL88] by comparing the boundaries of their fragments, as well as by
systems which aim to identify certain geometrical characteristics of biological structures to assist
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medical diagnosis [RB95, HHA+05]. Another application where shape plays an important role and
has lately attracted increasing interest for security purposes, is that of biometrics, where the aim is the
automatic identification of an individual based on biological data [YB07, JD99]. Finally, shape cues
are used by many content-based image retrieval methods, which, in contrast to text-based methods,
do not require any a priori annotation of the database images with keywords, but instead can auto-
matically retrieve images from large databases (e.g., web) that have similar shape with a user-defined
query object (e.g., a hand-drawn sketch) [LC03, ICW02].
The present thesis focusses on the development of computer methods which solely use shape cues
to tackle two important tasks, namely packing and object recognition. The packing problem arises
in a variety of industrial applications within textile, wood, sheet metal and leather manufacturing,
where the task is the placement of a number of two-dimensional parts on a surface such that no
parts overlap and the uncovered surface area is minimised. Clearly, shape information is important
in this task, as the best possible layout of the parts is completely dictated by their geometry. In
the second task this thesis addresses, namely automatic object recognition, the aim is to identify the
presence of a certain object, which has been given as a model1, in a novel input scene, as well as
the pose in which it appears. Shape-based features of the model object can act as a catalyst in the
recognition process, as they can give clues to its true location in the scene, “retrieving” the object
from the background. As we will further discuss in the respective chapter, there are researchers who
have developed methods that use alternative cues for object recognition [SB91,Low99,MN95], such
as texture or colour, but such approaches are typically sensitive to lighting conditions and cannot
cope with textureless objects. Another advantage of shape compared to alternative cues is that it
manages to capture intrinsic properties of an object class, facilitating the automatic recognition of
distinct members of the same class with the use of a single model. Although it is obvious that the
enhancement of a shape-based object recognition system with complementary cues would improve its
performance, we deliberately ignore any other cue in this work in order to show that a system which
solely relies on shape information can perform well even under challenging circumstances, such us
the presence of heavy clutter and substantial occlusion. The present thesis introduces shape-based
object recognition methods, examining several forms in which the input data can be available. In
1The model object will also be referred in this thesis as “target object” or “object-of-interest”.
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particular, we first investigate the case where the input scene is represented by its silhouette, then
incorporate into the representation internal contours that might appear in the input configuration, and
finally, tackle the less restrictive scenario where the input evidence is available in the form of curve
fragments (edges).
1.2 Outline and Contributions
Chapter 2 introduces an automatic system for tackling a difficult instance of the packing problem, that
is, the placement of 2-D irregular shapes (i.e., parts) on a regularly or irregularly shaped surface (i.e.,
sheet) such that no shapes overlap and the uncovered surface area is minimised. Given that the prob-
lem is NP-complete, a heuristic method is developed which aims to obtain a good solution, though
not necessarily the optimal one, within a short computation time. There are two crucial decisions that
should be made by the system during execution: the order in which the parts should be placed and
their pose. A greedy algorithm is therefore employed which selects the best possible placement at
each stage among the candidate placements suggested by two competing modules. The first module
follows an empirical approach and proposes which part should be placed next and its pose based on
certain geometrical properties of the parts (e.g., surface area). The second module combines informa-
tion from both the parts’ geometry and the geometry of the unoccupied regions in the sheet and uses a
shape matching method to specify promising placements. The proposed system follows a single-pass
strategy and the parts are placed sequentially by interleaving the two approaches.
A review of object recognition methods that have been proposed in the literature is presented in chap-
ter 3. In chapter 4, we investigate shape matching in the context of object recognition and introduce
a method which attempts to localise a target object in an input scene by identifying correspondences
between their silhouettes. A local descriptor, which is insensitive to clutter and occlusion, is assigned
to each sample along the two silhouettes, and a matching approach that resembles string matching
is responsible for identifying common parts between the two structures. A large number of false
matches, however, are expected to appear as candidates, especially when the target object is com-
posed of non-distinctive parts. The proposed method alleviates this shortcoming by utilising a novel
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feature, called Generalised Angle, which facilitates the elimination of a considerable number of false
hypotheses, without any possibility of disregarding true matches, with a simple check. An evaluation
function is finally incorporated into the system in order to promote solutions which are supported by
distinctive segments, as it is unlikely for such segments to appear accidentally in both curves.
While this method yields good results when the silhouettes under comparison include long subcurves
in common, its performance deteriorates when the matching segments are non-distinctive and sparsely
distributed along the curves. In order to address this limitation, another approach is introduced in
chapter 5 which uses global evidence to make reliable local decisions during the matching process,
even when the individual matching segments of the two curves are short and non-distinctive. The
task is here formulated as an optimisation problem and a cost function is designed to evaluate the
quality of a candidate mapping, based on the geometrical similarity of segments and their spatial
consistency. Dynamic programming is then employed for determining the mapping function that gives
the minimum possible cost and, at the same time, satisfies the ordering constraints imposed by the
two silhouettes. This optimisation technique, however, is sensitive to the initial conditions considered,
and a pre-stage is therefore introduced that identifies promising initial states. This method is further
extended in chapter 6 in order to exploit information that might be available in the form of internal
contours in the input scene about the true pose of the object-of-interest. The proposed approach is
evaluated experimentally in chapter 7.
The shape matching methods summarised until this point assume that the input data are available in
the form of closed curves, with each one of them representing an internal or external contour which
appears in the input image. This assumption, however, is quite restrictive, since it is typically hard
to extract closed curves in uncontrolled real scenes. A different method is therefore introduced in
chapter 8 which lifts this assumption and uses curve fragments as input evidence, since such cues
can be easily extracted from an input image using a common edge detector (e.g., Canny) and, at the
same time, capture informative geometrical properties of the structure they belong to. The proposed
method represents the target object and the input image using two point sets, associated with edge-
based features, and searches for an intuitive mapping between them that will ultimately lead to the
successful localisation of the object-of-interest. Finding the correct mapping between the two sets is
not straightforward, as (i) heavily cluttered scenes result in input sets with many outliers, (ii) some
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model points might not appear in the input image due to occlusion, and (iii) the spatial relationships
between corresponding points in the two sets might vary due to potential deformations of the target
object. As will be shown, the proposed method proves to be robust with respect to these challenging
conditions, achieving high quality results.
The main contributions of this thesis can be summarised as follows:
 A novel method is introduced for packing a set of 2-D irregular parts, with the following ap-
pealing properties: (i) it is fast, while producing solutions of high quality; (ii) unlike many
previous methods, it can deal with parts and sheets of arbitrarily complex shapes; (iii) it can be
straightforwardly adapted to a number of variations of the basic packing problem, such as the
avoidance of placing parts on defective regions of the sheet; and finally, (iv) its performance is
insensitive to the initial orientations of the parts.
 An object recognitionmethod is also proposed which aims to localise a target object in an input
scene by identifying corresponding segments between their silhouettes. The proposed method
can handle arbitrary geometrical transformations of the target object, as well as the presence
of heavy clutter and substantial occlusion in the input scene. In contrast to many previous
methods, the proposed method is also robust with respect to sampling differences between
the two curves, having the flexibility to match one-to-one, many-to-many and many-to-one
segments. Furthermore, the proposed method does not require any long subcurve to appear in
common between the two curves, and is capable of identifying their matching segments even if
they are non-distinctive (e.g., short straight line segments) and sparsely distributed. Last but not
least, this method manages to maintain high success rates even when internal contours appear in
the input scenes by utilising a novel scheme, the aim of which is to order the input segments that
belong to distinct contours of the input scene in a compatible order with their corresponding
segments in the model silhouette.
 A novel edge-based object recognition method is finally proposed which is robust with respect
to occlusion, clutter and lighting conditions. It is capable of recognising the object-of-interest in
arbitrary poses and can cope with moderate viewpoint changes. The proposed method can also
handle non-rigid shapes and always proposes shape deformations that both “fit” the input data
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and are reasonable for the object class in hand. Unlike many previous methods based on edges,
our approach obtains high quality results without requiring any a priori initialisation near the
actual pose of the target object, while it provides a much more accurate localisation (i.e., the
exact pose and deformation of the object) than just a rectangular bounding box. This method
also achieves high quality results when applied to image retrieval, managing to rank at the top
of the list those images of the database that do contain the object-of-interest, ranking irrelevant
images at the end of the queue. Finally, the use of curve fragments (edges) as input cues, instead
of closed curves, renders the proposed method applicable to uncontrolled real scenes.
1.3 Publications
Most of the work presented in this thesis has been published in peer reviewed international confer-
ences and journals:
Journal Publications
 A. Bouganis, M. Shanahan, “A Vision Based Intelligent System for Packing 2-D Irregular
Shapes”, IEEE Transactions on Automation Science and Engineering, 4 (3), 382-394, 2007
 S. Ozen, A. Bouganis, M. Shanahan, “A Fast Evaluation Criterion for the Recognition of Oc-
cluded Shapes”, Robotics and Autonomous Systems, 55 (9), 741-749, 2007
Conference Publications
 A. Bouganis, M. Shanahan, “Flexible Object Recognition in Cluttered Scenes Using Relative
Point Distribution Models”, In Proceedings of the IEEE International Conference on Pattern
Recognition (ICPR), Tampa, Florida, USA, 2008 (to appear)
 A. Bouganis, M. Shanahan, “On Packing 2-D Irregular Shapes”, In Proceedings of the Euro-
pean Conference on Artificial Intelligence (ECAI), Riva del Garda, Italy, 2006
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 S. Ozen, A. Bouganis, M. Shanahan, “On Recognizing Occluded Shapes”, In Proceedings of
the IEEE Advances in Cybernetic Systems (AICS), Sheffield, UK, 2006 – Best Student Paper
Award
 S. Ozen, A. Bouganis, M. Shanahan, “A Fast Evaluation Criterion for the Recognition of Oc-
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Also, part of this work was included in the author’s MPhil/PhD transfer report, which was awarded
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Imperial College London for the best MPhil/PhD transfer report.
Chapter 2
A Vision-Based System For Packing 2-D
Irregular Shapes
2.1 Introduction
In the two-dimensional packing problem, a number of two-dimensional shapes must be placed on a
regularly or irregularly shaped surface such that no shapes overlap and the uncovered area of the sur-
face is minimised. This problem arises in a variety of industrial applications with traditional solutions
relying on dedicated machinery and manual production techniques. Nowadays, when the market de-
mands systems with high production flexibility, dedicated machinery is not a viable solution, while
manual placement results in high labour costs and the repetitive movements can cause serious health
problems [WB96]. Moreover, the quality of a manual solution depends on the effectiveness of the
specific operator and on how well he or she will perform at that specific time. In this way, the quality
of the solution is not consistent even for a single given instance of the problem. In this chapter, an
automatic packing system is introduced which uses techniques drawn from computer vision and has
the following features:
 It is fast, while producing solutions of high quality.
 The system deals with arbitrary shapes.
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 In contrast to most published algorithms, the system described here can be straightforwardly
adapted to a number of variations of the basic packing problem. For example, it can take
account of defective regions which arise in the leather industry, as well as irregularly shaped
sheets.
 Unlike many existing packing algorithms, the performance of the present system is not sensitive
to the initial orientations of the parts.
According to the recent typology of packing problems, proposed by Wa¨scher et al. [WHS06], the
present algorithm mainly addresses the two-dimensional irregular Open Dimension Problem. In this
problem [WHS06], a set of two dimensional irregular small items (i.e., parts) have to be completely
accommodated by a two dimensional rectangular large object, the extension of which in one dimen-
sion (i.e., length) is variable and has to be minimised. This problem type has also been referred to
as the Irregular Strip Packing Problem [GO06,HT01] or the Nesting Problem [OGF00]. It must be
mentioned that, although the present algorithm mainly addresses the two-dimensional irregular Open
Dimension Problem, it can also be easily adapted to tackle variations of that problem type, where the
large object has irregular shape and/or contains defective regions.
This chapter is organised as follows. A review of previous work in the field is presented in section 2.2.
Section 2.3 presents the performance measure used in this work. The main version of our system is
described in section 2.4, while section 2.5 presents a slightly modified version of the system that can
cope with a special instance of the packing problem. Section 2.6 presents experimental results on
benchmark problems from the literature that demonstrate the capabilities of the proposed system.
2.2 Previous work
The two-dimensional packing problem arises in several industrial applications and as a consequence
a lot of research has been conducted in this area. The problem can be categorised into rectangular
and irregular packing problems according to the parts’ shapes. It has been shown in [FPT81] that
finding an optimal solution in the rectangular instance of the problem is NP-complete. Thus, finding
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an optimal solution in irregular packing which is more complex than the rectangular case can be
considered also as NP-complete. Because of this, most researchers attempt to find a solution of
good quality, though not necessarily the optimal one, in reasonable computation times using heuristic
methods [Hop00].
In the past, the majority of researchers were interested in solving the rectangular instance of the
problem, where only rectangular shapes were considered [DP97,LT99,HT99]. While this problem is
less geometrically complex than the irregular packing problem, most industrial applications demand
systems that can deal with irregular shapes. One of the earliest methods in packing irregular shapes
was carried out by Albano and Sappupo [AS80]. In their work, the problem of finding the optimal
placement of a set of irregular parts is transformed into the problem of finding an optimal path in a
state space. In the initial state no part is placed in the sheet, while in the final state all of them are. The
concept of the No-Fit Polygon [AA76] is used to avoid overlaps during the placement of the parts.
Whelan and Batchelor [WB96] designed a packing system that consists of two major components,
the Heuristic Packer and the Geometric Packer. The first component determines the ordering and
the orientation of parts relying on heuristics that take into account constraints that occur in different
industrial applications, as well as the parts’ geometry. The second component places the oriented parts
in the sheet based on morphological image processing operations. Their method can deal with parts
and sheets of arbitrary shapes without formally describing them. While their approach has similarities
with our method, a drawback of their method compared to ours is the lack of an intelligent mechanism
for selecting the ordering and the orientation of the parts. Indeed, their method, in contrast to ours,
determines the possible orientations of the parts and their sequence statically, based on the parts’
geometry, and does not take into account the formation of the layout during the placement procedure.
Jacobs [Jac96] developed a method for rectangular packing in which a Genetic Algorithm produces
a set of possible part sequences in each generation and a Bottom-Left heuristic is responsible for
allocating the parts in the stock sheet accordingly. He extended his method to irregular packing by
first embedding the irregular parts in their Minimum Enclosing Rectangles (MERs). A shrinking
step that shifts the parts closer to each other is then applied, as big gaps initially emerge between the
parts due to the approximation of their shapes with the respectiveMERs.
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Lamousin et al. [LW97] proposed a packing technique, where a pre-stage is carried out that extracts
part features at varying levels of detail. Then, a search algorithm is applied to find possible matches
between convex features of parts and concave features from the stock material. The large number of
such combinations, however, is a drawback of this method.
A systematic study was produced by Hopper [Hop00], who tested a number of different approaches
using benchmark problems from the literature along with nine new ones she introduced herself.
In [Hop00], a number of heuristic and meta-heuristic approaches were compared for irregular packing.
In addition, two commercial nesting packages were also assessed and most of the time outperformed
her own approaches.
According to a single-pass algorithm proposed by Oliveira et al. [OGF00], the final layout is gen-
erated by successively adding a new part to the set of parts that have been nested previously. The
authors implemented 126 variants of their algorithm, considering various nesting strategies, evalua-
tion functions, and local search techniques. Each version of their algorithm was tested on five data
sets, and the best solutions achieved were kept. Given which variant of their algorithm performs best
on a certain benchmark problem, their method can achieve good solutions in short times. However,
since this information is not given before the evaluation procedure, all the variants of their algorithm
have to be tested to achieve the best solution, leading to long computation times.
Nielsen et al. [NO03], based on previous research [FPZ03], applied a meta-heuristic method called
Guided Local Search to the nesting problem. Mainly they focussed on the following decision problem:
given a set of parts (which they have named stencils), determine whether it can fit inside a given large
object. Their method can easily address the strip packing problem by following an iterated procedure;
they begin with a rectangular large object of fixed width and initial length, and check if the set of parts
can fit inside the large object (decision problem). In case the answer is positive, the length of the large
object is decreased. The authors repeat this loop (define the dimensions of the large object - solve the
decision problem - decrease the length of the large object) until the parts cannot fit any more within
the large object. Nielsen et al. have evaluated their algorithm using six benchmark problems. The
solutions achieved by their algorithm after one hour run were close to the best solutions achieved so
far for those specific problems.
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Recently, Gomes et al. [GO06] have developed a hybrid algorithm which utilises simulated annealing
to guide the search, and linear programming models to carry out the local optimisation of the resulting
layouts during the search process. While their method obtains high quality results, its computational
cost is very expensive. Burke et al. [BHKW06] applied a Bottom-Left Fill heuristic for placing the
parts and introduced a number of techniques for resolving possible overlaps between the nested parts.
The part sequence is determined utilising local search methods such as hill climbing and Tabu search.
The quality of their solutions is good, but the execution time of their method is high.
2.3 Performance Measure
The present system aims to tackle the disjunctive placement of N two-dimensional irregular shapes
on a rectangular surface (i.e., large object) of fixed width and variable length, wasting as little re-
source material as possible and deriving a solution in a short time. In order to evaluate the resulting
solutions, we consider as a performance measure the ratio of the total area of all the nested parts to
the area of the rectangle that encloses these parts and has a fixed width equal to the width of the large
object [BHKW06]:
PD =
Area of Nested Parts
Area of Enclosing Rectangle with Fixed Width
(2.1)
This measure is called Packing Density (PD) and its maximum value is 1, which implies that there is
no waste of resource material. To describe the way this performance measure works, let us examine
the following cases:
 Two equally sized parts (e.g., A andB) are under consideration for placement, and the potential
placement of part A leads to an enclosing rectangle of shorter length than does the potential
placement of part B. According to PD, the system favours the placement of part A. It is
clear that in cases where the system considers parts of the same size, the performance measure
defined above provides the same solution as the criterion of minimising the layout’s length.
 Two unequally sized parts are under consideration for placement, and the potential placements
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of both result in an enclosing rectangle of equal length. In such a case, the system prefers the
placement of the largest part.
 Two parts of different size are candidates for placement, and their potential placements lead
to enclosing rectangles of unequal length. If the potential placement of the largest part leads
to an enclosing rectangle of shorter length than that of the smallest part, the system favours
the placement of the largest part. Otherwise, the placement which is chosen is subject to the
following factors: (i) the ratio between the areas of the two candidate parts, and (ii) the ratio
between the lengths of the resulting enclosing rectangles. The potential placement which gives
the highest packing density is preferred.
Depending on the task in hand, the system has two modes of operation, the off-line mode and the
on-line mode. In the off-line mode, all the part shapes are provided to the system in advance, and the
system then places them in a sequential manner by deciding which part should be placed at each step
and in which pose (location and orientation). In the on-line mode, the system acquires one part at a
time and has to place it in the layout without knowing in advance the shapes of the parts that follow.
We first present the version of our system for off-line packing and then its variant for the on-line
instance of the problem.
2.4 The Proposed Method: Off-Line Mode
The packing procedure is divided into two phases: the Pre-Layout Phase and the Layout Phase. In
the former, the system acquires the shapes of the sheet and the parts, and builds their representation.
In the latter, the system proceeds to the placement of the parts in the sheet.
The Pre-Layout Phase
In the Pre-Layout Phase, a vision system is first used which acquires the parts to be placed and the
sheet in the form of binary images, as shown in Figure 2.1. In case of a rectangular sheet, all the pixels
of the associated image are initially labelled as foreground, which entails that parts are allowed to be
placed on all image regions. As we will see shortly, when the system initiates the Layout Phase and
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Figure 2.1: The system acquires the discrete representation of the parts.
starts placing parts in the sheet, the label of the image pixels which correspond to occupied regions
of the sheet (from parts that have already been placed) is changed to background. This representation
will be exploited by the system during the Layout Phase in order to ensure that new parts will only be
placed on unoccupied regions of the sheet, i.e. on foreground pixels. The adopted representation also
endows the method with the flexibility to handle irregularly shaped sheets, as well as the occurrence
of defective regions. Such variations of the problem can be easily addressed by altering the labels of
certain pixels of the sheet’s image to background.
This pictorial representation also renders the proposed method capable of dealing with arbitrarily
shaped parts, as it does not require a formal mathematical description of their shapes. It should be
noted that the system also incorporates into the representation of the parts additional information
which it extracts from their binary images, namely the dimensions and the orientation of their Min-
imum Enclosing Rectangles (MERs), as shown in Figure 2.2. Such information is extracted by the
system using the algorithm of Toussaint [Tou83]. It should be stressed that the system does not re-
place the part shapes by theirMERs, but rather usesMERs as additional information for orienting
the part during the placement procedure (further elaboration follows shortly). The representation of
irregular parts solely with their MERs would cause the method to generate less effective solutions,
since large gaps would appear in the layout between nested parts.
The Layout Phase
The proposed system places the parts by following a single-pass placement strategy which is carried
out in a sequential manner during the Layout Phase. In the beginning, the system determines the initial
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Figure 2.2: The Minimum Enclosing Rectangle for one of the parts.
ordering and orientation of the parts based on their geometrical properties. Thus, at first, the system
uses an Object-Based Module where its decisions rely only on characteristics of the part shapes.
However, its decisions are not fixed and can change during the placement procedure. In particular,
while the system sequentially places parts in the sheet according to the Object-Based Module, it
“looks” at the layout and checks if a part different from the one recommended by this approach would
be the best one to place next. In order to accomplish this, the system also uses another placement
strategy, carried out by the Scene-Driven Module. The Scene-Driven Module decides which part
should be placed next by taking into account not only the geometric characteristics of the parts, but
also the potential matches of the remaining parts with the regions of the sheet that are unoccupied by
the already nested parts. The system, by interleaving the two approaches, places parts following a
dynamic ordering.
2.4.1 The Object-Based Module
The Object-Based Module makes an initial recommendation of the sequence in which the parts should
be placed, and for each part recommends an orientation and a position.
Sequence. Optimisation methods such as genetic algorithms [Hop00, Jac96] and simulated anneal-
ing [Hop00] have been introduced in the literature for finding a near-optimal solution for sequencing
the parts. However, the prohibitive computational cost of these algorithms violates one of the main
design criteria of the present method, namely that it should be fast. The sequence of the parts is
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therefore determined by the Object-Based Module using a heuristic criterion, which sorts the parts
according to the size of their area in a decreasing order [DVD02,WB93].
Orientation. The Object-Based Module finds potential orientations for the parts based on their
MERs. In particular, it considers four possible orientations for each part. These orientations are
determined in such way that one side of the part’s MER is aligned with the sheet’s axis of the least
moment of inertia [Jai89]. When dealing with rectangular sheets, this axis is considered to be along
the dimension of the sheet’s length. However, the orientation of this axis can be different when the
sheet is irregularly shaped or contains defective regions. Then, the orientation  of this axis is com-
puted by [Jai89]:
 =
1
2
 arctan

21;1
2;0   0;2

(2.2)
where p;q are the central moments computed from the sheet’s image. To calculate the central mo-
ments, let x; y 2 Z be the co-ordinates of a pixel in this image, and let the function F (x; y) be defined
as:
F (x; y) =
8>>>><>>>>:
0; if the pixel (x; y) belongs to the background
1; otherwise
(2.3)
Recall that pixels which belong to the background correspond to regions where parts cannot be placed
due to an irregularly shaped sheet or because of the occurrence of defective regions. Given the co-
ordinates (x; y) of the center of the foreground region according to eq. (2.4) and (2.5), the central
moments are calculated by eq. (2.6):
x =
P
x2Z
P
y2Z x  F (x; y)P
x2Z
P
y2Z F (x; y)
(2.4)
y =
P
x2Z
P
y2Z y  F (x; y)P
x2Z
P
y2Z F (x; y)
(2.5)
p;q =
X
x2Z
X
y2Z
(x  x)p  (y   y)q  F (x; y) (2.6)
Position. Given the part in a certain orientation, the Object-Based Module specifies regions in the
sheet where the part can be placed without overlapping with other parts, using operations of mathe-
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matical morphology [Jai89]. In particular, let us assume that the corner coordinates of the minimum
enclosing rectangle of the already nested parts in the sheet are given by: ([0; 0]; [x1; 0]; [x1; y1]; [0; y1]),
as shown in Figure 2.3. In order to specify the set of the allowable placements of the part in the given
orientation, the Object-Based Module first extracts a rectangular region from the image of the sheet,
with corner coordinates ([0; 0]; [x1 +W; 0]; [x1 +W; y1 + L]; [0; y1 + L]), where L and W are the
length and the width of the part to be placed (in pixels), respectively (see Figure 2.4). In case the
width of the sheet’s image, denoted byWs, is shorter than x1 +W , we set the width of the extracted
rectangular region to Ws. Using the terminology of mathematical morphology, we can say that the
Object-Based Module identifies the allowable placements of the part by applying the operation of
erosion, where the image set A is given by the set of the foreground pixels in the extracted rectangu-
lar region and the structuring element B is the pixel set of the part in hand. The operation of erosion,
denoted by A	B, is formally given by:
A	B = fu 2 Z2jBu  Ag (2.7)
where Bu denotes the translation of B so that its origin is located at u. This operation specifies the
set of all elements u 2 Z2 such that B translated to u is completely contained in A [HS92], and thus,
yields the allowable locations of the part.
Placement. The Object-Based Module selects which one of the allowable locations of the part it
will suggest to the system as the most promising placement, by employing a greedy algorithm. In
particular, this algorithm first specifies all the allowable placements of the part in each one of the
four candidate orientations, evaluates for each candidate placement the associated Packing Density,
and finally selects the one which maximises this performance measure. If multiple placements yield
the same Packing Density, then the Object-Based Module favours the one that places the part in the
bottom-most, left-most location in the sheet. In case the system decides that, at this stage of the
process, the part placement should be carried out by the Object-Based Module, and not by the Scene-
Driven Module (described shortly), the pixel set of the part is rendered in the image of the sheet in
the position selected by the Object-Based Module.
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Figure 2.4: Placement of a part according to the Object-Based Module. The image in the middle
illustrates the pixels (coloured white) in which the origin of the structuring element can be placed.
2.4.2 The Scene-Driven Module
The proposed packing system examines alternative placements of the parts using the Scene-Driven
Module. In this section, we first provide some definitions and present certain techniques necessary to
describe this module, and then analyse it.
Definitions and Techniques
The Scene-Driven Module specifies promising placements of the remaining parts (i.e., parts that have
not already been placed) by evaluating the similarity between their shape and the shape of the void
regions in the layout. How these void regions are defined is explained below.
Let Parti denote the last part that has been placed in the layout by the system. Let R be the minimal
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Figure 2.5: (i)-(iii) Void regions are depicted, with the dark gray frames illustrating the rectangles R,
R1 and R5; (iii) Different colours depict distinct 3rd type void regions.
rectangle that encloses the nested Parti and has one of its sides aligned with the sheet’s axis of the
least moment of inertia. There are three types of void regions that are generated each time a new part
is placed (in this example, Parti), reflecting different features of the layout. The first type typically
corresponds to the smallest void regions and extracts salient features of the part that has just been
placed. It includes a number of regions in the layout with each one of them being a 4-neighbour
connected set of foreground pixels (unoccupied regions in the sheet) that is restricted by the bounds
of the rectangle R. The union of these regions and of the placed part is the rectangle R. Void
regions of the second type are usually larger than void regions of the first type and aim to represent
unoccupied regions that appear in the neighbourhood of the placed part. For defining the second type
of void region, we consider the rectangles fRjgj=1:4 which emerge from the rectangleR by extending
each of its sides by a constant c. Then, the second type of void region is generated by specifying the
4-neighbour connected sets of foreground pixels in the sheet that are constrained by the rectangles
fRjgj=1:4. A void region of the third type typically covers a larger area in the sheet than void regions
of the other two types. For defining the third type of void region, the rectangle R5 is defined which
encloses all the parts that have been placed, has one of its sides aligned with the sheet’s axis of the
least moment of inertia, and has the minimum possible area. The new void regions that are generated
are all the 4-neighbour connected sets of foreground pixels that are bounded from the limits of the
rectangle R5. Examples of void regions that belong to the three types defined above are depicted in
Figures 2.5 and 2.6. As illustrated in these figures, void regions of all types take into account the parts
that have been placed in the neighbourhood of Parti in the sheet. There are many possible ways to
define void regions, and alternatives to the three definitions provided here could be used.
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Figure 2.6: First and second type void regions that correspond to the first part, after the placement of
the second part.
Having defined what constitutes a void region in the layout, we can now describe how the Scene-
Driven Module attempts to find effective placements of the remaining parts. In order to decide
whether a placement of a part at a void region is likely to produce a solution of good quality, this
module considers the similarity of their shapes and the ratio of their areas. The following equation
defines an Evaluation Function (EF ) for each possible placement:
EF =
8><>: M; if 0:7 6
Area of Void Region
Area of Part 6 2.5
1; otherwise
(2.8)
M is a measure that expresses the similarity between the part’s shape and the region’s shape, and its
value decreases as the two shapes become more similar. In the case where the shapes are completely
alike, M is zero. A solution with a lower EF value is preferred. In case the area ratio of the void
region and the part is not between the thresholds we have defined (i.e., 0.7 and 2.5), EF is assigned
a large positive value (i.e., 1) in order for the system to prefer other possible solutions. These
thresholds have been determined by experimentation, as were various constants in the evaluation and
cost functions of later chapters. It must be stressed that the Evaluation Function does not determine
accurately the quality of a placement but provides a quick and approximate measure. The actual
quality of a potential placement can be determined by first visualising the placement of the part in the
layout and then computing the resulting Packing Density. In what follows, the approach used by the
Scene-Driven Module to derive the measureM and the associated orientation of a part is described.
Shape Similarity
In order to endow the Scene-Driven Module with the capability of evaluating the shape similarity
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Figure 2.7: The turning function.
between a void region and a part, we employ the method that has been proposed in [ACH+91] and
modify it so that it can handle cases where the shapes under consideration have only partial similarity.
This method uses the turning function (s) to represent the contour of a shape, which captures the
angle between the tangent of the shape and a reference axis (e.g., horizontal axis) while traversing the
shape’s boundary. Thus, given an arbitrary reference pointO on the shape’s boundary and normalising
the arc length, the function (s) represents the angle variation between the tangent and a reference
axis with respect to the arc length s. This function is translation invariant, while a rotation of the
shape by an angle w corresponds to an increment of (s) by w. A horizontal shift of this function by
t, namely (s+ t), corresponds to a location change of the origin O along the shape’s contour by the
normalised arc length t. An example of a turning function representation is illustrated in Figure 2.7.
As can be seen, the turning function that represents a polygonal shape is piecewise constant and
discontinuities appear only at the vertices of the shape.
Arkin et al. [ACH+91] exploited the fact that the turning function is piecewise constant when rep-
resenting polygonal shapes and introduced an efficient method for evaluating the similarity of such
shapes. In particular, assuming that A and B are the two polygonal shapes under consideration, their
method quantifies the similarity between A and B by using the respective turning functions A(s)
and B(s), and searching for the vertical and horizontal shifts of these functions that minimise their
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distance (i.e., Q) according to the L2 metric:
Q = min
2R, t2[0;1]
Z 1
0
(A(s+ t) B(s) + (t))2ds
 1
2
(2.9)
where  and t indicate the vertical and horizontal shifts of the turning functions. The angle 0(t) that
minimises the distance between A(s+ t) and B(s) is given by [ACH+91]:
0(t) =
Z 1
0
(B(s) A(s+ t))ds (2.10)
In order for this method to be incorporated into our Scene-Driven Module for evaluating the shape
similarity between a void region and a part, a pre-processing stage takes place which approximates
the shapes in hand with polygons, according to the Douglas-Peucker algorithm [DP73]. It must be
stressed that our packing system uses polygonal approximations of the shapes only temporarily, for
measuring their resemblance. Apart from that, the system considers the shapes as they have been
acquired by the vision system, without any approximation (except due to digitisation), and therefore
there is no influence on the quality of the solution suggested at the end of the packing process, in
terms of Packing Density.
In order to identify if there is a partial shape similarity between a void region and a part, which
occurs when the part’s shape is not similar to the shape of the whole void region but only to a part of
this region, we utilise a greedy algorithm. This algorithm iteratively eliminates vertices of the void
region’s boundary when that results in a better resemblance between the void region and the part.
The elimination of the void region’s vertices in this process obeys the following constraints: (i) the
elimination of a vertex must lead to a shape with a smaller area than the original one so that occupied
areas in the sheet are not considered as void; (ii) after the elimination of a vertex, the resulting shape of
the void region must have a surface area within some range of the part’s area; and, (iii) the elimination
of a vertex from the void region’s boundary must result in a shape that is more similar to the part’s
shape. It should be noted that the greedy algorithm that is used here for evaluating the partial shape
similarity between two curves has characteristics in common with the method proposed in Latecki et
al. [LLW05]. However, our method also takes into account constraints that should be imposed in
the shape matching process (namely, criteria (i) and (ii)) in order to be incorporated into our packing
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system.
To conclude, the presented greedy algorithm computes, for a given part and a void region, the associ-
ated pair of values (M; 0), withM being the minimum possible value of Q obtained through search,
and 0 being the corresponding angle.
Scene-Driven Module Description
Let us now describe how the Scene-Driven Module is incorporated into the packing system. Initially,
the Scene-Driven Module places the void regions in a list according to their position in the layout.
The bottom most void region is examined first. The system assesses the placement of each one of
the remaining parts at the void region under examination according to the evaluation function EF . If
none of the parts gives an EF value that reaches a predefined threshold (called the Shape Similarity
Threshold), the system examines the next region in the list. When a part reaches that threshold, the
method orientates it according to the output angle of the shape matching module and visualises its
placement in the specific void region. Like the Object-Based Module, the placement of the part occurs
in the respective void region by applying the erosion operation of mathematical morphology.
In particular, let the image set C be a window in the layout that includes the selected void region,
and let the structuring element D be a part which matches well with the void region and is orientated
according to the shape matching method. The operation of erosion is applied to the image set C by
the structuring element D, and the result of this operation is another image E where the set of all
feasible placements for the part in the image set C has been specified. The system visualises the
placement of the part in the bottom-left location of this set (see Figure 2.8) and quantifies the quality
of the layout in terms of Packing Density. The resulting Packing Density is then compared with the
Packing Density obtained by the placement suggested from the Object-Based Module. The system
finally favours the placement that results in the best possible Packing Density. It should be noted
that our system stores the computed values EF which are assigned to pairs of void regions and parts.
In this way, the method has to compute, at each stage, the shape similarity only between new void
regions and remaining parts.
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2.4.3 Outline of the Overall Algorithm
In summary, the overall algorithm works as follows. First, the Pre-Layout Phase takes place where
the system uses a vision system to acquire the shapes of the sheet and the parts, and stores them as
binary images. The system extracts additional geometrical information from each part by determining
the dimensions and the orientation of its Minimum Enclosing Rectangle. As has been stressed, the
shapes are represented by binary images, and theirMERs are used only as additional information for
the system. Carrying out the Pre-Layout Phase, the system is now able to start placing the parts in the
sheet.
The Object-Based Module is applied first, and the parts are sorted according to the size of their areas
in a decreasing order. Each part is oriented such that one side of itsMER aligns with the axis of the
sheet’s least moment of inertia. The first part is placed in the bottom-most, left-most feasible position
of the layout using mathematical morphology. After the placement of the first part, the Scene-Driven
Module is applied to determine the void regions in the layout. The void regions are sorted according
to their position in the layout, with the bottom most region being first. The method, by visualising
the placement of the next part according to the Object-Based Module, determines a Packing Density
Threshold. Doing so, the method will proceed to an alternative placement of the same or another part,
only if such placement gives a better Packing Density than the Packing Density Threshold. In case an
alternative placement gives a Packing Density equal to the Packing Density Threshold, the placement
which fixes the part under consideration in the most bottom-left location in the layout is preferred.
The system examines whether there is a correspondence between one of the resulting void regions and
one of the remaining parts, based on their shape and area. The search starts by evaluating the match
between each one of the remaining parts with the first region in the list. If the system concludes that a
good placement has not been found, it considers the next void region of the list. When there is a corre-
spondence between a part and a void region, the system visualises the placement of the appropriately
oriented part in the corresponding void region, and the Packing Density achieved is measured. If the
obtained Packing Density is greater than the Packing Density Threshold defined above, the system
proceeds to the placement of that part in the underlying void region. There are cases where a void
region matches well with more than one part. When this happens, the method keeps the one which
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gives the best Packing Density. After the actual placement of the new part, the list of the remaining
parts and the set of void regions are updated. The method repeats the procedure of determining a
Packing Density Threshold, finding correspondences between void regions and remaining parts, and
carrying out the placement which gives the best Packing Density, until all the parts are placed.
2.5 The Proposed Method: On-Line Mode
The approach which has been presented for the off-line packing of a set of 2D parts can be slightly
modified to be applied to the on-line instance of the problem. We recall that, in contrast to the off-line
instance where the system selects which part should be placed at each stage, the on-line instance of
the problem limits the system to place the parts in a fixed sequence. This sequence is not known to
the system in advance. In order to describe how the modified system works, we just need to describe
the placement of a single part, since the remaining parts will be placed in the same fashion.
Let us assume that Parti is the next part to be placed. The system calls the Object-Based Module
and the Scene-Driven Module, with each one of them examining a set of possible placements. At
the end, the system will select the most promising placement among the ones suggested by the two
approaches.
The Object-Based Module searches for the most bottom-left position of Parti by considering four
candidate orientations. These orientations emerge by aligning each side of the Minimum Enclosing
Rectangle of Parti with the axis of the sheet’s least moment of inertia. On the other hand, the Scene-
Driven Module generates void regions in the layout and evaluates potential placements by taking into
account the shape similarity between Parti and the void regions. Void regions with similar shape to
the part in hand are classified as promising. The two modules compete with each other for placing
the part, and the system selects the placement which maximises the Packing Density.
As can be seen, the system had to be slightly modified in order to handle the on-line instance of
the problem. The difference with the off-line mode of the system is that, in the on-line mode, (i)
the Object-Based Module does not have the flexibility to order the parts, and (ii) the Scene-Driven
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Module is limited to comparing the void regions with a single part and not with the set of remaining
parts.
2.6 Experimental Results
The proposed method is evaluated using 14 benchmark problems that are available from the EURO
Special Interest Group on Cutting and Packing (ESICUP) website1, and is compared with state-of-the-
art algorithms. The benchmark problems presented below can be categorised as artificial or garment
problems. Their names derive from the way they have been produced; in particular, the former ones
have been produced artificially, while the latter ones have been taken from the garment industry.
Nine of the benchmark problems under consideration were produced by Hopper [Hop00] and include
convex and non-convex polygonal shapes. Their size varies from 15 to 75 parts. The benchmark
problem with the lowest number of parts (i.e., 15) is poly1a. The other problems are divided into
two sets, namely A and B. Set A includes four other problems (labelled with “a”) that consist of
multiples of 2 to 5 of the polygon set in poly1a, depending on their size. Set B also includes four
other benchmark problems labelled with “b”. In contrast to the problems of set A, these problems
contain each polygon only once. It should be noted that Hopper considers a constraint according
to which the parts are allowed to rotate only to those four orientations which align a side of their
minimum enclosing rectangle with the length axis of the sheet. As stated in her thesis [Hop00], the
search space is very large when this constraint is not imposed, and as a consequence the solutions
achieved from her approaches are worse. However, the present method is tested without imposing
any orientation constraint, as it uses the shape matching module to narrow down the search space.
Without imposing orientation constraints, the proposed method has also been tested on one more
artificial benchmark problem, and four real-life instances taken from the garment industry.
As already mentioned, the solutions achieved by our method are evaluated using the Packing Density,
which is given in eq. (2.1). Such an evaluation facilitates the comparison of our system with previous
methods that also use the same performance measure. While there are methods in the literature which
1http://www.apdio.pt/sicup/
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have been evaluated according to the required length of the sheet, we can calculate the equivalent
Packing Density using the total area of the nested parts, the width and the length of the sheet. The
experiments conducted in this work have been performed on a PC with a 3 GHz Intel Pentium 4
processor and 1 GB RAM. The results shown are obtained by executing our method three times for
each benchmark problem and then keeping the best solution. In these experiments, we examine a set
of three Shape Similarity Thresholds which allow for a different level of flexibility during the shape
matching process of the Scene-Driven Module. This choice has been made because some sets of parts
require a stricter criterion than others in what constitutes a promising match between a void region
and a part. The three Shape Similarity Thresholds used are not tailored to each benchmark problem,
but are kept the same for all the experiments performed.
Tables 2.1, 2.2 and 2.3 summarise the performance of the present work and of other methods from
the literature, when they are applied to the aforementioned benchmark problems. As illustrated, our
algorithm achieves solutions of comparable quality with the best solutions achieved up to now, in
much shorter times. The meta-heuristic approaches presented in [GO06, NO03, BHKW06] achieve
most of the time the best solutions in the literature, but their computational cost is high. In particular,
Gomes et al. [GO06] achieve on average 3.6% better Packing Density than our algorithm, Nielsen
et al. [NO03] 2.4%, and Burke et al. [BHKW06] 2%. As illustrated in Tables 2.1, 2.2 and 2.3, their
execution times are typically of several hours, while our algorithm needs only a few seconds.
Our algorithm outperforms Hopper’s approach [Hop00], both in Packing Density and time efficiency.
The computation time of our method was expected to be much lower since our algorithm is based on a
single-pass placement and not on a computationally expensive approach like the one used by Hopper,
namely a genetic algorithm. Furthermore, the proposed method leads to solutions of better Packing
Density (on average 10.2%) due to the superiority of the proposed placement strategy in comparison
with other traditional heuristics. Commercial nesting packages, such as NestLib and SigmaNest have
also been assessed on the same benchmark problems by [Hop00]. Our algorithm outperforms both
of these packages; it gives on average 1.96% better Packing Density than NestLib, and 5.2% than
SigmaNest. As stated in [Hop00], these packages are fast and obtain solutions within less than one
minute for the computationally demanding benchmark problems of “Shirts” and “Trousers”, but exact
computation times are not given.
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Our method is also compared with a single-pass algorithm introduced by Oliveira et al. [OGF00].
The authors conducted their experiments using a Pentium Pro processor at 200 MHz. Our algorithm
achieves better Packing Density than their algorithm (on average 3.7%) in similar computation times.
It must be emphasised that our algorithm is actually faster, since the authors of [OGF00] run their al-
gorithm 126 times for each benchmark problem, using various nesting strategies, evaluation functions
and local search techniques, and then keep the best solution among them. The times presented for
their algorithm in Table 2.3 refer to the execution times required by the best variant of their algorithm
on each benchmark problem.
The proposed system is well suited to robotic applications as it can take into account imprecisions
of robotic movements, due to the integration of a vision system. In on-line industrial applications,
where parts are acquired by the system and need to be placed one at a time, the system predetermines
their position and orientation at the time of acquisition. However, inaccuracies in robotic movements
may occur and the part may be placed in a different position from the one the system selected. As the
system does not know the actual position of the nested part, occupied regions will be considered as
void, and future collisions may occur between placed and remaining parts. In order to avoid this, the
vision system can send feedback to the packing system informing it of the actual position of the placed
part. Then the system proceeds to the packing algorithm, taking into account the actual placement of
the part. Most packing algorithms are developed only for off-line applications and such limitations
have not been considered.
In order to test our method in on-line packing, a set of 20 experiments is performed for each bench-
mark problem using part sequences that have been generated by a random number generator. Ta-
ble 2.4 illustrates the average and the maximum Packing Density achieved by the on-line mode of
our method for each benchmark problem introduced by Hopper, as well as the average execution time
per experiment. While the average Packing Density obtained in the on-line mode is much lower than
that obtained in the off-line instance of the problem (on average 4.8% difference in Packing Density),
the system still manages to obtain part placements of satisfactory quality. The drop in the system’s
performance was expected as the system is not allowed to select the ordering of the parts, but has
to place them in the sequence produced by the random number generator. Recall that in the off-line
mode, the parts to be placed are sorted according to their areas in decreasing order, and this sequence
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is modified only when promising part placements are found by the shape matching module during
the packing procedure. This ordering heuristic is employed in the off-line mode to ensure that: (i)
large parts are placed first in the sheet, as they usually do not fit in “holes” that appear in the layout
due to their size; (ii) small parts are placed in a later stage, as they can fill gaps that appear between
already nested parts; and, (iii) one of the remaining parts which matches well with a void region can
be placed at the next stage of the packing process. Without being able to apply such heuristics in
on-line packing, the sequence provided to the system might require the large objects to be placed at
the end of the queue, a fact that typically degrades the method’s performance. Also, the Scene-Driven
Module in the on-line mode is constrained to only check whether the part in hand matches well with
a void region, without having the flexibility to examine the potential placement of other parts that
have not yet been placed. Although these issues typically result in solutions of lower quality, there
can be some randomly generated sequences of parts that yield good layouts, as indicated by the max-
imum Packing Density achieved in each benchmark problem. The time required in the on-line mode
is shorter than that required in the off-line mode of the system, especially when the number of parts
increases. This is because the Scene-Driven Module in the on-line mode searches, at each stage, for
promising placements of only a single part and not of the whole set of the remaining parts.
2.7 Summary
In this chapter, an intelligent system for packing two-dimensional irregular shapes was presented. The
proposed system was assessed on 14 established benchmark problems and performed very well. In
particular, the presented algorithm performs better than approaches from the recent literature [OGF00,
Hop00], both in Packing Density and execution time, while producing solutions of better quality than
commercial nesting packages. It should be mentioned that recently published methods [GO06,NO03,
BHKW06] achieve better solutions than our algorithm, but with much longer computation times.
Unlike many previous methods, the present system can deal with complex shapes and a variety of
industrial constraints, such as defective regions and irregularly shaped sheets. This flexibility is due
to the pictorial representation that the system uses, where parts and sheets are represented by their
binary images.
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Benchmark Problem poly1a poly2a poly3a poly4a poly5a
Number of Parts 15 30 45 60 75
Fixed Width 40 40 40 40 40
Source [Hop00] [Hop00] [Hop00] [Hop00] [Hop00]
Method Quality of solution (Packing Density)
(Time)
Proposed Method 66.7% 69.7% 70.6% 70.6% 69.9%
(6 sec) (13 sec) (21 sec) (32 sec) (48 sec)
Hopper [Hop00] 59.6% 61.4% 60.4% 60.2% 59.3%
(1380 sec) (2940 sec) (4500 sec) (7020 sec) (8880 sec)
SigmaNest [Hop00] 59.9% 67.5% 68.3% 69.1% 69.4%
NestLib [Hop00] 69.7% 68.1% 76.1% 72% 71.6%
Burke et al. [BHKW06] 73.2% 72.8% 73.8% 74.6% 73.9%
(360 sec) (1240 sec) (2010 sec) (2430 sec) (5040 sec)
Table 2.1: Comparison of the proposed method with existing algorithms on the set A of Hopper’s
benchmark problems. For each method, the achieved Packing Density and the execution time is
given. In some cases, the execution time of a method is not presented as it is not available from
its source. In this table, the average execution times for one run of our method are presented. The
required computation time of the Burke et al. algorithm is computed by taking into account the
average time per iteration of their algorithm, its required number of iterations for one run (i.e., 100),
and the number of runs for a version of their algorithm (i.e., 10). It must be noted that this is the best
possible scenario for their method, since in reality the authors achieve these solutions by repeating the
aforementioned procedure 4 times for each problem, modifying their algorithm in order to examine
different search methods and heuristics, and keeping the best solutions. Finally, the performance of
the Genetic Algorithm introduced in [Hop00] is presented.
The proposed system managed to specify high quality placements of parts utilising techniques drawn
from computer vision, namely a shape matching algorithm and the operation of erosion. The shape
matching algorithm was employed in this chapter to specify promising placements of parts at void
regions, while erosion was used in order for the system to nest parts without them overlapping. The
following chapters also investigate shape matching, but in the context of object recognition, where
the aim is to retrieve a target object from a novel input image, despite factors like clutter, partial
occlusions, lighting conditions and shape deformations. Shape cues can play an important role in this
process, and the following chapters introduce shape matching approaches that tackle this problem.
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Benchmark Problem poly2b poly3b poly4b poly5b
Number of Parts 30 45 60 75
Fixed Width 40 40 40 40
Source [Hop00] [Hop00] [Hop00] [Hop00]
Method Quality of solution (Packing Density)
(Time)
Proposed Method 70.9% 74.3% 73.6% 74.6%
(15 sec) (24 sec) (36 sec) (52 sec)
Hopper [Hop00] 57.7% 57.3% 67.9% 65.6%
SigmaNest [Hop00] 68.3% 71.8% 71.7% 71.4%
NestLib [Hop00] 67.3% 73% 73.1% 72.4%
Burke et al. [BHKW06] 75.4% 74.9% 74.8% 75.8%
(2500 sec) (4260 sec) (8240 sec) (14700 sec)
Table 2.2: Comparison of the proposed method with existing algorithms on the set B of Hopper’s
benchmark problems.
Benchmark Problem Shirts Trousers Swim Shapes1 Dagli
Number of Parts 99 64 48 43 30
Fixed Width 40 79 5752 40 60
Source [OGF00] [OGF00] [OGF00] [OGF00] [Hop00]
Method Quality of solution (Packing Density)
(Time)
Proposed Method 85.1% 87.7% 69.5% 67.8% 81.6%
(79 sec) (50 sec) (26 sec) (17 sec) (10 sec)
Hopper [Hop00] 79.6% 76.7% 56.8% 54.7% 72.5%
SigmaNest [Hop00] 72.2% 79.1% 58.3% 57.2% 75.6%
NestLib [Hop00] 78.1% 76.8% 67.3% 62.3% 77.3%
Burke et al. [BHKW06] 84.6% 88.5% 68.4% 66.5% 83.7%
(4990 sec) (7890 sec) (12390 sec) (820 sec) (2040 sec)
Gomes et al. [GO06] 86.8% 90.0% 74.4% 71.3% 87.2%
(10391 sec) (8588 sec) (6937 sec) (10314 sec) (5110 sec)
Nielsen et al. [NO03] 86.5% 89.8% 71% 72.5% -
(3600 sec) (3600 sec) (3600 sec) (3600 sec)
Oliveira et al. [OGF00] 81.3% 82.8% - 65.4% -
(210.5 sec) (37.2 sec) (23.3 sec)
Table 2.3: Comparison of the proposed method with existing algorithms on additional artificial and
garment benchmark problems. The times stated in this Table for the method of Gomes et al. [GO06]
are the average times required from their algorithm for one run on each benchmark problem. Gomes
et al. run their algorithm 20 times for each benchmark problem and then keep the best solution
among these runs. As concerns Oliveira et al. [OGF00], the times mentioned in this Table refer only
to the execution times of the best variant of their algorithm after testing 126 versions of their method.
Moreover, the average execution times for one run of our method are provided.
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Benchmark Number Average Packing Density Best Packing Density
problem of parts (Average time per experiment)
poly1a 15 60.4% (6 sec) 66.6%
poly2a 30 65.2% (12 sec) 70.3%
poly3a 45 66.5% (20 sec) 70.2%
poly4a 60 67.6% (27 sec) 71.4%
poly5a 75 68.2% (35 sec) 70.9%
poly2b 30 64.7% (14 sec) 70.4%
poly3b 45 67.3% (19 sec) 69.2%
poly4b 60 68.3% (26 sec) 70%
poly5b 75 69.3% (32 sec) 71.9%
Table 2.4: On-line packing on Hopper’s benchmark problems. The Table presents the average and the
best Packing Density obtained in the 20 experiments that have been performed for each benchmark
problem. The average time required per experiment is also provided.
56 Chapter 2. A Vision-Based System For Packing 2-D Irregular Shapes
(a) Poly5a (b) Poly5b (c) Poly4a (d) Poly4b (e) Poly3a
(f) Poly3b (g) Poly2a (h) Poly2b (i) Poly1a (j) Shapes1
(k) Shirts (l) Swim (m) Trousers (n) Dagli
Figure 2.9: Evaluation of the proposed algorithm on artificial benchmark problems ((a)-(j)) and real
life instances ((k)-(n)).
Chapter 3
State-of-the-Art in Object Recognition
Automatic object recognition is one of the most important tasks in computer vision and has attracted
the attention of many researchers. Most of the methods that have been developed can be categorised
according to the object representation used into appearance-based methods (section 3.1) and shape-
based methods (section 3.2). Besides these two main approaches, however, there are also methods that
exploit multiple cues for enhancing the representation of the target object (section 3.3) or even model
contextual constraints between the object-of-interest and its background to improve their performance
(section 3.4). The focus of this thesis is on shape-based object recognition, and we, therefore, present
a more elaborate review on methods of this domain.
3.1 Appearance-based Object Recognition Methods
Many object recognition methods in the literature model the target object according to its appearance
in a training image, extracting directly a representation from intensity values. An early appearance-
based method was proposed by Swain and Ballard [SB91] which uses colour histograms to represent
regions of the target object and the input image. Their method efficiently evaluates the similarity of
these regions based on the intersection of the respective histograms. A shortcoming of this method,
however, is its sensitivity to lighting conditions and its weakness at handling object-classes with
varying colour.
Early appearance-based methods (e.g., [MN95]) typically require the complete target object to appear
isolated in the input image, without the presence of background clutter. This is due to their global
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approach, as they search for a representation in the input image which is similar to the representation
extracted for the whole target object. Such methods can therefore be applied only to controlled envi-
ronments where the object-of-interest is assumed to be unoccluded, while clutter can be removed by
simple thresholding. More recent appearance-based methods overcome this limitation by represent-
ing an object using local features which encode information from small patches in the image. Such
features require only local support and can be detected even if distant parts of the object are occluded
or their appearance is changed due to lighting conditions.
Lowe [Low99] introduced an influential method for generating local image features called the Scale
Invariant Feature Transform (SIFT). The first stage of his approach identifies locations in a given im-
age by looking for maxima or minima of a Difference-of-Gaussian function in scale space. The local
regions around these locations are then represented by the SIFT keys which are high-dimensional
feature vectors that encode the image gradients in these regions. The local features generated are
invariant to translation, rotation and scale transformations, while they exhibit partial invariance to
illumination changes and affine transformations. However, their performance deteriorates when han-
dling textureless objects or dealing with object classes that include instances with a varying texture
(see Figure 3.1). Many researchers have proposed since then refinements on the original version of
SIFT. For example, Ke and Sukthankar [KS04] have proposed the PCA-SIFT which applies Prin-
cipal Component Analysis (PCA) to the normalised gradient patches around keypoints aiming to
obtain a more compact representation than SIFT, without, however, sacrificing its distinctiveness. In
their implementation, the authors managed to reduce the original 128-dimensional vector of SIFT
to a 36-dimensional vector, which resulted in much faster matching. It was also shown in [KS04]
that their approach performs better than SIFT in terms of accuracy, as well. However, Mikolajczyk
and Schmid [MS05] showed in another comparative study that PCA-SIFT is less discriminating than
Lowe’s descriptor.
Recently, several researchers have tried to make local features invariant to full affine transforma-
tions [TVG00, MS02, SZ01]. However, as stated in [Low04, Mik02], the affine-invariant features
seem to have lower repeatability than the scale-invariant features, unless there is a strong affine dis-
tortion of more than 40 degree change in the viewpoint angle. Sivic and Zissermann [SZ03] have
exploited the affine-invariant features for retrieving key frames from a video that include a query ob-
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(i) (ii)
(iii) (iv)
(v) (vi)
Figure 3.1: SIFT features perform well on identifying local patches of a textured model object in
a novel image (see (i)-(ii)). However, their performance deteriorates when dealing with textureless
objects, as shown in (iii) and (iv). Observe that, while SIFT features can recognise the matches
between the textured “Coca-Cola can” and the novel input image in (v), they cannot identify the
similarity of the two cans in (vi) (no match was found). In general, appearance-based methods are
sensitive to variations in texture or colour between objects of the same class.
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ject, emulating the way Google retrieves text documents. The query objects typically appear with
strong affine distortions between different frames of a movie, and thus, the use of such features is
important for the robustness of their system.
An issue arises when the local features extracted to represent the target object correspond to image
patches that cover both foreground and background regions. Such patches overlap the boundary of
the target object including noisy information from the background. Since the background is expected
to be different between the training image and the input image in hand, the description of correspond-
ing features will vary, rendering their detection difficult. This shortcoming is of greater importance
when the size of the target object becomes smaller relative to the size of the image. In this case, the
recognition process will be based on larger-scale features which are more likely to include regions of
the background. This observation motivated Stein and Hebert [SH05] to introduce the Background
and Scale Invariant Feature Transform (BSIFT), where samples of the local image patches that appear
outside the boundary of the object are discarded when creating the orientation histograms. A short-
coming of their approach, however, is its sensitivity to boundary fragments of the object that have not
been detected in the input image, as well as to internal edges that have been erroneously classified as
external boundary fragments.
3.2 Shape-based Object Recognition Methods
As acknowledged in the literature, appearance-based methods are sensitive to lighting conditions,
while their performance is typically undermined when the target object is poorly textured. Shape-
based methods are insensitive to these issues and representative methods of the literature are presented
below.
3.2.1 Generic Object Recognition by Parts
A theory introduced by Biederman [Bie87] for the visual object recognition by humans was influential
in the computer vision community. His theory, called Recognition by Components (RBC), suggested
that we recognise complex objects by decomposing them into a set of volumetric primitives which
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he named geons. Since then, many automatic object recognition systems have used geons as their
representation scheme [BL93,RJ94,Fai91]. An approach for generic object recognition by parts was
also proposed by Pentland [Pen86] who used superquadrics to generate deformable primitives.
Although these methods can theoretically achieve generic object recognition, their application is lim-
ited only to simple objects and typically require manual segmentation. A review of the issues that
should be addressed for geons to be practically applicable in computer vision is presented in [DBB+97].
3.2.2 Point Pattern Matching
A more practical approach for object recognition is the use of point sets for representing the tar-
get object and the input scene. An early technique applicable to point sets is the Hough Trans-
form [Hou62,DH72], which was originally designed to detect lines and parametric curves (e.g., circles
and parabolas), and then extended by Ballard [Bal81] to recognise arbitrary structures. The extended
version, called generalised Hough Transform, builds an accumulator space where the axes correspond
to the transformation parameters. The accumulator space is discretised and each hypothesis-bin is
voted by supporting input evidence. The largest cluster of votes indicates the most likely pose of the
target object in the input image. Further information which can be extracted from the image, such as
edge orientation, narrows down the possible poses that could explain input evidence, rendering the
method more robust.
Lamdan and Wolfson [LW88] introduced a method based on geometric hashing. Their algorithm is
carried out in two stages: the off-line stage, where a model representation is built for the objects to
be recognised, and an on-line matching stage, where the models are compared to the representation
extracted from the input image. In the off-line stage, their method selects minimal sets of points to
determine reference coordinate frames, and then records the relative coordinates of the remaining
samples of the objects. The space is discretised, and sample locations are assigned to bins in a
hash-table, indexing which object and reference frame support each entry. The number of points
which is required to form the basis for a reference coordinate frame depends on the dimensions
of the points (2D or 3D), as well as on the type of the transformations allowed (e.g., similarity,
affine, projective). In the execution phase, their method chooses arbitrary points from the input set
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to form numerous reference coordinate frames, with the relative coordinates of the remaining input
points being computed for each frame. Each time, the method examines the relative coordinates of
each input point and retrieves from the hash-table, which was built in the off-line mode, every entry
(model object, model basis) recorded in the respective bin. Each entry retrieved is given a vote, and in
the end, the hypothesis with the largest number of accumulated votes is accepted as the final solution,
providing both the identity of the model object that appears in the input image and its pose. Geometric
hashing is highly parallelisable and hardware implementations have been proposed [BM90,RH92].
Belongie et al. [BMP02] introduced a novel shape descriptor, called shape context, which is assigned
to each point in the model and input set. The shape context is a rich descriptor which captures the
global configuration of the points in a structure relative to a certain reference point. The authors search
for correspondences between the two point sets by evaluating how likely it is for a pair of points to be
a true match based on the similarity of their shape contexts. The object recognition problem is thus
formulated as an instance of the weighted bipartite graph matching problem and is solved employing
the method introduced in [JV87]. This approach is acknowledged to be sensitive to occlusion, clutter
and shape deformations, and several researchers have attempted to address these issues. In particular,
Thayananthan et al. [TSTC03] introduced a point matching method based on shape context, where
a “figural continuity” constraint was imposed. Although they managed to improve the performance
of the original method, their approach remains sensitive to heavy clutter and large deformations.
Moreover, their “figural continuity” constraint has limited impact when occlusion occurs. Recently,
Ling and Jacobs [LJ07] extended the shape context by replacing the Euclidean distances with inner-
distances1. This shape descriptor performs well when dealing with articulation, but cannot tackle
cases where the shape topology changes due to occlusion. Also, their method is limited to applications
where the silhouette of the objects can be extracted.
Although the majority of the methods proposed only deal with rigid structures, there are several other
methods in the literature which can also cope with shape deformations. For example, Umeyama [Ume93]
models the allowable deformations with a parameterised representation and formulates the point
matching problem as a tree search procedure, Chui and Rangarajan [CR03] use deterministic anneal-
1The inner-distance between two boundary points is given by the length of the shortest path (within the shape bound-
ary) that connects them.
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ing and Thin-Plate-Spline [Boo89] to specify point correspondences, and Zheng and Doermann [ZD06]
formulate the point matching task as an optimisation problem where the local neighbourhoods should
be preserved and employ relaxation labelling to solve it.
3.2.3 Edge-based Methods
A set of contour fragments typically provides much more informative evidence for the appearance
of a target object in a scene compared to a set of 2D points. This stems from the fact that a curve
fragment, besides the coordinates of its samples which could have been given instead as a 2D point
set, also offers (i) how these points are connected, as well as (ii) local geometrical properties of the
structure they belong to (e.g., angles, normal vectors). Such curve fragments can be easily extracted
from an input image by simply applying an edge detector (e.g., Canny), and many shape matching
methods have been introduced that exploit them.
A flexible shape matching method which was mainly designed for semi-automatic segmentation rather
than object recognition was introduced by Kass et al. [KWT88], who proposed the energy-minimising
curves known as “snakes” or active contour models. Their approach starts with an initial assumption
about the shape-of-interest and its location in the input image, and by following an iterative procedure,
their method deforms the shape to fit the input data until an energy function is minimised. The
energy function includes three terms, with each one fulfilling a particular task: the first term aims to
preserve smoothness during the deformation of the shape, the second term attracts the contour to input
edges, and the last term is used to accommodate external constraints according to the preferences of
a user. Kass et al. use a gradient descent method for the minimisation of the energy function. Their
approach, however, is sensitive to the initial conditions used and can be trapped in local minima.
Furthermore, it is not constrained to a specific shape class and can deform to any smooth shape solely
driven by image evidence. Many researchers since then have been inspired by “snakes” and have
attempted to alleviate their limitations. Cohen [Coh91], for example, proposed an approach where
“snakes” behave like balloons by incorporating an inflation force. This force enables the model
to avoid getting trapped in spurious isolated edge points. Rueckert and Burger [RB95] introduced
a segmentation method that fits active contour models to objects using an adaptive spline model.
64 Chapter 3. State-of-the-Art in Object Recognition
In their method, the number of control points increases during the segmentation process in order to
enhance the accuracy of the model, while the optimal position of the control points is determined using
relaxation techniques, based on Markov Random Fields. The experiments performed on medical
images showed that their method achieves good segmentation results and is robust with respect to
the initialisation. Fua and Brechbuhler [FB96] modified the “snake” model and imposed further
constraints in order for the model to reach the desirable deformation. These constraints force the
shape either to pass through specific points in the input image, or to have predefined tangents at certain
locations. Ip and Shen [IS98] introduced a variation of “snake” that incorporates model-specific
information using affine-invariant geometrical characteristics (AI-snake). However, the authors do
not constrain the allowable deformations to be representative of a shape class.
Cootes et al. [CTCG95] introduced Active Shape Models, which are able to match a model shape to
input edges, allowing only for deformations of the model that are reasonable for the object class in
hand. This is in contrast to Active Contour Models [KWT88] which allow for free-deformations. In
order to extract a parametric model of the allowable shape deformation of the target object, Cootes et
al. use a training stage, where a set of representative shape instances of the target object are provided
to generate Point Distribution Models. As we will see in detail in chapter 8, Point Distribution Models
are built using Principal Component Analysis on the point coordinates of the training shapes to capture
the main modes of shape variation. Their approach has been influential on the field and extensions
of Point Distribution Models have been proposed (e.g., [HH95,CT99]). A limitation of Active Shape
Models, however, is that it requires a good initialisation of the model shape near its true pose in the
input image. Cootes et al. [CET01] also introduced Active Appearance Models as an extension to this
work, where a statistical model of shape variation and a statistical model of texture variation for the
object class in hand are combined.
Another popular approach for matching contour fragments is based on chamfer matching [BTBW77,
SBC05, TSTC03]. The chamfer distance can be efficiently computed based on the Distance Trans-
form [MQR03] where the distance between edge pixels of the model template to their closest edge
pixels in the input image is computed. However, this measure is not invariant with respect to trans-
lation, rotation or scale, and is sensitive to shape deformations. It is, thus, common for chamfer
matching methods to require the model object to be given in advance in approximately the same
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orientation as it appears in the input scene [BTBW77,SBC05]. In case of deformable objects, cham-
fer matching methods (e.g., [TSTC03]) have to search through a large number of model templates,
comparing each one of those templates with the input evidence.
Mikolajczyk et al. [MZS03] and Carmichael et al. [CH04] introduced shape-based methods which
are robust on viewpoint changes, but their scope is limited to “wiry” objects with thin parts. Sev-
eral other researchers have been recently interested on edge-based recognition of deformable ob-
jects. Felzenszwalb [Fel05] proposes a method for detecting polygonal shapes by representing them
with independently deformable triangles, but his approach is computationally expensive. Athitsos et
al. [AWSB06] also developed a flexible method that tolerates structural shape changes, such as the
occlusion of some fingers when localising hand instances in the input image. However, their ap-
proach, like that of [CYES00], is solely driven by bottom-up mechanisms which might deform the
target object to non-meaningful shape instances since local constraints can result to erroneous global
configurations. Ferrari et al. [FJS07] initialise the pose of the target object in the input image using
a Hough-style voting scheme and then perform non-rigid shape matching using a variation of the
method proposed in [CR03]. Their method, mainly due to the initialisation stage, might run into dif-
ficulties when the target object consists of small subparts whose configuration can vary significantly
between instances of the object-of-interest.
3.2.4 Silhouette-based Methods
Many silhouette-based methods assume that the target object and the input scene are represented by
a pair of closed curves and impose ordering constraints on the allowable matches. These methods
can be divided into global shape matching methods and partial shape matching methods. On the
one hand, global shape matching methods measure the similarity of two shapes by evaluating how
similar are their whole contours. On the other hand, partial shape matching methods decompose the
representations of the two shapes into fragments, and comparisons are made between those.
Wolfson [Wol90] proposed a partial shape matching method that uses two characteristic strings of
real numbers to represent the external contours of the model and input shape. Curve matching is then
carried out in a fashion that resembles string matching, where the model representation slides over the
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input representation sample by sample, and the longest matching subcurve is identified. While this
method performs well when the two shapes have a long subcurve in common, it lacks optimality and
is sensitive to sampling.
In contrast to the local approach followed by [Wol90], Arkin et al. [ACH+91] proposed a global
approach to measure the similarity of two shapes. In particular, Arkin et al. use the turning an-
gle to represent the shapes and the L2 distance of their representations to measure their similarity.
Transformations applied to the model representation such as shifting, translation and rescaling en-
able the method to be robust against similarity transformations (i.e., translation, rotation and uniform
scale). However, this method is unable to tackle non-uniform distortions and occlusions. Latecki
and Laka¨mper [LL00] proposed an approach which is related to [ACH+91] in the way they compare
polygonal curves (based on the L2 distance of their turning angle representations), but can cope with
non-uniform distortions. Specifically, their method initially simplifies the two shapes [LL99], and
then uses dynamic programming to find the optimal correspondence of their parts. The similarity of
the two shapes is then evaluated based on the similarity of their corresponding parts. Although their
method is robust with respect to non-uniform distortions, its performance deteriorates when the tar-
get object is occluded. A new method has been introduced by the same authors [LLW05] which can
tackle occlusion, provided that the pair of input and model shapes under examination have in common
distinctive parts. The approach they follow is an iterative procedure, at each stage of which, one of the
input vertices that seems not to correspond to a model vertex is eliminated. Following this procedure,
their method is guided by local optima without guaranteeing that the global optimal solution will be
achieved. Therefore, there may be cases where their method is misled and wrongly eliminates input
vertices that actually correspond to model vertices. Recently, Latecki et al. [LMWY07] proposed an
elastic partial shape matching technique. Given a model (query) and an input curve, their method
represents each curve with a string and is able to determine a subsequence of the input string that best
matches the model string. Their method assumes that the whole model curve is part of the input curve
and matches all the elements of the model string to elements of the input string. Although this method
is flexible and can deal with scale changes and outliers in the input curve, it may run into difficulties
when dealing with occlusion. Indeed, when it comes to occlusion, only some, but not all, of the ele-
ments of the model string should be matched to elements of the input string, since parts of the model
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curve are occluded and do not appear in the input curve. Gdalyahu and Weinshall [GW99] introduced
a curve matching method which can cope with clutter, assuming, however, that the corresponding
parts of the input shape and the model shape are distinctive.
Sebastian et al. [SKK03] developed a method which addresses object recognition by representing
shapes with their outlines and searches for their optimal correspondence by minimising an energy
function which penalises “bending” and “stretching”. The optimisation is carried out using dynamic
programming, and the results achieved show that the method can cope with a variety of visual transfor-
mations. As acknowledged in [SKK03], however, this method is sensitive to occlusion when the over-
all structure of the input shape differs from the structure of the model shape. Petrakis et al. [PDM02]
also introduced a curve matching method which employs dynamic programming to specify intuitive
correspondences between two shapes, but their method cannot handle cases where multiple objects
occlude each other in the input scene, or cases where multiple objects have similar parts.
Tanase and Veltkamp [TV05] proposed a part-based shape retrieval method which takes as input an
ordered set of disjoint polylines P and a polygon A, and identifies their optimal match using dynamic
programming. Each polyline Pj is represented using the turning angle representation and can be ro-
tated independently from the rest polylines. However, the selection of starting point for each polyline
is not carried out independently since the polylines should not overlap and there are ordering con-
straints that should be satisfied as well. It should be mentioned that P is not automatically specified
but is given by the user after a shape decomposition step [Tan05]. As acknowledged in [TV05], the
selection of P plays significant role in the retrieval results. While this method is insensitive to articu-
lation and can handle occlusion, it might run into difficulties when called to identify objects without
distinctive parts or some of the selected polylines that comprise P are occluded in A. Moreover, the
independent rotation of each polyline Pj can result to non-meaningful solutions when dealing with
cluttered scenes.
Many more silhouette-based methods have been proposed in the literature with their main goal be-
ing to address partial matching. For example, Mokhtarian [Mok97] uses the Curvature Scale Space
technique [MM92] to segment shape contours and applies a local matching algorithm for carrying
out object recognition, Saber et al. [SXT05] extract feature points along the external input and model
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contours, compute distance matrices, and follow a sub-matrix matching algorithm, Ozcan and Mo-
han [OM97] propose a genetic algorithm for identifying the correspondences between input and
model features, while Orrite et al. [OEH04] use invariant points under projective transformations
to determine the alignment transform and evaluate the solution based on a variation of the Haus-
dorff distance. Neural network based methods have also been developed in [TYL92,KYS96,RCB99,
KYLS01]. However, most of these approaches suffer from one or more of the following drawbacks:
they deal only with minor occlusions, the input and the model shape must have long subcurves in
common without being interrupted by occluding objects, distinctive features of the model should be
unoccluded in the input image, they cannot handle geometrical transformations, and finally, they are
sensitive to sampling. There are also methods in the literature (e.g., [SKK04,TH04]) which represent
shapes using the medial axis or its variants. This representation manages to capture the structure of
the shapes and can facilitate the recognition of deformable objects. However, such approaches are
sensitive to noisy boundaries and can handle only moderate occlusion, as heavy occlusion may alter
the shape’s structure.
3.3 Methods Based on Multiple Cue Integration
We have presented so far methods which rely on a single visual cue, such as shape or appearance,
for object recognition. However, there are some object classes which are difficult to be distinguished
using a single source of information, and only the combination of multiple cues which provide com-
plementary information can disambiguate them. For instance, it would be hard for a vision system
based on shape to distinguish a zebra from a horse, but its task would be much easier if texture
information was also used.
Various combinations of cues have been selected in the literature. Opelt et al. [OPZ06b] fuse shape
and appearance cues, Furesjo¨ et al. [FCE04] combine colour, texture and shape, Stenger [Ste06]
integrates colour and motion for hand pose recognition, while Reno and Booth [RB00] fuse depth,
texture, homogeneous regions and shape. Some researchers have also built systems that recognise
objects by integrating visual and non-visual cues [AV07,LCZ+08].
Clearly, a complete object recognition system should combine multiple cues to achieve the best possi-
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ble performance. Our intuition, however, from the human visual system indicates that shape informa-
tion alone suffices for recognising a large variety of objects under challenging circumstances. In this
respect, we deliberately ignore any other cue in this work and show that a computer vision system,
which solely relies on shape information, can also perform very well.
3.4 Object Recognition Based on Scene Context
The previous sections presented object-centered methods where the target object is represented solely
by its own properties, such as shape, reflectance, colour, etc. However, there are object recognition
methods in the literature that follow a different approach and extend the object’s representation by
also taking into account its relationship with the rest of the scene.
Such a vision system, for example, is developed by Torralba et al. [TMFR03], which first recog-
nises the type of the scene captured in an input image (e.g., kitchen, office, street), and then, based
on the outcome of this categorisation, it produces strong priors of what objects are expected to be
present. Their algorithm was integrated into a mobile system and the sequence of the places visited
was predicted based on a Hidden Markov Model.
Another representative method of this category is introduced by Hoeim et al. [HEH06]. Their method
uses contextual information for detecting an object in a novel scene by combining low-level object
detectors, approximation of the camera viewpoint and rough estimation of the 3D scene geometry.
The 3D structure of the scene enables the system to predict reasonable locations of a certain object
in the input image. For example, their system rejects pedestrian detections when those are structures
located in the sky. The second element, namely the estimation of the camera viewpoint, allows the
system to restrict the acceptable scales for the object-of-interest. Thus, the 3D scene structure and the
camera viewpoint give a strong prior for the location and scale of a certain object class in the input
image. This is in contrast to the homogeneous prior given to all image locations by object-centered
approaches. Their system also exploits the strong indications it gets as feedback about the appearance
of a certain object in the image to refine its belief for the camera viewpoint and the 3D scene geometry.
The authors experimented with the detection of cars and pedestrians, and showed that their system
outperforms the low-level object-detectors when used alone.
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Several other researchers have also used contextual information for object recognition [MTF03,Tor03,
KH05]. Such systems perform better than just using an object detector alone when “rules” can be
safely extracted of what is expected to be a reasonable structure of the scene. However, their perfor-
mance is expected to deteriorate when novel scenes appear that do not satisfy the assumptions made.
For example, these systems are likely to recognise a cup when it rests on a table, but they would fail
to detect it when someone holds it in the air, as it would appear to “fly”. It should be stressed that,
contrary to the context-based methods, object-centered approaches, such as ours, are not restricted to
a training set of scenarios and perform equally well when novel scene structures are given as inputs.
Chapter 4
A Local String Matching Approach
**1
Let us consider the two silhouettes illustrated in Figure 4.1. The first image depicts the silhouette of a
child riding a horse, while the second image shows the silhouette of the child alone. We are interested
here in developing a shape matching method which, given, for example, the latter silhouette as a
query, evaluates the first image as highly relevant, and moreover, specifies the actual pose of the child
in the new image without being affected by the presence of the horse. Note that the contours of the
two silhouettes are not perceptually similar but only parts of them are. Thus, methods which compare
whole curves fail to capture the relevance between the query and the input image, as their response
is affected by the dissimilar parts of the two shapes. Our approach is to search for partial matches
between the curves under comparison and evaluate their “fitness” based solely on their common parts.
To accomplish this, we have developed two different methods. The first method is described in this
chapter and is a stepping stone towards the method to be presented in chapter 5.
4.1 Early Processing – Turning Angle Representation
Similar to many object recognition methods in the literature [SKK03,Mok97,GW99], the proposed
method represents the target object and the input scene by their silhouettes. The boundary of the
silhouettes is first acquired from the images as a chain of linked pixel coordinates and later divided
into straight line segments by using a well established method [DP73]. This method starts with a line
1This work was produced in collaboration with Secil Ozen.
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(i) (ii)
Figure 4.1: Two silhouettes with only partial similarity.
segment drawn between the furthest two points in the curve under consideration and iteratively adds
new points in the representation if their distance to the line segments already drawn is greater than
a predefined threshold. This threshold is a parameter that affects the detailing in the approximation
of the curve and should be accordingly selected not to lose important shape characteristics but also
abstract away the effects of noise.
The resulting polygonal approximation of each curve is then represented using the turning angle
representation [ACH+91]. We recall from chapter 2 that such a representation can be obtained by
starting from a certain point of the polygonal shape in hand and traversing the curve in a certain
direction until the starting point is reached. The turning angle () is then defined as the angle between
the heading directions as we go through consecutive segments (see Figure 4.2). The value of this
angle with respect to the arc length of the contour defines the turning function. Since this function
is piecewise constant for polygonal shapes, the contour can be represented by a sequence of vertex
features (x1; : : : ; xn), where xi is composed of two values: the turning angle (i) and the length of
the following edge (li). This provides a representation that is invariant to the orientation and location
of the contour.2
It should be noted that the representation adopted not only offers invariance under rigid transforma-
tions, but also renders the matching approach that is presented below robust with respect to noise
introduced by factors like clutter and occlusion. In particular, this representation extracts local prop-
erties of the curves, and thus, the encoding of their common subcurves is insensitive to distortions
2The representation becomes orientation invariant by computing the turning angle of the starting point of the curve
using as reference axis the direction of the preceding edge.
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Figure 4.2: As we follow the contour from left to right, the turning angles are as depicted.
that might appear at parts of the curves distant from them. For the remainder of this chapter, we
assume that A = (xA1 ; : : : ; x
A
n ) and B = (x
B
1 ; : : : ; x
B
m) denote the turning angle representations of
the silhouettes of the target object and the input scene in hand respectively, with n and m being the
number of samples extracted after the polygonal approximation of the two curves.
4.2 Matching Stage
Given the turning angle representations of the two silhouettes, namely A and B, this step of the
method is responsible for identifying partial matches between the two curves. To accomplish this, a
string matching approach is followed that slides the model contour representation over the representa-
tion of the input contour vertex by vertex. We perform the matching by comparing the vertex features
and recording matching segments as valid, provided that they are longer than a predefined threshold.
In order to tolerate possible variations in the representation due to the polygonal approximation, the
comparison is carried out approximately – angle values and edge lengths are considered equal if their
difference is within acceptable limits. In more detail, if we assume that the current starting points
under consideration in the two representations are xAst1 and x
B
st2, the method first computes the dif-
ference between their turning angles Ast1 and 
B
st2. In case this difference is smaller than a tolerance
error Thr, the matching segment is extended until a sample i is encountered that either results in
a difference between Ast1+i and 
B
st2+i out of the range of Thr, or is associated with a different
length lAst1+i and l
B
st2+i in the two curves. The method then starts extending a new matching segment
by examining the next sample in the two representations, namely xAst1+i+1 and x
B
st2+i+1. For a certain
pair of starting points st1 and st2, this procedure is carried out in a sliding window manner, checking
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for potential matches along the two overlaid representations. The same procedure is repeated while
the starting point of the model representation slides along the input representation.3
Clearly, this stage of our method, like the local string matching method proposed in [Wol90], gen-
erates a large number of hypotheses about possible matching subcurves, many of them being false.
There are two primary reasons for this. First, the representation adopted, in order to cope with global
distortions in the curves, only uses local features to identify promising matches. However, such fea-
tures have only moderate discriminating power and render the proposed method sensitive to accidental
matches. The other reason this stage of the method produces many accidental matches between the
two curves stems from the fact that this matching approach compares parts of the two curves inde-
pendently of each other. Thus, global evidence that might be available in different parts of the two
curves does not have any impact on the hypotheses generated. The following section introduces a
novel feature, which manages to capture global shape information without being sensitive to clutter
and occlusion, in order to compensate for the first problem, namely the limited discriminating power
of the local features used. In the following chapter, a new method is introduced which addresses the
second issue mentioned above by following a global optimisation approach. This approach exploits
global evidence in order to reliably identify correspondences between parts of the two curves.
4.3 Generalised Angle
This section incorporates into our matching process a novel geometric feature, called Generalised
Angle, in order to efficiently eliminate many of the accidental matches that are generated from the
matching stage described above. First, we define this feature, and then describe how it can improve
the performance of our matching method.
4.3.1 Definition of Generalised Angle
The Generalised Angle (GA) is a geometric feature assigned to every vertex of a polygonal shape, and
its value for a certain vertex depends on the relative spatial configuration of the curve with respect
3Due to the cyclic representation of a closed curve, we assume that xAst1+i corresponds to x
A
st1+i n when st1+ i > n.
Similarly, xBst2+i corresponds to x
B
st2+i m when st2 + i > m.
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to the selected vertex. In particular, the GA of a vertex vi (i.e., GA(vi)) is defined as the angle
between two rays that emanate from vi, pass through another vertex of the polygonal shape, and
divide the plane into two disjoint subsets with all the points of the shape in hand belonging to one of
these subsets (see Figure 4.3). Note that, in case two such rays do not exist for the vertex vi, we set
GA(vi) = 360
o. The Generalised Angle is translation and rotation invariant.
GA(vi3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Figure 4.3: Examples of Generalised Angles.
Our method for calculating the Generalised Angle of a vertex is as follows. Let D denote the polyg-
onal shape in hand and Di be the vertex-of-interest. First, the method specifies the point P , which
is the furthest point from Di where the bisector of the interior angle \Di 1DiDi+1 intersects with an
edge of the polygon D.4 Let the two vertices of the line segment of D that P belongs to (see Fig-
ure 4.4), be denoted by Dq and Dq+1. Due to the clockwise ordering of D, the vertex Dq lies in the
same semi-plane with the vertex Di+1, with respect to the line segment DiP . We can now divide the
vertices of D in two subsets: S1 = fDjjj 2 [i + 1; q]g and S2 = fDjjj 2 [q + 1; i   1]g. We first
compute the greatest counter-clockwise angle w1 between
  !
DiP and a vector that emanates from Di
and ends at a vertex of S1. Similarly, we compute the greatest clockwise angle w2 between
  !
DiP and
a vector that emanates from Di and ends at a vertex of S2. Using the angles w1 and w2, GA(Di) is
4Since the representation of the contour is cyclic, we assume that DM+1 ! D1 and D0 ! DM , where M is the
number of vertices in D.
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Figure 4.4: Calculation of GA(D6). In this example, q equals to 11.
given by:
GA(Di) =
8>>>><>>>>:
j w1 j + j w2 j; if j w1 j + j w2 j 360o
360o; otherwise
(4.1)
4.3.2 Using Generalised Angle to Eliminate Infeasible Matches
This section presents the usefulness of GA in eliminating infeasible matches that have emerged from
the string matching step. We make the assumption that a candidate matching subcurve is eligible if
it yields a pose of the target object in the input scene, such that there is no region of the transformed
model shape that lies on unoccupied areas of the input image. The eligibility of a matching segment
could have been alternatively evaluated in a verification stage where the object-of-interest is trans-
formed in the proposed pose, and its vertices are then checked if they lie internally to the silhouette of
the input configuration. This approach, however, is computationally expensive, especially when the
number of the candidate matches to be processed is large.
Our approach to efficiently eliminate infeasible matches relies on GAs. In particular, a pre-stage is
carried out where the method calculates the GA of each vertex of the input and the model shape. A
constraint is then imposed on the candidate hypotheses during the matching process, according to
which a match between an input segment sinput and a model segment smodel is feasible, only if all the
vertices of sinput have equal or greater GAs than their corresponding vertices in smodel. Potential
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matches that do not satisfy this constraint are eliminated. This criterion is based on the fact that the
GA of a vertex of smodel can only be increased, when the model object appears in a cluttered scene.
The GA criterion described above endows our method with the ability to reduce the number of can-
didate matches, with no possibility of discarding true matches, based on a simple check. It must
be noted that, due to accuracy limitations when approximating the contours with polygons, we need
to have a tolerance when imposing the aforementioned criterion. In particular, a potential correspon-
dence of a model vertexAi and an input vertexBj is assumed to be feasible, if it satisfies the following
constraint:
GA(Bj) > GA(Ai)  Tolerance (4.2)
where Tolerance is set equal to a small positive value.
To conclude, let us make some observations. The GA criterion is efficient and typically eliminates a
considerable number of ineligible matches, with the shapes of the target object and the input configu-
ration influencing this number. Although theGA criterion guarantees that only ineligible matches will
be discarded, it does not guarantee the elimination of all the ineligible matches found by the match-
ing algorithm. Our method attempts to rule out the remaining infeasible matches using the evaluation
function introduced in the following section.
4.4 Evaluation Function
An evaluation function (EF ) is designed to assign a confidence value to each candidate pair of match-
ing segments. We aim for a function that will give low confidence values to accidental matches, and
high confidence values to true correspondences.
One of the criteria incorporated into EF takes into account how distinctive the matching segments
are. In order to quantify the distinctiveness of a curve segment, we first decompose the segment
into primitive parts, with each primitive part including a vertex of the curve segment along with the
two edges emanating from this vertex. The distinctiveness of each primitive part is then evaluated
according to (i) the interior angle of its edges, with smaller interior angles indicating more distinctive
primitive parts (see Figure 4.5), and (ii) its number of appearances in the model set, assuming that a
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Figure 4.5: Two primitive parts with different interior angles are depicted.
database of model shapes has been provided.
Thus, the distinctiveness CDi of the ith primitive part of a segment is defined as:
CDi =
1
2

i
360
+
ni   1
N

(4.3)
where i is the interior angle in the primitive part (in degrees), ni is the number of appearances of
angle i in the model set, and N is the total number of all the vertices in the model set.
We can now quantify the distinctiveness of a matching segment S, denoted by CDS , as the average
distinctiveness of its primitive parts:
CDS =
kX
i=1
CDi
k
(4.4)
where k is the number of vertices in the segment.
Clearly, long matching segments or matching segments with many vertices, where many turns occur,
are likely to appear as the result of a one-to-one match between the input and a model shape, and not
because of an accidental configuration of random vertices. We, therefore, define the terms CLS and
CVS for the segment S:
CLS = 1  l
lmax
(4.5)
CVS = 1  k
kmax
(4.6)
where l and k are the length and the number of vertices of the matching segment respectively, lmax is
the length of the longest matching segment found, and kmax is the maximum number of vertices that
appear in a candidate matching segment.
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The three components defined above give the evaluation function for the candidate matching segment
S as:
EFS = CDS  CLS  CVS (4.7)
Note that a candidate matching segment S is considered to be more promising when the associated
value EFS decreases. An extension of the proposed method would be to cluster the matching seg-
ments according to the pose they suggest, and then to evaluate each suggested pose of the target object
as the sum of the confidence values that have been assigned to the supporting matching segments in
the respective cluster5.
4.5 Experimental Results
In order to validate the proposed method, we carried out experiments which compare curves that
have only a few partial matches. Our aim here is to show that: (i) the proposed method outperforms
shape matching methods which evaluate the fitness of two curves based on their overall similarity;
(ii) the proposed method is able to find partial matches between two shapes, even if they are distorted,
occluded and appear in a different pose; and, (iii) the GA criterion can discard a large number of
accidental matches.
The first set of experiments is performed to demonstrate the superiority of our partial shape matching
method in handling distortions and occlusions, compared to methods that only rely on overall shape
similarity. We select, as a representative method of this category, the well-established technique that
has been introduced in [ACH+91]. This method uses the turning angle representation as well, but
takes as a similarity measure the minimum distance between the two shapes’ entire turning functions.
Smaller values of this measure indicate better resemblance of the two shapes. We consider a database
of 12 model shapes, which are illustrated in Figure 4.6 and the simple input shape given in Figure 4.7.
We carry out 12 comparisons between the input shape and the model shapes, both with our method
and the method of Arkin et al. [ACH+91]. The results obtained are shown in Figure 4.8. As can
5Each pair of matching segments between the model and input curve supports the pose of the target object which
minimises the distance between the corresponding points of the segments. This pose can be recovered by the Euclidean
transformation E that is computed by  = min
E
tX
i=1
k E(Af(i))   Bg(i) k, where t is the number of samples in the
matching segments, and f; g are mapping functions to string indices.
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(i) (ii) (iii) (iv) (v) (vi)
(vii) (viii) (ix) (x) (xi) (xii)
Figure 4.6: The model set.
(i) (ii)
Figure 4.7: A simple input image which is composed of two overlapping objects, namely the “air-
plane” and the “star”; (ii) The extracted contour.
be seen, the method of Arkin et al. fails to identify the relevant model shapes even for this simple
example, suggesting here the presence of the model shape “knife”. In contrast, our method manages
to recognise the actual model objects that are present, ranking them in the first two places.
Another set of 12 comparisons tests our method with a more complicated input shape which is shown
in Figure 4.9. The same figure also illustrates the six matching segments with the best EF values that
the proposed method finds. As can be observed, the matches found are correct, and the method ranks
the model shapes that do not appear in the input scene at the bottom end of the list.
It must be noted that the GA criterion plays an important role in the performance of our method,
eliminating a considerable number of potential matches. In particular, for the input contour depicted
in Figure 4.9, this criterion eliminates 30% of the original matches found, while for the input of Fig-
ure 4.7 that percentage is around 40%. Examples of the discarded matches are shown in Figure 4.10,
where corresponding vertices with infeasible GA values are marked with a black dot in the input
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Figure 4.8: Results obtained by our method and the method proposed in [ACH+91] when the input
curve of Figure 4.7 is compared with the shapes included in our model database. For each model
shape depicted in the first column of the table, the corresponding row gives: (i) the similarity value of
the respective model shape with the input curve, as computed by [ACH+91]; (ii) the ranking proposed
by [ACH+91], with “1” indicating the strongest similarity; (iii) the best partial match found by our
method between the respective model shape and the input curve; and, (iv) the EF value associated
with each comparison, as computed by our method.
and model curves. Since a single conflicting GA value in the whole candidate matching segment
suffices for eliminating it, we stop examining a potential match when the first infeasible GA value is
confronted.
4.6 Summary
This chapter presented a partial shape matching technique which follows a local string matching
approach to identify corresponding segments between a model and an input curve. In the context of
object recognition, these curves are assumed to represent the silhouettes of a target object and an input
scene. The turning angle representation is used to encode the two curves, as it renders the proposed
method insensitive to rigid transformations. This representation also has the advantage that it captures
local geometrical properties of the curves in hand, and thus, encodes their matching segments insen-
sitively to distortions that might appear at parts of the curves distant from them. The shortcoming of
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Figure 4.9: On top, the matching segments with the lowest EF values are superimposed on the input
contour. As can be observed, the segment “1-2” corresponds to “hammer”, “2-3” to “arrow”, “3-4” to
“airplane”, “4-5” to “star”, “6-7” to “knife”, and “8-9” to “scissors”.
this representation, however, is that it lacks discriminating power. Thus, many matching substrings
are expected to be found between the two representations when comparing them, with many of the
matches being accidental. To compensate for this, we incorporated into our matching process a novel
geometric feature, called Generalised Angle, which facilitates the efficient elimination of accidental
matches, with no possibility of discarding true matches. Although the criterion incorporated into our
matching process can eliminate many accidental matches, it is not guaranteed that it will eliminate
all of them. We therefore introduced an evaluation function that captures how likely it is for each
matching segment to be a true match.
The approach followed in this chapter has the drawback that it searches for the matching parts of
two curves locally, without taking into account whether a matching hypothesis has global support.
The following chapter addresses this limitation by introducing a method that formulates the curve
matching task as an optimisation problem and searches for its global optimal solution.
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Figure 4.10: Examples of matching segments which are eliminated by the GA criterion. Black dots
indicate vertices with conflicting GA values.
Chapter 5
Partial Curve Matching Using Dynamic
Programming
5.1 Introduction
In the previous chapter, a string matching method was presented that is able to identify corresponding
segments between the silhouettes of a target object and an input scene. Its main characteristic is its
capability to deal with local distortions, being able to identify partial matches between the curves
under comparison. A limitation, however, of this method is that it requires the matching segments to
be long and distinctive subcurves. If that is not the case, but the matching segments are short, non-
distinctive and sparsely distributed along the two curves, then this method fails. This shortcoming
is due to the local approach that is followed, where each individual matching segment is evaluated
independently.
In this chapter, a new curve matching method is introduced which overcomes this issue by following
a global optimisation approach, where global evidence is exploited to make reliable local decisions
during the matching process. In more detail, we first design an objective function that is minimised
when intuitive correspondences have been found between segments of the two curves, incorporating
criteria such as the geometrical similarity between segments and the spatial coherence of their appear-
ance. Note that we search for partial matches between the two curves, as distortions that might appear
in either of these curves should be discarded. The minimisation of the objective function is accom-
plished using dynamic programming, where ordering constraints are imposed on candidate segment
assignments. In theory, all possible initial states (i.e., starting points of the curve representations)
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should be examined since dynamic programming is sensitive to the initial conditions considered.
However, only a few can give promising solutions, and a mechanism is developed to identify these
and ignore the rest. The proposed method is robust with respect to rigid transformations, allowing
the two shapes to appear in different poses, and can handle sampling differences between the two
curves, having the flexibility to match one-to-one, many-to-many and many-to-one segments. More-
over, it is capable of identifying the matching segments of the two shapes, even if they are short,
non-distinctive and sparsely distributed along the two curves. These properties render the new curve
matching method suitable for many applications, besides object recognition, such as the restoration
of archaeological artifacts, document reconstruction, and packing, where an important task is to find
the best “fit” between two curves, discarding local distortions.
5.2 Preliminaries
Let us consider two curves, namely the input curve and the model curve. Our aim here is to develop a
method which will be able to specify intuitive correspondences between segments of the two curves
automatically (see Figure 5.1).
The first step of our curve matching method is to approximate both curves by polygons using the algo-
rithm proposed in [DP73]. Let input curve = (a1; a2; : : : ; an; a1) and model = (b1; b2; : : : ; bm; b1)
be the resulting polygonal approximations of the input and model curve respectively, where n andm
denote the number of vertices in the two polygonal curves. We consider the curve matching task as
an optimisation problem, in terms of minimising the matching cost between the underlying curves.
Here, the matching cost betweenmodel and input curve is entirely governed by their partial matches
and does not depend on the similarity between the whole curves. This optimisation problem can
be formulated as a multi-stage decision process. Its initial state is described by a 3-tuple, namely
(st1; st2; #0), where (i) ast1 and bst2 are the starting points of input curve and model respectively,
and (ii) #0 is the angle between the first segment of model (i.e., bst2bst2+1) and the first segment of
input curve (i.e., ast1ast1+1). Given an initial state (st1; st2; #0), we can successively find the op-
timal mapping of the subcurves1 modelst2(st2ji) and input curvest1(st1jj), based on our previous
1We use the notation modelx to denote the list (bx; bx+1; : : : ; bm; b1; : : : ; bx). This notation is useful due to the
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Figure 5.1: An example of a model curve and an input curve in the context of object recognition.
Here, these curves represent the target object (i.e., cup) and the input scene by being their external
boundaries. In the bottom row, the ideal segment correspondences are manually drawn.
decisions about the optimal mapping of the subcurves that belong to fmodelst2(st2jk)jbst2  bk  big
and finput curvest1(st1jl)jast1  al  ajg, with j k   i j + j l   j j6= 0. Benefiting from that for-
mulation of the problem, we carry out this optimisation using dynamic programming (DP) [BD62].
The method builds a dynamic programming table, where columns and rows correspond to vertices of
input curve andmodel respectively. Since DP is sensitive to the initial state of the problem, we have
to perform the DP approach considering all n  m possible initial states. Irrespective of the initial
state, the whole model and input curve should be compared. Therefore, we repeat their vertices
on the table one more time, a fact that leads to a DP table of 2m rows and 2n columns, as shown
cyclic representation ofmodel and, consequently, the many potential starting points. The model segment which includes
those vertices that appear between bq1 and bq2 (including bq1 and bq2) in modelx is denoted as modelx(q1jq2). For
example, given that m = 5, model3(4j2) denotes the segment (b4; b5; b1; b2). Based on the previous definitions, we
define fmodelx(q1jk)jblim1  bk  blim2g as the set of model subcurves that have fixed start-point (i.e., bq1) and end-
point bk; bk is restricted to appear between blim1 and blim2 in modelx. Similar definitions are used for input curve.
Finally, we assume that an+y ! ay and bm+y ! by .
5.3. Curve Matching Based on Dynamic Programming 87
in Figure 5.2.
Clearly, only a small subset of the nm initial states can drive our method to a low cost solution. We
refer to that set of initial states asCandid St. Our method first attempts to determineCandid St, and
then searches for the optimal segment correspondences between the two curves by taking into account
only those initial states that belong to Candid St. In section 5.3, we assume that we have specified
Candid St and present the main phase of our curve matching algorithm. The approach for deriving
Candid St is presented later on in section 5.4.1. Note that this pruning of the candidate initial states
is not necessary for our algorithm. Its contribution is solely the reduction of the computation time
required by our method.
It should also be noted that the concept of Generalised Angle introduced in the previous chapter
could be incorporated in the method presented here in order to eliminate a number of candidate local
matches that yield globally infeasible solutions. However, we preferred not to use it, as its impact
would be limited for two main reasons. First, the approach presented here, in contrast to the method
of chapter 4, determines local matches based on global evidence, and thus, the number of accidental
local matches found is relatively small. Second, the Generalised Angle cannot eliminate candidate
matches of model segments with input segments that appear in internal contours of the input scene (a
scenario that is examined in chapters 6, 7), as the Generalised Angle is not defined for vertices that
appear in internal contours.
5.3 Curve Matching Based on Dynamic Programming
Let (st1, st2, #0) denote the initial state under consideration, which has been drawn from Candid St.
The procedure we describe in this section for the particular initial state has to be repeated for all the
initial states included in Candid St.
The first step of our curve matching method is to fill the DP table proceeding upwards and to the right,
and assigning to each cell(i; j), with st2 < i  m + st2 and st1 < j  n + st1, a value; this value
expresses the matching cost found by our method when comparing the subcurves modelst2(st2ji)
and input curvest1(st1jj). The cost assigned to cell(st2; st1) is initialised to zero, while a large
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Figure 5.2: The dynamic programming table for a model and input curve with 7 and 9 vertices re-
spectively (i.e., m = 7; n = 9). In this example, st1 = 1 and st2 = 1. When the method searches
for the optimal correspondences between the subcurves modelst2(st2ji) and input curvest1(st1jj)
(for example, i = 4 and j = 6) takes into account its previous decisions concerning the seg-
ment correspondences between the subcurves that belong to fmodelst2(st2jk)jbst2  bk  big and
finput curvest1(st1jl)jast1  al  ajg.
positive value (i.e., 1) is assigned to the rest of the cells that belong to the same row or column as
cell(st2; st1). The cost ci;j in cell(i; j) is computed as follows:
ci;j = min
k;l
(ck;l + d(input curvest1(ljj);modelst2(kji))) (5.1)
with (bst2  bk  bi) in modelst2, (ast1  al  aj) in input curvest1 (without k = i and l = j
simultaneously), and d(segm1; segm2) being the matching cost (to be defined shortly) of segments
segm1 and segm2. Let l row = st2+m and l col = st1+n be the last row and column respectively
that the method should fill, for the initial state under consideration, in order for the whole input curve
and model to be compared. The total matching cost found by our method when comparing the two
curves, for the specific pair of starting points, is given by the cost assigned to cell(l row; l col). In
each cell, in addition to the cost assigned to it, we keep more information, namely its parent. Given
(g; h) by eq. (5.2), we call cell(g; h) the parent of cell(i; j), and denote it Parentcell(i;j).
(g; h) = argmin
k;l
(ck;l + d(input curvest1(ljj);modelst2(kji))) (5.2)
Having completed the DP table, we can start from cell(l row; l col) and by tracing back its parent,
then the parent of its parent, etc, we find the critical path, which specifies the segment correspon-
dences found by our method between model and input curve, given the initial state. Each link of
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the path between a cell and its parent declares which segments of input curve and model should
be mapped. For example, if cell(i1; j1) = Parentcell(l row;l col), then the segmentmodelst2(i1jl row)
should be mapped to the segment input curvest1(j1jl col). Merging segments is of great importance,
as our method enjoys the flexibility of mapping many segments of one curve to one or more segments
of the other. Consequently, the present method can handle curves with different sample distributions,
in contrast to other approaches (e.g., [Wol90]).
Given the complete DP table and the associated critical path for the initial state under examination, the
path links dividemodel into (i) segments that have been recognised in input curve and (ii) segments
that have not been recognised. If the end-point of a link in the DP table has lower cost c than its start-
point, then the relevant segments ofmodel are considered to be recognised in input curve; otherwise,
these segments are mapped to segments of input curve in order to contribute to the minimisation of
the total matching cost without, however, being recognised (see Figure 5.3).
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Figure 5.3: A critical path. Given that c8;10 < c7;7; c5;6 < c4;5 and c2;3 < c1;1, the model segments
model1(1j2), model1(4j5) and model1(7j1) have been recognised in the input curve and correspond
to input curve1(1j3), input curve1(5j6) and input curve1(7j1) respectively (due to the cyclic rep-
resentation, cell(8; 10) corresponds to vertices a1 and b1 after a complete cycle).
We carry out the procedure described above for every pair of starting points that belongs toCandid St.
Each critical path reveals the model segments recognised in the input curve, given the associated initial
state, and suggests a model pose which minimises the residual distances between their corresponding
points (i.e., start-points and end-points) with the related segments in input curve. The final solution
is then selected by carrying out an evaluation stage which is described in section 5.3.2. In the follow-
ing section, we present the matching cost function.
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5.3.1 Matching Cost
Let s1 = input curvest1(ljj) and s2 = modelst2(kji) be the curve segments under comparison. It
must be stressed that d(s1; s2) is the cost of mapping the segment s1 to s2, and although it depends on
the dissimilarity cost of these segments (i.e., diss(s1; s2)), these costs are not identical. In particular,
a localisation cost LC(s1; s2) is also incorporated into the matching cost d(s1; s2) which evaluates
the feasibility of the assignment of s1 to s2 according to spatial constraints. Assuming that S1 and
S2 are the sets of all the possible segments in input curve andmodel respectively, with s1 2 S1 and
s2 2 S2, the matching cost d : S1  S2 ! R, is defined in the following way:
d(s1; s2) =
8><>: diss(s1; s2) + LC(s1; s2); if Pr0; otherwise (5.3)
where Pr = (i 6= k)^(j 6= l)^(diss(s1; s2)+LC(s1; s2)  0). We should stress that in case where
the sum of the dissimilarity cost and localisation cost is positive (i.e., diss(s1; s2)+LC(s1; s2) > 0),
the cost ci;j is not influenced by the actual value of this sum and is always smaller than or equal to
ck;l (recall that s1 = input curvest1(ljj) and s2 = modelst2(kji)). Thus, our matching procedure is
not influenced by how dissimilar are segments in the two curves that do not match. In the following
paragraphs we analyse the dissimilarity cost and the localisation cost which are incorporated into the
matching cost.
Dissimilarity Cost (diss). The dissimilarity cost must be robust to noise that is introduced by inaccu-
racies during the polygonal approximation of the curves, while at the same time should assign a high
cost to candidate matches of perceptually dissimilar segments. We evaluate the dissimilarity of two
segments s1 and s2 using their turning angle representations [ACH+91]; recall that the turning angle
representation encodes the angle formed by the tangent of the curve in hand and a reference axis (e.g.,
x-axis), with respect to the arc length. For comparing the two segments, we shift the representation
of s2 by #0, which is the angle computed in the initial state (see section 5.2). In particular, for a pair
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Figure 5.4: (i) illustrates the turning angle representations of two similar but not identical segments
after the re-scaling step. In (ii), the turning angle representation of the model segment is shifted by
w = #0, where #0 is given by the initial state. The area difference between the representations is
shown with gray color in (iii).
of segments s1 and s2, this cost is given by:
diss(s1; s2) = (w1 dA+ w2 K)  L (5.4)
dA =
8><>:
A
T L ; if
A
T L < 1
1; otherwise
(5.5)
K = w3  (R  1)2   w4 (5.6)
L = min(k s1 k; k s2 k) (5.7)
A =
Z L
0
j TRs1(s)  TRs2(s) j ds (5.8)
where R is the length ratio between s1 and s2, and w1, w2, w3, w4 and T are parameter values which
have been set empirically. Intuitively,A is the area between the turning angle representations of the
two segments (i.e., TRs1; TRs2) after rescaling the segments s1 and s2 to the same length L, given
by eq. (5.7), and shifting the turning angle representation of the model segment by #0, as shown in
Figure 5.4. As can be seen, the function diss is designed to favour correspondences between segments
with similar length and similar turning angle representations. It also promotes matches between long
segments, on the assumption that it is unlikely for two long segments to be geometrically similar
by coincidence. Finally, we should note that a larger negative value of diss(s1; s2) reflects a larger
degree of similarity between s1 and s2.
Localisation Cost (LC). This cost exploits the spatial structure of the points that represent the two
curves in order to evaluate whether a candidate match between a pair of segments is feasible. In
particular, LC uses the starting points ast1 and bst2 of the two curves as reference points, and evaluates
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the feasibility of a potential match input curvest1(ljj) and modelst2(kji) by taking into account the
relative location of aj and bi with respect to ast1 and bst2, respectively, as well as the relative location
of al and bk with respect to the underlying starting points. Assuming that we deal with rigid shapes,
the localisation cost for the pair of points (aj; bi) is given by:
LC 0(j; i; st1; st2) = w1  l
Tl
+ w2  a
Ta
(5.9)
where l denotes the absolute difference between k    !ast1aj k and k   !bst2bi k; a is the abso-
lute angle difference between    !ast1aj and   !bst2bi, given that   !bst2bi has been rotated by #0; Tl and Ta
are upper limits of tolerable differences in length and orientation respectively (if exceeded, LC 0 is
set to a large positive value), and w1; w2 are weights. The localisation cost is similarly defined
for the pair of points (al; bk). Finally, the localisation cost assigned to the candidate match of
segments s1 and s2 (recall that s1 = input curvest1(ljj) and s2 = modelst2(kji)) is given by:
LC(s1; s2) = max(LC 0(l; k; st1; st2); LC 0(j; i; st1; st2)). While the localisation cost presented here
can handle only rigid shapes, it can be modified to handle deformable objects as well, as will be
shown in chapter 8.
5.3.2 Evaluation Function
Given the starting points ast1 and bst2, the method derives the segment correspondences between the
two curves by first filling the DP table, and then retrieving the path that cell((st2 + m); (st1 + n))
is associated with. The subsequent step of our method is to assess the obtained solution with the
Evaluation Function (i.e., EF ) introduced here. Note that the same procedure is followed for all the
resulting critical paths that are associated with the rest of the initial states under consideration. The
candidate solution which maximises EF is finally chosen by our method.
Two criteria are taken into account in the evaluation function. The first evaluates the saliency of the
model segments that have been recognised in the input curve, while the second computes the residual
distance between corresponding points (i.e., the start-points and end-points of matching segments)
after the alignment of the two curves.
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Let us consider the model segmentmodelst2(kji). Its saliency DM(kji) is determined as follows:
DM(kji) = svk+1  lk +
i 2X
z=k+1
svz + svz+1
2
 lz + svi 1  li 1 (5.10)
svt = 1 +
't

(5.11)
where svt quantifies the saliency of the model vertex bt, 't is the absolute value of the turning angle
at that model vertex (0  't  ), and lt is the length of the model segment btbt+1. Note that if
the model segment modelst2(kji) is a straight line segment, then DM(kji) is equal to the segment’s
length. Let ns be the number of the model segments recognised in the input curve, and startq, endq
be the indices of the first and the last vertex respectively of the recognised model segment q. The
component DM of the evaluation function, which measures the saliency of the model segments that
have been recognised in the input curve, is defined as follows:
DM =
nsX
q=1
DM(startqjendq) (5.12)
As already mentioned, we compute EF by considering also the average residual distance, denoted by
, between corresponding points of the two curves, given that model has been transformed accord-
ingly to minimise it. Let Y be given by eq. (5.13):
Y =    ltotal (5.13)
where ltotal is the total length of the model segments that have been recognised in the input curve.
Taking into account all of the aforementioned factors, we define EF as following:
EF = w1 DM + w2  Y (5.14)
where w1 and w2 are weights.
5.4 Techniques for Accelerating the Curve Matching Procedure
We present here techniques that we have incorporated into our method for reducing the computation
time required to compare two curves. By applying these techniques, we aim to (i) discard initial
states that are not promising (section 5.4.1), and (ii) to accelerate the completion of a DP table (sec-
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tion 5.4.2).
5.4.1 Pre-Stage – Efficiently Discarding Unpromising Initial States
A pre-stage takes place in our method to determine the subset of the possible n  m initial states
that should qualify as promising initial conditions (i.e., Candid St). Recall that m is the number of
vertices in model, and n is the number of vertices in input curve. It must be noted that this stage
is not necessary for our method, and we could consider instead, the set of all n m initial states as
Candid St. Its contribution is solely the reduction of the computation time required.
Our method identifies promising initial states by taking into account that (i) such initial states suggest
poses for the model curve which are “supported” by many other initial states as well, and (ii) acci-
dental matches between model and input curve typically do not have great length. The pre-stage is
carried out in three steps:
1. A small portion of the DP table is filled for all the nm initial states, and each partial solution
is evaluated using eq. (5.14). In particular, given the initial state in hand (e.g., st1; st2; #0), the
system fills the DP table from cell(st2; st1) up to cell(st2+tsteps; st1+tsteps), with tsteps being
a small constant value.
2. Only the best U solutions achieved in step (1) are kept, with U  nm.
3. Among the initial states kept, only those that lead to promising poses of the model curve (ex-
plained below) are finally included in Candid St.
A suggested pose is considered to be “promising” when (i) a considerable number of initial states
“support” it (i.e., they lead to solutions which suggest the same pose), and (ii) the EF values assigned
to them indicate that they are associated with solutions of good quality. If we conclude that a sug-
gested pose is “weak”, it is reasonable for us to disregard the initial states which support that pose,
since there is a low probability of that pose being the actual pose in which the model curve appears
in the input scene. In the end, we keep as elements of Candid St only initial states that propose
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“promising” poses. These initial states are worth further investigation and are taken into account
when carrying out the procedure described in section 5.3.
In order for our method to evaluate the estimated poses – in terms of the procedure we just described
– we need to incorporate a clustering algorithm into our method to group poses which are similar,
even if they are not identical. Indeed, it is very unlikely that identical poses will be obtained from
distinct initial states, due to inaccuracies introduced with the polygonal approximation of the curves.
Nevertheless, our method should evaluate how promising a pose is, by taking into account not only
how many initial states lead to that exact pose, but also additional ones which propose similar poses.
The clustering method we have chosen was introduced by Heyer et al. [HKY99] and originally de-
signed for grouping gene expression patterns. However, it suits our application well since it has the
following desirable properties:
 All the clusters formed satisfy a predetermined quality threshold. In our application, this
means that model poses with great difference in orientation or considerable displacement of
the model’s mass center are prevented from clustering together.
 Unlike other clustering methods (such as k-means [DHS00]), this method does not require a
priori the number of clusters to be specified. This is important since clustering methods which
force a specific number of clusters to be formed risk grouping together dissimilar samples.
The intensive computation time required is a drawback of this method. However, this issue does
not concern us since we are not dealing with an enormous number of samples, as is the case in
bioinformatics, but with a much smaller number (i.e., U ). An example of clustering similar poses of
the model curve can be seen in Figure 5.5.
Although there is some similarity between the technique presented here for pruning candidate initial
states and the approach followed in [GW99], our technique groups together initial states that lead
to similar poses and not just to similar rotation angles as in [GW99]. No information is provided
in [GW99] about the procedure followed for grouping the set of rotation angles and estimating their
central value. Also, the method proposed in [GW99] aims to find segment correspondences between
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weakly similar curves, while our method aims to identify segment correspondences that preserve a
given spatial structure. We have therefore incorporated into our objective function the localisation
cost which renders our method robust with respect to heavy clutter and substantial occlusion, even
when only a few non-distinctive segments appear in common between the model and the input curve.
The positive impact of this cost in the performance of our method will be shown in chapter 7, where
the proposed approach is evaluated experimentally.
5.4.2 Filling the DP table faster
Our method can be made more efficient if we reduce the computation required for filling the DP
table. We describe here the MSCR (Maximum Segment Correspondence Ratio) criterion which ac-
complishes that [PDM02]. This criterion limits the maximum number of model curve (resp. input
curve) segments that could correspond to a single input curve (model) segment. In other words, this
criterion forces the method to compute the cost for cell(i; j), by searching for candidate parents only
in the set r = fcell(k; l)j(i mscrmodel  k  i) ^ (j  mscrinput  l  j) ^ ((k 6= i) _ (l 6= j))g,
with mscrmodel (resp. mscrinput) denoting the maximum number of model (input curve) segments
that can correspond to a single input curve (model) segment. In our implementation, we have fixed
mscrmodel = 4 andmscrinput = 2. We assign a greater value tomscrmodel than tomscrinput because
we use denser sampling formodel than that for input curve. Although this technique might sacrifice
optimality, it accelerates our method without typically having noticeable impact on the quality of the
solution achieved (lower values ofmscrmodel andmscrinput lead to shorter execution times).
Another technique used in our method is based on efficiently preventing unpromising cells from
becoming parents. In particular, let us assume that we are interested in computing the cost ci;j ,
and we have already examined a subset of the candidate parents, with the minimum cost up to
now being H . In order for one of the remaining cells, e.g. cell(k; l), to be the actual parent of
cell(i; j), it needs to result in a lower cost than H at ci;j . This means that the inequality ck;l +
d(input curvest1(ljj);modelst2(kji)) < H should be satisfied. It should be noted that the match-
ing cost d(input curvest1(ljj);modelst2(kji)) depends on the starting points selected, as the initial
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state (st1; st2; #0) affects both the localisation cost (LC) and the dissimilarity cost (diss). Thus, the
value of d(input curvest1(ljj);modelst2(kji)) has to be recomputed when we change starting points.
However, this computation is unnecessary for many pairs of segments, as the two segments might be
geometrically dissimilar, and their match can be rejected without taking into account any constraints
imposed from the starting points. This is the idea exploited in our technique to reject efficiently
unpromising cells from being candidate parents.
In more detail, the method computes once in the whole process the value diss(s1; s2) = min
#0
(diss(s1; s2)),
with s1 = input curve(ljj) and s2 = model(kji), which is the minimum dissimilarity value that can
be achieved with respect to the rotation angle #0. That means, any pair of starting points can only
lead to a cost diss(s1; s2) that is greater than or equal to diss(s1; s2). By taking now into account
that LC(s1; s2)  0 and that d(s1; s2) = diss(s1; s2) + LC(s1; s2), there will be a possibility
for cell(k; l) to be the parent of cell(i; j) only if ck;l + diss(s1; s2) < H . If that is not the case,
then we can reject cell(k; l) from being a candidate parent, without computing the actual value of
d(input curvest1(ljj);modelst2(kji)) for the specific starting points.
5.5 Summary
This chapter introduced a curve matching method which attempts to localise a target object in novel
input images by specifying intuitive correspondences between their silhouettes. The task is formulated
as an optimisation problem, with the method aiming to specify the segment correspondences which
minimise an objective function. This function is accordingly designed to reflect the feasibility of a
candidate solution and incorporates criteria that evaluate the geometrical similarity and the spatial
coherence of matching segments. The method also exploits the ordering information inherited by the
curve representation adopted, and imposes monotonicity constraints on the mapping function. The
problem is then formulated as a multi-stage decision process and dynamic programming is employed
to solve it. Thus, the method makes local decisions about whether parts of the two curves should be
matched, by evaluating their impact in the quality of the global solution. Given that our optimisation
stage is sensitive to the initial conditions considered, we should theoretically carry out this process for
all the possible starting points of the two curves. The main shortcoming of this matching process is
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Figure 5.5: Clustering of similar poses. Each sample in this three dimensional graph corresponds
to a pose that is associated with an initial state. x, y and angle give the coordinates of the model’s
center-of-mass and the angle in which the model is rotated around that point. Samples depicted with
the same symbol (i.e., ‘’, ‘+’,‘’,‘’, `/’,‘.’, ‘O’, ‘’ and ‘’) belong to the same cluster.
its computational cost, and we therefore use techniques that accelerate the process, although this can
result in suboptimal solutions. The techniques adopted attempt to efficiently prune initial states that
are not promising, as well as fill the Dynamic Programming table faster. The experimental evaluation
of the proposed method will be presented in chapter 7.
Chapter 6
Dealing with Internal Contours: Extending
the Dynamic Programming Curve Matching
Method
In the previous chapter, we presented a robust method which uses a global optimisation technique,
based on dynamic programming, to identify partial matches between two shapes. As has been
stressed, a requirement of this method is for the shapes to be represented by single curves, where
both the location and the ordering of the points are known. Although the location of the points alone
suffices to represent a shape, we also exploited their ordering for two reasons: (i) to render our method
more reliable at identifying true matching segments; and, (ii) to accelerate the matching process.
In particular, our method, by taking into account the sequence of the two point sets which describe
the shapes, constrained the mapping function f to be monotonic. That means, any pair of points ai1
and ai2, with i1 < i2, of the first point set can only be mapped during the matching process to points
bf(i1) and bf(i2) of the second set respectively, with f(i1) < f(i2). Thus, many fewer combinations
of point assignments are allowed, narrowing down the search space; a fact that saves computation
time and discards potential matches that could turn out to be misleading. Other researchers have also
pointed out the importance of knowing the ordering in the point sets [SN06,TSTC03].
However, an issue arises when the input data cannot be represented by a single curve, but instead,
are represented by a set of curves. Depending on the application, this instance of the problem has
different explanations. For example,
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(i) (ii)
(iii) (iv)
Figure 6.1: (i) An input scene for object recognition; (ii) The model object; (iii)-(iv) Curves which
represent the input scene and the model object, respectively.
 Object Recognition: The external contour can be the outer boundary of a pile of objects, with
the internal contours being “holes” in their configuration, as shown in Figure 6.1.
 Restoration of Archaeological Artifacts and Document Reconstruction: The external con-
tour can be the desired shape of the complete, reconstructed object, while the internal contours
can be individual parts whose relative location with respect to the complete shape is known
from an expert or other indications.
 Packing 2D Shapes: The external contour is formed by parts that have already been placed
in the sheet, while the internal contours can be defective regions in the layout (e.g., in leather
industry).
All the above applications can be seen as dealing with the same task. That is, given a model shape,
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find its pose in the layout that best “fits” to the input data, yielding matching segments between the
model and the set of input contours which maximise an evaluation function. Here, the selected pose
should guarantee that the model shape is totally contained within the external contour, and none of its
points is internal to any inner contour.
Two possible approaches for tackling this problem could be:
 A voting scheme that compares each input contour with the model curve independently, and
accumulates votes for the pose to be proposed. Such an approach could use the matching
method introduced in the previous chapter for the pairwise comparison of the curves.
 A technique that ignores ordering information, such as, the Generalised Hough Transform.
The first approach, however, is not competent when the individual input contours contain insufficient
information for the model pose, since the pairwise comparisons will vote in favour of misleading
poses. The second approach, where only the point locations are considered and any ordering infor-
mation in the input data is neglected, sacrifices the benefits inherited when the search is constrained
to a monotonic mapping function, namely time efficiency and reliability.
In this chapter, an alternative approach is proposed which attempts to overcome the aforementioned
issues, assuming that the number of internal contours in the input scene is small. Its aim is to de-
termine the sequence in which the input segments should appear so as to be in a compatible order
with their corresponding segments in the model curve. Although it cannot be guaranteed in advance
that the correct order of the matching points will be found, the method attempts to generate a good
hypothesis. By doing so, the problem can be formulated as a comparison of a model curve and an
input curve, where the curve matching method of the previous chapter can be applied to find the
matching segments. The proposed scheme can be seen as a useful representation for extending the
curve matching method of the previous chapter to handle internal contours.
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6.1 The Basic Concept
Let us consider the model shape and the set of input contours which are depicted in Figure 6.1. Let
P denote the common set of points between the input data and the model curve. We will show in this
chapter that:
 If the input data are originally represented by N input curves, then a simple closed curve B
can be generated that includes (almost) all the input points, by connecting the original N input
contours withN 1 “bridges” (informally, pairs of line segments). An example of such a curve
is illustrated in Figure 6.2. Note that, since the generated curve includes (almost) all the input
points, it will also include the matching points between the input data and the model curve.
 An important property of the resulting curve B is that, if none of the produced “bridges” in-
tersects with the model shape as it actually appears in the input scene, then it is certain that B
will include all the matching points between the input data and the model curve in the same
order as they appear in the model shape. This is true, independently of the number, shape or
configuration of the N input contours. It does not even depend on an exact set of “bridges”, but
instead, it is valid for all the possible sets of “bridges” that satisfy certain general criteria (see
Figure 6.3).
 In case a bridge does intersect with the model shape as it appears in the input scene, then
the approach to be presented cannot guarantee that all the matching points between the input
data and the model curve will appear in the correct order in the generated curve B (although
they might). However, it guarantees that there will be a lower bound for the cardinality of
the point set P 0 that will appear in common and in the same order in both B and the model
curve. In more detail, if we assume that there is a single “bridge” X which intersects with the
model shape in its actual pose, then we can partition the input data into two subsets: T1 and
T2. T1 includes the maximum number of input points which can be encountered by traversing
the generated curve B without passing through the bridge X . T2 includes the remaining input
points, which do not appear in T1. If P1 and P2 are the sets of points that appear in common
between the input data and the model curve, with P1  T1 and P2  T2, then our scheme
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(i) (ii)
Figure 6.2: A single curve is generated which includes all the matching points between the input data
and the model curve (i.e., the external boundary of the pliers), in the same order as they appear in the
model curve. This is guaranteed when the new curve emerges by connecting the N input contours
with N   1 “bridges” in a certain fashion, without any of the latter intersecting with the model curve
as it appears in the input scene. As can be seen in (ii), by traversing the new curve clockwise starting
from point “1”, we encounter the matching segments in the same order as we encounter them when
we traverse the model curve from the corresponding point of “1” in the same direction. Here, the
curve segments “1-2”, “3-4”, “5-6”, “7-8” and “9-10” comprise the matching segments of the input
data with the model curve.
guarantees that j P 0 j max(j P1 j; j P2 j).1 Examples are shown in Figures 6.4 and 6.5.
Taking into account these observations, we design and present here algorithms which aim to (i) gen-
erate bridges that have low probability of intersecting with the model curve, and (ii) constrain the
consequences when that happens. It should be stressed that additional information that might be
available, such as a probability distribution for the pose of the model curve in the input scene, can
also be incorporated into the system in order to generate “bridges” with low likelihood of intersecting
with the model curve in its true pose. Similar information in the context of object recognition could
be the colour of the object-of-interest, where the system should avoid “cutting” regions in the input
scene with similar colour.
In the following, we define the term “bridge” (section 6.2) and analyse the way in which a “bridge”
can be generated to connect two contours (section 6.3). Subsequently, we present mechanisms that we
have developed for selecting which bridges to be generated. As we will see, this selection is important
in order to produce a good hypothesis for the ordering of the input data. Ideally, the ordered input
data and the model curve should include all their matching points in the same sequence.
1j  j denotes the cardinality of a set.
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(i) (ii)
Figure 6.3: Many alternatives exist for the set of “bridges” to be generated. As can be seen in the two
examples given here, the ordering of the matching segments is the same for all of them. Observe that
none of the “bridges” intersects with the model curve in its true pose.
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Figure 6.4: Observe in this example that the external contour is connected with one of the internal
contours via a bridge which intersects with the model curve, as it appears in the input scene. Observe
also that the internal contours are connected to each other with bridges which do not “chop” the
model curve. If P1 denotes the set of matching points between the model curve and the external
contour of the input scene, and P2 denotes the corresponding set between the model curve and the
internal contours of the input scene, then the number of matching points which appears in the correct
order in the generated input curve will be at least equal to max(j P1 j; j P2 j). In particular, the
matching segments “1-2”, “3-4”, “5-6” and “7-8” appear in the model curve and the new curve in the
same order.
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Figure 6.5: In this example, the generated curve includes more matching segments in the correct
order, than the individual parts which are connected with the bridge that “chops” the model curve.
In particular, the matching segments “1-2”, “3-4”, “5-6”, “7-8”, which belong to the same part and
was guaranteed for them to appear in the correct order, are enhanced by the matching segment “9-
10”. Only the red-coloured matching segment is not compatible with the other matching segments, in
terms of the order of appearance in the new curve and the model curve.
6.2 Definition: A Bridge Between Two Simple Closed Curves
Let ci; cj 2 Cinput, where Cinput denotes the set of (internal and external) contours appearing in the
input data. Clearly, ci and cj are two simple (i.e., non self-intersecting) closed curves that also do not
intersect each other. There exist points q1; q2 2 ci and q01; q02 2 cj such that (i) q1q01 and q2q02 are two
non-intersecting line segments, and (ii) the endpoints of these segments are their only common points
with ci and cj , as shown in Figure 6.6.
The points q1 and q2 define two subsets of ci; let t1 be the subset of ci that includes all ci’s points as
we move clockwise, starting from q1 and ending at q2, and t2 = t1 = ci n t1 (the symbol “n” denotes
the set difference). Similarly, we define t3 and t4 for cj , but instead of q1 and q2 we take q01 and q02
respectively. By enforcing the additional constraints k q1q2 k' 0 and k q01q02 k' 0,2 we can determine
the point sets tx and ty, where x = argmaxl;l2f1;2g (j tl j), y = argmaxl;l2f3;4g (j tl j), and define a
simple closed curve T that includes almost all the points of ci and cj (see Figure 6.6); indeed, the set
2k  k denotes the length of a line segment.
106Chapter 6. Dealing with Internal Contours: Extending the Dynamic Programming Curve Matching Method
T , where T = tx [ ty [ (q1q01) [ (q2q02), corresponds to a simple closed curve that includes all the
points of ci and cj , except those that belong to tx and ty (with tx = ci n tx and ty = cj n ty). Since
j tx j and j ty j are taken to be small, the amount of spatial information “lost” when substituting ci
and cj with T is negligible. For the rest of this chapter, we describe the above procedure by saying
that the closed curve T is formed by connecting ci and cj with a bridge.
The bridge consists of the two straight line segments q1q01 and q2q
0
2, and is denoted bridge(ci; cj). We
enforce q1q01==q2q
0
2 and define qcp, q
0
cp as the middle points of the disregarded subcurves of ci and cj ,
respectively (Figure 6.7). Given that k q1q2 k' 0 and k q01q02 k' 0, we assume that the straight line
segments q1q01 and/or q2q
0
2 intersect with a curve, if and only if the segment qcpq
0
cp intersects with that
curve as well. The points qcp and q0cp are called the connection points of the bridge, while the segment
qcpq
0
cp is called the connecting segment. In case other contours exist in the input image besides ci and
cj (i.e., j Cinput j> 2), then bridge(ci; cj) exists if there are points qcp; q0cp in ci; cj respectively that
generate a connecting segment which does not intersect with the rest of the contours. In other words,
bridge(ci; cj) exists if there is a point in ci visible from a point in cj . Note that it would be possible
to connect the points q1 and q01 (similarly q2 and q
0
2) with a different type of line segment. As will
be shown in section 6.6, however, we need to compute whether two bridges that have been generated
between two pairs of contours intersect, as well as their intersection points, and thus, the choice of
straight line segments is computationally efficient.
Based on the connection points, we denote for the remainder of the chapter the point sets that have
been disregarded due to the generation of the bridge (i.e., tx, ty) as reg(qcp) and reg(q0cp).
6.3 Finding a Bridge to Connect Two Contours
The problem of finding a bridge to connect two contours in the presence of “obstacles” (i.e., the rest
of the contours in the input data) is related to computational geometry and, before we proceed, we
should introduce the notion of weak visibility.
Let POL be the set of points in a closed polygonal region and SP be a subset of POL. A point q is
said to be weakly visible from SP if it is visible to some point of SP . The set of all points weakly
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Figure 6.6: (i) illustrates potential pairs of points q1; q2 and q01; q
0
2 of ci and cj respectively. Moreover, a
bridge that could be generated between ci and cj by enforcing q1q01==q2q02, k q1q2 k' 0 and k q01q02 k'
0, is depicted in (ii). The resulting simple closed curve is denoted as T .
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Figure 6.7: The connecting segment qcpq0cp.
visible from SP is called the weak visibility polygon of SP [AGS00].
In this section, we are interested to specify if a pair of contours ci and cj , with ci; cj 2 Cinput, can be
connected with a bridge, without the connecting segment of this bridge intersecting with any of the
remaining contours of Cinput. In terms of computational geometry, this task can be seen as follows:
determine if any point of cj is included in the weak visibility polygon of the point set ci. Here, POL is
a polygon with holes [AGS00] defined by the interior of cext and subtracting the interior of the internal
contours. Although there are algorithms in computational geometry able to solve this problem, their
computational complexities are high [AGS00].
Here, we use a different method for determining a bridge that can connect ci and cj without its
connecting segment intersecting with the remaining input contours, called Connect Alg. This method
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Figure 6.8: An example set Cinput is shown in (i). The external contour of the input configuration
is denoted as cext, while ci; 1  i  8 are its internal contours. (ii) depicts the resulting holes,
when we subtract the interior of each internal contour (gray color) from the interior of cext. The
problem of computational geometry discussed in the text necessitates the polygonal approximation of
the contours.
is effective and computationally efficient, but lacks completeness (i.e., a bridge could exist between
ci and cj , but Connect Algmight fail to find it). However, it guarantees that at least one bridge will be
specified which connects ci and cj with one of the remaining contours in Cinput. This is an important
property of Connect Alg, as we will see later, guaranteeing that none of the input contours will be
isolated. Note, if multiple candidate bridges are found by Connect Alg between two contours, the
algorithm chooses the shortest.3 A detailed description of this algorithm is available in Appendix A.
6.4 Graph G: Representing the Possible Connections Between
Contours
A graph can be built to represent which pairs of contours belonging to Cinput can be connected with
a bridge based on Connect Alg. In particular, we define the graph G(V;H), where V is the set of
nodes, with each node corresponding to a contour of Cinput, and H is the set of arcs. An arc between
two nodes, for example, between node(ci) and node(cj), exists in G, if and only if there is a bridge
that can connect ci with cj . G is always a connected graph and typically cyclic as well. An arc
between node(ci) and node(cj) in G does not mean that a bridge has been generated between ci and
cj; instead, it means that there is a bridge which could connect these two contours, if the method
decides at some stage to do so.
3We assume that the length of a bridge is equal to the length of its connecting segment.
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6.5 Graph G0: Generating a Simple Closed Curve
The graph G described above indicates which pairs of contours can be connected with a bridge.
However, only a subset of these bridges (in number, j Cinput j  1) will be finally drawn to produce
the representative curve B. In this section, we present a method for determining this subset.
Let us first define some notions. We say that two contours are directly connected in a graph, when
there is an arc in this graph that links their corresponding nodes. Moreover, we say that two contours
ck and cl are indirectly connected in a graph if (i) they are not directly connected, and (ii) there is
a sequence of nodes Seq = (node(ck); node(c’); node(c”); : : : ; node(c(w)); node(cl)) in this graph,
such that Seq(x) and Seq(x + 1) are directly connected, with 1  x j Seq j  1. For example, c1
and c2 are directly connected in Figure 6.9(i), while c2 and c5 are indirectly connected.
Let us now define the graph G0(V 0; H 0), which represents the bridges chosen to be generated for
producing the curve B. V 0 is the set of nodes in G0, and similarly to G, each node corresponds to
a contour ci in the input data. H 0 is the set of arcs, where each arc corresponds to a bridge that is
selected to be drawn. Note thatH 0 is a subset ofH , and its cardinality is j Cinput j  1. While the arcs
in G (i.e.,H) correspond to bridges that can be generated between pairs of input contours, the arcs in
G0 (i.e., H 0) correspond to bridges that are chosen to be generated.
We must follow two rules while producing G0, so that the resulting curve B will include the points
of all the contours of Cinput (except the points eliminated due to the bridges generated, namelyS
z=1:(2N 2) reg(cpz) with cpz being a connection point and N =j Cinput j): (i) at each stage, the
bridge selected for generation must not connect contours that are already (directly or indirectly) con-
nected in the current state of G0, and (ii) in the end, any pair of contours of Cinput must be connected
(directly or indirectly) in G0. If one of these rules is not satisfied, then more than one closed curve
will be produced.
We can explain why the rules stated above lead to a single, simple closed curve which includes almost
all the points of the contours that belong to Cinput, as follows. As we have shown in section 6.2,
bridge(ci; cj) gives a simple closed curve rc1 that includes almost all the points of ci and cj . Let
Inclrc1 be a subset ofCinput which includes the contours that have been connected, forming rc1. Here,
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Inclrc1 = fci; cjg. If we repeat this procedure by producing bridge(rc1; ck), where ck =2 Inclrc1 (the
first rule of the previous paragraph), a new simple closed curve rc2 emerges that includes almost
all the points of rc1 and ck, and Inclrc2 = fci; cj; ckg. By repeating this procedure until all the
contours of Cinput are connected (the second rule of the previous paragraph), a simple closed curve
rcfinal emerges with j Inclrcfinal j=j Cinput j. Obviously, rcfinal includes almost all the points of the
contours of Cinput.
Given the graphG, we can introduce the algorithm Generate Bridges V1which satisfies the two rules
mentioned above and can be applied by our system for producing the curveB. This algorithm receives
as input the graph G(V;H), which informs the system about all the possible connections between the
contours, and returns as output the graph G0(V 0; H 0), which determines the bridges chosen to be
generated. Initially, V 0 includes only node(cext), while H 0 is an empty set. Generate Bridges V1
adopts a best-first search procedure, at each stage of which, a new node and arc are added to V 0 and
H 0 respectively. At each stage, the candidate nodes to be added in V 0 are (i) not already included in V 0
and (ii) directly connected inG with some node that is already included in V 0. Among the candidates,
Generate Bridges V1 selects that node which can be connected to some node of V 0 with the shortest
bridge. The arc which corresponds to that bridge is added toH 0. Generate Bridges V1 proceeds until
all the nodes of V are also included in V 0.
Clearly, G0(V 0; H 0) is a spanning tree [CLRS01] of G(V;H) since (i) G0(V 0; H 0) is a connected and
acyclic graph, (ii) V 0 is identical to V , and (iii)H 0 is a subset ofH . GraphG0, by being connected, en-
sures that points from all the contours of Cinput will be included in the final curve B, while its acyclic
property guarantees that no isolated curve, additional to B, will emerge. Figures 6.9(i)-(ii) illustrate
the simple closed curve generated byGenerate Bridges V 1when the setCinput of Figure 6.8 is con-
sidered, and the corresponding graph G0. In case we do not follow the two rules mentioned above for
producingB, we end up with more than one closed curve, as shown in the example of Figures 6.9(iii)-
(iv). Note that the line segments that belong to the bridges generated are labelled in order to prevent
the curve matching method from mapping them to segments of the model curve, when comparing the
two curves.
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Figure 6.9: Given the setCinput of Figure 6.8, the algorithmGenerate Bridges V1 produces the simple
closed curve shown schematically in (i). Its corresponding graph G0 is presented in (ii). (iii) shows
that more than one curve will emerge in the end, if we do not follow the rules stated in the text; the
resulting graph G0 would be cyclic or non-connected (or both), as illustrated in (iv). In (iii), three
curves emerge: (1) c3, (2) p1p2p3p4p5p6p7p8p9p10p1 and (3) the curve defined by the rest points of
Cinput and the generated bridges.
6.6 Graph G0: A Breadth-First Search Algorithm
Clearly, the matching points between the model curve and the generated input curve B might not
appear in the same order, and the selection of the arcs (bridges) in G0 plays a crucial role in this.
For further analysis, we should partition the generated bridges into correct bridges and fault bridges.
The bridges which “chop” (intersect with) the model curve in its true pose are called fault bridges,
while the bridges which do not intersect with that curve are called correct bridges. In this section,
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we analyse when matching points might appear in the two curves in a different order, and based on
this analysis, we introduce an alternative approach to the one presented in the previous section for
selecting bridges in G0.
We first investigate the ordering issue for the simple case of two contours; namely, the conditions that
should be satisfied so that matching points (originally) belonging to a pair of contours of Cinput (e.g.,
ci; cj) appear in the same order in the input curve B and the model curve. Let L be the list with the
maximum possible cardinality such that (i) it consists exclusively of matching points that (originally)
appear in ci and cj , and (ii) its elements appear in the same order in the model curve and the input
curve B. Let also P (ci) denote the set of matching points between the input contour ci and the model
curve. A pair of contours can be connected in two ways, either directly or indirectly. In the following
paragraphs we examine both cases.
We first examine the case where bridge(ci; cj) has been generated, and thus node(ci) and node(cj)
are directly connected in G0. Obviously, j L j value1, where value1 = max(j P (ci) j; j P (cj) j).4
This inequality guarantees that our approach – connect the contours of Cinput and produce a single
curve to match with the model curve – gives at least the same quality of solution as the conventional
approach of comparing only the external contour of the input data with the model curve. Thanks to our
definition of “bridges”, if bridge(ci; cj) is not a fault bridge, then it is guaranteed that all the model
points which belong to ci and cj are included in L (proved in Appendix A). Therefore, j L j= value2,
with value2 =j P (ci) j + j P (cj) j. In case bridge(ci; cj) is a fault bridge, value1 j L j value2.
Hence, the cardinality of L can be smaller than the total number of matching points (originally)
appearing in both ci and cj only if bridge(ci; cj) is a fault bridge.
We now consider the case where the two contours node(ci) and node(cj) are connected indirectly in
G0. In this case, it is necessary to follow a path of num steps in G0 to visit node(cj) from node(ci),
with num > 1. Such nodes, for example, could be node(c4) and node(c7) in the graph of Fig-
ure 6.9(ii). If the path we follow in G0 for moving from node(ci) to node(cj) does not pass through a
fault arc, it is ensured that j L j is equal to the total number of matching points (originally) appearing
in both ci and cj . It is important to stress that a single path exists between any two nodes of G0 (prop-
4We assume that the short segments which have been disregarded around the connection points of the generated bridges
are negligible.
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erty of connected and acyclic graphs), and L depends exclusively on the nature (i.e., correct or faulty)
of the arcs included in the path that connects node(ci) to node(cj); as we prove in Appendix A, the
nature of the rest of the arcs in G0 does not affect L.
As shown, all the matching points which (originally) belong to a pair of contours ci and cj appear in
the model curve and the input curve B in the same order, if none of the arcs crossed while travelling
in G0 from node(ci) to node(cj) is a fault arc.
We can now discuss the general case, whereM contours of Cinput (M  j Cinput j) include matching
points. Let NOD be the set of nodes in G0 that correspond to those M contours in Cinput. We can
guarantee that all the matching points appear in the same order in the input and model curve, if all
the possible pairs of nodes belonging to NOD are connected in G0 with paths that do not include any
fault arc. If one or more fault arcs exist in those paths, then the generated curve might include only a
subset of the matching points in the same order with the model curve.
Given that we do not know beforehand which contours of Cinput include matching points, and that
the probability of passing through a fault arc while we travel from one node to another decreases
when the number of arcs crossed (i.e., path length) becomes smaller, we aim to produce a graph
G0 with low average path length between the nodes. Therefore, we modify the simple algorithm
Generate Bridges V1 for generating bridges, and we introduce a new algorithm, namely Gener-
ate Bridges V2, which typically generates a graph G0 with much lower average path length than
that generated by Generate Bridges V1.
Generate Bridges V2 is based on the observation that the external contour of the input data can be
connected directly, in most cases, with the majority of the internal contours existing in the input scene.
Thus, we could imagine node(cext) acting as a hub, since we can typically travel between two nodes
of distinct branches via node(cext) using a small number of arcs. According to this algorithm, we
construct G0 by connecting directly any internal contour that is possible with the external contour.
The contours which have been connected directly with the external contour comprise the first level of
the tree. The second level is formed by the remaining contours that can be connected directly with the
contours of the first level. We keep generating new levels in the tree until all the nodes are connected
in the graph. Usually, only a small number of levels is required. We consider G0 as a rooted tree, with
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node(cext) being its root.
The procedure followed in Generate Bridges V2 to construct G0 is similar to the breadth-first search
algorithm (BFS), provided that the graph G and node(cext) (start node) are given as inputs to BFS.
This procedure guarantees that the depth of each node in G0 (i.e., its distance from node(cext)) is
equal to its shortest distance from node(cext) inG. In Figure 6.10, we show the generated bridges and
the resulting graph G0 when applying Generate Bridges V2 to the set Cinput of Figure 6.8. As can be
seen, any pair of nodes in this example has path length less than or equal to 2. Comparing the graphs
produced with Generate Bridges V1 (Figure 6.9(ii)) and Generate Bridges V2 (Figure 6.10(ii)) for
the same setCinput, we can see that the average path length between two nodes is significantly reduced
in the latter graph.
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Figure 6.10: (i) depicts schematically the generated bridges, while (ii) illustrates the resulting graph
G0 when we apply Generate Bridges V2 to the set Cinput of Figure 6.8.
We should mention a special case which may arise, where the connecting segments of two bridges
intersect, resulting in a non-simple closed curve (see Figure 6.11). We overcome this issue as follows.
Let bridge(ci; cj) be the new bridge to be generated, with node(cj) already connected in the graph
G0, and node(ci) the next node to be connected. We consider the case, where the connecting segment
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of bridge(ci; cj), namely p1p01, intersects with the connecting segment of bridge(ck; cl), denoted as
p2p
0
2. Both node(ck) and node(cl) are already connected in G0, and the connection point p1 belongs
to ci. We call p00 the intersection point between p1p01 and p2p02. As can be seen in Figure 6.11(i),
a non-simple closed curve emerges. We overcome this by substituting bridge(ci; cj) with a bridge
that has connecting segment p00p1 (Figure 6.11(ii)). Now, we consider this bridge as bridge(ci; ck),
if ck belongs to a level lower than cl in G0; otherwise, bridge(ci; cl). We proceed by drawing the
corresponding arc in G0. In this way, the resulting contour remains a simple closed curve, and G0
continues to be connected and acyclic. It should be mentioned that G0(V 0; H 0) may not be a spanning
tree of G(V;H) in this special case, since H 0 might not be a subset of H .
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Figure 6.11: (i) illustrates an example, where two connecting segments intersect. In this example,
ci = c7, cj = cext, ck = c8 and cl = cext. The connection points of the two intersecting bridges
are p1,p01,p2 and p
0
2. We denote as p
00 the intersection point of the connecting segments. Generating a
bridge, which has connecting segment p00p1, to substitute bridge(c7; cext), results to the simple closed
curve of (ii). The corresponding graph G0 is depicted in (iii).
6.7 Graph G0: A Minimum Spanning Tree of G
Let us make the hypothesis that the graph G does not include any pair of arcs whose corresponding
bridges intersect. Then, instead of following the previous approaches for producing G0, we could
use an alternative one based on minimum spanning trees. We confine ourselves here to presenting
the theoretical framework of this approach, the implementation of which is a future direction for
extending this work.
According to this approach, the arcs in G should not be assigned the same cost, but their weight
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should vary depending on their characteristics. Indicating factors that should determine these costs
are the following:
 Shorter bridges (i.e., with shorter connecting segments) should be assigned lower costs, since
the probability of intersecting with the model contour in its true pose decreases.
 A bridge that connects two contours with large perimeters should be assigned a low cost, since:
(i) these curves are more likely, due to their long perimeter, to include matching points with the
model curve, and (ii) by connecting them directly in G0, we limit the risk of changing the order
of these matching points in curve B (if they were connected indirectly, more bridges have to be
crossed in G0 for going from one node to the other, and thus, the risk of crossing a fault bridge
increases).
 A bridge should be assigned a low cost when the contours it connects can also be directly
connected, according to G, with the majority of the remaining input contours; this could keep
the depth ofG0 low, and thus, increase the “independence” of the nodes (i.e., in order to go from
one node to another in G0, only a few other nodes have to be crossed).
 If a prior probability distribution is given for the possible locations of the model curve in the
input scene, then bridges which lie on areas with low probability should be given a low cost.
 Bridges which have their connection points on regions of the input contours that are geometri-
cally dissimilar to any part of the model contour should be assigned lower cost; this stems from
the fact that the model curve is unlikely to lie on these regions.
Given now the graph G(V;H; F ), where F indicates the cost of each arc in G, then we can define the
graph G0 as the minimum spanning tree of G. Thus, G0 is the spanning tree of G whose total cost is
less than or equal to the total cost of any other spanning tree of G (recall that G0 has to be a spanning
tree of G). Here, G0 can be obtained by applying to G the algorithms described in [CLRS01]. Given
G0, we can now generate the new curve B.
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6.8 Summary
In this chapter, we studied the problem of finding the matching segments between a model curve and
a set of input curves. The mechanism presented produces a single, simple (i.e., non self-intersecting)
closed curve, denoted by B, which includes (almost) all the points of the input data, by “connecting”
appropriately the original contours with “bridges” (see section 6.5). Our aim is not to maximise the
number of points that just appear in common in the new curve B and the model curve, but rather to
maximise the number of common points that preserve the same order in both curves. By doing so,
the curve matching method introduced in the previous chapter can identify true matches between the
input data and the model curve, efficiently and reliably, by just comparing the generated input curve
B with the model curve (note that the line segments that belong to the bridges generated in the input
curve are labelled in order to prevent the curve matching method from mapping them to segments of
the model curve).
Note that the task of finding correspondences between a model curve and a set of input points can be
carried out by methods that do not require any ordering information for the input data, such as the
method to be presented in chapter 8. However, if we can obtain a good hypothesis for the ordering of
the input points, then constraints can be imposed during the matching process that will save computa-
tion time and offer more reliable correspondences. This is the reason why in this chapter we introduce
an approach, which, for specific structures of the input data, can generate promising hypotheses for
the ordering of the input points.
Thanks to our mechanism for generating the curve B, only fault bridges (i.e., bridges which intersect
with the model curve, as it actually appears in the input scene) can give rise to the problem of common
points in curve B and the model curve appearing in different order. But fortunately, even when fault
bridges have been generated, the difference between the orderings of the common points is, in the
worst case, only partial.
To see this, consider the graph G0, where each node corresponds to a contour of the input scene, and
each arc corresponds to a bridge that has been generated. An arc between two nodes exists inG0 if and
only if a bridge has been generated to connect the corresponding contours. A fault arc corresponds to
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a fault bridge, and a correct arc corresponds to a correct bridge (i.e., a bridge which does not intersect
with the model curve, as it actually appears in the input scene). Each path in G0 between two nodes
corresponds to a simple closed curve that includes (almost) all the points of the individual contours
(nodes) included in the path. We have proven (see Appendix A) that a connected subgraph SG0 of G0
which includes only correct arcs, is associated with a simple closed curve D, where all the matching
points betweenD and the model curve appear in the same order in both curves. But most importantly,
we have proven that the list of matching points between D and the model curve is always preserved
(and may be enhanced) when comparing the whole curve B with the model curve. This is true, even
though B corresponds to the whole graph G0 where fault bridges might exist (out of the subgraph
SG0).
Note that we do not know beforehand which contours of the input scene have matching points with
the model curve, and that the probability of passing through a fault arc while we travel from one node
to another is decreased when the number of arcs crossed (i.e., path length) is decreased. Taking into
account these observations, we introduced in this chapter an algorithm which typically generates a
graphG0 with low average path length. An alternative approach was also discussed for generating the
graph G0, based on minimum spanning trees.
We should stress that the approach presented is not intended to be applied in cases where the number
of input contours is too large, as that increases the risk of some of the generated bridges to be faulty.
However, even in such cases, this approach may still be effective. This stems from the fact that it is
not necessary for the method to generate a curve that includes all the matching points in the correct
order, as the curve matching method presented in the previous chapter could identify the pose of the
model curve in the input scene based only on a subset of the matching points. This subset could
appear in the correct order in the generated input curve, even when only few of the generated bridges
are correct.
It should be noted that additional information can also be incorporated into the system for selecting
the bridges to be generated. Such information, for example, could be a prior probability distribution
provided to the system for the pose of the model shape in the input scene. The following chapter
presents the experimental evaluation of the proposed scheme.
Chapter 7
Experimental Evaluation
In this chapter, the performance of our shape matching method is investigated in the context of object
recognition, where we search for a target object that is represented by its external contour, in novel
input images. We initially make the assumption that the input images do not contain any internal con-
tours and we represent them by their external boundaries. In this way, the task of object recognition
is formulated as a curve matching problem, and the method presented in chapter 5 is employed for
specifying intuitive correspondences between the model and the input curve that represent the object-
of-interest and the input scene, respectively. The assumption that the input image does not contain any
internal contours is then lifted, and the extended version of our shape matching method (chapter 6) is
utilised to reliably recognise the object-of-interest in the input scenes.
In particular, this chapter aims to investigate the following:
 The robustness of the proposed curve matching method (chapter 5) in identifying intuitive cor-
respondences between a model and an input curve, despite geometrical transformations and
distortions that might appear in the input curve due to clutter and occlusion. For this purpose,
we perform experiments that compare curves with a significantly different global appearance
and with only a few, non-distinctive partial matches that sparsely appear along the curves.
 The impact of the localisation cost in the performance of the proposed method. This cost has
been incorporated into our objective function with the aim of producing spatially meaningful
solutions.
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 The effectiveness of the novel graph-based scheme (chapter 6) in extending our curve matching
method. This scheme aims to extend our shape matching method to handle internal contours
that might appear in the input image. In order to evaluate its impact, we also compare the model
curves with just the outer contours of the input images, and then check whether the proposed
scheme has improved the success rates. The performance of our extended shape matching
method is also compared to Generalised Hough Transform [Bal81].
7.1 Silhouette-Based Object Recognition
In this section, we concentrate on silhouette-based object recognition and assume that the input im-
ages either do not contain any internal contours or that the internal contours which might appear
are negligible. The target object and the input image are therefore represented by their outer con-
tours, and we focus on the performance of our curve matching method (chapter 5) on identifying their
matching segments. Given these correspondences, the pose of the target object in the input image is
easily recovered by specifying the rigid transformation which minimises the mean distance between
corresponding points.
7.1.1 Database
The set of the target objects which has been used in our experiments is illustrated in Figure 7.1. A
database of approximately 150 input images is then synthetically built where the target objects appear
in arbitrary poses (translated and rotated in-plane), with varying levels of occlusion and clutter. It
should be stressed that many of the input curves include only a few, non-distinctive segments in
common with a single target object, rendering its localisation challenging. Note also that some of the
target objects in the database have similar parts, and thus, their discrimination is feasible only when
the method manages to utilise input evidence from other parts of their shapes. The database used in
our experiments is publicly available1.
1www.doc.ic.ac.uk/abougani/Thesis/SilhouetteBased
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Figure 7.1: The set of target objects.
7.1.2 Results
The performance of the system is summarised in Table 7.1. As can be seen, the method proves to be
robust in identifying the partial matches between the model and the input curves, localising the target
objects in the respective input scenes with an average success rate of 89%. A solution is classified
as correct when the target object in the pose proposed is misplaced from its actual position within a
range of a few pixels. Clearly, the proposed method performs better when the model curves either
include distinctive segments or segments whose spatial configuration is characteristic for the target
object. This justifies the fact that our system is especially successful for the target object “scissors”,
but its performance deteriorates when the object-of-interest is the “mobile phone”. For the latter,
our method obtains a success rate of 76.3%, much lower than the average success rate. The partial
matches found by our curve matching method for an exemplar input scene can be seen in Figure 7.2.
It should be noted that many of the input curves that have been used in our experiments provide only
a few non-distinctive segments (e.g., short straight-line segments) as evidence for the presence of a
certain target object in the respective input image. Our method manages to identify the true matching
segments as it follows a global optimisation approach, where all the input evidence contributes to
the solution proposed. Note that, while our method takes local decisions, namely if certain parts
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Figure 7.2: The proposed method identifies the matching segments “1–2”, “3–4”, “5–7”, “8–9”, “10–
11” and “12–1” when comparing the outer contour of the depicted input scene with the boundary of
the model “blade”.
of the curves match each other, these decisions are taken from a global perspective which ensures
that the chosen assignments result in a globally meaningful solution (see Figure 7.3). Clearly, local
curve matching approaches which produce their solutions based on individual matching segments
(e.g., [Mok97,Wol90]) would fail in such circumstances. As can be observed in Figure 7.3, our curve
matching method successfully identifies the matching segments “5-6” and “12-13”, although these
segments are geometrically similar to many other segments of the two curves. Our method manages
to identify them by imposing ordering and localisation constraints on the candidate assignments,
besides a geometrical similarity criterion.
Our approach to identifying the matching segments between the curves under consideration is to: (i)
compare the geometrical similarity of their segments using the turning angle representation, which
is insensitive to distortions of the curve at a distance (due, for example, to clutter or occlusion); (ii)
preserve the ordering of the segments in the final assignment; and (iii) force top-down constraints on
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Figure 7.3: Matching non-distinctive segments: “1–2”, “3–4”, “5–6”, “7–8”, “9–11” and “12–13”.
Target Object Total Number of Scenes Successful Recognition Success Rate
Tipp-Ex 43 35 81.4%
Fork 41 38 92.7%
Tool 87 79 90.8%
Lamp 43 39 90.7%
Stapler 83 80 96.4%
Blade 50 40 80%
Measuring Tape 35 28 80%
Bottle 34 34 100%
Mobile Phone 76 58 76.3%
Scissors 20 20 100%
Table 7.1: Success rates per object.
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the spatial configuration of the matching segments. We investigate the impact of the third criterion
by repeating the same experiments presented above, this time without forcing the top-down spatial
constraints (i.e., excluding the localisation cost from the objective function). As can be seen in Fig-
ure 7.4, the performance of the method now degrades, a fact that indicates the important role of the
localisation cost. The drop in the system’s performance was expected since the method, without the
localisation cost, might match segments in the two curves which do not actually correspond to each
other, but have similar geometrical characteristics and preserve the ordering constraints that the rest
of the assignments impose. When the localisation cost is used, however, such accidental matches are
typically eliminated as it is hard for these assignments to yield spatially meaningful solutions. We
should note that the localisation cost is less important when the two curves include long and distinc-
tive matching segments, since it is unlikely for these segments to be mismatched by our method even
if it considers only their geometrical similarity and ordering constraints (criteria (i) and (ii)). This
explains why our method obtains similar success rates for some of the target objects (e.g., “bottle”)
independently of whether the localisation cost is used or not.
It should be noted that the proposed method carries out the comparison of an input and a model curve,
with 54 and 27 vertices respectively, in approximately two seconds using a PC with a 3 GHz Pentium
4 processor and 1 GB RAM.
7.2 Dealing with Internal Contours
In this section, we aim to investigate the effectiveness of our graph-based scheme (chapter 6) in
exploiting information from internal contours that might appear in the input image. We, therefore,
build a new database of approximately 40 input images, with each image including between one and
seven internal contours. The performance of our extended shape matching method is then evaluated
by carrying out approximately 250 comparisons.2 At each comparison, the proposed method aims to
identify the matching segments between the contours of the input image in hand and the silhouette of
the object-of-interest. The database used is available on-line3.
2The distribution of the comparisons performed with respect to the number of internal contours in the input images
is as follows: 26.6% of the comparisons involve 1-2 internal contours, 52.8% of the comparisons involve 3-4 internal
contours, and 20.6% of the comparisons involve 5-7 internal contours.
3www.doc.ic.ac.uk/abougani/Thesis/InternalContours
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Figure 7.4: Blue bars indicate the success rates of the proposed method when the localisation cost is
used, and red bars correspond to the results obtained when this cost is excluded. The target objects
are presented on the x-axis in the following order: (1) “fork”; (2) “lamp”; (3) “tipp-ex”; (4) “stapler”;
(5) “blade”; (6) “measuring tape”; (7) “mobile phone”; (8) “tool”; (9) “bottle”; and (10) “scissors”.
Recall that two different approaches have been proposed in chapter 6 to producing a hypothesis about
the sequence in which the input segments should appear so as to be in a compatible order with their
corresponding segments in the model curve; the best-first and the breadth-first approach. Both ap-
proaches produce an acyclic graph G0 which determines the sequence of the input segments in the
input image representation. On one hand, the best-first approach tends to generate the graph G0 by
selecting the shortest possible “bridges” that connect the input contours. On the other hand, the
breadth-first approach generates the graph G0 by minimising the path length between the node of the
external contour and any other node in the graph. The main characteristic of this approach is that
it typically produces a graph G0 which has a low average path length between pairs of nodes; thus,
the risk of passing through a “fault” bridge while travelling between two contours that include model
segments, is reduced.
In order to compare the effectiveness of the two approaches, we use the database mentioned above
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Number of Internal Contours GHT Outer Contour Best-First Breadth-First
1-2 69.7% 62.1% 81.8% 83.3%
3-4 57.3% 55.7% 62.6% 71%
5-7 62.7% 47.1% 54.9% 68.6%
Successful Localisations in Total 153 138 164 183
(out of 248) (61.7%) (55.7%) (66.1%) (73.8%)
Table 7.2: Success rates with respect to the number of internal contours based on (i) Generalised
Hough Transform (GHT), (ii) the comparison of the scenes’ outer contours with the model curves,
(iii) the best-first approach, and (iv) the breadth-first approach.
and employ our curve matching method to specify the matching segments between the curve repre-
sentations of the target objects and the input images. Each comparison is performed three times, each
time using as input representation: (i) the hypothesis generated by the breadth-first algorithm; (ii) the
hypothesis generated by the best-first algorithm; and, (iii) the outer contour of the input image. The
first two comparisons examine the success rates of our curve matching method when using the two
versions of the graph-based scheme. The third comparison is performed in order to specify how many
objects can be correctly localised by our curve matching method based on evidence that is solely pro-
vided by the outer contours of the input images. The difference between the success rates obtained
by the first two sets of comparisons with the third set indicates the impact of the proposed extension
in the performance of our curve matching method. The success rates obtained with respect to the
number of internal contours that appear in the input image, are shown in Table 7.2.
As can be seen, both the breadth-first and the best-first approach achieve much better success rates
(by 18.1% and 10.4%, respectively) than the approach of comparing the model curve with just the
silhouette of the input images, with this improvement indicating that the proposed scheme succeeds
in effectively utilising information that is available from the internal contours of the input image (see
Figure 7.5). Note that the success rate of the silhouette-based approach is much lower in this set of
experiments than in the previous section, as the new database includes much less evidence in the outer
contours of the input images about the presence of a target object.
We observe in Table 7.2 that the two versions of our graph-based scheme have similar performance
when only one or two internal contours appear in the input image, but the success rate of the breadth-
first approach becomes much better (up to 14%) than that of the best-first approach when the number
of internal contours increases. It makes sense for the two approaches to have similar performance
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Figure 7.5: (i)-(iii) Two sets of input contours; (ii)-(iv) The correspondences found by our curve
matching method when the graph-based scheme is incorporated (breadth-first algorithm). As can
be seen, each input contour includes little evidence for the presence of a target object, and a curve
matching method that would independently compare each curve with the silhouette of the object-of-
interest would fail. The proposed scheme attempts to incorporate all the available information into
a global optimisation framework, where evidence from all the input contours will contribute to the
solution suggested by the system. Observe, however, in (iv) that the appearance of fault “bridges” for
the target objects “fork” and “tool” has as a consequence some of their matching segments with the
input curves not being identified. But even so, the proposed method manages to identify the rest of
their matching segments, and thus, specify the actual poses of the target objects. Note that the model
curves are manually posed in this figure in order to show with clarity the matching segments that have
been found by our method.
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when the number of internal contours is very small, as in this case they typically generate the same
set of “bridges” – especially when a single internal contour appears. The set of “bridges” generated
by the two approaches mainly differs when the number of contours increases, and as a consequence
the results obtained are different. The breadth-first approach performs better mainly for two reasons.
First, it manages to constrain the impact that fault “bridges” have in its hypothesis about the order of
the input segments more effectively. Second, the best-first approach mostly generates “bridges” be-
tween pairs of internal contours in the input image, and not between internal contours and the external
boundary. Thus, the generated “bridges” usually intersect target objects which have their “visible”
segments sparsely distributed in multiple internal contours and are difficult to recognise. These inter-
sections alter the sequence of the corresponding segments in the model and input representation and
undermine the performance of the curve matching algorithm.
It should be noted that the performance of both approaches deteriorates as the number of internal
contours increases, with the breadth-first approach only having lower degradation rate. The drop in
the system’s performance is not solely due to a greater number of fault “bridges” being produced, but
it also stems from the fact that as we increase the number of internal contours, more clutter appears
in the input image which can mislead the method and result in erroneous solutions.
Finally, the proposed method is compared to Generalised Hough Transform (GHT) and the success
rates are shown in Table 7.2. As can be seen, GHT performs better than our curve matching algorithm
when the latter compares only the outer contours of the input images with the silhouette of the target
object in hand. This can be explained by the fact that a large number of objects in the database have
most of their “visible” segments appearing in internal contours of the input images. While GHT
exploits such information, this is not the case for the curve matching approach that relies solely on
the outer contours of the input images. However, the performance of our method is boosted when the
graph-based scheme is incorporated, with the breadth-first approach outperforming GHT in success
rate by 12.1%. It should be noted, however, that the performance of the proposed method drops as
the number of internal contours increases, and the success rate difference between our breadth-first
approach and GHT falls from 13.6% to 5.9%.
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7.3 Summary
In this chapter, we investigated the performance of our shape matching approach on identifying in-
tuitive correspondences between a model and an input curve. In the context of object recognition,
these curves are assumed to represent a target object and an input image, respectively. We initially
made the assumption that the input images include in their outer contours all the available evidence
for the appearance of a target object and built a database of 150 images, where the target objects
appear in arbitrary poses, with various levels of occlusion and clutter. The experiments carried out
show that the proposed method achieves high success rates in localising the target objects in the in-
put scenes (on average 89%), despite geometrical transformations and distortions that appear in their
silhouettes. This is accomplished using: (i) the turning angle representation, which encodes the com-
mon segments of the two curves without sensitivity to distant distortions; (ii) an ordering constraint
which limits the allowable assignments; (iii) a top-down criterion that imposes spatial constraints;
and, (iv) an optimisation stage which takes local decisions based on global evidence. The impact of
the localisation cost in the performance of the proposed method was investigated by carrying out the
same set of comparisons for a second time, excluding this time the specific cost from our objective
function. The performance of the proposed method without imposing the localisation cost dropped
significantly, especially when dealing with pairs of curves that only have non-distinctive segments in
common. Note that, while the localisation cost presented here limits our method to rigid shapes, the
following chapter modifies this cost to handle non-rigid shapes as well.
Another set of experiments was also performed in order to evaluate the effectiveness of our graph-
based scheme in handling internal contours that appear in input images. This set of experiments
involved a new database of approximately 40 images where the evidence for the presence of a target
object was sparsely distributed among multiple contours. The extended version of our shape matching
method, in which the graph-based scheme is incorporated into our curve matching method, was shown
to outperform the approach of comparing the silhouettes of the target objects with just the outer
contours of the input images. This stems from the fact that the extended version of our method also
exploits information that is available in internal contours, with this information being incorporated
into a global optimisation framework. The results also show that the graph-based scheme performs
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better by 7.7% when using the breadth-first instead of the best-first algorithm. The breadth-first
approach also outperforms the Generalised Hough Transform algorithm by 12.1%. It should be noted,
however, that the performance of the scheme drops as the number of internal contours increases, since
the probability of producing a fault “bridge” becomes greater.
Chapter 8
Flexible Edge-based Object Recognition
8.1 Introduction
In the previous chapters, we have introduced shape matching methods that can be employed to recog-
nise a target object in a novel input image, assuming that the input data are available in the form
of closed curves. However, this assumption limits the applicability of these methods mainly to con-
strained environments, where a binary segmentation of the input image into foreground and back-
ground regions can be accomplished (see Figure 8.1). In this chapter, we lift this assumption and
introduce a method which can robustly detect a target object in uncontrolled real scenes, using curve
fragments as input evidence that can easily be extracted from the input image in hand using a common
edge detector. A typical input image for the present method, as well as the associated curve fragments
that have been extracted by the Canny edge detector are illustrated in Figure 8.2.
Our aim in this chapter is to develop a method that can reliably find a target object in natural scenes,
where heavy clutter and substantial occlusion typically occur. The proposed method represents the
target object and the input scene using two edge-based feature sets, namely A = faigi=1:n and B =
fbjgj=1:m respectively, and searches for an intuitive mapping function that will ultimately lead to the
successful localisation of the target object. The model representation includes points that have been
extracted by a polygonal approximation of the external boundary of the target object [DP73], while
the input points are extracted from the novel image by approximating the detected Canny edges with
polylines. The present method is designed to cope with deformable objects, assuming that a training
set of representative shape instances of the object-of-interest has been provided in advance. This
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(i) (ii)
Figure 8.1: (i) illustrates a real image of a constrained input scene, where dark objects lie on a light
background; (ii) presents the binary image that can be automatically obtained for the well-controlled
scene.
(i) (ii) (iii)
Figure 8.2: (i) An input image; (ii) Edges extracted using the Canny detector; (iii) Localisation of the
pair of scissors in the input image by the proposed method, and the prediction of its current shape.
training set is used in order for the method to acquire a flexible model which captures the allowable
deformations of the target object. Using this model, the proposed method always suggests shape
deformations that are not only in agreement with the input evidence, but also reasonable for the target
object. This is in contrast to many previous methods [KWT88,CYES00] which allow their model to
deform “freely” (without object-specific constraints) in order to best “fit” to the input data and are
frequently “trapped” into non-meaningful solutions.
The basic framework of the present method has similarities with that of the curve matching method
introduced in chapter 5. In particular, both methods perform object recognition combining (i) a set of
local geometrical properties, (ii) a top-down mechanism which imposes spatial constraints on candi-
date matches in order to compensate for the moderate discriminating power of local features, and (iii)
an optimisation stage. The present method, however, uses local geometrical properties that are appli-
cable to curve fragments, imposes more complicated spatial constraints in order to handle deformable
objects, and employs an optimisation technique which can cope with unordered input point sets.
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8.2 Overview of the method
The proposed approach is carried out in two phases: the training phase and the execution phase. The
former is responsible for building a flexible model for representing the target object, while the latter
uses the model generated to localise the object-of-interest in a novel image and identify its current
shape instance.
Training Phase:
A set of representative shape instances of the target object are given as input to the training phase
in order for the system to model the object’s shape deformation. We describe the behaviour of each
feature of the object by (i) its average position among the training shapes; (ii) its main modes of dis-
placement (i.e., displacement vectors); and, (iii) the summary statistics (mean and standard deviation)
of its “orientation”. The average position of the features – which give the characteristic shape of the
target object – and their displacement modes are obtained using a statistical approach that is based on
Point Distribution Models (PDMs) [CTCG95]. The main difference with PDMs is that our mod-
elling approach captures the relative mean position and relative displacement modes of each feature
with respect to a set of reference points whose position can be reliably identified in the input image.
The “orientation” range of a feature is obtained using directional statistics [MJ00] on a set of sample
orientations taken from the training shapes.
Execution Phase:
First, an initialisation stage takes place in which multiple hypotheses are generated for possible poses
of the object in the input image. Since we deal with deformable objects, and no prior information is
provided about the actual shape instance of the model object in the input image, the method represents
the model object, at this stage, by its characteristic shape. The following stages of the approach are
responsible for finding which hypothesis is more likely to be true and the exact shape instance of the
deformable object.
In particular, the next stage of our method is responsible, for each pose hypothesis generated in the
initialisation stage, for searching for correspondences between model and input features which sat-
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isfy both similarity and structural constraints. Similarity constraints guarantee that only features with
similar appearance can be matched. Structural constraints discard feature matches that cannot be
“explained” by a reasonable deformation of the characteristic shape. Both criteria treat each candi-
date match independently without indicating what should be the set of correspondences in the final
solution. Note, however, that candidate matches which seem reasonable individually could contradict
each other, and in order to discard the outliers, we have to consider the support that each candidate
has from other matches. That involves treating the problem from a global perspective. Therefore,
we formulate the task as an optimisation problem and design an objective function that captures the
characteristics of an intuitive mapping.
A graph representation, known as a trellis, is employed, where each possible feature pair of the two
sets is represented by a node. The sequential description of the model object allows us to arrange the
graph in multiple layers, where nodes of each layer are connected with nodes of the preceding layer
and the succeeding layer. Each node of the graph is associated with a cost based on the similarity and
structural fitness of the feature pair that the node represents. Costs are also assigned to the links of the
graph, the values of which depend on the compatibility of the feature pairs connected. The link costs,
as well as the costs based on similarity and structural fitness of the individual feature pairs, comprise
our objective function. The feature mapping that minimises this function is given by the nodes which
are included in the path through the trellis with the minimum cost. This path is retrieved using the
Viterbi algorithm [For73,Vit67].
Our approach to tackling the feature matching task relies on the integration of multiple sources of
information, such as spatial properties, feature appearance, continuity constraints and properties of
the input image. Our strategy is to impose weak constraints on each of these cues and use their
combined outcome to determine promising matches. Weak constraints “guarantee” that true matches
will not be rejected during the process, and only outliers will be discarded. The trade-off is that some
false matches which are not obvious might be kept as candidate correspondences when processed by
a “weak” constraint. The combination of multiple cues, however, compensates for this, since it is
highly unlikely for an accidental match to be in agreement with all of the cues.
The optimisation stage provides, for each initial hypothesis, a potential mapping function between
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the two feature sets. It is then straightforward for the system to specify the deformed shape of the
model object, as well as the pose, that each hypothesis is associated with. It is important to stress here
that the object’s shape is not free to deform to any arbitrary shape. Although its deformation has to
fit the input data, this must always be in agreement with the shape variation exhibited in the training
examples.
The last stage of the method concerns the selection of the candidate solution that provides the most
promising mapping of the two feature sets. The chosen solution will indicate the shape instance of
the target object in the input image, its pose and a confidence value for the prediction.
Although the method can obtain accurate localisation of the target object in a single iteration, better
precision can be typically achieved when multiple iterations are considered. This, however, has the
trade-off of increasing the computation time. It should be noted here that the present system is highly
parallelisable, and therefore, its implementation in hardware can reduce significantly the required
computation time per iteration.
Structure of the chapter. The training phase of the system is presented in section 8.3. Section 8.4
describes the method’s initialisation stage in the execution phase, and the cost functions used are
analysed in sections 8.5.1 and 8.5.2. The objective function is presented in section 8.5.4, while the
optimisation stage that specifies the point correspondences is described in section 8.5.5. Section 8.5.6
analyses the procedure followed for specifying the deformation of the model object and its pose given
the correspondences between the two point sets. Each hypothesis is finally evaluated according to a
function presented in section 8.6.
8.3 Training Phase
This phase of the system is carried out off-line and aims to build a flexible model that captures the
allowable deformations of the target object. Assuming that the objects-of-interest exhibit some “regu-
larity” in their deformation, we aim to generalise from a limited number of representative training ex-
amples and build parameterised models to express their plausible deformations. A statistical method
is therefore introduced, called Relative Point Distribution Models, which captures the relative mean
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The Proposed Method
Training Phase:
A statistical model is built based on a training set of exemplar shapes of the target object.
(see section 8.3)
Execution Phase:
Initialisation Stage:
Multiple pose hypotheses are generated for the object’s characteristic shape (section 8.4).
Let K be the number of hypotheses produced.
Point-to-Point Matching:
This stage searches for feature correspondences which are in agreement with each hypothesis.
The search is carried out independently for each estimated pose of the characteristic shape:
-Update the cost functions of the process with respect to the hypothesis currently
considered (see section 8.5.1 and 8.5.2).
-Determine the feature mapping which minimises, for the current hypothesis, an objective
function (section 8.5.4). Optimisation is carried out using the Viterbi algorithm
(see section 8.5.5).
Ultimate Solution:
The resulting K candidate solutions are evaluated, and the one with the best “fitness” is selected.
The associated point correspondences are used to compute the predicted shape of the model object
and its pose in the input image (see sections 8.5.6 and 8.6).
Figure 8.3: Brief summary of the method.
position of the model points and their relative displacement vectors with respect to certain reference
points (section 8.3.2). While this procedure models the spatial behaviour of the model points, it does
not extract any information about their “orientation”. We therefore employ directional statistics as
well in the training phase to obtain the mean orientation and the associated standard deviation for
each model point. Our modelling is based on Point Distribution Models which were introduced by
Cootes et al. [CTCG95] and are presented below.
8.3.1 Background Theory on Point Distribution Models
Point Distribution Models aim to statistically model deformable shapes based on training examples.
The modelling is carried out in three main steps. First, a set of training shapes is annotated with
landmarks and their correspondences are labelled. The training shapes are then aligned, and a char-
acteristic (mean) shape is produced. Finally, Principal Component Analysis is employed to reduce
8.3. Training Phase 137
the dimensionality of the data and extract the main modes of shape variance. Each of these steps is
discussed below.
Selecting and Labelling Landmarks
A suitable set of landmarks has first to be selected from the training shapes that should satisfy the
following properties:
 each landmark should appear in every training example;
 each landmark should be reliably distinguishable;
 there should be a sufficient number of landmarks to adequately describe the training shapes.
Dryden andMardia [DM98] classify landmarks into three categories: (i) anatomical landmarks, which
are points assigned by an expert (e.g., a doctor) to capture the correspondences between biological
structures in some meaningful way; (ii) mathematical landmarks, which are points with some mathe-
matical property (e.g., high curvature); and, (iii) pseudo-landmarks, which are points that have been
subsampled (e.g., with equal spaces) between landmarks of the previous categories. The process of
manually selecting and labelling the landmarks, especially for a large number of landmarks and train-
ing examples, can be time-consuming and laborious. It is thus natural that nowadays there is a lot of
research carried out on automatically finding landmarks and labelling them [Dav02,CFS+07].
Assuming that the image coordinates of the i-th landmark in the j-th training example are given by
(xji ; y
j
i ), and the number of selected landmarks is n, then this step of the Point Distribution Models
method generates for the j-th training shape (j 2 [1;M ], withM being the number of training shapes)
a concatenated vector Xj , where:
Xj = (xj1; y
j
1; x
j
2; y
j
2; : : : ; x
j
n; y
j
n)
T (8.1)
Shape Alignment - Procrustes Analysis
The second step in the modelling procedure concerns the alignment of the training examples. Its aim
is to filter out displacements between corresponding landmarks that appear due to global translation,
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rotation, or isotropic scaling of the shapes they belong to. This is important since displacements that
are solely due to these factors do not involve any shape changes, since, according to the definition
of Kendall [Ken84, DM98], shape is all the geometrical information that remains when location,
scale and rotational effects are filtered out from an object. To accomplish the alignment of shapes,
Procrustes Analysis can be used [DM98].
For readability reasons, we first consider the alignment of only two shapes, namely X1 and X2. Given
their point coordinates and their one-to-one point correspondence, the aim of Procrustes Analysis is
to find the transformation that should be applied to one of these shapes for minimising the alignment
error between corresponding points. Procrustes Analysis is carried out in four main steps [SG02]:
 Compute the centroid of each shape:
(xjc; y
j
c) =
 
1
n
nX
i=1
xji ;
1
n
nX
i=1
yji
!
(8.2)
where j 2 f1; 2g and n is the number of points in each shape.
 Filter out scale differences between the shapes: Using the sum of the Euclidean distances of the
landmark points from their centroid as size metric, denoted by S, the point coordinates of the
j-th shape can then be normalised by the respective size Sj:
Sj =
nX
i=1
q
(xji   xjc)2 + (yji   yjc)2 (8.3)
 Filter out position differences between the shapes by translating them so that their centroids
coincide.
 Compute the rotation transformation so that the alignment error between the shapes is min-
imised. Assuming that the two shapes X1 and X2, instead of being 2n  1 vectors, are now
in the form of n  2 matrices (each row includes the coordinates of a landmark), the correla-
tion between the two point sets can be maximised by applying Singular Value Decomposition
to XT2X1, which results in UDV
T . In particular, VUT yields the rotation matrix that should
transform X2 for its alignment with X1.
Using the point coordinates of the aligned shapes, the mean shape or prototype shape, denoted by X,
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can be computed. This captures the characteristic structure of the shape instances which have been
given as training examples. Given the number of training examples M (in this case, M = 2), the
mean shape can be obtained by averaging the landmark coordinates of the aligned shapes:
X =
1
M
MX
j=1
Xj (8.4)
Generalised Procrustes Analysis
We have discussed until this point the procedure that should be followed to align a pair of shapes.
Here, the general scenario is considered where a set of shapes has to be aligned which might include
more than just two instances. Generalised Procrustes Analysis (GPA) is an iterative procedure which
can accomplish their alignment. The main steps of this technique are summarised below [SG02]:
1. An initial estimation of the mean shape is first made. An option is to select an arbitrary shape
from the training set as the initial estimation of the mean shape.
2. The mean shape is set as a reference, and each training shape is aligned to the reference shape
using Procrustes Analysis.
3. The estimation of the mean shape is updated according to the point coordinates of the aligned
shapes (see eq. (8.4)).
4. If the difference between the updated and the previous estimation of the mean shape is neg-
ligible, then the procedure is terminated. Otherwise, the same procedure should be repeated
starting from the second step.
Statistical Modelling - Principal Component Analysis
The aim of this stage is to statistically model the deformation that the training shapes exhibit, with
Point Distribution Models using the statistics of the landmark coordinates to capture the correlation
between landmark movements.
We recall thatM denotes the number of the training examples. Since we are dealing with 2D images,
and each shape has n landmarks, the training data form a cloud of M points in a 2n dimensional
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hyperspace. Each sample in this space corresponds to a training shape, and altogether they can give
us an indication of a region in the hyperspace, where points inside this region correspond to shapes
that are reasonable shape instances for the object-of-interest. Cootes et al. [CTCG95] call this region
as the “Allowable Shape Domain” and have approximated it with an ellipsoid.
The centre and the major axes of this ellipsoid can be found by the statistics of the landmark coor-
dinates in the training set, with each axis corresponding to a mode of shape variance. The centre of
the ellipsoid is given by the mean shape of the aligned training shapes X, while the main axes can
be computed by applying Principal Component Analysis to the landmark coordinates of the aligned
training shapes:
C =
1
M
MX
j=1
 
Xj   X  Xj   XT (8.5)
Cpi = ipi (8.6)
where pi (i 2 [1; 2n]) are the unit eigenvectors of the covariance matrix C and also the axes of the
Allowable Shape Domain.
Each eigenvector pi is associated with an eigenvalue i, and the magnitude of the latter indicates how
long is the associated axis in the ellipsoid. The length of each ellipsoidal axis is informative as it
shows the shape variation that it can explain, with longer axes explaining greater shape variance. This
fact would not be that important if all of the 2n axes were kept in the model. But, in order to build a
compact model, Point Distribution Models discard insignificant axes, keeping only a subset of them
that is able to explain in total a large proportion of the shape variation. Let total denote the total
variance, where total =
P2n
i=1 i. Assuming that the eigenvectors are sorted so that i > i+1, the
model keeps the smallest number possible, denoted by t, of the most important eigenvectors whose
total variance can explain a significant proportion of total. Alternative approaches for specifying how
many principal modes of shape variation should be retained in the model have also been proposed in
the literature [MFR+08]. In our implementation, we keep the main modes of shape variation that
cover 95% of the total shape variance.
The centre of the ellipsoid and its principal axes define a local co-ordinate frame, and each shape
instance that belongs to the Allowable Shape Domain can be approximated by adding a linear combi-
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nation of the axes to the centre of the ellipsoid. We use the term “approximation” since the model is
actually approximating a 2n-dimensional ellipsoid with a t-dimensional ellipsoid, and thus, the model
might not be able to obtain accurately some shape instances. Note, however, that the approximation
error is expected to be small, since the axes which have been kept are carefully selected so that they
can explain a significant proportion of the total variance that appears in the training set.
Let P be a 2n  t matrix, where each column i is given by the eigenvector pi. A new shape instance
x that belongs to the Allowable Shape Domain can be approximated by:
x  X+ Pb (8.7)
where b is a t 1 vector that includes weights for each axis pi. The vector b could be seen as a shape
parameter vector, as new shape instances emerge by altering the values of its elements. Note that the
elements of b cannot take arbitrary values since the instances generated should correspond to internal
points of the ellipsoid. Typically, they vary in different ranges, and the allowable range for each one
of them is determined by the length of the associated axis. Three standard deviations are enough to
cover a large proportion of the population, and we impose the constraint  3pi  bi  3
p
i, with
i 2 [1; t].
8.3.2 Relative Point Distribution Models: Motivation
Point Distribution Models are a well established approach for modelling deformable shapes and can
be exploited for the recognition of deformable objects in novel images. Their virtue is that they
generate shape deformations, which are not only in agreement with input evidence, but also satisfy
object-specific deformation constraints. For example, if we assume that input evidence indicates that
the coordinates of model points in the input image are given by the vector xevid, then, we recall from
the previous section, the deformed shape xdef which best fits the input data can be obtained according
to:
xdef = X+ Pb (8.8)
where b = PT
 
xevid   X

, X is the mean shape, and P is the eigenvector-matrix.
An important issue here for identifying the actual shape instance of the target object that appears in
142 Chapter 8. Flexible Edge-based Object Recognition
the input image is to obtain the correct pose for the mean shape in the same image. This stems from
the fact that xevid is expressed with respect to the local coordinate frame of the model object. Thus, an
inadequate pose of the mean shape would result in erroneous coordinates xevid, inaccurate estimation
of the shape parameters b, and finally, misleading shape deformation xdef .
Generally, the mean shape of the Point Distribution Models is adequately posed in the input image
when the model points and their corresponding input points are globally aligned minimising their
overall distance. Such alignment renders the deformation modes which have been learned in the
training stage able to express the displacement between the average position of the model points and
their new location in the input image.
However, an important issue that arises is that the mapping between model points and input points is
not a priori known in most applications, and finding such correspondences is challenging; especially,
when the perceived shape instance deviates significantly from the mean shape, while clutter appears
in the input image. Some researchers skip the alignment issue by assuming that a good estimation
of the pose of the mean shape in the input image is a priori known [CTCG95]. Other researchers
apply methods such as Generalised Hough Transform to initialise the pose of the characteristic shape,
but as they acknowledge, their approach cannot cope with cases where the appearing shape deviates
significantly from the prototype shape [LC95].
Thus, the pose estimation of the mean shape in the input image is a challenging task but, at the
same time, important for Point Distribution Models to be able to specify the shape deformation of an
object in a novel image. We must stress that it becomes even more important when Point Distribution
Models are incorporated into shape matching methods which perform a single iteration, since there is
no flexibility of iteratively refining the pose of the mean shape, and thus, the initial hypothesis plays
a crucial role.
To facilitate the pose estimation of the object’s characteristic (i.e., mean) shape in the input image,
we introduce the idea of Relative Point Distribution Models. The approach is to model the allowable
shape deformations by building a set of Point Distribution Models with respect to some reference
points. Each reference point is, thus, associated with a distinct characteristic shape and set of dis-
placement vectors which describe the deviation of the model points from their relative average po-
8.3. Training Phase 143
sition in the training examples. The idea is that, for a certain reference point, we model the relative
shape variation filtering out the reference point’s own displacement in the training examples. Thus,
the selected reference points appear to be static, with their position being fixed in both the aligned
training shapes and the associated characteristic shapes. This means, if we manage to recognise a ref-
erence point in the input image in hand, then we can specify the pose of the associated characteristic
shape independently of which shape instance of the target object appears in the scene; we just rely on
our hypothesis about the position of the reference point in the input image and the assumption that
the local neighbourhood around the reference point exhibits some rigidity.
8.3.3 Relative Point Distribution Models
Let Q denote the set of reference points. For each point that belongs to this set, we build a Relative
Point Distribution Model (RPDM) in three steps: (i) select landmarks and label their correspondences
between the training shapes;1 (ii) align the training shapes locally around the reference point and
extract the relative mean shape; and, (iii) apply Principal Component Analysis to the landmark coor-
dinates of the locally aligned shapes for extracting the main modes of shape variation. This procedure
is similar to the process followed for producing Point Distribution Models. The difference between
the two procedures is in the alignment stage. As we have already mentioned, Point Distribution Mod-
els align globally the training examples, while Relative Point Distribution Models align them locally
around the reference points. Since we have already presented step (i) in section 8.3.1, we concentrate
here on steps (ii) and (iii).
Local Alignment of Training Shapes – Relative Characteristic Shape
Let xj0 denote the reference point x0 in the j-th training shape, andM be the total number of training
shapes provided to the system. Our aim in this section is to filter out the displacement of the reference
point among the training shapes in order for the system to extract the relative motion of the remaining
model points.
A naive approach would be to translate all the training shapes so that the corresponding points xj0
with j 2 [1;M ] coincide. While this would suffice to give a static x0, the resulting alignment would
1Clearly, the labelling is carried out once in the whole procedure (independently of the reference point chosen).
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not be orientation-invariant. Orientation differences can be ruled out using the tangent of the shape’s
boundary at the reference point, assuming that the local neighbourhood around the reference point
exhibits some rigidity. An issue with this alignment procedure, however, is its sensitivity to noise.
Given that the boundaries are extracted with a polygonal approximation of connected chains of pixels,
inaccuracies near the reference point will result in the misalignment of the training shapes. Although
this misalignment might not result in large misplacements of landmarks that are located close to
the reference point, the error grows larger as the distance of the landmarks from the reference point
increases. This can be explained by the formula s =   r, according to which, for a certain
angular alignment error  between the tangents, the landmark misplacements is proportional to the
landmark’s distance from the reference point (i.e., r).
An alternative approach is thus selected, which uses Procrustes Analysis [DM98] to locally align the
training shapes. The first step is to extract equally spaced samples around the reference point in all of
the training shapes. Let Uj = fuj1; uj2; : : : ; ujLg denote the set of samples extracted in the j-th training
shape, where the middle point coincides with the respective reference point xj0. There is a one-to-one
correspondence between the samples of the local regions of the training shapes, indicated by uji ! uki ,
with j; k 2 [1;M ] and i 2 [1; L]. Thus, we haveM sets of points, whose one-to-one correspondence
is known, and we search for the geometrical transformations that should be applied for minimising the
sum of squared distances between their corresponding points. This can be straightforwardly accom-
plished based on Procrustes Analysis, which has been described in section 8.3.1. The local alignment
of the training shapes is finally carried out by applying to each shape Aj the geometrical transforma-
tion found for the local region Uj . This results inM locally aligned shapes, and the average position
of their points gives the relative characteristic shape Ax0 .
As can be seen, both PDM and RPDM use Procrustes Analysis for the alignment of the training
examples. Their difference, however, is that PDM minimises the alignment error between all of the
landmarks in A, while RPDM minimises the alignment error only of the local regions U around the
reference point.
Relative Modes of Shape Variation
In the previous section, we showed how to generate the relative characteristic shape Aq for a reference
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point aq. We can now extract the relative modes of shape variation based on the relative characteristic
shape and the aligned training shapes by applying Principal Component Analysis in a similar fashion
to PDM . Let Ajq be the j-th training shape which has been locally aligned with the remaining shapes
of the training set around the reference point aq. Then, the covariance matrix Cq is given by:
Cq =
1
M
MX
j=1
 
Ajq   Aq
  
Ajq   Aq
T
(8.9)
Assuming that Pq denotes the matrix which has in its columns the most important eigenvectors of the
covariance matrix Cq, then new shape instances that are reasonable for the object-of-interest can be
generated according to:
Anewq = Aq + Pq  b (8.10)
where b is the parameter vector whose elements are constrained in certain limits (see section 8.3.1).
Note here that the matrix Pq will force the reference point aq to remain (almost) static in Anewq and Aq.
An example which illustrates the difference between Point Distribution Models and Relative Point
Distribution Models when modelling the deformation of a reading lamp is shown in Figure 8.4.
8.3.4 Directional Statistics: Landmark Orientation
The previous section presented our statistical approach for modelling the position displacement of
landmarks among the training shapes. Here, we concentrate on modelling the “orientations” of the
landmarks and how these change in the training set.
Let us first see how we define the orientation of a landmark q. Given the two boundary line segments
that originate from q, we first compute the outgoing vector
 !
V which bisects their angle. The orien-
tation of landmark q is then given by the angle that the vector
 !
V forms with the x-axis. For most of
the landmarks, their orientation is not constant when the target object deforms, but varies in a certain
range. The orientation of each landmark among the training shapes comprises for us a data set, whose
summary statistics we are interested in extracting.
It is acknowledged that conventional statistics is not the most appropriate approach for directional
data. This stems from the fact that directional data are periodic and, instead of being plotted on a line,
are plotted on a circle. A characteristic example that shows the inadequacy of conventional statistics
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(i) (ii) (iii) (iv)
(v) (vi) (vii) (viii)
Figure 8.4: (i)-(iv) Training set for a reading lamp; (v) Global alignment; (vi) Global mean shape and
displacement vectors based on PDM ; (vii) Local alignment around a reference point; (viii) Relative
mean shape and displacement vectors according to RPDMRef .
to deal with circular data is the following. Consider a data set of two directions, namely 1o and 359o.
Their arithmetic mean is 180o, while the standard deviation is 179o. However, this solution is not
intuitive since the data are concentrated around 0o, while the deviation of 179o is too large for two
directions that are so close. Directional statistics have been introduced to deal with circular data and
an extensive study can be found in [MJ00]. We present below how we compute the mean orientation
of a landmark and the associated circular standard deviation based on directional statistics.
Let us consider a circle with unit radius that is centered at the origin of the coordinate frame. Since a
direction on the plane can be regarded as a unit vector x, it can also be represented by a point on the
unit circle. If now we choose a reference direction – without loss of generality, we select the x-axis –
then each point x can be represented by the vector cos  i + sin  j, as shown in Figure 8.5, with 
being the angle between the direction x and the reference axis.
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Figure 8.5: A direction  corresponds to a point x on the unit circle, where x is the endpoint of the
vector cos  i+ sin  j.
In our case, we haveM training shapes, and thus, the data set consists ofM directions f1; 2; : : : ; Mg
for a single landmark. Since each direction fkgk=1:M corresponds to a point fxkgk=1:M on the
unit circle, the mean direction  is also the direction of the center of mass x. We can find the
Cartesian coordinates (C; S) of the center of mass x by averaging the Cartesian coordinates of the
points fxkgk=1:M :
C =
1
M
MX
k=1
cos k (8.11)
S =
1
M
MX
k=1
sin k (8.12)
If now we denote by (R; ) the polar coordinates of the center of mass x, then (assuming that R 6= 0):
C = R cos  (8.13)
S = R sin  (8.14)
Thus, R is given by:
R =
q
C
2
+ S
2
(8.15)
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In case R = 0, then  is not defined. Otherwise, the mean direction emerges by
 =
8><>: tan
 1(S=C); if C  0;
tan 1(S=C) + ; if C < 0
(8.16)
where “tan 1” takes values in the range [ 
2
; 
2
].
A measure of concentration of the data set around the mean direction is the length of the center-of-
mass vector x, given by R. In particular, R takes values in the range [0; 1], and tends to 1 when a data
set is highly clustered around the mean, or tends to 0 for sparse data. The circular standard deviation
u is derived by R according to [MJ00]:
u =
q
 2 log(R) (8.17)
Let us consider two exemplar data sets X1 = [
3
; 
6
; 
2
; 
4
; 
5
; 0] and X2 = [
3
; 
6
; 
2
; 
4
; 
5
; 7
4
; 11
6
; 0].
Observe in Figure 8.6 thatX1 is tighter clustered compared toX2. Based on the procedure described
above, we obtain 1 = 0:756 radians, R1 = 0.889 and u1 = 0:484 radians for the first data set, and
2 = 0:423 radians, R2 = 0.748 and u2 = 0:763 radians for the second data set. As expected, the set
X2, which is dispersed more than X1, is associated with a smaller R and larger u.
Let us now make clearer our procedure for modelling the orientation of the landmarks for a target
object, based on a training set. We assume that the target object is a pair of scissors and the training set
consists of instances with different opening configurations, as shown in Figure 8.7. We are interested
here in extracting the summary statistics of a landmark’s orientation based on sample directions that
we obtain by the training examples. Obviously, sample directions can be meaningful and reflect the
orientation change of a landmark due to shape deformations, only if there is a reference pose for the
shape instances. In this example, we select one of the shapes as the reference configuration and align
the remaining shapes to the reference shape using Procrustes Analysis, as illustrated in Figure 8.8.
The sample directions of the landmark are then represented as points in the unit circle, with the
center-of-mass indicating the mean direction and the associated circular standard deviation (based
on the length of the center-of-mass vector) – see Figure 8.9. It should be noted that although the
polygonal approximation of the object’s contour introduces some inaccuracies in the direction of a
landmark, the main orientation changes still appear due to shape deformations.
8.3. Training Phase 149
(i)
(ii)
Figure 8.6: Two data sets and the associated (, R). The data set in (ii) is dispersed more than the
data set in (i), and is therefore associated with a smaller R (length of vector x).
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(i) (ii) (iii) (iv)
(v) (vi) (vii) (viii)
Figure 8.7: (i)-(iv) A training set for scissors; (v)-(viii) Their external contours after polygonal ap-
proximation.
(i) (ii)
(iii) (iv)
Figure 8.8: On the left, the global alignment of the training shapes using Procrustes Analysis is
presented; (i)-(iv) The landmark-of-interest and its orientation in the aligned training shapes.
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Figure 8.9: (i) Sample directions of the landmark-of-interest; (ii) The mean direction (R is equal to
the length of the resulting vector, while  is given by the angle it forms with the x-axis).
Recall that Relative Point Distribution Models form the basis of our representation where the training
shapes are aligned with respect to certain reference points, instead of globally. It is therefore reason-
able to extract the summary statistics of the landmarks’ orientation by aligning the training shapes
locally around the reference points selected, and not globally. Thus, each landmark has a mean di-
rection and circular standard deviation for each Relative Point Distribution Model. In case we have
multiple Relative Point Distribution Models (i.e., multiple reference points), then, for each one of
them, a distinct mean direction and circular standard deviation must be obtained for each landmark.
8.4 Execution Phase: Initialisation Stage
When the execution phase commences, the method searches in the input image for the location of the
reference points which have been used for modelling the Relative Point Distribution Models. This
is an important step since by identifying the location of a reference point aq in the input image, the
system can also predict the pose of the associated characteristic shape Aq. The search space for the
location of the reference points is limited to the input set B, where a potential correspondence (aq; bj)
indicates that the predicted location of the reference point aq is given by the coordinates of the input
point bj . The outcome of this stage is a set of assignments H = faf1(i); bf2(i)gi=1:K with af1(i) 2 Q
and bf2(i) 2 B which indicate K hypotheses for likely locations of reference points (recall that Q
denotes the set of reference points). For computational efficiency, the system attempts to keep H as
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small as possible and, therefore, a “strict” evaluation procedure is employed to prevent unpromising
feature pairs from being members of H .
This procedure is carried out as follows. First, each reference point and each input point of B
is assigned a semi-local shape descriptor TR based on triangular areas that neighbouring vertices
form [SIT00], as shown in Figure 8.10. If we assume that Z is the number of the triangles used, then
TR is a vector with Z + 1 elements and is given by:
TR =
266666666664
bF1bF2
...bFZ
F
377777777775
(8.18)
bFi = Fik F k (8.19)
F =
ZX
i=1
Fi
Z
(8.20)
Fi =
1
2


px i p
x
0 p
x
i
py i p
y
0 p
y
i
1 1 1

(8.21)
where the absolute value of Fi corresponds to the area of the triangle which is formed by the point
under consideration (i.e., p0), its i-th preceding vertex (i.e., p i) and the i-th succeeding vertex (i.e.,
pi) in the same edge (Fi can be positive or negative depending on the direction of sampling), the
absolute value of F is the average triangular area, bFi is the i-th normalised triangular area, and F is a
vector with Z elements that includes the triangular areas Fi.
The normalisation of the triangular areas is important as the descriptor then becomes scale-invariant.
This is illustrated in Figure 8.11, where the descriptor of two corresponding vertices is shown to be
the same – with respect to the normalised elements – for two curves whose only difference is scale.
Note that their scale difference is given by s =
q
j F 1
F 2
j, where j F 1 j and j F 2 j denote the average
triangular areas for the vertex-of-interest in the two curves. In our application, if we have some scale
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range of interest, then we can discard candidate pairs of reference points and input points which
result in values of s out of this range (further elaboration about the scale sensitivity of the method is
presented in section 8.7.4).
0
-1 -2
-3
+1
+2
+3
Figure 8.10: The descriptor TR of a vertex is based on the areas of the triangles formed by neigh-
bouring vertices. Three such triangles are illustrated here with hashed lines.
The descriptor TR can be considered as local or global, depending on the number of the triangles
used (magnitude of Z). As this number decreases, the descriptor limits itself in representing shape
information that is spatially closer (more local) to the vertex-of-interest. Empirically, we have found
that a sensible value for Z in our application is two or three since: (i) the descriptor is not significantly
affected by occlusion, clutter or shape deformations; (ii) it is adequately discriminative; and (iii)
the descriptor is not defined for only a small number of input points (there are less than Z vertices
clockwise or counterclockwise in the edge from the vertex-of-interest) and thus, most input points are
candidates for the set H .
The descriptor TR provides further information, regarding the direction of sampling. Let us consider
two identical curves which, however, are sampled with opposite direction, as shown in Figure 8.12.
Here, any two corresponding vertices are described by the same normalised triangular areas in their
associated vector TR. The difference is that the associated F will have different sign in the two curves
for each pair of corresponding vertices (i.e., F 1
F 2
=  1).
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(12,15)(0,15)
(0,8)
(0,5)
(0,0) (9,0) (14,0) (20,0)
(24,4)
(i)
(24,30)(0,30)
(0,16)
(0,10)
(0,0) (18,0) (28,0) (40,0)
(48,8)
(ii)
Figure 8.11: The curve illustrated in (ii) emerges after scaling the curve of (i) by factor 2. We
consider the descriptor TR for the vertex (0,0) using three triangles. For the first curve: TR1 =
[0:139 0:346 0:928 76:167]. For the second curve: TR2 = [0:139 0:346 0:928 304:667]. As can be
seen, the normalised triangular areas are the same in both descriptors, while the resulting scale factor
provided by
q
304:667
76:167
is correctly 2.
Let us now see how we evaluate whether the mapping of aq to bj is promising based on their respective
descriptors TR1 and TR2. We denote the descriptors as TR1 = [V1; F 1]T and TR2 = [V2; F 2]T ,
where V is the 1Z vector which includes the normalised triangular areas of TR , with  2 f1; 2g.
Clearly, when the curve segments around aq and bj are similar, the angle between the vectors V1
and V2 is small. In the same way, the angle between V1 and V2 increases when the curve segments
around the two features have greater dissimilarity. We can, thus, use this angle, which is given by
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Figure 8.12: Different sampling directions result in descriptors TR with the same normalised areasbFi, but opposite F .
cos 1

V1V T2
kV1kkV2k

, as a similarity measure for comparing aq and bj . Using this criterion, we can find,
for each reference point, theW best corresponding points in the input image (in our implementation,
W = 60). Further elimination of the remaining candidate pairs takes place based on the geometrical
alignment of their local subcurves, as described below.
(i) (ii) (iii)
Figure 8.13: (i) An input image, where the target object is the pair of scissors; (ii) Extracted edges –
the rectangle indicates our region of interest which is scaled up in (iii); (iii) The target object can be
lying to either side of the edge – thus, it is uncertain if the clockwise sampling in the related region of
the model contour corresponds to a clockwise or counterclockwise sampling in this input edge.
Let us consider an exemplar candidate pair (aq; bj). We symmetrically extract samples around aq and
bj from the curves these points belong to. Two equally sized sets of sample points emerge which
describe the local subcurves around aq and bj and are denoted by U1 and U2, respectively. The one-
to-one correspondence of the points in U1 and U2 would be known if we were aware of the direction
of the sampling in the two curves. But we do not know yet if the sample that succeeds by v elements
the point aq in U1 corresponds to the sample which succeeds or precedes the point bj by v elements in
U2. This stems from the fact that it is uncertain in which side of the input edge the target object lies
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(see Figure 8.13). This can be tackled by taking into account the signs of F aq and F bj . In particular,
if we assume that bj is truly the corresponding point of aq in the input image and F aq  F bj < 0,
then we can conclude that the sample directions are opposite, and thus, the sample that succeeds the
point aq by v elements in U1 corresponds to the sample of U2 which precedes bj by v elements. In
case F aq  F bj > 0, then we can conclude that we have sampled both curves in the same direction,
and thus, the one-to-one correspondence between the points in U1 and U2 is trivial. Since the point
correspondence is now known between U1 and U2, we can derive the transformation which minimises
the sum of squared distances between corresponding points of the two sets. This transformation
also yields the pose of Aq in the input image when the pair (aq; bj) is assumed to be a true match.
Our confidence for the mapping of aq to bj can be quantified by the average residual distance d of
the corresponding points in U1 and U2 after the alignment. Based on this measure, the final set H
emerges from the K candidate pairs which are associated with the smallest values d. In the current
implementation, we takeK to be in the range 40  70.
To conclude, the initialisation stage of the proposed method aims to produce a set of initial hypotheses
about the pose of the object’s characteristic shape in the input image. To accomplish this, the semi-
local descriptor TR is used that compares the geometrical appearance of the curve fragments where
candidate pairs of points in the model and input representation belong to, and produces a set of
assignments H = faf1(i); bf2(i)gi=1:K with af1(i) 2 Q and bf2(i) 2 B. The set of assignments H
indicates K hypotheses for likely locations of the reference points Q in the input image, with each
assignment faf1(i); bf2(i)g yielding an initial hypothesis about the pose of the relative characteristic
shape Af1(i) in the input image. This pose is computed by locally aligning the curve fragments that
af1(i) and bf2(i) belong to.
8.5 Execution Phase: Point-To-Point Mapping
This stage of the method is responsible to specify point correspondences between the model set and
the input set which are in agreement with the initial hypothesesH provided by the initialisation stage.
In particular, for each hypothesis generated about the pose of the characteristic shape in the input
image, this stage formulates the point mapping task as an optimisation problem and searches for the
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point correspondences that minimise an objective function.
8.5.1 Cost Matrix
Given that we havem input points and nmodel points, anmn cost matrix C is built, where C(i; j)
is the cost assigned to each individual match (ai; bj) based on similarity and structural criteria. The
greater this cost is, the less feasible is the match between the two points. Each element C(i; j) is
given by:
C(i; j) = SC(i; j) + LC(i; j) (8.22)
where SC(i; j) and LC(i; j) is the feature similarity cost and the localisation cost of the candidate
match (ai; bj), respectively. These costs are described in the following sections.
The cost matrix C is pose-dependent which means that it must be updated each time we examine a
new hypothesis of the initialisation stage. Thus, a pair of points that has been assigned a low cost in
one hypothesis could turn out to have a high cost in another. We should make it clear here that the
costs assigned to pairs of points in C, although they affect the final solution, they do not dictate it.
In particular, a global optimal solution might include pairs of points that do not have the minimum
local cost when compared to other alternatives, but however contribute to a global solution with a
smaller cost. For example, for the sake of global optimality, the candidate match (ai; bj2) might be
included in the final solution instead of (ai; bj1), even if C(i; j1) < C(i; j2). Let us now introduce
the contributing components SC and LC of the cost matrix.
Feature Similarity Cost SC
When it comes to designing a system, we must think beforehand about the conditions under which
the system has to perform. This is important because different conditions require different choices to
be made throughout the system’s implementation. In our study, the desiderata for our shape matching
method is to be robust with respect to clutter, occlusion and object deformations, and we accordingly
select features to represent the model and input data that can facilitate object recognition under such
circumstances.
158 Chapter 8. Flexible Edge-based Object Recognition
As has been already discussed, features can be categorised into local features and global features,
depending on the size of the region-of-interest. Local features encode information from the neigh-
bourhood of the point of interest, while global features encapsulate richer information from a much
wider region. The two types of features have different behaviour in terms of discriminating power and
repeatability. The former reflects the ability of a certain feature to capture characteristic properties
of the interest point, while the latter concerns the sensitivity of a feature to potential changes in the
image due to noise.
It has been acknowledged that local features have good repeatability, but limited discriminating power.
This stems from the fact that local features represent only a small area around the interest points,
which renders them less sensitive to noise at a distance, but at the same time less informative. Lo-
cal features exploit appealing properties that small neighbourhoods have, such as rigidity and “co-
appearance”. In particular, a small neighbourhood around an interest point typically exhibits a rigid
behaviour, even when the object is non-rigid, while it is highly likely for this local region to appear
unoccluded in the image when the interest point is unoccluded. On the other hand, global features
have in general strong discriminating power, but poor repeatability. The former can be justified by
the fact that it is unlikely for two arbitrary points to have similar feature description when comparing
large regions around them, while the latter is due to the fact that factors like occlusion, clutter and
shape deformations are highly likely to introduce noise in some part of the large region represented,
hence altering the feature’s description.
In this work, we favour local features since our aim is to develop a method that is able to perform
object recognition in heavily cluttered scenes, where the target object can be substantially occluded
and significantly deformed. In particular, we associate each point of the model and the input set
with the turning angle (i.e., TA) of its curve fragment at the respective vertex, as well as with the
orientation of its normal vector that has been defined in section 8.3.4. Note that, for a certain object
pose, the orientation assigned to each model point is not fixed, but varies due to object deformations.
This variation, however, has been modelled in the training stage. Assuming that (ar; bf(r)) 2 H is
the current hypothesis being examined, as suggested by the initialisation stage, the proposed method
evaluates how likely it is for a pair of points ai and bj to be a true match by integrating the two local
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features according to SC:
SC(i; j) = wsc1 TA+ wsc2 
  j   j 'B;(f(r);j)   'A;(r;i) jj
2   (8.23)
whereTA = min(j TA(ai)  TA(bj) j; j TA(ai)  (2  TA(bj)) j), 'W;(s;z) is the angle between
the normal vectors at points with indices s and z inW (W 2 fA;Bg), ('A;(r;i), ) are the mean value
and the standard deviation of 'A;(r;i) as computed in the training phase when the reference point is ar,
and subscripted w denotes weighting factors.
Localisation Cost LC
The previous section described how we evaluate the feasibility of a candidate match (ai; bj) based
on the points’ local geometrical appearance. An additional cue that indicates whether this candidate
match is promising relies on spatial constraints. In particular, how likely is it for the model point ai
to appear at the location of bj in the input image? The answer can be obtained by considering (i) the
pose of the characteristic shape in the input image, as provided by the initialisation stage, and (ii) the
allowable deformation of the object’s shape.
Let us assume that the object-of-interest is a reading lamp and the pose hypothesis that is currently
being examined is depicted in Figure 8.14, where the shape drawn is the object’s characteristic shape.
Let also aHi denote the “home” (average) position of the point ai at the underlying pose. There are two
modes of variation for the reading lamp, as learned in the training stage, and they are illustrated with
two vectors, where the length of each one is proportional to the magnitude of the allowable deviation
of each point along the underlying direction. The region where ai can move is determined by a
constrained linear combination of the associated vectors. In case bj lies internally to this region, then
(ai; bj) has the potential to be a true match; the characteristic shape is able to deform in order for ai to
depart from aHi and be relocated at bj . In case, however, bj lies outside the admissible region, (ai; bj)
must be penalised as it cannot be “explained” by a meaningful deformation of the characteristic shape.
In order to specify whether there is an acceptable deformation of the characteristic shape that locates
ai at bj , given the initial hypothesis (ar; bf(r)) of the initialisation stage, we employ the associated
Relative Point Distribution Model that has been built in the training stage using ar as the reference
point (i.e., RPDMr). Let Pir be the matrix that includes the elements of the eigenvector matrix Pr
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that are associated with ai. Then, the parameter vector b, as defined in section 8.3.1, can be computed
by solving the following linear system:2
Pir  b = bj   aHi (8.24)
Ifs is the residual distance between adefi and bj , where a
def
i = a
H
i +P
i
r b with b being the solution
of the above linear system3, then
LC(i; j) = wl1  max
h=1:M

bh
3  ph
2
+ wl2 s (8.25)
whereM is the number of variation modes in RPDMr and subscripted w denote weights. Note that
in case max
h=1:M

bh
3  ph

> 1, the value of LC(i; j) is set equal to a large positive value (i.e.,1).
It should also be noted that for the computation of the localisation cost we assume that the large
displacements of the points can be captured by at most two eigenvectors. If, however, this is not the
case, we can compute this cost in a similar way by independently modelling in the training stage the
relative displacement of ai with respect to ar, after the local alignment of the exemplar shapes, using
a 2D gaussian model. Then, we can substitute the displacement vectors that have been used in the
localisation cost with the axes of the gaussian derived for ai.
8.5.2 Compatibility Cost
Each element of the cost matrix introduced in the previous section indicates the fitness of individual
point pairs. However, this cost is not sufficient for the method to specify a final solution with mean-
ingful point correspondences. There must be some coherence between the individual matches, and
the compatibility cost presented here compensates for that.
As we have already mentioned, the model description involves points which are sampled along the
object’s contour, and, thus, have a certain ordering. This sequential structure enables us to break the
problem into many subproblems, where each subproblem in the chain is the assignment of a single
model point to an input point. At each stage, the mapping of a model point to an input point has
2For readability, we assume that the coordinates of the input point bj have been transformed to the local coordinate
system of the model object.
3Note that adefi is not necessarily identical with bj if the linear system is over-constrained.
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(i) (ii)
(iii)
Figure 8.14: (i) A simple input image, where the target object is the reading lamp; (ii) Extracted edges;
(iii) A pose hypothesis for the object’s characteristic shape - there are twomain modes of displacement
which indicate the allowable regions of appearance of the points. Note that the allowable motion of
each point shown in (iii) includes also the opposite directions of the displacement vectors. The length
of each vector is proportional to the magnitude of the allowable deviation of each point along the
underlying direction.
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to satisfy the constraints imposed from the assignments of the previous model points. To speed up
the process, we make the assumption that the assignment of ai 1 imposes equivalent constraints on
the assignment of ai, with those imposed by the previous model points fakgk=1:i 2. Therefore, the
compatibility cost is limited to evaluating the coherence between the correspondences assigned to
consecutive model points.
Let us consider the case where ai 1 is mapped to bl, and we want to examine whether (ai, bj) would be
a sensible choice. Our first consideration is that neighbouring model points must correspond to neigh-
bouring input points. This is reasonable since local neighbourhoods typically maintain their rigidity,
even when non-rigid shapes are considered. An intuitive measure for evaluating the compatibility of
(ai 1; bl) and (ai; bj) is:
W (i  1; i; l; j) =
8><>:
kai 1 aik
kbl bjk ; if k ai 1   ai kk bl   bj k
kbl bjk
kai 1 aik ; otherwise
(8.26)
In case we sample the model points using a constant step distance d, we can simplifyW into:
W (l; j) =
8><>:
d
kbl bjk ; if d k bl   bj k
kbl bjk
d
; otherwise
(8.27)
The simplified W is more convenient since it is constant for a certain pair of input points and does
not depend on the model points associated with them. Thus, computation time is saved by computing
this cost fewer times.
Additional links (“bonds”) between candidate correspondences can be found by exploiting properties
of the input image. A valuable source of information is edges since the model points are extracted
from the object’s contour, and, therefore, are expected to lie on edges in the input image. Assuming
that the distance between two consecutive model points is short, it is reasonable for the method to ex-
pect them to appear in the same edge of the input image. That of course does not mean that we forbid
correspondences that do not satisfy this criterion, but that a constant penalty T is imposed when that
is the case (see Figure 8.15). A cost function G can also be incorporated into the compatibility cost
CC that compares the deformation parameters b associated with the candidate pairs (ai 1; bl) and
(ai; bj) using the L2 metric, favouring pairs of matches with similar deformation parameters. How-
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ever, we have found experimentally that the cost function G can be excluded from the compatibility
cost without noteworthy impact on the effectiveness of the method, saving computation time. Thus,
the compatibility cost used is given by:
CC(i  1; i; l; j) = w1 W (i  1; i; l; j) + w2  T (l; j) (8.28)
where w1 and w2 are weights.
To summarise, the compatibility cost devised compensates for the lack of information about the se-
quence in which the input points appear in the image. Image properties and spatial relationships
between points are exploited to obtain a feasibility measure for the coherence between candidate
matches. Depending on the application, further information could contribute to the compatibility cost.
An example is colour information as it is more likely for input points with similar colour distribution
in their neighbourhood to succeed one another compared to input points without such similarity.
8.5.3 “Dummy” Point
A “dummy” point has been added in the input point set to compensate for the fact that some model
points might not appear in the input image due, for example, to occlusion. If we had not added this
point, our method would have been forced to map a model point that is actually occluded in the input
image to an arbitrary input point, even when the fitness of such a match is very low. We therefore
incorporate the “dummy” point into our representation, imposing a constant penalty whenever a model
point is assigned to it.
8.5.4 Objective Function
We have discussed until this point how we obtain the cost matrix as well as the compatibility cost. The
former indicates a fitness measure between individual feature pairs, while the latter indicates strong
or weak links between candidate matches. Our objective function D emerges by the integration of
these costs. In particular,
D(Y ) = C(p1) +
nX
i=2
 
CC(pi 1; pi)  C(pi)

(8.29)
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(i)
(ii)
Figure 8.15: (i) An input image where the target object is a pair of scissors; (ii) Extracted edges and
three exemplar input points bj1; bj2 and bj3 (hand drawn). The compatibility cost is designed to favour
the succession of input points which share the same edge. Here, for example, CC will give lower cost
to the transition bj1 ! bj3 than to bj1 ! bj2, taking into account only edge connectivity (note that
CC is also influenced by other factors).
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Figure 8.16: An exemplar mapping function f between a model set A and an input set B. Model
points that do not appear in the input image due, for example, to occlusion, should be mapped to the
“dummy” point indexed bym+ 1. Unassigned input points appear in the input image due to clutter.
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where Y = fpigi=1:n, pi = (ai; bf(i)), and f : [1; n] ! [1;m + 1] is the mapping function. Thus,
we search for the point correspondences Y^ =
n
(ai; bf^(i))
o
i=1:n
that minimise the objective function
devised:
Y^ = argmin
Y
D(Y ) (8.30)
Our motivation is not just to find correspondences that minimise the total sum of feature dissimilari-
ties, but also to preserve an allowable deformation of the model shape. While the former is addressed
in our objective function by the feature similarity cost that contributes to the cost matrix, the spatial
coherence of the solution is enforced by both the compatibility cost and the localisation cost compo-
nent of the cost matrix.
These costs provide complementary information about the spatial feasibility of a candidate match,
and their “overlapping” scope is in agreement with our approach of fusing different weak cues to
evaluate a candidate match. An individual cue might not provide enough clues on its own, but their
integration can give us a strong indication.
The compatibility cost performs locally between adjacent model points, and its main aim is to penalise
solutions that map neighbouring model points to distant input points. Due to its bottom-up nature,
however, this cost is not able to eliminate accidental matches that seem reasonable locally, but lead,
globally, to non-meaningful deformations of the model object. Its impact is also degraded when
some model points do not appear in the input image – due, for example, to occlusion – and a “gap”
appears in the chain of model points that have been mapped to input points (without including the
“dummy” point). This stems from the fact that the compatibility cost evaluates the spatial coherence
of correspondences between consecutive model points.
All these indicate that top-down information is crucial for our method to obtain point correspondences
that satisfy the spatial constraints of the object-of-interest. We therefore incorporate into our objective
function the localisation cost via the cost matrix which evaluates a candidate match (ai; bj) based on
the displacement modes that have been learned a priori for ai.
The following section concentrates on our optimisation approach for minimising the objective func-
tion (8.29).
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Figure 8.17: A trellis formulation with n columns andm+1 rows (number of model points and input
points respectively). Each node is linked with nodes of the preceding and succeeding column.
8.5.5 Optimisation Stage – Viterbi Algorithm
A graph is generated that is organised as n columns ofm+1 nodes, where columns correspond to the
ordered set of model points and rows correspond to the unordered set of input points. Each node (i; j)
in this graph is associated with the respective point pair ai and bj . There arem+1 incoming andm+1
outgoing links connecting each node with nodes of the preceding column and the succeeding column;
except, however, for the nodes in the first (and last) column which have only outgoing (incoming)
links. A cost is assigned to each link, the value of which depends on the specific pair of nodes
connected and is equal to their compatibility cost CC. This graph representation is known as trellis
and can be exploited to specify the point correspondences that minimise our objective function – we
just need to find the path through the trellis that has the minimum cost. This path can be efficiently
obtained using the Viterbi algorithm and is called the survivor path since multiple candidate paths
through the trellis are competing, and only the one with the minimum cost wins.
The survivor path gives us two things: (i) the minimum value of the objective function and (ii) the
point mapping associated. The former is equal to the total cost of the survivor path, while the latter
can be found by identifying the nodes, and thus, the point pairs, that are included in this path. Further
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elaboration of the Viterbi algorithm and its application to our framework is provided below.
The Viterbi Algorithm
The Viterbi algorithm is a dynamic programming approach and is employed in our method for spec-
ifying the optimal path that runs through the trellis from the first to the last (i.e., n-th) column. This
process is carried out incrementally column-by-column, where the method proceeds to the nodes of
the next column after finishing the required computation concerning the nodes of the current column.
Node-by-node, Viterbi retrieves the path with the minimum cost that connects each processed node
with the first column. The algorithm terminates when the last node of the n-th column has been
processed.
The procedure can be made clear by describing an exemplar step of the algorithm. Let us consider the
node (i; j). To compute the cost of the optimal path that ends at this node, the algorithm “looks” only
one step back at column i 1, computes the costs of all the possible paths q(i; j; l) with l 2 [1;m+1],
and selects the minimum possible cost c(i; j). In particular,
q(i; j; l) = c(i  1; l) + CC(i  1; i; l; j)  C(i; j) , with l 2 [1;m+ 1] (8.31)
c(i; j) = min
l
q(i; j; l) (8.32)
The last link of this path connects the node (i; j) with a node of the previous column i   1, the
row-index of which is given by:
PRT (i; j) = argmin
l
q(i; j; l) (8.33)
The node (i   1; PRT (i; j)) is called the parent of the node (i; j). Following the parent of node
(i  1; PRT (i; j)), then the parent of its parent, etc until we arrive at the first column, we can find all
the nodes that belong to the optimal path ending at (i; j). Repeating the same procedure node-by-node
and column-by-column, the optimal paths and their associated costs are computed for all the nodes of
the trellis. The global solution that minimises the objective function is now determined by the optimal
path that ends at the node of the last column with the minimum cost.
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Figure 8.18: Computing the minimum possible cost for a path ending at node (i; 3).
8.5.6 Shape Alignment
The optimisation stage presented in the previous section retrieves the path through the trellis that has
the minimum cost, and, thus, specifies the optimal point mapping. However, our ultimate goal is not
just to find the most promising point correspondences, but to localise the model object in the input
scene and identify its deformation. Point mapping is the means to accomplish our goal.
Given the point-to-point matches, it is then straightforward to determine the pose and the deformation
of the model object that best fits the input data. The first step is to compute the affine transformation of
the global characteristic shape of the object that minimises the alignment error between corresponding
points, in a least-square sense. Let A
0
= (a01; a2
0; a30; : : : ; an0) denote the transformed instance of the
global characteristic shape.
The residual distances between fai0; bf^(i)gi=1:n in the input image appear due to potential deformations
of the model object, since the shape A
0
comprises just the characteristic structure of the model object
and not the precise shape instance of the model object in the input scene. Our claim that the residual
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Optimisation using the Viterbi Algorithm
Initialisation Stage:
c(1; j) = C(1; j) 8j 2 [1;m+ 1]
Propagation Stage:
For each model point ai i 2 [2; n]
For each input point bj j 2 [1;m+ 1]
For l = 1; 2; : : : ;m+ 1
q(i; j; l) = c(i  1; l) + CC(i  1; i; l; j)  C(i; j)
end
Cost assigned at cell (i; j): c(i; j) = min
l
q(i; j; l)
Row-index of parent cell: PRT (i; j) = argmin
l
q(i; j; l)
end
end
Termination:
Find the cell with the minimum cost in the last column:
n = (n; argmin
j
c(n; j))
Optimal mapping through backtracking:
i = (i; PRT (i+1)) with i = n  1; n  2; : : : ; 1
Figure 8.19: Point-to-point matching using the Viterbi algorithm.
distances between fai0; bf^(i)gi=1:n in the input image are solely due to the deviation of the current
shape instance of the object from its mean shape, is an ideal assumption. Indeed, mismatches that
might have been included in the mapping function, as well as potential inaccuracies when specifying
the pose of the global mean shape, also result in displacements. However, assuming that the majority
of the correspondences found are correct, the errors introduced by these issues in the alignment of the
two sets can be disregarded.
The next step of the alignment stage is to deform the model shape to best fit the input data. In
case this deformation was solely driven by the initial location of the model points and the position
of the associated, according to f^ , input points, the object could end up taking an arbitrary shape.
Instead, we search for that deformation of the model shape that “brings” the model points close to their
corresponding ones in the input image, but at the same time comprises a reasonable shape instance
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of the target object. We enforce this using eq. (8.34) which provides a shape deformation that is in
agreement with the shape variation modes learned in the training phase for the object-of-interest:
P  b = x  A0 (8.34)
where x includes the new “target” positions of the model points in the input image, P is the eigenvector-
matrix extracted in the training stage, and b is the unknown shape parameter vector that best ap-
proximates the shape instance indicated by x. The resulting shape parameter vector b specifies the
“constrained” - by the eigenvector matrix P - deformation of the characteristic shape A0 that best fits
the input data x. The eq. (8.34) has to be modified when applied in the shape alignment stage, since
factors, like occlusion or noise, might force our method to identify only a subset of the model points
in the input image.
Let V1 denote the set of model points that have been identified in the input image and V2 denote
the set of their corresponding input points. Formally, V1 = fai0j(i 2 [1; n]) & (f^(i) 6= (m + 1))g
and V2 = fbf^(i)j(i 2 [1; n]) & (f^(i) 6= (m + 1))g. Then, the shape parameter vector b that best
approximates the deformation of the model object in the input image, given the point correspondences,
can be found by:
PV1  b = V2   V1 (8.35)
where PV1 is the sub-matrix of P that includes only the elements of the eigenvectors associated with
the model points in V1. The deformed shape A0 of the object-of-interest can now be straightforwardly
computed:
A0 = A
0
+ P  b (8.36)
As discussed in the next section, the quality of the solution proposed can be evaluated based on the
residual distances between the points of V2 with their corresponding ones in A0.
It is worth mentioning that our method employs Point Distribution Models (global mean shape and
modes of shape variation), instead of Relative Point Distribution Models, in the shape alignment
stage, so that a balance is obtained in the misplacement of corresponding points (RPDM is expected
to have a bias in favour of the points around the reference point). Recall that RPDM is used for
computing the localisation cost of a candidate match.
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8.6 Execution Phase: Ultimate Solution
As has seen described, the initialisation stage of our method produces multiple hypotheses about the
pose of the characteristic shape in the input image. These hypotheses narrow down our search space
– for the object’s exact shape and pose – to a small set of image regions. An optimisation stage is then
carried out that associates each hypothesis with a distinct mapping function between the two point
sets. The arising issue here is how can the system identify which one of the solutions proposed is
closer to the true mapping.
An option is to compare the costs of the survivor paths that have been found by the Viterbi algorithm
for all of the hypotheses generated in the initialisation stage. Then, the final solution proposed by the
method can be the one with the best survivor path (i.e., least minimum-path-cost).
Another option is to use an evaluation function (i.e., EF ) that takes into account (i) the percentage
of the recognised model points (i.e., ), and (ii) the average residual distance (i.e., ) between the
corresponding points after the alignment step. Clearly, when the number of the recognised model
points in the input image increases, the method becomes more confident for the solution it proposes.
This can be justified by the principle of non-accidentalness, which indicates that the probability of a
configuration of points to occur due to a coherent structure in the physical world is larger than the
probability of it occurring by chance [Tar94]. Obviously, the larger the number of points that appear
in a coherent structure, the less likely it is for them to appear accidentally. In addition, the quality
of the solution is expected to be better when  becomes smaller, as this indicates that the suggested
deformation of the model object “fits” better to the input data. Using these two criteria, we can adopt
the following evaluation function:
EF =
w1

+ w2  (8.37)
where w1 and w2 are weights. In our implementation, we select EF as the measure of comparison
since it takes into account the fitness of the suggested shape deformation to the input data. The
weights w1 and w2 are set empirically.
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(i) (ii) (iii) (iv) (v)
Figure 8.20: Model objects: (i) “cup”, (ii) “scissors”, (iii) “charity collection box”, (iv) “can” and
(v) “reading lamp”.
8.7 Experiments
In order to test our method, we have created a database of around 250 real images. These images
include five target objects, each one of them appearing in approximately 50 images of the database.
We use as model objects a pair of scissors, a reading lamp, a cup, a can and a charity collection box,
as shown in Figure 8.20. Excluding the charity collection box, which has been modelled as having a
rigid shape, characteristic deformations have been modelled for all of the remaining target objects.
In particular, we model for the scissors and the reading lamp the physical motions of their parts.
For the cup, we model its projection into the camera, as it rotates around its vertical axis. Finally,
we model the shape changes exhibited by different types of cans. Examples of such instances are
depicted in Figure 8.21.
All of the target objects appear in the database at various poses (translation, rotation and small scale
changes) and deformations. The images are taken under various lighting conditions, moderate view-
point changes, and, in some cases, with motion blur. Note that some images include more than one
target object. Moreover, many images in the database are extensively cluttered, and a significant part
of the target objects is occluded. The database is publicly available.4
8.7.1 Relevant Image Retrieval
In many applications, there is a need for a system to automatically search in a database of images
and rank them with respect to their relevance to a certain target object. This task can be carried out
4www.doc.ic.ac.uk/abougani/Thesis/EdgeBased
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Figure 8.21: Exemplar deformations of the target objects.
by using an object detection system which searches through all the images of the database, assigns
to each image a confidence value of how likely it is for the target object to appear in that image,
and finally, rank the images according to their associated values. An ideal system should be able
to rank at the top of the list, images that do contain the target object, with the irrelevant images
following. However, factors like substantial clutter, occlusion and object deformation render this
task challenging, since images that actually contain the target object may be associated with a low
confidence value about the presence of the target object. On the other hand, cluttered images that do
not include the object-of-interest might accidentally form structures that resemble the shape of the
target object and be characterised as relevant images to the target object. Note also that there could be
cases where parts of the target object are similar to parts of other objects which appear in the database
images, affecting the image ranking.
As we described in the previous section, our database includes approximately 250 images, out of
which around 50 images belong to a single object class. In order to test our method’s performance
on ranking the database images according to their relevance with the object-of-interest, we compared
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each one of the 5 model objects with all of the 250 images, resulting in a total of 1250 comparisons.
Likelihood Measure For An Image to Contain The Target Object
Our method evaluates the likelihood of a certain target object to appear in a given input image using
the EF value which has been introduced in eq. (8.37), and, for readability, is also presented below:
EF =
w1

+ w2  (8.38)
where wi are weights,  is the percentage of the recognised model points, and  is the average
residual distance between the corresponding points after the target object has been deformed and
aligned to the input data according to the solution proposed by our method.
We should make some observations here. First, we observe that the lower the EF value is, the more
probable it is for the object-of-interest to appear in the input image. This can be justified by the fact
that evidence which supports the method’s belief in the existence of the target object in the input
image (i.e., greater  and smaller ) decreases the value of EF . Intuitively, a large  and a small
 indicate respectively that (i) a large percentage of the model points has been identified in the input
image and (ii) their alignment with their corresponding points yields small residual distances. Given
that our model of the target object is not allowed to deform freely on its attempt to minimise , but
instead, it is constrained by the Point Distribution Models to deform only into meaningful shapes,
solutions that provide a larger  and a lower  are more likely to truly detect the target object in the
input scene.
It should be noted that we normalise the number of model points that have been recognised in the
input scene by the total number of points of the model object. This is performed in order to have
a common standard between different object classes. In practice, this means that a solution which
identifies 10 points of the model description in the input scene, when the total number of model
points is 20, provides the same EF value with a solution that identifies 20 model points in the input
image, when the model object is represented by 40 points in total – assuming that remains constant.
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Performance Evaluation
Let us now investigate the performance of our method on retrieving from the database those images
that contain a given target object. Our method here assigns – for a certain object-of-interest – to
each one of the database images an EF value. A list is then created by sorting the database images
according to their EF values, from minimum to maximum. The ideal scenario for the proposed
method is to rank first the database images that contain the target object, and then the irrelevant
images. In order to visualise the performance of our method for all the object classes, we use Receiver
Operating Characteristics (ROC) graphs.
Preliminaries for ROC graphs
In this section, some technical details of ROC graphs are presented which will help us to interpret the
results obtained. A detailed analysis of ROC graphs can be found in [Faw06].
Let V denote the set of the target objects, where V = fscissors; reading lamp; cup; ch: col: box; cang.
Given a certain object-of-interest v 2 V , an image of the database is labelled as Positive (P) or Neg-
ative (N), depending on whether or not it actually contains the target object v. This comprises our
ground-truth labelling of the database images. Clearly, the ground-truth labelling for the database
images varies when we alter target objects. Note, however, that the same image could be Positive for
more than one target objects, since it could contain multiple members of the set V .
The challenge here is for our method to go through all the database images and predict their labels
for each target object. The method’s performance becomes better when more of the predicted classi-
fications are in agreement with the ground-truth labelling. It should be noted here that our method’s
output (i.e., EF ) is not binary (i.e., positive or negative), but a continuous numeric value, and thus,
we need to determine a threshold Y for obtaining the predicted classifications. Setting Y to a certain
value, the proposed method classifies as positive all those images that are assigned anEF value lower
than Y , while the rest are classified as negatives.
The possible outcome for those images that have been predicted by our method to be positive can
be twofold: to be correctly classified as positive (i.e., true positive), which means that they actually
belong to P, and to be wrongly classified as positive (i.e., false positive), which means that they
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actually belong to N.
Two useful metrics for evaluating the quality of a potential classification are the true positive rate
(i.e., tp rate) and the false positive rate (i.e., fp rate), given by:
tp rate =
TP
P
(8.39)
fp rate =
FP
N
(8.40)
where TP is the number of true positives, FP is the number of false positives, P =j P j, and
N =j N j.
We can now say that the ROC graph is a two-dimensional visualisation which plots the true positive
rate on the y-axis and the false positive rate on the x-axis. As we mentioned above, (i) our EF
measure is a continuous numeric value that quantifies our method’s belief of whether a database
image contains the target object under consideration, and (ii) in order to obtain a prediction for the
labels of the images, we need to use the threshold Y . Clearly, a single threshold value Y leads to a
single pair (tp rate; fp rate) which is represented by a point in the ROC space. A ROC “curve” can
be obtained by using multiple thresholds Yi and plotting the resulting (tp ratei; fp ratei) for each
one of them.
Let us now discuss some characteristic properties of the ROC graphs:
 Both the x-axis and the y-axis in ROC graphs take values between 0 and 1.
 There are some characteristic points in the ROC space that we should comment on. In particular,
the bottom-left point (0; 0) indicates that no true positive classification has been performed, but
also no false positive error. On the other hand, the upper-right point of the ROC space (1; 1)
indicates that all the image instances in the database have been classified unconditionally as
positive. The ideal performance is represented by the upper-left point (0; 1) which indicates
that all the instances that have been classified as positive are true.
 A method’s performance becomes better when its ROC curve is translated to the northwest.
This can be interpreted as obtaining a greater true positive rate for a smaller false positive rate.
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Figure 8.22: The ROC curves for the performance of the proposed method.
 The diagonal line y = x in the ROC space represents the results that we would obtain if we
were following a random guessing approach.
As discussed, ROC curves are produced by plotting the true positive rate (TP
P
) with respect to the false
positive rate (FP
N
). It is worth mentioning that an alternative way of visualising the performance of
our method would be to use precision-recall graphs, where precision = TP
TP+FP
and recall = TP
P
.
Results
Our method is tested here by comparing each one of the 5 target objects with all of the 250 image
instances in the database. We illustrate the classification results obtained for each object class by
showing their respective ROC curves in Figure 8.22. As can be observed, our method performs well
in distinguishing images that contain the object-of-interest from irrelevant input scenes, achieving the
following pairs (tp rate; fp rate): (0:732; 0:029) for the “scissors”, (0:737; 0:096) for the “reading
lamp”, (0:722; 0:109) for the “cup”, and (0:709; 0:219) for the “charity collection box”. The respec-
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Figure 8.23: The relationship between the threshold Y and the pairs (tp rate; fp rate).
tive areas under these curves (i.e., AUC) are 0.947, 0.888, 0.891 and 0.822. It should be stressed that
such a good performance is obtained, even though many of the database images which include the
target objects are highly challenging, involving significant clutter, occlusion and shape deformation.
Observe, however, that our method’s performance degrades when the object-of-interest is the “can”
(with AUC = 0.734) and we will discuss later on the reasons for that.
The relationship between the threshold values Y and the corresponding (tp rate; fp rate) points in
the ROC curve can be seen in Figure 8.23, where the object-of-interest is the “scissors”. As can
be seen, when the threshold Y is set to low values, the method achieves a high true positive rate
compared to the associated false positive rate. As we increase the threshold Y , the ROC curve is
initially characterised by “big jumps” on the y-axis and only small increments on the x-axis. This is
reasonable since, by setting low threshold values Y , the method proceeds to the classification of only
those input images that have been assigned lower EF values than Y , and thus, the method is strongly
confident that they contain the object-of-interest. It is therefore highly probable for such images to
have been classified correctly as positive rather than accidentally. Note, however, that as we increase
the threshold Y , the angle between the tangent of the ROC curve and the x-axis decreases; a fact
which indicates that the ratio between tp rate and fp rate decreases.
As can be observed in Figure 8.22, the performance of our method degrades for the object “can”. This
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drop in the method’s performance can be accounted for by the fact that the shape of the specific object
is not discriminating enough, while our model of this object allows its shape to change – in certain
ranges – width and height. The combination of these two factors has the consequence that our method
erroneously detects the object “can” in input images that do not contain it, but do contain accidental
structures of a similar shape.
However, the most important reason for this drop in the system’s performance is that the cylindrical
shape of the object “can” is actually very similar to the cylindrical upper part of the “charity collection
box”. Our method identifies this strong partial similarity of the two objects and assigns low EF
values for the presence of the object “can”, when in reality, the “charity collection box” appears (see
Figure 8.25). It must be stressed, however, that we should not expect the method to avoid this, since
our approach is solely based on shape, and this is very similar between parts of the two objects. Taking
into account the fact that the “charity collection box” appears in about 50 images of the database (out
of 250 in total), it is clear that the method’s performance is affected by this similarity. In order to
quantify this, we also plot the ROC curve for the object “can” without taking into account images that
include the “charity collection box”. The resulting curve is shown in Figure 8.24(i). As can be seen,
the performance of our method is improved significantly, with the curve “moving” towards northwest
(AUC = 0.823, increased by 0.089). Observe that the difference between the two ROC curves mainly
appears in the first stages, while the rest remain roughly the same. This is reasonable since most of
the images that contain the “charity collection box” have been assigned a low EF value due to the
strong evidence that they provide for the presence of the object “can”, and thus, have an impact in the
early stages of the ROC curve.
Obviously, this partial shape similarity between “can” and “charity collection box” is also affecting
the performance of our system when the object-of-interest is the “charity collection box”. This can
be seen in Figure 8.24(ii), where we plot the ROC curves that emerge when the “charity collection
box” is searched for by our method (i) in the whole database, and (ii) in the remaining database when
images that contain the object “can” are excluded. The comparison of the two ROC curves shows that
the performance of the proposed method improves when the images that contain the object “can” are
not considered (in particular, the area under the new ROC curve is equal to 0.890, increased by 0.068).
However, we should point out that the observed improvement is not as significant as it is when, for
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Figure 8.24: (i) The ROC curve for the object “can”, when (a) the whole database is considered (black
line), (b) images that contain the object “charity collection box” are excluded (green line). (ii) The
ROC curve for the object “charity collection box”, when (a) the whole database is considered (black
line), (b) images that contain the object “can” are excluded (green line).
the target object “can”, we exclude the images that include the “charity collection box”. This can be
accounted for by the fact that the whole shape of the object “can” can be matched with the “charity
collection box”, but only a part of the “charity collection box” can be matched with the object “can”.
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(i)
(ii)
Figure 8.25: (i) The solution found by our method when the depicted image, which contains the
“charity collection box” is given as input, and the target object is the “can”. (ii) Similarly, the solution
found by the proposed method when the target object is the “charity collection box” and the input
image contains the object “can”.
8.7.2 Localisation Performance
In the previous section, we investigated the performance of our method in evaluating the likelihood
of an image to include a certain target object. Although this may be important in applications like
content-based image retrieval, where a set of images has to be ranked according to their relevance to
the object-of-interest, it does not suffice in cases where the exact pose and shape of the target object
in the input image has to be determined.
8.7. Experiments 183
A simple example is that of a robot which has to grasp an object in its environment. Here, the
information that the object-of-interest exists in the robot’s field of view is not enough, as it does
not indicate where the object is. Some researchers overcome this to some extent by introducing
methods which determine a rectangular bounding box that contains the target object in the input
image [SBC05, OPZ06a]. This comprises a rough estimation of the object’s location in the scene,
without, however, indicating the exact shape and pose of the target object; information which is
important for the robot to carry out its task. Our method manages to provide such information by
identifying point-to-point correspondences between the edges that appear in the input image and the
boundary of the target object, as shown in Figure 8.26.
In the previous section, we have shown that our method performs well in ranking the images with
respect to their relevance to the object-of-interest. In this section, we concentrate on the evaluation of
the performance of our system in localising the target objects. This test involves experiments where
the presence of the target object in the input image is known in advance, and the system has to identify
the configuration (exact shape and pose) in which the object-of-interest appears.
Criterion for Classifying Solutions as Correct orWrong
In order to evaluate the localisation performance of our system, we first need to introduce a rigorous
criterion that will indicate whether the proposed pose and the predicted shape instance of the target
object accurately reflect the actual appearance of the object in the input image.
Various criteria can be considered for evaluating whether the solution proposed is accurate enough,
classifying it accordingly as correct or wrong. For example, Ferrari et al. [FJS07] count a potential
solution as correct if the bounding-box of the target object in the suggested pose overlaps more than
20% with the ground-truth bounding-box, and vice-versa. However, such a measure is too rough
and has many weaknesses. For instance, object poses that might be far from being close to the
actual configuration of the target object in the input image can give high overlapping areas between
their bounding boxes. This measure becomes even worse for target objects whose shape has many
concavities (e.g., scissors or reading lamp), since a significant area of the bounding box does not
actually include parts of the target object. Even if these areas overlap with the ground-truth bounding
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Figure 8.26: (i)-(iii) Two input images; (ii)-(iv) Point correspondences found by our method.
8.7. Experiments 185
box, that should not affect how accurate the proposed solution is. Note also that this measure is not
accurate enough to deal with deformable objects since significantly different object instances could
have most of their bounding boxes overlapping.
In this work, we consider a different measure which is much more precise. In particular, we label
the target objects using a set of landmarks, and then compare their ground-truth locations in the
input images with the locations predicted by our method, based on the suggested pose and shape
deformation. If both the median and maximum value of these distances satisfy certain thresholds
Tmedian and Tmax, then the suggested solution is classified as correct; otherwise, it is rejected. The
threshold distances Tmedian and Tmax have been set equal to 20% and 30% respectively of the length
of the diagonal of the bounding box (i.e.,DBB) which contains the object’s characteristic shape. We
should note that, for each target object, the landmarks have been appropriately selected for capturing
the shape instance that appears in the database images. The ground-truth locations of the landmarks
for all of the target objects are shown in Figures 8.27 and 8.28.
Performance Evaluation
Our database consists of 5 datasets: 41 images with “scissors”, 38 images with “reading lamp”, 54
images with “cup”, 67 images with “can”, and 55 images with “charity collection box”. Here, the task
is for the method to localise each target object in its respective dataset, performing in total around 250
comparisons.
The localisation performance of our system is summarised in Table 8.1. The first row of this table
presents our method’s performance when the criterion described above is used for classifying a given
solution as correct or wrong. As can be seen, the performance is very good, given that the input
images are highly challenging. In particular, the proposed method manages to detect the target objects
even under substantial occlusion and clutter, as well as predict their shape instances, as shown in
Figures 8.29-8.35. Table 8.1 also presents the success rates of our method when various criteria are
used for classifying a solution as correct or wrong.
We should note that if a part of the target object has been correctly localised, but a part of it is
significantly misplaced, our evaluation criterion is quite strict and classifies the suggested solution as
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Figure 8.27: Ground-truth landmarks for “scissors”, “can”, and “reading lamp”.
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Figure 8.28: Ground-truth landmarks for “cup” and “charity collection box”.
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Figure 8.29: The deformation and pose of the respective target objects, as found by our method
(dashed yellow line).
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Figure 8.30: The deformation and pose of the respective target objects, as found by our method
(dashed yellow line).
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Figure 8.31: The deformation and pose of the respective target objects, as found by our method
(dashed yellow line).
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Figure 8.32: The deformation and pose of the respective target objects, as found by our method
(dashed yellow line).
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Figure 8.33: The deformation and pose of the respective target objects, as found by our method
(dashed yellow line).
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Figure 8.34: The deformation and pose of the respective target objects, as found by our method
(dashed yellow line).
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Figure 8.35: The deformation and pose of the respective target objects, as found by our method
(dashed yellow line).
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Criteria Scissors Can Cup Char. Col. Box Reading Lamp
Lmedian  0:2 & Lmax  0:3 80.5% 88.1% 79.6% 72.7% 79%
Lmedian  0:3 82.9% 88.1% 81.5% 74.6% 89.5%
Laverage  0:2 82.9% 88.1% 81.5% 72.7% 79%
Lmax  0:25 80.5% 82.1% 79.6% 70.9% 71.1%
Table 8.1: The localisation performance of our system. Various criteria are examined for accepting or
not a suggested solution as correct, where Lmedian = TmedianDBB , Laverage =
Taverage
DBB
and Lmax = TmaxDBB .
Tmedian, Taverage, and Tmax are the median, average and maximum distance of the predicted locations
of the object landmarks from their ground-truth locations in the input images, respectively. DBB
denotes the length of the diagonal of the bounding box of the object’s characteristic shape.
Figure 8.36: The proposed solution is classified as wrong – even though it gives roughly an intuitive
pose – since our aim is also to predict the object’s deformation.
wrong. For example, the suggested solution shown in Figure 8.36 is classified as wrong due to the
misplacement of some of the landmarks from their ground-truth location, even though the object’s
pose was roughly correct. We selected such a strict criterion in order to evaluate how effective our
method is in identifying the object’s deformation.
There are cases where the system does not have enough evidence of the actual appearance of the
target object in an input image, and as a consequence, the method is unavoidably misled to inaccurate,
though meaningful, shape deformations. Although, such cases are rare, they do appear in our database
and an example can be seen in Figure 8.37(i). As can be seen, the upper part of the “can” is occluded,
and the fingers produce edges that could have been generated by the upper part of the “can”, if it was
shorter. In other words, our model of the “can” allows the shape to deform such that the model’s upper
part to be matched with edges that appear due to the fingers. As was expected, the system avoids this
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(i) (ii)
Figure 8.37: (i) The occlusion of the object’s upper part makes our method to deform the model
into a shorter instance than the one that appears. Note, however, that the predicted shape instance is
still meaningful, while the available input evidences justify the proposed solution. (ii) The method
succeeds to identify the true shape instance of the object “can” when its middle part is occluded. Note
that almost the same area (in size) is occluded in both (i) and (ii), but only the latter provides sufficient
evidences for the actual appearance of the object.
erroneous solution and deforms correctly the model shape when evidence appears for the actual shape
instance of the target object (see Figure 8.37).
It should be noted that due to the symmetrical shape of the object class “can”, we also accept as
correct, only for this object class, those solutions which predict the object’s pose with 180o difference
from its actual pose. In contrast, for the “charity collection box”, we classify such solutions as wrong,
even though a significant part of it is symmetrical (the cylinder). The experiments conducted indicate
that many of the wrong solutions found by our method for the “charity collection box” suggest object
poses with 180o difference from the correct ones. This is reasonable since the lower part of this object
which provides the discriminating evidence for the true pose of the object from its reflection is either
occluded in some images or the edge detector could not detect its edges, as shown in Figure 8.38.
Finally, the execution time of our method is typically 10-40 sec per image using Matlab and a Pentium
IV, 3 GHz processor.
Number of Pairs of Reference Points
The initialisation stage plays an important role in the performance of our system since it produces the
initial hypotheses for the poses (of the characteristic shapes) of the target objects in the input images
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(i) (ii)
Figure 8.38: (i) Edges extracted from an input image; (ii) The solution found by our method (dashed
yellow line) is classified as wrong, since the suggested pose has approximately 180o difference from
the true appearance of the object. Observe, however, that the only part of the object which can provide
evidence for discriminating the two poses, is the lower part, but the associated edges have not been
detected by the edge detector (see (i)).
(see section 8.4). Clearly, this stage depends on the pairs of reference points being considered, since
each pose hypothesis is associated with a pair of reference points. We recall that a pose hypothesis
emerges by aligning locally the curves in which the reference points belong to. This section aims
to investigate the performance of our method with respect to the number of pairs of reference points
used. We denote this number as NPRP .
We evaluate our system’s localisation performance by considering 20, 45, 70 and 100 pairs of refer-
ence points and repeat the 250 comparisons for each number of reference points. We use the same
criterion as the previous section for classifying a solution as correct or faulty. That is, a given solution
is accepted as correct only if the median distance Tmedian between the predicted locations of the land-
marks and their ground-truth locations in the database images is less than or equal to 20% of DBB,
and their maximum distance Tmax is less than or equal to 30% ofDBB. The results obtained for each
object class are shown in Figure 8.39.
In general, the greater the NPRP is, the better the performance becomes. As can be seen, the
use of only 20 pairs of reference points proves to be insufficient for most of the object classes and
their associated datasets. By increasing this number to 45, we observe a significant improvement in
the system’s performance. Further increase of the NPRP to 70 offers even better results. It seems,
however, that 70 pairs of reference points suffice, and their increase to 100 does not provide noticeable
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Figure 8.39: The success rates of our method as we vary the number of pairs of reference points (i.e.,
NPRP ).
gain in the results. This can be explained by the fact that most pairs of points that seem promising
have already been included when setting NPRP equal to 70, while the additional pairs between 70
and 100 include hypotheses that are not so promising.
It should be noted that by increasing the number of pairs of reference points, it is not guaranteed
that the correct solutions will be a superset of the correct solutions found by fewer pairs of reference
points. Although this is typically the case, there could be instances where, by adding new pairs of
reference points, a hypothesis could be produced for the pose of the object’s characteristic shape that
could lead accidentally to an erroneous solution which is associated with a greater EF value than
the correct solution. This could arise, for example, when the target object is severely occluded, and
the cluttered background accidentally forms a configuration that can be reasonably matched with the
target object. This explains the negligible drop in the system’s performance whenNPRP is increased
from 70 to 100 for the object “can”.
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Although a rough comparison can be made for the results obtained for the same number of pairs
of reference points with different object classes, we must have in mind that each target object is
compared to different datasets. Clearly, this affects the performance of the system, and the results
obtained are not solely dependant on the object-of-interest and the number of pairs of reference points,
but also on the database images the object is compared with. However, we can observe that the general
pattern is roughly the same for all the object classes. An interesting observation is that our system
localises successfully with impressive rates the object class “can”, even with just 20 pairs of reference
points, when for the other object classes the method performs rather poorly for such a low number
of initial hypotheses. This can be explained by the fact that the model reference points for the object
“can” are considerably discriminating (belonging in curvy edges), while potential mismatches of a
model reference point that corresponds to the upper part of the “can” to an input reference point that
corresponds to its symmetrical lower part can still provide a correct solution (recall that for the object
“can” we also accept as correct, solutions that have 180o difference from the actual pose of the object).
8.7.3 Localising Multiple Object Instances
A possible scenario can be the appearance of multiple target objects (of the same object class) in a
single input image. The original version of our system is designed to return a single solution which
will indicate the most prominent pose for the target object in the image. However, it can be easily
extended to localise multiple object instances in the input image by querying the 	 most prominent
poses which appear in some distance from each other, where 	 is the number of expected object
instances in the input image. We force the solutions to have some distance from each other, since
more than one solution could identify the same object instance. This can be expected due to the fact
that multiple pairs of reference points might produce initial hypotheses that result to the detection of
the same object instance in the image. This is avoided by using the distance criterion, since we keep
only a single solution for the same object instance. Examples of localising multiple instances of the
target object in the same image are shown in Figure 8.40.
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Figure 8.40: Localisation of multiple object instances.
8.7.4 Rotation Invariance – Scale Sensitivity
Some methods in the literature assume that the object-of-interest appears in the input image in the
same orientation as their model [SBC05, EHK06]. Other methods determine a rotation-step, build
a large number of model templates for all the possible orientations, and then search for them in the
input image [OPZ06a, AWSB06, TSTC03]. Such methods, however, have to compromise between
time efficiency and accuracy by setting the rotation step accordingly.
Our method is designed to be rotation-invariant, and thus, its computation time does not increase
with respect to how many object poses it should be able to detect. Also, if our method succeeds in
localising an object in a certain image and orientation, it will also succeed in localising it in the same
scene in any other orientation. Figure 8.41 illustrates examples where our method produces exactly
the same solution while the input point sets appear in different orientations.
Let us now investigate the behaviour of our system when scale changes occur between the system’s
model of the target object and its actual appearance in the input image. Let us assume that we have a
given input image and we extract from it the point setB. Let also the point setC emerge by scaling the
point set B by s. Both B and C now represent two input images that are equivalent up to scale. Our
method is able to produce the same solutions when comparing B and C with the model description
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Figure 8.41: (i)-(iii) and (iv)-(vi) depict the edges detected for two input scenes after rotating them at
various angles. The solution found by our method for each input scene (dashed yellow line) remains
exactly the same for all the rotation transformations.
by using the property of the semi-local feature described in section 8.4. In particular, given a pair of
reference points ai and bj which generate an initial hypothesis for the object’s pose, we can scale the
model using the ratios of the semi-local descriptors s1 =
r
j F bj
Fai
j. Similarly, when we consider the
pairs of reference points ai and cj ,5 the scaling factor for the model would be s2 =
r
j F cj
Fai
j. Based on
the properties of the semi-local descriptor, s2 will be equal to s  s1, and thus, the initial alignment of
the model with both B and C will be invariant to the scale difference of the two point sets, rendering
our method insensitive to scale changes.
However, we should stress that the way we extract the set of points to represent the input images is not
scale invariant in reality, and thus, the technique described above would fail; a fact that renders our
method sensitive to significant scale changes. In this work, we restrict our experiments to small scale
changes. A simple extension of our method to handle scale changes would be to repeat the search in
5We assume that point bj of the input set B corresponds to point cj of the point set C.
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multiple scales.
We should point out here that scale invariance in heavily cluttered scenes and severe occlusion is
a challenging task. Note that approaches which can easily offer scale invariance in light clutter or
occlusion by normalising, for instance, the average distances between input points and model points
would fail in such challenging circumstances.
8.8 Summary
This chapter introduced a flexible edge-based object recognition method which aims to recognise a
target object in novel input images, despite clutter, occlusion, variable lighting conditions and object
deformations. To accomplish this, the method represents the target object and the input image using
sets of local edge-based features and searches for intuitive correspondences between them.
The proposed method is carried out in two phases; the training phase and the execution phase. In the
training phase, the method is provided with a set of representative shape instances of the target object
and builds a statistical model that captures the allowable shape deformations of the object-of-interest.
In the execution phase, the proposed method aims to localise the object-of-interest in novel images
through an optimisation process. In particular, the method first produces a set of initial hypotheses
about the pose of the object’s characteristic shape in the input image, and then attempts to find, for
each hypothesis generated, feature matches that minimise a cost function, using the Viterbi algorithm.
The cost function devised penalises matches of dissimilar features or feature matches which yield a
non-meaningful shape deformation of the target object.
The experiments carried out involved 250 real input images and 5 target objects, with each target
object appearing in approximately 50 images in the database. The input images of our experiments
are challenging, as they involve heavily cluttered scenes, where the target object appears deformed and
is frequently substantially occluded. The proposed method achieves high quality results in retrieving
those input images of the database which include the object-of-interest, assigning to them a higher
relevance value compared to the rest of the input images. The results obtained also showed that the
proposed method performs well in localising the object-of-interest in novel images, as well as in
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estimating the object’s deformation, without requiring any a priori initialisation near the actual pose
of the target object.
Chapter 9
Conclusion
9.1 Summary of Thesis Achievements
The present thesis focussed on the development of computer methods that exploit shape cues to tackle
two important problems, namely packing and object recognition. The packing problem arises in a
variety of industrial applications, where the compact placement of a set of two-dimensional parts on
a sheet without any overlapping between parts is important. Clearly, shape plays a crucial role in
this task, as the parts’ geometry dictates the best possible layout. Due to the fact that the problem
is NP-complete, our approach in chapter 2 was not to search for the optimal solution, but rather to
aim for a solution of good quality within a reasonable computation time. We therefore introduced
a heuristic method that follows a single-pass placement approach which is carried out in multiple
stages, placing at each stage a single part. In order to decide which part should be placed at each
step and its pose, we designed two competing modules that follow distinct “rules” for specifying
promising placements. We evaluated the method on benchmark problems and found that our method
succeeds in obtaining high quality solutions within short computation times. In particular, the method
was shown to perform better than approaches from the recent literature [OGF00, Hop00], both in
terms of packing density and computation time. It also obtained comparable packing density with
state-of-the-art methods [GO06,NO03,BHKW06], which, however, are much more computationally
expensive. As was shown in the same chapter, the method is able, with minor modification, to cope
with on-line packing, where the system does not know in advance the whole set of parts to be placed,
but acquires one part at a time. However, the performance of the system was worse in on-line packing
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since the method did not have the flexibility of choosing the order of the parts to be placed.
The second problem this thesis addressed is automatic visual object recognition. We considered
different forms in which the input data might be available and accordingly developed approaches
that obtain good results even when tested on challenging scenes, with heavy clutter and substantial
occlusion.
In particular, the first approach presented in chapter 4 assumes that the model object and the input
scene are represented by their silhouettes and follows a local string matching approach to identify
their common subcurves. Each silhouette is represented by a sequence of local features according
to the turning angle of its sample points. We selected local features as they are insensitive to noise
at a distance, which is commonly introduced by factors like clutter and occlusion. However, such
features lack discriminating power, and thus, a large number of accidental matches are expected
to appear as candidates. To compensate for this, we incorporated into the system a novel feature,
namely the Generalised Angle, which facilitates the efficient elimination of a considerable number
of false matches. Experimental results validated the proposed method’s ability to identify partial
matches between two curves, as well as the positive impact of the Generalised Angle on the system’s
performance.
However, the performance of this method deteriorates when the matching segments between the two
curves under comparison are short, non-distinctive, and sparsely distributed along the two silhouettes.
In order to address this limitation, another method was introduced in chapter 5 where a global opti-
misation approach is followed that uses global evidence to make reliable local decisions during the
matching process. The proposed method uses a bottom-up criterion that relies on local features to
identify promising matches between segments of the two curves, but also imposes a top-down con-
straint for extracting spatially coherent assignments. The method also exploits inherited information
about the sequence in which the features appear in the two curves and formulates the matching task
as an optimisation problem which is solved using dynamic programming. The method was tested
against heavily cluttered scenes and proved to be robust even when the matching segments of the two
silhouettes were a few, short, straight line segments that sparsely appear along the two curves. We
also tested the method in the same set of images by excluding this time the top-down constraint of the
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localisation cost. As was shown, the performance of the proposed method without this cost degraded,
especially when the curves under comparison only had non-distinctive segments in common.
A shortcoming of the silhouette-based shape matching method described above is the fact that it rules
out information from internal contours that might appear in the input scene. A simple technique that
could extend this method to exploit the information given by internal contours is a voting scheme
that compares each input contour with the model curve independently, and accumulates votes for the
pose to be proposed. This approach, however, would not be competent when the individual input
contours contain insufficient information for the model pose, since the pairwise comparisons would
vote in favour of misleading poses. Chapter 6 presented an alternative approach to extending our
shape matching method, where a graph-based scheme attempts to produce a good hypothesis about
the sequence in which the input segments should appear so as to be in a compatible order with their
corresponding segments in the model curve. Two distinct techniques were proposed to produce such
a hypothesis, namely a breadth-first search approach and a best-first search approach. In order to
evaluate the impact of these techniques in the system’s performance, we conducted experiments with
input images with internal contours and compared the model curve (i) with just the silhouette of the
input image, and (ii) with the two sequences of the input segments produced by the breadth-first
and the best-first algorithm. The results obtained showed that the extension of our method with the
graph-based scheme, either using the breadth-first algorithm or the best-first algorithm, gave much
better success rates (by approximately 18% and 10% respectively) than the approach of comparing
the model curve with just the silhouette of the input scenes. This improvement indicates that our
curve matching method managed to effectively utilise information from the internal contours using
the proposed extension scheme. The experiments carried out involved input images with a different
number of internal contours, and it was observed that the performance of the breadth-first algorithm
was increasingly better than that of the best-first algorithm as the number of internal contours in the
input image increased. We further compared the extended version of our curve matching method
against Generalised Hough Transform, with our breadth-first extension achieving a better success rate
by 12%.
The shape matching methods that have been summarised above assume that the input data are avail-
able in the form of closed curves. However, it is not always straightforward for this assumption to
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be satisfied, especially in uncontrolled scenes. A new method was therefore introduced in chapter 8
which lifts this assumption and can detect a target object in a novel scene using curve fragments as
input evidence. Such evidence can be easily extracted from an input image using an edge detector.
We also endow this method with the capability of handling deformable objects, assuming that a set of
representative shape instances of the object-of-interest have been provided to the system in advance.
This training set is used in order for the method to acquire a flexible model which captures the allow-
able deformations of the target object. The method represents the target object and the input scene
with two point sets, and formulates the point-to-point mapping task as an optimisation problem which
is solved using the Viterbi algorithm. The objective function is accordingly designed to ensure that
the chosen point matches yield a spatially coherent solution and the corresponding points have similar
local geometrical appearance. The proposed method was tested against challenging real scenes, and
proved to be robust with respect to occlusion, clutter and lighting conditions, without requiring any
a priori initialisation near the actual pose of the target object. In contrast to many previous methods
which limit their localisation accuracy to a bounding box [SBC05, OPZ06a], the proposed method
succeeded in producing much more accurate results, obtaining the exact pose and shape deformation
of the target object. The method also exhibited good performance when applied to image retrieval,
assigning high relevance values to images that contained the target object and low relevance values to
the rest of the images.
9.2 Future Work
A natural extension of the work presented in this thesis is to incorporate the curve matching method
introduced in chapter 5 into our packing system (chapter 2). This extension will allow the shape
matching module of the packing method to find better placements for the parts by identifying partial
matches between their outer contours and the boundaries of the void regions. Our curve matching
method can also be effectively applied as a future work to many more applications, besides object
recognition and packing. Examples include the restoration of archaeological artifacts and document
reconstruction, where effectiveness at identifying partial matches between non-distinctive segments
and robustness with respect to sampling, geometrical transformations and noise are important.
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Another direction for future work concerns the graph-based scheme introduced in chapter 6 and, in
particular, the way we generate the graph G0. We recall that this scheme attempts to extend our
curve matching method for handling internal contours by generating “bridges” between them. The
two techniques that we have proposed to accomplish that, namely the breadth-first and the best-first
approach, select the bridges to be generated by taking into account the length of the candidate bridges
and the structure of graph G. However, criteria such as those presented in section 6.7 can be utilised
to assign variable costs to bridges, with each cost reflecting how likely it is for a certain bridge to
produce a good hypothesis about the order of the input segments. Given that graph G0 is a spanning
tree of graph G (see section 6.7), we can select the set of bridges with the minimum total cost by
setting G0 to be the minimum spanning tree of G.
Future work on the edge-based object recognition method (chapter 8) could investigate alternative
approaches for localising in the input image the reference points that have been used in the training
stage. One possible approach for carrying out this task is the use of Generalised Hough Transform.
Another approach could be the selection in the training stage of reference points with distinctive
texture and the use of SIFT keys for their localisation in the input image. Clearly, the latter can cope
with objects of poor texture, as only few textured patches are required. The proposed method can
also be extended by incorporating an initialisation mechanism which classifies the input scene into
certain categories and accordingly produces priors of reasonable scales and poses for the target object.
Finally, the point-to-point mapping stage is expected to improve its performance by incorporating
multiple cues (e.g., texture, colour) into the feature similarity cost.
Appendix A
Supplementary Material for Chapter 6
In this section, we use the following notation:
 I denotes the input curve that has been generated according to chapter 6;
 M denotes the model curve (external boundary of the target object); and,
 M 0 denotes the model curve as it actually appears in the input scene (thus, M 0 emerges by
applying a rigid transformation toM ).
We also use the notation L(pti ! ptj ! ptk) to state that we first encounter point ptj and then point
ptk, as we traverse curve L clockwise starting from point pti. A curve in this section is represented
as a list of points, where the starting point chosen in the curve appears first in the list. Assuming that
the starting point is P , the jth point that we encounter as we clockwise traverse curve L is denoted by
L(j), while L(1) = P . Finally, given a certain starting point of curve L, a segment that includes all
the points of L between the ith point and the jth point is denoted by L(ijj).
A.1 Proposition I
Given that none of the generated bridges in the input scene intersects withM 0, then all the matching
points between I and M appear in the same order as we traverse these curves clockwise, starting
from an arbitrary pair of matching points.
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Proof:
Let L1 and L2 be two simple (i.e., non self-intersecting) closed curves with all the points of L2
contained in the interior and the boundary of L1. We first prove that all the intersection points of L1
and L2 appear in the same order as we traverse the two curves clockwise, starting from an arbitrary
intersection point. This problem can also be described as follows: Let P = (P1; P2; : : : ; Pk) be the
ordered set of intersection points between L1 and L2, as we encounter them when we traverse L1
clockwise starting from P1, with k denoting the total number of intersection points. Given that we
start traversing L2 clockwise from P1 as well (i.e., L2(1) = P1), we aim to prove that there is no
pair of points Pi1 and Pi2 with 1 < i1 < i2 that correspond to L2(j1) and L2(j2) respectively, with
j1 > j2 > 1.
Trivially, if L1 and L2 have just two intersection points, then these two points always appear in the
same order, provided that we start traversing both curves from the same intersection point. Let us
now examine the case where the two curves have at least three intersection points. In this case, it is
clear that L1 and L2 could have their intersection points in a different order if and only if there exist
three intersection points A;B and C, such that L1(A ! C ! B) and L2(A ! B ! C). But this
is not possible since that would require L1 to be non   simple (i.e., self-intersecting) or points of
L2 be external of L1. We can see that in Figure A.1. Let us start from A and follow L1 clockwise
until we arrive at C. A and C are two intersection points between L1 and L2, with A corresponding
to L1(1) and L2(1), and C corresponding to L1(q) and L2(r). After our arrival at C, L1 could visit a
point L2(x) with x 2 (1; r) (e.g., B), either (i) by intersecting with its segment L1(1jq) and becoming
non-simple, or (ii) by leaving outside of its boundary, points of L2. Due to the assumptions we have
made about the properties of L1 and L2, both cases are not feasible. Thus, L1 and L2 always have
their intersection points in the same order.
Provided that none of the generated bridges intersects withM 0, then I andM 0 are two simple closed
curves with all the points ofM 0 contained in the interior and the boundary of I . Thus, (I ,M 0) satisfy
the assumptions made for (L1,L2), and by substituting L2 with M 0, and L1 with I , we have shown
that M 0 and I always include their intersection points in the same order, given that none of the gen-
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erated bridges intersects withM 0. Proposition I is proven by taking into account thatM 0 emerges by
applying a rigid transformation toM . Since rigid transformations cannot alter the order of the points
of a curve, M 0 and M include their points in the same order. Thus, if none of the generated bridges
in the input scene intersects withM 0, then the matching points between I andM appear in the same
order in both curves, assuming that we use the same starting point in both curves.
L2
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1
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A C
(i)
L2
L1A C
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(ii)
Figure A.1: L1 and L2 are two closed curves depicted with a dashed and solid line respectively. Three
intersection points of these curves, namely A, B and C, could appear in a different order in L1 and
L2 if and only if L1 is not a simple curve, or points of L2 are external of L1.
A.2 Proposition II
If there exists at least one generated bridge in the input scene which intersects with M 0, then the
matching points of I andM may not appear in the same order as we traverse these curves clockwise,
starting from an arbitrary pair of matching points.
Proof:
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Let L1 and L2 be two simple closed curves with some (but not all) of the points of L2 lying on the
exterior of L1. As above, we use the notation Lx(pti ! ptj ! ptk) to state that we first encounter
point ptj and then point ptk when we start traversing Lx clockwise, starting from point pti.
It is not guaranteed that there exist three intersection points of L1 and L2, e.g., A, B and C, such that
L1(A ! C ! B) and L2(A ! B ! C). We prove that by giving two examples; in contrast to the
first example (see Figure A.2), such points do not exist in the second example (see Figure A.3).
The assumptions made for L1 and L2 are satisfied by I andM 0, given that there is at least one bridge
that has been generated in the input scene that intersects with M 0 (i.e., a fault bridge). Taking into
account that M and M 0 always have their points in the same order (as explained in section A.1), we
have proven Proposition II.
L2
L1A C
B
Figure A.2: L1 and L2 are two simple closed curves depicted with a dashed and solid line respectively. Three
intersection points of these curves, namely A, B and C, could appear in a different order in L1 and L2, if L1
does not enclose all the points of L2.
L2
L1
Figure A.3: In this example, some of the points of L2 are external of L1. As shown, that does not
guarantee that there exist three intersection points of L1 and L2, namely A, B and C, such that
L1(A! C ! B) and L2(A! B ! C).
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A.3 Proposition III
Let us assume that the path in graph G0 between node(ci) and node(cj) does not include any fault
arc. We denote the curve which corresponds to this path as I 0.1 Then, the matching points between
M and I 0 always appear in the same order in both curves, given that we traverse the curves starting
from a pair of matching points.
Proof:
Let the path between node(ci) and node(cj) in graph G0 be denoted by p. If the corresponding node
of the external contour (i.e., node(cext)) is included in p, then Proposition III is proven according
to section A.1. Indeed, given that node(cext) is included in p, then I 0 is a simple closed curve that
contains in its interior and boundary all the points of M 0. As shown in the proof of Proposition I,
these properties of I 0 guarantee that the matching points between I 0 andM appear in the same order
in both curves.
Let us now examine the case where node(cext) is not included in p, but I 0 is generated by solely
connecting internal contours of the input scene. In this case, I 0 is a simple closed curve that has all its
interior points lying on the exterior ofM 0.
In this proof, we use the notationM 0(pti ! ptj ! ptk) to state that we first encounter point ptj and
then point ptk as we traverseM 0 clockwise, starting from point pti. Furthermore, I 0(pti ! ptj ! ptk)
states that we first encounter point ptj and then point ptk as we traverse I 0 counterclockwise, starting
from point pti.
Recall that I 0 and M 0 can have their intersection points in a different order if and only if there exist
at least three points A;B and C, such that I 0(A ! C ! B) and M 0(A ! B ! C). But this is
not possible since it would require I 0 to be non-simple (i.e., self-intersecting) or points of M 0 to be
contained in the interior of I 0.
1A path between two nodes inG0 corresponds to a simple closed curve. In particular, we say that a path p corresponds
to a simple closed curve c, when the latter is produced by connecting the contours (nodes) included in p with bridges
(arcs) that belong to the same path.
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Figure A.4: (i) illustrates an input scene, where six internal contours exist along with the external
contour. (ii) shows the curve I 0 which corresponds to the path between node(c1) and node(c6) (for
clarity, we assume the specific set of bridges – however, the proof is valid for any path that includes
only correct bridges). The interior of I 0 is depicted with light gray colour, while the interior ofM 0 is
depicted with green colour. (iii) shows the curve I , with the curve’s interior depicted with gray colour
(including the green coloured region, which is the interior ofM 0).
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This can be seen in Figure A.4. In particular, Figure A.4(i) illustrates an input scene, and Fig-
ure A.4(ii) shows the curve I 0 which corresponds to the path p between node(c1) and node(c6) (for
clarity, we assume that the generated bridges are as shown in Figure A.4(ii)). Moreover, Figure A.4(ii)
illustrates with green colour the interior ofM 0 and with light gray colour the interior of I 0.
Let us start from point A and follow curve I 0 counterclockwise until we arrive at point C (Fig-
ure A.4(ii)). A and C are two intersection points between curves I 0 and M 0, with point A corre-
sponding to I 0(1) and M 0(1), and assuming that point C corresponds to I 0(q) and M 0(r). After our
arrival at point C, curve I 0 could visit a pointM 0(x) with x 2 (1; r) (e.g., B), either (i) by intersecting
with its segment I 0(1jq) and becoming non-simple, or (ii) by “penetrating” M 0 and including points
ofM 0 in its interior. Due to the properties of I 0 andM 0, both cases are not feasible. Thus, I 0 andM 0
always have their intersection points in the same order. But as has been discussed in section A.1, the
points of curve M appear in the same order in curve M 0. Thus, we have proven that the matching
points between I 0 andM appear in both curves in the same order.
To conclude, we have proven that a path p in graphG0 which includes only correct arcs, always results
to a simple closed curve (i.e., I 0) where the matching points between I 0 andM appear in both curves
in the same order. In the remainder of this section, we examine the following: Given that the path p
includes only correct arcs, and graph G0 includes both correct and fault arcs, we aim to examine if
the list of matching points between I 0 and M (i.e., LMP (I 0;M)) is a sublist of the matching points
between I and M (i.e., LMP (I;M)).2 In other words, we aim to show that all the elements of
LMP (I 0;M) are included in LMP (I;M) and appear in the same order in both lists. 3
We can prove this by taking into account that: (i) all the points of curve I 0 appear in curve I , besides
the points that have been disregarded near the connection points of the generated bridges (by defini-
tion, these disregarded regions are negligible), and (ii) the common points between I 0 and I appear
in both curves in the same order, since, when we depart from a connection point to follow a bridge in
curve I , we return back to a neighbour point.
2I is the curve that has been generated by connecting all the existing contours in the input scene according toG0, while
I 0 is generated by connecting only a subset of these contours.
3We assume that the number of points that belong to discarded regions near the connection points of the bridges are
negligible.
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To see this, let us assume that we start traversing I clockwise, starting from one of its common points
with I 0 (e.g., p1), as shown in Figure A.4(iii). As can be observed, all the points between p1 and p2
appear in both curves, namely I and I 0, in the same order. Subsequently, we can see that by departing
from p2 in curve I to follow the next bridge, we return back to a neighbour point of p2, namely p3.
Note that the negligible segment between p2 and p3 of curve I 0 does not appear in curve I . Next, the
points of curve I 0 between p3 and p4 also appear in I , with all the points between p1; p2 and p3; p4
of I appearing in the same order in I 0. Finally, we depart from p4 to follow the next bridge in curve
I and return back to its neighbour point p1. In the end, we can see that all the points of curve I 0
appear in the same order in curve I , except of a negligible set of points near connection points. Since
LMP (I 0;M) is a sublist of I 0, all the points of LMP (I 0;M) also appear in the same order in curve
I . Thus, LMP (I 0;M) is a sublist of LMP (I;M).
A.4 Description of Connect Alg
In this section, our method for computing a bridge between two contours of the input scene is pre-
sented. Let ci and cj , with ci; cj 2 Cinput, be the contours for which we aim to specify the connection
bridge, where Cinput denotes the set of all the contours that appear in the input scene. The first step of
this method is to use the Distance Transform in order to specify if there is a point in ci that is closer
than any other point of the remaining contours in the input scene to a point in cj . If such a pair of
points exists, denoted by p1 and p2, then the straight line segment p1p2 can be the connecting segment
of a bridge, as no other point of the contours that belong to Cinput n fci; cjg prevents p1 from being
visible from p2 (if there was a point p3 2 Cinput n fci; cjg that is collinear to p1 and p2, and appears
between p1 and p2, then k p1p3 k<k p1p2 k, which is not true).
While the procedure described above guarantees that the pair of points that it specifies is an eligible
connecting segment of a bridge (i.e., the connecting segment specified does not intersect the rest of
the contours in the input scene), it does not guarantee that it will identify all the possible connecting
segments. This means that, while a bridge could exist between ci and cj , the procedure presented
above might fail to find it.4 For this reason, we proceed to the second step that is described below.
4Indeed, even if a point p3 2 Cinput n fci; cjg exists, with k p1p3 k<k p1p2 k or k p2p3 k<k p1p2 k, this does not
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Let us assume that O is the centre-of-mass of ci and it belongs to the interior of this contour.5 If we
manage to specify a point t of cj that is visible from O, then point t will also be visible from the
point t0 of ci that is the intersection point of Ot with ci. Thus, the segment tt0 can be the connecting
segment of a candidate bridge.
In order to carry out this procedure, the method first determines the set of points, namely ST , which
belongs to cj and is visible from O. ST is initialised to include all the points of cj . Then, the method
emanates, for each contour that belongs toCinputnfci; cjg and could “appear between”O and cj ,6 two
rays fromO; each pair of these rays divides the plane in two subsets and constrains all the points of the
related obstacle-contour in one of them (see Figure A.5). Considering each pair of rays individually,
we can identify the points of cj which belong to the same subset with the obstacle-contour in hand,
and discard them from ST .7 In the end, all the remaining points in ST are visible from O, and the
connecting segment tt0 can be derived as described in the previous paragraph (see Figure A.5). In case
ST is an empty set, then the second step of Connect Alg does not provide any (additional) candidate
bridge.
By carrying out the aforementioned procedure twice (the second time we swap ci with cj), a set of
candidate bridges is determined. Among those, the algorithm chooses the shortest one. If no bridge
was found, then the algorithm responds that ci and cj cannot be connected.
necessitate that p1 is not visible from p2. This, for example, can be the case when p3 is not collinear with p1 and p2.
5If the centre-of-mass does not belong to the interior of ci, we set O to be an interior point of ci that is close to the
centre-of-mass.
6Let d1 be the maximum possible distance between a point of cj and O, and d2 be the minimum possible distance
between a point of the contour ck and O, with ck 2 Cinput n fci; cjg. Then, ck could “appear between” O and cj , if
d1 > d2.
7In case cext is neither ci or cj , the external contour is a special case of contour-obstacle; here, multiple pairs of rays
may be generated to disregard points of ST that are not visible from O due to segments of the external contour.
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Figure A.5: Connecting ci with cj (here, cj is the external contour). Only points of cj which appear
between (s1’,s2), (s2’,s3), (s3’,s4) and (s4’,s1) in clockwise direction are candidates to give t (see
text). Among the eligible candidates, we choose as t that point which is closest to O. The intersection
point between Ot and ci is t0, and the connecting segment is tt0. We denote the contour-obstacles as
ob  x, with x 2 [1; 4].
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