Double Extreme Ranked Set Sampling (DERSS) was first introduced by Samawi (2002) as a modification to the well-known Ranked Set Sampling (RSS) and Extreme Ranked Set Sampling (ERSS). In this article, we provide a modification to DERSS scheme with ranking based on an easy-to-evaluate baseline auxiliary variable known to be associated with survival time. We show that using the modified DERSS improves the performance of the Accelerated failure time (AFT) survival model and provides a more efficient estimator of the hazard ratio than that based on their counter parts simple random sample (SRS), RSS and ERSS. Our theoretical and simulation studies show the superiority of using the modified DERSS for AFT survival models compared with using SRS, RSS and ERSS. A numerical example based on Worcester Heart Attack Study is presented to illustrate the implementation of the DERSS.
models are occasionally used to analyze survivorship data of elderly people. Moreover, AFT modeling is based upon the survival curve but not on the hazard function (Swindell, 2009 ). Furthermore, the applications and development of the proportional hazards model rely on the assumption of independent responses from the monitored units that are subjected to failure. AFT models share similar assumptions (Chapman et al., 1992) .
One of the common sampling designs for statistical inference is simple random sampling (SRS) (Scheaffer et al., 2006) . In many studies a large sample size, if SRS used, to have a representative sample to the population is needed to validate the study results. An alternative cost effective sampling scheme to SRS is ranked set sampling (RSS). RSS was first proposed by McIntyre (1952) and used in agriculture studies. RSS is more structural sampling scheme than SRS and provides more representative sample to the study population due to its natural stratification behavior based on the order statistics. Hence RSS needs less quantified sampling units than SRS to achieve the same accuracy for many statistical procedures.
The balanced RSS procedure starts with randomly drawing m 2 subjects from the target population then these subjects are randomly divided into m sets of m subjects each. Within each set, the subjects are ranked usually visually or by the mean of an available concomitant (auxiliary) variable (say Z), such as age, BMI and weight, related to the variable of interest (say Y). From the first set of m subjects, the subject with the lowest rank with respect to (Y or Z) is chosen for actual measurement of the variable of interest (Y). From the second set of m subjects, the subject ranked second lowest is measured. The process is continued until the subject ranked highest is measured from the m th set of m subjects. The set size m needs to be small no more than five due to the fact that larger set size may cause error in the ranking process. If larger sample size is needed the procedure above can be repeated r time to have a sample size n=r.m. We call r the cycle size.
Ranked set sampling is prone to ranking error if the chosen set size m is large. To overcome this problem, several variations of RSS have been proposed by researchers. Samawi et al. (1996) , investigated the performance of ERSS in estimating the population mean. Another modification of RSS, namely DERSS, was introduced by Samawi (2002) for mean and regression estimators. A modified version of ERSS can be implemented using then following steps: 1) Randomly drawing m independent sets each contains m sample units; 2) We assume that the maximum or the minimum sample unit within each set with respect to the value of an auxiliary variable Z, which is associated with survival time, can be identified with no or little cost. Then order the sampling units in each set with respect to available baseline auxiliary variable (Z). 3) Measure the maximum (or minimum) ordered unit from each set. This sampling scheme is known as ERSSmax (or ERSSmin) of size m . Furthermore, to draw a modified DERSS, use step 1 to 3, which describing the implementation of the modified ERSS above to, without actual measurements, select m ERSSmax (or ERSSmin). Then measure the maximum (or minimum) from each. The propose sampling scheme is called DERSSmax (or DERSSmin). If large sample size is needed the whole cycle can be repeated r times to have a sample of size n=r.m. In fact, the modified ERSS and DERSS still inheriting the stratification behavior of RSS. However, focusing on targeting the upper or the lower part of the population, which increase the number of the event's occurrences, improves the performance of the AFT models.
Most of RSS and its variations sampling schemes are implemented in agriculture and environmental studies. However, Samawi and Al-Sagheer (2001) were first to apply RSS in a study involving human subjects. They described the data collection in the study that involved the analysis of the level of bilirubin in the blood of the jaundice premature babies. Samawi and Al-Sagheer (2001) suggested that an expert physician could do ranking on the level of bilirubin in the blood visually by observing: i) Color of the face ii) Color of the chest iii) Color of lower part of the body iv) Color of terminal parts of the whole body. As the level of bilirubin in the blood increases, the yellowish discoloration goes from i). to iv.). Also, see Jabrah et al. (2017) for another application of RSS in a study involving human subjects. They applied the RSS sampling design to select college students for the analysis of a psychological intervention to buttress resilience study. On the other hand ERSS became a useful sampling scheme in some medical fields. For example, ERSS sampling scheme recently applied to genetics for quantitative trait loci (QTL) mapping (Chen, 2007) . Chen (2007) explained that in case of the frequency of the Q allele, in the general population is small, one of the alternatives approaches adopted to draw SRS for detecting QTL using population data is to truncate the population at a certain quantile of the distribution of response variable (Y) and take a random sample from the truncated portion and a random sample from the whole population. The two samples drawn are genotyped and compared on the number of Q-alleles. Then if a significant difference exists, the candidate QTL is claimed as a true QTL (Chen 2007 ). However, this approach needs a large number of individuals have to be screened before a sample can be taken from the truncated portion and hence it is not practical. Alternatively, the ERSS is used as follows: Individuals are taken in sets and the individuals within each set are ranked according to their trait values. The one with the largest trait value is put into an upper sample and the one with the smallest trait value is put into a lower sample. Then the two samples obtained this way are then genotyped and compared. Also, ERSS approach has been applied for linkage disequilibrium mapping of QTL recently by Chen et al. (2005) . The ERSS has been applied to a sib-pair regression model where extremely concordant and/or discordant sibpairs are selected by the ERSS (see Zheng et al. 2006 ). As indicated by Chen (2007) , the ERSS approach can be applied also to many other genetic problems such as the transmission disequilibrium test (TDT) and the gamete competition model (Sinsheimer et al. 2000) .
For improving the inference of regression models, RSS has recently gained significant consideration as an efficient sampling design. For example, Samawi and Ababneh (2001) , implemented RSS based on ranking on the covariate (X) to investigate its effect on regression analysis. Samawi and Abu-Dayyeh (2002) further extended this work by assuming the regressors to be random. Rochani et al. (2018) demonstrated that the efficiency of multivariate regression estimator can be improved by using RSS. The literature on this topic is extensive in the last 50 years, for example see (Al-Saleh The first aim of this paper is to introduce DERSSmin (DERSSmax) sampling scheme, which is an extension to the modified ERSSmin (ERSSmax ) scheme. The derivation of the sampling distribution using DERSSmin (DERSSmax) is provided in the next section.
The second aim in this paper, is to show, theoretically and by simulation, that using the modified DERSS improves the performance of AFT survival models and provides more efficient estimators of the hazard ratios compares with their counter parts, simple random sample (SRS), RSS and ERSS. The remainder of this paper is organized as follows: In Section 2 we introduce sample notations and some basic results about the modified DERSS. AFT regression model and its properties using the modified DERSS will be discussed in section 3. In Section 4, we provide a simulation study to compare the performance of DERSS, ERSS and SRS for all the AFT models. In Section 5, we illustrate the method using Worcester Heart Attack Study. Final remarks are given in Section 6.
Preliminaries
Let T be a random variable for time to an event. The distribution of T is usually described or characterized by three functions, namely: the survival function, denoted by () St; the hazard rate function or risk function, denoted by () ht ; and the probability density (or probability mass) function, denoted by () ft. The unique feature about survival data is censoring. Censored data arise when exact time to event for a subject is unknown. There are several censoring methods available to researchers, for example; Type I censoring in which the test ceases at a prefixed time, or Type II censoring that allows the experiment to be terminated at a predetermined number of failures. In this paper, we will only focus on Type I right censoring.
For the i th individual, the lifetime observation can be described by 
Therefore, given lifetimes 12 , ,..., n t t t for a SRS of n individuals, the likelihood function for the sample is given by (2) where β is the vector of parameters to be estimated in the presence of right censoring. (1) and (3) can be shown directly from the definition of the c.d.f of the random variables Vi(1)k and Vi(m)k respectively. Also, (2) and (4) can be shown by taking the first derivative, with respect to z, of (1) and (3) respectively. Moreover, in this procedure only the maximum (or minimum) of sets of a fixed size is identified for quantification. Therefore, even for large m, the modified DERSS can be easily implemented. We can allow for a larger set size m by ranking the sampled units based on an auxiliary variable (Z) that is highly correlated with the variable of interest.
Sample Notation and Some Basic Results of the Modified DERSS
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AFT Model Using DERSSmin
In this section we derive the AFT models properties under DERSSmin and show how using DERSSmin improves the performance of the AFT Models. We assume that the relation between the survival time (T) and the ranked auxiliary variable (Z), which is assumed to be easy to be ranked, is positive. However, when the relation between the survival time and the auxiliary variable is negative we suggest to use DERSSmax. The derivation of using DERSSmax is similar and will not be provided in this paper. For
, ,...,
be the measurements of DERSSmin of size . n r m = , obtained based on ranking the auxiliary variable (Z). We assume that the judgment on ranking of the auxiliary variable is perfect. Therefore, for the k th cycle, ( 
( ... , ) , 1,2,..., ; 1,2,...,
. Clearly, the vector [1] ik w represents the observations on the p+1 explanatory variables plus one auxiliary variable. Note that as indicated by Samawi et al. (2018) , the notation (.) used for perfect ranking while the notation [.] used for imperfect ranking.
Similar to Liu (2012) and Samawi et al. (2018) , the log-linear form of the AFT model, with respect to [1] log ik T , is given
Note that,  is a scale parameter and ij  is a random error term of the model which is assumed to have a specific distribution. Adopting the same notation as in Samawi et al.
(2018), the survival function at time [1] ik T is as follows:
Assuming [1] [1] 1 [1] (1) ( ,..., , ) , 1,2,..., ;k 1,2,...,
fixed, the survival function of the [1] log ik T is given by
Furthermore, the hazard function for [1] ik T under DERSSmin scheme is
where 0 () ht is the baseline hazard function at survival time 
,..., , i k i kp i k X X V } are assumed to have a multiplicative effect on the hazard function. Therefore, the predicted value of hazard function, given (1)
,..., ,
, can take values in the range (0, ).


The Likelihood Function
Given n independent observations [1] [1]
( , , : 1,2,..., ,
, the likelihood function can be written as (see Liu, 2012):
Then the log likelihood function has the following form,
An iterative procedure, such as, Newton-Raphson methods, to obtain MLE estimates of the p+1 unknown parameters
To estimate the unknown parameters based on the () L β , we need to differentiate the { ( )} L β with respect to j  . The first derivative of the j th element of the vector of parameters, β is:
where () j S  is called the score. The vector β can be estimated by solving the equation
where 01 ( ) ( / ,...., / ) .
For large samples, ˆβ is a unique solution of ( ) 0, S = β and ˆβ is consistent for β and has a multivariate normal distribution, which implies ˆ ~ ( , ( )). MN V β β β (11) We need to solve these equations iteratively using a numerical technique such as the Newton-Raphson method (See, Agresti, 2002) . Under the same regularity conditions, used in SRS, the resulting solution of Newton-Raphson approximation converges to the maximum likelihood estimates ofˆ β (Liu, 2012) . That is because the log likelihood function in (8) is strictly concave in β , then the maximum likelihood estimates (MLE) of s  do exist and they are unique except in certain boundary cases (Agresti, 2002 
AFT Models AFT-Exponential Regression Model
For the exponential AFT model the hazard function under this model is constant over time. Therefore, the hazard function can be written as ( )
If we view log  as a coefficient and place it into the regression coefficients vector β then (12) can be simplify to ( )
Thus, the survival function given the exponential distribution of the event time T is given by ( )
The density function is given by
Then the log likelihood function is given by ( )
However, the second partial derivative of the log-likelihood function, used to obtain the Fisher information matrix
is a function of the double ranked auxiliary covariate used to draw the DERSSmin. Fisher's information used to quantify the information or precision of the estimate of the vector of parameters. When making an inference about j  , we need the Fisher's information of the risk factor coefficient, () j I  , to draw inference. Moreover, we assumed the ranking variable Z follows a distribution function denoted by () Z Fz. We assume that Z has an absolutely continuous density () Z fz . Note that ranking on this variable stimulates some ordering on the response T, which leads to improved precision. Then the density function of (1) V is 2 (1) (1) (1)
Thus the information in an
DERSSmin for the j th parameter is
Since we are using DERSSmin, and 1 0 P  +  , which means { ( ) [1] exp ik  −w β is a decreasing function of z and also 1 (1)
is a decreasing function of z then by See and Chen (18) holds when using DERSSmax when the association between time to events and Z is negative W  distribution function, where  is the scale parameter and  is the shape parameter. Then the hazard function is given by [1] [1] *2 [1] * ( | , ) ( ) exp , 1, 2,..., ; 1, 2,...,
AFT -Weibull Regression Model
Note that, the log  is a coefficient, with the regression coefficient vector β and * 1   = . Thus the survival function of T is [1] [1]
[1] * ( ) exp exp , log , 
Then the log likelihood function can be simplified to [1] [1]
The MLE approach, for the j th covariate can be obtained by solving [1] [1]
Similar to the derivation ofthe exponential AFT model, we have, using the second partial derivative, the variance covariance matrix (Fisher information matrix) as
Again, (24) (25) The inequality in (25) holds when the association between time to events and Z is negative ( 1 0 P  +  ) and DERSSmax is used.
AFT-Log-logistic Regression Model
In this section we provide the derivation for the log-logistic regression model. The hazard function is given by [1] [1]
exp ( | , ) , 1, 2,..., ; 1, 2,..., 1
where  is scale parameter for the log logistic distribution. Now using DERSSmin , the survival function for the log-logistic survival time T is given by: 
The MLE estimates of the k th parameter is obtained by solving [ 
Also, the estimate of variance covariance matrix is given by: . Note that [1] ( (1 ) ( ( where, (1) (1) 
where the last inequality is by Samawi et al. (2018) . Similarly, we can show that the inequality in (33) holds for 1 0 P  +  and the association between time to events and Z is negative when DERSSmax is used. Finally, the other AFT regression model, including lognormal and Gamma, will have similar derivations and their performance will be discussed next in the simulation section. Finally, comparing with SRS, ERSS and DERSS provide larger percentage of events and require smaller sample sizes.
Simulation Studies
Simulation studies are designed to get insight the performance of the AFT models using DERSSmin compared with ERSSmin and SRS. The performance of all AFT models with respect to the power of hypotheses testing and parameter estimations is discussed. As in Samawi et al. (2018) , we consider values of the conditional hazards ratios range from 1 to 1.649, and the associations between survival time and the auxiliary covariate are 0.2 and 0.5. The AFT models considered are the exponential, Weibull, log-logistic, log-normal and Gamma. The set sizes used are m=10, 15 and cycle size is r=15. We repeated the process 5000 times to compute the accuracy of AFT models performance.
In our simulations, 1  represents the parameter associated with the auxiliary covariate (Z), 2
 is the parameter associated with the risk factor of interest (X) and 1
However, the other parameter involved in the simulation are given in the tables due to the nature of the underlying distribution.  . In addition, the simulation results indicate that using DERSSmin for the AFT models provide greater power than both ERSSmin and SRS, in all cases. Note that the relative efficiency based on the power of the test between DERSSmin and ERSSmin ranges from 1.02-1.80 and between DERSSmin and SRS ranges from 1.5-2.5. Finally, Table 2 , 3, 5, and 6, demonstrate that DERSSmin provides more efficient estimators of the hazards ratios in terms of smaller MSEs and bias as well as narrower confidence intervals for all parametric models comparing with ERSS and SRS. m=15 and r=15 (Weibull * 1  = )(Exponential) 0.2 1.000 1.007 0.012 0.007 1.005 0.013 0.005 1.009 0.018 0.009 0.2 1.221 1.233 0.017 0.012 1.230 0.020 0.090 1.235 0.026 0.014 0.2 1.649 1.667 0.030 0.018 1.672 0.034 0.023 1.677 0.047 0.028 0.5 1.000 1.003 0.007 0.003 1.002 0.009 0.002 1.008 0.017 0.008 0.5 1.221 1.226 0.011 0.005 1.231 0.014 0.010 1.235 0.026 0.013 0.5 1.649 1.656 0.019 0.007 1.663 0.025 0.014 1.675 0.047 0.026 m=10 and r=15 (Weibull * 1.5  = ) 0.2 1.000 1.002 0.006 0.002 1.002 0.008 0.002 1.008 0.013 0.008 0.2 1.221 1.230 0.008 0.008 1.230 0.012 0.011 1.235 0.021 0.014 0.2 1.649 1.662 0.016 0.014 1.665 0.022 0.016 1.680 0.045 0.031 0.5 1.000 1.004 0.003 0.004 1.004 0.004 0.004 1.008 0.011 0.008 0.5 1.221 1.225 0.004 0.004 1.229 0.006 0.008 1.231 0.017 0.010 0.5 1.649 1.656 0.008 0.007 1.658 0.013 0.009 1.672 0.037 0.024 m=15 and r=15 (Weibull * 1.5  = ) 0.2 1.000 1.001 0.004 0.001 1.004 0.005 0.004 1.002 0.008 0.002 0.2 1.221 1.227 0.005 0.006 1.227 0.007 0.005 1.231 0.013 0.010 0.2 1.649 1.655 0.009 0.006 1.657 0.013 0.008 1.668 0.029 0.020 0.5 1.000 1.001 0.002 0.001 1.000 0.003 0.000 1.001 0.007 0.002 0.5 1.221 1.223 0.003 0.002 1.224 0.004 0.003 1.230 0.011 0.008 0.5 1.649 1.652 0.005 0.003 1.654 0.008 0.005 1.663 0.023 0.014 Worcester Heart Attack Study consists of 500 subjects. The study investigates some factors, such as age, initial heart rate and BMI, that may influence survival time after a heart attack. The follow up time for all subjects in the study is initiated at the time of hospital admission after a heart attack and ends with death or loss to follow up (censoring). The variables used in the illustration are:
• Lenfol: The length of follow up, terminated either by death or censoring. • Fstat: The censoring variable, loss to follow up=0, death=1.
• Age: Age at hospitalization.
• BMI: body mass index.
• HR: Initial heart rate In the study the data are subjected to right-censoring only. For illustrations purposes, we used the whole data as a population. Then we randomly draw DERSSmax, ERSSmax and SRS samples of size n=100 (m=10, r=10) each. We used the auxiliary variable age as the ranking variable to DERSSmax and ERSSmax because of the negative association between age and survival time. The hypotheses of interest for this study are whether or not the baseline age, BMI and HR risk factors have effects on the length of survival time after a heart attack. We found that AFT Weibull model best fits the data. Table 7 is the results of the AFT survival analysis based on the whole data (N=500) using the Weibull model.
In addition, Table 7 provides the AFT model analysis with and without age. From table 7, the association between BMI and time to death is positive indicating that BMI is a protective factor controlling for Age and HR. However, the negative association of HR indicates that HR is a risk factor for survival time controlling for age and BMI. Table 8 provides the result of AFT survival analysis of the DERSSmax sample of size m=5, r=20 (n=100). Table 9 shows the AFT analysis when using ERSSmax sample of size m=5, r=20 (n=100). Table 10 shows the analysis of AFT model using SRS of size 100. For this illustration DERSSmax provides the closest analysis to the whole data. 
Final remarks
DERSS is a cost effective and efficient sampling technique compared with SRS and ERSS. In this paper we proposed a more efficient survival regression analysis method for AFT models based on the modified DERSS with ranking based on an auxiliary variable known to be associated with the response variable. We studied parameters estimation based on the maximum likelihood approach and provided an expression for the estimated variancecovariance matrix based on the inverse information matrix. The asymptotic behavior of the ML estimators was discussed. We concluded that using the modified DERSS can result in significant increase in power when implemented in the AFT models. Our simulation studies showed that in general, the power of the test increases as the set size m increases. In addition, DERSS provides more efficient inference of the parameters associated with hazard rates which results in smaller MSEs and narrower confidence intervals than those under SRS and ERSS.
