Recently, Jadbabaie, Lin, and Morse (2003) offered a mathematical analysis of the discrete time model of groups of mobile autonomous agents raised by Vicsek et al. in 1995. In their paper, Jadbabaie et al. showed that all agents shall move in the same heading, provided that these agents are periodically linked together. This paper sharpens this result by showing that coordination will be reached under a very weak condition that requires all agents are finally linked together. This condition is also strictly weaker than the one Jadbabaie et al. desired.
Introduction
Coordination of groups of mobile autonomous agents (particles [9] , or boids [5] ) has attracted researchers in a surprisingly wide variety of disciplines ranging from physics [9, 7, 8] , to the biological sciences [10, 1] , to computer science and engineering [5, 3, 6, 4] . This paper is mainly concerned with one particular discrete time model of groups of mobile autonomous agents, viz., the one proposed by Vicsek et al. [9] The system studied by Vicsek et al. [9] consists of n autonomous agents, e.g., particles, robots, etc., labeled 1 through n. All agents move in the plane with the same speed but with different headings. The system operates at discrete time t = 0, 1, 2, · · · Let r > 0 and v > 0 be given numbers associated with the system. The dynamics of agent i is described by the sequence {x i (t), y i (t), θ i (t)}, where x i (t), y i (t) ∈ R are the coordinates of the agent in the plane, and θ i (t) is its heading taking value from [0, 2π). At any time t = 0, 1, 2, · · · , each agent's heading is updated using a simple rule based on the average of its own heading plus the headings of its neighbors. For any two agents i, j, we say j is a neighbor of i at time t, written j ∈ N i (t), if d(i, j) ≤ r, 1 where
Then, agent i's next heading is defined as
where n i (t) is the number of agent i's neighbors at time t. Agent i's next coordinates are defined as
For any time t ≥ 0, we define the neighbor-graph of the system described above as the simple undirected graph G(t) over V = {1, 2, · · · , n} where the vertex i corresponds to agent i and two vertexes, i, j, are connected by an edge in the graph if they are neighbors at time t, i.e., if j ∈ N i (t). Since the neighbor relation can change over time, so can the graph that describes them. In the sequel, we write P for the collection of simple undirected graphs over V . A switching signal is a function σ : N → P that assigns to each time t a neighbor-graph that specifies the neighbor relation between agents. Clearly, for a Vicsek model, the function that assigns to each time t the neighbor-graph G(t) is a switching signal.
Note that for the Vicsek model, the neighbor-graph is determined by the initial positions and headings of all agents as well as the pre-specified r > 0 and v > 0. A complete description of the model would have to explain explicitly how σ changes over time. As it is difficult to take this into account in a convergence analysis, Jadbabaie et al. adopt a more conservative approach, "which ignores how σ depends on the agent positions in the plane and assumes instead that σ might be any switching signal in some suitably defined set of interests." [3] We in this paper follow this basic assumption and formalize the Vicsek model as follows: Definition 2.1 (Vicsek model). Given n agents, labeled 1, 2, · · · , n, moving in the plane at discrete time t ∈ N, let P be all simple undirected graphs over V = {1, 2, · · · , n}. A Vicsek model is a pair (V, σ), where σ : N → P is a switching signal.
For each agent i, define i's σ-neighborhood at time t, written N i (t), to be the set of agents that is connected to i by an edge in graph σ(t). That is, agent j is a neighbor of agent i if and only if (i, j) is an edge in graph σ(t).
Given an initial heading
, agent i's heading θ i (t) evolves in discrete time according to Eq. 2. Namely, agent i's heading at time t + 1 is the average of the headings of agent i and its neighbors at time t. 2) The velocity could also change in discrete time; 3) We could consider other state variables of agents besides their headings; and 4) The neighbor-graph could also be directed. This flexibility would be helpful in practical applications.
The goal of this paper is to show for a large class of Vicsek models (or switching signals) and for any initial set of agent headings that the headings of all n agents will converge into the same heading. Compared with the results obtained in [3] , ours are more general.
3 A sufficient condition for multi-agent coordination
Notations and preliminaries
Suppose (V, σ) is a Vicsek model. Following Savkin [6] , we define a graph σ(∞) over V = {1, 2, · · · , n} as follows: for any two nodes i, j, (i, j) is an edge in σ(∞) if and only if for any K > 0, there exists some k ≥ K such that (i, j) is an edge in graph σ(k). For convenience, given a collection of graphs {G x : x ∈ X}, we write x∈X G x for the union of these graphs, i.e., any pair (i, j) is an edge in x∈X G x if and only if it is an edge in some G x . Then it is easy to show that there exists some K > 0 such that σ(∞) = t≥k σ(t) holds for all k ≥ K. In this paper we will show that all agents shall eventually move in the same heading provided that σ(∞) is connected. This condition is more general than the one given in [3] , where the authors require that the σ(t)'s are periodically jointly connected. In what follows, a switching signal σ is called finally jointly connected if σ(∞) is connected. Clearly this is equivalent to saying that t≥k σ(t) is connected for any k ∈ N.
For a sequence {f (k)} and a number u in R, we say u is an accumulation point of {f (k)} if there is a subsequence of {f (k)} that converges to u. We write Accu({f (k)}) for the set of accumulation points of {f (k)}. Given a Vicsek model (V, σ) and an initial headings
, we now fix some notations concerning the model.
Note that Θ i is a bounded set and, therefore, has minimum and maximum elements. For any t ∈ N, define
The following lemma shows
Consequently, we have lim t→∞ θ(t) = m and lim t→∞ θ(t) = M.
Proof. For any non-negative t, note that by Vicsek's nearest-neighbor rule (Eq. 2), we have θ(t) ≤ θ i (t+ 1) ≤ θ(t). In particular, we have θ(t) ≤ θ(t+ 1) ≤ θ(t+ 1) ≤ θ(t). Now since {θ(t)} ({θ(t)}, resp.) is a bounded ascending (descending, resp.) sequence, it has a limit. We now show its limit is m (M, resp.). Take {θ(t)} as an example. Since it is convergent, any subsequence of {θ(t)} also converges to its limit. Suppose {f (k)} is a sequence such that lim k→∞
On the other hand, since there exists some agent i such that {t :
) ≥ m since m is the minimum accumulation point. As a result, we have lim t→∞ θ(t) = m. Similarly, we can show lim t→∞ θ(t) = M. So we have θ(t) ≤ m ≤ M ≤ θ(t) for any t.
Note that as shown in the proof of the above lemma, we have a sequence, say {f (k)}, such that θ i (f (k)) = θ(f (k)) and lim k→∞ θ i (f (k)) = m for some agent i. Similarly, we have a sequence, say g(k), such that lim k→∞ θ j (g(k)) = M for some j.
Leaderless coordination
where θ ss is a number depending only on θ(0) and σ.
To prove this theorem, we need several lemmas.
The following lemma suggests that, if the agents are divided into two parts such that the maximum heading of the first part is sufficiently smaller than the minimum of the second part, then, after updating the headings using Eq. 2, the agents will also form two parts such that one part is still sufficiently smaller than the rest.
For a < b in R and any natural number t, we write V t (a, b) = {i ∈ V : a < θ i (t) < b}.
Lemma 3.2. Given α < β < γ and set δ = β − α, ǫ = δ/n n , suppose V t (α − ǫ, α + ǫ) and V t (β − ǫ, γ + ǫ) are two nonempty disjoint subsets of V such that their union is V . We have
Proof. If V t (α − ǫ, α + ǫ) and V t (β − ǫ, γ + ǫ) are disconnected at time t, then for any i ∈ V t (α − ǫ, α + ǫ), its neighbors are all in V t (α − ǫ, α + ǫ). By Eq. 2, we have α − ǫ < θ i (t + 1) < α + ǫ. Similarly, for any j ∈ V t (β − ǫ, γ + ǫ), we have β − ǫ < θ j (t + 1) < γ + ǫ.
On the other hand, suppose V t (α − ǫ, α + ǫ) and V t (β − ǫ, γ + ǫ) are connected at time t. For i ∈ V t (α − ǫ, α + ǫ), if all its neighbors are in V t (α − ǫ, α + ǫ), then i ∈ V t+1 (α − ǫ, α + ǫ); if i has a neighbor, say j 0 , in V t (β − ǫ, γ + ǫ), then we have
Note that θ i (t+1) < γ+ǫ holds for any i ∈ V . This shows that, if i ∈ V t (α−ǫ, α+ǫ) has a neighbor in V t (β − ǫ, γ + ǫ), then i ∈ V t+1 (α + δ/n − ǫ, γ + ǫ). Similarly, for any j ∈ V t (β − ǫ, γ + ǫ), we can show θ j (t + 1) > α + δ/n − ǫ. In summary, we have i ∈ V t+1 (α − ǫ, α + ǫ) if and only if i ∈ V t (α − ǫ, α + ǫ) and it has a neighbor in V t (β − ǫ, γ + ǫ) at time t. As for any other agent j, we have j ∈ V t+1 (α + δ/n − ǫ, γ + ǫ).
Lemma 3.3. Suppose σ(∞) is connected and {f (k)} is a sequence. Then we have a subsequence {g(k)} of {f (k)} such that all {θ i (g(k))} are convergent for i ∈ V .
Proof. This follows from the compactness of [0, 2π] and that θ i (t) ∈ [0, 2π) for any i, t.
Lemma 3.4. Suppose {g(k)} is a sequence such that {θ i (g(k))} converges to l i for i = 1, 2, · · · , n. Then m = min n i=1 l i and M = max n i=1 l i , where m = lim t→∞ θ(t), M = lim t→∞ θ(t) and θ(t) = min
Proof. Take m = min n i=1 l i as an example. Note that there exists some i such that {k :
Proof of Theorem 3.1. To show that these autonomous agents shall eventually move into the same heading, we need only to show m = M. We prove this by reduction to absurdity.
Suppose m < M and {g(k)} is a sequence such that {θ i (g(k))} converges to l i for i = 1, 2, · · · , n. Recall by Lemma 3.4 that m = min
Clearly V g(k) (m−ǫ, m+ǫ) and V g(k) (l−ǫ, M +ǫ) satisfy the condition of Lemma 3.2. Now since t≥p σ(t) is connected for any p ∈ N, we have some
is an ascending chain (see Lemma 3.1), we also have θ(g(k) + w) ∈ (m − ǫ, m + ǫ) for any w = 1, 2, · · · , W − 1.
Set C = {w ∈ [0, W ) : A w and B w are connected at time g(k) + w}. Clearly C is not empty since there exists some w such that A 0 is connected to B 0 at time g(k) + w. Suppose C = {w 1 , w 2 , · · · , w q } and 0 ≤ w 1 < w 2 < · · · < w q < W . We claim
As the induction basis, note that
Note that w 1 is the first index w such that A w is connected to B w ; by Lemma 3.2, we have A 0 = A w and B w = V g(k)+w (m + δ − ǫ, M + ǫ) for any w ≤ w 1 . Moreover, since A w 1 = A 0 is connected to B w 1 = B 0 at time g(k) + w 1 , by Lemma 3.2, we have
Suppose for s < q we have
Note that s < n − 1 must hold since A 0 contains at most n − 1 agents and
We now show A ws+1 A w s+1 +1 and B w s+1 +1 = V g(k)+w s+1 +1 (m+ δ n s+1 −ǫ, M +ǫ). Note that w s+1 is the first index w > w s such that A w is connected to B w . By Lemma 3.2, we have A w = A ws+1 and B w = V g(k)+w (m + δ n s − ǫ, M + ǫ) = B ws+1 for any w ∈ (w s , w s+1 ]. Moreover, since A w s+1 = A ws+1 is connected to B w s+1 = B ws+1 at time g(k) + w s+1 , by Lemma 3.2, we have
In summary, we have obtained that A 0 = A w 1 A wq+1 .
Note that if w q < W − 1, then A w and B w are disconnected for any w ∈ (w q , W ). By Lemma 3.2 again, we know A w = A W for w ∈ (w q , W ]. In particular, we have A wq+1 = A W . On the other hand, if w q = W − 1, we also have A wq+1 = A W .
This suggests that if m < M, then A 0 = A W . This is a contradiction. So our assumption that m < M cannot hold. This ends the proof of this theorem.
Remark 3.1. Note that if σ : N → P is a switching signal for which there exists an infinite sequence of bounded, non-overlapping (but not necessarily contiguous) intervals across which the n agents are linked together, then σ(∞) is connected. By the above theorem, we know all agents would eventually move in the same heading for this σ. Consequently, this theorem shows the desired condition given in [3, p990, below Theorem 2] is a sufficient condition for asymptotic convergence.
The hypothesis of Theorem 3.1, however, is still not necessary. For example, if some σ(t) is the complete graph over V , then a coordination could be achieved at time t + 1. But if it is not connected, σ(∞) will have 1 < p ≤ n connected components, say G 1 , G 2 , · · · , G p . Similar to the argument given above for Theorem 3.1, we can show for any h = 1, 2, · · · , p, there exists a headingθ h such that lim t→∞ θ i (t) =θ h for any i ∈ G h .
Leader-following coordination
In [3] , Jadbabaie et al. also consider a modified version of Vicsek's discrete-time system, which consists of the same group of n agents as before except that one leader agent, labeled 0, is added. Agent 0 moves at the same constant speed as its n followers but with a fixed heading θ 0 . Agent i then updates its heading using the average of its own heading plus the headings of its neighbors. Note that this time the leader may be in its neighborhood.
Our abstract Vicsek model with a leader now can be formulated as follows:
Definition 3.1. Suppose V + = {0, 1, · · · , n} and P + is the collection of simple undirected graphs over V + . A leader-following Vicsek model is just a pair (V + , σ), where σ : N → P + is a switching signal. For each agent i > 0, define i's σ-neighborhood at time t, written N i (t), to be the set of agents that are connected to i by an edge in the graph σ(t). That is, agent j is a neighbor of agent i if and only if (i, j) is an edge in the graph σ(t).
Given an initial heading θ(0) = θ i (0) n i=1 and a fixed heading θ 0 in which agent 0 moves at all times, for i > 0, agent i's heading evolves in discrete time according to the following equation:
where n i (t) is the number of agents in N i (t).
For a leader-following Vicsek model, we have the following correspondence of Theorem 3.1. 
