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I. Introduction
The purpose of this paper is to give an overview of some classi-
cal Iterative Learning Control (ILC) algorithms. This includes
describing how to design and implement the ILC algorithms
and to compare the resulting designs in experiments. The sys-
tem that will be used throughout the paper is an industrial
robot (IRB 1400) from ABB. The control system is based on
the commercially available S4C, modiﬁed to make it possible
to implement and evaluate ILC on the joint level. A thorough
description of the experimental setup is found in e.g., [1]. The
paper is organized as follows. In Section II ILC is introduced
and the history of ILC is brieﬂy reviewed. Section III gives the
theoretical background to ILC, this background is necessary for
the presentation of the design algorithms. Section IV describes
the design steps in the diﬀerent ILC algorithms and in Section
V the proposed algorithms are evaluated on the ABB industrial
robot. Finally some conclusions are given in Section VI.
II. A brief history on ILC
The idea of using an iterative method to compensate for a
repetitive error is not new. When letting a machine do the
same task repeatedly it is, at least from an engineering point
of view, very sound to use knowledge from previous iterations
of the same task to try to reduce the error next time the task
is performed. The ﬁrst academic contribution to what today is
called ILC appears to be a paper by Uchiyama [2]. What is a
bit remarkable is however that an application for a US patent
on “Learning control of actuators in control systems” [3] was
done already in 1967 and it was accepted as a patent in 1971.
The idea in the patent was to store a “command signal” in a
computer memory and iteratively update the command signal
using the error between the actual response and the desired
response of the actuator. This is clearly an implementation of
ILC (see also [4]). From an academic perspective it was not until
1984 that ILC started to become an active research area. In
1984 [5], [6], and [7], were independently published describing a
method that iteratively could compensate for model errors and
disturbances. The development of ILC stems originally from
the robotics area where repetitive motions show up naturally
in many applications. Examples of contributions where ILC is
applied in robotics are [5], [8], [9], [10], and [11]. Examples of
surveys on ILC can be found in, [12], [13], [14], [15] and [16].
[14] contains a very good overview of the ILC research and a
categorization of many of the publications on ILC up to 1998.
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III. Problem Description
A. System description
This paper deals with ILC applied to SISO systems working
in discrete time. The general system description is
yk = T rr + T uuk (1)
with
yk =
 
yk(0),...,y k(n − 1)
 T (2)
and r, uk deﬁned accordingly. As a special case the linear time
invariant case follows
yk(t)=Tr(q)r(t)+Tu(q)uk(t). (3)
The system in (1) gives a more general description since it cap-
tures also time variant systems.
A linear time invariant and causal system, Tr(q), is in matrix
form described by a Toeplitz matrix
T r =



 

gTr(0) 0 ... 0
gTr(1) gTr(0)
. . .
. . .
... 0
gTr(n − 1) gTr(n − 2) ... g Tr(0)



 

(4)
where gTr(t), t ∈ [0,n− 1] are the impulse response coeﬃcients
of Tr, the sampling time is assumed to be 1, and n is the number
of samples. If the system is linear time variant, the matrix T r
does not become a lower triangular Toeplitz matrix but instead
a general lower triangular matrix. The matrix T u is given in
the same way. The symbols describing vectors and matrices in
the matrix description are given in bold face to make it easier
to distinguish between the representation in (3) and the ma-
trix description in (1). The system description can be made
even more general by including system and measurement dis-
turbances. This is covered in [1].
For the frequency domain analysis the system is assumed to
be linear time invariant as in (3) with Tr(q)a n dTu(q)s t a b l e .
The corresponding frequency domain representation is found
using the Fourier transform. Given Tr(q), the frequency domain
representation can also be found by simply replacing q with e
iω
in Tr(q). The frequency domain representation of Tu(q) is found
in the same way.
The signals yk(t), r(t), and uk(t) are transformed to the fre-
quency domain by X(ω)=
 ∞
l=0 x(l)e
−iωl and it is assumed
that this sum exists and is ﬁnite for all ω. This gives the result-
ing frequency domain representation,
Yk(ω)=Tr(e
iω)R(ω)+Tu(e
iω)Uk(ω). (5)
For iterative systems this is an approximation since in the com-
putation of the Fourier transform it is assumed that the time
horizon is inﬁnite. In the next section (as a result of Theorem
2) it is shown that this is in fact no restriction from the stability
point of view.
B. Classical ILC
The interpretation of classical ILC might diﬀer among re-
searchers but the one adopted here is that classical ILC is ﬁrst
order ILC with iteration independent operators. This means
that the updating equation for the ILC can be written
uk+1 = Q(uk + Lek)( 6 )where the matrix form description is used. The error ek is de-
ﬁned as ek = r − yk. In this framework Q and L are matrices
in R
n×n, uk and ek are vectors in R
n, compare also with equa-
tions (1), (2), and (4). Sometimes it is also useful to have a
ﬁlter description,
uk+1(t)=Q(q)(uk(t)+L(q)ek(t)) (7)
compare also the system representation in (3).
Among the works that have been addressing design of ILC
algorithms, an important part is based on linear quadratic opti-
mal ILC. Within this framework Prof. Owens’ group has made
contributions in e.g., [17] and [18], while other contributions are
for example [19], [20], [21], and [22]. An early contribution in
this direction is also [23]. ILC synthesis based on H∞ methods
has been covered in e.g., [24], [25], and [26] but this work is not
covered here.
C. Some results on stability
In this section some stability results for ILC systems are re-
viewed. Two diﬀerent measures of the size of a matrix will be
used. The ﬁrst is the spectral radius which is deﬁned as
ρ(F)= m a x
i=1,... ,n
|λi(F)| (8)
where λi(F)i st h eith eigenvalue of the matrix F ∈ R
n×n.T h e
second is the maximum singular value
¯ σ(F)=
 
ρ(F
TF). (9)
The maximum singular value gives a bound on the gain of a
matrix by the fact that  Fx ≤¯ σ(F) x . From (1) and the
ILC updating equation in (6) it follows that
uk+1 = Q(I − LT u)uk + QLr. (10)
The next theorem comes as a natural result of (10).
Theorem 1 (Stability condition) The system in (1) con-
trolled using the ILC updating equation uk+1 = Q(uk +Lek) is
stable iﬀ ρ(Q(I − LT u)) < 1.
The formal proof is given in [1] and it is based on standard
results from linear systems theory. The following result is im-
portant for many of the design algorithms.
Theorem 2 (Monotone exponential convergence) If the
system in (1) is controlled using the ILC updating equation
uk+1 = Q(uk + Lek) and ¯ σ(Q(I − LT u)) < 1 then the ILC
system is stable and
 u∞ − uk ≤λ
k u∞ − u0 
with u∞ = limk→∞ uk.
The proof is found in [1]. The condition on the maximum sin-
gular value can be replaced by a frequency domain condition
according to
|1 − L(e
iω)Tu(e
iω)| < |Q
−1(e
iω)|, ∀ω (11)
if the system is linear time invariant. This coincides with the
very common frequency domain condition given in the ILC lit-
erature. In Theorem 2 it is shown that when this condition is
fulﬁlled uk will converge to the limit value, u∞, exponentially
and without overshoot. Note that the results are all formulated
in the disturbance free case. For a generalization to the case
with disturbances see e.g., [1].
IV. Some Methods for Classical ILC Synthesis
To design a stable and eﬃcient ILC algorithm it is neces-
sary to have a model of the plant to be controlled. The level
of detail of the model will diﬀer between the diﬀerent design
algorithms but it is always true that some knowledge of the
controlled system is needed in order to carry out the ILC de-
sign. The knowledge might be replaced by experiments where
the ILC algorithm is adjusted according to the result from the
experiments.
A. A heuristic approach
The ﬁrst design algorithm uses a system model to check if the
stability criterion is fulﬁlled. The knowledge about the system
could also be reduced to only the time delay of the system and,
to be sure of the stability, the size of the ﬁrst Markov parameter
of the controlled system. This might however give very poor
performance. The Q-ﬁlter in (7) is applied to robustify the ILC
algorithm, cf. (11) where it is clear that by choosing |Q(e
iω)|
small the stability region of the algorithm can be enlarged. The
price paid for this action is that the algorithm will not converge
to zero error, even in the noise free case. The algorithm is here
called “heuristic” but sometimes it has also been referred to as
P-type in the literature.
Algorithm 1 (A heuristic design procedure)
1. Choose the Q ﬁlter as a low-pass ﬁlter with cut-oﬀ frequency
such that the band-width of the learning algorithm is suﬃcient.
2. Let L(q)=κq
δ. Choose κ and δ such that the stability crite-
rion, formulated in the frequency domain |1− L(e
iω)Tu(e
iω)| <
|Q
−1(e
iω)|, is fulﬁlled. Normally it is suﬃcient to choose δ as
t h et i m ed e l a ya n d0 <κ≤ 1 to get a stable ILC system.
If in step 2, the necessary and suﬃcient condition for stability
is used (from Theorem 1) then the resulting ILC algorithm is
still stable but the transient response can be bad. In the next
example it is shown that the performance is not so good if the
time delay of the system is uncertain.
Example 1 (A numerical example) Assume that the sys-
tem Tu(q) is given by
Tu(q)=
0.09516q
−1
1 − 0.9048q−1 (12)
and the ﬁlter L(q) is chosen according to L(q)=q and L(q)=
1. The ﬁrst choice corresponds to the true system delay while
the second choice comes as a result when the system model is
incorrect and it is assumed that there is no delay in the system.
With Q(q)=1the bandwidth of the ILC algorithm is not limited
and in order to fulﬁll the stability condition for the given system,
κ has to be chosen such that |1−κ0.09516| < 1 in the ﬁrst case.
This means that κ must lie in the interval 0 <κ<21.I nt h e
second case the necessary and suﬃcient stability condition in
Theorem 1 is not fulﬁlled since ρ(I − T u)=1 .T h i s i m p l i e s
that convergence will not be achieved for any κ.
If the system delay is over-estimated instead of under-
estimated as in the example above, then it is not true that with
Q = 1 the system will be guaranteed to be stable. Introducing
a Q as a low pass ﬁlter can however make the system stable.
B. A model-based approach
The design procedure presented in this section has also been
discussed in [27], [28] and [1]. The idea is similar to the approachin [26] but there a model matching approach based on H∞ meth-
ods is used while here an algebraic approach is adopted.
Algorithm 2 (A model-based design procedure)
1. Build a model of the relation between the ILC input and the
resulting correction on the output, i.e., ﬁnd a model   Tu of Tu.
2. Choose a ﬁlter HB(q) such that it represents the desired con-
vergence rate for each frequency. Normally this means a high-
pass ﬁlter.
3. Compute L as L(q)=  T
−1
u (q)(1 − HB(q)).
4. Choose the ﬁlter Q(e
iω) as a low-pass ﬁlter with cut-oﬀ fre-
quency such that the band-width of the resulting ILC algorithm
is high enough and the desired robustness is achieved.
To explain the use of the ﬁlter HB(q)i ns t e p2 ,c o n s i d e rt h e
updating equation for the error, ek+1(t)=( 1−Tu(q)L(q))ek(t).
Clearly the choice of HB(q) will decide the nominal convergence
rate of the error. In the frequency domain the ﬁlter HB can be
adjusted to give, e.g., a slow but more robust convergence for
some frequencies. The choice of HB must be realizable. It is
clearly not possible to choose HB small for frequencies where
the model is very uncertain since this will most likely lead to a
divergent behavior of the resulting ILC algorithm. The choice
of HB has, therefore, also to include robustness considerations,
although robustness is achieved with the Q-ﬁlter.
The resulting L-ﬁlter might have an unnecessary high degree,
therefore it can be possible to make a model reduction of L
using model reduction techniques, e.g., balanced truncation or
L2 model reduction.
C. Design based on optimization
Previous contributions to the optimization based approach
to ILC can be found in e.g., [29], [30], [19], and [20]. Some
approaches based on ideas from unconstrained optimization and
minimization techniques are presented in [23]. For a general
discussion on unconstrained minimization see, e.g., the book
[31].
C.1. Algorithm derivation. Assume that the system is in ma-
trix form as in (1). Let the quadratic criterion be
Jk+1 = e
T
k+1W eek+1 + uk+1W uuk+1
where ek+1 = r − yk+1. The idea is to determine uk+1 in such
a way that the error ek+1 becomes as small as possible with re-
spect to the criterion. The weighting matrices decide the trade
oﬀ between performance and input energy and the matrices can
be used for both frequency as well as time weighting. The cri-
terion is minimized subject to the constraint
(uk+1 − uk)
T(uk+1 − uk) ≤ δ.
Introducing the Lagrange multiplier yields the criterion
¯ Jk+1 = e
T
k+1W eek+1 + u
T
k+1W uuk+1
+ λ((uk+1 − uk)
T(uk+1 − uk) − δ).
(13)
From (1) it follows that ek+1 is given by
ek+1 =( I − T r)r − T uuk+1. (14)
Using this result together with (13) makes it possible to do
a straightforward diﬀerentiation of ¯ Jk+1 with respect to uk+1.
This gives
−T
T
uW eek+1 + W uuk+1 + λ(uk+1 − uk) = 0 (15)
where the optimum is achieved when the derivative equals zero.
Using (14) in (15) gives
uk+1 =( W u + λ · I + T
T
uW eT u)
−1
(λuk + T
T
uW e(I − T r)r).
(16)
From (16), (10), and Theorem 1 it is possible to establish the
convergence criterion for the proposed method. If the system
model corresponds to the true system and λ>0, then the
proposed ILC algorithm is always stable. This follows from the
fact that W u + T
T
uW eT u is symmetric and positive deﬁnite
and λ>0. See [20] for more details. From (14) it follows that
(I − T r)r = ek + T uuk.
The result in (16) can therefore be reformulated into
uk+1 =( W u + λ · I + T
T
uW eT u)
−1
((λ · I + T
T
uW eT u)uk + T
T
uW eek).
(17)
Interpreted as in (6) and emphasizing that the system model,
  T u, has to be used in the ﬁnal algorithm gives
Q =( W u + λ · I +   T
T
uW e   T u)
−1(λ · I +   T
T
uW e   T u) (18)
and
L =( λ · I +   T
T
uW e   T u)
−1   T
T
uW e. (19)
The updating matrices Q and L hence depend on the nominal
model   T u and the weighting matrices W u and W e. The La-
grange multiplier λ is not computed explicitly but instead used
as a design variable.
Algorithm 3 (Optimization based ILC design)
1. Build a model of the relation between the ILC input and the
resulting correction on the output, i.e., ﬁnd a model   T u of T u.
2. Choose the weights W e and W u and the Lagrange multiplier
λ in the criterion.
3. Calculate the matrices Q and L according to (18) and (19).
4. Use the ILC updating equation according to (6) with u0 for
example chosen as u0 =0 .
In the next sections the diﬀerent design parameters and how
diﬀerent choices eﬀect the resulting ILC system will be discussed
more.
V. Experiments
Next the three presented algorithms are implemented and
evaluated on the industrial robot. The models that are used
for the design are found by applying system identiﬁcation [32]
to the plant. This step is described in more detail in [1]. The
experiment is an example of a multiple joint motion where ILC
is applied to three of the joints of the robot.
A. Description of the test case
In this test case ILC is applied to 3 of the 6 joints of the IRB
1400, see Fig. 1. Each of the 3 joints is modeled as a transfer
function description from the ILC input to the measured motor
position of the robot. The conventional feedback controller, im-
plemented by ABB in the S4C control system, works in parallel
with the ILC algorithms. Since the controller is working well,
the closed loop from reference angular position to measured an-
gular position can be described using a low order linear discrete
time model.In Fig. 2 the program used in the experiment is shown to-
gether with the desired trajectory on the arm-side of the robot.
The instruction moveL p2,v100,z1 refers to an instruction that
produces a straight line on the arm-side of the robot. The line
starts from the current position, not explicitly stated, and ends
in p2. The speed along the path is in this case programmed
to be 100 mm/s. The last parameter, z1, indicates that the
point p2 is a zone point. This means that the robot will pass
in a neighborhood of the point with a distance not more than 1
mm. This can also be seen in Figure 2. The actual position of
p1 in the base coordinate system is x = 1300 mm, y = 100 mm,
and z = 660 mm. The conﬁguration of the robot is also shown
in Fig. 1.
As a ﬁrst step in the design of the ILC schemes an identiﬁca-
tion experiment is performed. The result from this step is three
models, one for each joint. The models are calculated using
System Identiﬁcation Toolbox [33] and the models are of ARX
type with na =1 ,nb =1 ,a n dnk =1 ,
  Tu,1(q)=  Tu,2(q)=
0.1q
−1
1 − 0.9q−1 , (20)
  Tu,3(q)=
0.13q
−1
1 − 0.87q−1 . (21)
The models are now utilized in order to design the diﬀerent ILC
algorithms.
B. Design 1: Heuristic design, Algorithm 1
The design follows the steps in the heuristic design, Algorithm
1.
1. The Q-ﬁlter is chosen as a zero-phase low-pass ﬁlter, Q(q)=
¯ Q(q) ¯ Q(
1
q). ¯ Q(q) is a second order Butterworth ﬁlter with cut-oﬀ
frequency at 20 % of the Nyquist frequency.
2. The L-ﬁlter has been chosen the same for the three joints,
L(q)=0 .9q
4, i.e., κ =0 .9a n dδ = 4. This choice can be
explained by calculating
sup
ω∈[0,π/ts]
|Q(e
iω)(1 − L(e
iω)  Tu(e
iω))|
for diﬀerent choices of δ. For robustness reasons this should be
as low as possible and it has a minimum for δ =5 . T h ec h o i c e
is here δ = 4 which gives about the same value.
C. Design 2: Model-based design, Algorithm 2
1. The models are given by (20) and (21).
2. An aggressive approach is employed here and HB is chosen
as HB(q) = 0. Robustness is achieved using the Q-ﬁlter.
3. With the choice of HB the L-ﬁlters become
Li(q)=T
−1
u,i(q),i =1 ,2,3
Fig. 1. The ABB IRB1400 manipulator.
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Fig. 2. The program that produces the trajectory used in the example
(left) and the resulting trajectory on the arm-side translated such that p1
is the origin (right).
4. The Q-ﬁlter is chosen as in design 1 above, i.e., as a zero-
phase low-pass ﬁlter.
D. Design 3: Optimization based design, Algorithm 3
Here two diﬀerent values of the parameters in the design of
the optimization based ILC algorithm have been chosen. The
resulting algorithms will be referred to as, design 3a, and design
3b, respectively.
1. The models of the three joints are given in (20) and (21) and
the matrices   T u,1,   T u,2,a n d   T u,3 are found lower triangular
Toeplitz matrices created from the impulse response of (20) and
(21).
2. The weight matrices are chosen as W e = I,a n dW u =
ρ · I with ρa =0 .01 and ρb =0 .1i nd e s i g n3 aa n dd e s i g n3 b ,
respectively. The Lagrange multiplier is chosen as λ =0 .1.
3. The matrices in the ILC updating equations Qi and Li,f o r
i =1 ,2,3, are calculated according to
Qi =( ( ρ + λ) · I +   T
T
u,i   T u,i)
−1(λ · I +   T
T
u,i   T u,i)
Li =( λ · I +   T
T
u,i   T u,i)
−1   T u,i
where ρa and ρb are used. For further aspects of the choice of
λ and ρ see [20] or [1].
Note that the choice of ρ only has an eﬀect on the Q-ﬁlter,
i.e., the robustness of the ILC system. Clearly an increased ρ
gives a more robust algorithm but also a lower bandwidth as is
s h o w ni n[ 2 0 ] .
E. Results from the multiple joint motion experiments
The four diﬀerent ILC algorithms resulting from the three
design algorithms have been running for a total of 11 iterations.
The resulting normalized maximum errors for design 1 and 2 are
shown in Fig. 3 and the corresponding results for the designs 3a
and 3b are shown in Fig. 4. In Fig. 3 and Fig. 4 the normalized
2-norm of the error is also presented. The two measures are
calculated as
Vk,i,j =
 ek,i,j 
max
l=1,2,3 m=1,2,3
 e0,l,m 
i =1 ,2,3 j =1 ,2,3,4 (22)
where i is motor number and j is the design number. The norms
are the normalized ∞-norm (the maximum value) in the ﬁrst
case and the normalized 2-norm in the second case.
From the upper row of diagrams in Fig. 3 it can, for example,
be seen that the maximum value of the error of joint 1 is about
50 % of what is achieved by joint 2. The initial value of the
maximum error as well as the energy in the diﬀerent experi-
ments is not exactly the same but the behavior of the diﬀerent
algorithms can still be evaluated.From Fig. 3 and Fig. 4 it is clear that the best result is
achieved with the two (explicitly) model based ILC algorithms,
i.e., design 2 and design 3a. Clearly, by adjusting the design
parameters in design 3 it is possible to get a slower (even slower
than design 1) and more robust scheme, as in design 3b, or a
faster and less robust one, as in design 3a. Also in this more
complicated motion the resulting behavior after 5-6 iterations is
very similar for the diﬀerent ILC algorithms. If it is acceptable
to run 5-6 iterations then any of the ILC algorithms can be cho-
sen. The algorithm in design 3b has, however, the disadvantage
that there is a large steady state error. This is caused by the
fact that the gain of the Q-ﬁlter is less than 1.
Another way of evaluating the result of applying ILC to the
robot is to transform the measured motor angles to the arm-side
using the kinematic model of the robot. In Fig. 5 and Fig. 6 the
result from this operation is depicted for designs 1 and 2, and
designs 3a and 3b, respectively. It is clear that the error when
doing a transformation to the arm-side is not very big but it
is important to stress that the transformation has been carried
out under the assumption that the robot is stiﬀ which is not
true in practice.
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Fig. 3. Normalized maximum error (upper) and normalized energy of
the error (lower) for joint 1 to joint 3 from left to right, design 1 ( )a n d
design 2 (×).
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Fig. 4. Normalized maximum error (upper) and normalized energy of the
error (lower) for joint 1 to joint 3 from left to right, design 3a ( )a n d
design 3b (×).
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Fig. 5. Resulting trajectory transformed to the arm-side using the for-
ward kinematics (solid) and the reference trajectory (dotted). Upper row,
design 1, and lower row, design 2, iteration 0, 1, and 5, from left to right.
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Fig. 6. Resulting trajectory transformed to the arm-side using the for-
ward kinematics (solid) and the reference trajectory (dotted). Upper row,
design 3a, and lower row, design 3b, iteration 0, 1, and 5, from left to right.
VI. Summary and Conclusions
Three diﬀerent design strategies have been presented in detail
and they have also been implemented on the industrial robot
in a multiple joint motion. Two of the three design methods
use explicitly a model of the system which can be considered a
bit in contradiction with the original ILC idea. ILC has often
been presented as a non model based approach which, as it has
been shown here, is not the case. Also the ﬁrst approach, the
heuristic approach, uses a model to assure stability of the ILC
system.
To decide the best choice of design strategy is not so easy,
but there are two general comments that can be made. First,
“try simple things ﬁrst”, which means that if Algorithm 1
gives suﬃcient performance this is the algorithm that should
be used. If the performance is not enough a model based ap-
proach has to be chosen. The optimization based approach,
Algorithm 3, has only a few design parameters to tune the per-
formance/robustness of the algorithm. The design based on Al-
gorithm 2 is also straightforward to apply, at least as it has been
done in the two experiments described in this paper. What can
be a risk is, however, that the inverse system model solution istoo aggressive and might lead to instability. The Q-ﬁlter makes
the algorithm more robust but it also limits the bandwidth of
the ILC system. The second, and ﬁnal, comment is, “use all
information available”. This means that if a good model is
available this model should be used for the analysis and also for
simulations to evaluate the resulting design.
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