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Abstract
The Antarctic sea ice widely impacts the Earth climate through its interactions
with the ocean and the atmosphere. Unlike its Arctic counterpart, the sea ice
surrounding Antarctica has been slightly expanding since 1979. A possible
explanation for this observed increase relies on the internal variability of the
Antarctic sea ice, particularly large at multi-decadal timescales. Unfortunately,
reliable observations of sea ice do not span a long enough time period to properly
examine how the sea ice varies between decades. The goal of this doctoral thesis
is first to investigate the mean state and the internal variability of the Antarctic
sea ice simulated by general circulation models (GCMs). This allows checking
if these models reproduce reasonably well the observations and if the observed
positive trend in sea ice extent is compatible with the internal variability of the
models. Second, we assess the impact of the initialisation of a simulation using
various data assimilation methods...
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Introduction
The sea ice cover present in the polar regions significantly affects the ex-
changes between the atmosphere and the ocean, reflects a large part of the
solar radiation back to space and is involved in several feedback processes that
strongly link it to the other components of the climate system. Consequently,
the changes in the sea ice cover around Antarctica are generally associated to
changes in the ocean and in the atmosphere of adjacent areas. Furthermore,
the Southern Ocean has also an influence on more remote areas, in particular
through the oceanic overturning circulation, illustrating the important role of
the sea ice surrounding Antarctica in the climate system.
While the Earth’s climate is currently undergoing a global warming, the
Antarctic sea ice has been slightly expanding since the beginning of satellite
observations in the late 1970’s, following a trend opposite to the one displayed
by its Arctic counterpart (e.g., Turner and Overland, 2009). Several hypotheses
have been proposed to explain how this increase in sea ice extent could have
been occurring in a global warming context but no consensus have been reached
yet. Given the lack of understanding of the processes that drive the evolution of
the Antarctic sea ice, simulating and predicting its evolution remains a major
challenge. In this framework, the research carried out during this thesis tackled
two main questions: (1) is the sea ice in the Southern Ocean predictable at the
decadal timescale and (2) how can these predictions be improved?
1
2 Introduction
1.1 Decadal climate predictions
Decadal climate predictions refer to predictions that are performed a few years
to several decades in advance. They are thus particularly helpful for decision
makers, in many sectors of activities such as agriculture, food production, en-
ergy management, etc. (e.g., Vera et al., 2010). Decadal predictions bridge the
gap between seasonal-to-interannual predictions and longer-term ones that aim
at forecasting the evolution of the climate for decades to centuries ahead (Fig.
1.1).
Performing a climate prediction requires a climate model that is integrated
forward in time from slightly different initial conditions. This leads to what is
called an ensemble simulation, which provides a set of estimates of the future
evolution of the climate. Performing such an ensemble is necessary in decadal
prediction studies because it allows assessing the sensitivity of a simulation to
initial conditions, which is a major issue at decadal timescale, as discussed in
Sect. 1.1.1. Different methods are used to generate an ensemble, for instance by
adding a random perturbation to the initial conditions or by using initial states
corresponding to slightly different dates (e.g., Pohlmann et al., 2004; Doblas-
Reyes et al., 2011; Du et al., 2012; Yeager et al., 2012). Additionally, some
techniques allow determining the optimal spatial structure of the perturbations,
supposed to lead to a rapid spread of the ensemble (e.g., Toth and Kalnay, 1997;
Zanna and Tziperman, 2008; Ham et al., 2014).
Decadal predictions are generally performed with general circulation mod-
els (GCMs). These models simulate the evolution of the climate over the whole
Earth, with the highest resolution and complexity available up to now. The fifth
phase of the Coupled Model Intercomparison Project (CMIP5, Taylor et al.,
2011) has proposed a coordinated framework to perform decadal prediction
simulations with GCMs from different research centres. However, a simula-
tion performed with a GCM requires large computational resources, limiting
the number of simulations that can be carried out. If systematic tests with
different experimental designs are needed, the use of an Earth system model
of intermediate complexity (EMIC) may be preferred. An EMIC has a lower
level of complexity and a coarser resolution than a GCM. This offers the no-
ticeable advantage of reducing the computational cost of a simulation with the
drawback of misrepresenting or not representing at all some important mecha-
nisms taking place in the climate system, as briefly discussed in Sect. 1.3.2 for
the LOVECLIM model that will be used in Chapters 3 and 4. The ability of
an EMIC to simulate specific processes, in particular those occurring at small
spatial scales and short timescales, can thus be lower than the one of a GCM.
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1.1.1 Uncertainties in decadal climate predictions
Lorenz (1975) has distinguished two kinds of climate predictions. The first one
consists in an initial value problem. The uncertainty in predictions of the first
kind is due to the chaotic nature of the climate, implying that small differences
in the initial conditions can lead to different evolutions of the system (Lorenz ,
1963). In particular, a set of initial conditions based on observations is sub-
ject to uncertainties due to measurement errors. Even if these uncertainties
are initially small, they grow during the model integration. After a certain
time of simulation, which depends on the variable of interest, any solution
of an ensemble initialised with observations cannot be distinguished from the
ones of a randomly initialised ensemble simulation. At this stage, the infor-
mation provided by the observations at the initialisation is lost and the limit
of predictability is reached. Daily weather forecasts or seasonal-to-interannual
climate predictions generally consist in predictions of the first kind (Fig. 1.1).
Lorenz (1975) has identified the predictions of the second kind as a bound-
ary condition problem. These predictions depend on the evolution of the exter-
nal forcings, arising from natural and anthropogenic sources. The uncertainty
in predictions of the second kind is thus inherent to the scenario of future
emissions of greenhouse gases and aerosols that impact the radiative forcing.
This scenario depends on human behaviour and on the decisions of policymak-
ers. Additionally, natural external forcings such as the volcanic activity or
the variations in solar irradiance will also impact the future climate but these
phenomenons are difficult to anticipate. Long-term climate change predictions,
spanning decades to centuries, are referred to as projections (Kirtman et al.,
2013) and consist in predictions of the second kind (Fig. 1.1).
Figure 1.1: A schematic illustrating the progression from an initial-value based pre-
diction at short timescales to the forced boundary-value problem of climate projection
at long timescales. Decadal prediction occupies the middle ground between the two.
Based on Meehl et al. (2009). Reproduction of Box 11.1, Figure 2 of Kirtman et al.
(2013).
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Additionally, both kinds of predictions are subject to uncertainties arising
from the model errors. Indeed, a climate model includes approximations and is
thus unable to simulate perfectly all the processes occurring in the real world.
The mean state and the internal variability (i.e. the natural fluctuations pro-
duced without the intervention of an external source) of the different climate
variables are thus not systematically well represented by a model. Conse-
quently, simulations initialised from the same initial conditions but performed
with different climate models may provide different solutions for the evolution
of the system. Similarly, different models may simulate different responses to
the same radiative forcing.
Regarding their timescales, decadal predictions lie between seasonal-to-
interannual predictions and long-term projections (e.g., Collins and Allen,
2002; Meehl et al., 2009; Hurrell et al., 2010; Latif et al., 2010). Decadal pre-
dictions are thus both an initial-value problem and a boundary-condition one
(Fig. 1.1). While it appears difficult to reduce the uncertainty arising from the
emissions scenarios, performing skillful decadal predictions relies on the ability
of the model to reproduce the observed mean state and internal variability as
well as on a synchronisation between the variability of the prediction and the
one of the observations. Consequently, in a decadal prediction framework, it is
essential to constrain the initial state of the forecast simulation to be as close
as possible to the observed one.
1.1.2 Initialisation through data assimilation
Observations of climate variables are often scattered in space and time, and
thus cannot be used directly to initialise a simulation. In addition, the observed
state is not necessarily compatible with the model physics. Therefore, if raw
observations are used to initialise a prediction, the latter may undergo a tran-
sient phase, generally characterised by a spurious signal, whose duration may
be longer than the forecast period. These two issues can be partially solved
through the use of data assimilation methods which combine the model equa-
tions with the observations to provide an estimate of the state of the system as
accurate as possible, and compatible with both the observations and the model
(Talagrand, 1997). In other words, given an incomplete set of observations and
a climate model, a data assimilation method computes values for each model
variable, at each model grid point, based on the information provided by both
the solutions of the model equations and the available observations (Fig. 1.2).
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(c) Simulation with data assimilation
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Figure 1.2: Example of the impact of assimilating anomalies of surface air temper-
ature with the climate model LOVECLIM (Goosse et al., 2010a). Results show the
monthly mean of January 1980 surface air temperature anomalies. The anomalies
are computed with regard to the period 1961-1990, for (a) the observations (Had-
CRUT3 dataset, Brohan et al., 2006), (b) the mean of an ensemble simulation driven
by the external forcings only and (c) the mean of an ensemble simulation driven by
the external forcings that assimilates anomalies of surface air temperature through a
nudging proposal particle filter (see the text for details).
The data assimilation methods all share a common objective: for a set of n
model variables contained in the vector x ∈ Rn×1, given a set of p observations
contained in the vector yo ∈ R
p×1 and a background knowledge xb ∈ R
n×1 of
the vector x (provided, for instance, by a model integration), the data assimila-
tion aims at finding an optimal analysis xa ∈ R
n×1 for the set of variables in x.
From an algorithmic point of view, in a decadal prediction context, the analysis
is often computed through a sequential approach. It consists in integrating a
model forward in time and, at some specific times, updating the solution of the
model using available observations before continuing the integration (Fig. 1.3).
Data assimilation allows reconstructing the evolution of the system during a
time interval. The state of the system at a given date can then be extracted
from this reconstruction to initialise a prediction simulation. Many data assim-
ilation methods, based on different implementations, can be used to estimate
the state of the system. The most standard ones are summarised below.
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Figure 1.3: Illustration of the basic principles of the data assimilation. The back-
ground vectors xb are shown as the green bullets, the analysis vectors xa are shown
as the blue bullets and the observation vectors y
o
, displayed in the model space for
simplicity, are shown as the orange bullets.
The nudging
The nudging, or Newtonian relaxation, is a very simple and widely used
data assimilation method that consists in adding to the model equations a
term that pulls the solution towards the observations (Kalnay, 2007). The
nudging is generally implemented as follows:
xa = xb +GH
T [yo −Hxb] . (1.1)
H∈ Rp×n is a matrix that projects the variables in the model space onto vari-
ables in the observation space. To be more general, the matrix H should be
replaced by an operator but, here, the assumption of a linear observation op-
erator is made. G∈ Rn×n is a diagonal matrix whose elements determines the
relaxation timescale of the nudging term applied on the model variables corre-
sponding to the observed ones. These relaxation timescales are chosen empir-
ically. One disadvantage of this method is that it introduces ad-hoc terms in
the equations without any physical justification. Therefore, the amplitude of
the elements in G has to be chosen carefully. If this amplitude is too large, the
solution converges quickly towards the observations, preventing an adjustment
through the model dynamics. When used to initialise a prediction simulation,
this technique may trigger an initialisation shock that results in abrupt changes
at the beginning of the simulation. On the contrary, if the amplitude of the
elements in G is too small, the impact on the model solution is weak and
the nudging may be useless. This data assimilation method is rather simple
to implement in climate models and it does not increase the computational
needs. It has often been used to assimilate observations in general circulation
models in order to estimate an initial state for decadal prediction simulations
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(e.g., Keenlyside et al., 2008; Pohlmann et al., 2009; Dunstone and Smith, 2010;
Smith et al., 2010; Kröger et al., 2012; Swingedouw et al., 2012; Matei et al.,
2012a).
The optimal interpolation and the Kalman filtering
While the nudging is based on empirical choices of the magnitudes of the
relaxation coefficients, other data assimilation methods, such as the optimal
interpolation or the Kalman filtering, rely on the solution of an optimisation
problem. Additionally, these methods allow a multivariate data assimilation,
i.e. they provide an update for the whole solution of the model and not only for
the variables corresponding to the observed ones, preserving the co-variability
between the model variables. The optimal interpolation is based on the follow-
ing equation:
xa = xb +K [yo −Hxb] . (1.2)
K∈ Rn×p is the gain matrix, also called weight matrix. The gain matrix K
is chosen to minimise the mean squared analysis error A = E(ǫaǫ
T
a ), where
A∈ Rn×n and ǫa = xa − xt with xt ∈ R
n×1 the (unknown) truth in the model
space. E() refers to the expected value, i.e. the average over an infinite number
of cases. Under the assumptions that the background xb and the observations
yo are unbiased and that their errors are uncorrelated, the optimal matrix K
is
K = BHT (R+HBHT )−1. (1.3)
B = E(ǫbǫ
T
b ) is the error covariance matrix (B ∈ R
n×n) for the background
(ǫb = xb − xt), R = E(ǫoǫ
T
o ) is the error covariance matrix (R ∈ R
p×p) for
the observations (ǫo = yo − yt where yt ∈ R
p×1 is the truth in the observation
space), see for instance Kalnay (2007) for details. The optimal interpolation
does not only provide an optimal estimate of xa but it also produces an error
covariance matrix for the analysis (e.g., Talagrand, 1997; Kalnay, 2007).
In the optimal interpolation approach, the background error covariance ma-
trix B is assumed to be constant in time. The Kalman filter relies on the same
principles as the optimal interpolation, but with one major difference: the back-
ground error covariance matrix, called here the forecast error matrix Pf (t), is
not stationary anymore. The propagation of the error covariance matrix is
achieved thanks to the linear tangent model L, i.e. the Jacobian matrix of the
model operator M (e.g., Kalnay, 2007). The operator Mi−1 allows propagat-
ing the analysis solution xa at time ti−1 to the forecast solution xf at time ti,
xf (ti) = Mi−1[xa(ti−1)]. This apparently small change between the optimal
interpolation and the Kalman filter actually implies the multiplication of very
large matrices and is thus very expensive from a computational point of view.
The ensemble version of the Kalman filter (e.g., Evensen, 2003) allows com-
puting a time evolving forecast error matrix without the use of the linear tan-
gent model. The matrix Pf (t) is here estimated from the solutions provided
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by the N members of an ensemble simulation at time t, as for instance
Pf (t) ≈
1
N − 1
N∑
j=1
(xjf (t)−Xf (t))(x
j
f −Xf (t))
T , (1.4)
where the j index refers to the member j and Xf is the ensemble mean. All the
members of the ensemble assimilate the same observations. Attention has thus
to be paid in order to maintain a sufficiently large variance in the ensemble,
through for instance the addition of a random perturbation to the observations
assimilated in each member.
Data assimilation methods based on the optimal interpolation or on the
Kalman filter have been used in a few decadal prediction simulations per-
formed in the framework of CMIP5 (e.g., GFDL-CM2.1 model, Zhang et al.,
2007). Besides, Massonnet et al. (2013) have used an ensemble Kalman filter
to reconstruct the thickness of the sea ice in the Southern Ocean through the
assimilation of sea ice concentration data in an ocean-sea ice model. Addition-
ally, Massonnet et al. (2014) have assessed the impact of the initialisation of
the hindcasts through the assimilation of sea ice concentration data with the
ensemble Kalman filter in an ocean-sea ice model. According to their results,
this initialisation method could improve the forecast skill of the sea ice in the
Arctic but the benefits for the Antarctic sea ice are negligible.
Variational data assimilation
The optimal analysis field xa can also be found by minimising a cost func-
tion (e.g., Talagrand, 1997; Kalnay, 2007). This is the basic principle of the
variational data assimilation. The variational data assimilation can be time
independent, referred to as the 3D-Var. In this case, the cost function J is
described as
J(x) =
1
2
[
[x− xb]
TB−1[x− xb] + [yo −Hx]
TR−1[yo −Hx]
]
. (1.5)
The vector x that minimises the cost function J provides the analysis vector xa.
While in the optimal interpolation, the control variable for the minimisation
is the gain matrix K, in the variational approach, this control variable is the
vector xa. However, under adequate assumptions, the 3D-Var and the optimal
interpolation are equivalent and provide an identical optimal analysis field xa
(see, e.g., Kalnay, 2007, for details).
The time dependent variational data assimilation, referred to as the 4D-Var,
aims at minimising the following cost function:
J(x(t0)) =
1
2
[x(t0)− xb(t0)]
T
B−10 [x(t0)− xb(t0)]
+
1
2
K∑
m=0
[Hx (tm)− yo(tm)]
T
R(tm)
−1 [Hx(tm)− yo(tm)] .
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4D-Var is thus used to adjust globally a model solution to the observations
distributed within a time interval. In this case, the model is used as a strong
constraint given that the analysis solution has to satisfy the model equations.
It is equivalent to identifying an initial state that would provide a solution,
through the model integration, that best fits the observations. 4D-Var differs
from a sequential approach since it propagates the information from the ob-
servations both forward and backward in time. This method thus requires the
use of the linear tangent model L and its transpose, the adjoint model LT (see,
e.g., Kalnay, 2007).
The variational data assimilation is often used for meteorological applica-
tions. 3D-Var and 4D-Var have been implemented in several weather prediction
systems as, for instance, the one developed at the European Centre for Medium-
Range Weather Forecasts (ECMWF, Bouttier and Rabier , 1997) or the one of
Météo-France (Thépaut et al., 1996). A 3D-Var data assimilation method has
also been used by the National Centers for Environmental Prediction (NCEP)
to perform a reanalysis of the atmosphere, the NCEP ocean reanalysis having
been developed thanks to an optimal interpolation (Saha et al., 2010).
Particle filtering
As the ensemble Kalman filter, the particle filtering (PF) is an ensemble
data assimilation method (e.g., van Leeuwen, 2009). Nevertheless, unlike the
ensemble Kalman filter, the principle of the particle filter does not imply a
modification of the solution provided by each member of the ensemble. The
particle filtering approach rather consists in a resampling of the probability
distribution of the model to improve the agreement between the latter and
the observations. The idea is to approximate the evolution of the probability
distribution of the model states by propagating forward in time an ensemble
of simulations, called particles. The particles differ from each other because
they are initialised from slightly different states. Then, at a time step when
observations are available, the ensemble simulation is stopped and a weight is
attributed to each particle, based on its agreement with the observations. The
ensemble is resampled according to the weights of the particles and is then
again propagated with the model. The entire procedure is repeated until the
end of the period of interest.
In a degenerated form of the particle filtering, as the one used for instance by
Goosse et al. (2010b), the weight corresponds to the Euclidian distance between
the model solution and the observations. The particle with the largest weight
is chosen and duplicated as many times as the total number of particles within
the ensemble, while the other particles are eliminated. The number of particles
is thus maintained constant through the simulation. A small perturbation is
then added to the copied particles in order to generate different solutions for
the following period. The particles are then again propagated forward in time
by the model and the different steps are repeated. This simplified particle filter
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has demonstrated good skill to reconstruct the changes in the atmosphere, the
ocean and the sea ice at high southern latitudes in the past half century (Goosse
et al., 2009a), the warming in the Arctic during the 15th century (Crespin et al.,
2009) as well as the evolution of the climate over the last 600 years (Goosse
et al., 2010b).
Besides, more advanced versions of the particle filtering exist, as for instance
the particle filter with sequential importance resampling (e.g., van Leeuwen,
2009). Dubinkina et al. (2011) have implemented this data assimilation me-
thod in the LOVECLIM climate model (Goosse et al., 2010a). In this approach,
the weight attributed to each particle is computed assuming that the condi-
tional probability of the observations given a model solution p(yo|x
j), called
the likelihood of the particle j, is Gaussian (van Leeuwen, 2009), i.e.
p(yo|x
j) = A exp
{
−
1
2
[
y0 −Hx
j
]T
R−1
[
y0 −Hx
j
]}
, (1.6)
where A is a normalisation factor. The weight wj of the particle j is then
defined as
wj =
p(yo|x
j)∑M
k=1 p(yo|x
k)
. (1.7)
The particles with a large weight are duplicated in proportion to their weight,
while the ones with a small weight are eliminated (Fig. 1.4). As in the degen-
erated form of the particle filter, the total number of particles is maintained
constant and a small perturbation is applied on the duplicated particles before
they are propagated with the model. The particle filter with sequential im-
portance resampling, in combination with the climate model LOVECLIM, has
been applied in various climate studies, such as the investigation of the causes
of the cooling that occurred in the Southern Hemisphere from 10 to 8 ka BP
(Mathiot et al., 2013), the reconstruction of the evolution of the climate during
the mid-Holocene (Mairesse et al., 2013) and the prediction of the Southern
Ocean sea ice (Zunz et al., 2014).
Dubinkina and Goosse (2013) have implemented in LOVECLIM a combina-
tion of a particle filter with sequential importance resampling and a nudging,
referred to as the nudging proposal particle filter (NPPF). Through this ap-
proach, each particle is nudged towards the observations during the model
integration. The amplitude of the nudging that has been applied on each par-
ticle is taken into account in the computation of the weight. This method has
been used in Goosse and Zunz (2014) to study the decadal trends in Antarctic
sea ice as well as in Zunz et al. (2014) and Zunz and Goosse (2014) to analyse
the predictability of the sea ice in the Southern Ocean.
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Figure 1.4: The particle filter with sequential importance resampling. The curved
lines show the trajectories followed by the particles and the size of the bullets corre-
spond to the weight of each particle. Figure adapted from van Leeuwen (2009).
Assimilated field
The choice of the fields to be assimilated is obviously based on the availabil-
ity and on the reliability of the observations, but the geographic areas and the
timescales of interest have to be taken into account as well. In particular, in a
decadal prediction framework, the initialisation of slowly varying components,
as for instance the ocean, can increase the predictive skill of a climate model
(e.g., Dunstone and Smith, 2010). This initialisation of the ocean state can be
reached directly through the assimilation of the corresponding variables, but
subsurface data are sparse in space and time. However, the initialisation can
be indirect, through for instance the assimilation of surface variables, assuming
a propagation of the information from the surface to the interior ocean.
Systematic biases present in climate models generally result in a model
climatology that does not fit the observed one. These biases thus raise the is-
sue whether anomaly or full-field variables should be assimilated (e.g., Murphy
et al., 2010; Smith et al., 2013a; Magnusson et al., 2013a,b). Full-field data
assimilation can reduce the model biases by constraining the model solution
to get closer to the observations. Nevertheless, when a simulation is initialised
through full-field data assimilation, if the solution starts with a mean state that
differs from the model climatology, it will likely drift towards this latter once
the constraints from observations are removed. Anomalies are constructed by
subtracting from the observations their climatological mean. The model clima-
tology is then added to these observation anomalies before they are assimilated
by the model. Assimilating anomalies thus allows preserving the model mean
state and can prevent a model drift when used to initialise predictions. Never-
theless, there can remain inconsistencies between the structure of the anomalies
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and the model dynamics that could still give rise to an initialisation shock (e.g.,
Magnusson et al., 2013b). The relative merits of full-field or anomaly data as-
similation have been discussed in Magnusson et al. (2013a), Magnusson et al.
(2013b) and Smith et al. (2013a). The benefits of each method depend on the
area and on the timescale considered as well as on the model used to perform
the hindcasts. Magnusson et al. (2013b) and Smith et al. (2013a) have shown
that the variability in the El Niño-Southern Oscillation and its related tele-
connections are better reproduced in simulations initialised with full-field data.
At seasonal timescales, according to Smith et al. (2013a), the temperature and
precipitation in simulations initialised with full-field data are generally better
simulated than in the case where anomalies are used for the initialisation. At
multi-year timescales, these two methods do not lead to significant differences
in the predictive skill, except if the ensemble size is small (. 20 members),
in which case the anomaly initialisation could improve the simulation results
(Smith et al., 2013a).
1.1.3 Assessment of the prediction system skill
To justify the interest of any prediction system, its skill has first to be mea-
sured. This requires performing hindcast simulations, also called retrospective
forecasts. A hindcast is a simulation carried out in the same conditions as
if it was a forecast, except that it spans a past period of time. For decadal
predictions, the hindcast consists of an ensemble of simulations. The analysis
of the hindcast results generally focuses on two criteria: (1) the agreement
between the different members of the ensemble simulation, referred to as the
predictability in Kirtman et al. (2013), and (2) the agreement between the en-
semble mean and the observations, referred to as the forecast quality or forecast
skill in Kirtman et al. (2013).
The predictability allows assessing how fast small errors on the knowledge
of the initial conditions grow. If states which are initially close to each other
scatter rapidly, traducing a rapid loss of the information provided at the ini-
tialisation, the predictability is weak and vice versa. The predictability is a
property of the prediction system itself and depends on both the perturbation
applied to generate the ensemble and the way the model dynamics propagates
this perturbation forward in time. The forecast quality, in turn, depends on the
ability of the climate model to reproduce the observed evolution of the system.
The metrics used to assess the predictability and the forecast quality vary
from one study to the other. However, they rely on common principles that
are introduced in the following paragraphs.
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Potential predictability
The potential predictability can arise from the externally or internally gen-
erated variability (e.g., Griffies and Bryan, 1997; Phelps et al., 2004; Pohlmann
et al., 2004; Latif et al., 2010; Kirtman et al., 2013). Indeed, if the external
forcing and the response of the system to this forcing are known, the potential
predictability may increase. However, predictable components of the inter-
nal variability can also lead to higher potential predictability of the variables
characterising this component.
In many studies (e.g., Griffies and Bryan, 1997; Pohlmann et al., 2004;
Koenigk and Mikolajewicz , 2009; Döscher et al., 2010; Msadek et al., 2010;
Holland et al., 2013; Germe et al., 2014; Zunz et al., 2014), the potential pre-
dictability is estimated on the basis of the variance of the ensemble (i.e. the
mean of the squared distance between the ensemble members and the ensemble
mean) normalised by a variance of reference, generally the climatological vari-
ance. This approach has been formalised in the concept of prognostic potential
predictability (PPP), introduced by Phelps et al. (2004) and Pohlmann et al.
(2004):
PPP(t) = 1−
1
N
∑N
i=1
1
M−1
∑M
j=1 [xij(t)−Xi(t)]
2
σ2clim
, (1.8)
where i is the ensemble index (N ensembles initialised at different times), j is
the member index within one ensemble (M members in each ensemble), xij is
the variable x in the hindcast member j of the ensemble i, Xi is the ensemble
mean of the ith ensemble. σ2clim is the climatological variance, generally com-
puted from a reference simulation. A value of the PPP close to 1 (0) means a
high (low) potential predictability. Note that his approach does not distinguish
the predictability that can be accounted for by the external forcing and the one
arising from the internal variability. Boer (2011) and Boer et al. (2013), for
instance, propose a method to disentangle the contribution of the internal and
external components to the total potential predictability (not discussed here).
Using the ensemble variance to estimate the potential predictability assumes
that the ensemble spread is representative of the range of possible solutions.
However, this is not systematically the case given that the ensemble can be too
strongly (weakly) scattered, leading to an underestimate (overestimate) of the
potential predictability. For instance, this could be due to an inadequate sam-
ple of initial states or a wrong amplification of the initial errors by the model.
The ensemble spread is considered to appropriately express the forecast un-
certainty if the ensemble probability distribution is consistent with the one of
the observations (e.g., Wilks, 2006; Goddard et al., 2012; Corti et al., 2012).
This consistency between the ensemble and observations probability distribu-
tion can be assessed through different methods, as for instance the reliability
diagram, the rank histogram (also called Talagrand diagram), the Brier score
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or the (continuous) ranked probability score, that are detailed in Talagrand
and Vautard (1997), Wilks (2006) and Goddard et al. (2012).
Forecast quality
The potential predictability introduced above corresponds to an upper limit
of predictability in the analysed model and does not consider the agreement
between the hindcast results and the corresponding observations, i.e. the fore-
cast quality. Assessing the forecast quality is generally achieved through the
computation of the skill scores based on the mean squared error (MSE) or
the anomaly correlation coefficient (e.g., Pohlmann et al., 2009; Matei et al.,
2012b,a; Kröger et al., 2012; Goddard et al., 2012; Pohlmann et al., 2013) be-
tween the hindcast ensemble mean and the observations.
MSE(t) =
1
N
N∑
i=1
(Xi(t)− oi(t))
2
, (1.9)
where Xi is the ensemble mean of the i
th ensemble, oi is the observations
spanning the same time period as Xi and N is the total number of ensembles.
The mean squared skill score (MSSS) compares the MSE computed for the
initialised hindcast (MSEhindcast) with the MSE of a reference forecast such as
the climatological mean (MSEclim) or an uninitialised simulation,
MSSS(t) = 1−
MSEhindcast(t)
MSEclim(t)
. (1.10)
In the case where Xi and oi in Eq. 1.9 are anomalies computed with regard to
the climatology of the model and of the observations, respectively, the forecast
based on the model climatology corresponds to a zero anomaly and Eq. 1.10
can be expanded (e.g., Murphy, 1988; Wilks, 2006) as
MSSS(t) = r2 −
[
r −
sX
so
]2
, (1.11)
where s2X =
1
N
∑N
i=1(Xi)
2, s2o =
1
N
∑N
i=1(oi)
2 and r is the anomaly correlation
coefficient (ACC), defined as
r(t) =
∑N
i=1 [Xi(t)oi(t)]√∑N
i=1 [Xi(t)]
2∑N
i=1 [oi(t)]
2
. (1.12)
The MSSS thus combines the square of the ACC (first term in the right hand
side of Eq. 1.11 and, in the second term in the right hand side of Eq. 1.11,
what is called the conditional bias of the forecast (e.g., Murphy, 1988; Wilks,
2006). The ACC measures the relative association between the hindcasts and
the observations but is independent of the magnitude of the changes. As a
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consequence, the ACC will likely reach high values in the presence of a trend
in both the hindcasts and the observations. The conditional prediction bias, in
turn, takes into account the relative amplitude of the time series and is thus
sensitive to outliers.
1.1.4 Skill of current decadal prediction systems
The assessment of the skill of decadal predictions and its dependance on the ex-
perimental setup have been the subject of many recent studies (e.g., Fyfe et al.,
2011; Matei et al., 2012a; Kröger et al., 2012; Kim et al., 2012; Smith et al.,
2013b). The CMIP5 coordinated framework (Taylor et al., 2011) has much
facilitated the comparison between the results provided by different general
circulation models. Currently, the research often focus on the North Atlantic
oceanic circulation and the surrounding areas as well as on the Arctic. This
is motivated by the high potential predictability reached in these regions at
decadal timescales (Pohlmann et al., 2004; Koenigk and Mikolajewicz , 2009).
Several studies using different models (e.g., Keenlyside et al., 2008; Pohlmann
et al., 2009;Matei et al., 2012b; Swingedouw et al., 2012; Pohlmann et al., 2013)
have demonstrated that skillful decadal predictions of surface temperature over
large parts of the North Atlantic, Europe, North America and northern Africa
as well as of the meridional overturning circulation in the North Atlantic could
be expected if the predictions are adequately initialised.
The potential predictability of the Arctic sea ice extent is generally higher
in winter than in summer and is higher in the Atlantic sector than in the Pacific
sector of the Arctic (e.g., Koenigk and Mikolajewicz , 2009; Germe et al., 2014).
While the quality of the predictions of the sea ice volume and extent over the
whole Arctic seems to be mainly driven by the external forcing, the initialisation
with observations can regionally improve these predictions up to 6 years in
advance (Germe et al., 2014). Besides, according to Tietsche et al. (2013), the
magnitude of strong negative sea ice anomalies are difficult to predict and the
initialisation with observations does not clearly improve these predictions.
High potential predictability has also been pointed out in other areas, in
particular in the Southern Ocean (e.g., Pohlmann et al., 2004; Boer and Lam-
bert, 2008). However, the skill of decadal predictions around Antarctica has
been poorly studied so far (e.g., Holland et al., 2013; Zunz et al., 2014; Zunz
and Goosse, 2014) and is the object of the present thesis.
1.2 Antarctic sea ice
The main concepts relative to decadal predictions have been presented in the
previous section. The present section aims at giving an overview on what is
known about sea ice in the Southern Ocean: its general characteristics (Sect.
1.2.1), the main processes ruling its dynamics (Sect. 1.2.2) and its evolution
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as deduced from models and observations (Sect. 1.2.3). Through the present
thesis, unless specified, summer and winter refer to the austral seasons, and
we consider that austral summer (winter) spans January, February and March
(July, August and September).
1.2.1 How does it look like?
The Southern Ocean is a circumpolar ocean that connects together the At-
lantic, Indian and Pacific Oceans. It is usually divided into five sectors: the
Weddell Sea, the Indian Ocean, the Western Pacific Ocean, the Ross Sea and
the Bellingshausen and Amundsen Seas (Fig. 1.5). At high southern latitudes,
this ocean is covered by a blanket of sea ice (Fig. 1.6). The sea ice consists
of frozen seawater that forms when the ocean surface temperature reaches the
freezing point (∼ -1.9 ◦C). Among other properties, it is characterised by a high
albedo (e.g., Brandt et al., 2005) that prevents a large part of the incoming solar
radiation to penetrate into the ocean. Thanks to its low thermal conductivity
(e.g., Pringle et al., 2007), the sea ice efficiently insulates the ocean from the
atmosphere.
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Figure 1.5: Sectors of the Southern Ocean generally used in sea ice analyses.
On average between 1979 and 2010, the sea ice around Antarctica ranges
from a minimum extent of 3.1×106 km2 in February and a maximum extent of
18.5×106 km2 in September (Parkinson and Cavalieri, 2012). The fraction of
the Southern Hemisphere covered by sea ice thus oscillates between ∼1% and
∼7%. The sea ice cover is not uniform as it is made up of different categories
of ice, of varying thickness and composition. Ice-free areas, such as leads1 and
polynyas2, are also present within the ice pack. Given that most of the sea
ice in the Southern Ocean disappears during the melting season, only a small
1Lead: narrow, roughly linear crack in the sea ice resulting from the divergence or the
shear of ice velocity field.
2Polynya: area of persistent open water within the sea ice pack.
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fraction of the sea ice persists during more than one year. This results in
relatively thin sea ice, mostly less than one meter thick (Worby et al., 2008).
The thicker sea ice is found in the western Weddell Sea, around 45◦W (Worby
et al., 2008), where a part of the sea ice survives to the melting season (Fig.
1.6).
Figure 1.6: Antarctic sea ice concentration derived from the Nimbus-7 SMMR and
DMSP SSM/I-SSMIS satellite observations (Comiso, 1999, updated daily), on average
over the period 1979-2012.
1.2.2 How does it interact with the climate system?
Albeit the relatively small dimensions of the sea ice cover in the Southern
Ocean, it strongly affects the Antarctic ecosystem and the evolution of the
climate, at both local and global scales. Examples of interaction between the
sea ice and the other climate components are presented below.
Thermodynamic feedbacks
The sea ice is involved in several feedback processes that rely on the ther-
modynamic properties of the sea ice (e.g., Ebert and Curry, 1993; Bitz and Roe,
2004; Flanner et al., 2011). These feedbacks do not only impact the sea ice
itself but also play an important role in the energy balance of the atmosphere
above and of the ocean below the sea ice. One of the most important feedbacks
implying sea ice is the ice albedo feedback. This positive retroaction loop is
associated to the high albedo of sea ice. When sea ice melts, a larger fraction
of the incoming solar radiation is absorbed by the ocean that warms up, en-
hancing the melting of sea ice. This positive feedback is particularly intense
during the melting season, i.e. when the incoming solar radiation is strong.
However, because sea ice in the Southern Ocean is farther from the South Pole
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than is the Arctic sea ice from the North Pole, it receives less incoming solar
radiation in austral summer compared to the one received by the Arctic sea ice
in the boreal summer, resulting in a weaker impact of the ice albedo feedback
on the Antarctic sea ice than on its Arctic counterpart (Turner and Overland,
2009). Sea ice is also involved in negative feedback processes that prevent a
variation in sea ice to be amplified. For instance, the ice thickness growth
feedback occurs during the growing season because of the dependency of the
insulation capacity of the sea ice on its thickness. Where sea ice is thin, more
heat can escape from the ocean surface and sea ice grows faster.
Ocean stratification and circulation
When sea ice is formed, it rejects brine into the ocean. On the contrary,
the melting of sea ice results in a freshwater input at the ocean surface. As a
consequence, the melting and the formation of sea ice strongly affects the ocean
stratification. In particular, in parts of the continental shelves where strong
sea ice formation occurs, salty water sinks along the continental slope and gives
birth to the Antarctic Bottom Water (AABW, e.g., Gordon et al., 1991). The
latter lies at the bottom of the World Ocean and is an important contributor to
the global ocean circulation. The Southern Ocean being overall weakly strat-
ified, especially the Weddell Sea (e.g., Martinson et al., 1981), it is strongly
sensitive to changes in density of its different layers, associated to variations in
temperature and salinity (e.g., Gordon et al., 1991). Consequently, the modi-
fication of the ocean stratification arising from sea ice formation and melting
is involved in different feedback processes (e.g., Martinson, 1990; Zhang, 2007;
Goosse and Zunz , 2014). For instance, sea ice formation induces a weaker strat-
ification of the water column, allowing warm water from the interior ocean to
be entrained in the surface layer through convection, and then limiting the sea
ice growth (and vice-versa, Martinson, 1990). This retroaction loop thus sta-
bilises the evolution of sea ice. The formation and melting cycle of sea ice and
the resulting changes in ocean stratification can also induce positive feedbacks,
as discussed for instance in Zhang (2007) and Goosse and Zunz (2014), that
potentially contributes to the observed changes in sea ice extent over the last
decades (see Sect. 1.2.3).
Internal modes of variability
The atmospheric variability in the Southern Hemisphere is dominated by
the Southern Annular Mode (SAM, e.g., Thompson and Wallace, 2000), also
known as the Antarctic oscillation. The SAM emerges as the leading Empirical
Orthogonal Function (EOF) in many atmospheric fields, including surface pres-
sure, geopotential height and zonal wind (see Thompson and Wallace, 2000,
and references therein). EOF analysis, also known as Principal Component
Analysis (PCA), provides a decomposition of the total variance of a climate
variable into independent modes, or patterns, of variability. The fraction of
the total variability explained by each EOF mode is the highest for the first
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mode and decreases with the following modes. The SAM is characterised by a
zonally symmetric structure that involves exchanges of mass between the mid-
and high latitudes. The difference between zonal mean pressure at low and
high southern latitudes is commonly used as an index to quantify the strength
of the SAM (e.g., Gong and Wang, 1999). Alternatively, the time series of the
principal component associated to the first EOF mode is also often employed as
a SAM index (e.g., Thompson and Wallace, 2000; Lefebvre and Goosse, 2008a).
A positive phase of the SAM consists of low pressure over the continent,
high pressure in the extra-tropics and stronger circumpolar westerly winds (and
vice-versa). During a positive phase of the SAM, the westerly winds encircling
Antarctica isolates the latter from warmer area. The subsequent cooling could
lead to an increase in sea ice formation. Additionally, the westerly winds result
in a northward Ekman current in the ocean surface that pushes sea ice away
from the continent, as well as an upwelling due to the Ekman pumping in the
ocean at high latitudes. The northward drift of sea ice could also contribute to
an expansion of the ice cover (e.g., Hall and Visbeck, 2002). A link between the
variations in sea ice around Antarctica and the SAM has been confirmed on
the basis of observations as well as through model studies (e.g., Lefebvre et al.,
2004; Lefebvre and Goosse, 2005; Holland and Raphael, 2006; Stammerjohn
et al., 2008; Goosse et al., 2009a). Non-annular components of the SAM likely
contribute to the regional pattern of the sea ice concentration. Indeed, when
the SAM index is high, the pressure pattern in the Southern Ocean area is not
perfectly annular and results in southward surface wind stress in the Weddell,
Bellingshausen and Amundsen Seas, while the surface wind stress is directed
northward in the Ross Sea. This induces an increase in sea ice in the Ross Sea
and a decrease in the Weddell Sea associated to high SAM index (e.g., Lefebvre
et al., 2004; Lefebvre and Goosse, 2005).
Additionally, studies have highlighted teleconnections between the high lat-
itudes variability in the Southern Ocean and the variability occurring in remote
areas, in particular the El Niño-Southern Oscillation (ENSO) (e.g., Yuan and
Martinson, 2001; Liu et al., 2002; Yuan, 2004; Holland and Raphael, 2006;
Stammerjohn et al., 2008). The mechanisms linking ENSO to the variations in
sea ice concentration imply a mode of variability called the Antarctic Dipole
(ADP), occurring at high southern latitudes. The ADP consists of a quasi-
stationary wave characterised by opposite signals between the Pacific and At-
lantic sectors of the Southern Ocean (e.g., Yuan and Martinson, 2001). This
dipole is essentially present in the surface temperature and sea ice fields. Dur-
ing warm ENSO events, the surface temperature in the Pacific sector of the
Southern Ocean generally increases, while the surface temperature decreases in
the Atlantic sector. Warm ENSO events are thus associated with a growth of
sea ice in the Atlantic sector of the Southern Ocean and a melting of sea ice in
the Pacific sector. The opposite behaviour emerges during cold ENSO events.
20 Introduction
1.2.3 How has it evolved over past decades?
The Southern Ocean is an isolated and harsh area. Observations in this re-
gion are thus relatively sparse before the satellite era. Thanks to satellite
passive-microwave observations, records of the sea ice in the Southern Hemi-
sphere are available from December 1972 (e.g., Comiso, 1999, updated daily;
Cavalieri et al., 2003; Parkinson and Cavalieri, 2012). However, data derived
from satellite observations prior to October 1978 are generally excluded from
sea ice analyses because of the lack of intercalibration with more recent data.
Prior to the 1970’s, a few data exist that could extent the length of the pe-
riod covered by observations. For instance, Meier et al. (2013) have initiated
a work to process data from satellites operating in the late 1960’s and early
1970’s. Their results indicate that the 1964 sea ice extent was higher than the
1979-present estimates. Ice core and whaling records are also used to estimate
indirectly the state of the sea ice before the 1970’s (e.g., de la Mare, 1997;
Curran et al., 2003; de la Mare, 2009). These measurements are in agreement
with the study of Meier et al. (2013) and suggest that the slight increase in sea
ice extent characterising the last three decades (see below) might follow a large
melting that may have happened before the late 1970’s. However, these indi-
rect observations provide limited spatial and temporal information and have
to be interpreted cautiously. The presumed sea ice decline between 1950 and
the late 1970’s is consistent with the observations of atmospheric variables at
high southern latitudes which indicate that the 1950-1978 period was warmer
and characterised by weaker westerlies and higher sea level pressure than the
1979-2011 period (Fan et al., 2014). Data set for the ice thickness or for its
snow cover are even more limited in their spatial and temporal coverage than
sea ice concentration data (e.g., Giles et al., 2008).
Between November 1978 and December 2012, the sea ice extent (SIE) in the
Southern Ocean has increased at a rate of 0.13 to 0.2 million km2 per decade
(Kirtman et al., 2013). Over this period, the trends in annual mean sea ice
concentration are characterised by a regional pattern, displaying a decrease in
the Bellingshausen and Amundsen Seas associated to a warming of the Antarc-
tic Peninsula (e.g., Vaughan et al., 2003), and an increase elsewhere, which is
particularly strong in the Ross Sea (Fig. 1.7). The behaviour of the sea ice in
the Southern Hemisphere thus clearly contrasts with the one in the Arctic that
decreases in response to the global warming (e.g., Turner and Overland, 2009).
Different processes have been pointed out as possible causes for this observed
evolution of the sea ice in the Southern Ocean. These are summarised below.
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Figure 1.7: 1979-2012 trends in annual mean sea ice concentration in the South-
ern Ocean, from data derived from the Nimbus-7 SMMR and DMSP SSM/I-SSMIS
satellite observations (Comiso, 1999, updated daily).
The recent trend in SIE and the atmospheric circulation
Recent decades are characterised by a positive phase of the SAM that
strengthens with time (e.g., Thompson and Solomon, 2002; Marshall, 2003).
This increase likely occurs in response to the emissions of greenhouse gases cou-
pled with the stratospheric ozone depletion, although the internal variability
of the climate system might also be involved (e.g., Fyfe et al., 1999; Kushner
et al., 2001; Turner et al., 2009; Thompson et al., 2011; Swart and Fyfe, 2012).
Albeit the links between the variability in sea ice and the atmospheric modes
of variability (See Sect. 1.2.2), the relation between the trend in the SAM
and the trends in the observed sea ice extent has not been confirmed (e.g.,
Liu et al., 2004; Lefebvre et al., 2004; Lefebvre and Goosse, 2005; Stammerjohn
et al., 2008; Lefebvre and Goosse, 2008a; Simpkins et al., 2012). Besides, the
hypothesis that the observed recent increase in sea ice extent could be linked to
the stratospheric ozone depletion is not in agreement with recent studies (e.g.,
Sigmond and Fyfe, 2010; Bitz and Polvani, 2012; Smith et al., 2012; Sigmond
and Fyfe, 2013). The changes in the sea ice cover over the last 30 years thus do
not seem to be strongly influenced by one single large-scale process. However,
the regional distribution of the trends in sea ice concentration could still arise
from atmospheric patterns that are not systematically related to a known mode
of internal variability and that act at regional scale (e.g., Lefebvre and Goosse,
2008a; Holland and Kwok, 2012).
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The recent trend in SIE and the freshening of the ocean surface
In parallel to the increase in sea ice extent, the last decades are also char-
acterised by a freshening of the surface of the Southern Ocean (e.g., Jacobs
et al., 2002). Such a freshening generally leads to a stabilisation of the water
column that results in a reduced vertical mixing in the ocean. Consequently,
the heat contained by the ocean is trapped in the intermediate layer, the sur-
face cools down and the observed freshening could thus also be responsible for
the observed increase in sea ice extent. This freshening has been attributed to
different causes.
First, Liu and Curry (2010) have pointed out a link between the increase in
sea ice extent and the enhanced hydrological cycle associated to the large-scale
warming. This enhanced hydrological cycle results in a net freshwater loss at
low southern latitudes and a net freshwater gain at high southern latitudes
(e.g., Fyfe et al., 2012). In addition, given that precipitation at high latitudes
is mainly in the form of snow, it increases the ice albedo and, according to Liu
and Curry (2010), it stimulates the growth of sea ice through the ice albedo
feedback. Besides, the young and thin sea ice that constitutes most of the
ice cover in the Southern Ocean is subject to the formation of snow ice, in
response to the higher snow load, that directly contributes to an increase in
the sea ice thickness. The thickening of the sea ice strengthen the thermal
insulation between the ocean and the atmosphere, resulting in a weakening of
the basal growth of sea ice. However, the increase in sea ice volume due to the
formation of snow ice may compensate for or even outstrip the reduced basal
sea ice growth (e.g., Fichefet and Maqueda, 1999; Lecomte et al., 2013), leading
to a stable or growing sea ice volume in response to enhanced snowfalls.
Second, the melting of the Antarctic ice sheet and icebergs also contributes
to the freshwater budget of the Southern Ocean surface (e.g., Silva et al., 2006;
Rignot et al., 2008; Velicogna, 2009; Pritchard et al., 2012; Shepherd et al.,
2012). The model results of Bintanja et al. (2013) seems to confirm a link
between the increase in sea ice extent and the Antarctic ice sheet retreat. On
the contrary, Swart and Fyfe (2013) have suggested that including a freshwater
flux compatible with the Antarctic ice sheet mass imbalance has little impact
on the simulated sea ice.
Third, feedbacks associated to the growth and melting cycle of the sea ice
could also result in a net freshening of the ocean surface (e.g., Zhang, 2007;
Goosse and Zunz , 2014). For instance, in their model study, Goosse and Zunz
(2014) have shown that, while the brine rejected during ice growth is exported
in the intermediate layers thanks to the strong vertical mixing occurring in
winter, the freshwater provided by the melting of sea ice during summer is
included at the ocean surface only. This induces a net downward transport of
salt and a freshening of the surface on an annual average because of the ice
formation, leading to a positive feedback.
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The recent trend in SIE and the internal variability
Several studies have discussed the link between the observed increase in
sea ice extent and the internal variability of the climate system (e.g., Turner
et al., 2013; Polvani and Smith, 2013; Mahlstein et al., 2013; Zunz et al., 2013;
Swart and Fyfe, 2013). For instance, the magnitude of the multi-decadal trends
in observed sea ice extent and sea ice concentration is influenced by decadal
variability and is thus sensitive to the time period chosen for the analysis (e.g.,
Simpkins et al., 2013). In addition, as mentioned at the beginning of Sect.
1.2.3, the few observations before the 1970’s indicate that, at the end of the
1960’s, the sea ice extent in the Southern Ocean was likely larger than the
1979-2010 average (e.g. de la Mare, 1997, 2009;Meier et al., 2013). The period
spanning the last 30 years could have thus been preceded by a large melting of
the sea ice, consistent with the behaviour of atmospheric variables, as pointed
out in several model and observation based studies (e.g., Fichefet et al., 2003;
Curran et al., 2003; Cavalieri et al., 2003; Cotté and Guinet, 2007; Goosse
et al., 2009a; Fan et al., 2014), suggesting a large interdecadal variability of the
Antarctic sea ice.
Due to the limited time period over which observations are available, the
internal variability of the sea ice at multi-decadal time scales has to be analysed
through a model approach. Although the amplitude of the observed trend in
sea ice extent during the last 30 years lies within the range of the internal
variability simulated by current general circulation models, it is a rather rare
event among the simulations performed with these models over the period 1979-
2005 (e.g., Turner et al., 2013; Polvani and Smith, 2013;Mahlstein et al., 2013;
Zunz et al., 2013; Swart and Fyfe, 2013). The link between the recent trend in
sea ice extent and the internal variability is thus plausible according to a model
analysis, but current GCMs generally simulate an interannual variability of the
sea ice extent that is not in agreement with the observed one (Turner et al.,
2013; Zunz et al., 2013).
1.3 Contribution of the thesis
The first two sections of the present Introduction have allowed identifying two
weakly understood aspects of the climate system: (1) the recent variability
(Sect. 1.2) and (2) the predictability (Sect. 1.1) of the Antarctic sea ice at
decadal timescales. These have defined the direction of the research carried
out during this thesis. The results of this work, presented in details in the
following chapters, have shed some light on these issues and are summarised
below.
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1.3.1 Variability of the Antarctic sea ice in GCMs (Chapter
2, p. 33)
As mentioned in Sect. 1.2.3, reliable observations of the whole sea ice cover in
the Southern Ocean are available from the late 1970’s and indicate an increase
in sea ice extent between November 1978 and December 2012 (Kirtman et al.,
2013). Possible causes for this positive trend have been presented in Sect.
1.2.3, but the respective contributions of the proposed mechanisms are still
debated (Kirtman et al., 2013). Given the short time period spanned by the
observations, the results provided by climate models are particularly useful to
investigate the relevancy of the hypotheses proposed to account for the recent
expansion of the sea ice.
In Chapter 2, the accent is put on the internal variability of sea ice. Two
main questions have been addressed. (1) Is the observed positive trend in
sea ice extent compatible with a combination of the forced response and the
internal variability of the climate system as simulated by current general circu-
lation models? (2) How does the initialisation with observations improve the
simulated trend?
The sea ice concentration simulated by 24 general circulation models have
been collected from the CMIP5 database. Historical simulations of all of these
24 models have been analysed. Each historical simulation consists of an en-
semble whose size varies from one model to the other and generally spans the
period 1850-2005. No observation is taken into account at the initialisation,
but these simulations are driven by anthropogenic and natural external forc-
ings. On average over all the historical simulations, the seasonal cycle of the sea
ice concentration and extent over the period 1979-2005 are in good agreement
with the observations. However, the models considered individually provide
a large range of solutions (Fig. 1.8a). The timing as well as the amplitude
of the extrema of the seasonal cycle of the sea ice extent vary much between
the models and barely fit the observations. The monthly standard deviation
of the sea ice extent also differs strongly from one model to the other and is
generally larger in winter than in summer (Fig. 1.8b). During winter months,
all of the 24 GCMs analysed here display a standard deviation larger than the
observations. This strong and robust bias thus raises the question of whether
current GCMs can be reasonably used to investigate the internal variability of
the sea ice in the Southern Ocean.
The trends in sea ice extent between 1979 and 2005, computed from the
results of these historical simulations, display a large range. Furthermore, these
trends may strongly differ between the members of the same model ensemble.
Considering all the members of the 24 model ensembles, 14% (12%) of the
trends in summer (winter) sea ice extent are positive. This points out the
rarity of the positive trend in sea ice extent, such as the observed one, among
the CMIP5 ensemble. Anyway, the magnitude of the observed trend ranges
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Figure 1.8: (a) Monthly mean of the Antarctic sea ice extent, computed over the
period 1979-2005. (b) Standard deviation of the detrended Antarctic sea ice extent,
computed over the period 1979-2005 for each month of the year. Black bold line refers
to observations (Cavalieri and Parkinson, 2008). Blue lines refer to CMIP5 models.
Purple line corresponds to the LOVECLIM model whose results are discussed in
Chapters 3 and 4. Figure adapted from Zunz et al. (2013).
among the values of the trends provided by the individual members of the
analysed simulations. It can thus be concluded that the observed trend in
sea ice extent is compatible with the internal variability of general circulation
models. However, this finding must be considered cautiously given the strong
bias in the internal variability of the simulated sea ice extent.
The decadal simulations of 10 CMIP5 models, spanning the period 1980-
2009, have also been analysed. Contrarily to the historical simulations, the
initialisation of the decadal simulations takes into account the observations
through a data assimilation procedure (generally based on a nudging). Ac-
cording to our analysis, this initialisation with observations does not clearly
improve the simulated trends in Antarctic sea ice extent. In some cases, it can
even introduce spurious trends at the beginning of the simulation that obscure
the longer-term trend. This lack of improvement might be due to the fact that
sea ice and atmospheric data are barely taken into account in the initialisa-
tion procedure of CMIP5 models. Initialising sea ice and atmospheric variables
might improve the simulated sea ice as the atmospheric variability potentially
drives the evolution of the latter, as suggested by the reconstructions of the
Antarctic sea ice cover obtained with global ice ocean models driven by at-
mospheric reanalyses (e.g., Fichefet et al., 2003; Zhang, 2014). The lack of
improvement of the simulated trends in decadal CMIP5 simulations might also
be accounted for by the rather simple data assimilation methods implemented
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in these models and the effect of more sophisticated data assimilation needs to
be investigated. This encouraged us to orientate the next steps of this research
towards systematic tests of varying initialisation procedures, based on different
data assimilation methods. The results of this work are presented in Chapter
3 and summarised in the following section.
1.3.2 Impact of the initialisation on the Antarctic sea ice
predictability (Chapter 3, p. 61)
Having pointed out the systematic biases in the mean state and internal vari-
ability of the Antarctic sea ice simulated by current GCMs, it appeared relevant
to first test the impact of different initialisation strategies in a perfect model
framework. This approach consists in using a reference simulation performed
with the model as pseudo-observations, instead of actual observations. This
allows getting rid of the model biases given that the model and the pseudo-
observations have, by construction, identical climatological mean and variance.
Furthermore, it allows performing tests over several time periods, the availabil-
ity in space and time of the pseudo-observations being unlimited.
Systematic tests require performing a large amount of simulations that can-
not be afforded with a GCM. In that context, working with an Earth system
model of intermediate complexity, whose computational cost is lower than a
GCM, appears to be useful. Our choice turned to the model LOVECLIM
(Goosse et al., 2010a). Its sea ice extent mean state and variability ranging
well among the ones of the CMIP5 GCMs (Fig. 1.8), LOVECLIM constitutes
an adequate tool to study the impact of the initialisation on the simulated sea
ice in the Southern Ocean.
LOVECLIM is made up of 5 interactive components (see Fig. 1 in Goosse
et al. (2010a)). In the present study, only the atmospheric (ECBilt, Opsteegh
et al., 1998), the oceanic-sea ice (CLIO, Goosse and Fichefet, 1999) and the
vegetation (VECODE, Brovkin et al., 2002) components are activated. The
two other components (the ice sheet model AGISM (Huybrechts, 2002) and the
ocean carbon cycle model LOCH (Mouchet and François, 1996)) evolve too
slowly to have a significant impact on multi-decadal timescales and are thus
deactivated. ECBilt is a T21 (corresponding to a horizontal resolution of ∼
5.6◦× 5.6 ◦) three-level quasi-geostrophic model. CLIO is an ocean general
circulation model coupled to a comprehensive thermodynamic-dynamic sea ice
model with a horizontal resolution of 3◦× 3◦ and 20 unequally spaced vertical
levels in the ocean. VECODE simulates the evolution of the fraction of trees,
grass and desert at the same horizontal resolution as ECBilt.
The coarse resolution of LOVECLIM and its lower level of complexity com-
pared to GCMs offer a considerable advantage in terms of computational cost,
but these have the drawback of misrepresenting some important processes. For
instance, the atmospheric component of LOVECLIM has only three vertical
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levels, the upper one is at 200 hPa and the changes in the vertical profiles
of temperature and humidity are rather crudely represented (Goosse et al.,
2010a). While LOVECLIM reproduces reasonably well the spatial distribution
of the observed surface temperature, it overestimates the surface temperature
in the tropics (Goosse et al., 2010a). Overall, LOVECLIM does not simulate
correctly the atmospheric circulation in the tropics and strongly underestimates
the variance of El Niño-Southern Oscillation (Sriver et al., 2014), one of the
dominant mode of variability in this area that likely impacts the variability at
high southern latitudes, as discussed in Sect. 1.2.2.
The stratospheric dynamics is not included in ECBilt and the response of
the atmospheric circulation to the stratospheric ozone depletion cannot thus be
properly simulated. However, in the extra-tropics, LOVECLIM performs rela-
tively well and is able to reproduce the main modes of atmospheric variability
characterising the North Atlantic and the Arctic areas, in particular the North
Atlantic and the Arctic Oscillations (e.g., Goosse et al., 2001, 2005). In the
Southern Ocean, an EOF analysis performed on the monthly mean anomalies
of the geopotential height at 800 hPa, southward of 20◦S, from the last 1000
years of a 5000-year control simulation carried out with LOVECLIM provides
a first EOF mode that displays an annular pattern similar to the Southern
Annular Mode presented in Sect. 1.2.2 (Fig. 1.9a). Positive values extend
from mid- to high latitudes, while negative values cover the Antarctic region
(between approximately 90◦S and 50◦S). The latitude where the sign of the
first EOF mode reverses (black contour in Fig. 1.9) roughly corresponds to the
one derived from reanalyses data (e.g., Thompson and Wallace, 2000; Lefebvre
et al., 2004), except between 45◦W and 180◦W where this sign shift is appar-
ently located too close to the Antarctic continent in LOVECLIM results. The
second and the third EOF modes of the geopotential height in LOVECLIM are
not well separated (Fig. 1.9b, c) and likely correspond to the combination of
several modes of variability identified in previous studies (e.g., Mo and White,
1985; Raphael, 2004)
The correlation between the SAM index derived from atmospheric reanal-
yses and the sea ice concentration provided by satellite observations displays a
spatial pattern characterised by negative values in the Weddell Sea sector and
positive values in the Ross Sea sector, especially during winter (Fig. 1.10a, c),
in agreement with Lefebvre et al. (2004). As mentioned in Sect. 1.2.2, this
regional structure of the response of the sea ice to the SAM can be accounted
for by the non-annular components of the SAM. This spatial distribution of
the correlations is not well reproduced in the results of a control simulation
performed with the model LOVECLIM (Fig. 1.10b, d), suggesting that the
response of the sea ice to the SAM may be not well represented in this model.
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Figure 1.9: Patterns associated with the first three EOF modes of the monthly
mean geopotential height at 800 hPa, provided by the last 1000 years of the 5000-
year control simulation performed with LOVECLIM analysed in Goosse and Zunz
(2014). The latitudes southward of 20◦S are included in the computation of the
EOFs. The percentages indicate the fraction of the total variance that is accounted
for by each EOF mode. The black contour in (a) corresponds to 0 values contour and
indicates the latitude where the values of the first EOF mode reverses sign.
To assess the impact of the initialisation on the predictability of sea ice in the
Southern Ocean, hindcast simulations made up of 96 members were launched
every 5 years between 1900 and 1990. These hindcasts were initialised through
different methods: without taking into account any observations, from a perfect
initial state, i.e. a state directly extracted from the pseudo-observations, or
from a state obtained through the data assimilation of pseudo-observations.
Different simulations with data assimilation, based on a nudging, a particle
filter with sequential importance resampling or a nudging proposal particle filter
(see Sect. 1.1.2), were tested. The results of those experiments have been dis-
cussed in Dubinkina and Goosse (2013). They assimilate pseudo-observations
of surface air temperature, to which noise has been added in order to mimic
the observation errors.
The skill of the prediction system was assessed through the prognostic po-
tential predictability and the correlation with the pseudo-observations (see
Sect. 1.1.3) for the ice edge location and for the sea ice extent. Two types
of timescales were investigated: the interannual ones, i.e. between one month
and 10 years, and the multi-decadal ones, through the analysis of the trends
over 10- to 30- year long time periods.
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Figure 1.10: Correlation between the sea ice concentration and the SAM index
(a,b) in summer and (c,d) in winter. The first column correspond to the correlation,
computed over the period 1980-2009, between the sea ice concentration provided by
satellite observations (Comiso, 1999, updated daily) and the SAM index derived from
NCEP-NCAR atmospheric reanalyses (Kalnay et al., 1996), available at http://www.
jisao.washington.edu/aao/slp. The right column display the results obtained from
the last 1000 years of the 5000-year control simulation performed with LOVECLIM
analysed in Goosse and Zunz (2014). Hatched areas highlight values that are not
statistically significant at the 95% level and the autocorrelation of the residuals is
taken into account to compute the significance threshold.
At interannual timescales, the PPP of the Antarctic sea ice extent is larger
in winter than in summer, because of the enhanced interaction between the
surface and the interior ocean during winter. Except in perfectly initialised
hindcasts, the PPP of the sea ice extent is statistically significant during the
first 4 years of the hindcasts at best. The correlation between the sea ice
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extent provided by the hindcasts and the one of the pseudo-observations reaches
very similar values whether pseudo-observations are taken into account at the
initialisation or not. This suggests that, at interannual timescales, most of the
correlation arises from the external forcings and that the improvement brought
by the initialisation is rather slight, except for lead times up to two years in the
eastern Weddell Sea, in the western Indian Ocean and in the Bellingshausen
and Amundsen Seas during winter.
At multi-decadal timescales, the correlation between the trends in Antarc-
tic sea ice extent provided by the hindcasts and the one of the pseudo-
observations easily reaches values higher than 0.5 and is generally higher in
winter than in summer. In addition, the hindcasts whose initial state takes
into account the pseudo-observations systematically provide a correlation with
pseudo-observations that is greater than the one of the hindcasts initialised
without taking into account any observation. This indicates that, at multi-
decadal timescales, the correlation is not provided entirely by the external
forcings, the initialisation with pseudo-observations also playing a role. The
analysis of the heat contained in the first 100 m of the ocean highlights a link
between the quality of the initialisation of the ocean below sea ice and the
simulated trends in sea ice extent.
The rather weak predictive skill of the Antarctic sea ice at interannual
timescales obtained in a perfect model framework strongly reduces the hope
of performing good predictions of the sea ice in realistic conditions at these
timescales. On the contrary, in this idealised framework, the predictive skill
at multi-decadal timescales reaches satisfying values. An improvement of the
simulated trends in sea ice extent can thus be expected in realistic conditions
if the hindcasts are adequately initialised. This issue is specifically addressed
in Chapter 4, whose results are summarised in the following section.
1.3.3 Influence of a meltwater input on the Antarctic sea ice
forecast skill (Chapter 4, p. 93)
The last part of this thesis is devoted to the analysis of the trends in sea
ice extent and concentration between 1980 and 2009 simulated by the model
LOVECLIM under different experimental setups. The model results were com-
pared to actual observations. Two kinds of simulations have been carried out:
simulations spanning the period 1850-2009, that assimilate actual observations
of surface air temperature anomalies (HadCRUT3, Brohan et al., 2006) through
a nudging proposal particle filter, and hindcast simulations, initialised in 1980
from a state provided by a simulation with data assimilation and running until
2009. All the simulations were 96-member ensembles and were driven by natu-
ral and anthropogenic external forcings. The sea ice extent and concentration
computed by these simulations are compared to data derived from satellite ob-
servations (Comiso, 1999, updated daily; Fetterer et al., 2002, updated daily).
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Given the potential link between the freshening of the surface of the South-
ern Ocean and the observed expansion of the sea ice (see Sect. 1.2.3), it ap-
peared relevant to check the impact of an additional freshwater flux on the
results of the hindcast simulations. However, reliable estimate of the freshwa-
ter input derived from the Antarctic ice sheet mass imbalance over the last
century are lacking. In this study, this flux was reconstructed through the as-
similation process: a freshwater flux that follows an autoregressive process was
added to each member of the ensemble; thanks to the particle filter, the simula-
tions in which the random freshwater flux adequately pulls the model solution
towards the observations were kept and duplicated. The mean freshwater flux
that brought the system close to the observations was then reconstructed a
posteriori and applied in other simulations.
If no additional freshwater flux is included during the simulation with data
assimilation, the simulated trend in sea ice extent between 1980 and 2009, on
average over the ensemble, is negative and is thus in disagreement with the
observations. Including an additional freshwater flux increases the number of
degrees of freedom of the system and allows the simulation with data assim-
ilation to provide a trend in sea ice extent averaged over the ensemble that
fits the observed one. Furthermore, the regional distribution of the trends in
sea ice concentration also agrees well with the observations. The additional
freshwater flux is negative on average over the period 1850-2009, indicating
that a saltier surface ocean provides a better agreement between the model
and the observations. This mean freshwater flux actually allows compensating
for model deficiencies, but the experimental design implemented here does not
allow determining the origin of these deficiencies (e.g., misrepresentation of the
hydrological cycle or lack of interactive ice sheet component). The additional
freshwater flux also induces a shift of the mean state of the sea ice extent
towards lower values.
The hindcast simulations performed in this study brought three main con-
clusions. (1) The initialisation through data assimilation of observations im-
pacts the simulated Antarctic sea ice at multi-decadal timescales, confirming
the results obtained in a perfect model framework. Furthermore, an adequate
initialisation of the hindcast allows reproducing the recent increase in sea ice
extent, supporting the hypothesis that this increase could arise from the inter-
nal variability of the system. (2) The experimental design implemented for a
hindcast simulation, in particular here the amplitude of the additional freshwa-
ter flux, has to be consistent with the experimental setup used in the simulation
with data assimilation providing the initial state of the hindcast. If this is not
the case, a drift of the model may produce unrealistic trends at the beginning
of the hindcast that can blur the longer term trend. (3) An increase in the
additional freshwater flux is not required to simulate a growth in sea ice extent
such as the observed one. Overall, the results of both simulations with data
assimilation and hindcasts confirm the link between the freshwater budget at
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the surface of the ocean and the state of the sea ice above it. However, they do
not prove any relationship between a recent melting of the Antarctic ice sheet
and the increase in Antarctic sea ice extent observed over 1980-2009.
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Variability of the Antarctic
sea ice in GCMs
This Chapter is based on the following paper: Zunz, V., H. Goosse, and F. Mas-
sonnet (2013), How does internal variability influence the ability of CMIP5 models
to reproduce the recent trend in Southern Ocean sea ice extent?, The Cryosphere,
7 (2), 451–468, doi: 10.5194/tc-7-451-2013.
Abstract
Observations over the last 30 years have shown that the sea ice extent in the
Southern Ocean has slightly increased since 1979. Mechanisms responsible for
this positive trend have not been well established yet. In this study, we tackle
two related issues: is the observed positive trend compatible with the internal
variability of the system, and do the models agree with what we know about
the observed internal variability? For that purpose, we analyse the evolution of
sea ice around Antarctica simulated by 24 different general circulation models
involved in the 5th Coupled Model Intercomparison Project (CMIP5), using
both historical and hindcast experiments. Our analyses show that most of the
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CMIP5 models respond to the forcings, including the one induced by strato-
spheric ozone depletion, by reducing the Antarctic sea ice cover, with only a
few simulations displaying an increase in sea ice extent similar to the observed
one. The observed positive trend ranging among the solutions provided by
CMIP5 models, it is concluded that this trend is compatible with the models
internal variability. However, models strongly overestimate the variance of sea
ice extent and the internal variability they simulate may thus be not realis-
tic. Furthermore, the initialisation methods currently used in models do not
improve systematically the simulated trends in sea ice extent. On the basis of
those results, a critical role of the internal variability in the observed increase
in sea ice extent in the Southern Ocean could not be ruled out, but current
models results, because of the model biases, appear inadequate to test more
precisely this hypothesis.
2.1 Introduction
The way climate models reproduce the observed characteristics of sea ice has
received a lot of attention (e.g., Flato, 2004; Arzel et al., 2006; Parkinson et al.,
2006; Lefebvre and Goosse, 2008b; Sen Gupta et al., 2009). One conclusion of
those studies is that the models’ performance is higher in the Northern Hemi-
sphere than in the Southern Hemisphere. In particular, simulations performed
for the 3rd Coupled Model Intercomparison Project (CMIP3) are generally able
to reproduce relatively well the timing of the seasonal cycle of Southern Ocean
sea ice extent, but fail in simulating the observed amplitude (Parkinson et al.,
2006). Furthermore, the models are usually unable to simulate the observed
increase in Southern Ocean sea ice extent (e.g., Arzel et al., 2006; Parkinson
et al., 2006), which is estimated to be of 11 200± 2680km2 yr−1 between 1979
and 2006 (Comiso and Nishio, 2008). At the regional scale, the 1979–2006
trend in observed sea ice extent is positive in all the sectors of the South-
ern Ocean, except in the Bellingshausen–Amundsen Seas sector, with the Ross
Sea sector exhibiting the largest positive trend (e.g., Cavalieri and Parkinson,
2008; Comiso and Nishio, 2008). Lefebvre and Goosse (2008b) have studied the
trends simulated by several CMIP3 models in the different sectors of the South-
ern Ocean, and they have shown that these models were not able to reproduce
this observed spatial structure.
The observed increase in sea ice extent during the past decades is statis-
tically significant at the 95% significant level (e.g., Cavalieri and Parkinson,
2008). However, its potential causes are still debated. We do not know the part
of this trend that can be attributed to external forcings and the one that is
due to natural variability. This issue has already been addressed for the Arctic
sea ice extent (e.g., Kay et al., 2011), but remains poorly investigated for the
Antarctic sea ice.
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Several studies dealing with the potential role of the forced response have
pointed out the relationship between stratospheric ozone depletion over the
past few decades (Solomon, 1999) and changes in the atmospheric circulation
at high latitudes (e.g., Turner et al., 2009; Thompson et al., 2011). Indeed,
variations of sea ice extent in the Southern Ocean are strongly influenced by
changes in the atmosphere circulation (e.g., Holland and Raphael, 2006; Goosse
et al., 2009a). However, the link between atmospheric circulation and the sea
ice extent integrated over the Southern Ocean is not straightforward (e.g.,
Lefebvre and Goosse, 2008a; Stammerjohn et al., 2008; Landrum et al., 2012)
and several recent studies came to the conclusion that the stratospheric ozone
depletion does not lead to an increase in sea ice extent (e.g., Sigmond and
Fyfe, 2010; Smith et al., 2012; Bitz and Polvani, 2012). A second potential
cause of the observed expansion of the sea ice cover relies on an enhanced
stratification of the ocean which would inhibit the heat transfer to the surface.
This strengthened stratification is mainly due to a freshening of the surface
water, triggered by an increase in precipitation over the Southern Ocean, the
melting of the ice shelves, and changes in the production and transport of sea
ice (e.g., Bitz et al., 2006; Zhang, 2007; Goosse et al., 2009a; Kirkman and Bitz ,
2010). Liu and Curry (2010) pointed out that an enhanced hydrological cycle
may also increase the snowfalls at high latitudes in the Southern Ocean. In
that case, the snow cover on thicker sea ice would raise the surface albedo,
strengthen the insulation between the atmosphere and the ocean, and thus
would protect the sea ice from melting. Nevertheless, this mechanism mainly
impacts thick ice because, for thin ice, the higher snow load leads to seawater
flooding and to the formation of snow ice. This decreases the effect of the initial
increase in snow thickness.
Another hypothesis suggests that the positive trend in the Southern Ocean
sea ice extent could arise from the internal variability of the system that masks
the warming signal in the Southern Ocean that should characterise the re-
sponse to an increase in greenhouse gases concentrations, according to climate
models. In this framework, some recent studies have drawn attention to the
importance of distinguishing the lack of agreement between models from the
lack of significant signal (e.g., Tebaldi et al., 2011; Deser et al., 2012). A trend
can be significant from a statistical point of view, i.e. if it is above a threshold
of significance computed through a statistical test. This does not imply that its
value is outside the range that can be reached by the internal variability. For
instance, Landrum et al. (2012) have pointed out that large interannual vari-
ability in simulated sea ice concentration leads to late 20th Century trends in
sea ice concentration that are not always statistically significant for individual
members of an ensemble simulation. The observed positive trend of Antarctic
sea ice extent is statistically significant at the 95% level for the last 30 years
(e.g., Cavalieri and Parkinson, 2008). However, this time period is too short
to properly assess the multi-decadal variability of the system. Consequently,
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we cannot estimate if this trend is exceptional or if similar conditions have
already occurred many times in the recent past. The period spanning the last
30 years during which sea ice cover slightly expanded in the Southern Ocean
might follow a large melting that may have happened before 1979 (e.g., de la
Mare, 1997, 2009; Cavalieri et al., 2003; Curran et al., 2003; Cotté and Guinet,
2007; Goosse et al., 2009a). This suggests that multi-decadal climate variabil-
ity in the Southern Ocean area is large, but the available data do not allow
a quantitative estimation of its amplitude. Sparse data from the 1960s are
currently being processed (e.g., Meier et al., 2013), making observations of the
sea ice extent available over a longer time period. Further analyses based on
these prolonged time series might therefore improve our knowledge of the inter-
nal variability of the sea ice extent. Nevertheless, until longer continuous time
series are available, the results from model simulations appear to be crucial to
balance the lack of observations. Provided that models are compatible with the
available observations, they can help addressing the issue whether the observed
positive trend in the Antarctic sea ice extent is due to external forcings or to
internal variability, or to both of them.
The decreasing trend in many model simulations may be due to a misrep-
resentation of the response of the circulation and/or of the hydrological cycle
to the forcing. Alternatively, the observed changes may belong to the range
of the trends that can be attributed to the internal variability of the system.
In this hypothesis, the positive trend observed over the last decades is just
one particular realisation among all the possible ones. A negative trend in one
model’s simulation does not imply necessarily a disagreement between model
and data as another simulation with the same model (another member of an
ensemble, for instance) would likely display a positive one. Furthermore, if this
is valid and if the internal variability is to some extent predictable, an adequate
initialisation of the system could lead to a better simulation of the evolution
of the sea ice cover around Antarctica.
In this chapter, we examine outputs from general circulation models
(GCMs) following the 5th Coupled Model Intercomparison Project (CMIP5)
protocol. To further study the role of the internal variability in the increasing
trend in sea ice extent in the Southern Ocean and in the apparent disagree-
ments between models and observations, we deal with two kinds of simulations:
historical and hindcast (or decadal) simulations. The first ones are driven by
external forcings and are initialised without observational constraints. They
are used to assess how well each model simulates the observed mean state,
variability and trends in sea ice concentration and extent. The objective is
to study the possible links between the internal variability of the system and
the simulated trend in sea ice extent. Our purpose is, on the one hand, to
test if the internal variability of the models agrees with the one of the obser-
vations. On the other hand, we check if the observed positive trend stands
in the range of trends provided by the model internal variability. Analysing
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the mean state also appears to be important here because of its impact on
the simulated variability. In particular, according to Goosse et al. (2009b), a
smaller Antarctic sea ice extent is generally associated to a weaker variance of
the extent. In addition to those points related to the variability of the system,
the way stratospheric ozone is taken into account in models is also discussed
to estimate if this has a significant impact on the simulated trends. However,
it is out of the scope of this study to discuss specific mechanisms that link the
sea ice extent and the stratospheric ozone variations.
The second kind of simulations – the hindcasts – are also driven by exter-
nal forcings, but, in contrast to the historical simulations, they are initialised
through data assimilation of observations. Consequently, these simulations
allow us to assess how the state of the system in the early 80s impacts the
variability of the models and their representation of the trend over the last
30 years. Idealised model studies have shown high potential predictability at
decadal timescales in the Southern Ocean (e.g., Latif et al., 2010), i.e. mod-
els have deterministic decadal variability, in particular for surface temperature
(Pohlmann et al., 2004). The predictive skill of the models at decadal timescales
is also discussed here to see if this potential predictability is confirmed in real
applications.
An initial investigation of the results of CMIP5 models has shown that, in
agreement with previous studies related to CMIP3 models (e.g., Lefebvre and
Goosse, 2008b), current GCMs do not simulate a spatial structure of the trend
in sea ice extent similar to the observed one. This spatial structure might
as well arise from the internal variability. In such a case, models would not
have to fit the observed pattern as discussed above. However, this remains
a hypothesis and we have chosen to focus on the sea ice extent in the whole
Southern Ocean rather than in the individual sectors to avoid the additional
complexity associated with the spatial structure of the changes. Models and
observation data are briefly presented in Sect. 2.2. The time period we analyse
is limited by the available observations. For the Southern Ocean, validation
data are quite sparse before 1979. We therefore examine outputs between 1979
and 2005. Results provided by models’ historical simulations are presented and
discussed in Sect. 2.3. The analyses of hindcast simulations are described in
Sect. 2.4. Finally, Sect. 2.5 summarises our results and proposes conclusions.
2.2 Models and observational data
The models’ data were obtained from the CMIP5 (Taylor et al., 2011) multi-
model ensemble: http://pcmdi3.llnl.gov/esgcet/home.htm. We have anal-
ysed results of historical simulations from 24 models which have the required
data available. Among these models, 10 provide results for hindcast simula-
tions. Both historical and hindcast simulations consist in ensemble simulations
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of various sizes. Historical runs finish in 2005 and we have decided not to
prolong them with the RCP (Representative Concentration Pathways) simula-
tions. Given that these latter contain less members, it would have made the
analysis of the internal variability less reliable. Models and their respective
modelling groups are listed in Table 2.1, along with the number of members
in each model historical and hindcast simulation. The models have different
spatial resolution and representation of physical processes. The spatial reso-
lution of models’ components is summarised in Table B.1 of the Appendix B.
A reference is also given for more complete documentation.
We give specific information on the treatment of ozone in Table 2.2 as a basis
for the discussion presented in Sect. 2.3.3. The AC&C/SPARC ozone database
(Cionni et al., 2011) is used to prescribe ozone in most of the models without
interactive chemistry. In this database, stratospheric ozone for the period 1979–
2009 is zonally and monthly averaged. It depends on the altitude and it takes
solar variability into account. Whether they have interactive chemistry or
prescribed stratospheric ozone, the 24 models analysed in this study thus take
into account the stratospheric ozone depletion in their historical simulations.
This is an improvement since the CMIP3 simulations. Indeed, nearly half
of the CMIP3 models prescribed a constant ozone climatology (Son et al.,
2008). Nevertheless, some of the models have a coarse atmosphere resolution
which sometimes does not encompass the whole stratosphere. In that case,
processes related to the interaction between radiation and ozone as well as the
exchange between the stratosphere and the troposphere may be represented
rather crudely.
The hindcast simulations were initialised from a state that has been ob-
tained through a data assimilation procedure, i.e. constrained to be close to
some observed fields. There is a large panel of data assimilation methods (see
Chapter 1), but most of the models involved in CMIP5 assimilate observations
through a nudging. This method consists in adding to the model equations
a term that slightly pulls the solution towards the observations (Kalnay, 2007).
MIROC4h and MIROC5 incorporate observations in their data assimilation ex-
periments by an incremental analysis update (IAU). Details about this method
can be found in Bloom et al. (1996). Table 2.3 summarises the data assimila-
tion method corresponding to each model as well as the variables it assimilates.
The relevant documentation was not available to us for CCSM4, FGOALS-g2
and MRI-CGCM3. All the models for which we have the adequate information,
except BCC-CSM1.1 and CNRM-CM5, assimilate anomalies. Those anomalies
are calculated for both model and observations by subtracting their respective
climatology, computed over the same reference period. Working with anoma-
lies does not prevent model biases, but it avoids the initialisation of the model
with a state which is too far from its own climatology and thus limits model
drift (e.g., Pierce et al., 2004; Smith et al., 2007; Troccoli and Palmer , 2007;
Keenlyside et al., 2008; Pohlmann et al., 2009), as discussed in Sect. 2.4.
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The model performance is measured through its representation of the sea ice
concentration (the fraction of grid cell covered by sea ice) and sea ice extent (the
sum of the areas of all grid cells having an ice concentration of at least 15%).
We consider the sea ice extent over the whole Southern Ocean and, for models,
it has been calculated on the original models’ grids. For each model providing
an ensemble of simulations, the model mean is the average over the members
belonging to the ensemble. The multi-model mean is then derived by computing
the mean of the individual models means without applying any weighting to
the models. Sea ice concentration comes from the satellite observation of the
National Snow and Ice Data Center (NSIDC) (Comiso, 1999, updated daily).
The sea ice extent is then derived from this dataset following the method
described in Cavalieri et al. (1999) and applied by Cavalieri and Parkinson
(2008) for the period 1979–2006.
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Table 2.1: Model name, institute and number of members in model historical and hindcast simulations.
Model name Institute ID Modelling center Number of
members in
historical
Number of
members in
hindcasts
BCC-CSM1.1 BCC Beijing Climate Center, China Meteorological
Administration
3 4
CanESM2 CCCMA Canadian Centre for Climate Modelling and Analysis 5 –
CCSM4 NCAR National Center for Atmospheric Research 6 10
CNRM-CM5 CNRM-
CERFACS
Centre National de Recherches Météorologiques /
Centre Européen de Recherche et Formation
Avancées en Calcul Scientifique
10 10
CSIRO-Mk3.6.0 CSIRO-
QCCCE
Commonwealth Scientific and Industrial Research
Organization in collaboration with
Queensland Climate Change Centre of Excellence
10 –
EC-EARTH EC-EARTH EC-EARTH consortium 1 –
FGOALS-g2 LASG-CESS LASG, Institute of Atmospheric Physics,
Chinese Academy of Sciences and CESS,Tsinghua
University
1 3
FGOALS-s2 LASG-IAP LASG, Institute of Atmospheric Physics, Chinese
Academy of Sciences
3 –
GFDL-CM3 NOAA GFDL NOAA Geophysical Fluid Dynamics Laboratory 5 –
GFDL-ESM2M NOAA GFDL NOAA Geophysical Fluid Dynamics Laboratory 1 –
GISS-E2-R NASA GISS NASA Goddard Institute for Space Studies 5 –
HadCM3 MOHC Met Office Hadley Centre 10 10
HadGEM2-CC MOHC Met Office Hadley Centre 1 –
HadGEM2-ES MOHC Met Office Hadley Centre 1 –
INM-CM4 INM Institute for Numerical Mathematics 1 –
IPSL-CM5A-LR IPSL Institut Pierre-Simon Laplace 4 6
IPSL-CM5A-MR IPSL Institut Pierre-Simon Laplace 1 –
MIROC4h MIROC Atmosphere and Ocean Research Institute (The Uni-
versity of Tokyo), National Institute for Environ-
mental Studies, and Japan Agency for Marine-Earth
Science and Technology
3 3
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Table 2.1: Continued.
Model name Institute ID Modelling center Number of
members in
historical
Number of
members in
hindcasts
MIROC5 MIROC Atmosphere and Ocean Research Institute (The Uni-
versity of Tokyo), National Institute for Environ-
mental Studies, and Japan Agency for Marine-Earth
Science and Technology
1 6
MIROC-ESM MIROC Japan Agency for Marine-Earth Science and Tech-
nology, Atmosphere and Ocean Research Institute
(The University of Tokyo), and National Institute for
Environmental Studies
3 –
MIROC-ESM-CHEM MIROC Japan Agency for Marine-Earth Science and Tech-
nology, Atmosphere and Ocean Research Institute
(The University of Tokyo), and National Institute for
Environmental Studies
1 –
MPI-ESM-LR MPI-M Max Planck Institute for Meteorology 3 10 (3 in 30-
year hindcast)
MRI-CGCM3 MRI Meteorological Research Institute 3 3
NorESM1-M NCC Norwegian Climate Centre 3 –
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Table 2.2: Summary of atmosphere vertical resolution and stratospheric ozone representation. Models in bold are the ones
with interactive chemistry, activated during the CMIP5 simulations or only activated in an oﬄine simulation used to compute
the ozone dataset prescribed in the CMIP5 simulations.
Model name Atmosphere
vertical resolution
Stratospheric ozone
BCC-CSM1.1 26 layers
Top layer at 2.9 hPa
Prescribed;
AC&C/SPARC ozone database (Cionni et al., 2011).
CanESM2 35 layers
Top layer at 1 hPa
Prescribed;
AC&C/SPARC ozone database (Cionni et al., 2011).
CCSM4 26 layers Prescribed;
Data from an oﬄine simulation of the CAM3.5 model with a fully interac-
tive chemistry (Landrum et al., 2012).
CNRM-CM5 31 layers
Top layer at 10 hPa
Interactive chemistry (Voldoire et al., 2012).
CSIRO-Mk3.6.0 18 layers Prescribed;
AC&C/SPARC ozone database (Cionni et al., 2011).
EC-EARTH 62 layers
Top layer 5 hPa
Prescribed;
AC&C/SPARC ozone database (Cionni et al., 2011).
FGOALS-g2 26 layers No information available to us.
FGOALS-s2 26 layers
Top layer at 2.19 hPa
No information available to us.
GFDL-CM3 48 layers Interactive chemistry (Donner et al., 2011).
GFDL-ESM2M 24 layers Prescribed;
AC&C/SPARC ozone database (Cionni et al., 2011).
GISS-E2-R 40 layers
Top layer at 0.1 hPa
Prescribed;
Observational analyses of Randel and Wu (1999).
HadCM3 19 layers Prescribed;
Observational analyses of Randel and Wu (1999).
HadGEM2-CC 60 layers
Top layer at 0.006 hPa
Prescribed;
AC&C/SPARC ozone database (Cionni et al., 2011).
HadGEM2-ES 38 layers
Top layer at 4 hPa
Prescribed;
AC&C/SPARC ozone database (Cionni et al., 2011).
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Table 2.2: Continued.
Model name Atmosphere
vertical resolution
Stratospheric ozone
INM-CM4 21 layers
Top layer at 10 hPa
Prescribed;
AC&C/SPARC ozone database (Cionni et al., 2011).
IPSL-CM5A-LR 39 layers
Top layer at 0.04 hPa
Prescribed;
Data from an oﬄine simulation of the LMDz-REPROBUS model (Szopa
et al., 2012).
IPSL-CM5A-MR 39 layers
Top layer at 0.04 hPa
Prescribed;
Data from an oﬄine simulation of the LMDz-REPROBUS model (Szopa
et al., 2012).
MIROC4h 56 layers
Top layer at 40 km
Prescribed;
Data from an oﬄine simulation of Kawase et al. (2011).
MIROC5 40 layers
Top layer at 3 hPa
Prescribed;
Data from an oﬄine simulation of Kawase et al. (2011).
MIROC-ESM 80 layers
Top layer at 0.003 hPa
Prescribed;
Data from an oﬄine simulation of Kawase et al. (2011).
MIROC-ESM-CHEM 80 layers
Top layer at 0.003 hPa
Interactive chemistry (Watanabe et al., 2011).
MPI-ESM-LR 47 layers
Top layer at 0.01 hPa
Prescribed;
AC&C/SPARC ozone database (Cionni et al., 2011).
MRI-CGCM3 48 layers
Top layer at 0.01 hPa
Interactive chemistry (Yukimoto et al., 2011).
NorESM1-M 26 layers
Top layer at 2.9 hPa
No information available to us.
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Table 2.3: Data assimilation methods used by the 10 models providing hindcast
simulations.
Model name Data assimilation method References
BCC-CSM1.1 Nudging of 3-D ocean temperature (raw
data).
Gao et al. (2012)
CCSM4 No information available to us.
CNRM-CM5 Nudging of 3-D ocean temperature and
salinity (raw data) as a function of
depth and space, sea surface temper-
ature and salinity nudging (raw data).
ftp://ftp.cerfacs.
fr/pub/globc/
exchanges/cassou/
Michael/Aspen_CMIP5_
wrkshop_cassou_2.ppt
FGOALS-g2 No information available to us.
HadCM3 Nudging of 3-D ocean temperature and
salinity (anomalies), nudging of 3-D at-
mosphere temperature and wind speed,
nudging of surface pressure.
http://www.
met.reading.ac.
uk/~swr06jir/
presentations/JIR_
dept_seminar.pptx
IPSL-CM5A-LR Nudging of sea surface temperature
(anomalies).
Swingedouw et al.
(2012)
MIROC4h Incremental analysis update (IAU) of
3-D ocean temperature and salinity
(anomalies).
Chikamoto et al.
(2012)
MIROC5 Incremental analysis update (IAU) of
3-D ocean temperature and salinity
(anomalies).
Chikamoto et al.
(2012)
MPI-ESM-LR Nudging of 3-D ocean temperature and
salinity (anomalies), except in the area
covered by sea ice.
Matei et al. (2012a)
MRI-CGCM3 No information available to us.
2.3 Historical simulations
The historical simulations are driven by external forcings and are initialised
without observational constraints. These simulations are here used to assess
the mean state and the variability of the models using recent observations.
2.3.1 Mean state and variability
In a first step, we analyse the mean sea ice concentration over the period
1979–2005. Figure 2.1 shows the multi-model mean of sea ice concentration in
the Southern Ocean and compares the simulated sea ice edge to the observed
one. Results are given for February (September), the month during which
the observed sea ice extent reaches its minimum (maximum). In February
the multi-model mean underestimates the sea ice cover in the Bellingshausen
and Amundsen Seas as well as in the eastern part of the Ross Sea. In the
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Western Ross Sea and in small parts of the Weddell Sea and of the Indian Ocean
sector, the multi-model mean overestimates the sea ice extent. In September
the shape of the sea ice edge computed from multi-model mean roughly fits the
observations. However, the multi-model mean overestimates the sea ice cover
everywhere except in the Indian Ocean sector and in the eastern part of the
Ross Sea sector.
Figure 2.1: Multi-model mean of sea ice concentration, computed from historical
simulations over the period 1979–2005. White (black) line refers to the sea ice edge,
i.e. the 15% concentration limit of the multi-model ensemble mean (observations,
Comiso, 1999, updated daily).
This reasonable multi-model mean extent is the result of the average of
a wide range of individual behaviours. To account for this variety of mean
model states, we have plotted, for individual models, the mean of sea ice extent
of each month of the year during the period 1979–2005. Figure 2.2a confirms
that the multi-model mean fits quite well the observations, especially during
winter months. However, the seasonal cycle of sea ice extent of the various
models is largely spread around the observations and the timing of the mini-
mum/maximum sea ice extent varies from one model to the other. In summer,
16 of the models underestimate the sea ice extent. In particular, CNRM-CM5
and MIROC5 are nearly sea ice free during summer. The latter strongly un-
derestimates the ice extent all over the year, and its winter sea ice extent is
smaller than some models’ summer sea ice extent. On the contrary, CCSM4
and CSIRO-Mk3.6.0 overestimate the sea ice extent during the whole year, es-
pecially during summer. In winter, when the simulated sea ice cover reaches its
maximum, the sea ice extent ranges from approximately 5×106 to 24×106 km2,
while the observations display a sea ice extent of about 17×106 km2. 10 models
underestimate the sea ice extent in September.
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Figure 2.2: (a) Monthly mean of Antarctic sea ice extent, computed over the period
1979–2005. (b) Standard deviation of detrended Antarctic sea ice extent, computed
over the period 1979–2005 for each month of the year. Colours correspond to the
ensemble mean of historical simulations from 24 different models. Dotted lines refer
to models that provide both historical and hindcast simulations, but here results are
only from historical simulations. Orange bold line is the multi-model mean. Black
bold line refers to observations (Cavalieri and Parkinson, 2008).
Since the internal variability of the climate system may also have played
a role in the observed expansion of sea ice cover, we assess its representation
in models by computing the standard deviation of the sea ice extent for each
month of the year, over the period 1979–2005 (Fig. 2.2b). Here, to obtain both
the ensemble mean of each model and the multi-model mean of standard devia-
tions, an average of the individual standard deviations has been performed. We
have chosen to detrend data before computing the standard deviation in order
to suppress the direct impact of a trend on the standard deviation that could
obscure our analysis of the potential links between those two variables discussed
in Sect. 2.3.2. The monthly standard deviation indicates that the variability
strongly differs between models. In February, 15 models have a standard devi-
ation higher than the observed one, and all of the 24 models overestimate the
standard deviation during September. Consequently, the multi-model mean of
standard deviations does not fit very well the observations. It overestimates the
standard deviation all over the year, particularly during winter. The interan-
nual variability in some models is significantly larger during winter months than
during summer months. As a result, these models have a pronounced seasonal
cycle of their standard deviation, in contrast to the observations, which display
a relatively constant value throughout the year. The causes of the overesti-
mated winter variability of modelled sea ice have not been identified yet. We
have performed some preliminary analyses that indicate that, for some mod-
els, changes in the oceanic convection, and thus in the entrainment modulated
heat flux to the surface, could be associated to the higher winter variability
(not shown). The heat supplied by the atmosphere may also contribute to
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the variability in sea ice, but the relationship between the sea ice, the heat
provided by the ocean and by the atmosphere is very disparate among CMIP5
models (Close and Goosse, 2013). However, this aspect is out of the scope of
the present study and it will be addressed in future work.
The analysis of Fig. 2.2b tells us two important things. On the one hand,
it points out the inability of the majority of models to reproduce the observed
interannual variability. In particular, they all overestimate the winter interan-
nual variability. On the other hand, it highlights the fact that some models are
characterised by a very different magnitude of the interannual variability from
one season to the other. In order to avoid a loss of information, we have thus
chosen in the following analysis to work with seasonal mean rather than with
annual mean and to treat the summer and winter separately.
2.3.2 Trend over the period 1979–2005
For the historical simulations, we have computed for each member of the en-
semble the trend from 1979 to 2005 of summer (average of January, February
and March) and winter (average of July, August and September) sea ice ex-
tent. Each trend has been computed through a linear regression of the yearly
values (between 1979 and 2005) of the summer or winter sea ice extent. We
have checked if the trends were significant at the 95% level (see Table B.2 and
B.3 of the Appendix B). The autocorrelation of the residuals has been taken
into account in the computation of the standard deviation of each trend as
well as in the number of degrees of freedom used to determine the threshold of
significance, as proposed by Santer et al. (2000) and applied, for instance, by
Stroeve et al. (2012). In addition to a direct evaluation of model performance,
one of our goals is to analyse if a relationship can be established between the
mean state, the interannual variability simulated by the model and the ability
to reproduce the observed trend.
Observations show that the summer sea ice extent expanded between 1979
and 2005 at a rate of approximately 149 000km2 per decade. The seasonal
trends of the observations are not statistically significant at the 95% level, in
contrast to the trend of the annual mean (not shown). In Fig. 2.3a it appears
that almost all of the simulations performed with the 24 models fail in simulat-
ing the sign of this observed trend. Only three models (FGOALS-g2, GFDL-
CM3 and GISS-E2-R) have an ensemble mean with a positive trend, while
most of them simulate a relatively large negative trend. For four additional
models (CCSM4, CSIRO-Mk3.6.0, HadCM3 and MRI-CGCM3), some ensem-
ble members display a positive trend. Nevertheless, CCSM4, CSIRO-Mk3.6.0
and FGOALS-g2 have a mean summer sea ice extent much larger than what is
observed, while GFDL-CM3 and GISS-E2-R are well below the observations.
Moreover, CCSM4 and CSIRO-Mk3.6.0 have an interannual variability which
is on average twice the one of the observations.
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Figure 2.3: Sea ice extent trend for the period 1979–2005 over the whole Southern
Ocean vs. mean (a, c) and standard deviation (b, d). The first row corresponds to
summer (JFM), the second to winter (JAS). The different colours correspond to the
historical simulations from 24 different models. For each colour, the small dots refer
to model individual members and the symbol specified in the legend is for the model
ensemble mean. The number of members in each model is indicated in brackets in
the legend. Orange refers to multi-model means, for which the diamond sign is for
the average over all the models, circle sign is for the mean of models with interactive
chemistry (in bold in Table 2.2) and triangle sign is for the mean of models with
35 atmospheric levels or more on the vertical. Black square is for the observations
(Cavalieri and Parkinson, 2008), surrounded by 2 standard deviations (dark-grey
rectangle). Horizontal (vertical) solid black line with the light-grey shade refers to
the trend (mean/standard deviation) of the observations along with 2 standard de-
viations. The computed standard deviation of the observed trend takes into account
the autocorrelation of the residuals (see for instance Santer et al., 2000; Stroeve et al.,
2012).
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For summer sea ice extent, some given models display a standard deviation
that could be quite different between members (Fig. 2.3b). Besides, the individ-
ual means of ensemble members performed with the same model are relatively
similar (Fig. 2.3a). The range of values reached by the trends of the different
members belonging to one model’s simulation also differs strongly from one
model to the other (Fig. 2.4a). We quantify the various ranges provided by the
different models, thanks to the ensemble standard deviation of the trends, for
models that have at least 3 members in their historical simulations. This en-
semble standard deviation of the trends stands between 26 000 km2 per decade
for MIROC-ESM and 470000 km2 per decade for BCC-CSM1.1 (see Table B.2
of the Appendix B). On average, the ensemble standard deviation of the trend
equals 166 000km2 per decade. If we consider this average as an estimate of the
range of the trends that can be associated with internal variability, the observed
positive trend of 149 000km2 per decade is well among the values that could
be due to natural processes alone and compatible with the available ensemble
of model results. Nevertheless, given that many models have an interannual
variability that is much larger than the one of the observations, it is not sure
whether the range of the trends they provide is representative of the reality.
The comparison between the trend, the mean extent, and standard devia-
tion does not display any clear link in summer between those variables: some
of the models that simulate an increase in the ice extent in at least one of
their members overestimate the observed mean and variability, some underes-
timate it. Figure 2.3b also underlines the fact that models with little ice during
summer often have a small interannual variability of summer sea ice extent, in
agreement with results of Goosse et al. (2009b). Moreover, the spread of the
sea ice extent trends and standard deviations of members belonging to one
model ensemble grows with the mean summer sea ice extent.
Winter sea ice extent also increased between 1979 and 2005 by approx-
imately 86 000km2 per decade. Two models have an ensemble mean whose
trend is positive: GFDL-CM3 and IPSL-CM5A-MR (Fig. 2.3c). The ensem-
ble mean of GFDL-CM3 (5 members) has a positive trend which is close to
the observed one, but it strongly underestimates the mean winter sea ice ex-
tent. It is also an ensemble whose members are highly scattered along the
trend axis, three having a positive trend (from approximately 470 × 103 to
1300× 103 km2 decade−1) and two having a negative one (from approximately
−290 × 103 to −1120 × 103 km2 decade−1). The IPSL-CM5A-MR ensemble
is made up of one member only. Its trend and its mean are both close to
observations.
50 Variability of the Antarctic sea ice in GCMs
BCC−CSM1.1(3)
CanESM2(5)
CCSM4(6)
CNRM−CM5(10)
CSIRO−Mk3.6.0(10)
FGOALS−s2(3)
GFDL−CM3(5)
GISS−E2−R(5)
HadCM3(10)
IPSL−CM5A−LR(4)
MIROC4h(3)
MIROC−ESM(3)
MPI−ESM−LR(3)
MRI−CGCM3(3)
NorESM1−M(3)
Trend of sea ice extent (103 km2/decade)
(a) 1979−2005 JFM sea ice extent trend range
BCC−CSM1.1(3)
CanESM2(5)
CCSM4(6)
CNRM−CM5(10)
CSIRO−Mk3.6.0(10)
FGOALS−s2(3)
GFDL−CM3(5)
GISS−E2−R(5)
HadCM3(10)
IPSL−CM5A−LR(4)
MIROC4h(3)
MIROC−ESM(3)
MPI−ESM−LR(3)
MRI−CGCM3(3)
NorESM1−M(3)
(b) 1979−2005 JAS sea ice extent trend range
Trend of sea ice extent (103 km2/decade)
−1000 −800 −600 −400 −200 0 200 400
−3000 −2500 −2000 −1500 −1000 −500 0 500 1000 1500
Figure 2.4: Ensemble mean, minimum and maximum values of the sea ice extent
trend for the period 1979–2005 over the whole Southern Ocean for summer (a) and
winter (b). The different colours correspond to the historical simulations from the 15
models that have at least 3 members in their ensemble. Dots refer to the ensemble
means of the trends. Horizontal bars show the minimum and maximum values of the
trend reached by the members of one model ensemble. Solid black line is for the trend
of the observations (Cavalieri and Parkinson, 2008) surrounded by 1 standard devi-
ation (dark grey shade) and 2 standard deviations (light grey shade). The computed
standard deviation of the observed trend takes into account the autocorrelation of
the residuals (see, for instance, Santer et al., 2000; Stroeve et al., 2012).
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The 22 remaining models all have an ensemble mean showing a decrease
in winter sea ice extent. However, as noticed for summer, a few of them have
ensemble members displaying positive trends (BCC-CSM1.1, CSIRO-Mk3.6.0,
IPSL-CM5A-LR and MRI-CGCM3). Two of three BCC-CSM1.1 historical
simulation members present a positive trend. The last one has a very negative
trend, reaching −2520×103 km2 decade−1. Contrarily, the mean sea ice extent
does not vary much between members of BCC-CSM1.1, all of them being larger
than the observations. CSIRO-Mk3.6.0 ensemble contains 10 members. They
all simulate a mean sea ice extent in winter relatively close to the observations.
Only one member shows an increase in sea ice extent.
Figure 2.3d confirms that all the 24 models overestimate the interannual
variability in winter. It also underlines the fact that simulations that have an
ensemble mean of the trends close to the observed one have generally a standard
deviation which is much larger than the one of the observations. IPSL-CM5A-
MR single member, which has a trend and a mean state relatively close to
the observations, has a standard deviation equals to 0.85×106 km2, while the
observed standard deviation stands around 0.25×106 km2. GFDL-CM3 is a
model that has a very high standard deviation (around 4 times the standard
deviation of the observations). It is also a model with a large range of trends
reached by its members (Fig. 2.4b).
For winter sea ice extent, considering again models that have at least
3 members in their historical simulations, the ensemble standard devia-
tion of the trends varies between 100×103 km2 decade−1 for FGOALS-s2 and
1 704×103 km2 decade−1 for BCC-CSM1.1 (see Table B.3 of the Appendix
B). On average, this ensemble standard deviation of the trends equals
428 000 km2 decade−1. As for summer, if this value is representative of the
range of trends due to internal variability, the observed trend of 86 000km2
per decade appears compatible with natural processes and the model ensem-
ble. However, the model biases in their representation of the variance in winter
during the last 30 years is even larger than in summer, making this estimate
of the uncertainty based on model results very questionable.
From this analysis of historical simulations, it appears that among all the
simulations analysed, only a few of them present a positive trend of the sea
ice extent, for both summer and winter. 12 members out of 85 have a positive
trend over the last 30 years in summer and 10 out of 85 have a positive trend
in winter. Those positive values appear thus as relatively rare events, but
are within the range of internal variability according to model results. The
important point here is that these positive trends are generally found in models
that overestimate the interannual variability. Because of their high interannual
variability, such models can provide a large range of possible trends, some of
them agreeing with the observations.
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2.3.3 Stratospheric ozone
CMIP5 models all take into account the stratospheric ozone depletion that
occurred during the last 30 years (see Table 2.2 for details). However, this
improvement compared to CMIP3 brought to the stratospheric ozone does not
lead to major changes in their representation of the trend in sea ice extent in
the Southern Ocean.
To go a step further, we discuss if the way stratospheric ozone is treated has
an influence on the results. The models with interactive chemistry (activated
during the simulation or used in an oﬄine simulation to compute the ozone
dataset) and the ones with higher atmospheric vertical resolution (≥ 35 layers)
have on average a slightly smaller extent of sea ice in summer (Fig. 2.3a, re-
spectively circle and triangle orange symbols). In winter, the models with high
atmospheric resolution underestimate the sea ice extent, while the ones with
interactive chemistry overestimate it (Fig. 2.3c), but no specific reason for this
difference has been identified. The influence on the trend is hardly detected.
This shows that, on average, the inclusion of an interactive chemistry or an in-
creased vertical resolution does not make major differences compared to other
models.
Looking now at individual models, we have seen in Sect. 2.3.2 that CSIRO-
Mk3.6.0, GFDL-CM3 and IPSL-CM5A-MR provide results for sea ice extent
trends in winter in relatively good agreement with observations, but with much
too high a standard deviation for GFDL-CM3 and IPSL-CM5A-MR. CSIRO-
Mk3.6.0 has a quite coarse resolution in its atmosphere component (18 vertical
layers) and prescribes the ozone from the AC&C/SPARC database. GFDL-
CM3 and IPSL-CM5A-MR have a finer resolution (48 and 39 layers, respec-
tively). They both have interactive chemistry, but IPSL-CM5A-MR treats the
interaction between ozone and climate through a semi-oﬄine approach. Again,
from the available ensemble, the representation of ozone in models does not
seem to be the dominant factor influencing the simulation of the trend in sea
ice extent.
2.4 Hindcast simulations
We have shown in Sect. 2.3 that the lack of agreement between simulated
and observed variance over the last 30 years does not allow us to confidently
establish the link between the internal variability and the positive trend found
in observations of the sea ice extent. Nevertheless, if this link exists and if
the internal variability in the Southern Ocean is in some way predictable, an
adequate initialisation of the system should improve the results of the simulated
evolution of the sea ice extent. This hypothesis is tested in this section using the
hindcast simulations performed in the framework of CMIP5. In contrast to the
historical simulations, the hindcasts are initialised through data assimilation of
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observations. The data assimilation method and the variables assimilated vary
from one model to the other, as summarised in Table 2.3. Note that no bias
nor drift corrections are applied on the hindcasts.
2.4.1 Impact of the initialisation on the simulated trends
The models used for the hindcast analysis have been chosen on the basis of the
availability of their results. Fortunately, we see in Fig. 2.2 that these 10 models
(dotted lines) constitute a subset which represents reasonably well the variety
of general circulation models. In order to outline the effect of the initialisation
on the simulated trend in sea ice extent for each model, we have computed
the ensemble mean of the trends in hindcast simulations spanning the period
1981–2005, for winter and summer extent, and compared them to the ones from
historical simulations (i.e. uninitialised) over the same time period. This period
has been chosen as no hindcast was started in 1979. Here the hindcasts were
initialised in January 1981 for all the models except HadCM3, whose hindcast
members were started in November 1980. In Fig. 2.5, showing the trend in
sea ice extent computed from hindcast simulations against the one computed
from historical simulations, a dot located on the line y(x) = x means that
the trend in hindcast simulation equals the one of historical simulation. If the
trend simulated by hindcast is greater (smaller) than the one computed from
historical simulation, then the dot will be above (below) the line y(x) = x.
Regarding summer sea ice extent (Fig. 2.5a), the initialisation through
a data assimilation procedure does not improve systematically the simulated
trend. HadCM3, MIROC4h and MRI-CGCM3 hindcasts trends are closer
to the observation than are their historical trends, but they remain nega-
tive. BCC-CSM1.1, CNRM-CM5, IPSL-CM5A-LR and MPI-ESM-LR sim-
ulate a more negative trend in their hindcasts than in their historical runs.
FGOALS-g2 has a largely positive trend in its hindcast, while the trend in its
historical simulation is slightly negative. CCSM4 hindcast displays a slightly
positive trend, while the one of its historical simulation is negative.
When initialised through data assimilation of observations, CCSM4,
FGOALS-g2, CNRM-CM5 and BCC-CSM1.1 present a systematic drift (not
shown). This drift is likely responsible for the high positive or negative trends
found in the hindcasts of these models. Such a drift has its origin in the ini-
tialisation of a model with a state that forces it to produce much more (or
less) sea ice than its climatological mean. After the initialisation, the model
does not have any constraint from observations anymore, and the simulation
tends to go back towards the model’s climatology. We do not have information
about the method used to initialise the models FGOALS-g2 and CCSM4. The
use of raw data in the initialisation procedures applied to BCC-CSM1.1 and
to CNRM-CM5 may partly account for the drift occurring in their hindcast
simulations.
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(a) 1981−2005 JFM hindcast VS. historical trend (b) 1981−2005 JAS hindcast VS. historical trend
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Figure 2.5: Hindcast vs. historical Antarctic sea ice extent trend for summer (a)
and winter (b), computed over the period 1981–2005. The different colours refer to
the different models. For each model the dot refers to the ensemble mean of the
trends and the horizontal (vertical) bar shows the ensemble mean of the standard
deviations of the trends in the historical (hindcast) simulations. Black square is for
the trend of the observations (Cavalieri and Parkinson, 2008). The vertical and
the horizontal black bars are for the standard deviation of the observed trend which
are barely distinguishable due to their small values. Dashed line represents the line
y(x) = x. The computed standard deviations of the trends takes into account the
autocorrelation of the residuals (see, for instance, Santer et al., 2000; Stroeve et al.,
2012).
Similarly, for winter sea ice extent, the initialisation with observations does
not systematically lead to a simulated trend in better agreement with obser-
vations. Figure 2.5b shows that hindcast simulations of MIROC4h, MIROC5
and MRI-CGCM3 have trends that are slightly closer to the observation than
are the historical trends. The 7 other models perform worse or do not offer
any improvement when they are initialised with observations. As in the case
of summer sea ice extent (Fig. 2.5a), FGOALS-g2 simulates a large positive
trend in its winter sea ice extent when it is initialised with observations, and
CNRM-CM5 has a more negative trend in its hindcast for the same reasons as
the one proposed above. For BCC-CSM1.1, the hindcast trend in winter sea
ice extent does not differ significantly from the historical trend.
Results presented in Fig. 2.5 show that the initialisation of models through
data assimilation of observations does not bring significant improvement to the
simulated trend. When raw data are used instead of anomalies, the initialisa-
tion apparently deteriorates the trend in sea ice extent simulated by models.
As no bias nor drift corrections are applied on the hindcasts before computing
the trend, their performance may be underestimated. Drift correction methods
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have been proposed in several studies (e.g., Troccoli and Palmer , 2007; Vannit-
sem and Nicolis, 2008). Nevertheless, this is a complicated issue, in particular
for sea ice, and a drift correction procedure requires a larger amount of ini-
tialised simulations spanning several decades. Proposing such a method for sea
ice and assessing how it would impact the analysis of the trends is out of the
scope of our study.
2.4.2 Correlation between models and observations
The forecast skill of the models can also be assessed by analysing the predictions
a few years ahead. To do so, for each model, we have computed the anomaly
correlation coefficient used in Pohlmann et al. (2009):
COR(t) =
∑N
i=1
∑M
j=1 [xij(t)− x¯] [oi(t)− o¯]√∑N
i=1
∑M
j=1 [xij(t)− x¯]
2∑N
i=1M [oi(t)− o¯]
2
, (2.1)
where t is the lead time (in years), xij are the hindcast simulations, i is the
ensemble index (different indices correspond to different times when the hind-
cast simulations are started) and j is the index of the member belonging to the
ensemble i. N is the number of ensembles and M is the number of members
within each ensemble. oi is the observation covering the time period spanned
by the ensemble i. The overbar stands for the climatological mean of the unini-
tialised (historical) simulation and of the observations, over the analysed period
(here 1981–2005).
The correlation between hindcast simulations and observations is shown for
summer (Fig. 2.6) and winter (Fig. 2.7) sea ice extents. This correlation has
been computed from a series of 4 hindcast ensemble simulations, initialised
every 5 years between January 1981 and January 1996 (every 5 years between
November 1980 and November 1995 for HadCM3). The 95% significance level
is computed using a t-test. This significance level varies from one model to
another because of the different number of members in each model ensemble
(see Table 2.1).
In summer, none of the 10 models analysed here has a significant correlation
for the first year after initialisation (Fig. 2.6). HadCM3, IPSL-CM5A-LR and
MIROC4h never outstrip the 95% significant level. The 7 remaining models
present one or two peaks of significant correlation several years after the ini-
tialisation, and almost all the models have a negative correlation during most
of the 10 years. The emergence of correlation later on in the simulation can
occur randomly, or it might still be a consequence of the initialisation. In-
deed, models might undergo an initial shock due to the initialisation procedure
before getting stabilised and benefit from the initialisation. For winter sea ice
extent (Fig. 2.7), the correlation is significantly positive during the first year for
CCSM4, MIROC5 and MPI-ESM-LR models, indicating some predictive skill.
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Then the correlation decreases and reaches negative values. A negative corre-
lation is also found in the other models. The significant correlation after one
year in three models in winter likely arises from the initialisation, but the mem-
ory of the system is apparently not sufficient to keep a significant correlation
during the following years. Unlike in the Arctic, sea ice around Antarctica is
relatively young. It disappears almost entirely during the melting season and
recovers during winter months, preventing this sea ice to retain information
from initialisation. The ocean can keep the information over longer periods,
but in the available experiments its role appears weak during the first year
after initialisation. This could be due, for instance, to a spurious variability at
the beginning of the hindcast associated to the initial shock that would mask
the signal provided by the ocean. Still, the ocean may be responsible for the
emergence of correlation several years after initialisation, for both summer and
winter sea ice extent, through local interactions or teleconnections with remote
areas.
In any case, the skill of model predictions for Antarctic sea ice extent is
quite poor compared to the one obtained for other variables. For instance, Kim
et al. (2012) have analysed hindcast results from seven CMIP5 models and have
shown that these models have a high skill in forecasting surface temperature
anomalies over the Indian, North Atlantic and western Pacific Oceans up to
6–9 years ahead. Matei et al. (2012b) have pointed out a significant correlation
between hindcast and observations for the Atlantic Meridional Overturning
Circulation (AMOC) strength at 26.5◦N up to 4 years ahead.
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Figure 2.6: Correlation between Antarctic summer (JFM) sea ice extent in model
results and observations. For each model, the correlation is computed from a series
of 4 hindcast ensembles, initialised every 5 years between January 1981 and January
1996 (between November 1980 and November 1995 for HadCM3). In each plot the
dashed line refers to the 95% significance level.
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Figure 2.7: Correlation between winter (JAS) Antarctic sea ice extent in model
results and observations. For each model, the correlation is computed from a series
of 4 hindcast ensembles, initialised every 5 years between January 1981 and January
1996 (between November 1980 and November 1995 for HadCM3). In each plot the
dashed line refers to the 95% significance level.
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2.5 Summary and conclusion
From 24 CMIP5 models available to date, we have analysed results of historical
and hindcast simulations. This is still a small ensemble, but we consider that it
is diverse enough to constitute a reasonable sample to draw conclusions about
current models behaviour in the Southern Ocean.
The multi-model mean reproduces well the observed summer and winter
Antarctic sea ice edges as well as the annual cycle of sea ice extent. The
performance of individual models is much lower. The majority of the biases
in the simulated Antarctic sea ice highlighted for CMIP3 models persist for
the CMIP5 ones. Furthermore, all the models analysed here overestimate the
interannual variability of the sea ice extent in winter. In addition, we saw that,
in contrast to observations, the variability in some models can vary significantly
from one season to the other. We have thus chosen to analyse seasonal means
rather than annual mean, but the conclusions are similar whether we consider
summer or winter sea ice extent.
The analyses performed in this paper aimed at better understanding the
role played by the internal variability in the observed increase of sea ice extent
in the Southern Ocean. Our approach can be summarised in three questions
that we can now partly answer.
Firstly, is the trends of winter and summer observed sea ice extents com-
patible with a combination of the forced response and the internal variability
according to model results? The models generally respond to the external forc-
ings by a decrease in their sea ice extent. Our analysis of its representation in
the different models has shown that the inclusion of stratospheric ozone deple-
tion does not modify strongly the sign of the simulated trend in sea ice extent
in the Southern Ocean compared to CMIP3, in which only half of the models
took into account this forcing. Moreover, models with interactive chemistry or
with higher atmospheric vertical resolution do not provide better results that
the other ones. Nevertheless, natural variability can overwhelm the influence
of the forced response, leading to a positive trend in some ensemble members.
This case appears relatively rare among the available simulations. However, if
we consider the wide range of trends each model provides because of its own
dynamics only, the positive observed trend in sea ice extent can be accounted
for by internal variability.
Secondly, does the models’ internal variability agree with the one of the
observations? From our model analysis, positive trends in sea ice extent, such
as the observed one, can arise from internal variability. Nevertheless, to have
confidence in this conclusion, the models’ internal variability must fit the one
of the observations. Unfortunately, we have shown that the models often have
a climatological mean which is far from the observations, or too high an in-
terannual variability, or even both. None of the CMIP5 models provides thus
a reasonable estimate of all the main characteristics of the sea ice cover over
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the last decades in the Southern Ocean, in contrast to the Arctic (e.g., Stroeve
et al., 2012; Massonnet et al., 2012). Moreover, the few models that display an
increase in sea ice extent have such a large variability that the sign of the trend
is not robust. One may argue that the higher internal variability found in the
models, compared to the one of the observations, is due to some transient, spe-
cific characteristics of the last decades. However, this hypothesis has not been
confirmed since the mean state and the amplitude of the internal variability
of the models are roughly constant over the past 150 years. Because of those
models’ biases, we cannot reasonably consider the results of these models as
a good representation of the behaviour of the Southern Ocean sea ice. As a
consequence, even if the positive observed trend in sea ice extent is compatible
with the models internal variability, the biases of these models prevent us from
firmly assessing the link between the internal variability in the Southern Ocean
and the observed increase in sea ice extent.
Thirdly, how does the initialisation method impact the simulated evolution
of sea ice extent in the Southern Ocean? If the internal variability is important,
a correct initialisation of the model state may lead to a better agreement with
data. In this hypothesis, constraining the model with observations would put
the system in a state that favours an increase in ice extent, for instance because
of a more stratified or colder ocean. However, results from hindcast simulations
have shown that there is no systematic improvement of the simulation of sea
ice extent observed trend. Previous studies have demonstrated that models
have a high potential predictability in the Southern Ocean region at decadal
timescales (e.g., Latif et al., 2010), i.e. in models there exists deterministic
decadal variability. The test in real conditions has not shown such predictability
for sea ice extent. This may be due to some inadequate representation of physics
and/or feedbacks in models, but also to the initialisation procedure. Indeed,
observations required to initialise properly the system are quite sparse in that
area and the time period they cover is relatively short. Furthermore, data
assimilation methods used in general circulation models are essentially based
on nudging, and improvement may be expected if more sophisticated methods
are applied and systematically tested in the Southern Ocean.
To sum up, from an exclusive model approach, a positive trend in Antarctic
sea ice extent spanning the last 30 years, though being a rare event, can be
accounted for by the internal variability of the system. Nevertheless, we have
shown that the models display a mean state or an interannual variability, or
even both that disagree with what is observed. As a consequence, this raises the
question whether we can consider these model results as reliable estimates of
what happens in reality, and it affects the level of confidence one has in decadal
predictions or projections of the evolution of the sea ice around Antarctica
performed with those models.
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Impact of initialisation on
the Antarctic sea ice predictability
This Chapter is based on the following paper: Zunz, V., H. Goosse, and S. Du-
binkina (2014), Impact of the initialisation on the predictability of the Southern
Ocean sea ice at interannual to multi-decadal timescales, Climate Dynamics (sub-
mitted in revised version).
Abstract
In this study, we assess systematically the impact of different initialisation
procedures on the predictability of the sea ice in the Southern Ocean. These
initialisation strategies are based on three data assimilation methods: the nudg-
ing, the particle filter with sequential importance resampling and the nudging
proposal particle filter. An Earth system model of intermediate complexity is
used to perform hindcast simulations in a perfect model approach. The pre-
dictability of the Antarctic sea ice at interannual to multi-decadal timescales is
estimated through two aspects: the spread of the hindcast ensemble, indicat-
ing the uncertainty of the ensemble, and the correlation between the ensemble
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mean and the pseudo-observations, used to assess the accuracy of the predic-
tion. Our results show that at decadal timescales more sophisticated data
assimilation methods as well as denser pseudo-observations used to initialise
the hindcasts decrease the spread of the ensemble. However, our experiments
did not clearly demonstrate that one of the initialisation methods systemati-
cally provides with a more accurate prediction of the sea ice in the Southern
Ocean than the others. Overall, the predictability at interannual timescales is
limited to three years ahead at most. At multi-decadal timescales, the trends
in sea ice extent computed over the time period just after the initialisation are
clearly better correlated between the hindcasts and the pseudo-observations if
the initialisation takes into account the pseudo-observations. The correlation
reaches values larger than 0.5 in winter. This high correlation has likely its
origin in the slow evolution of the ocean ensured by its strong thermal inertia,
showing the importance of the quality of the initialisation below the sea ice.
3.1 Introduction
The last three decades have been characterised by an increase in sea ice extent in
the Southern Ocean (e.g., Comiso and Nishio, 2008; Parkinson and Cavalieri,
2012). This recent expansion of the Antarctic sea ice has been attributed to
different causes. Among them, a potential link with the stratospheric ozone
depletion was pointed out (Solomon, 1999), but this hypothesis has not been
confirmed in recent work (e.g., Sigmond and Fyfe, 2010; Smith et al., 2012; Bitz
and Polvani, 2012). Besides, Mahlstein et al. (2013); Simpkins et al. (2013);
Zunz et al. (2013); Polvani and Smith (2013) drew attention to the fact that the
internal variability of the climate system could also explain the positive trend
in sea ice extent observed over the last decades. Other studies underlined the
potential role of wind changes and of an enhanced stratification of the ocean
(e.g., Bitz et al., 2006; Zhang, 2007; Lefebvre and Goosse, 2008a; Stammerjohn
et al., 2008; Goosse et al., 2009a; Kirkman and Bitz , 2010; Landrum et al.,
2012; Holland and Kwok, 2012; Bintanja et al., 2013; Goosse and Zunz , 2014).
Nevertheless, no clear consensus on the processes responsible for this in-
crease in sea ice extent has been reached yet. Understanding the evolution of
the sea ice in the Southern Ocean is particularly difficult due to the lack of
observations in this area, on the one hand, and the biases of climate models
in the Southern Ocean, on the other hand. In particular, general circulation
models involved in the 5th Coupled Model Intercomparison Project (CMIP5,
Taylor et al., 2011) generally overestimate the internal variability of the sea ice
extent in the Southern Ocean and/or have a mean state that does not agree
with the observations over the last 30 years, i.e., the time period for which
reliable observations of the sea ice are available (e.g., Turner et al., 2013; Zunz
et al., 2013).
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A key issue is to determine whether the positive trend in sea ice extent would
have been predictable if adequate observations and models were available some
decades ago. In the same line, potential predictability in the Southern Ocean
was pointed out (Pohlmann et al., 2009) but the subject has been poorly studied
so far (Zunz et al., 2013; Holland et al., 2013). In an idealised test case, Hol-
land et al. (2013) described predictive capability for the position of the ice edge
for several months if the system is initialised with nearly perfect observations.
In a more realistic set up, Zunz et al. (2013) found that the skill of CMIP5
retrospective forecast simulations is generally weak for the Antarctic sea ice at
interannual to multi-decadal timescales. The initialisation procedures used in
the CMIP5 prediction simulations analysed by Zunz et al. (2013) are generally
based on simple data assimilation methods, such as nudging, potentially reduc-
ing the skill of the predictions. Therefore, in parallel with an adjustment of the
physical parameterisations included in the models that could reduce the biases
in the Southern Ocean, more sophisticated initialisation methods deserve to be
tested to check whether they improve the quality of the predictions of the sea
ice in the Southern Ocean at interannual to multi-decadal timescales.
In the present study, we systematically examine how the predictability of
Antarctic sea ice depends on the data assimilation method that is used to ini-
tialise the model simulation. In the recent study of Pohlmann et al. (2013), an
analysis of the retrospective prediction skill of the Atlantic meridional overturn-
ing circulation was performed for different prediction systems using both dif-
ferent models and different initialisation procedures. In contrast to Pohlmann
et al. (2013), we use only one climate model to analyse the Antarctic sea ice.
This allows isolating more clearly the differences in the predictive skill that
can be achieved due to the various initialisation procedures. Furthermore, un-
like Pohlmann et al. (2013), the analyses proposed here were performed in an
idealised framework. This approach consists of using pseudo-observations in-
stead of actual observations for both the initialisation and the verification of
the hindcasts and has been used in many recent studies (e.g., Holland et al.,
2013; Tietsche et al., 2013; Servonnat et al., 2014). The pseudo-observations
are obtained from a reference simulation performed with the same model as the
one used in the hindcast and a noise is added to the pseudo-observations when
they are included in the initialisation procedure. However, when comparing
the results of initialisation methods with the pseudo-observations no noise is
added providing the comparison with the truth. The use of pseudo-observations
ensures that they have the same variability and mean state as the model re-
sults, since the incompatibility in the mean state and variability between a
model and observations may obscure the role of the initialisation method. Fur-
thermore, working in an idealised framework allows testing the initialisation
methods over longer time periods than if actual observations were used given
that for the Antarctic sea ice reliable observations are available from the 1970s
onwards only. Nevertheless, we have to keep in mind that the results discussed
64 Impact of initialisation on the sea ice predictability
in this idealised framework correspond to an upper limit of predictability. For
realistic prediction experiments, in which actual observations are simulated,
model biases will tend to decrease the predictability.
The model used here is the Earth system model of intermediate complexity
LOVECLIM1.2. It has a coarser resolution and a lower level of complexity
than present-day general circulation models (GCMs), resulting in lower com-
putational cost. Nevertheless, in the Southern Ocean it has a performance
comparable to that of GCMs (Goosse and Zunz , 2014). It is thus an adequate
tool to perform the large number of experiments required in our study. The
skill of a prediction system is assessed here for the Antarctic sea ice through
the analysis of hindcast simulations, i.e., simulations performed in the same
conditions as if they were forecasts but spanning a past time period.
The climate model LOVECLIM1.2 is briefly described in Sect. 3.2.1 and
the initialisation methods tested here are described in Sect. 3.2.2. Sect. 3.2.3
presents the scores that are used to assess the uncertainty and the accuracy
of the hindcasts. The discussion of the results is divided into two parts: the
interannual to decadal (Sect. 3.3.1) and the multi-decadal (Sect. 3.3.2) predic-
tions. Finally, the main results are summarised and conclusions are proposed
in Sect. 3.4.
3.2 Methodology
3.2.1 Model description
The three-dimensional model LOVECLIM1.2 (Goosse et al., 2010a) consists of
the atmospheric component ECBilt2 (Opsteegh et al., 1998), the oceanic com-
ponent CLIO3 (Goosse and Fichefet, 1999) and the vegetation model VECODE
(Brovkin et al., 2002). The atmospheric model is a three-level quasi-geostrophic
model with T21 horizontal resolution (corresponding to about 5.6◦×5.6◦). The
stratosphere dynamics is not represented in ECBilt2 and the highest atmo-
spheric level is at 200 hPa, preventing us to adequately take into account the
influence of stratospheric ozone depletion. The oceanic model is an ocean gen-
eral circulation model coupled to a sea ice model with horizontal resolution
of 3◦×3◦and 20 unevenly spaced vertical levels in the ocean. The vegetation
component has the same horizontal resolution as ECBilt2 and simulates the
evolution of the vegetation cover in terms of trees, grass and deserts. All the
simulations performed with LOVECLIM1.2 over the 20th century are driven
by anthropogenic and natural forcings (greenhouse gases increase, variations
in volcanic activity, solar irradiance, orbital parameters and land use), corre-
sponding to the ones adopted in the historical simulations performed in the
framework of CMIP5 (Taylor et al., 2011).
The model LOVECLIM1.2 simulates a realistic seasonal cycle of the sea ice
extent in the Southern Hemisphere (Goosse and Zunz , 2014). It tends, however,
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to overestimate the sea ice extent during most of the year (not shown). The
amplitude of those systematic biases in the sea ice simulated by LOVECLIM1.2
is comparable to the one of general circulation models involved in CMIP5 (e.g.,
Turner et al., 2013; Zunz et al., 2013). The too large sea ice extent simulated
by LOVECLIM1.2 is the result of an overestimation of the sea ice concentration
in the majority of the sectors of the Southern Ocean (Fig. 3.1). In summer
(JFM), the averaged sea ice extent simulated by LOVECLIM1.2 between 1979
and 2009 reaches 6.1×106 km2 while it equals 4.2×106 km2 in the observations
(Fetterer et al., 2002, updated daily). In winter (JAS) over the period 1979-
2009 the averaged sea ice extent reaches 19.8×106 km2 (17.8×106 km2) in
LOVECLIM1.2 (in the observations).
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Figure 3.1: Mean sea ice concentration over the period 1979-2009 computed from
a reference simulation performed with the model LOVECLIM1.2 driven by external
forcing. Results are shown for (a) summer and (b) winter. The blue (black) line refers
to the ice edge, i.e., the 15% concentration limit of the model simulation (observations
interpolated on LOVECLIM1.2 ocean model grid, Comiso, 1999, updated daily).
3.2.2 Initialisation of the hindcasts
Eight initialisation methods are tested in this study. The methods are presented
in this section and are summarised in Table 3.1. For each initialisation method,
a hindcast is initialised on January 1 every 5 years between 1900 and 1990. One
hindcast consists of an ensemble of 96 members and spans a period of 30 years.
While the initialisation date slightly impacts the predictability of the Arctic sea
ice (e.g., Blanchard-Wrigglesworth et al., 2011; Day et al., 2014), the influence
of the initialisation date on the predictability of the Southern Ocean sea ice
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has not been firmly assessed yet (Holland et al., 2013). However, this issue is
out of the scope of the present study and is not addressed here.
In a first step, two extreme initialisation procedures are tested in the
hindcast simulations. The first one does not take into account any pseudo-
observations constraints. The corresponding non-initialised hindcasts, here-
inafter referred to as HIND_noinit, do not require a specific procedure. They
are simply taken from successive 30-year time periods, separated by 5 years
between 1900 and 1990, of a 96-member simulation driven by external forcing.
Every three months, a perturbation is added to the surface air temperature
of each member in order to be consistent with the experimental design of the
simulations with data assimilation (see below). The hindcasts HIND_noinit
are used to assess the part of the predictability that cannot be attributed to
the initialisation with pseudo-observations. The second initialisation method is
a nearly perfect initialisation. All the model variables of a perfectly initialised
hindcast are initialised with values that are directly extracted from the pseudo-
observations. A small perturbation is added to the surface air temperature of
this initial state in order to generate different members of an ensemble. The
perfectly initialised hindcasts, hereinafter referred to as HIND_perfect, allow
assessing an upper limit of predictability.
In a second step, the hindcasts are initialised through different data assimi-
lation (DA) methods. DA combines the model equations and available observa-
tions in order to estimate the state of the system as accurately as possible (Tala-
grand, 1997). In principle, a DA procedure allows updating the model solution
not only for the variable that is assimilated but also for the other ones. Once a
DA simulation has been run, the values of the state variables corresponding to
different times at which we want to initialise a hindcast are extracted from the
results of this simulation and are used as initial conditions. After the initiali-
sation, no further information is provided by the pseudo-observations. A brief
description of the DA methods used in the present study is given below and
more detailed information is available in Dubinkina and Goosse (2013). These
data assimilation methods demonstrated good performance in the Southern
Ocean area in an idealised framework with pseudo-observations (Dubinkina
and Goosse, 2013).
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Table 3.1: Summary of the initialisation methods applied in the hindcasts analysed in this study. All the hindcasts are
96-member ensemble 30-year long simulations.
Hindcasts Initial states Assimilated pseudo-
observations
Assimilation domain
HIND_noinit Hindcasts initialised without taking into ac-
count any pseudo-observation.
- -
HIND_perfect The initial states are extracted directly from the
pseudo-observations, to which a small perturba-
tion is added in order to generate a 96-member
ensemble.
Full model state
from the pseudo-
observations.
Whole model grid.
HIND_NUDdense The initial states are extracted from the 96
members of a simulation with data assimilation
using the nudging.
Dense surface air tem-
perature.
Nudging applied everywhere
over the ocean, except on the
sea ice covered area.
HIND_NUDsparse The initial states are extracted from the 96
members of a simulation with data assimilation
using the nudging.
Sparse surface air tem-
perature.
Nudging applied everywhere
over the ocean, except on the
sea ice covered area.
HIND_SIRdense The initial states are extracted from the 96
members of a simulation with data assimilation
using the particle filter with sequential impor-
tance resampling.
Dense surface air tem-
perature.
Particle filter applied over the
area southward of 30◦S.
HIND_SIRsparse The initial states are extracted from the 96
members of a simulation with data assimilation
using the particle filter with sequential impor-
tance resampling.
Sparse surface air tem-
perature.
Particle filter applied over the
area southward of 60◦S.
HIND_NPPFdense The initial states are extracted from the 96
members of a simulation with data assimilation
using the nudging proposal particle filter.
Dense surface air tem-
perature.
Nudging applied everywhere
over the ocean, except on the
sea ice covered area.
Particle filter applied over the
area southward of 30◦S.
HIND_NPPFsparse The initial states are extracted from the 96
members of a simulation with data assimilation
using the nudging proposal particle filter.
Sparse surface air tem-
perature.
Nudging applied everywhere
over the ocean, except on the
sea ice covered area.
Particle filter applied over the
area southward of 60◦S.
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Here, pseudo-observations of monthly mean surface air temperature are as-
similated. For initialisation of decadal prediction simulations assimilating sub-
surface oceanic data compared to assimilating only surface data can improve
the performance of the forecast (e.g., Dunstone and Smith, 2010). However, in
the Southern Ocean actual subsurface observations are even sparser in space
and time than surface observations. Therefore, in order to test initialisation
methods that could be easily transposed from this idealised study to a more
realistic one, we assimilate only the surface air temperature data. Given the
links between the surface air temperature and other climate variables, for in-
stance the sea ice concentration, the reconstruction of the latter variables could
be potentially improved by assimilating only the surface air temperature. The
pseudo-observations correspond to the solution between the years 1850 and
2000 provided by a transient simulation driven by external forcing. This tran-
sient simulation starts in 850 from an equilibrium simulation. Four additional
transient simulations spanning the period 850-1850, starting with perturbed
initial conditions, were performed to provide the initial states for the simula-
tions with data assimilation (for details see Dubinkina and Goosse, 2013). In
order to mimic the instrumental errors, a Gaussian noise with standard devia-
tion of 0.5◦C is added to these pseudo-observations before they are assimilated
in the model. Since we are working in an idealised framework in which the
model and the pseudo-observations have the same climatology, there is no dif-
ference in assimilating anomalies or full-field variables (e.g., Pierce et al., 2004;
Murphy et al., 2010; Pohlmann et al., 2009; Smith et al., 2013a) and we choose
to assimilate anomalies.
In addition, for each DA method used to generate the initial states of the
hindcasts, two simulations were performed. In one simulation, dense pseudo-
observations of the surface air temperature were assimilated, i.e., the pseudo-
observations were available at every grid cell of the model. In the second simula-
tion, sparse pseudo-observations were assimilated, i.e., the pseudo-observations
were available only at the grid cells where observations from the HadCRUT3
dataset (Brohan et al., 2006) are available between 1850-2000, the spatial cov-
erage being displayed in Fig. 5 in Dubinkina and Goosse (2013). This allows
assessing how the predictability decreases in a more realistic framework, com-
pared to the idealised situation where pseudo-observations cover the whole
model grid.
Nudging
Nudging is a DA method commonly used in decadal climate prediction
studies (e.g., Keenlyside et al., 2008; Pohlmann et al., 2009; Dunstone and
Smith, 2010; Smith et al., 2010; Kröger et al., 2012; Swingedouw et al., 2012;
Matei et al., 2012a; Servonnat et al., 2014). It consists of adding to the prog-
nostic model equations a term that pulls the solution towards the (pseudo-)
observations (e.g., Kalnay, 2007). In LOVECLIM1.2, the nudging term cor-
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responds to an additional heat flux between the atmosphere and the ocean
Q = γ(Tmod−Tobs). Tmod and Tobs are the monthly mean surface air tempera-
ture simulated by the model and from the (pseudo-) observations respectively.
γ determines the relaxation time and equals 120 W m−2 K−1. This value of γ
stands between the values used in other studies (e.g., Keenlyside et al., 2008;
Pohlmann et al., 2009; Smith et al., 2010; Matei et al., 2012a; Swingedouw
et al., 2012; Servonnat et al., 2014). In addition, the nudging term is limited
to a maximum value of 50 W m−2.
The simulations that assimilate pseudo-observations through the nudging
described above are 96-member ensembles. Each member of the ensemble is
nudged every day towards the monthly mean pseudo-observations and every
three months a perturbation is added to the surface air temperature of each
member in order to work in the same experimental design for all three DAmeth-
ods used here (see below). In both simulations assimilating dense and sparse
pseudo-observations, the nudging is applied globally over the ocean where data
are available, except the area covered by sea ice. Applying the nudging of sur-
face temperature only on the grid cells free of sea ice is a common practice (e.g.,
Keenlyside et al., 2008; Pohlmann et al., 2009; Matei et al., 2012a; Servonnat
et al., 2014). Excluding ice covered area from the nudging procedure prevents
spurious forcing that would be introduced by the additional heat flux in the case
when sea ice is present in the pseudo-observations but not in a simulation to
be nudged. The hindcasts initialised with dense (sparse) pseudo-observations
through the nudging are referred to as HIND_NUDdense (HIND_NUDsparse)
and summarised in Table 3.1.
Particle filter with sequential importance resampling
The particle filter with sequential importance resampling (SIR) is an ensem-
ble DA method (e.g., van Leeuwen, 2009; Dubinkina et al., 2011) and consists of
the following steps. Starting from a set of different initial conditions, an ensem-
ble of 96 simulations is propagated forward in time with the model for a period
of three months. A realisation of the model (called particle) is different from
another only due to different initial conditions. After the propagation step, a
weight is assigned to each particle. This weight is computed based on the agree-
ment between the surface air temperature estimated by the particle and the
pseudo-observations (the better the agreement, the larger the weight). Then,
particles are resampled: particles with small weights are eliminated while the
ones with large weights are kept and duplicated in proportion to their weights,
maintaining the total number of particles constant. A small perturbation is
added to the duplicated particles in order to obtain initial conditions different
from each other. The particles are then again propagated for three months us-
ing the model, and the whole procedure is repeated until the end of the period
of interest.
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Two sets of experiments were performed with SIR: one with dense pseudo-
observations assimilated over the area covering the polar cap southward
of 30◦S and one with sparse pseudo-observations assimilated southward of
60◦S. The choice of a smaller assimilation domain when sparse data were
used has been made to avoid filter degeneracy (e.g., van Leeuwen, 2009,
2010; Dubinkina and Goosse, 2013). The hindcasts initialised with dense
(sparse) pseudo-observations through the SIR are referred to as HIND_SIRdense
(HIND_SIRsparse).
Nudging proposal particle filter
The nudging proposal particle filter (NPPF) is a combination of the nudging
and the particle filter with sequential importance resampling described above.
During the propagation of the 96 particles using the model, a nudging term
pulls the surface air temperature of the model towards the pseudo-observations.
Then, the amplitude of the diagnosed nudging term is taken into account in
the computation of the weight of each particle, as explained in Dubinkina and
Goosse (2013). As for the particle filter with sequential importance resampling,
two sets of experiments were performed with NPPF: one with dense pseudo-
observations assimilated over the area covering the polar cap southward of 30◦S
and one with sparse pseudo-observations assimilated southward of 60◦S. The
nudging, in turn, is applied everywhere over the ocean, except the area covered
by sea ice. Hereafter, the hindcasts whose initial conditions are extracted from
a simulation that assimilated dense (sparse) pseudo-observations through the
NPPF are referred to as HIND_NPPFdense (HIND_NPPFsparse).
3.2.3 Assessment of the skill of the prediction system
On the one hand, the skill of the hindcasts is assessed through the spread of
the solutions provided by the members belonging to the same ensemble. This
spread is used here to quantify the uncertainty of the ensemble, but care must
be taken while interpreting the spread as it does not systematically represent
well the range of possibilities in a prediction (Goddard et al., 2012). On the
other hand, the ability of the ensemble mean to reproduce different character-
istics of the sea ice present in the pseudo-observations provides a measure for
the accuracy of the prediction. Both will thus be presented here.
In order to assess for how long the predictability of an initialised hindcast
exceeds the one of a non-initialised experiment, the spread of the hindcast
ensemble is generally compared to the spread computed from a reference simu-
lation, the approach varying slightly from one study to another (e.g., Pohlmann
et al., 2004; Phelps et al., 2004; Koenigk and Mikolajewicz , 2009;Msadek et al.,
2010; Döscher et al., 2010; Blanchard-Wrigglesworth et al., 2011; Holland et al.,
2013). We choose to use the prognostic potential predictability (PPP) intro-
duced by Pohlmann et al. (2004) and applied in several recent studies (e.g.,
Koenigk and Mikolajewicz , 2009; Msadek et al., 2010; Holland et al., 2013;
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Germe et al., 2014). It consists of the ratio between the ensemble spread of
the hindcasts and the variance of a control simulation. For a given variable x
at lead time t,
PPP(t) = 1−
1
N
∑N
i=1
1
M−1
∑M
j=1 [xij(t)−Xi(t)]
2
σ2clim
, (3.1)
where i is the ensemble index (N ensembles initialised at different times), j
is the member index within one ensemble (M members per ensemble), xij is
the simulated variable x in the hindcast member j of the ensemble i, Xi is the
ensemble mean of the ensemble i and σ2clim is the variance of a 1000-year control
simulation with constant pre-industrial greenhouse gas levels taken from the
year 1850. If the simulated variable corresponds to monthly or seasonal mean,
as it is the case in Sect. 3.3.1, the variance σ2clim is computed individually for
each month or season of the year.
A value of the PPP close to 1 means that the ensemble spread is much
smaller than the natural variability, indicating the existence of predictability
arising from the knowledge of the initial state. On the contrary, when the PPP
is close to 0 or negative, the ensemble spread equals or outstrips the natural
variability, meaning that the potential predictability is lost. The significance
of the PPP is assessed based on an F-test that takes into account the autocor-
relation, as in Pohlmann et al. (2004).
We have to keep in mind that a high value of the PPP does not ensure that
the ensemble mean constitutes an accurate prediction: an ensemble can display
a small spread while disagreeing with the observed state. In the present study,
we go a step further and compute the anomaly correlation coefficient (ACC)
or the ordinary Pearson correlation, depending on the timescales considered,
that tell us how well the hindcasts reproduce the year-to-year evolution of
the pseudo-observations (Sect. 3.3.1) or the pseudo-observed trends spanning
several decades (Sect. 3.3.2). For the ACC, we follow the formulation of
Pohlmann et al. (2009):
ACC(t) =
∑N
i=1
[
Xi(t)− X¯
]
[oi(t)− o¯]√∑N
i=1
[
Xi(t)− X¯
]2∑N
i=1 [oi(t)− o¯]
2
, (3.2)
where t is the lead time (in years), Xi is the ensemble mean of the i
th hindcast
for the simulated variable x, i is the ensemble index (different indices corre-
spond to different times when the hindcast simulations are started). N is the
number of ensembles. oi is the pseudo-observation covering the time period
spanned by the ensemble i. The overbar stands for the climatological mean
computed from a reference simulation (X¯) and of the pseudo-observations (o¯)
over the analysed period 1900-2000. The significance of the correlation is as-
sessed thanks to a two-sided t-test.
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To sum up, the predictive skill achieved thanks to different initialisation
procedures at interannual to multi-decadal timescales is estimated here through
the computation of the PPP and the correlation for different variables related
to the sea ice and to the temperature in the Southern Ocean. These two
skill measures complement each other since the PPP tells us about the scatter
across the solutions of a hindcast ensemble, while the correlation estimates
the agreement between the pseudo-observations and the ensemble mean of the
hindcast.
These skill scores are computed for the ice edge location—the latitude where
the ice concentration in the Southern Ocean reaches 15%—, the sea ice extent
(SIE)—the sum of the areas of all the model grid cells where the sea ice con-
centration is at least 15%—, and the ocean heat content in the upper 100 m
of the ocean. Analysing the predictive skill for the ice edge location provides
an overview of the regional distribution of the predictability of the sea ice and
allows an easy comparison with the results of Holland et al. (2013). The sea
ice extent is a widely used metric in sea ice studies (e.g., Turner et al., 2013;
Polvani and Smith, 2013;Germe et al., 2014) which provides an integrated view
over the whole Southern Ocean. An alternative could be an analysis of the sea
ice area which is often considered as a more natural measure of the total sea
ice coverage. While the conclusions are generally more sensitive to the choice
of ice extent or area when the results are compared to real observations (e.g.,
Notz , 2014), the choice of the metric for the sea ice cover should not have a
large impact on our results since the analyses are here performed in a perfect
model framework. Unless specified, the ocean heat content is computed over
the area southward of 60◦S, between 0 and 100 m below the surface. This
depth is close to the depth of convection reached in winter in LOVECLIM1.2
in most parts of the Southern Ocean, except in the area where deep convection
occurs.
3.3 Results
3.3.1 Interannual to decadal predictability
In this section, we discuss the predictability of the Antarctic sea ice, from 1
month to 10 years ahead. The predictability of the ice edge location is com-
puted for monthly means in order to compare our results to the recent study
of Holland et al. (2013). Besides, we have chosen to discuss the interannual
evolution of summer (average over January, February and March) and winter
(average over July, August and September) sea ice extents separately rather
than a month to month evolution in order to specifically investigate the differ-
ence in predictability between the seasons.
First, we analyse the PPP and the ACC for the hindcasts HIND_perfect
(Sect. 3.3.1.1). In these hindcasts, all the model variables are initialised with
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values provided by the pseudo-observations (see Table 3.1). Second, the pre-
dictability provided through distinct initialisation methods is discussed for the
sea ice extent (Sect. 3.3.1.2).
3.3.1.1 Predictability of the ice edge location
In the hindcasts HIND_perfect, the PPP of the ice edge location displays
values between 0.7 and 1 during the first two months of integration everywhere
around Antarctica (Fig. 3.2a). It then decreases everywhere in the Southern
Ocean. Nevertheless, in the eastern Weddell Sea and in the western Indian
Ocean (between 15◦E and 55◦E), in the Ross Sea (between 180◦E 210◦E) and
in the Bellingshausen and Amundsen Seas (between 230◦E and 290◦E) potential
predictability reemerges after a few months, in May or June of the first year,
and persists until September or October. After 2 years the PPP becomes very
low in all the sectors. Those results are in good agreement with the ones
discussed in Holland et al. (2013), confirming the relevance of our study based
on the model LOVECLIM1.2. Holland et al. (2013) have also highlighted an
eastward propagation of the predictability related to the eastward flow of the
ocean and sea ice. Such a propagation may play a role in our experiments in
the Bellingshausen and Amundsen Seas, while the reemergence of the anomaly
is the dominant feature in the other sectors.
The regions with high PPP are also characterised by high ACC of the ice
edge location in the hindcasts HIND_perfect. It reaches values of at least 0.6
during the first three months of integration at all longitudes (Fig. 3.2b). In the
eastern Weddell Sea and in the western Indian Ocean (between 0◦E and 40◦E)
and in the Bellingshausen and Amundsen Seas (between 230◦E and 300◦E)
the ACC remains higher than 0.6 until the end of the first year. This means
that in these areas accurate prediction of the ice edge location potentially can
be performed a year ahead. This is associated with high predictability of the
sea ice concentration near the ice edge in those regions (not shown). In the
western Pacific Ocean sector (between 90◦E and 160◦E) the ACC is close to 0
from April of the first year but higher values of the ACC reemerge between May
and July of the first year. In December of the first year the ACC is lower than
0.4 at all longitudes. Nevertheless, in May of the second year the ACC reaches
again values higher than 0.6 in the eastern Weddell Sea and in the western
Indian Ocean (between 15◦E and 70◦E) as well as in the Bellingshausen and
Amundsen Seas (between 250◦E and 300◦E).
The reemergence of predictability in winter is thus a dominant characteristic
of the predictability of Antarctic sea ice. It cannot be accounted for by the
memory of the sea ice itself. Indeed, the persistence of the Antarctic sea ice
is very weak since it disappears almost entirely during the melting season.
The memory is more likely provided by heat anomalies stored in the ocean,
as proposed for instance by Holland et al. (2013). In LOVECLIM1.2 the high
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ACC of the ocean heat content (southward of 60◦S, in the first 100 m below the
surface) during the first two years of integration agrees well with this hypothesis
(Fig. 3.3a). Note that the correlation between the ice edge location and the
ocean heat content is particularly strong (in absolute value) between 0◦E and
50◦E and between 150◦E and 300◦E, especially during winter months, where
the ACC of the ice edge is also high.
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Figure 3.2: (a) Prognostic potential predictability and (b) anomaly correlation
coefficient of the ice edge location computed from the hindcast HIND_perfect. The
white (a) or black (b) crosses highlight the values that are not significant at the 95%
level. The white areas correspond to undefined values coinciding with longitudes
nearly free of sea ice during summer months.
Given that the mixed layer is shallower in summer than in winter, the ocean
surface is isolated from deeper levels during this season. In winter, thanks to
the cooling and brine rejection during the formation of sea ice, the mixed layer
is deeper and the interactions between the surface and the interior ocean are
stronger. This leads to an enhanced heat flux from the ocean to the surface that
plays a dominant role in the formation of sea ice, contributing to the significant
negative correlation between the ice edge location and the ocean heat content
below the sea ice (Fig. 3.3b). The changes in sea ice concentration also impact
the ocean heat content, the two variables being linked by various feedback
processes (e.g., Martinson et al., 1981; Goosse and Zunz , 2014). Because of the
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multiple interactions it was not possible in the present framework to determine
precisely to which extent the ocean drives the sea ice changes or if conversely,
sea ice changes drive the ones in the ocean (not shown). Nevertheless, given
the low persistence of the sea ice in the Southern Ocean, the results of Fig. 3.3
reasonably support the hypothesis that the high values reached by the ACC of
the ice edge location during winter can be accounted for by the high ACC of
the ocean heat content, achieved thanks to the strong thermal inertia of the
ocean.
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Figure 3.3: (a) ACC of the annual mean ocean heat content (OHC). (b) Correlation
between the annual mean ocean heat content and the ice edge location. The ocean
heat content is computed southward of 60◦S and between 0 and 100 m depth. The
black (a) or white (b) crosses highlight the values that are not significant at the 95%
level. The white areas correspond to undefined values coinciding with longitudes
nearly free of sea ice during summer months.
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3.3.1.2 Predictability of the sea ice extent
The discussion of the predictive skill for the ice edge location presented above
is focused on hindcast simulations initialised with perfect initial conditions.
For this variable the values reached by the PPP and the ACC decrease rapidly
after the initialisation and barely reach significant values, except in winter,
after the first year of simulation. The skills of the simulations initialised with
other methods display similar patterns but were even lower and were thus not
presented for brevity. The PPP and the ACC may be better for a global
variable such as the sea ice extent. Indeed, local errors of different signs in
different sectors, which have a large effect on the PPP and the ACC of the
ice edge location, may balance each other and lead to a better skill for the sea
ice extent, in particular for the hindcasts that are not initialised with perfect
initial conditions. It is thus instructive to analyse the PPP and the ACC of
the sea ice extent for all the different initialisation methods tested here.
The PPP of summer SIE starts from a maximum in the first year of inte-
gration, gets close to the significance level or even falls below it in the second
or in the third year of integration, except for the hindcasts HIND_NUDsparse
whose PPP never reaches statistically significant values. After three years of
integration the PPP barely reaches significant values for any initialisation me-
thod (Fig. 3.4a). In the first year, whether the dataset used to initialise the
hindcasts is dense or sparse strongly impacts the PPP, especially when the
NPPF or the SIR are used to assimilate the data (blue and orange lines in
Fig. 3.4a). Indeed, in the first year the values of the PPP of the hindcasts
HIND_NPPFdense and HIND_SIRdense reach 0.70 and 0.65 respectively, while
the PPP is much lower in the first year for the hindcasts HIND_NPPFsparse
and HIND_SIRsparse (0.17 and 0.24 respectively). To a lesser extent, the hind-
casts initialised through the nudging also provide a smaller PPP when sparse
pseudo-observations are used but the PPP is always low when this DA method
is used.
The low value of the PPP for the hindcasts HIND_NUDdense and
HIND_NUDsparse indicates a large spread of the ensemble, already present at
the initialisation of the hindcasts, because the nudging is not applied over the
sea ice covered area, which obviously reduces the constraint from the pseudo-
observations on the sea ice extent. Even though the nudging term tends to
maintain the members close to each other, the perturbation applied to each
member every three months for the consistency of the experimental setup with
the other simulations and the reduction of the assimilation domain to the sea
ice free area have a large impact on the spread of the ensemble for the sea
ice extent. This conclusion is confirmed by the higher values of the PPP for
the hindcasts initialised with the SIR or the NPPF where sea ice covered area
is included in the assimilation domain of the particle filters, which provides a
stronger constraint from the pseudo-observations on the sea ice extent.
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Figure 3.4: Prognostic potential predictability (a, b) and anomaly correlation co-
efficient (c, d) for summer (left column) and winter (right column) sea ice extent.
The different colours correspond to different initialisation methods. Coloured solid
lines correspond to an initialisation with dense data, while coloured dashed lines cor-
respond to an initialisation with sparse data. The dashed black lines show the 95%
significant level. For the PPP, the 95% significant level is higher for winter (b) than
for summer (a) sea ice extent. This is due to the slightly larger persistence charac-
terising winter sea ice extent leading to a fewer number of degrees of freedom used to
perform the significance test. The grey line in (a) and (b) corresponds to the square
of the autocorrelation that indicates the predictability arising from the persistence.
The fact that the PPP of the hindcasts initialised with sparse data is sys-
tematically lower than the one of the hindcasts initialised through the same
method but with dense data can be accounted for by the weaker constraint ap-
plied on the initial state when sparse pseudo-observations are used. This results
in a larger spread of the ensemble and, thus, in a lower PPP. The weaker con-
straint is first accounted for by the fewer amount of data available in the sparse
pseudo-observations. In addition, when the particle filters (SIR or NPPF) are
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used, the domain over which the particle filters assimilate the data is smaller
when sparse pseudo-observations are assimilated, also reducing the constraint
on the ensemble. As mentioned in Sect. 3.2.2, the reduction of the assimilation
domain for the particle filters was required in order to avoid filter degeneracy
in the simulation with assimilation. Fig. 3.4a and b illustrate that changing
the dataset from dense pseudo-observations to sparse pseudo-observations de-
creases the constraint on the initial state much more than changing the DA
method from the NPPF to the SIR. Consequently, particular attention has to
be paid when interpreting the PPP because changes in the ensemble spread
may be strongly related to the experimental design, such as the choice of the
domain where the data are assimilated, and not on the predictability of the
system itself.
The PPP of winter sea ice extent displays a slower decrease than the
PPP for summer sea ice extent and stays above the significance level until
the 7th year when initialised with perfect initial conditions (Fig. 3.4b). In
the hindcasts HIND_NPPFdense and HIND_SIRdense the PPP remains signif-
icant during the first four years and in the hindcasts HIND_NPPFsparse and
HIND_SIRsparse during the first three years. The hindcasts HIND_NUDdense
and HIND_NUDsparse provide a PPP that is always below the 95% significance
level. Overall, these results indicate that the winter sea ice extent is more pre-
dictable than the summer sea ice extent. The square of the autocorrelation (r2)
is used here to assess the predictability that is gained from the persistence. Fig.
3.4a and b indicate that the persistence of the winter sea ice extent is slightly
higher than the one of summer sea ice extent during the first three years of
integration but this persistence is too small to be responsible for the higher
predictability obtained for winter sea ice extent. The higher PPP of the winter
sea ice extent, compared to the summer sea ice extent, likely arises because of
a stronger interaction between the sea ice and the interior ocean during winter,
as discussed in the case of the reemergence of the predictability of the ice edge
location in winter in Sect. 3.3.1.1.
Having assessed the PPP of the hindcasts of the Antarctic sea ice extent,
we now focus on their accuracy through the computation of the ACC. The
ACC for both summer and winter is always positive, even for the hindcasts
HIND_noinit. This is due to the fact that all the hindcasts as well as the
pseudo-observations are driven by the same external forcing that ensures at
least a weak correlation between the hindcasts and the pseudo-observations.
In summer its value is, however, rarely above the significance level except in
the first year for the hindcasts HIND_perfect and HIND_NPPFsparse. Fur-
thermore, the choice of the DA method and the use of dense or sparse pseudo-
observations to initialise the hindcasts do not lead to a major difference in the
ACC. In general, the ACC of sea ice extent in winter is larger than in summer
(Fig. 3.4d), which is in agreement with the ACC of the ice edge location. For
most of the initialisation methods, the ACC remains statistically significant
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during at least the first three years of integration. Moreover, during the first
three years of integration the ACC of all hindcasts initialised with pseudo-
observations, except HIND_SIRsparse, outstrips the ACC of the hindcasts that
were not initialised with pseudo-observations, though the improvement is weak
and none of the tested initialisation methods systematically provides a higher
ACC than the others.
The relative performance of each simulation with data assimilation is dis-
cussed in detail in Dubinkina and Goosse (2013). They demonstrated good
performance of the reconstruction of atmosphere as well as ocean variables
provided by the particle filters (SIR and NPPF). For the reconstructed sea ice
concentration, a clear improvement is obtained with the NPPF compared to
the SIR. Dubinkina and Goosse (2013) showed that the assimilation of pseudo-
observations through the nudging provides satisfying reconstructions of surface
air temperature and sea ice concentration in the Southern Hemisphere. How-
ever, because of the spurious impact of the nudging on the mixed layer dynamics
in the model, the ocean temperature at depth and the surface salinity are not
well simulated.
Despite those differences in the initial state, all the initialisation procedures
tested here lead to relatively similar ACC. Firstly, this is due to the low ACC
brought by the initialisation. The ACC of HIND_perfect, corresponding to the
best possible initialisation, is generally not much higher than the one obtained
in all the other simulations, except for the first year. Secondly, additional analy-
ses performed on the initial states provided by the various assimilation methods
have shown that they all have their own biases, either on the oceanic heat con-
tent or on the salt content. This potentially affects vertical heat fluxes and thus
the oceanic heat flux at surface during the hindcast, reducing the prediction
skill. The larger errors are found in HIND_NUDdense and HIND_NUDsparse
for which the salt content in the first 100 m in the initial state of the hindcast
is negatively correlated with the one of the pseudo-observations, which is in
agreement with Dubinkina and Goosse (2013).
3.3.2 Multi-decadal predictability
In this section, we discuss the predictability of the trends in the ice edge loca-
tion and ice extent computed over time periods from 10 to 30 years. All the
time periods over which the trends are computed start on the first year of the
hindcasts, i.e., directly after the initialisation. Due to the large internal vari-
ability of the Antarctic sea ice, the trends in sea ice extent can substantially
vary between the members of an ensemble performed with the same climate
model (e.g., Landrum et al., 2012; Zunz et al., 2013). As a consequence, predic-
tions may be very uncertain. However, an efficient initialisation of the hindcasts
imposes a constraint on the initial state that could decrease the spread of the
trend over the years following the initialisation. A comparison between the
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ensemble spread of the trends in hindcast simulations and a reference variance
of the trends is thus required. As for the case of decadal predictions (Sect.
3.3.1), we use the prognostic potential predictability (Eq. (3.1)) as a measure
of the uncertainty of the simulated trends in sea ice. Here, the variable x in
Eq. 3.1 stands for the trend in ice edge location (sea ice extent) for each en-
semble member and the time t in Eq. (3.1) represents the length of the time
period over which the trend is computed. The climatological variance (σ2clim
in Eq. (3.1)) is the variance of the trends computed over successive time pe-
riods, spaced by 5 years, of a 1000-year control run simulation with constant
pre-industrial greenhouse gas levels.
In order to assess the accuracy of the hindcasts, we focus on the ensemble
mean of the trends in ice edge location (sea ice extent). We compute the ordi-
nary Pearson correlation between the trends provided by the ensemble means
of each hindcast and the corresponding trends computed from the pseudo-
observations. On multi-decadal timescales, the external forcing has potentially
a large impact on the trend in ice edge location (sea ice extent) and we have
to disentangle this contribution from the one that can be attributed to the ini-
tialisation. For that purpose we take as a reference the correlation between the
pseudo-observations and the hindcasts HIND_noinit. This hence represents
the amplitude of the correlation of the trends that is provided by the external
forcing.
For each initialisation method, the number of hindcasts used to compute
the PPP and the correlation of the 10- to 30-year trends is smaller than the
number of hindcasts used in Sect. 3.3.1 (15 instead of 19). Indeed, the hindcasts
initialised after 1970 are not considered in this section since the simulation
providing the pseudo-observations ends in December 1999.
3.3.2.1 Predictability of the 10- to 30-year trend in ice edge
location
For the hindcasts HIND_perfect the PPP of the trend in ice edge location
generally decreases as the lead time gets longer (Fig. 3.5). In summer the PPP
is significant in the Ross Sea and in the Bellingshausen Sea (between 200◦E and
300◦E). It also reaches values higher than 0.5 in the eastern Weddell Sea and
in the western Indian Ocean (between 0◦E and 40◦E) as well as in the western
Pacific sector (between 110◦E and 130◦E, Fig. 3.5a). However, those relatively
high values of the PPP appear in areas that are generally sea ice free during
summer, i.e., where the interannual trend in the ice edge location is close to 0
and does not vary much from one simulation to another. The PPP is thus not
meaningful in those conditions.
In winter the PPP of the trend in ice edge location barely exceeds 0.5 (Fig.
3.5b). For length of time periods up to 20 years, the largest values of the PPP
(of at least 0.3) are found in the Indian Ocean (between 40◦E and 90◦E), in
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the western Pacific sector (between 90◦E and 140◦E) and in the Bellingshausen
Sea (between 230◦E and 280◦E). In the eastern western Pacific sector (around
100◦E) a PPP larger than 0.3 is found for any length of time periods. Overall,
even when the hindcasts are perfectly initialised the trends in ice edge display
a large spread, implying a rather uncertain prediction.
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Figure 3.5: PPP of the trend for the hindcasts HIND_perfect in (a) summer and
(b) winter ice edge location for increasing length of the time period over which the
trends are computed. The white crosses highlight the values that are not significant
at the 95% level.
The correlation between the trends in ice edge location from the hindcasts
HIND_perfect and the corresponding trends from the pseudo-observations de-
pends also on the longitude and on the length of the period over which the
trend is computed (Fig. 3.6). In summer correlation higher than 0.6 is found
in the western Weddell Sea and in the eastern Indian Ocean (between 10◦E
and 40◦E), in the eastern western Pacific sector (between 130◦E and 160◦E),
in the western and eastern Ross Sea (between 160◦E and 220◦E) and in the
Bellingshausen and Amundsen Seas (between 230◦E and 300◦E), especially for
time periods shorter than 20 years (Fig. 3.6a). In winter the correlation of
the trend in ice edge location is generally higher than in summer, especially
for time periods longer than 20 years (Fig. 3.6b). The correlation is generally
higher than 0.6, except in the eastern Weddell Sea and in the western Indian
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Ocean (between 0◦E and 50◦E) for time period longer than 20 years, in the
Ross Sea (between 160◦E and 200◦E) for time period longer than 14 years and
in the Bellingshausen and Amundsen Seas (between 250◦E and 300◦E) for time
periods longer than 25 years.
The values obtained for the PPP and the correlation of the trends in ice
edge location for the hindcasts HIND_perfect confirm the relevance of these
two scores to assess the skill of a prediction system. Indeed, the PPP and the
ACC provide complementary information that can even appear contradictory,
as for Fig. 3.5 and 3.6. On the one hand, the PPP of the ice edge location in the
hindcasts HIND_perfect indicates that the spread of the ensemble is relatively
large compared to the one of an uninitialised ensemble, i.e., that the potential
predictability is low. On the other hand, the correlation reaches relatively high
and statistically significant values, meaning that the trends computed from
the hindcasts ensemble mean agree reasonably well with the corresponding
trends in the pseudo-observations. This apparent disagreement between the
low PPP and the high correlation could actually be accounted for by the fact
that the ensemble mean of the trends is driven by the external forcing and
the slowly varying components of the climate system such as the ocean, as
discussed below. Besides, the trends provided by the individual members of the
ensemble are widely scattered around the trend of the ensemble mean because
these individual trends are influenced by the high frequency variability of the
atmosphere, unpredictable at that timescale, that gives a range close to the
one of an uninitialised ensemble. Nevertheless, the overall decrease in PPP for
increasing length of time periods over which the trend is computed does not
necessarily imply an increase in the variance of the hindcast trends. Indeed,
the climatological variance σ2clim(t) of the trend decreases with t, the length
of the period over which the trend is computed. Consequently, although PPP
decreases with t, the variance of the hindcast, giving a kind of measure of the
uncertainty of the prediction, may still decrease.
High values of the correlation for summer and winter are much less
widespread in the hindcasts HIND_noinit (Fig. 3.6c, d). In summer (win-
ter) 8% (4%) of the values of the correlation shown on Fig. 3.6c (Fig. 3.6d)
are statistically significant at the 95% level. For comparison, 39% (69%) of
the correlations are statistically significant for the summer (winter) ice edge
location of the hindcasts HIND_perfect (Fig. 3.6a,b). Therefore, statistically
significant values of the correlation of the trends in the hindcasts HIND_noinit
are rather marginal and are likely not meaningful as the percentages of statis-
tically significant values are close to the p-value of 0.05 used to perform the
statistical test.
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Figure 3.6: Correlation between the trend of the hindcasts ensemble mean and the
trend of the pseudo-observations of the ice edge location in summer (left column) and
in winter (right column) for the hindcasts HIND_perfect (a, b) and HIND_noinit
(c, d). The vertical axis refers to increasing length of the time period over which the
trends are computed. The black crosses highlight the values that are not significant
at the 95% level. The white areas correspond to undefined values.
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Overall, the correlation of the trends in ice edge location for the hindcasts
HIND_perfect and HIND_noinit shows that a large part of the predictability
is likely provided by the initialisation and not by the response to the forcing.
This indicates that even if the state of the sea ice in a given year is not pre-
dictable beyond three years ahead (see Sect. 3.3.1) the 10- to 30-year trend in
ice edge location is highly correlated between the hindcasts and the pseudo-
observations.
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Figure 3.7: (a) Correlation between the trend in annual mean ocean heat content
from the hindcasts and the one from the pseudo-observations. Correlation between
the trend in summer (b) and winter (c) ice edge and the trend in annual mean
ocean heat content. The vertical axis refers to increasing length of the time period
over which the trends are computed. For each longitude, the ocean heat content is
computed southward of 60◦S and between 0 and -100 m in the ocean. The black (a)
and white (b, c) crosses highlight the values that are not significant at the 95% level.
As already proposed in Sect. 3.3.1 for interannual variations, the high cor-
relation of the trend in ice edge location found in the hindcasts HIND_perfect
is likely due to the thermal inertia of the ocean, which allows the anomalies
characterising the initial state to impact the evolution of the system during
years to decades with potential feedbacks between the oceanic heat content
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and the ice concentration. Indeed, in the hindcasts HIND_perfect the trend in
annual mean ocean heat content (southward of 60◦S, in the first 100 m below
the ocean surface) displays a correlation between the hindcasts and the pseudo-
observations larger than 0.6 between 0◦E and 75◦E as well as between 190◦E
and 340◦E (Fig. 3.7a). Furthermore, at these longitudes the correlation be-
tween the trend in ice edge location and the trend in ocean heat content reaches
values close to -1 in winter (Fig. 3.7c) with less negative values in summer (Fig.
3.7b). The same analysis performed for the ocean heat content in the upper
300 m provides results similar to the one shown here for the ocean heat content
in the upper 100 m. This high correlation of the trend in ocean heat content
with pseudo-observations, combined with a large anti-correlation of the trend
in ice edge location with the trend in ocean heat content, likely explains the
large correlation of the trend in ice edge location between the hindcasts and
the pseudo-observations, as shown in Fig. 3.6. However, between 75◦E and
120◦E the trend in winter ice edge location in the hindcasts is well correlated
with the pseudo-observations (Fig. 3.6b), while the trend in ocean heat content
does not display such a high correlation with the pseudo-observations. In some
sectors of the Southern Ocean, additional mechanisms thus play a dominant
role in the predictability of the ice edge location (e.g., transport from adjacent
areas) and complementary studies are required to evaluate more precisely the
origin of the predictability of the trend for each region.
3.3.2.2 Predictability of the 10- to 30-year trend in sea ice extent
In this section, the predictability of the trends in summer and winter sea ice
extents computed over increasing length of time period from 10 to 30 years is
analysed. As for the 10- to 30-year trend in ice edge location (Sect. 3.3.2.1),
we have computed the prognostic potential predictability of the trend in sea
ice extent (Fig. 3.8a, b) and the correlation between the ensemble means
of the trends provided by hindcasts using different initialisation date and the
corresponding trends in the pseudo-observations (Fig. 3.8c, d). These measures
of the predictability are computed for the trends over 10- to 30-year long time
period (starting on the first year after the initialisation) shown on the x-axis
of Fig. 3.8 and for different initialisation methods.
As discussed in Sect. 3.3.1.2 for the predictive skill of the sea ice extent
at interannual to decadal timescales, the relative merits of the different ini-
tialisation methods tested here do not appear very clearly in the analysis
of the trends in sea ice extent. Therefore for brevity, the results are shown
here for the hindcasts HIND_perfect, HIND_noinit and HIND_SIRdense. The
skill of HIND_SIRdense is among the highest of all the experiments though
HIND_SIRdense is not systematically better and its results are generally close
to the ones obtained using other methods. Nevertheless, the results provided
by the initialisation through the SIR appear more reliable to us since the SIR
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relies on a method that does not introduce any additional term in the model
equations, ensuring that the model dynamics is preserved. Indeed, in our ex-
perimental design the nudging, when used alone, does not respect the ocean
dynamics. Note, however, that this problem does not seem to occur when the
nudging is combined with a particle filter in the NPPF (Dubinkina and Goosse,
2013).
The PPP of the trend in summer sea ice extent reaches at most 0.36. It
is statistically significant at the 95% level up to 27-year long time period for
the hindcasts HIND_perfect (purple solid lines in Fig. 3.8a, b). The hindcasts
HIND_SIRdense (orange solid line in Fig. 3.8a, b) is above the 95% significance
level, for 10- to 13-year long time periods. In winter the PPP is significant up
to 20 years for the hindcasts HIND_perfect and up to 19 years for the hindcasts
HIND_SIRdense. For the other methods, the PPP is rarely significant for the
trends in both summer and winter sea ice extent (not shown). As noticed for
the PPP of the sea ice extent at interannual timescales (Sect. 3.3.1.2), for a
given data assimilation method the PPP of the trend in sea ice extent of the
hindcasts initialised with dense pseudo-observations is systematically higher
than the PPP of the hindcasts initialised with sparse pseudo-observations.
For both seasons the correlation of the trend in sea ice extent between
hindcasts and pseudo-observations is larger if pseudo-observations are taken
into account at the initialisation, for any length of time period (Fig. 3.8c, d).
In summer, only the correlation computed from the hindcasts HIND_perfect
reaches statistically significant values. The negative values obtained in summer
for the hindcasts HIND_noinit (Fig. 3.8c) are not meaningful given that they
are not statistically significant and they are not robust. Indeed, the same cor-
relation computed with another set of pseudo-observations can provide slightly
positive, still not statistically significant, values (not shown). In winter, how-
ever, both the hindcasts HIND_perfect and HIND_SIRdense provide statisti-
cally significant correlation of the trends in sea ice extent, while the correlation
for the non-initialised hindcast is close to 0 and not statistically significant.
This indicates again that a part of the predictability cannot be accounted for
by the external forcing and arises from the initialisation.
The simulated trend in sea ice extent at multi-decadal timescales is due to a
combination of the model internal variability and of the response to the external
forcing. The external forcing is responsible for an overall decrease in sea ice
extent between 1900 and 2000. The interannual variability is associated with
positive and negative trends at multi-decadal timescales that are superimposed
on this longer term trend, essentially externally driven. For sea ice extent in
the Southern ocean those internally generated variations are much larger at
decadal timescales than the externally driven decrease.
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Figure 3.8: Prognostic potential predictability (a, b) and correlation with the
pseudo-observations (c, d) of the trends in summer (left column) and winter (right
column) sea ice extent, for increasing length of the time period over which the trends
are computed. The different colours correspond to different initialisation methods.
The dashed black lines show the 95% significance level. For the PPP (a, b), this
significance level varies with the length of time period because it takes into account
the autocorrelation of the trends computed over successive time periods used to com-
pute the climatological variance of the trend (σ2 in Eq. (3.1)). This autocorrelation
depends on the length of the time period used to compute the trends.
In the hindcasts HIND_noinit the internal variability of the sea ice extent
present in the pseudo-observations is not captured in the ensemble mean and
the trend in sea ice extent at multi-decadal timescales is essentially driven by
the external forcing. As a consequence, the correlation between the pseudo-
observed sea ice extent in the year preceding the initialisation and the trend
in the hindcast sea ice extent is weakly positive (red dashed lines with circle
markers in Fig. 3.9): since the model response under warming conditions is a
melting of the sea ice in the Southern Ocean, the trend in sea ice extent tends
to be more negative over time as mean ice extent is decreasing.
The goal of the initialisation of the hindcast is to reproduce the internally
generated fluctuations in the pseudo-observations. First, as the trend in sea
ice extent is computed starting from the first year of the hindcast, it depends
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directly on the value of this extent in pseudo-observations the year preceding
the initialisation of the hindcasts. Furthermore, because of the model dynamics
(Goosse and Zunz , 2014), when initialised with a state that has a sea ice extent
larger (smaller) than the climatological mean, a simulation generally provides
a negative (positive) trend in sea ice extent during the following years. This
results in a negative correlation between the sea ice extent in the pseudo-
observations the year preceding the initialisation and the trend in sea ice extent
in the hindcasts, especially in winter (purple dashed lines with circle markers
in Fig. 3.9). Note that in contrast to Goosse and Zunz (2014), the simulations
analysed here are transient simulations and the state averaged over several
decades is thus not stationary but slightly decreases in response to the external
forcing.
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Figure 3.9: Correlation between the trends in (a) summer and (b) winter sea ice
extents from the hindcasts and the annual mean sea ice extent from the pseudo-
observations the year preceding the initialisation of the hindcasts (coloured dashed
lines with circle markers). Correlation between the trend in annual mean ocean heat
content from the hindcasts and the annual mean ocean heat content from the pseudo-
observations the year preceding the initialisation of the hindcasts (coloured dotted
lines with triangle markers). Correlation between the trend in sea ice extent from the
hindcast and the trend in ocean heat content from the hindcasts (solid lines), for (a)
summer and (b) winter sea ice extents. The ocean heat content is computed around
Antarctica, southward of 60◦S and between 0 and -100 m in the ocean. The x-axis
refers to the increasing length of the time period over which the trends are computed.
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This suggests that initialising a hindcast with a sea ice extent anomaly that
fits the one of the pseudo-observations is a necessary condition to ensure an
accurate prediction of the trend at multi-decadal timescales. This is, however,
not sufficient since not only the state of the sea ice but also the state of the
water column below the sea ice must be initialised with a state close to the
pseudo-observations, given that the information provided to the ocean at the
initialisation can impact the system over several decades, as already discussed
at the end of Sect. 3.3.2.1. As expected, the trends in both summer and
winter sea ice extents are strongly anti-correlated with the trend in ocean heat
content southward of 60◦S in the first 100 m below the surface (solid lines in
Fig. 3.9), similar results being obtained with the ocean heat content in the
upper 300 m (not shown). Consequently, it is essential to reproduce well this
trend (Fig. 3.10) and thus the initial oceanic heat content as both are well
anti-correlated (purple dotted lines with triangle markers in Fig. 3.9). As the
data assimilation methods tested in the present study assimilate the surface
air temperature only, the information provided by the pseudo-observations is
not always adequately propagated in the ocean. The correlation of the trend
in ocean heat content between the hindcasts and the pseudo-observations is
maximum for the hindcasts HIND_perfect and is close to zero for the hindcasts
HIND_noinit (Fig. 3.10).
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Figure 3.10: Correlation of the trends in annual mean ocean heat content between
the hindcasts and the pseudo-observations, for increasing length of the time period
over which the trends are computed. The ocean heat content is computed around
Antarctica, southward of 60◦S and between 0 and -100 m in the ocean. The dashed
black lines show the 95% significance level.
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To sum up, taking into account the pseudo-observations in the initialisation
of the hindcasts straight from the pseudo-observations dataset (HIND_perfect)
or from a DA simulation does not provide particularly high values for the PPP
but clearly leads to more accurate ensemble mean at multi-decadal timescales.
In particular, the higher correlation between the trends in sea ice extent of
the hindcast and the corresponding ones of the pseudo-observations indicates
that the initialisation with pseudo-observations triggers a shift of the ensemble
mean of the trends towards the one of the pseudo-observations. Consequently,
the initialisation with pseudo-observations potentially improves the correlation
with pseudo-observations for the trends in ice edge location (sea ice extent)
over several decades while the initialisation has only a weak impact on the
predictive skill for the ice edge location (sea ice extent) at interannual to decadal
timescales, as discussed in Sect. 3.3.1. This apparent disagreement may be
accounted for by the fact that on timescales from months to several years the
behaviour of the sea ice is strongly impacted by the quickly varying atmosphere.
This high frequency variability tends to overwhelm the more predictable low
frequency signal that could be provided by the ocean. Besides, on multi-decadal
timescales it can be reasonably assumed that the variations in the ice edge
location (sea ice extent) are mainly driven by the slowly varying ocean, limiting
the impact of the unpredictable atmosphere.
3.4 Summary and conclusions
All the results discussed in the present study have been performed in a perfect
model framework. Similar tests performed in a realistic framework, i.e., with
the use of actual observations for both the initialisation and the verification of
the hindcasts, would lead to a lower predictability, due to the models biases.
Overall, even under such idealised conditions, the predictive skill of the model
for the Antarctic sea ice is quite poor compared to other variables (e.g., Kim
et al., 2012; Matei et al., 2012b). The analyses performed here have neverthe-
less highlighted interesting characteristics of the predictability and the forecast
capability achieved thanks to different initialisation methods for the sea ice in
the Southern Ocean at interannual to multi-decadal timescales.
Firstly, in agreement with the recent study of Holland et al. (2013), the
impact of the initialisation on the short-term predictability seems to be mainly
driven by oceanic processes. More specifically, the predictability of the sea
ice at interannual timescales is low in summer and increases in winter. This
reemergence of the predictability in winter is provided by heat anomalies stored
in the ocean. In summer these anomalies are isolated from the surface due to
the weak vertical mixing in the ocean during this season. Conversely, in winter
the enhanced vertical mixing allows these anomalies to reach the surface and
impact the sea ice formation.
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Secondly, the predictability of the Antarctic sea ice behaves very differently
depending on the timescale considered. At interannual timescales, during the
first three years of integration, the variance of the members within an ensemble
is smaller than the climatological variance of the model. This suggests that the
uncertainty of the ensemble mean is rather low. However, the scatter of the
members depends on the perturbation method used to generate the ensemble
and may underestimate the real uncertainty of the ensemble. Besides, at in-
terannual timescales the signal that can be provided by the ocean is largely
overwhelmed by the unpredictable variability imposed by the atmosphere, re-
sulting in a relatively weak correlation between the hindcasts ensemble mean
and the corresponding pseudo-observations even during the first years of inte-
gration.
Although the predictability of the Antarctic sea ice during a particular
year is limited to a few years ahead at best, there exists predictability of the
trend in sea ice at multi-decadal timescales. Indeed, the correlation between
the ensemble mean of the trends in hindcasts and the corresponding trend
from the pseudo-observations easily reaches values greater than 0.5 in winter.
Furthermore, the accuracy of the multi-decadal trends in sea ice extent com-
puted from hindcasts initialised with pseudo-observations is better compared
to hindcasts initialised without taking into account any pseudo-observations.
This indicates that at multi-decadal timescales the predictability is due to not
only the external forcing but also the initialisation method as the initialisa-
tion with pseudo-observations clearly improves the accuracy of the prediction
in our idealised framework. Besides, the spread of the trends within an en-
semble roughly equals the variance of the model climatology, meaning that
the uncertainty of the trends remains relatively large. In this framework, the
ocean appears to impact the ensemble mean of the trend in sea ice while the
atmosphere is responsible for the scatter of the members around this ensemble
mean.
Thirdly, the method and the density of the pseudo-observations used to
initialise the hindcasts influence the predictability of the sea ice. At both in-
terannual and multi-decadal timescales the spread of the members within an en-
semble is smaller if the hindcasts are initialised with dense pseudo-observations
compared to an initialisation with sparse pseudo-observations. This is due to
the stronger constraint applied at the initialisation, preventing the members
to spread too quickly during the integration. The initialisation method also
impacts the accuracy of the trend in hindcast simulations. The hindcasts ini-
tialised with perfect initial conditions display the highest correlation for the
trend in sea ice extent as well as for the trend in ocean heat content. There-
fore, we pointed out a clear link between the predictability of the sea ice and
the quality of the initialisation of the ocean below it.
In our experiments, the relative skills at interannual to multi-decadal
timescales of the initialisation methods based on data assimilation depend on
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the season, as well as on the timescale investigated. None of the methods tested
here has thus been clearly identified as the best suited for multi-decadal predic-
tions of Antarctic sea ice. However, in the experimental setup employed here to
assimilate pseudo-observations with a nudging, Dubinkina and Goosse (2013)
have demonstrated that the nudging leads to a behaviour incompatible with
the original model dynamics. Such incompatibility does not arise when the
particle filters (SIR or NPPF) are used. If possible, the initialisation through
a particle filter or a similar method should thus be preferred for studying the
sea ice in the Southern Ocean.
We have applied here initialisation methods based on the assimilation of the
surface air temperature only because relatively long time series are available
and similar methods have been used in previous studies. Unfortunately, the
persistence of surface variables is very low. Therefore, in order to provide
constraints on longer term predictions, the data assimilation scheme has to
propagate this information at depth in the ocean, where the persistence is
much longer. Such a propagation is not always achieved with the methods used
here. Therefore, in parallel to the models biases reduction, efforts should be
concentrated on better initialisation of the ocean. Furthermore, we have shown
that the predictability is improved by the use of dense pseudo-observations in
the initialisation procedure. Collecting observations in the Southern Ocean is
thus crucial not only to improve the understanding of the processes occurring
there but also to better initialise the simulations used to forecast the evolution
of the sea ice around Antarctica.
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Influence of a meltwater input
on the Antarctic sea ice forecast skill
This Chapter is based on the following paper: Zunz, V., and H. Goosse
(2014), Influence of meltwater input on the skill of decadal forecast of sea
ice in the Southern Ocean, The Cryosphere Discussions, 8 (4), 3563–3602,
doi: 10.5194/tcd-8-3563-2014
Abstract
Recent studies have investigated the potential link between the freshwater in-
put derived from the melting of the Antarctic ice sheet and the observed recent
increase in sea ice extent in the Southern Ocean. In this study, we assess
the impact of an additional freshwater flux on the trend in sea ice extent and
concentration in a simulation with data assimilation, spanning the period 1850–
2009, as well as in retrospective forecasts (hindcasts) initialised in 1980. The
data assimilation procedure used in this study relies on particle filtering. A
random freshwater flux, driven by an autoregressive process is added to the
members of an ensemble of simulation. The particle filter selects the members
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that are closer to the assimilated observations and the additional freshwater
flux associated to these selected members provides a reconstruction of the ad-
ditional freshwater input in the Southern Ocean. In a simulation with data
assimilation, including the random additional freshwater flux improves the re-
construction of the trend in ice extent and concentration between 1980 and
2009 compared to a control simulation with data assimilation not including
this flux. This is partly due to a better representation of the freshwater cycle
in the Southern Ocean, but the additional flux could also compensate for some
model deficiencies. The additional freshwater flux diagnosed from the simula-
tion with data assimilation is mostly negative, i.e. it increases the sea surface
salinity, and it involves a downward shift in the simulated mean state of the
sea ice. A hindcast initialised from this shifted state has to be forced by an
additional freshwater flux with a magnitude similar to the one included in the
simulation with data assimilation, i.e., a negative one, in order to avoid a model
drift. This points out the importance of the experimental design that has to
be consistent between the simulation used to compute the initial state and the
hindcast initialised from this initial state. The hindcast including this negative
additional freshwater flux, constant in time, provides trends in sea ice extent
and concentration that are in satisfying agreement with satellite observations.
This constitutes encouraging results for sea ice predictions in the Southern
Ocean. In our simulation, no increase in meltwater flux from Antarctica with
time is required and the positive trend in ice extent over the last 30 years is
largely determined by the state of the system in the late 1970’s.
4.1 Introduction
The sea ice extent in the Southern Ocean has been increasing at a rate of
0.13 to 0.2 million km2 per decade between November 1978 and December
2012 (Kirtman et al., 2013). However, the processes that drive this evolution
and the causes of sea ice expansion are still debated. The hypothesis that
the stratospheric ozone depletion (Solomon, 1999) could have been responsible
for the increase in sea ice extent is not compatible with the results of recent
analyses (e.g., Sigmond and Fyfe, 2010; Bitz and Polvani, 2012; Smith et al.,
2012; Sigmond and Fyfe, 2013). Besides, other studies have underlined the
fact that the positive trend in sea ice extent could be attributed to the internal
variability of the system (e.g., Mahlstein et al., 2013; Zunz et al., 2013; Polvani
and Smith, 2013; Swart and Fyfe, 2013). Nevertheless, this explanation cannot
be confirmed by present-day general circulation models (GCMs) involved in
the 5th Coupled Model Intercomparison Project (CMIP5, Taylor et al., 2011).
Indeed, because of the biases present in those models, they often simulate
a seasonal cycle or an internal variability (or both) of the Antarctic sea ice
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that disagrees with what is observed (e.g., Turner et al., 2013; Zunz et al.,
2013).
Hypotheses related to changes in the atmospheric circulation or in the ocean
stratification (e.g., Bitz et al., 2006; Zhang, 2007; Lefebvre and Goosse, 2008a;
Stammerjohn et al., 2008; Goosse et al., 2009a; Kirkman and Bitz , 2010; Lan-
drum et al., 2012;Holland and Kwok, 2012;Goosse and Zunz , 2014; de Lavergne
et al., 2014) have also been proposed. In particular, a potential link between
the melting of the Antarctic ice sheet, especially the ice shelves, and the forma-
tion of sea ice has been recently underlined (e.g., Hellmer , 2004; Swingedouw
et al., 2008; Bintanja et al., 2013). The meltwater input from the ice sheet
leads to a fresher and colder surface layer in the ocean surrounding Antarctica.
As a consequence, the ocean gets more stratified and there is less interaction
between the surface and the warmer and saltier interior ocean, leading to an
enhanced cooling of the surface. This negative feedback could counteract the
greenhouse warming and could thus contribute to the expansion of the sea ice.
Estimates of the Antarctic ice sheet mass imbalance are available thanks to
satellite observations and climate modelling. These estimates report an increase
in the melting of the Antarctic ice sheet over the past decade, mainly coming
fromWest Antarctica (e.g., Rignot et al., 2008;Velicogna, 2009; Pritchard et al.,
2012; Shepherd et al., 2012). According to Bintanja et al. (2013), incorporat-
ing realistic changes in the Antarctic ice sheet mass in a coupled climate model
could lead to a better simulation of the evolution of the sea ice in the South-
ern Ocean. For past periods, this may be achieved using estimates of changes
in mass balance but, for the future, this requires a comprehensive representa-
tion of the polar ice sheets in models. Besides, Swart and Fyfe (2013) have
shown that the freshwater derived from the Antarctic ice sheet is unlikely to
affect significantly the recent trend in Antarctic sea ice extent simulated by
CMIP5 models, when imposing a flux whose magnitude is constrained by the
observations.
In addition to the studies devoted to a better understanding of the causes
of the recent variations, models are also employed to perform projections of the
changes for the end of the 21st century and predictions for the next months
to decades. Such predictions are generally performed using GCMs. Unfortu-
nately, as mentioned above, current GCMs have biases that reduce the accuracy
of the simulated sea ice in the Southern Ocean. In addition, taking into account
observations to initialise these models, generally through simple data assimi-
lation (DA) methods, does not improve the quality of the predictions in the
Southern Ocean (Zunz et al., 2013). However, two recent studies performed in
a perfect model framework, i.e. using pseudo-observations provided by a refer-
ence simulation of the model instead of actual observations, underlined some
predictability of the Antarctic sea ice (e.g., Holland et al., 2013; Zunz et al.,
2014). According to these studies, at interannual timescales, the predictability
is limited to a few years ahead. Besides, significant predictability is found for
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the trends spanning several decades. Both studies have pointed out that the
heat anomalies stored in the interior ocean could play a key role in the sea ice
predictability. In particular, Zunz et al. (2014) have underlined a link between
the skill of the prediction of the sea ice cover and the quality of the initialisation
of the ocean below it.
On the basis of those results, the present study aims at identifying a pro-
cedure that could improve the quality of the predictions of the sea ice in the
Southern Ocean at multi-decadal timescales. Unlike Holland et al. (2013) and
Zunz et al. (2014), the results discussed here have been obtained in a realistic
framework. It means that actual observations are used to initialise the model
simulations as well as to assess the skill of the model. The results of Holland
et al. (2013) and Zunz et al. (2013, 2014) encouraged us to focus on the predic-
tion of the multi-decadal trends in sea ice concentration or extent rather than
on its evolution at interannual timescales. Our study deals with two aspects
that could influence the quality of the predicted trend in sea ice in the Southern
Ocean: the initial state of the simulation and the magnitude of the freshwater
input associated to the Antarctic ice sheet mass imbalance. The initialisation
procedure is based on the nudging proposal particle filter (NPPF, Dubinkina
and Goosse, 2013), a data assimilation method that requires large ensemble
of simulations. Such a large amount of simulations cannot be afforded with
GCMs because of their requirements in CPU time. We have thus chosen to
work with an Earth system model of intermediate complexity, LOVECLIM1.3.
It has a coarser resolution and a lower level of complexity than a GCM, result-
ing in a lower computational cost. However, it behaves similarly to the GCMs
in the Southern Ocean (Goosse and Zunz , 2014). It thus seems relevant to use
this model to study the evolution of the Antarctic sea ice.
The climate model LOVECLIM1.3 is briefly described in Sect. 4.2.1, along
with a summary of the simulations performed in this study. The data assimila-
tion method used to compute the initial conditions of the hindcast simulations
is presented in Sect. 4.2.2. Section 4.2.3 explains how the additional freshwater
flux is taken into account in the simulations. Details about the measurement
of the model skill are given in Sect. 4.2.4. The discussion of the results is di-
vided into three parts: the simulations with data assimilation that provide the
initial states (Sect. 4.3.1), the link between the freshwater flux applied during
data assimilation and the model biases (Sect. 4.3.2) and the hindcast simula-
tions (Sect. 4.3.3). Finally, Sect. 4.4 summarises the main results and proposes
conclusions.
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4.2 Methodology
4.2.1 Model and simulations
The three dimensional Earth-system model of intermediate complexity LOVE-
CLIM1.3 (Goosse et al., 2010a) used here includes representations of the at-
mosphere (ECBilt2, Opsteegh et al., 1998), the ocean and the sea ice (CLIO3,
Goosse and Fichefet, 1999) and the vegetation (VECODE, Brovkin et al., 2002).
The atmospheric component is a T21 (corresponding to an horizontal resolu-
tion of about 5.6◦ × 5.6◦), three-level quasi geostrophic model. ECBilt2 does
not include a representation of the stratospheric dynamics and the influence
of stratospheric ozone depletion thus cannot be adequately taken into account
in the simulation. The oceanic component consists of an ocean general circu-
lation model coupled to a sea ice model with horizontal resolution of 3◦ × 3◦
and 20 unevenly spaced vertical levels in the ocean. The vegetation component
simulates the evolution of trees, grasses and desert, with the same horizontal
resolution as ECBilt2.
In a control simulation with LOVECLIM driven by constant pre-industrial
greenhouse gas concentrations, Goosse and Zunz (2014) have identified eleven
30-year independent periods, scattered over 1000 years, that display an increase
in sea ice extent similar to the observations since 1979. Trend in sea ice extent
such as the observed one can thus be simulated thanks to the internal vari-
ability of the LOVECLIM model in the absence of varying external forcings.
The simulations performed in the present study span the period 1850–2009
and are driven by the same natural and anthropogenic forcings (greenhouse
gases increase, variations in volcanic activity, solar irradiance, orbital parame-
ters and land use) as the ones adopted in the historical simulations performed
in the framework of CMIP5 (Taylor et al., 2011). Three kinds of simulations
are performed and all of them consist of 96-member ensembles. First, a sim-
ulation driven by external forcing only provides a reference to measure the
predictive skill of the model that can be accounted for by the external forcing
alone (NODA in Table 4.1). This numerical experiment does not take into
account any observation, neither in its initialisation nor during the integra-
tion. At the initialisation and every three months of simulation, the surface air
temperature of each members of NODA is slightly perturbed to have an experi-
mental design as close as possible to the simulations with data assimilation (see
below). Second, simulations that assimilate observations of surface air temper-
ature anomalies (see Sect. 4.2.2 for details) are used to reconstruct the past
evolution of the system, from January 1850 to December 2009, and to provide
initial conditions for hindcast simulations. Assimilating surface air tempera-
ture data rather than sea ice data allows applying the assimilation procedure
over a longer time period since reliable observations of the sea ice concentration
are available from 1979 onwards only. The information provided at the surface
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is then propagated towards the ocean interior over a longer period in order
to improve the reconstruction of ocean variables. This approach has provided
satisfying reconstructions of the changes in sea ice, atmospheric and oceanic
variables over the past half century (Goosse et al., 2009a) in a configuration
similar to the one used in the present study. Third, the hindcast simulations
are initialised from a state the 1 January 1980 extracted from a simulation
with data assimilation and are not constrained by the observations during the
model integration.
Table 4.1: Summary of the simulations analysed in this study. All the simulations
are 96-member ensembles.
Simulation Time
period
Initialisation Data
assimilation
Additional freshwa-
ter flux during the
simulation
NODA Jan 1850–
Dec 2009
on 1 Jan 1850
from a tran-
sient simulation
starting from
an equilibrium
state in 850
NO NO
DA_NOFWF Jan 1850–
Dec 2009
on 1 Jan 1850
from a tran-
sient simulation
starting from
an equilibrium
state in 850
YES NO
DA_FWF Jan 1850–
Dec 2009
on 1 Jan 1850
from a tran-
sient simulation
starting from
an equilibrium
state in 850
YES Autoregressive FWF
HINDCAST_1 Jan 1980–
Dec 2009
on 1 Jan 1980
from
DA_NOFWF
NO NO
HINDCAST_2 Jan 1980–
Dec 2009
on 1 Jan 1980
from DA_FWF
NO NO
HINDCAST_3 Jan 1980–
Dec 2009
on 1 Jan 1980
from DA_FWF
NO Ensemble mean of the
FWF computed in
DA_FWF between
1980 and 2009 (see
Fig. 4.6).
HINDCAST_4 Jan 1980–
Dec 2009
on 1 Jan 1980
from DA_FWF
NO Ensemble mean of the
FWF computed in
DA_FWF, averaged
over the period 1980–
2009 (= −0.03 Sv).
Two simulations with data assimilation, from 1850 to 2009, are analysed
here: one without additional freshwater flux (DA_NOFWF in Table 4.1) and
one that is forced by an autoregressive freshwater flux described in Sect. 4.2.3
(DA_FWF in Table 4.1), representing crudely an additional freshwater input
to the Southern Ocean, associated for instance to the Antarctic ice sheet mass
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imbalance or to the changes in the hydrological cycle, that may not be ade-
quately represented in the original model. The simulation DA_NOFWF pro-
vides the initial state of the first hindcast (HINDCAST_1 in Table 4.1) while
the three other hindcasts (HINDCAST_2, HINDCAST_3 and HINDCAST_4
in Table 4.1) are initialised from a state extracted from DA_FWF. These
three hindcasts differ from each other in the additional freshwater flux they
receive during the model integration. No additional freshwater flux is applied
for HINDCAST_2. HINDCAST_3 is forced by a time series resulting from
the ensemble mean of the additional freshwater flux diagnosed in DA_FWF.
The average over the period 1980–2009 of the ensemble mean diagnosed from
DA_FWF is applied in HINDCAST_4 as a constant additional flux.
4.2.2 Data assimilation: the nudging proposal particle filter
Data assimilation consists in a combination of the model equations and the
available observations, in order to provide an estimate of the state of the system
as accurate as possible (Talagrand, 1997). The data assimilation simulations
performed here provide a reconstruction of the past evolution of the climate
system over the period 1850–2009. Such a long period appears necessary be-
cause of the long memory of the Southern Ocean. It allows the ocean to be
dynamically consistent with the surface variables, constrained by the observa-
tions, over a wide depth range. The state of the system on 1 January 1980 is
then extracted and used to initialise the hindcast. After the initialisation, the
hindcast is driven by external forcing only and no observations are taken into
account anymore.
In this study, observed anomalies of surface air temperature are assimilated
in LOVECLIM1.3 thanks to a nudging proposal particle filter (Dubinkina and
Goosse, 2013). The assimilated observations are from the HadCRUT3 dataset
(Brohan et al., 2006). This dataset has been derived from in situ land and ocean
observations and provides monthly values of surface air temperature anomalies
(with regard to 1961–1990) since January 1850. Model anomalies of surface
air temperature are computed with regard to a reference computed over 1961–
1990 as well, from a simulation driven by the external forcing only, without
data assimilation and additional freshwater flux.
The NPPF is based on the particle filter with sequential importance resam-
pling (e.g., van Leeuwen, 2009; Dubinkina et al., 2011) that consists of three
steps. First, an ensemble of simulations, the particles, is integrated forward
in time with the model. These particles are initialised from a set of different
initial conditions. Therefore, each particle represents a different solution of the
model. Second, after three months of simulation, a weight is attributed to each
particle of the ensemble based on the likelihood of the solution of the particle,
i.e., the conditional probability of the observations given the model solution
(the closer to the observations, the larger the weight). To compute this weight,
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only anomalies of surface air temperature southward of 30◦ S are taken into
account. This choice of assimilation domain prevents the degeneracy of the
particle filter that would occur if the particle filter was applied globally (e.g.,
Dubinkina and Goosse, 2013). Third, the particles are resampled: the ones
with small weight are eliminated, while the ones with large weight are retained
and duplicated, in proportion to their weight. This way, a constant number
of particles is maintained throughout the procedure. A small perturbation is
applied on the duplicated particles to generate different solutions of the model
and the three steps are repeated until the end of the period of interest.
In the NPPF, a nudging is applied on each particle during the model integra-
tion. It consists in adding to the model equations a term that pulls the solution
towards the observations (e.g., Kalnay, 2007). The nudging alone, i.e. not in
combination with another DA method, has been used in many recent studies
on decadal predictions (e.g., Keenlyside et al., 2008; Pohlmann et al., 2009;
Dunstone and Smith, 2010; Smith et al., 2010; Kröger et al., 2012; Swingedouw
et al., 2012; Matei et al., 2012a; Servonnat et al., 2014). In LOVECLIM1.3,
the nudging has been implemented as an additional heat flux between the at-
mosphere and the ocean Q = γ(Tmod − Tobs). Tmod and Tobs are the monthly
mean surface air temperature simulated by the model and from the observa-
tions respectively. γ determines the relaxation time and equals 120Wm−2K−1,
a value similar to the ones used in other studies (e.g., Keenlyside et al., 2008;
Pohlmann et al., 2009; Smith et al., 2010;Matei et al., 2012a; Swingedouw et al.,
2012; Servonnat et al., 2014). The nudging is applied on every ocean grid cell,
except the ones covered by sea ice and the amplitude of the nudging applied on
a particle is taken into account in the computation of its weight (Dubinkina and
Goosse, 2013). Excluding the ice covered area from the nudging procedure is
a common practice (e.g., Keenlyside et al., 2008; Pohlmann et al., 2009; Matei
et al., 2012a; Servonnat et al., 2014) that prevents the inclusion of spurious
forcing in the case when sea ice is present in the observed state but not in the
simulation to be nudged.
4.2.3 Autoregressive additional freshwater flux
As the freshwater related to the melting of the Antarctic ice sheet may con-
tribute to the variability of the sea ice extent (e.g., Hellmer , 2004; Swingedouw
et al., 2008; Bintanja et al., 2013), it appears relevant to check its impact on the
data assimilation simulations as well as on the hindcasts. However, deriving the
distribution of the freshwater flux from estimate of the observed Antarctic ice
sheet mass imbalance is not possible for the whole period covered by our simula-
tions, because of the lack of data. Furthermore, the configuration of the model
used in our study does not allow simulating this freshwater flux in an interactive
way. We have thus chosen to apply a random freshwater flux, described in term
of an autoregressive process as in Mathiot et al. (2013), on each particle during
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the data assimilation simulation DA_FWF (see Table 4.1 for details). This
allows determining the most adequate value of the additional freshwater flux
for the model using the NPPF. Because of this additional freshwater flux, the
parameters selected to define the error covariance matrix, required to compute
the weight of each particle (see Dubinkina et al., 2011), are slightly modified in
comparison to the values applied for these parameters in the data assimilation
without additional freshwater flux (DA_NOFWF).
The freshwater flux is computed every three months, i.e. with the same
frequency as the particle filtering, as follow:
FWF(t) = FWF(t− 1) + 0.25ǫFWF(t− 1) + ǫFWF(t) (4.1)
where ǫFWF is a random noise following a Gaussian distribution N(0, σFWF),
with σFWF equal to 10mSv. The parameters of the autoregressive process have
been chosen in order to obtain a freshwater flux compatible with the estimates
of the current Antarctic ice sheet mass loss.
The melting of the Antarctic ice sheet being particularly strong over West
Antarctica (e.g., Rignot et al., 2008; Velicogna, 2009; Pritchard et al., 2012;
Shepherd et al., 2012), we have chosen to distribute uniformly the freshwater
flux in the ocean between 0◦ and 170◦W, southern of 70◦ S (area in blue on
Fig. 4.1). Here, the distribution of the freshwater flux is thus not limited to the
cells adjacent to the Antarctic shelf, unlike Bintanja et al. (2013); Swart and
Fyfe (2013). This is based on the assumption that a part of the freshwater might
be redistributed offshore by icebergs (e.g., Silva et al., 2006) or coastal currents
not well represented in a coarse-resolution model. Alternatively, we can also
consider that the ice sheet mass imbalance is not the only contributor to the
additional freshwater flux required by the model. For instance, variations in
precipitation are also expected to impact the freshwater balance in the Southern
Ocean and might not be simulated adequately by the model. In that case,
including an additional freshwater flux all around Antarctica might be more
appropriate, but testing the sensitivity of the model to the area over which the
freshwater is included is out of the scope of the present study.
This freshwater flux increases the range of solutions reached by the particles
and could randomly bring some of them closer to the observations. When
a particle is picked up because of its large weight, it is duplicated and the
copied particles inherit the value of the freshwater flux that possibly brought
the particle close to the observations. This value keeps influencing the copied
particles because the freshwater flux is autoregressive. It could thus improve
the efficiency of the particle filter. Furthermore, by selecting the solutions that
best fit the observations, the particle filter allows estimating the freshwater flux
that is more likely to provide a state compatible with the observations.
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Figure 4.1: Spatial distribution of the additional freshwater flux included in model
simulations.
4.2.4 Skill assessment
In order to measure the skill of the model combined with the assimilation of
observations, the results of the data assimilation simulations and of the hind-
casts are compared to observations of the annual mean sea ice concentration
(the fraction of grid cell covered by sea ice) and sea ice extent (the sum of the
areas of all grid cells having a sea ice concentration above 15%), between 1980
and 2009. This corresponds to the period for which reliable observations of
the whole ice covered area are available. The sea ice concentration data used
here are derived from the Nimbus-7 SMMR and DMSP SSM/I-SSMIS satellite
observations through the bootstrap algorithm (Comiso, 1999, updated daily).
The sea ice extent is provided by the Sea Ice Index from the National Snow
and Ice Data Center (Fetterer et al., 2002, updated daily).
Particular attention is paid to the trend in sea ice concentration and extent.
Significance levels for the trends are computed on the basis of a two-tailed t test.
The autocorrelation of the residuals is taken into account in both the standard
deviation of the trend and in the number of degrees of freedom used to to
determine the significance threshold (e.g., Santer et al., 2000; Stroeve et al.,
2012). This statistical test provides an estimate of the relative significance of
the trend, but we have to keep in mind that the assumptions inherent to this
kind of test are rarely totally satisfied in the real world (e.g., Santer et al.,
2000).
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The ensemble means computed for the results of the data assimilation sim-
ulations consists of weighted averages. The ensemble mean X(y,m) of the
variable x, for the month m in the year y is thus defined as
X(y,m) =
1
K
K∑
k=1
xk(y,m).wk(y,m), (4.2)
where k is the member index, K is the number of members within the ensem-
ble and wk(y,m) is the weight attributed to the member k during the data
assimilation procedure. The ensemble means of each month of the year are
then averaged over a year to obtain the annual mean.
The standard deviation of the annual mean of the ensemble cannot be com-
puted explicitly because of the possible time discontinuity in the results of in-
dividual members, arising from the resampling occurring every three months.
An estimate of this standard deviation is however assessed by multiplying the
weighted standard deviation for each month of a year by a coefficient and av-
eraging it over the year. These coefficients are introduced to take into account
the fact that the standard deviation of the annual mean is not the mean of the
standard deviation from every month. They are obtained here by computing
the mean ratio between the ensemble standard deviation of the annual mean
and the ensemble standard deviation of each month in the simulation NODA.
The ensemble means and standard deviations calculated for NODA and for
the hindcast simulations correspond to classical values that do not include any
weight as this procedure is only required when data assimilation is applied.
4.3 Results
In this section, the results of the various simulations (see Table 4.1 for details)
are discussed. First, the reconstruction of the evolution of the sea ice be-
tween 1850 and 2009, provided by the simulations NODA, DA_NOFWF and
DA_FWF, is presented in Sect. 4.3.1 and compared to observations. Second,
the link between the model biases and the freshwater flux diagnosed from the
data assimilation is presented in Sect. 4.3.2. Third, the hindcasts initialised
with a state extracted from a data assimilation simulation are analysed to
measure the skill of the prediction system tested in this study (Sect. 4.3.3).
4.3.1 Data assimilation simulations
The observations of yearly mean sea ice extent display a positive trend between
1980 and 2009 (Fig. 4.2) equal to 17.4 × 103 km2 yr−1, significant at the 99%
level. This trend in sea ice extent is the result of an increase in sea ice con-
centration in most part of the Southern Ocean, particularly in the Ross Sea
(Fig. 4.3a).
104 Influence of a meltwater input on the sea ice forecast skill
When no data assimilation is included in the model simulation (NODA),
the ensemble mean displays a decreasing trend in sea ice extent in response
to the external forcing (Fig. 4.2a and b), similar to the one found in other
climate models (e.g., Zunz et al., 2013). Consequently, for the ensemble mean,
30-year trends are negative during the whole period of the simulation without
data assimilation (Fig. 4.2b). Over the period 1980–2009, the ensemble mean
of the trend in sea ice extent equals −15.5 × 103 km2 yr−1, with an ensemble
standard deviation of 14.5 × 103 km2 yr−1, and the melting of sea ice occurs
everywhere in the Southern Ocean (Fig. 4.3b), except in the Ross Sea and in
the western Pacific sector. This negative trend obtained for the ensemble mean
is the result of a wide range of behaviours simulated by the different members
belonging to the ensemble (light green shade in Fig. 4.2a and b) and, considered
individually, the members can thus provide positive or negative values for the
trend. This indicates thus that, for some members, the natural variability could
compensate for the negative trend in sea ice extent simulated in response to
the external forcing. Positive trends similar to the one observed over the last
30 years are however rare in NODA. For instance, only 14 of the 96 members
have a positive trend over the period 1980–2009 and none of them have a trend
larger than the observed one.
In NODA, the ensemble mean displays an increase in the heat contained in
both the upper ocean, defined here as the first 100m below the surface, and the
interior ocean, considered to lie between −100 and −500m (green solid line in
Fig. 4.4a). The correlation between the heat contained in the upper ocean and
the one in the interior ocean equals 0.89 over the period 1980–2009 (Table 4.3).
This warming of the ocean results directly from the increase in the external
forcing and is consistent with the decrease in sea ice extent (Fig. 4.2a). Besides,
the ocean salt content in the first 100m decreases (Fig. 4.4c). This decrease in
salt content is due to an increase in precipitation over the Southern Ocean (not
shown), in agreement with the enhanced hydrological cycle in a global warming
context that tends to freshen the ocean surface at high southern latitudes (e.g.,
Liu and Curry, 2010; Fyfe et al., 2012). In the simulation NODA, the negative
correlation of −0.94 between the ocean heat and salt content in the first 100m
below the surface over the period 1980–2009 (see Table 4.3) is linked to the
response of these two variables to the external forcing.
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(a) NODA – sea ice extent (b) NODA – SIE 30-yr running trend
ensemble mean of the 1980-2009 trends = -15.5 x 103 km2 yr-1
ensemble standard deviation of the trends = 14.5 x 103 km2 yr-1
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(c) DA_NOFWF– sea ice extent (d) DA_NOFWF – SIE 30-yr running trend
1980-2009 trend in the ensemble mean = -3.0 x 103 km2 yr-1
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(e) DA_FWF– sea ice extent (e) DA_FWF – SIE 30-yr running trend
1980-2009 trend in the ensemble mean = 14.6 x 103 km2 yr-1
Figure 4.2: (a, c, e) Yearly mean sea ice extent anomalies with regard to 1980–
2009 and (b, d, f) 30-year running trend in sea ice extent. Results are from (a, b)
the simulation without data assimilation (NODA), (c, d) the model simulation that
assimilates anomalies of surface air temperature (DA_NOFWF) and (e, f) the model
simulation that assimilates anomalies of surface air temperature and that is forced by
an additional autoregressive freshwater flux (DA_FWF). The model ensemble mean
is shown as the dark green line surrounded by one standard deviation shown as the
light green shade. Observations (Fetterer et al., 2002, updated daily) are shown as
the black line (cross) in (a, c, e) (in (b, d, f)). The green (black) dashed line shows the
linear fit of the model simulation (observations) in (a, c, e). The values of the trend
indicated in the (a, c and e) correspond to the ensemble mean of the trends along
with the ensemble standard deviation for NODA. Trends that are (non-)significant
at the 99% level are shown in green (red).
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Figure 4.3: Trend in yearly mean sea ice concentration between 1980 and 2009,
shown for (a) the observations (Comiso, 1999, updated daily), (b) the model simu-
lation without data assimilation (NODA), (c) the model simulation that assimilates
anomalies of surface air temperature (DA_NOFWF) and (d) the model simulation
that assimilates anomalies of surface air temperature and that is forced by an addi-
tional autoregressive freshwater flux (DA_FWF). Hatched areas highlight the grid
cells where the trend is not significant at the 99% level. The shaded grey areas
correspond to the land mask of the ocean model.
If observations of the anomalies of the surface air temperature are assimi-
lated during the simulation, without additional freshwater flux (DA_NOFWF),
the ensemble is able to capture the observed interannual and multi-decadal
variability of this variable, as expected (Fig. 4.5b). Consequently, the trend in
the ensemble mean sea ice extent is more variable than in NODA (Table 4.2).
Over the period 1850–2009, the values of the 30-year trend in sea ice extent,
computed from the ensemble mean, stand between −29.1× 103 km2 yr−1 and
13.6× 103 km2 yr−1 and the standard deviation of these running trends equals
10.80 × 103 km2 yr−1 (Fig. 4.2d and Table 4.2). This standard deviation is
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still in the range of the internal variability generated by the model since the
last 1000 years of a 5000-year control simulation provides a standard deviation
of the 30-year running trend equals to 13.85 × 103 km2 yr−1 . Between 1980
and 2009, the trend in sea ice extent equals −3.0 × 103 km2 yr−1. On average
over the ensemble, the trend is thus less negative than in the case where no
observation are taken into account during the simulation but it still has a sign
opposite to the observed one. Nevertheless, the trends in sea ice concentration
display a pattern roughly similar to the observed one (Fig. 4.3a and c), with an
increase in the Weddell Sea, in the eastern Indian sector, in the western Pacific
sector and in the Ross Sea, and a decrease elsewhere. The decrease in sea ice
concentration occurring in the Bellingshausen and Amundsen Seas is, however,
overestimated by the model, leading to the decrease of the overall extent.
Table 4.2: Standard deviation of the sea ice extent and of the 30-year running trend
in sea ice extent computed from the ensemble mean over the time period spanned
by the simulation (see Table. 4.1). The standard deviations computed from the last
1000 years of a control simulation (CNTRL) are given as reference.
Simulation Standard deviation of the
sea ice extent (106 km2)
Standard deviation of the 30-year
running trend (103 km2 yr−1)
NODA 0.26 4.16
DA_NOFWF 0.29 10.80
DA_FWF 0.63 30.42
CNTRL 0.49 13.85
In the simulation DA_NOFWF, the ocean heat content in both the upper
and interior ocean is lower than the ones obtained in the simulation NODA
until about 1980 (Fig. 4.4a and b). This arises from the lower surface air
temperature in DA_NOFWF compared to NODA (Fig. 4.5a and b) that cools
down the whole system. The correlation between the upper and interior ocean
heat contents equals 0.34 over the period 1980–2009 (Table 4.3) and is thus
lower than in NODA. This could be due to the interannual variability captured
thanks to the data assimilation that mitigates the global warming signal (see
below). The ocean salt content is larger in DA_NOFWF than in NODA until
1980, likely because of the weakening of the hydrological cycle associated to
the lower simulated temperature. From 1980 ahead, the ocean heat content,
in both the upper and middle layers, increases and the salt content decreases
in response to the external forcing, as in NODA. Nevertheless, as the ocean
heat content is still slightly lower in the simulation DA_NOFWF than in the
simulation NODA, the quantity of energy available to melt the sea ice is also
lower. This can explain why the absolute value of the trend in sea extent
between 1980 and 2009 is smaller in DA_NOFWF than in NODA.
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Including a random freshwater flux following an autoregressive process in
the data assimilation simulation (DA_FWF), as described in Sect. 4.2.3, in-
creases the number of degrees of freedom of the modelled system and stimulates
the variability of the ensemble mean sea ice extent, at both interannual and
multi-decadal timescales (Fig. 4.2e and f). This is particularly clear before
1950, i.e. during the time period when fewer observations are available to
constrain the model (Dubinkina and Goosse, 2013). Over the period 1850–
2009, the ensemble mean of the 30-year trend in sea ice extent varies between
−68.3× 103 km2 yr−1 and 70.9× 103 km2 yr−1, and the standard deviation of
the 30-year running trend equals 30.42×103 km2 yr−1. This standard deviation
is larger than the one provided by a control simulation (Table 4.2), indicating
that the additional freshwater flux applied in the simulation DA_FWF excites
significantly the variability of the model. Between 1980 and 2009, the average
simulated trend equals 14.7× 103 km2 yr−1 (not significant at the 99% level),
which is very close to the observed value of 17.4 × 103 km2 yr−1. In addition,
the distribution of the trend in sea ice concentration, between 1980 and 2009,
fits well the observations (Fig. 4.3a and d). In particular, the decrease in sea
ice concentration occurring in the Bellingshausen and Amundsen seas is weaker
than in DA_NOFWF and it is thus in better agreement with satellite data.
We should stress here that this good match with observed trends is obtained
from the constraints provided by (scarce) surface temperature observations,
as no sea ice data is used in the assimilation process. Besides, the anomalies
of the sea ice extent, with regard to the simulation NODA, have a mean of
−0.42×106 km2 over the period 1980–2009. This shift in the mean state of the
sea ice is discussed in Sect. 4.3.2.
Table 4.3: Correlation between the ocean heat content in the first 100m below the
surface and the ocean heat content between −500m and −100m (2nd column) and
correlation between the ocean heat content and the ocean salt content in the first
100m below the surface (3rd column), for the different simulations summarised in
Table 4.1. The correlation is computed over the period 1980 and 2009, from the
ensemble mean of the variables. For the simulation NODA, the correlation computed
for each member of the simulation and averaged over the ensemble is given in brackets.
Simulation Correlation between
the upper and interior
ocean heat contents
Correlation between the
upper ocean heat and
salt contents
NODA 0.89 (0.03) −0.94 (−0.02)
DA_NOFWF 0.34 −0.28
DA_FWF −0.84 0.78
HINDCAST_1 0.86 −0.94
HINDCAST_2 −0.92 0.89
HINDCAST_3 −0.40 0.37
HINDCAST_4 −0.23 0.29
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Figure 4.4: Ensemble mean of yearly mean (a) ocean heat content in the first 100m
below the surface, (b) ocean heat content between −100 and −500m and (c) ocean
salt content in the first 100m below the surface, for the simulations summarised in
Table 4.1. The ORAS4 ocean reanalyses (Balmaseda et al., 2013) are shown in dashed
grey for comparison. The displayed values are anomalies computed with regard to
1980-2009. The ocean heat and salt contents are computed southward of 60◦ S.
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In DA_FWF, the correlation between the heat content in the upper ocean
(Fig. 4.4a) and the one in the interior ocean (Fig. 4.4b) has a negative value
of −0.84 over the period 1980–2009 (see Table 4.3). This means that when
the ocean surface is colder, the middle layer is warmer and vice-versa. This
suggests that the evolution of the distribution of the heat content in the water
column critically depends on the exchanges between the surface and the inte-
rior of the ocean, the impact of the external forcing being apparently weaker
than in DA_NOFWF. The strength of the mixing depends on the difference in
density between the surface and the deeper layers, which is in turn determined
by the difference in temperature and salinity. In the simulation DA_FWF, the
correlation between the ocean salt and heat contents in the first 100m reaches
a value of 0.78, while it is negative in NODA and in DA_NOFWF (see Ta-
ble 4.3). This confirms that, during periods of increase in salt content in the
upper layer, the vertical mixing in the ocean is enhanced, allowing positive heat
anomalies to be transported from the interior to the upper ocean. The heat
content in the first 100m increases while the one between −100m and −500m
decreases. On the contrary, when the salt content in the upper layer decreases,
the ocean becomes more stratified, preventing the heat exchange between the
surface and the interior ocean. The heat is trapped in the interior ocean that
gets warmer, and the upper ocean cools down. The ocean heat and salt con-
tent in the surface layer display stronger interannual variability than in NODA
and DA_FWF. A comparison with the ocean heat and salt content obtained
in various ocean reanalyses dataset suggests that such strong variability also
occurs in these reanalyses, but they sometimes display discontinuities in the
Southern Ocean. The results provided by the ORAS4 ocean reanalysis (Bal-
maseda et al., 2013) are shown in Fig. 4.4) as an indication, but they must
be considered cautiously since their reliability southward of 60◦S has not been
completely assessed. It is thus not possible from this comparison to estimate
which simulation appears as the most realistic.
Because of the additional freshwater flux that tends to stabilise the water
column during some periods and to destabilise it in others (Fig. 4.6), the general
behaviour of the ocean in the simulation DA_FWF differs from the simulation
NODA and DA_NOFWF. While the latter simulations appear mainly driven
by the external forcing, the interaction between the different layers in the ocean
seems to be dominant in DA_FWF. In the simulation DA_FWF, the ocean
heat and salt contents of the surface layer are particularly large in 1980 while
the heat content between 100 and 500m is low. This implies that the heat
storage at depth is much lower in DA_FWF than in NODA. Note that the
heat content of the top 500m in DA_FWF is also lower than in NODA. After
1980, the salt content decreases until 2009 (Fig. 4.4c). This is associated with
a decrease in the upper ocean heat content and a strong increase in the ocean
temperature between 100 and 500m, suggesting a reduction of the vertical
ocean heat flux. This is likely responsible for the increase in sea ice extent
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between 1980 and 2009 (Fig. 4.2e). In DA_FWF, the additional freshwater flux
is the main cause of the variability of the stratification. Additionally, internal
processes can be responsible for such changes in vertical exchanges, as discussed
in details in Goosse and Zunz (2014), also leading to a negative correlation
between the heat content in surface and intermediate layers. This explains why
the correlation between those two variables is lower for the ensemble mean of
DA_NOFWF than in NODA. It is also much lower in individual simulation of
NODA (0.03 on average, Table 4.3) than in the ensemble mean (0.89, Table 4.3),
the ensemble mean amplifying the contribution of the response to the forcing
associated with high positive value.
4.3.2 Model biases and freshwater flux
Over the years 1980–2009, the model, without data assimilation, simulates too
cold a surface air temperature on average southward of 30◦ S compared to the
reference period 1961–1990, i.e. a mean anomaly over 1980–2009 of 0.06 ◦C in
NODA against 0.13 ◦C in the observations. Besides, the model is much too
warm before 1960. This bias is clearly reduced in the two data assimilation
simulations DA_NOFWF and DA_FWF, that furthermore provide a better
synchronisation between the model solutions and the observations (Fig. 4.5).
Nevertheless, this bias reduction is likely achieved differently whether an ad-
ditional freshwater flux is included or not during the data assimilation. If no
additional freshwater flux is taken into account, the shift in the model state
induced by the data assimilation procedure is partly due to the nudging and
partly to the selection of the particles whose simulated temperature is closer
to the observations. The sea ice simulated by a particle is then linked to the
surface air temperature through the model dynamics. Adding a freshwater
flux during the data assimilation process modifies the structure of the ocean
that in turn impacts the sea ice formation and the temperature at the ocean
surface. The covariance between the sea ice and the surface air temperature
is thus modified. However, the particles are still selected on the basis of the
agreement between the surface air temperature they simulate and the observed
one. As a consequence, the state of the mean surface air temperature simulated
in DA_NOFWF is very similar to the one in DA_FWF but the state of the
sea ice differs between these two data assimilation simulation, the simulation
DA_FWF displaying a lower sea ice extent over the period 1980–2009.
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Figure 4.5: Yearly mean surface air temperature anomalies with regard to 1961–
1990, averaged over the area southward of 30◦ S, from (a) the model simulation with-
out data assimilation (NODA), (b) the model simulation that assimilates anomalies of
surface air temperature (DA_NOFWF) and (c) the model simulation that assimilates
anomalies of surface air temperature and that is forced by an additional autoregres-
sive freshwater flux (DA_FWF). The model ensemble mean is shown as the orange
line, surrounded by one standard deviation shown as the light orange shade. Ob-
servations (HadCRUT3, Brohan et al., 2006) are shown as the black line. For both
model results and observations, the model grid cells where no observation is available
are not included in the spatial average.
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On average over the period 1850–2009, the weighted ensemble mean of the
additional freshwater flux diagnosed from the simulation DA_FWF is nega-
tive (−0.02Sv, Fig. 4.6). The freshwater flux also displays a large amplitude
of variation, with a standard deviation over the period 1850–2009 equal to
0.03Sv. This standard deviation is larger than the standard deviation of the
total freshwater flux southward of 30◦S computed from the last 1000 years of
a 5000-year control simulation, which equals 0.02 Sv. The amplitude of the
variations in the additional freshwater flux in DA_FWF decreases after 1980
likely thanks to the larger amount of observations available to constrain the
ensemble and thus the random additional freshwater flux associated to each
member selected by the particle filter. Indeed, until 1950, the assimilated ob-
servations are scarce (Dubinkina and Goosse, 2013) and the freshwater flux
obtained before 1950 should thus be interpreted cautiously. Over the period
1980–2009, the freshwater flux equals −0.03Sv on average. This mean nega-
tive flux is relatively small compared to the standard deviation over the whole
period but likely participates to the model bias reduction over the period 1980–
2009. Indeed, a negative freshwater flux makes the ocean surface saltier and
destabilises the water column. This enhances the vertical mixing and warmer
water from the interior ocean reaches the surface that consequently warms up.
Therefore, particles receiving a negative freshwater flux are more likely to get
closer to the observations compared to the mean of NODA that is too cold over
this period. They have thus a higher probability to be selected by the particle
filter, reducing the model bias. We should stress that the magnitude of the di-
agnosed additional freshwater flux is specific to the model LOVECLIM and an
other model with different biases would probably require a different correction.
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Figure 4.6: Freshwater flux from the model simulation with data assimilation and
additional autoregressive freshwater flux (DA_FWF). The ensemble mean is shown
as the blue solid line, surrounded by one standard deviation shown as the light blue
shade. The dashed blue (purple) line shows the mean over the period 1850–2009
(1980–2009). The linear fit between 1980 and 2009 is shown as the solid purple line.
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The negative value obtained for the ensemble mean of the freshwater flux
between 1980 and 2009 may appear in contradiction with the estimates of the
Antarctic ice sheet mass imbalance. Indeed, these clearly indicate a melting of
the ice sheet that results in a freshwater input in the Southern Ocean. Never-
theless, the freshwater flux applied in our simulation allows first to compensate
for model biases thanks to this negative mean value. Starting from a negative
value in 1980, the ensemble mean of the freshwater flux slightly increases until
2009 at a rate of 4.53 × 10−5 Sv yr−1, equivalent to a change in melting rate
of 42Gt yr−1 between 1980 and 2009 (Fig. 4.6). This value is much smaller
than the increase in freshwater flux derived from the recent estimates of the ice
sheet mass imbalance but the values are only available on shorter timescales.
For instance, in their reconciled estimates, Shepherd et al. (2012) reported
a freshwater input from the West Antarctic ice sheet melting of 38±32Gtyr−1
(≃ 10−3 Sv) over 1992–2000 and of 102 ± 18Gtyr−1 (≃ 3 × 10−3 Sv) over
2005–2010. To sum up, our results show that the mean value of the additional
freshwater flux does impact the simulation results by compensating for model
biases but the increase in this flux may not be a determinant feature.
4.3.3 Hindcast simulations
In this section, we focus on simulations that are initialised on 1 January 1980
with a state that has been extracted from the data assimilation simulations
discussed in Sect. 4.3.1. After the initialisation, the hindcast simulation is
driven by external forcing but no observation is taken into account anymore.
The analyses discussed here aims at answering two questions. (1) Can the
information contained in the initial state persist long enough to impact the
simulated trend in sea ice extent? (2) How does an additional freshwater flux
impact the sea ice in hindcast simulations? Including an additional freshwater
flux appears indeed to be relevant to improve the efficiency of data assimilation
(see Sect. 4.3.1). The results of HINDCAST_1, initialised from DA_NOFWF,
and of HINDCAST_2, initialised from DA_FWF, bring answers to the first
question, these hindcasts including no additional freshwater flux. The sec-
ond question is specifically addressed in the analyses of HINDCAST_3 and
HINDCAST_4. Both are initialised from a state provided by the simulation
DA_FWF and include an additional freshwater flux. Given that it is still not
clear whether it is the mean value of the additional freshwater flux or its vari-
ations that matters, two configurations for the additional freshwater flux have
been tested. In HINDCAST_3, the additional freshwater flux corresponds to
the one that has been diagnosed from DA_FWF, shown on Fig. 4.6, and evolves
in time. On the contrary, in HINDCAST_4, the freshwater flux is constant in
time and equals −0.03Sv, the average freshwater flux diagnosed in DA_FWF
between 1980 and 2009.
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In HINDCAST_1, the sea ice extent is high at the beginning of the simula-
tion and decreases between 1980 and 2009 (Fig. 4.7a). The ensemble mean of
the trends equals −14.2× 103 km2 yr−1, with an ensemble standard deviation
of 13.2 × 103 km2 yr−1. This provides a 95% range that does not encompass
the observed trend of 17.4×103 km2 yr−1. In this hindcast, the trend in sea ice
concentration is negative over a large area in the Bellingshausen and Amundsen
Seas and slightly positive elsewhere (Fig. 4.8a). This pattern thus roughly fits
the observed one but the decrease obtained in the western part of the Southern
Ocean covers too large an area. The regional distribution of the trend in sea
ice concentration in HINDCAST_1 (Fig. 4.8a) is very similar to the one in
DA_NOFWF, i.e. the simulation that provided the initial state for HIND-
CAST_1. This suggests that the information provided at the initialisation can
impact the solution of the hindcast over multi-decadal timescales, in agreement
with the results discussed in Zunz et al. (2014). The too large decrease in sea
ice concentration occurring in the Bellingshausen and Amundsen Seas already
noticed in DA_NOFWF is however amplified in HINDCAST_1, leading to an
overall decrease similar to the mean of NODA.
The ocean heat and salt contents in HINDCAST_1 follow roughly the evo-
lution of these variables for the ensemble mean in NODA (Fig. 4.4). The
correlation between the upper and interior ocean heat content equals 0.86 and
the correlation between the upper ocean heat and salt content equals −0.94
(see Table 4.3). This points out the role played by the external forcing in this
hindcast, as discussed in Sect. 4.3.1.
By contrast, the results of HINDCAST_2 display a low sea ice extent at
the beginning of the simulation (Fig. 4.7b). During the first 5 years following
the initialisation, the sea ice extent rapidly increases until the solution reaches
the model climatology and then remains more or less stable. Overall, the trend
in sea ice extent between 1980 and 2009 computed from this hindcast has
an ensemble mean equal to 19.1 × 103 km2 yr−1 and a standard deviation of
15.7×103 km2 yr−1. The ensemble is thus shifted towards positive values of the
trend in sea ice extent compared to HINDCAST_1, with an ensemble mean
that is very close to the observed one. This positive value is, however, mainly
due to the model drift caused by a change in the conditions of the experiment
compared to DA_FWF that provided the initial state. As HINDCAST_2 is
not driven by any additional freshwater flux, the sea ice extent rapidly tends
to its mean climatological state in this configuration: this is the one obtained
in NODA which is characterised by a higher ice extent than in DA_FWF. The
model drift is also clearly seen in the ocean heat and salt contents (Fig. 4.4a
and b). The regional distribution of the trend in sea ice concentration is in
good agreement with the observations (Fig. 4.8b). Nevertheless, this apparent
satisfying results provided by HINDCAST_2 has to be moderated given the
drift that produces unrealistic trends at the beginning of the simulation.
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ensemble mean of the 1980-2009 trends = -14.2 x 103 km2 yr-1
ensemble standard deviation of the trends = 13.2 x 103 km2 yr-1
ensemble mean of the 1980-2009 trends = 19.1 x 103 km2 yr-1
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ensemble standard deviation of the trends = 16.6 x 103 km2 yr-1
Figure 4.7: Yearly mean sea ice extent anomalies with regard to 1980–2009, for the
four hindcast simulations initialised on 1 January 1980 through data assimilation (see
Table 4.1 for details). The model ensemble mean is shown as the dark green line,
surrounded by one standard deviation shown as the light green shade. Observations
(Fetterer et al., 2002, updated daily) are shown as the black line. The green (black)
dashed line shows the linear fit of the model simulation (observations). The values
of the trend indicated in each panel correspond to the ensemble mean of the trends
along with the ensemble standard deviation. Trends that are (non-)significant at the
99% level are shown in green (red).
In HINDCAST_3, the additional freshwater flux applied during the simula-
tions slows down the increase in sea ice extent at the beginning of the simulation
(Fig. 4.7c), resulting in a weaker trend compared to HINDCAST_2 (Fig. 4.7b).
The ensemble mean (standard deviation) of the trends equals 5.1×103 km2 yr−1
(15.5 × 103 km2 yr−1), the observed value of 17.4 × 103 km2 yr−1 is thus well
within the ensemble range. The trend is relatively stable over the whole
30-year period and not concentrated on the first years of simulation, as in
HINDCAST_2. Furthermore, the experimental conditions are much closer to
DA_FWF. There is thus no reason to suspect that the increase in sea ice extent
in HINDCAST_3 is due to a spurious drift. Such a weak or even non existent
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drift is ensured by the experimental design, consistent with the behaviour of
the ocean heat and salt contents that remain relatively far from the results of
NODA (Fig. 4.4). The pattern of the trend in sea ice concentration reasonably
fits the observations (Fig. 4.8c). Including an additional freshwater flux during
the hindcast simulation ensures thus a compensation of the model biases, as in
the simulation DA_FWF, and avoids the generation of unrealistic trend just
after the initialisation. This improves the results of the hindcast but the me-
thod applied in HINDCAST_3 requires using information spanning the period
being predicted to determine the time evolution of the additional freshwater
flux.
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(d) HINDCAST_4
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Figure 4.8: Trend in yearly mean sea ice concentration between 1980 and 2009, for
the four hindcast simulations initialised on 1 January 1980 through data assimilation
(see Table 4.1 for details). Hatched areas highlight the grid cells where the trend is
not significant at the 99% level. The shaded grey areas correspond to the land mask
of the ocean model.
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The additional freshwater flux applied during the simulation HIND-
CAST_4, equal to −0.03Sv, corresponds to the mean of the diagnosed fresh-
water flux over the period 1980–2009 in DA_FWF and thus does not require
a detailed knowledge of its variation in time. Note that this value is very close
to the one of the period preceding the hindcast. The trend in sea ice extent in
HINDCAST_4 has an ensemble mean equal to 1.9× 103 km2 yr−1 and a stan-
dard deviation of 16.6 × 103 km2 yr−1 (Fig. 4.7d). The ensemble mean of the
trend is thus slightly smaller than the one of HINDCAST_3 but the ensemble
still contains the observed trend. Furthermore, the sea ice extent does not
display a rapid change during the first years of simulation. This suggests that
the model drift is also prevented by the addition of a constant freshwater flux
during the hindcast simulation. The ocean heat and salt contents stay rel-
atively far from the model climatology (Fig. 4.4), confirming the absence of
a significant model drift in HINDCAST_4. The regional distribution of the
trend in sea ice concentration is in a satisfying agreement with the observed one
(Fig. 4.8d). This last hindcast thus provides trends in sea ice extent and con-
centration that fit the observations. Forcing the hindcast with a mean value
for the additional freshwater flux also allows compensating for model biases
and avoids model drift. Therefore, while adding a freshwater flux is needed to
maintain the sea ice of the hindcast around a mean state compatible with the
initial state, a detailed knowledge of the time evolution of the freshwater flux
does not seem to be crucial.
4.3.4 Link with the Southern Annular Mode
The Southern Annular Mode (SAM) is one of the dominant mode of atmo-
spheric variability in the Southern Hemisphere. The SAM is characterised by
a zonally symmetric structure of the surface pressure that implies exchanges of
mass between the mid- and high latitudes (e.g., Thompson and Wallace, 2000).
A positive (negative) phase of the SAM implies low (high) pressure over the
continent and high (low) pressure in the extra-tropics and stronger (weaker)
westerly winds. The SAM index is generally computed as the difference of the
zonally averaged pressure between low and high southern latitudes (e.g., Gong
and Wang, 1999). Alternatively, the time series of the principal component
(PC) corresponding to the first Empirical Orthogonal Function (EOF) of the
monthly anomalies of the surface pressure or of the geopotential height south-
ward of 20◦S is also used as a SAM index (e.g. Thompson and Wallace, 2000;
Lefebvre and Goosse, 2008a).
In all our simulations, the first EOF mode of the monthly mean anomalies of
the geopotential height at 800 hPa has an annular structure similar to the SAM
pattern (see Chapter 1). Consequently, we have computed for each simulation
the SAM index as the time series of the first EOF coefficients of the monthly
anomalies of the geopotential height at 800 hPa southward of 20◦S. The SAM
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index in the simulation is compared to the SAM index computed from the
NCEP-NCAR reanalyses (Kalnay et al., 1996). Over the period 1980-2009, all
the simulations analysed here display a positive trend in the annual mean SAM
index similar to the one derived from the atmospheric reanalyses and all the
trends in SAM index are statistically significant at the 95% level (Fig. 4.9 and
Table 4.4).
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Figure 4.9: SAM index normalised over the period 1980-2009 for the simulations
summarised in Table 4.1. Black line refers to the SAM index derived from NCEP-
NCAR reanalyses (Kalnay et al., 1996), available at http://www.jisao.washington.
edu/aao/slp.
The correlation between the annual mean SAM index in the simulation
NODA and the one in the reanalyses equals 0.28 (Table 4.4). The correlation
provided by the detrended time series is much lower (=−0.06), suggesting that
the positive trend in SAM index in both the simulation and the reanalyses ac-
count for a large part of the correlation between non-detrended data. The cor-
relations of both non-detrended and detrended time series reach higher values
for the simulations with data assimilation DA_NOFWF and DA_FWF, and
are significant at the 95% level for the non-detrended time series. This suggests
that the assimilation of surface temperature observations might lead to a better
reconstruction of the variations in SAM. Nevertheless, as discussed in Chapter
1, the link between the SAM and the variations in sea ice concentration is not
well represented in the model LOVECLIM. Therefore, it cannot be reasonably
concluded that the rather good reconstruction of the trends in sea ice concen-
tration and extent provided by the simulation DA_FWF is achieved thanks
to a better representation of the SAM variations in this simulation. However,
our results do not exclude a link between the behaviour of the Antarctic sea
ice and the one of the atmosphere since some modes of variability not analysed
here might play a role in the evolution of the sea ice cover.
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In the hindcast simulations, the correlations of the non-detrended SAM
index between the model results and the reanalyses are also positive but they
are not statistically significant at the 95% level. The correlations for detrended
time series reach negative values that are relatively large in absolute value in the
hindcasts HINDCAST_2, HINDCAST_3 and HINDCAST_4. Identifying the
causes responsible for these large negative values requires a deeper investigation
that is out of the scope of the present study.
Table 4.4: SAM index in the various simulations compared to atmospheric reanal-
yses. Trend in the annual mean SAM index (2nd column). Correlation between
the SAM index from the simulations and the one from the NCEP-NCAR reanalyses
(Kalnay et al., 1996), available at http://www.jisao.washington.edu/aao/slp (3rd
column). The correlations are computed over the period 1980-2009 and the model
results correspond to the ensemble mean of each simulation. The values in bracket
correspond to the correlation obtained after detrending the time series of the SAM
index of both the simulations and the reanalyses. The last line of the table displays
the trend in SAM index computed from NCEP-NCAR reanalyses. Values in bold
are significant at the 95% level and the autocorrelation is taken into account in the
computation of the significance threshold.
Simulation Trend in annual mean
SAM index (yr−1)
Correlation between SAM
index from the simulations
and from the reanalyses
NODA 0.02 0.28 (−0.06)
DA_NOFWF 0.01 0.45 (0.26)
DA_FWF 0.02 0.45 (0.23)
HINDCAST_1 0.02 0.32 (−0.03)
HINDCAST_2 0.01 0.27 (−0.13)
HINDCAST_3 0.01 0.15 (−0.30)
HINDCAST_4 0.01 0.27 (−0.12)
NCEP-NCAR
reanalyses
0.01 –
4.4 Summary and conclusions
In our simulations, assimilating anomalies of the surface air temperature
through the nudging proposal particle filter induces an increase in the trend
in simulated sea ice extent over recent decades in the Southern Ocean, com-
pared to the case where no observation is taken into account. This leads to
a better agreement with satellite data than in the simulation without data as-
similation, the latter displaying a reduction of the extent in response to the
external forcings. Further improvement is achieved if an additional autoregres-
sive freshwater flux is included during the data assimilation. This freshwater
flux allows compensating for model deficiencies that affect the representation of
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the hydrological cycle, the meltwater input from the ice sheet mass imbalance,
the ocean dynamics, the internal variability, etc.
In combination with the data assimilation, the additional freshwater input
leads to simulated trends in Antarctic sea ice extent and concentration between
1980 and 2009 that agree reasonably well with the observations. The magnitude
of the total freshwater flux that is injected in the Southern Ocean thus appears
to play an important role on the simulated evolution of the sea ice, as already
pointed out in previous studies (e.g., Hellmer , 2004; Swingedouw et al., 2008;
Bintanja et al., 2013). In our simulation, an overall weaker freshwater input,
compared to the one simulated by the original configuration of the model, seems
to be required to reproduce the observed sea ice state over the last decades and
compensates for some model biases.
While the model LOVECLIM reproduces reasonably well the increase in
SAM index characterising the last decades, the interannual fluctuations of this
index are generally not well simulated, although the assimilation of surface
temperature slightly improves the simulation of the SAM index. Nevertheless,
no robust link has been obtained between this trend in SAM index and the
changes in ice concentration in our experiments.
Hindcasts initialised from the simulations with data assimilation have al-
lowed illustrating factors that can potentially increase the model skill to predict
the trend in Antarctic sea ice over the next decades. This is summarised into
three points below.
1. Initialising a hindcast simulation with a state extracted from a simulation
that has assimilated observations through a nudging proposal particle fil-
ter has a significant impact on the simulated trends in sea ice extent and
concentration over the period 1980–2009. This indicates that the infor-
mation contained in the initial state influences the results of the simula-
tion over multi-decadal timescales, confirming the results of Zunz et al.
(2014). As a consequence, an initial condition that adequately represents
the observed state is required in order to perform skillful predictions
for the trend in sea ice extent over the next decades. Nevertheless, the
conclusions drawn from our hindcast simulations have to be considered
cautiously since they are based on the analyses of the only 30-year period
for which we have relevant observations. Similar analyses could be per-
formed for periods starting before 1980, using the reconstruction of the
sea ice provided by simulations with data assimilation as target for the
hindcast instead of actual observations. However, this approach would
be nearly equivalent to a perfect model study, as proposed in Zunz et al.
(2014).
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2. It has been shown that the experimental design used to perform a predic-
tion has to be consistent with the one applied in the simulation providing
the initial state for the forecast simulation. In particular, a shift in the
mean state of the sea ice has been pointed out in the simulation with data
assimilation and additional freshwater flux, that could lead to a model
drift in the hindcast initialised from this simulation. Such a drift could
be prevented if a freshwater flux of amplitude similar to the one applied
during the simulation with data assimilation is included in the hindcast
simulation.
3. In hindcast simulations, the variations in the freshwater flux diagnosed
through the data assimilation are not needed to simulate a positive trend
in ice extent over the last decades. An additional freshwater flux constant
in time of adequate magnitude (negative in our case) leads to results
similar to the ones obtained when the variations are taken into account.
The time evolution of the additional freshwater flux, in particular its
trend, has thus little impact on the hindcast simulations, in agreement
with the results of Swart and Fyfe (2013). The strong link between the
increase in freshwater input derived from the melting of the Antarctic ice
sheet and the growth in sea ice extent between 1980 and 2009, suggested
by Bintanja et al. (2013), is thus not confirmed in the present study.
Those results indicate that the increase in ice extent, the surface cooling
and the freshening simulated between 1980 and 2009, in both simulations with
data assimilation and hindcasts using additional freshwater flux, could not be
attributed to the anthropogenical forcing or to a particular large melting of the
ice sheet during this period. The evolution of the variables at the surface of the
ocean after 1980 seems rather influenced by the state of the ocean in the 1970’s,
characterised by a warm and salty surface layer, a cold intermediate layer and
a strong convection. This state is consistent with the results of de Lavergne
et al. (2014) and evolves towards a fresher and cooler upper ocean that allows
a greater production of sea ice. In our experiments, this state in the late 1970’s
is reached thanks to variations in the freshwater input to the Southern Ocean.
This flux is very likely playing a role but the retroaction mechanisms that
could involve this additional freshwater flux cannot be taken into account since
our experimental design allows variations of this flux only and not of other
forcings or model parameters. Whether the addition of a freshwater flux could
compensate for biases in the simulated sea ice in other climate models still
needs to be investigated, a reduction of the model biases being also possible
through other approaches. Overall, the results that have been discussed here
are rather encouraging and open perspectives to perform predictions of the sea
ice in the Southern Ocean over the next decades.
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Conclusions
5.1 Main achievements
The present thesis was devoted to the assessment of the variability and the
predictability of the sea ice in the Southern Ocean at decadal timescales. Pos-
sible improvements of the prediction systems for the Antarctic sea ice were
investigated as well. The major difficulty we had to face was related to the
very few observations available in this area. On the one hand, this lack of
observation leads to a rather poor knowledge of the evolution of the climate
at multi-decadal timescales in the Antarctic region, complicating the task of
model validation. On the other hand, the initialisation of prediction simula-
tions with observations is not as efficient as it might be if more observations
of the state variables were available in the Southern Ocean. In the framework
of the present thesis, we tried to combine at best the information provided
by both the observations and the model simulations, taking into account both
measurement uncertainties and model biases, in order to improve our knowl-
edge of the evolution and the predictability of the Antarctic sea ice. Step by
step, the research carried out here brought new insights, opening perspectives
that determined progressively the focus of our work. The main achievements
of this thesis are summarised in the following paragraphs.
Given the important role played by the internal variability of the system at
these timescales, it is essential to understand the impact of the internal vari-
ability on the observed changes in the Antarctic sea ice cover. In particular,
123
124 Conclusions
the recent increase in sea ice extent could arise from the large multi-decadal
variability that characterises the sea ice in the Southern Hemisphere. Our anal-
yses of the results provided by the CMIP5 models (Chapter 2) have shown that
the positive trend in sea ice extent observed over the last 30 years, although
being rare among the CMIP5 historical ensemble, is compatible with the in-
ternal variability simulated by these models, in agreement with other recent
studies (e.g., Turner et al., 2013; Polvani and Smith, 2013). Nevertheless, the
mean state and the internal variability of the Southern Ocean sea ice repre-
sented by these models are strongly biased and the conclusions drawn from
these models have thus to be considered cautiously. Besides, we have shown
that an adequate initialisation of a hindcast simulation, in combination with a
suitable experimental design, can lead to the simulation of a positive trend in
sea ice extent by an Earth system model of intermediate complexity between
1980 and 2009, while the simulated trend is negative over this period in the
absence of an initialisation with observations (Chapter 4). The trend in sea ice
extent simulated by this adequately initialised hindcast is positive even if the
additional freshwater flux applied in the western Southern Ocean is constant
in time. This hindcast simulation thus suggests that the growth in sea ice is
not driven by an increase in the freshwater input. Besides, the synchronisation
between the internal variability of the hindcast and the one of the observations,
achieved thanks to the initialisation, seems to contribute to the simulation of
a positive trend in sea ice extent. This result supports the hypothesis that the
observed trend in sea ice extent over the last 30 years is due to the internal
variability of the system.
In an idealised framework, the potential predictability and the forecast qual-
ity of hindcast simulations indicate that the state of the Antarctic sea ice during
a particular year cannot be predicted more than a few years in advance (Chap-
ter 3). Nevertheless, the trend in sea ice extent spanning up to three decades
is potentially predictable. The predictive skill at multi-decadal timescales is
not entirely accounted for by the external forcings and the initialisation of
the hindcasts through the assimilation of pseudo-observations clearly improves
the quality of the simulated trends. Our analyses have also allowed identify-
ing mechanisms that potentially account for the rather good predictability of
Antarctic sea ice at multi-decadal timescales. However, we have to keep in
mind that this idealised study was performed with an intermediate complex-
ity model and some important mechanisms may thus be represented rather
crudely. In realistic conditions, the simulations initialised with observations,
generally through a nudging, performed with the GCMs involved in CMIP5 do
not provide clearly better trends compared to the simulations that are not ini-
tialised with observations (Chapter 2). However, the initialisation of a hindcast
simulation through a more sophisticated data assimilation method (a nudging
proposal particle filter) appears to increase the quality of the simulated trends
in sea ice extent simulated between 1980 and 2009 (Chapter 4). Our results
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thus suggest that, in realistic conditions, the trend in Antarctic sea ice extent
at multi-decadal timescales could properly be simulated if the prediction is ad-
equately initialised, in particular through data assimilation methods that are
more sophisticated than a nudging.
5.2 Predicting sea ice in the Southern Ocean
The initialisation strategy implemented for the hindcasts discussed in Chapter
4 have allowed a clear improvement of the simulated trends in Antarctic sea ice
extent and concentration over the past 30 years. This method is here applied
to perform a forecast of the evolution of the sea ice in the Southern Hemi-
sphere over the next 30 years with the model LOVECLIM1.3. This forecast is
initialised on January 1, 2010, from the simulation with data assimilation and
an additional freshwater flux (DA_FWF in Chapter 4). A constant additional
freshwater flux of -0.03 Sv (the averaged additional freshwater flux between
1980 and 2009 in DA_FWF), evenly distributed over the area southern of
70◦S and between 0◦and 170◦W, is applied during the forecast simulation. This
forecast simulation is referred to as the initialised forecast. It is compared to
a simulation also initialised on January 1, 2010, but from the simulation with-
out data assimilation (NODA in Chapter 4), referred to as the non-initialised
forecast. Both forecast simulations are driven by the external radiative forcing
corresponding to the scenario RCP4.5, i.e. the intermediate emission scenario
used in the 5th assessment report of the Intergovernmental Panel on Climate
Change (IPCC, Kirtman et al., 2013).
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Ensemble mean +/− 1 std
Model linear fit
Ensemble mean
Ensemble mean of the 2010-2039 trends = -15.7x103 km2yr-1
Ensemble standard deviation of the 2010-2039 trends = 13.5x103 km2yr-1
Ensemble mean of the 2010-2039 trends = -24.8x103 km2yr-1
Ensemble standard deviation of the 2010-2039 trends = 12.1x103 km2yr-1
Figure 5.1: Antarctic sea ice extent anomalies with regard to 1980-2009, from (a)
the non-initialised forecast and (b) the initialised forecast. The model ensemble mean
is shown as the dark green line, surrounded by one standard deviation shown as the
light green shade. The trends indicated in the figure are both statistically significant
at the 99% level.
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The non-initialised and the initialised forecasts both display a decrease in
sea ice extent between 2010 and 2039 (Fig. 5.1). This decline is slightly stronger
in the ensemble mean of the initialised forecast (-24.8×103km2) than in the non-
initialised one (-15.7×103km2). The stronger decreasing trend in the initialised
prediction might be accounted for by the superposition of an internally gener-
ated and a forced signals, that would both result in a decrease in sea ice extent.
Indeed, the internal variability may generate a decrease in sea ice after an in-
crease such as the one the occurring since 1979. The trends displayed on Fig.
5.1 are in the range of the changes in sea ice extent over the period 2010-2039
simulated by the models involved in CMIP5, driven by the radiative forcing
corresponding to the RCP4.5 scenario (Kirtman et al., 2013). Furthermore, as
in CMIP5 models, the absolute rate of decline is larger for the September sea
ice extent than for the February sea ice extent, for both the non-initialised and
the initialised forecast (not shown). The CMIP5 database also provides ini-
tialised prediction simulations for the next decades whose results for Antarctic
sea ice certainly deserve to be analysed in future work.
The trend in sea ice extent provided by the non-initialised forecast almost
equals the trend over the period 1980-2009 computed from the simulation
NODA (-15.5×103km2), discussed in Chapter 4. Therefore, the decrease in
sea ice extent in the Southern Hemisphere in response to the external forc-
ings is not expected to accelerate during the next 30 years. In the initialised
forecast, the absolute value of the trend in sea ice extent over the period 2010-
2039 equals approximately 1.5 times the observed trend between 1980 and 2009
(17.4×103km2). Only 5% of the members of the initialised forecast simulate
a positive trend between 2010 and 2039, suggesting that the extent of sea ice
that has been gained during the last 30 years is expected to be lost during the
next 30 years. Nevertheless, the recent observations of the sea ice extent do
not indicate any decrease in sea ice extent since 2010 and the Antarctic sea ice
even settled maximum extent records in July 2013 and 2014 compared to the
1981-2010 average (http://nsidc.org). The beginning of the decline period
may be delayed compared to the results provided by our prediction simulation.
The stronger decline in sea ice extent obtained from the initialised forecast
is essentially due to a larger melting taking place in the Amundsen and Ross
Seas, compared to the non-initialised forecast (Fig. 5.2). This region coincides
with the one over which the additional (negative) freshwater flux is distributed.
The melting of the sea ice occurring there might thus be associated to a weaker
stratification of the ocean subsequent to the salinity increase at the ocean
surface imposed by the additional freshwater flux. Besides, the Ross Sea is the
sector of the Southern Ocean that underwent the strongest increase in sea ice
concentration during the last 30 years. The decrease in sea ice concentration
forecasted in this sector might thus belong to the potentially strong multi-
decadal variability of the sea ice occurring there.
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Figure 5.2: Trends in annual mean sea ice concentration between 2010 and 2039,
from (a) the non-initialised forecast and (b) the initialised forecast. Hatched areas
highlight the grid cells where the trend is not significant at the 99% level.
The magnitude of the additional freshwater flux applied in the initialised
forecast has been determined on the basis of the results of a simulation spanning
the last 160 years. This magnitude may be specific for the conditions, in
particular the external forcings, characterising the period used to estimate the
additional freshwater flux. It is thus not sure whether this magnitude is still
adequate for the next decades. Consequently, the uncertainty on the value of
the additional freshwater flux has to be kept in mind and the results of the
initialised forecast have to be interpreted cautiously.
5.3 Perspectives
Any climate model is subject to imperfections due to its limited spatial and
temporal resolution as well as to the parameterisations used to describe the
processes that are not explicitly resolved by the model equations. The fact
that all of the 24 GCMs analysed in Chapter 2 systematically overestimate the
standard deviation of the winter Antarctic sea ice extent suggests that some
characteristics of the sea ice in the Southern Ocean or (and) of its response
to external processes are systematically misrepresented by these models (e.g.,
Massonnet et al., 2011; Turner et al., 2013). Efforts should thus focus on possi-
ble improvements that could help current climate models to simulate properly
the mean state and the internal variability of the sea ice in the Southern Hemi-
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sphere. In particular, given the apparently strong links between the Antarctic
sea ice variability and the state of the underlying ocean (e.g., de Lavergne
et al., 2014), it may be useful to ensure that the processes that impact the
ocean stratification are correctly represented in the models.
Despite these model biases, it has been shown that a suitable initialisation
of the simulations combined with an adequate constant additional freshwater
flux distributed in the Southern Ocean can improve the trends in Antarctic
sea ice extent and concentration simulated by a climate model. However, this
conclusion is based on the analysis of the results provided by a climate model of
intermediate complexity only. In addition, the investigation of the mechanisms
accounting for the predictability of the Antarctic sea ice was here essentially
based on ocean processes and the role of the atmosphere, in particular its in-
ternal modes of variability having a significance variance at decadal timescales,
may have been underestimated. The impact of different initialisation strate-
gies as well as the possible approaches to compensate for model deficiencies
still need to be investigated with GCMs. Furthermore, it would be relevant to
test the influence of the initialisation with observations in a coupled model that
includes an ice sheet component. Such a model allows simulating in a dynamic
way the freshwater input derived from the Antarctic ice sheet mass imbalance
and would certainly provide insightful results about the role played by the ice
sheet melting in the ocean stratification.
The research carried out during this thesis has essentially focused on the
quality of decadal climate predictions achieved thanks to the initialisation of
the model simulations. Improvements of the forecast results might also be pro-
vided by post-processing tools that can reduce systematic biases or compensate
for the drift of the model (e.g., Meehl et al., 2013). Such corrections have been
applied in several prediction systems (e.g., Troccoli and Palmer , 2007; Doblas-
Reyes et al., 2011;Magnusson et al., 2013b; Smith et al., 2013b). However, the
impact of an adjustment of the (nonlinear) model drift on the prediction of the
multi-decadal trends in sea ice in the Southern Ocean has not been specifically
assessed yet. The methods that can correct a model drift may require a large
amount of simulations with different start dates to properly estimate the cor-
rection that has to be applied. A model of intermediate complexity may thus
again constitutes a useful tool to identify the most suitable post-processing
strategy.
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Acronyms
ACC Anomaly Correlation Coefficient
CMIP5 Coupled Model Intercomparison Project Phase 5
DA Data Assimilation
EMIC Earth-system Model of Intermediate Complexity
FWF Freshwater Flux
GCM General Circulation Model
NPPF Nudging Proposal Particle Filter
NSIDC National Snow and Ice Data Center
PF Particle Filter
PPP Prognostic Potential Predictability
SIC Sea Ice Concentration
SIE Sea Ice Extent
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Table B.1: Summary of the 24 models used in the analysis.
Model Name Atmospheric component Oceanic component Sea ice
component
References
BCC-CSM1.1 BCC_AGCM2.1;
26 vertical layers, T42
MOM4_L40;
40 vertical layers, tripolar grid 1◦×
(1-1/3)◦
SIS;
tripolar grid 1◦×
(1-1/3)◦
http://www.
lasg.ac.cn/C20C/
UserFiles/File/
C20C-xin.pdf
CanESM2 CanAM4;
35 vertical layers, T63
CanOM4;
40 vertical layers, ∼ 1.4◦×0.9◦
CanSIM1;
T63 Gaussian Grid
http://www.cccma.
ec.gc.ca/models
CCSM4 CAM4;
26 vertical layers, 1.25◦×0.9◦
POP2;
60 vertical layers, 1.11◦×(0.27-
0.54)◦
CICE4;
1.11◦×(0.27-0.54)◦
Gent et al. (2011)
CNRM-CM5 ARPEGE-CLIMAT v5.2;
31 vertical layers, T127
NEMO v3.2;
42 vertical layers, ORCA-1◦
GELATO v5;
ORCA-1◦
Voldoire et al.
(2012)
CSIRO-Mk3.6.0 Mk3.6 atmospheric component;
18 vertical layers, T63
Mk3.6 ocean component;
31 vertical layers, ∼ 1.875◦× 0.9375
◦
Sea ice sub-
component of Mk3.6
(part of the AGCM);
T63
Rotstayn et al.
(2010)
EC-EARTH IFS;
62 vertical layers, T159
NEMO v2;
42 vertical layers, ORCA-1◦
LIM2;
ORCA-1◦
Hazeleger et al.
(2012)
FGOALS-g2 GAMIL2;
26 vertical layers, ∼ 2.8◦×3◦
LICOM2;
30 vertical layers, ∼1◦× 1◦
CICE;
∼1◦× 1◦
Zhang and Yu
(2011)
FGOALS-s2 SAMIL2;
26 vertical layers, R42
LICOM2;
30 vertical layers, (0.5-1)◦×(0.5-
1)◦
CSIM5;
(0.5-1)◦×(0.5-1)◦
Bao et al. (sub-
mitted)
GFDL-CM3 AM3p9;
48 vertical layers, C48
MOM4p1;
50 vertical layers, tripolar grid
∼1◦× 1◦
SISp2;
tripolar grid, ∼1◦×
1◦
Griffies et al.
(2011)
GFDL-ESM2M AM2p14;
24 vertical layers, M45
MOM4p1;
50 vertical layers;
tripolar grid ∼ 1◦× 1◦
SISp2;
tripolar grid ∼ 1◦×
1◦
Dunne et al.
(2012)
GISS-E2-R ModelE;
40 vertical layers, 2◦×2.5◦
Russell;
32 vertical layers, 1◦× 1.25◦
Russel;
1◦× 1.25◦
http://data.giss.
nasa.gov/modelE/
ar5/
HadCM3 HadAM3;
19 vertical layers, 3.75◦×2.5◦
HadOM3;
20 vertical layers, 1.25◦×1.25◦
Sea ice compo-
nent of HadOM3;
1.25◦×1.25◦
Collins et al.
(2001)
HadGEM2-CC HadGAM2;
60 vertical layers, N96
HadGOM2;
40 vertical layers, (1-0.3)◦×1◦
Inspired from CICE Martin et al.
(2011)
HadGEM2-ES HadGAM2;
38 vertical layers, N96
HadGOM2;
40 vertical layers, (1-0.3)◦×1◦
Inspired from CICE Martin et al.
(2011)
INM-CM4 INM-CM4 atmospheric component,
21 vertical layers, 2◦×1.5◦
INM-CM4 ocean component;
40 vertical layers, 1◦×0.5◦
INM-CM4 ocean
component;
1◦×0.5◦
Volodin et al.
(2010)
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Table B.1: Continued.
Model Name Atmospheric component Oceanic component Sea ice
component
References
IPSL-CM5A-LR LMDZ4 v5;
39 vertical layers, ∼2◦× 4◦
NEMO v2.3;
31 vertical layers, ORCA-2◦
LIM2;
ORCA-2◦
http://icmc.ipsl.
fr/
IPSL-CM5A-MR LMDZ4 v5;
39 vertical layers, ∼ 1.25◦× 2.5◦
NEMO v2.3;
31 vertical layers, ORCA-2◦
LIM2;
ORCA-2◦
http://icmc.ipsl.
fr/
MIROC4h CCSR/NIES/FRCGC AGCM v5.7;
56 vertical layers, T213
COCO v3.4;
48 vertical layers, rotated pole,
0.28◦× 0.19◦
COCOv3.4;
rotated pole, 0.28◦×
0.19◦
Sakamoto et al.
(2012)
MROC5 CCSR/NIES/FRCGC AGCM;
40 vertical layers, T85
COCO v4.5;
49 vertical layers, 1.4◦×(0.5-1.4)◦
COCO v4.5;
1.4◦×(0.5-1.4)◦
Watanabe et al.
(2010)
MIROC-ESM CCSR/NIES/FRCGC AGCM;
80 vertical layers, T42
COCO v3.4;
44 vertical layers, ∼ 1.4◦× 1◦
COCO v3.4;
∼ 1.4◦× 1◦
Watanabe et al.
(2011)
MIROC-ESM-
CHEM
CCSR/NIES/FRCGC AGCM;
80 vertical layers, T42
COCO v3.4;
44 vertical layers; ∼ 1.4◦× 1◦
COCO v3.4;
∼ 1.4◦× 1◦
Watanabe et al.
(2011)
MPI-ESM-LR ECHAM6;
47 vertical layers, T63
MPI-OM;
40 vertical layers, ∼ 1.5◦×1.5◦
Sea ice compo-
nent of MPI-OM;
∼ 1.5◦×1.5◦
Raddatz et al.
(2007)
MRI-CGCM3 GSMUV;
48 vertical layers, TL159
MRI.COM3;
51 vertical layers, 1◦×0.5◦
MRI.COM3;
1◦×0.5◦
Yukimoto et al.
(2011)
NorESM1-M 26 vertical layers, F19 53 vertical layers No information avail-
able to us.
No information
available to us.
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Table B.2: Summer (JFM) sea ice extent: 1979-2005 seasonal mean and trend,
computed from the historical simulations. The ensemble mean of seasonal means
is the average over all the JFM extents of the individual members of one model
historical simulation. The ensemble mean of seasonal standard deviations is the mean
of all the seasonal standard deviations of the individual members. The ensemble
mean of the trends is the mean of all the trends of the individual members and
the ensemble standard deviation of the trend is the standard deviation of the trend
between members. Trends that are significant at the 95% level are in bold. The
autocorrelation of the residuals has been taken into account in both the standard
deviation of each trend and in the number of degrees of freedom used to to determine
the significance threshold (see for instance Santer et al., 2000; Stroeve et al., 2012).
Details about the observations are given in Cavalieri and Parkinson (2008).
1979-2005 sea ice
extent (106km2)
1979-2005 trend in sea ice
extent (103km2/decade)
Ensemble
mean of
seasonal
means
Ensemble
mean of
seasonal
standard
deviations
Individual
members
Ensemble
mean
Ensemble
standard
deviation
BCC-CSM1-1 3.89 0.70 -902.03
-132.44
-50.97
-361.81 469.61
CanESM2 4.13 0.71 -880.51
-728.81
-671.28
-634.06
-110.28
-604.99 292.07
CCSM4 12.06 0.69 -967.65
-819.56
-685.12
-478.24
-195.45
8.56
-522.91 375.18
CNRM-CM5 0.16 0.08 -120.24
-111.03
-80.98
-73.90
-73.72
-54.79
-40.41
-36.38
-26.56
-0.19
-61.82 37.54
CSIRO-Mk3.6.0 10.45 0.70 -557.15
-514.10
-325.14
-240.38
-183.97
-45.54
-23.27
-2.12
13.01
371.72
-150.69 276.07
EC-Earth 2.35 0.43 -32.41 -32.41 –
FGOALS-g2 7.15 0.46 0.83 0.83 –
FGOALS-s2 6.71 0.57 -465.78
-369.16
-343.86
-392.93 64.34
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Table B.2: Continued.
1979-2005 sea ice
extent (106km2)
1979-2005 trend in sea ice
extent (103km2/decade)
Ensemble
mean of
seasonal
means
Ensemble
mean of
seasonal
standard
deviations
Individual
members
Ensemble
mean
Ensemble
standard
deviation
GFDL-CM3 0.63 0.22 -126.66
-31.00
27.83
134.95
142.06
29.44 113.84
GFDL-ESM2M 0.44 0.13 -116.49 -116.49 –
GISS-E2-R 0.66 0.14 -39.52
-25.73
10.50
14.65
59.69
3.92 38.84
HadCM3 5.00 0.39 -411.58
-252.60
-229.59
-229.57
-207.29
-179.35
-132.36
-79.55
-19.43
20.64
-172.07 125.76
HadGEM2-CC 2.72 0.35 -114.61 -114.61 –
HadGEM2-ES 3.04 0.37 -326.27 -326.27 –
INM-CM4 1.27 0.41 -268.62 -268.62 –
IPSL-CM5A-LR 1.04 0.24 -289.85
-158.40
-132.87
-98.51
-169.91 83.64
IPSL-CM5A-MR 0.50 0.17 -89.76 -89.76 –
MIROC4h 2.48 0.36 -500.60
-343.58
-330.13
-391.43 94.78
MIROC5 0.19 0.05 -10.94 -10.94 –
MIROC-ESM 3.70 0.42 -469.10
-450.42
-418.50
-446.01 25.59
MIROC-ESM-
CHEM
4.02 0.39 -240.84 -240.84 –
MPI-ESM-LR 1.64 0.34 -208.42
-83.99
-67.01
-119.81 77.21
MRI-CGCM3 4.55 0.37 -643.00
-203.22
132.63
-237.86 388.98
NorESM1-M 5.93 0.54 -139.58
-135.12
-86.09
-120.27 29.68
Observations 3.96 0.32 148.69 – –
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Table B.3: Winter (JAS) sea ice extent: 1979-2005 seasonal mean and trend, com-
puted from the historical simulations. The ensemble mean of seasonal means is the
average over all the JAS extents of the individual members of one model historical
simulation. The ensemble mean of seasonal standard deviations is the mean of all
the seasonal standard deviations of the individual members. The ensemble mean of
the trends is the mean of all the trends of the individual members and the ensemble
standard deviation of the trend is the standard deviation of the trend between mem-
bers. Trends that are significant at the 95% level are in bold. The autocorrelation
of the residuals has been taken into account in both the standard deviation of each
trend and in the number of degrees of freedom used to determine the significance
threshold (see for instance Santer et al., 2000; Stroeve et al., 2012). Details about the
observations are given in Cavalieri and Parkinson (2008).
1979-2005 sea ice
extent (106km2)
1979-2005 trend in sea ice
extent (103km2/decade)
Ensemble
mean of
seasonal
means
Ensemble
mean of
seasonal
standard
deviations
Individual
members
Ensemble
mean
Ensemble
standard
deviation
BCC-CSM1-1 20.94 1.32 -2522.87
422.24
434.57
-555.35 1703.93
CanESM2 21.02 0.64 -904.52
-878.38
-826.56
-819.50
-67.45
-699.28 354.99
CCSM4 22.76 0.40 -767.07
-741.68
-649.03
-559.13
-551.02
-122.50
-565.07 234.58
CNRM-CM5 13.95 0.90 -2172.40
-1245.13
-1019.92
-827.53
-646.85
-580.44
-506.43
-445.84
-262.46
-165.47
-787.25 587.27
CSIRO-Mk3.6.0 17.81 0.46 -617.24
-494.90
-427.46
-323.45
-285.16
-201.11
-196.83
-58.77
-3.14
56.81
-255.13 218.47
EC-Earth 17.93 0.72 -147.14 -147.14 –
FGOALS-g2 21.78 0.41 -205.75 -205.75 –
FGOALS-s2 22.62 0.96 -967.45
-917.19
-775.29
-886.64 99.66
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Table B.3: Continued.
1979-2005 sea ice
extent (106km2)
1979-2005 trend in sea ice
extent (103km2/decade)
Ensemble
mean of
seasonal
means
Ensemble
mean of
seasonal
standard
deviations
Individual
members
Ensemble
mean
Ensemble
standard
deviation
GFDL-CM3 11.86 1.07 -1116.57
-288.07
472.70
766.19
1299.64
226.78 945.00
GFDL-ESM2M 11.76 0.45 -178.78 -178.78 –
GISS-E2-R 12.31 0.78 -607.23
-373.34
-282.37
-179.70
-88.96
-306.32 199.30
HadCM3 19.84 0.71 -682.10
-654.18
-647.19
-521.33
-424.63
-414.32
-377.90
-317.35
-222.93
-4.44
-426.64 213.14
HadGEM2-CC 13.61 0.83 -72.26 -72.26 –
HadGEM2-ES 14.60 0.78 -412.92 -412.92 –
INM-CM4 9.35 0.46 -459.18 -459.18 –
IPSL-CM5A-LR 19.12 1.00 -768.83
-573.81
-553.79
325.71
-392.68 488.65
IPSL-CM5A-MR 16.72 0.85 338.90 338.90 –
MIROC4h 17.89 0.54 -1107.68
-740.15
-542.24
-796.69 286.93
MIROC5 5.42 0.38 -135.04 -135.04 –
MIROC-ESM 20.75 0.76 -735.34
-575.80
-519.86
-610.33 111.82
MIROC-ESM-
CHEM
21.33 0.57 -237.01 -237.01 –
MPI-ESM-LR 13.87 1.14 -509.02
-53.14
208.48
-117.89 363.11
MRI-CGCM3 18.75 0.73 -726.16
-330.31
127.28
-309.73 427.09
NorESM1-M 18.48 0.50 -409.14
-166.62
-50.12
-208.63 183.16
Observations 17.17 0.25 85.57 – –
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