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Abstract
This paper studies the problem of detect-
ing novel or unexpected instances in text
classification. In traditional text classi-
fication, the classes appeared in testing
must have been seen in training. How-
ever, in many applications, this is not the
case because in testing, we may see un-
expected instances that are not from any
of the training classes. In this paper, we
propose a significantly more effective ap-
proach that converts the original problem
to a pair-wise matching problem and then
outputs how probable two instances be-
long to the same class. Under this ap-
proach, we present two models. The more
effective model uses two embedding ma-
trices of a pair of instances as two chan-
nels of a CNN. The output probabilities
from such pairs are used to judge whether
a test instance is from a seen class or
is novel/unexpected. Experimental re-
sults show that the proposed method sub-
stantially outperforms the state-of-the-art
baselines.
1 Introduction
Traditional text classification (Kim, 2014; Tang
et al., 2015; Joulin et al., 2017; Shen et al., 2018;
Qin et al., 2020) assumes a closed world where
all classes appear in the test data must have ap-
peared in the training data (Fei and Liu, 2016).
However, this assumption is not true in many real-
world applications. For example,an intelligent
personal assistant (e.g., Amazon Alexa, Microsoft
Cortana) needs to classify user utterances into ex-
isting known intent classes and also detects or re-
jects utterances with unknown intents. To effec-
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tively work in such dynamic and unpredictable en-
vironments, the learned model has to be able to
classify instances belong to the old/seen classes
and also spot novel or unexpected instances of
some new/unseen classes. This problem is called
open-world classification (OWC) (Bendale and
Boult, 2015; Fei and Liu, 2016).
Problem Definition: Given a training set D =
{(xi, yi)}Ni=1, where xi is a train example or in-
stance, yi ∈ Cs = {c1, ..., cm} is xi’s class label
andm is the total number of seen/known classes in
D. The test data T is from the classes in Cs ∪Cu,
where Cu is a set of hidden unseen classes. Our
goal is to build a classifier F from D and test it
on T so that F can classify each instance in T to
its correct class in Cs or reject it as belonging to
a novel unseen class in Cu. Since we don’t know
the classes in Cu, we use crej to represent them
all. Previous approaches typically used each in-
stance as an input to train a classifier, which needs
a large number of network parameters to remem-
ber the characteristics of the training/seen classes.
In this paper, we propose a much more effective
method based on pair-wise matching. We call it
Pairwise Matching Network (PM-Net). Specifi-
cally, it learns to estimate the probability that two
given instances belong to the same class. For
training, we first use the original training data D
to create a new pair-wise training dataset D
′
=
{(x1k, x2k, yk)}Mk=1, where x1k, x2k ∈ D with yk
being the label. If x1k and x2k are from the same
class in the original data D, yk = 1; otherwise
yk = 0. We then use D
′
to train the matching
function f(x1k, x2k) to estimate the probability p
of x1k and x2k belonging to the same class. In
testing, for each test instance xt ∈ T , we first con-
struct a memory Mi for each seen class by ran-
domly selectingK examples from the class ci inD
and put them inMi. Then, xt forms a pair with ev-
ery example in the whole memory M = {Mi}mi=1
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to calculate the probability that xt has the same
class as the compared example using the matching
function f(·, ·). Next, we calculate the mean prob-
ability of the K probabilities of each seen class ci
after the maximum and minimum values are re-
moved to obtain xt’s average probability pi of be-
longing to class ci (we also experimented with a
few other strategies, but they were poorer). After
we get the probability of t belonging to every seen
class, we have P = {p1, p2, ..., pm}. Finally, we
use Eq. 1 to determine whether t belongs to one of
seen classes or is a novel instance from the unseen
class crej 1.
yˆ =
 crej , if maxci P < threshold;argmax
ci
P, otherwise.
(1)
We propose two models (Figure 1) to learn the
matching function: 1) PM-Net 1 extracts an ad-
vanced feature vector from each input instance in a
pair individually using a convolutional neural net-
work (CNN), and then concatenates the two fea-
ture vectors to learn a matching score (i.e., prob-
ability) using the matching score module; 2) PM-
Net 2 uses the embedding matrices of the two in-
put instances as the two channels of the CNN ex-
tractor. Then the matching score module outputs
a probability. We can see that PM-Net 1 can only
extract instance-level interactions between the two
instances, but PM-Net 2 can obtain more fine-
grained interaction information (e.g., word-level,
phrase-level and sentence-level). Extensive ex-
periments show that the proposed approach (both
models) outperforms strong baselines consider-
ably. Comparing with PM-Net 1, PM-Net 2 is
more effective.
2 Related work
Open-world classification has been studied in text
classification and computer vision (where it is
called open-set recognition). In text classification,
one-class SVM (Scho¨lkopf et al., 2001) is the ear-
liest method, which performed poorly because it
didnt use negative examples. Also, it doesn’t do
multi-class classification. Fei and Liu (2016) pro-
posed a Center-Based Similarity space learning
method to reject/accept a test instance by deciding
whether it is outside the decision hypersphere of
1Like DOC, we use Gaussian fitting to estimate the
threshold.
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Figure 1: Two models of the matching function:
PM-Net 1 (left) and PM-Net 2 (right).
each class. Fei et al. (2016) further added the ca-
pability of incrementally learning the new classes.
Shu et al. (2017) outputted the probability that a
test instance belongs to each of the seen classes by
an 1-vs-rest layer. It then compares the probabil-
ity value with an estimated threshold to determine
whether a test instance is unexpected or not. Xu
et al. (2019) combined kNN and meta-learning to
solve the problem. Zheng et al. (2019) used au-
toencoder and adversarial training to detect out-
of-domain sentences in dialogue systems.
Although our work focuses on text classifica-
tion, related works have also been done in com-
puter vision. For example, Scheirer et al. (2012)
recognizes unseen images by reducing open space
risk. Jain et al. (2014) performed similar tasks.
Bendale and Boult (2016) introduced an OpenMax
layer to adapt a deep network for OWC. It has
been shown that these methods are poorer than the
DOC method in (Shu et al., 2017; Xu et al., 2019)
for text. However, to the best of our knowledge,
none of these known methods consider a pair-wise
model with a reference class instance to build an
OWC classifier.
3 Models
The proposed PM-Net (i.e., Figure 1) uses the
CNN architecture (Kim, 2014). Next, we briefly
describe the CNN model. Given an instance x (af-
ter padding and cutting) with length L, let X ∈
RL×H be the embedding matrix of x, where H is
the embedding size. To get more fine-grained fea-
tures, we use different filter sizes [n,H] and con-
catenate the feature maps of different filter sizes
as the final representation. We refer to the CNN
module as
r = CNN(X) (2)
PM-Net 1 and PM-Net 2 are presented next.
3.1 PM-Net 1
As mentioned earlier, we need a matching function
f(x1k, x2k) to compute the probability p of two
instances x1k, x2k belonging to the same class. In
PM-Net 1, we first use the CNN module to ob-
tain x1k and x2ks advanced representation vectors,
which are
r1k = CNN(X1k), r2k = CNN(X2k). (3)
where X1k, X2k ∈ RL×H is x1k, x2k’s embed-
ding matrix and r1k, r2k ∈ Rd. Then, we concate-
nate r1k and r2k as the interaction features of x1k,
x2k, which are fed to two fully connected layers,
fc = Relu(r1k ⊕ r2k ·W1 + b1) (4)
yˆk = Softmax(fc ·W2 + b2) (5)
where ⊕ is the concatenation operation, W1,W2
are the weights of fully connected layers and b1, b2
are bias. Note that yˆk’s second element indicates
the probability that x1k and x2k belong to the same
class. The loss function of PM-Net 1 is computed
based on the actual label yk and yˆk, k = 1, ...,M .
Let Y = {yk}Mk=1 and Yˆ = {yˆk}Mk=1. PM-Net 1’s
loss function is
Loss1 = CrossEntropy(Y, Yˆ ) (6)
3.2 PM-Net 2
From Eq. 3, we can see that PM-Net 1 only covers
the interaction of the two instances at the instance
level, which may not capture the fine-grained in-
formation. PM-Net 2 wants to capture depen-
dency information of the two input instances at
more fine-grained levels (i.e., word-level, phrase-
level and sentence-level), which allow the match-
ing function to output more accurate probabili-
ties. In order to achieve this goal, we propose a
novel matching model, which combines the two
input instances x1k, x2k’s embedding matrices
X1k, X2k ∈ RL×H into a three-dimensional ma-
trix X = X1k ⊕ X2k, X ∈ RL×H×2, from the
input layer. Then, through the CNN module we
can obtain x1k, x2ks multi-granular interactions or
dependencies. We then have
rk = CNN(X) (7)
Like PM-Net 1, we obtain the probability of the
two instances belonging to the same class after two
fully connected layers.
fc = Relu(rk ·W3 + b3) (8)
yˆk = Softmax(fc ·W4 + b4) (9)
where W3,W4 and b3, b4 are parameters. The loss
function of PM-Net 2 and PM-Net 1 are the same.
By using PM-Net, a test instance will get the prob-
ability of belonging to each seen class. Then we
use these probabilities to compare with an esti-
mated threshold (i.g., Eq. 1) to judge whether the
test instance is from a seen class or an unseen
class.
4 Experiments
4.1 Datasets
To evaluate the effectiveness of the proposed mod-
els, we conducted experiments using two datasets:
THUCNews: THUCNews contains 14 classes
and 836,062 news articles (Sun et al., 2016).2
News Category Dataset (NCD): This dataset
contains around 200k news headlines from the
year 2012 to 2018 obtained from HuffPost.3
Note that we only use 10 classes in each dataset.
This is because the baseline L2AC needs addi-
tional classes for meta-learning. Both datasets
contain only the training and test sets and the
test set is randomly drawn 200 instances from
each class. THUCNews’s training set D contains
15,000 instances per class. NCD’s training set D
contains 3,000 instances per class.
4.2 Baselines
We use DOC (Shu et al., 2017) and L2AC (Xu
et al., 2019) as our baselines. To the best of our
knowledge, they are the state-of-the-art systems
for open-world text classification. It has been
shown in (Shu et al., 2017) that DOC significantly
outperforms the other methods CL-cbsSVM and
cbsSVMin (Fei and Liu, 2016) and OpenMax
(Bendale and Boult, 2016). We will not compare
with them.
DOC-CNN: This is the original DOC with
Gaussian fitting to set the threshold for rejection.
DOC-LSTM: This is a variant of DOC-CNN.
We use LSTM to replace CNN to encode the input
sequence. The hidden state size of LSTM is 512.
L2AC: We use the hyper-parameters: k = 5
for KNN (which gives the best results), and n
= 9 for the meta-classifiers negative classes. For
THUCNews, since there are only 4 classes left for
2http://thuctc.thunlp.org
3https://rishabhmisra.github.io/
publications/
Table 1: All results in Macro-F1(%). 3:7, 5:5 or 7:3 is the ratio of the seen classes to unseen classes.
K=1, 5, 15, or 100 is the size of each memory dataset Mi for each seen class.
THUCNews NCD
3:7 5:5 7:3 3:7 5:5 7:3
DOC-LSTM 66.58 64.56 69.29 51.25 53.06 58.46
DOC-CNN 66.62 66.98 69.20 54.04 53.13 58.62
L2AC 65.66 67.47 74.59 40.95 48.35 49.08
PM-Net 1-K=1 74.77 81.76 74.60 61.35 66.29 62.73
PM-Net 1-K=5 77.76 83.85 80.02 61.19 69.16 67.63
PM-Net 1-K=15 79.21 84.43 79.62 62.26 70.49 69.47
PM-Net 1-K=100 78.67 83.37 76.64 61.49 71.56 68.74
PM-Net 2-K=1 77.05 80.84 78.09 61.56 66.80 64.25
PM-Net 2-K=5 79.26 83.26 80.86 62.57 71.41 68.93
PM-Net 2-K=15 81.81 83.06 81.18 63.24 72.22 70.82
PM-Net 2-K=100 80.01 84.18 81.13 65.36 73.19 71.82
L2AC’s meta-learning, we use n = 3 (i.e., each
positive sample with three negative samples) for
this dataset.
4.3 Implementation Details
In our experiments, pre-trained embeddings were
used for all models, including the baselines. In the
experiments related to THUCNews and NCD, we
used separately a 200-dimensional vector repre-
sentation released by Tencent 4 and Google’s pre-
trained 300-dimension word embeddings 5 respec-
tively.6 All models’ CNN modules use filters with
window size n in [3, 4, 5] and each filter window
with 100 feature maps.
In the evaluation, we hold out some classes as
unseen in training and mix them back during test-
ing. We vary the number of seen classes 3, 5 and
7 (total number of classes is 10) for training and
all 10 classes are used in testing. We use 7:3 as
an example to detail the data preparation. First,
we randomly select 7 classes as the seen classes
and the rest 3 classes as the unseen/novel classes.
Then, we build a new pair-wise training dataset
(i.e., D
′
). For each instance xi in the training data
D of the seen classes, we randomly select another
instance xj from the class of xi to produce a pos-
itive example (xi, xj , 1). In the remaining classes
(6 of them), we first randomly sample a class and
then an instance xk from the class to produce a
negative example (xi, xk, 0). In testing, we select
K examples from each of the 7 seen classes as the
memory Mi. For each test instance xt ∈ T (test
set), we use PM-Net to produce the average prob-
4https://ai.tencent.com/ailab/nlp/embe-
dding.html
5https://code.google.com/p/word2vec/
6Note that many other embeddings can be used in our sys-
tem(Pennington et al., 2014; Hu et al., 2016)
ability that xt belongs to each of the seen classes.
Finally, we use Eq. 1 to classify xt to one of the
seen classes or reject it as a novel instance.
4.4 Experiment Results
The results of THUCNews and NCD are given in
Table 1. We use macro F1-score for evaluation.
From Table 1, we can observe the following:
First, our two models perform considerably bet-
ter than DOC and L2AC in macro-F1 scores for
both datasets in the 3:7, 5:7, and 7:3 cases. Even
when the sizeK of the memory for each seen class
is 1, our models still perform much better than the
baselines. For example, in the 3:7 case on THUC-
News, our PM-Net 1 and PM-Net 2 are 9.11 and
11.39 higher than L2AC respectively.
Second, as the memory size K increases, we
get higher macro-F1, which is expected because
K = 1 can be quite unreliable. When K > 1,
we remove the maximum and minimum values of
each test instance belonging to each seen class,
which can eliminate the effect of singular values
to give us a more reliable information of the seen
classes, and help us decide if a test instance should
belong to a seen class or be rejected as novel.
Third, comparing the last two blocks in Table 1,
we can see that using the two embedding matrices
as the CNN’s input channel in PM-Net 2 is better
than PM-Net 1. This shows that combining two
instances in the first layer makes it easier to extract
more fine-grained features for classification.
5 Conclusion
This paper proposed a novel method to solve the
OWC problem for text, which converts traditional
OWC to a pair-wise matching problem. Using
THUCNews and NCD datasets, the paper showed
that the proposed two models perform dramati-
cally better than the state-of-the-art baselines. In
our future work, we plan to further improve the
accuracy.
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