Depth extraction is an important aspect of three-dimensional (3D) image processing with digital holograms and an essential step in extended focus imaging and metrology. All available depth extraction techniques with macroscopic objects are based on variance; however, the effectiveness of this is object dependent. We propose to use disparity between corresponding points in intensity reconstructions to determine depth. Our method requires a single hologram of a scene, from which we reconstruct two different perspectives. In the reconstruction the phase information is not needed, which makes this method useful for in-line digital holography. To our knowledge disparity based 3D image processing has never been proposed before for digital holography.
Digital holography makes it possible to record and reconstruct different perspectives of real-world threedimensional (3D) objects [1, 2] . Where the reconstructed phase is too noisy for phase unwrapping due to, for example, the presence of the twin as in some in-line singleshot architectures, or the long recording distance from a diffuse object causing too large phase jumps, or otherwise, the intensity can be used to extract depth maps. These techniques are important for extended focus imaging and metrology. In off-axis digital holographic microscopy, the reconstructed phase of the hologram can be used for accurate depth measurements [3] [4] [5] . However, reconstructed phase is not as useful from single digital holograms of macroscopic objects. Instead, different methods for depth map extraction have been introduced [6] [7] [8] . These methods are based on calculating variance, or otherwise estimating high spatial frequencies, at each region and at each depth. Besides being time consuming, the performance of each is highly object dependent. Variance needs a highly textured object to determine when it is in focus. Sharp edges are not enough unless between the edges there is also a texture. This is because regions of constant (either high or low) reflectivity will produce a low variance. We propose to use a different approach borrowed from the field of computer vision: stereo disparity. A single hologram can be used and no phase is needed in the reconstruction, which makes it useful for in-line single-shot digital holography.
A human's left and right eyes receive different images because of binocular parallax. The difference between locations of corresponding features in both images is called disparity [9, 10] , and it has been claimed that the visual system uses correlation to calculate disparity [11] . Disparity can correspond to a depth measurement [as illustrated in Fig. 1(a) ], which gives information about three-dimensionality of a scene. Stereo disparity has been widely investigated in computer vision, but to our knowledge this is the first time it has been used in digital holography. Although we use correlation, any matching technique, such as one based on features, can be used.
Given a hologram f ðx; yÞ of a 3D scene, centered on coordinates x ¼ 0, y ¼ 0, a left and right perspective of the scene can be obtained from Lðx; yÞ ¼ F z ½Λðx; yÞ and Rðx; yÞ ¼ F z ½Pðx; yÞ, respectively, where
Pðx; yÞ ¼ 0;
and where F represents light propagation such as a Fresnel intensity approximation at distance z given by
where H can be either Λ or P, λ is wavelength of the light, and Ã denotes a convolution operation. By using these two perspectives L and R, we calculate the disparity space image as follows. For each pixel in the left image Lðx; yÞ, we estimate its corresponding position ðx 0 ; yÞ in the right image. In computer vision, the translation and rotation of one camera relative to the other must be found, and compensated for, in order to triangulate points in both captured images. In digital holography, this relation is known a priori since the two halves of the hologram lie in the same plane and an identical numerical reconstruction operation can be applied to each; therefore, we only have to search in the horizontal direction because we can ensure that there is a perfectly horizontal baseline between perspectives. The disparity for that pixel ðx; yÞ is the difference in pixel locations x-x 0 , and the 2D matrix of disparity values, one for each pixel ðx; yÞ, is the disparity space image (DSI).
More formally, given left and right 2D perspectives of a 3D scene, L x;y and R x;y , respectively, 
k¼x−u−t P yþt l¼y−t Rðk; lÞ is the mean value of the pixel values of the right image within the offset block around ðx − u; yÞ, u ¼ 0; :::; T is the offset, and T is the search length to be considered.
Our disparity algorithm is able to identify all of the objects at different depths in the Middlebury stereo data set tsukuba [10] , as shown in Fig. 2 . Next, we present the DSI (see Fig. 3 ) calculated using two different views from a hologram of an electronic chip component captured with in-line phase-shifting interferometry [12] . The hologram contained 2048 × 2032 pixels with 7:4 μm pixel pitch. Pin heights are 4:2 mm, the front pins were 163 mm from the sensor, and the distance between the front and back pins was 8 mm. This object was chosen because from the intensity image alone it is not obvious which pins are in front and which are behind. In the DSI the distances can be readily identified. When calculating disparity with digital hologram reconstructions, the reconstruction depth affects the relative disparity values. Objects closer to the in-focus plane yield smaller absolute disparity values compared to objects farther from the in-focus plane. The sign on the disparity tells whether the object is in front of or behind the in-focus plane. Note that the objects in the DSI are enlarged due to the cross-correlation algorithm; they are appropriately reduced in subsequent figures using an image erosion operation. The fourth subobject from the right is one pin partially occluding another. Although this is not at all visible in the intensity reconstruction, the disparity algorithm responds appropriately. The reconstruction of a second object is shown in Fig. 4(a) , and a relief plot of the DSI is shown in Fig. 5 . This time, the front pins were 178 mm from the sensor. For reconstructions of size 2048 × 2032, block size of 21 × 21, and search length of 42 pixels, the technique takes 128 min using Matlab on a regular laptop computer.
While the window position in the hologram [see Fig. 1(b) ] determines perspective, the window size controls resolution and depth of field in the reconstruction. A larger window means increased quality reconstructions and should allow one to more accurately find correspondences between perspectives. However, for 3D scenes where the object extends along the optical axis, a smaller window means an increased depth of field [see Figs. 4(b) and 4(c)] and therefore can result in a more accurate disparity calculation because more objects are in focus. In addition, a smaller window allows a larger disparity range in the DSI and therefore more discrimination between depths. A smaller window also results in a quicker calculation time. We therefore verify how small the hologram window can be, with the trade-off that reconstruction noise will increase as fewer hologram pixels are used for the reconstruction. In Fig. 6 , DSIs with different depths of field (different window sizes) are compared. Although we have not applied speckle reduction to our reconstructions, this is likely to enhance the accuracy of the depth map calculation. Fig. 4(a) . 
