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T´ıtulo del estudio:
OPTIMIZACIO´N DE LA LOGI´STICA DE
TRANSPORTE Y DISTRIBUCIO´N DE
PRODUCTOS
Nu´mero de pa´ginas: 76.
Objetivos y me´todo de estudio: Se tratara´ una variante del problema de ru-
teo de veh´ıculos, conocido como VRP (Vehicle Routing Problem), enfocado en la
minimizacio´n de costos de transporte entre plantas y centros de distribucio´n. Las
plantas cuentan con diferentes niveles de inventario y los centros de distribucio´n
demandan cantidades diferentes del producto. Para realizar este env´ıo se cuenta con
una flota de veh´ıculos propia y una flota de veh´ıculos externos, disponibles para ren-
tar, cuyo costo depende de la relacio´n origen-destino. Las flotas son heteroge´neas ya
que cuentan con dos tipos de veh´ıculos con capacidades distintas; tambie´n se conoce
el tiempo de traslado entre plantas y centros de distribucio´n. Cada una de las plantas
xi
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puede satisfacer a un subconjunto de los centros de distribucio´n, los centros de dis-
tribucio´n cuentan con una fecha l´ımite (due date) para recibir el producto, as´ı como
con una ventana de tiempo de servicio por d´ıa. Se desea asignar los veh´ıculos a las
plantas, de tal manera que las plantas cumplan con la demanda de los centros de
distribucio´n dentro de la fecha l´ımite de los mismos, as´ı como determinar los viajes
que realizara´ cada camio´n y la cantidad de producto a transportar en cada viaje.
Se estudian dos variantes del problema: distribucio´n mono-producto y distribucio´n
multi-producto. Para el caso mono-producto se propone un modelo de optimizacio´n
entera mixta y para el caso multi-producto se proponen dos modelos, uno de pro-
gramacio´n entera mixta y otro basado en cobertura de conjuntos.
Para la solucio´n de las variantes del problema de estudio, se proponen dos meto-
dolog´ıas de solucio´n. La primera es una heur´ıstica basada en RGRASP (Reactive
Greedy Randomized Adaptive Search Procedure), la segunda metodolog´ıa es una
combinacio´n entre un me´todo constructivo y un modelo de cobertura de conjuntos.
Las metodolog´ıas propuestas son evaluadas a trave´s de experimentos computacio-
nales sobre un gran nu´mero de instancias, as´ı mismo los resultados obtenidos son
comparados con aquellas instancias en las cuales el optimizador CPLEZ 12.6 es capaz
de encontrar soluciones o´ptimas.
Contribuciones y Conclusiones: Se introdujo una variante del problema de
ruteo, que no se hab´ıa estudiado previamente en la literatura, el cual puede ser visto
como una combinacio´n de un problema de asignacio´n y uno de ruteo de veh´ıculos
con mu´ltiples restricciones. Como producto de este trabajo se presentan tres formu-
laciones matema´ticas y dos metodolog´ıas de solucio´n para los casos de distribucio´n
mono-producto y multi-producto. Ambas metodolog´ıas proveen soluciones de calidad
en un tiempo computacional razonable.
Firma del asesor:
Asesor: Dra. Mar´ıa Ange´lica Salazar Aguilar
Cap´ıtulo 1
Introduccio´n
La motivacio´n de este trabajo proviene de la situacio´n actual que enfrenta
una compan˜´ıa cervecera de la localidad. Esta compan˜´ıa cuenta con un conjunto de
plantas que se encargan de elaborar cerveza y almacenar temporalmente el producto
terminado antes de enviarlo a los centros de distribucio´n, los cuales son encargados
de almacenar el producto para su distribucio´n al cliente final.
Con los productos derivados de este trabajo, se podra´ llevar a cabo la optimiza-
cio´n de costos de transporte incurridos por la empresa. Adema´s, el nivel de servicio a
los clientes se vera´ favorecido dado que durante el proceso de solucio´n se consideran
las fechas l´ımite de entrega, acordadas con los centros de distribucio´n.
El problema de estudio corresponde a una variante del problema de ruteo
de veh´ıculos, comu´nmente conocido en la literatura como Vehicle Routing Problem
(VRP), con caracter´ısticas adicionales del problema de asignacio´n generalizada, co-
nocido como Generalized Assignment Problem (GAP).
El problema de ruteo de veh´ıculos es un problema ampliamente estudiado en
la literatura, razo´n por lo cual existe una gran cantidad de variantes o extensiones
al problema general, esto tratando de asemejar el entorno real en el que se aplica.
En el VRP general, propuesto por Dantzig and Ramser (1959), se conocen a priori
el conjunto de clientes a los que se debe satisfacer, as´ı como la demanda asociada
a cada cliente; para satisfacer la demanda se cuenta con un depo´sito que posee
un inventario suficiente para cubrir toda la demanda acumulada de los clientes y
1
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una flota de veh´ıculos. El objetivo es asignar rutas a los veh´ıculos de tal forma
que las demandas sean satisfechas y las rutas empiecen y terminen en el depo´sito,
minimizando el costo total de transporte.
Figura 1.1: Instancia de un VRP (izquierda) y su solucio´n(derecha)
Fuente: http://neo.lcc.uma.es/vrp/vehicle-routing-problem/
Dependiendo de las restricciones adicionales al VRP general, en la literatura
se encuentran varios tipos de VRP, a continuacio´n se presentan las variantes que son
relevantes para el problema de estudio:
VRP con Flota Fija (FF): Esta variante del VRP cuenta con la caracter´ıstica
de que los veh´ıculos disponibles para el env´ıo es limitada. Todas las dema´s restric-
ciones del VRP permanecen iguales.
VRP con Flota Heteroge´nea (HF): En esta variante del problema se agrega
la caracter´ıstica de que los veh´ıculos cuentan con capacidad heteroge´nea, esto quiere
decir que no necesariamente todos los veh´ıculos son iguales, as´ı mismo la demanda
acumulada de los clientes en una ruta debe ser menor que la capacidad del veh´ıculo
que realice dicha ruta.
VRP con Mu´ltiples Depo´sitos (MD): Como el nombre lo indica, esta varian-
te cuenta con ma´s de un depo´sito para realizar los env´ıos. Las rutas deben partir y
finalizar en el mismo depo´sito.
VRP con Mu´ltiples Viajes (MT): Este problema cuenta con una variante
que permite a los veh´ıculos realizar ma´s de una ruta, las rutas deben respetar las
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condiciones mencionadas en el VRP general y los clientes solo pueden ser visitados
una sola vez.
VRP con Entrega Dividida (SD): En esta variante, se permiten mu´ltiples
visitas a los clientes. Es principalmente u´til cuando la demanda de los clientes es
superior a la capacidad de los veh´ıculos.
VRP con Mu´ltiples Periodos (P): En el VRP cla´sico el horizonte de planea-
cio´n suele ser de 1 d´ıa (periodo). Esta variante alarga el horizonte de planeacio´n a
mu´ltiples per´ıodos, as´ı mismo las rutas tienen la posibilidad de iniciar en un per´ıodo
diferente.
VRP con Mu´ltiples Periodos y Fecha L´ımite (D): Esta variante del pro-
blema es un complemento al VRP con mu´ltiples periodos que se explico´ previamente.
En esta variante se establece una fecha l´ımite para satisfacer al cliente, esta fecha es
interpretada en su mayor´ıa como un rango de periodos [p1j , p
2
j ] o un solo per´ıodo Lj,
el rango de periodos establece que el cliente j debe ser visitado a partir del per´ıodo
p1j y hasta el per´ıodo p
2
j , en cambio el per´ıodo Lj establece el per´ıodo (d´ıa) l´ımite
para satisfacer al cliente j.
VRP con Ventanas de Tiempo (TW): Este variante del VRP ha sido muy
estudiada por su alto grado de aplicacio´n. En esta variante se cuenta con ventanas
de tiempo en los clientes, esto quiere decir que cada cliente tendra´ un horario [aj, bj]
en el que puede recibir el pedido, siendo aj el inicio y bj el fin de la ventana de
tiempo.
VRP con duracio´n de ruta (RD): Esta variante impone un l´ımite ma´ximo
en la duracio´n de las rutas, el uso que se ha dado a esta variante es para representar
el tiempo ma´ximo de trabajo de un veh´ıculo o para indicar la distancia ma´xima que
se puede recorrer con el tanque de gasolina.
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VRP con Mu´ltiples Productos: En el VRP comu´n se distribuye un solo
producto, en esta variante se distribuye ma´s de un producto, por lo que los clientes
cuentan ahora con demandas espec´ıficas para cada producto, as´ı mismo las plantas
tienen inventarios diferentes para cada producto. Se debe satisfacer la demanda de
cada producto requerido por los clientes, manteniendo las restricciones del VRP
cla´sico.
VRP con clientes por ruta (N): Esta variante impone un l´ımite ma´ximo en
la cantidad de clientes que se pueden visitar en cada ruta..
VRP con mu´ltiples veh´ıculos (MV): La variante extiende la cantidad de
veh´ıculos, permitiendo contar con ma´s de un veh´ıculo para realizar los env´ıos.
VRP con asignacio´n de veh´ıculos (A) : En esta variante se cuenta con
una flota de veh´ıculos, cada veh´ıculo en la flota sera´ asignado a un cliente y solo
podra´ realizar viajes para ese mismo cliente.
Esta u´ltima variante es propuesta en este trabajo, con el objetivo de satisfacer
las caracter´ısticas especiales del problema de estudio, en el cual se cuentan con 2
flotas de veh´ıculos, la flota de veh´ıculos privada y la flota de renta, donde la flota
privada debe ser distribuida entre las plantas de produccio´n para su uso exclusivo,
de acuerdo a los requerimientos de la empresa.
El trabajo realizado parte de una investigacio´n que toma en cuenta me´todos de
solucio´n exactos y heur´ısticos, si bien es cierto que en la literatura se han realizado
investigaciones previas que involucran distintas variantes del ruteo de veh´ıculos, en
este trabajo se incluyen todas aquellas caracter´ısticas que se han presentado en
otras investigaciones, en conjunto con caracter´ısticas que otras investigaciones no
presentan. Es importante destacar que no se encontro´ trabajo alguno que considere
de manera simulta´nea el conjunto de restricciones del problema de estudio (como
se muestra en el trabajo relacionado, descrito en las Secciones 2.2 y 4.1).Es por lo
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anterior que con este trabajo se contribuye al avance del estado del arte en las a´reas
de transporte y log´ıstica.
1.1 Metodolog´ıa de investigacio´n
Para realizar este trabajo de tesis se siguio´ una metodolog´ıa que consta de los
siguientes pasos:
Revisio´n del estado del arte de problemas de ruteo de veh´ıculos y sus variantes,
as´ı como la incorporacio´n del problema de asignacio´n.
Elaboracio´n de formulaciones matema´ticas para ambos casos del problema de
estudio, distribucio´n mono-producto y multi-producto.
Disen˜o de un generador de instancias para el problema de estudio.
Generacio´n de instancias para el problema mono-producto y multi-producto.
Validacio´n y ana´lisis de las formulaciones propuestas, mediante la solucio´n de
instancias de prueba con el optimizador CPLEX 12.6.
Disen˜o e implementacio´n de metaheur´ıstica para el problema mono-producto.
Disen˜o e implementacio´n de algoritmo constructivo para el problema con mu´lti-
ples productos.
Elaboracio´n de una formulacio´n matema´tica simplificada para el problema con
mu´ltiples productos.
Implementacio´n de un me´todo de solucio´n para el problema con mu´ltiple pro-
ducto utilizando las soluciones del algoritmo constructivo como entrada para
la formulacio´n matema´tica simplificada.
Experimentacio´n computacional utilizando los me´todos de solucio´n sobre las
instancias generadas.
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Ana´lisis de los resultados para determinar la eficiencia de los me´todos de so-
lucio´n propuestos.
Escritura de tesis.
1.2 Estructura de la tesis
Esta tesis se encuentra estructurada en cap´ıtulos, los mismos que detallan
una o varias etapas de la metodolog´ıa de investigacio´n. El Cap´ıtulo 2 presenta la
descripcio´n formal del problema de distribucio´n mono-producto, as´ı como el trabajo
relacionado, la formulacio´n matema´tica y el ana´lisis experimental de los resultados
obtenidos con el optimizador CPLEX 12.6.
Posteriormente, en el Cap´ıtulo 3, se describe la metaheur´ıstica propuesta para
la solucio´n del problema de distribucio´n mono-producto, presentando la metodo-
log´ıa heur´ıstica GRASP y su variante reactiva. Los resultados obtenidos por dicha
metaheur´ıstica son mostrados en el mismo cap´ıtulo, as´ı como el ana´lisis de su desem-
pen˜o, utilizando como base los resultados obtenidos con CPLEX 12.6.
En el Cap´ıtulo 4 se aborda el problema de distribucio´n multi-producto, presen-
tando el trabajo relacionado, formulacio´n matema´tica y ana´lisis experimental. En
el Cap´ıtulo 5 detalla la metodolog´ıa de solucio´n utilizada para el problema multi-
producto, presentando as´ı una nueva formulacio´n matema´tica simplificada de dicho
problema aunado a un algoritmo constructivo. La experimentacio´n correspondiente,
as´ı como en ana´lisis de la calidad de las soluciones se encuentran incluidas en el
mismo. Finalmente el Cap´ıtulo 6 presenta las conclusiones del trabajo realizado.
Cap´ıtulo 2
Problema de distribucio´n
mono-producto
El problema de ruteo de veh´ıculos es un problema ampliamente estudiado en
la literatura , desde que fue propuesto por Dantzig and Ramser (1959), se han intro-
ducido diferentes me´todos para su solucio´n que abarcan desde me´todos heur´ısticos
hasta metodolog´ıas exactas, as´ı mismo se ha demostrado una amplia gama de apli-
caciones reales. Sin embargo, no se conoce trabajo alguno cuya investigacio´n se haya
enfocado en la versio´n que se presenta en esta tesis, pero si se lograron identificar
trabajos que comparten caracter´ısticas del problema que estamos tratando.
Empezaremos estableciendo la descripcio´n formal del problema para poder
identificar las caracter´ısticas que se comparten con otros trabajos en la literatura.
El problema de ruteo de veh´ıculos que se presenta tambie´n incluye caracter´ısticas
del problema de asignacio´n, a dicho problema se hara´ referencia como VRP con
asignacio´n de veh´ıculos (A).
2.1 Descripcio´n del problema
El problema de estudio proviene de la situacio´n que presenta una empresa
cervecera de la localidad, la cual cuenta con diferentes plantas de produccio´n y una
vez que se tiene producto terminado, la compan˜´ıa lo transporta a los diferentes
centros de distribucio´n. En esta tesis nos enfocaremos a resolver una problema´tica
7
Cap´ıtulo 2. Problema de distribucio´n mono-producto 8
que, desde el punto de vista de investigacio´n de operaciones, puede ser vista como
una combinacio´n de un problema de asignacio´n y uno de ruteo de veh´ıculos con
mu´ltiples restricciones adicionales.
La empresa dispone de una flota de veh´ıculos privada, la cual debe ser dis-
tribuida entre las diferentes plantas. Una vez que un veh´ıculo es asignado a una
planta, este debe realizar env´ıos exclusivamente para esa planta, durante el per´ıodo
de planeacio´n. Las plantas cuentan con un inventario de producto terminado y los
centros de distribucio´n cuentan con una demanda de producto a satisfacer. Es comu´n
recurrir a la contratacio´n de transporte externo, debido a la demanda de los centros
de distribucio´n y a las condiciones que estos imponen. Cada centro de distribucio´n
requiere ser abastecido en un tiempo no mayor a una fecha l´ımite (due date) dentro
del per´ıodo de planeacio´n, adema´s, cuenta con una ventana de tiempo de recepcio´n
de producto por d´ıa.
La cerveza de la compan˜´ıa es distribuida en envase retornable, los centros
de distribucio´n son los encargados de almacenar estos envases vac´ıos adema´s del
producto a distribuir entre los clientes. La compan˜´ıa establece que los viajes de los
veh´ıculos deben partir de una planta, visitar solamente un centro de distribucio´n y
volver a la planta, esto debido a que los viajes deben ser capaces de traer el envase
vac´ıo de regreso a la planta de ser necesario, as´ı mismo los veh´ıculos tanto propios
como rentados tienen un costo por viaje dependiente de la planta de la cual se parte
y el centro de distribucio´n a visitar.
Cada una de las plantas puede satisfacer a un subconjunto de los centros de
distribucio´n. Las flotas de veh´ıculos son heteroge´neas ya que cuentan con dos o ma´s
tipos de camiones con capacidades distintas. Dado un per´ıodo de planeacio´n, el pro-
blema consiste en asignar el transporte propio a las plantas, y determinar que´ plan-
ta, cua´ndo y que´ cantidad de producto va a enviar a cada centro de distribucio´n, y
adema´s, determinar que veh´ıculos deben contratarse para satisfacer las restricciones
de capacidad, demanda, ventanas de tiempo y fechas l´ımite, minimizando el costo
total.
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2.2 Trabajo relacionado
En el caso de problemas de ruteo de veh´ıculos mono-producto se han realizado
diversas investigaciones utilizando me´todos de solucio´n tanto exactos como heur´ısti-
cos. Existen investigaciones que hacen referencia a una o ma´s extensiones utilizando
metodolog´ıas de solucio´n exactas como branch-and-price (Azi et al. (2010)).
Debido a la complejidad del problema se han propuesto una gran cantidad de
me´todos heur´ısticos y metaheur´ısticos para resolver el VRP con una o ma´s exten-
siones, tales como la bu´squeda tabu´ (Jiang et al. (2014)), bu´squeda por entornos
variables (Levy et al. (2014)), algoritmos gene´ticos h´ıbridos (Vidal et al. (2012)),
algoritmos de cu´mulo de part´ıculas (Belmecheri et al. (2013)), bu´squeda dispersa
(Qu and Bard (2013)), RGRASP (Boudia et al. (2007)), procedimiento de bu´sque-
da miope aleatorio con ALNS (Qu and Bard (2013)) y heur´ısticos constructivos
(Afshar-Nadjafi and Afshar-Nadjafi (2014)).
El trabajo de Bettinelli et al. (2011) es una de las investigaciones en la literatura
que involucra ma´s extensiones, abordando un problema de ruteo de veh´ıculos con
flota fija (FF), flota heteroge´nea (HF), mu´ltiples depo´sitos (MD), ventanas de tiempo
(TW) y duracio´n de ruta (RD), utilizando como me´todo de solucio´n un branch-and-
cut-and-price. Posteriormente en Bettinelli et al. (2014), los autores realizan un
ana´lisis del impacto producido por el tipo de ventanas de tiempo (suaves o duras),
utilizando un algoritmo de branch-and-price.
A continuacio´n se presenta una tabla comparativa de los trabajos que se han
realizado, es importante mencionar que el trabajo que realizamos en esta tesis cuenta
con todas las caracter´ısticas que se incluyen en la Tabla 2.1.
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Podemos observar que las investigaciones previas que se encontraron en la
literatura no logran abarcar todas las caracter´ısticas que presenta el problema que
abordamos en esta tesis, por lo que concluimos que este trabajo esta´ enriqueciendo
el estado del arte de los problemas de ruteo de veh´ıculos.
2.3 Formulacio´n Matema´tica
A continuacio´n se propone un modelo de programacio´n lineal entera mixta,
que aborda el problema de estudio en el caso mono-producto.
Primero se introducira´ en la Seccio´n 2.3.1 la notacio´n matema´tica general que
sera´ utilizada a lo largo de la investigacio´n, seguido por la formulacio´n matema´tica
explicada a detalle en la Seccio´n 2.3.2.
2.3.1 Descripcio´n formal del problema
Dado un conjunto de plantas I y un conjunto de centros de distribucio´n J , el
problema que se plantea consiste en asignar y disen˜ar rutas para la flota de veh´ıculos
K tales que cada ruta comience y termine en la misma planta. Teniendo como
objetivo minimizar el costo de transporte, satisfaciendo la demanda para todo cliente
j ∈ J y no excediendo el inventario en cada planta i ∈ I.
El horizonte de planeacio´n es extendido a P d´ıas (periodos), en cada per´ıodo
p ∈ P los veh´ıculos esta´n disponibles para realizar una ruta, cada ruta esta con-
formada por una cantidad ma´xima de viajes |V |, siendo V el conjunto de viajes,
que se pueden realizar por ruta, el tiempo total de la ruta no debe exceder T , que
representa el tiempo ma´ximo de ruta. Un viaje inicia y termina en la misma planta y
visita solamente a un centro de distribucio´n, esto debido a pol´ıticas de la compan˜´ıa,
explicadas anteriormente.
Se cuenta con una flota privada de veh´ıculos K ′, cada uno de los veh´ıculos en
esta flota deben ser asignados a una planta y una vez asignados solo pueden realizar
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viajes en la planta que les fue asignada durante todo el per´ıodo de planeacio´n; la
flota privada de veh´ıculos K ′ pertenece al conjunto de veh´ıculos K, de tal forma que
K ′ ⊂ K. As´ı mismo cada veh´ıculo k cuenta con una capacidad de producto qk que
puede almacenar para su traslado.
Cada planta so´lo puede servir a un subconjunto de centros de distribucio´n, para
su representacio´n se cuenta con el conjunto A de tal forma que si (i, j) pertenece al
conjunto A, se establece que la planta i puede servir al centro de distribucio´n j.
Para la recepcio´n de producto en los centros de distribucio´n, se cuenta con dos
restricciones principales. La primera es la existencia de una fecha l´ımite de entrega
(due-date) Lj, la misma, hace referencia al u´ltimo periodo dentro del cual el cliente
j puede recibir producto, de tal manera que Lj ≤ P . La segunda restriccio´n se debe
a que los centros de distribucio´n cuentan con ventanas de tiempo [aj, bj], en el cual
el cliente j puede recibir el producto cada per´ıodo.
2.3.2 Modelo matema´tico del problema
El modelo de optimizacio´n que representa el problema de distribucio´n mono-
producto se describe a continuacio´n.
Conjuntos
I Plantas de Produccio´n.
J Centros de Distribucio´n.
N I∪J.
V Viajes.
K Veh´ıculos.
K ′ Flota de veh´ıculos privada, K’ ⊂ K.
P Periodos.
A Arcos.
Para´metros
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T Tiempo ma´ximo de la ruta por per´ıodo.
Qi Inventario de producto en la planta i ∈ I.
Dj Demanda de producto en el centro de distribucio´n j ∈ J .
Lj Fecha l´ımite (due-date) del centro de distribucio´n j ∈ J .
aj Inicio de la ventana de tiempo del centro de distribucio´n j ∈ J .
bj Fin de la ventana de tiempo del centro de distribucio´n j ∈ J .
qk Capacidad del veh´ıculo k ∈ K.
ti,j Tiempo de traslado entre los nodos (i,j), i, j ∈ N | (i, j) ∈ A.
ci,j,k Costo de viaje del veh´ıculo k desde la planta i al centro de distribucio´n j,
k ∈ K, (i, j) ∈ A.
Variables de decisio´n
xpijvk =

1 Si la planta i env´ıa producto al centro de distribucio´n j
en el viaje v del veh´ıculo k, en el per´ıodo p,
0 en otro caso.
uik =

1 Si el veh´ıculo k ∈ K ′
es asignado a la planta i ∈ I,
0 en otro caso.
spvk Tiempo en que el veh´ıculo k parte de la planta para realizar el viaje v
del per´ıodo p.
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(SPD)Min
∑
(i,j)∈A
∑
v∈V
∑
k∈K
∑
p∈P
(cijkx
p
ijvk) (2.1)
sujeto a:
∑
(i,j)∈A
∑
v∈V
∑
k∈K
∑
p∈P,
p≤Lj
(qkx
p
ijvk)≥Dj ∀j ∈ J (2.2)
∑
(i,j)∈A
∑
v∈V
∑
k∈K
∑
p∈P
(qkx
p
ijvk)≤Qi ∀i ∈ I (2.3)
spvk +
∑
(i,j)∈A
xpijvk(tij + tji)≤spv+1,k ∀v ∈ V, k ∈ K, p ∈ P | v + 1 ∈ V (2.4)
spvk +
∑
(i,j)∈A
(tijx
p
ijvk)≥
∑
(i,j)∈A
(ajx
p
ijvk)∀v ∈ V, k ∈ K, p ∈ P (2.5)
spvk +
∑
(i,j)∈A
(tijx
p
ijvk)≤
∑
(i,j)∈A
(bjx
p
ijvk)∀v ∈ V, k ∈ K, p ∈ P (2.6)
xpijvk≤uik ∀i ∈ I, j ∈ J, v ∈ V, k ∈ K ′, p ∈ P (2.7)∑
i∈I
uik=1 ∀k ∈ K ′ (2.8)∑
(i,j)∈A
xpijvk≤1 ∀v ∈ V, k ∈ K, p ∈ P (2.9)
spvk +
∑
(i,j)∈A
xpijvk(tij + tji)≤T ∀v ∈ V, k ∈ K, p ∈ P (2.10)
La funcio´n objetivo (2.1) busca minimizar el costo de los viajes. La expresio´n (2.2)
garantiza que la demanda de los clientes se satisfaga. Las restricciones (2.3) estable-
cen que el inventario de cada planta no sea excedido. El conjunto de inecuaciones
(2.4) asegura que los veh´ıculos no pueden empezar un nuevo viaje sin haber conclui-
do el anterior. El conjunto de restricciones (2.5) – (2.6) se encargan de garantizar
que las ventanas de tiempo sean respetadas para todos los clientes. Las inecuacio-
nes (2.7) – (2.8) son responsables de la asignacio´n de la flota privada, asegurando
que solo se realicen viajes desde la planta asignada y que cada veh´ıculo sea asigna-
do exclusivamente a una planta. La restriccio´n (2.9) limita a los veh´ıculos a visitar
solamente un centro de distribucio´n en cada viaje, por u´ltimo la restriccio´n (2.10)
garantiza que todos los viajes finalizan antes de que se acabe la duracio´n del per´ıodo.
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2.4 Instancias del problema
Para poder determinar el alcance y desempen˜o del modelo matema´tico des-
crito anteriormente fue necesario realizar experimentacio´n computacional sobre un
conjunto de instancias. Para el problema mono-producto se generaron un total de
120 instancias divididas en cuatro clases.
Las clases se encuentran definidas por los siguientes para´metros:
P – plantas de produccio´n
C – centros de distribucio´n
Explicado lo anterior se puede deducir que la clase 3P25C hace referencia
al conjunto de instancias que cuentan con 3 plantas de produccio´n y 25 centros
de distribucio´n. As´ı mismo las subclases realizan un detalle ma´s especifico de la
instancia. Las subclases se encuentran definidas u´nicamente por la longitud de las
ventanas de tiempo de los clientes(TW) y para la creacio´n de instancias se tomaron
solo las siguientes longitudes posibles:
3TW
5TW
8TW
Un ejemplo de una ventana de tiempo 3TW puede ser [7,10] siendo 7 el inicio de
la ventana de tiempo y 10 final de la misma, por lo que se puede observar que se
cuentan con tres unidades de diferencia entre el tiempo en que se inicia la ventana
de tiempo hasta que se concluye la misma.
Para este problema se decidio´ generar 10 instancias por subclase, as´ı mismo
cada clase tiene 3 subclases posibles como observamos anteriormente por lo que se
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contaron con cuatro clases y doce subclases. En las instancias de este problema
mono-producto la flota privada K ′ se fijo´ a un tercio de la flota total K.
Para concluir se presenta el ejemplo de la instancia 3P25C-3TW-45K2, en la
cual podr´ıamos deducir, retomando lo explicado previamente, que pertenece a la
clase 3P25C compuesta por tres plantas y veinticinco centros de distribucio´n, y a su
vez, pertenece a la subclase 3P25C-3TW especificando que las ventanas de tiempo
asignadas a los clientes son de 3 unidades de longitud. La u´ltima parte del nombre
de la instancia 45K2, hace referencia a la cantidad de veh´ıculos | K | y al nu´mero
de instancia de la subclase, por lo que se cuentan con 45 veh´ıculos en la flota total,
de los cuales 15 pertenecen a la flota propia, y la instancia es la segunda generada
de la subclase 3P25C-3TW.
2.4.1 Resultados computacionales
Para su experimentacio´n se codifico el modelo matema´tico, explicado en la Sec-
cio´n 2.3.2, utilizando CPLEX 12.6 y C++. La experimentacio´n del problema mono-
producto se realizo´ sobre una computadora con un CPU Intel Xeon E5-2687W @
3.10GHz y 64GB de memoria RAM. Para la experimentacio´n del modelo matema´tico
se fijaron los siguientes para´metros en CPLEX:
Tiempo L´ımite: 1 hora
Hilos utilizados: 1 hilo
GAP: 1 %
Se cuentan con cuatro clases en las que se probo´ el modelo matema´tico las
cuales son 3P25C, 3P50C, 4P100C y 5P150C. Los resultados de la experimentacio´n
se muestran a detalle en el ape´ndice A.
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SPD
Clase Soluciones GAP ( %) Tiempo (s)
3P25C 29/30 0.45 511
3P50C 0/30 – >3600
4P100C 0/30 – >3600
5P150C 0/30 – >3600
Tabla 2.2: Resultados promedio reportados por CPLEX, modelo SPD
La columna uno indica la clase a la que pertenecen las instancias, la columna
2 muestra la cantidad de instancias que fueron resueltas del total de instancias
de dicha clase (resueltas/totales), las ultimas columnas hacen referencia al GAP y
tiempo promedio que reporto el optimizador CPLEX.
Podemos ver que CPLEX logro´ resolver casi todas las instancias de la clase
3P25C, dejando sin resolver solamente una de las treinta con un GAP promedio de
0.459 % en un tiempo promedio de 511 segundos.
El ana´lisis de las clases restantes muestra que para CPLEX 12.6 fue imposible
resolver las instancias en el tiempo l´ımite de 1 hora y aunado a eso no se encontro´ cota
o solucio´n factible para todas las instancias de prueba. Los resultados muestran que
la formulacio´n matema´tica por si misma en casos con ma´s de cincuenta centros de
distribucio´n es dif´ıcil de resolver. Es por esta razo´n que se opto´ por disen˜ar una
heur´ıstica que permita resolver instancias ma´s grandes.
Cap´ıtulo 3
Distribucio´n mono-producto:
Algoritmo Propuesto
Para la solucio´n del problema de distribucio´n de un solo producto se decidio´ uti-
lizar una metaheur´ıstica. Una heur´ıstica es un me´todo que consiste en un enfoque
para resolver una problema´tica que no garantiza una respuesta o´ptima o perfecta
pero si suficiente para objetivos inmediatos. En cambio, la metaheur´ıstica utiliza
procedimientos heur´ısticos fijando para´metros que el usuario especifique de manera
que sea eficiente para el problema de estudio. Se puede encontrar una descripcio´n
ma´s detallada en el Ape´ndice B.
La metaheur´ıstica disen˜ada para resolver el problema mono-producto es un
RGRASP (reactive greedy randomized adaptive search procedure). El GRASP fue
introducido por Feo and Bard (1989) y consiste en un nu´mero fijo de iteraciones,
donde en cada iteracio´n se genera una solucio´n al problema de estudio. La mejor
solucio´n de todas las iteraciones del GRASP es guardada como solucio´n incumbente.
3.1 Greedy Randomized Adaptive Search
Procedure
La estructura principal de las iteraciones dentro del GRASP fue explicada
an˜os ma´s tarde en la publicacio´n realizada por Feo and Resende (1995), misma que
18
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explicaba que las iteraciones dentro del GRASP consisten en dos etapas.
La primera etapa, tambie´n conocida como la etapa constructiva, realiza la
construccio´n de una solucio´n a trave´s de una funcio´n adaptativa con aleatoriedad.
La segunda etapa o la etapa de mejora se encarga de aplicar algu´n procedimiento de
bu´squeda local a la solucio´n entregada por la etapa constructiva buscando as´ı una
posible mejora.
Se selecciono´ la metodolog´ıa de solucio´n GRASP, debido a la complejidad del
problema para generar soluciones factibles; tomando ventaja de la simplicidad de la
estructura del GRASP que nos permite el disen˜o de una etapa constructiva robusta
haciendo posible la generacio´n de soluciones factibles en cada iteracio´n.
3.1.1 Etapa constructiva
La etapa constructiva consiste de un me´todo aleatorio con enfoque “greedy”
cuyo trabajo consiste en crear una solucio´n completa agregando pequen˜os elementos
a la misma. Explicaremos esta etapa constructiva en tres pasos. En el paso uno
creamos una lista de candidatos (CL), los candidatos son evaluados con base en una
funcio´n con enfoque “greedy” (e), estos candidatos son elementos que pueden ser
agregados a la solucio´n.
El paso dos consiste en filtrar, en base a un para´metro α, la lista CL hacia
una lista restringida de candidatos (RCL), de tal manera que RCL se define de la
siguiente forma RCL = {j ∈ CL | e(j) ≤ emin+α(emax−emin)}, tomando en cuenta
que e(j) es la evaluacio´n dada por la funcio´n con enfoque “greedy” (e) al elemento j
en la lista de candidatos CL y a su vez emin y emax son los valores mı´nimo y ma´ximo,
diferentes de 0, evaluados por la funcio´n. El para´metro α nos permite restringir la
lista RCL; con un α = 1, la lista restringida de candidatos (RCL) tendra´ todos los
elementos de la lista CL y con un α = 0 la lista restringida de candidatos solamente
va a contener los elementos de j ∈ CL tal que e(j) = emin.
El paso tres consiste simplemente en seleccionar un elemento de la lista res-
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tringida de candidatos (RCL) e insertarlo a la solucio´n. La seleccio´n debe agregar
aleatoriedad al me´todo, de manera que si se ejecuta el me´todo constructivo mu´ltiples
veces, podr´ıa generar soluciones diversas, esto se logra a trave´s de una funcio´n de
probabilidad ρ .
En el Algoritmo 1 se utilizara la notacio´n explicada en la Seccio´n 2.3.2, as´ı como
las siguientes definiciones.
Sea Vj el conjunto de viajes factibles al centro de distribucio´n j y V = {V1, V2, ..., V|J |}
el conjunto de todos los viajes.
Para cada viaje v ∈ V , se definen los siguientes para´metros:
cv := costo de env´ıo al realizar el viaje v.
θv := veh´ıculo que asociado al viaje v.
wv :=
cv
qθv
.
γv := Centro de distribucio´n al que se dirige el viaje v.
λv := Planta de produccio´n de la que parte el viaje v.
En nuestro GRASP los elementos de la lista de candidatos (CL) son viajes y
la funcio´n de probabilidad se muestran a continuacio´n.
Para cada viaje v ∈ V , se utilizan las siguientes definiciones:
e(v) := Cantidad de arcos incidentes al centro de distribucio´n γj.
ρ(v) :=
|P |
Lγv∑
v∈RCL
|P |
Lγv
.
El procedimiento detallado de la etapa constructiva se encuentran en el Algo-
ritmo 1.
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Algoritmo 1 Me´todo Constructivo
Entrada: para´metro de calidad α
Salida: sol: solucio´n a la instancia del problema.
1: Sea Vj el conjunto de viajes factibles al centro de distribucio´n j
2: V ← {V1, V2, ..., V|J|}
3: sol← ∅
4: mientras exista Dj > 0, j ∈ J hacer
5: Sea v
′
j ← argminv∈Vj{wv : e(v) > 0}
6: CL← ⋃
j∈J
v
′
j
7: RCL← {v ∈ CL | e(v) ≤ emin + α(emax − emin)}
8: si RCL = ∅ , entonces Retorna Solucio´n No Factible
9: fin si
10: Seleccionar un viaje aleatorio v∗ ∈ RCL considerando la funcio´n de probabilidad ρ
11: si θv∗ ∈ K ′ y el veh´ıculo θv∗ no se ha asignado , entonces
12: Veh´ıculo θv∗ es asignado a la planta λv∗
13: Eliminar cada viaje v ∈ V tal que θv = θv∗ y λv 6= λv∗
14: fin si
15: Qλv∗ ← Qλv∗ −min{qθv∗ , Dγv∗ }
16: Dγv∗ ← Dγv∗ − qθv∗
17: si Qλv∗ ≤ 0 , entonces
18: Eliminar cada viaje v ∈ V tal que λv = λv∗
19: fin si
20: si Dγv∗ ≤ 0 , entonces
21: Eliminar cada viaje v ∈ V tal que γv = γv∗
22: fin si
23: Actualizar aristas activas
24: Eliminar v ∈ V tal que v no es factible
25: fin mientras
26: Retorna sol
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3.1.2 Etapa de mejora
Como se explicaba anteriormente la etapa de mejora de GRASP consta nor-
malmente de un algoritmo de bu´squeda local. En nuestro caso se utilizo´ un algoritmo
de bu´squeda local que consiste en dos pasos.
En el paso uno se intenta mejorar la solucio´n realizando iteraciones de la si-
guiente forma: seleccionando una planta de produccio´n (i∗) y un veh´ıculo (k∗) alea-
torio. Posteriormente, se eliminan todos los viajes asociados al veh´ıculo k∗ desde la
planta i∗ y se reconstruye la solucio´n evitando la asignacio´n del veh´ıculo k∗ a la plan-
ta i∗. Este proceso termina una vez que se alcanzan cinco iteraciones consecutivas
sin mejora.
El paso dos es un complemento del me´todo constructivo, tomando en cuenta
que la demanda de algu´n cliente puede terminar con un valor negativo. Tener una
demanda negativa indica la cantidad de unidades que se cargara´n de menos en el
u´ltimo veh´ıculo que se dirige a ese cliente, por ejemplo si el cliente 1 tiene una
demanda de −2 quiere decir que el veh´ıculo que realice el u´ltimo viaje al cliente 1
viajara´ con 2 unidades menos de capacidad, para as´ı cumplir con la demanda exacta
del cliente.
Tomando ventaja de la situacio´n anterior, el paso dos identifica dichos casos
con demanda negativa y en cada caso elimina el viaje de algu´n veh´ıculo con el costo
ma´s alto y se intenta insertar, en su lugar, un viaje de un veh´ıculo que se acomode
mejor con la demanda del cliente, con el supuesto de que un viaje que realiza un
veh´ıculo con una capacidad mayor tendra´ un costo ma´s alto que un viaje realizado
por un veh´ıculo con capacidad menor. El me´todo creado para la etapa de mejora de
nuestro GRASP se encuentra en el Algoritmo 2.
Cap´ıtulo 3. Distribucio´n mono-producto: Algoritmo Propuesto 23
Algoritmo 2 Me´todo de mejora
Entrada: SOL: Solucio´n inicial.
1: para´metro de calidad α
Salida: BSOL Solucio´n modificada {Paso 1}
2: it← 0
3: BSOL← SOL
4: mientras it < 5 hacer
5: TSOL← SOL
6: i∗ ← planta aleatoria i∗ ∈ I
7: k∗ ← veh´ıculo aleatorio k∗ ∈ K
8: Elimina cada viaje v ∈ TSOL tal que i∗ = λv & k∗ = θv
9: si k∗ ∈ K ′ , entonces
10: Se restringe la asignacio´n del veh´ıculo k∗ a la planta i∗
11: fin si
12: Actualizar en TSOL demandas, inventarios y arcos disponibles
13: TSOL← Me´todo constructivo(TSOL,α)
14: it← it+ 1
15: si TSOL es factible y (BSOL = SOL || f(TSOL) < f(BSOL)) , entonces
16: BSOL← TSOL
17: it← 0
18: fin si
19: fin mientras
20: {Paso 2}
21: para cada j ∈ J tal que Dj < 0 hacer
22: Elimina de BSOL el viaje v con el mayor cv tal que γv = j
23: Inserta de BSOL el viaje v con el menor cv tal que qθv >= Dj
24: fin para
25: Retorna BSOL
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3.2 Reactive Greedy Randomized Adaptive
Search Procedure
En el procedimiento de bu´squeda adaptativa con enfoque “greedy” (GRASP)
el para´metro de calidad α juega un papel decisivo ya que es el encargado de filtrar los
elementos a la lista restringida (RCL). Por lo que es comu´n encontrar que un valor
del para´metro de calidad α, digamos α1, ofrezca mejor resultado para el conjunto de
instancias σ1 pero genere peores valores objetivos para instancias del conjunto σ2.
Debido a esto, el seleccionar un para´metro de calidad que se ajuste correctamente
a todas las instancias hab´ıa sido tarea dif´ıcil del tomador de decisiones. Fue hasta
an˜os despue´s de la creacio´n de la metodolog´ıa GRASP que se pudo dar solucio´n a
esta problema´tica.
El RGRASP fue propuesto por Prais and Ribeiro (2000) y su principal ventaja
es que cuenta con la capacidad de ajustar el valor del para´metro de calidad α de
entre un pequen˜o conjunto de valores permitidos, tomando as´ı el que genere mejor
solucio´n para la instancia dada.
Sea Λ el nu´mero de valores α y A = {a1, a2, ..., aΛ} el conjunto de valores
permitidos. El RGRASP encuentra el mejor valor de α seleccionando un valor de α
aleatorio en cada iteracio´n del GRASP y teniendo en cuenta que ρi es la probabilidad
de elegir el valor α = ai. Las probabilidades ρ son inicialmente fijas en
1
Λ
y cambian
a medida que se obtienen nuevas soluciones, favoreciendo a los valores de α que
generen mejor valor en la funcio´n objetivo. De esta manera se consigue ajustar el
valor del para´metro de calidad.
Para la re-actividad del nuestro RGRASP se toma en cuenta lo siguiente: Sea
ni la cantidad de soluciones construidas con cada valor ai y sumi la suma de los
valores objetivos de las soluciones. As´ı mismo f(S∗) sea el valor objetivo de la mejor
solucio´n encontrada y f(S−) sea el valor objetivo de la peor solucio´n generada hasta
el momento. Las probabilidades de seleccionar un valor de α se obtienen calculando
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el costo promedio de las soluciones encontradas para cada valor αi: f¯i =
sumi
ni
, si
ni = 0 entonces f¯i = f(S
−) de tal manera que la probabilidad esta´ dada por:
ρi :=
qi∑|A|
j=0 qj
, qi :=
f(S∗)
f¯α
As´ı mismo las probabilidades de seleccionar un valor de α son cambiadas cada
200 iteraciones, de esta forma nuestro RGRASP se compone de los pasos mostrados
en el Algoritmo 3.
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Algoritmo 3 RGRASP
Entrada: it: Nu´mero de iteraciones del GRASP.
Salida: S∗
1: S∗ ← ∅
2: S− ← ∅
3: A← {0, 0.2, 0.4, 0.5, 0.6, 0.8, 1}
4: qα ← 1 ∀α ∈ A
5: sumα ← 0 ∀α ∈ A
6: nα ← 0 ∀α ∈ A
7: f¯α ← 0 ∀α ∈ A
8: i← 0.
9: mientras i ≤ it hacer
10: αˆ← valor aleatorio ai ∈ A siguiendo la funcio´n de probabilidad ρi
11: SOL← Me´todo constructivo(αˆ)
12: si SOL es factible , entonces
13: SOL← Me´todo de mejora(SOL, αˆ)
14: si S∗ = ∅ || f(SOL) < f(S∗) , entonces
15: S∗ ← SOL
16: fin si
17: si S− = ∅ || f(SOL) > f(S−) , entonces
18: S− ← SOL
19: fin si
20: sumαˆ ← sumαˆ + f(SOL)
21: nαˆ ← nαˆ + 1
22: i← i+ 1
23: fin si
24: si i mo´dulo 200 = 0 , entonces
25: para cada α ∈ A hacer
26: si nα = 0 , entonces
27: f¯α ← f(S−)
28: si no
29: f¯α ← sumα
nα
30: fin si
31: qα ← f(S
∗)
f¯α
32: sumα ← 0
33: nα ← 0
34: fin para
35: fin si
36: fin mientras
37: Retorna S∗
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3.3 Ana´lisis experimental
La metodolog´ıa de solucio´n previamente explicada fue evaluada con el mismo
conjunto de instancias que la formulacio´n matema´tica vista en 2.3.2.
El RGRASP fue codificado en C++ y se realizo´ la experimentacio´n sobre una
computadora con un CPU Intel Xeon E5-2687W @ 3.10GHz y 64GB de memoria
RAM.
Se cuentan con cuatro clases de instancias 3P25C, 3P50C, 4P100C y 5P150C.
Para la experimentacio´n se fijo´ el nu´mero de iteraciones (it) en 2000. Los resultados
experimentales de las clases se encuentran detallados en el apendice A. En la Figu-
ra 3.1 se muestra una gra´fica comparativa entre las soluciones que obtuvo CPLEX
12.6 (Seccio´n 2.4.1) y se compara con la solucio´n que brinda la metaheur´ıstica pro-
puesta, RGRASP. Adema´s, en la Tabla 3.1 se muestra una s´ıntesis de los resultados
experimentales.
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Figura 3.1: Resultados Clase 3P25C: SPD vs RGRASP
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SPD RGRASP
Clase Soluciones GAP ( %) Tiempo (s) Soluciones Mejora ( %) Tiempo (s)
3P25C 29/30 0.46 511.00 30/30 0.02 2.57
3P50C 0/30 – >3600 30/30 – 9.10
4P100C 0/30 – >3600 30/30 – 50.50
5P150C 0/30 – >3600 30/30 – 449.77
Tabla 3.1: Resultados promedio SPD vs RGRASP
La primera columna indica la clase a la que pertenecen las instancias, la co-
lumna 2 y 5 muestran la cantidad de instancias resueltas del total de cada clase
(resueltas/totales), las columnas 3 y 4 hacen referencia al GAP y tiempo promedio
que reporto el optimizador CPLEX, la sexta columna muestra el la mejora que pre-
senta la heur´ıstica en comparacio´n con el modelo SPD, la ultima columna representa
el tiempo promedio reportado por el RGRASP.
Como se observo´ en la Seccio´n 2.4.1, CPLEX fue capaz de resolver casi en su
totalidad las instancias de la clase 3P25C con un criterio de paro de una hora o
alcanzar un GAP de 1 %.
Nuestro RGRASP mostro´ resultados competitivos, en la clase 3P25C, dando
solucio´n a la instancia numero 13, que no pudo resolverse por el modelo SPD y
adema´s generando, en ciertos casos, resultados mejores que CPLEX, como se muestra
en la Figura 3.1, manteniendo un GAP promedio en comparacio´n con CPLEX de
0.024 %, en un tiempo de co´mputo de 2.56 segundos en promedio.
Se puede observar que nuestra metaheur´ıstica, el RGRASP, fue capaz de obte-
ner solucio´n para todas las instancias de las clases 3P50C, 4P100C y 5P150C. Para
cada instancia se generaron doscientas soluciones factibles, de las cuales se reporta la
mejor encontrada, en un tiempo en segundos promedio para las clases previamente
mencionadas de 9.1, 50.5 y 449.76 respectivamente.
El ana´lisis de los resultados experimentales comprueba que formulacio´n ma-
tema´tica por s´ı misma es dif´ıcil de resolver, utilizando CPLEX 12.6. Adema´s se
observo´ una mejora en tiempo computacional y valor de la funcio´n objetivo gracias
a nuestra metaheur´ıstica, generando soluciones con un GAP no mayor a .74 % (en
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instancias con solucio´n factible u o´ptima conocida) y reportando soluciones para
las instancias que no pudieron ser resueltas utilizando la formulacio´n matema´tica
descrita en el cap´ıtulo anterior.
3.4 Modelo matema´tico con solucio´n inicial
En el ana´lisis de los resultados de la formulacio´n matema´tica se concluye que
la formulacio´n matema´tica por si sola es dif´ıcil resolver , debido a que se resolvio´ una
escasa cantidad de instancias. Por esta razo´n se decidio´ utilizar la solucio´n que se
obtiene por la metaheur´ıstica, RGRASP, como solucio´n inicial en la formulacio´n
matema´tica, llamando a esta metodolog´ıa modelo matema´tico con solucio´n inicial.
Se utilizara SPD0, para representar al modelo matema´tico SPD con solucio´n
inicial, la cual fue alimentada por la metaheur´ıstica RGRASP.
Con esta parte de la experimentacio´n se espera ayudar a CPLEX a encontrar
soluciones factibles en aque´llas instancias en las que no le fue posible anteriormente
y reducir el tiempo computacional requerido.
La prueba se realizo´ usando CPLEX 12.6, con las mismas especificaciones que
se describieron en la Seccio´n 2.4.1, la u´nica variante es que el GAP para el criterio
de paro se establecio´ como .5 %. Los resultados obtenidos se muestran en la Tabla
3.2.
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Figura 3.2: Tiempo promedio: SPD vs SPD0
SPD SPD0
Clase Soluciones GAP ( %) Tiempo (s) Soluciones GAP ( %) Tiempo (s)
3P25C 29/30 0.46 511.00 30/30 0.37 71.43
3P50C 0/30 – >3600 30/30 0.46 982.00
4P100C 0/30 – >3600 30/30 0.51 2204.13
5P150C 0/30 – >3600 28/30 100.00 >3600
Tabla 3.2: Resultados promedio SPD vs SPD0
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La primera columna indica la clase a la que pertenecen las instancias, la co-
lumna 2 y 5 muestran la cantidad de instancias resueltas del total de cada clase
(resueltas/totales), las columnas 3 y 4 hacen referencia al GAP y tiempo promedio
que reporto el optimizador CPLEX para el modelo SPD ; de igual manera las colum-
nas 6 y 7 representan el GAP y tiempo promedio que reporto el optimizador CPLEX
para el modelo SPD con solucio´n inicial, provista por el metaheur´ıstico RGRASP.
Cuando utilizamos la heur´ıstica propuesta para proveer una solucio´n inicial
al problema en CPLEX se logro´ resolver todas las instancias de las clases 3P25C,
3P50C y 4P100C, logrando un decremento del tiempo de ejecucio´n promedio de
511 segundos a solo 71.4 segundos para la clase 3P25C, por otro lado se lograron
obtener soluciones con mejor evaluacio´n en la funcio´n objetivo, por lo que se mejora
la calidad de las soluciones y se decremento el tiempo de solucio´n.
Se observa que al igual que en a clase 3P25C, se logro´ un gran decremento en
el tiempo de co´mputo de las clases 3P50C y 4P100C.
Lo que es importante mencionar es que utilizando el RGRASP en combinacio´n
con la formulacio´n matema´tica se logro´ obtener soluciones para todas las instan-
cias de las clases 3P50C y 4P100C, logrando mejorar los resultados reportados por
la heur´ıstica y los que se hab´ıan obtenido con CPLEX sin solucio´n inicial. Repor-
tando un GAP promedio de 0.45 % y 0.51 % respectivamente. Por otra parte se
logro´ generar soluciones para 28 de las 30 instancias de la clase 5P150C.
Cap´ıtulo 4
Problema de distribucio´n
multi-producto
En este cap´ıtulo se aborda una extensio´n del problema de estudio, que se
presento´ en la Seccio´n 2.3.1, en el que se toman en cuenta mu´ltiples productos. La
motivacio´n de esta extension al problema fue representar de mejor manera el caso
real de la empresa cervecera, donde normalmente no se cuenta con un solo producto
a distribuir sino con un conjunto de productos.
Como se menciono´ en el Cap´ıtulo 2, el problema de ruteo de veh´ıculos (vehicle
routing problem) fue propuesto por primera vez en Dantzig and Ramser (1959) y el
nombre con que se refirieron a e´l fue problema de despacho de camiones (The truck
dispatching problem). El problema buscaba el ruteo o´ptimo de camiones que distri-
bu´ıan gasolina entre una terminal de carga y un conjunto de estaciones de servicio.
Sin embargo, el problema de ruteo de veh´ıculos que se presenta en este cap´ıtulo
tambie´n incluye caracter´ısticas del problema de asignacio´n, a dicho problema se
hara´ referencia como VRP con asignacio´n de veh´ıculos (A).
Como se menciono´ en el Cap´ıtulo 1 , existen diferentes extensiones del problema
de ruteo de veh´ıculos. En la literatura se encuentran investigaciones con una o ma´s
extensiones y hacemos referencia a estas a continuacio´n.
32
Cap´ıtulo 4. Problema de distribucio´n multi-producto 33
4.1 Trabajo relacionado
Al igual que el VRP mono-producto, el VRP con mu´ltiples productos se ha
investigado extensamente, existiendo as´ı una gran variedad de me´todos de solucio´n,
ya sea exactos o heur´ısticos.
Entre los me´todos heur´ısticos y metaheur´ısticos para resolver el VRP con mu´lti-
ples productos se encuentran algunas metodolog´ıas como colonia de hormigas ((Jair
et al., 2013)), bu´squeda por entornos variables (Popovic´ et al. (2012)), bu´squeda por
grandes vecindarios (Kilby and Urli (2016)), heur´ısticas h´ıbridas (Herna´ndez-Pe´rez
et al. (2015)) y bu´squeda local iterada (Cattaruzza et al. (2014)).
Por otro lado se encuentran investigaciones que utilizaron metodolog´ıas exac-
tas, entre los cuales se encuentran modelos de programacio´n lineal entera mixta
(Ramkumar et al. (2012)), branch-and-cut (Lahyani et al. (2015)) y branch – price
and cut (Archetti et al. (2015)).
Para detallar el estado del arte referente al segundo problema abordado, en esta
tesis, se utilizara´ una tabla similar a la del Cap´ıtulo 2, mostrando, representando
ahora los problemas de ruteo de veh´ıculos con mu´ltiples productos ma´s relevantes
en la literatura.
Referencia FF HF MD MT SD P D TW A N MV RD
Ramkumar et al. (2012) 3 3 3 3 3 3
Kilby and Urli (2016) 3 3 3 3 3
Lahyani et al. (2015) 3 3 3 3 3
Popovic´ et al. (2012) 3 3 3 3
Cattaruzza et al. (2014) 3 3 3 3
Jair et al. (2013) 3 3 3
Archetti et al. (2015) 3 3 3
Tabla 4.1: Trabajo relacionado al VRP multi-producto con restricciones adicionales
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En cuanto a la investigacio´n del estado del arte para el caso de mu´ltiples pro-
ductos, no encontramos un trabajo que considere de manera simulta´nea el conjunto
de restricciones que se tienen en nuestro problema de estudio.
4.2 Formulacio´n Matema´tica
En este seccio´n se propone un modelo de programacio´n lineal entera mixta,
para representar el problema de distribucio´n de mu´ltiples productos con asignacio´n
de veh´ıculos a plantas, disen˜o de rutas, ventanas de tiempo, fechas l´ımite de entregas
y restricciones de capacidad.
Este modelo matema´tico es una extensio´n del que se describio´ anteriormente
en la Seccio´n 2.3.2, ya que toma en cuenta mu´ltiples productos. Considerando la
notacio´n de la Seccio´n 2.3.1, en esta seccio´n se introduce el conjunto H, este conjunto
contiene los productos que se pueden distribuir en una instancia dada.
4.2.1 Modelo matema´tico del problema
El modelo matema´tico del problema multi-producto es descrito por las expre-
siones de la (4.1) a (4.11).
Conjuntos
I Plantas de Produccio´n.
J Centros de Distribucio´n.
N I∪J.
V Viajes.
K Veh´ıculos.
K ′ Flota de veh´ıculos privada, K’ ⊂ K.
P Periodos.
A Arcos.
H Productos.
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Para´metros
T Tiempo ma´ximo de la ruta por per´ıodo.
Qi,h Inventario disponible de producto h en la planta i ∈ I.
Dj,h Demanda de producto h en el centro de distribucio´n j ∈ J .
Lj Fecha l´ımite (due-date) del centro de distribucio´n j ∈ J .
aj Inicio de la ventana de tiempo del centro de distribucio´n j ∈ J .
bj Fin de la ventana de tiempo del centro de distribucio´n j ∈ J .
qk Capacidad del veh´ıculo k ∈ K.
ti,j Tiempo de traslado entre los nodos (i,j), i, j ∈ N | (i, j) ∈ A.
ci,j,k Costo de viaje del veh´ıculo k desde la planta i al centro de distribucio´n j,
k ∈ K, (i, j) ∈ A.
Variables de decisio´n
xpijvk =

1 Si la planta i envia producto el centro de distrubucio´n j
en el viaje v del veh´ıculo k,en el per´ıodo p,
0 en otro caso.
uik =

1 Si el veh´ıculo k ∈ K ′
es asignado a la planta i ∈ I,
0 en otro caso.
spvk Tiempo en que el veh´ıculo k parte de la planta para realizar el viaje v
del per´ıodo p.
yvkphij Cantidad de producto h, enviado de la planta i al centro de distribucio´n j
en el viaje v del veh´ıculo k,en el per´ıodo p.
(MPD)Min
∑
(i,j)∈A
∑
v∈V
∑
k∈K
∑
p∈P
(cijkx
p
ijvk) (4.1)
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sujeto a:
∑
(i,j)∈A
∑
v∈V
∑
k∈K
∑
p∈P,
p≤Lj
(yvkphij )=Djh ∀j ∈ J, h ∈ H (4.2)
∑
(i,j)∈A
∑
v∈V
∑
k∈K
∑
p∈P
(yvkphij )≤Qih ∀i ∈ I, h ∈ H (4.3)
spvk +
∑
(i,j)∈A
xpijvk(tij + tji)≤spv+1,k ∀v ∈ V, k ∈ K, p ∈ P | v + 1 ∈ V (4.4)
spvk +
∑
(i,j)∈A
(tijx
p
ijvk)≥
∑
(i,j)∈A
(ajx
p
ijvk)∀v ∈ V, k ∈ K, p ∈ P (4.5)
spvk +
∑
(i,j)∈A
(tijx
p
ijvk)≤
∑
(i,j)∈A
(bjx
p
ijvk)∀v ∈ V, k ∈ K, p ∈ P (4.6)∑
h∈H
yvkphij ≤qkxpijvk ∀i ∈ I, j ∈ J, v ∈ V, k ∈ K, p ∈ P (4.7)
xpijvk≤uik ∀i ∈ I, j ∈ J, v ∈ V, k ∈ K ′, p ∈ P (4.8)∑
i∈I
uik=1 ∀k ∈ K ′ (4.9)∑
(i,j)∈A
xpijvk≤1 ∀v ∈ V, k ∈ K, p ∈ P (4.10)
spvk +
∑
(i,j)∈A
xpijvk(tij + tji)≤T ∀v ∈ V, k ∈ K, p ∈ P (4.11)
La funcio´n objetivo (4.1) busca minimizar el costo de los viajes realizados. La
expresio´n (4.2) garantiza que la demanda de los clientes se satisfaga. Las restriccio-
nes (4.3) establecen que el inventario de cada planta no sea excedido. El conjunto
de inecuaciones (4.4) asegura que los veh´ıculos no pueden empezar un nuevo viaje
sin haber concluido el anterior. El conjunto de restricciones (4.5) – (4.6) se encar-
gan de asegurar que las ventanas de tiempo sean respetadas para todos los clientes.
La restriccio´n (4.7) asegura que la capacidad de los veh´ıculos no sea excedida. Las
inecuaciones (4.8) – (4.9) son responsables de la asignacio´n de la flota privada, ase-
gurando que solo se realicen viajes para la planta asignada y que los veh´ıculos solo
sean asignados una sola vez. La restriccio´n (4.10) limita a los veh´ıculos a visitar
solamente un centro de distribucio´n en cada viaje, por u´ltimo la restriccio´n (4.11)
garantiza que todos los viajes finalizan antes de que se acabe la duracio´n del per´ıodo.
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4.3 Instancias del problema
Para poder determinar el alcance y desempen˜o del modelo matema´tico mos-
trado anteriormente fue necesario realizar experimentacio´n computacional sobre un
conjunto de instancias. Para el problema multi-producto se creo´ un conjunto de 95
instancias divididas en cuatro clases.
Las instancias para el problema multi-producto fueron creadas de manera si-
milar a las instancias que se explicaron en la Seccio´n 2.4. Los para´metros utilizados
para la creacio´n del nombre de la instancia fueron los siguientes:
P – plantas de produccio´n
C – centros de distribucio´n
H – productos
TW – longitud de las ventanas de tiempo
K – Cantidad de veh´ıculos
Para la creacio´n de instancias se utilizaron para´metros de hasta siete plantas de
produccio´n, 200 centros de distribucio´n y se combino´ con uno, tres y hasta cinco
productos. Las cuatro clases que se crearon fueron las siguientes 10C, 50C, 100C y
200C. Para la creacio´n de ventanas de tiempo se utilizaron tres rangos de ventanas
de tiempo:
1TW – [3,8]
2TW – [8,16]
3TW – [16,24]
Utilizando estos tres rangos el generador de instancias seleccionaba un nu´mero alea-
torio entre el l´ımite inferior y el superior del rango. Por ejemplo, suponer que uti-
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lizamos el rango 3TW, en este caso podr´ıamos seleccionar una longitud de ventana
de tiempo entre 16 y 24.
Utilizando lo explicado anteriormente podremos ejemplificar la instancia 1P50C-
3H3TW75K. Esta instancia cuenta con una planta de produccio´n y 50 centros de
distribucio´n. Se cuentan con 3 productos a distribuir y sabemos que las ventanas de
tiempo de los centros de distribucio´n tendra´n una longitud de tiempo entre [16,24]
y para realizar el env´ıo se cuentan con 75 veh´ıculos compuestos por la flota privada
y la flota externa.
4.3.1 Resultados computacionales
La experimentacio´n del problema multi-producto se realizo´ sobre una compu-
tadora con Intel Xeon E5450 @ 3.00GHz y 32GB de memoria RAM. Para la experi-
mentacio´n del modelo matema´tico se fijaron para´metros en CPLEX, de tal manera
que se consideraron los siguientes criterios de paro: una hora como tiempo ma´ximo
o GAP de optimalidad de 0 %. El modelo matema´tico fue codificado en C++ con
las librer´ıas de CPLEX.
La configuracio´n que se utilizo´ en CPLEX fue la siguiente:
Tiempo L´ımite: 1 hora
Hilos utilizados: 1 hilo
GAP: 0 %
El modelo matema´tico fue probado en las 95 instancias divididas en las clases
10C, 50C, 100C y 200C. Los resultados obtenidos de la experimentacio´n se muestran
a detalle en el Ape´ndice A y en la Tabla 4.2 se muestra una s´ıntesis de los mismos.
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MPD
Clase Soluciones GAP ( %) Tiempo (s)
10C 28/36 0.40 2548.05
50C 1/32 0 3600
100C 0/21 – 3600
200C 0/6 – 3600
Tabla 4.2: Resultados promedio reportados por CPLEX, modelo MPD
La primera columna indica la clase a la que pertenecen las instancias, la se-
gunda columna muestra la cantidad de instancias que fueron resueltas, del total de
instancias de cada clase (resueltas/totales), las ultimas columnas hacen referencia al
GAP y tiempo promedio que reporto el optimizador CPLEX.
Se puede observar que CPLEX logro´ resolver una gran cantidad de instancias
de la clase 10C, resolviendo 28 de las 36 instancias, logrando obtener soluciones
o´ptimas en 12 casos y en general alcanzo´ un GAP promedio de .4 % en un tiempo
promedio de 2548 segundos.
El ana´lisis de las clases restantes muestra que en la clase 50C se pudo resolver
solamente una instancia. En las dema´s clases le fue imposible a CPLEX resolver las
instancias en el tiempo l´ımite de 1 hora. Aunado a lo anterior no se encontro´ una
cota o solucio´n factible para ninguna instancia. Los resultados muestran que la for-
mulacio´n matema´tica por si misma en casos con ma´s de 50 centros de distribucio´n
es dif´ıcil de resolver. Es por esta razo´n que se presenta la oportunidad de desarrollar
de un me´todo heur´ıstico que permita dar solucio´n a las instancias en estas clases.
Cap´ıtulo 5
Distribucio´n multi-producto:
Algoritmo Propuesto
El me´todo propuesto en esta investigacio´n para el problema multi-producto
proviene de la combinacio´n de una heur´ıstica constructiva con aleatoriedad y un
modelo de cobertura de conjuntos (set covering). El me´todo de solucio´n resuelve
una instancia, mediante la ejecucio´n de la heur´ıstica constructiva durante un nu´mero
dado de iteraciones, cada iteracio´n de la heur´ıstica genera una solucio´n usualmente
distinta, esto se debe a que la heur´ıstica constructiva cuenta con aleatoriedad. La
heur´ıstica constructiva cuenta con dos criterios de paro, estos son completar cien
soluciones factibles o alcanzar un tiempo l´ımite de 20 minutos.
Las rutas que proveen las soluciones que se obtuvieron mediante la heur´ıstica
constructiva son guardadas y utilizadas como conjuntos e introducidas como para´me-
tros en el modelo de cobertura de conjuntos, posteriormente este modelo se resuelve
utilizando CPLEX 12.6. La solucio´n que se obtiene del modelo se reporta como mejor
solucio´n encontrada.
Es importante mencionar que aunque la solucio´n encontrada por el modelo
de cobertura de conjuntos sea o´ptima esto solamente implica que utilizando las
rutas encontradas por la heur´ıstica no existe mejor solucio´n, mas no implica que
sea la solucio´n o´ptima al problema maestro detallado anteriormente en la Seccio´n
4.2.1, ya que el modelo de cobertura de conjuntos es un modelo simplificado del
40
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modelo maestro. La heur´ıstica tanto como el modelo de cobertura de conjuntos
sera´n explicados a detalle a continuacio´n.
5.1 Heur´ıstica constructiva con aleatoriedad
La idea principal de la heur´ıstica constructiva con aleatoriedad nace del proce-
dimiento de seleccionar el viaje v
′
j con el menor valor, de un para´metro de referencia,
para cada cliente j ∈ J y almacenar dichos viajes en una lista de candidatos (CL),
por lo que se tiene un viaje por cliente.
Para la creacio´n de la lista de candidatos se cuenta con el para´metro β, que
indica que´ para´metro, de cada viaje v ∈ V , sera utilizado como referencia en la
creacio´n de la lista de candidatos, se fija β = 1 para utilizar el costo por unidad (wv)
y por otro lado utilizar β = 2 indicara el uso del para´metro costo de env´ıo (cv).
Debido a que se desea generar un conjunto de soluciones diversas y a su vez
evitar soluciones no factibles, se filtro la lista de candidatos (CL) a una la lista
restringida de candidatos (RCL).
Sea emin la mı´nima cantidad de arcos incidentes que presenta algu´n cliente
j ∈ J , adema´s, sea e(v) una funcio´n que indica la cantidad de arcos activos incidentes
al centro de distribucio´n γj y utilizando la notacio´n explicada a continuacio´n. Existen
2 formas en las que se realizara el filtro a la lista restringida de candidatos.
La primera es efectuada cuando existen clientes con un solo arco incidente
activo, emin = 1, en este caso se define la lista restringida de candidatos de la
siguiente manera RCL = {v ∈ CL | e(v) = emin}, de esta forma se logra conservar
la factibilidad. El segundo caso en el que todos los clientes tienen ma´s de un arco
incidente, emin > 1, se define la lista restringida de candidatos de la siguiente manera
RCL = CL, logrando obtener de esta manera soluciones diversas.
Posteriormente se selecciona un viaje aleatorio v∗ de la lista restringida de
candidatos, en base a la probabilidad ρv ∀v ∈ RCL y se inserta el viaje v∗ en la
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solucio´n. Este proceso se realiza hasta que toda la demanda quede satisfecha.
En el Algoritmo 1 se utilizara la notacio´n explicada en la Seccio´n 2.3.2, as´ı como
las siguientes definiciones.
Sea Vj el conjunto de viajes factibles al centro de distribucio´n j y V = {V1, V2, ..., V|J |}
el conjunto de todos los viajes.
Para cada viaje v ∈ V ,se definen los siguientes para´metros y definiciones:
cv := costo de env´ıo al realizar el viaje v.
θv := veh´ıculo que asociado al viaje v.
wv :=
cv
qθv
.
γv := Centro de distribucio´n al que se dirige el viaje v.
λv := Planta de produccio´n de la que parte el viaje v.
e(v) := Cantidad de arcos activos incidentes al centro de distribucio´n γj.
ρ(v) :=
|P |
Lγv∑
v∈RCL
|P |
Lγv
.
emin := Valor mı´nimo actual, diferente de 0, evaluado por la funcio´n p, de los
viajes v ∈ CL.
La heur´ıstica constructiva propuesta hace uso de la notacio´n explicada en las
Secciones 2.3.1 y 4.2.1, y se detalla en el Algoritmo 4.
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Algoritmo 4 MPD-H
Entrada: β Para´metro que indica como se creara´ la lista de candidatos
Salida: sol Solucio´n
1: Sea Vj el conjunto de viajes factibles al centro de distribucio´n j
2: V ← {V1, V2, ..., V|J|}
3: sol← ∅
4: mientras exista Djh > 0, j ∈ J, h ∈ H hacer
5: si β = 1 , entonces
6: Sea v
′
j ← argminv∈Vj{wv : e(v) > 0}
7: CL← ⋃
j∈J
v
′
j
8: si no
9: Sea v
′
j ← argminv∈Vj{cv : e(v) > 0}
10: CL← ⋃
j∈J
v
′
j
11: fin si
12: si CL = ∅ , entonces Retorna Solucio´n no factible
13: fin si
14: si emin = 1 , entonces
15: RCL← {v ∈ CL | e(v) = emin}
16: si no
17: RCL← CL
18: fin si
19: Seleccionar un viaje aleatorio v∗, donde cada viaje v ∈ RCL tiene probabilidad ρ(v) de ser seleccio-
nado.
20: para cada producto h ∈ H hacer
21: envioh ← 0 {Cantidad de producto a enviar de tipo h}
22: fin para
23: k ← 0
24: para cada producto h ∈ H hacer
25: si k ≥ qθv∗ , entonces
26: salir para cada
27: fin si
28: mine ← min{Qλv∗ ,h, Dγv∗ ,h, qθv∗ − k}
29: si mine > 0 , entonces
30: envioh ← envioh +mine
31: k ← k +mine
32: fin si
33: fin para
34: si k = 0 , entonces
35: El viaje v∗ es factible pero no hay producto a enviar
36: V ← V \ {v∗}
37: si no
38: Insertar viaje v∗ en sol
39: si θv∗ ∈ K′ & El veh´ıculo θv∗ no esta asignado , entonces
40: Asignar veh´ıculo θv∗ a la planta λv∗
41: Eliminar cada viaje v ∈ V tal que θv = θv∗ & λv 6= λv∗
42: fin si
43: para cada producto h ∈ H hacer
44: Qλv∗ ,h ← Qλv∗ ,h − envioh
45: Dγv∗ ,h ← Dγv∗ ,h − envioh
46: fin para
47: si
∑
h∈H Qλv∗ ,h = 0 , entonces
48: Eliminar cada viaje v ∈ V tal que λv = λv∗
49: fin si
50: si
∑
h∈H Dγv∗ ,h = 0 , entonces
51: Eliminar cada viaje v ∈ V tal que γv = γv∗
52: fin si
53: fin si
54: Actualizar aristas activas
55: Eliminar v ∈ V tal que v no es factible
56: fin mientras
57: Retorna sol
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5.2 Modelo de cobertura de conjuntos
El siguiente modelo matema´tico esta´ basado en el problema de cobertura de
conjuntos ( Ape´ndice B ), se plantea la situacio´n del problema de estudio, tomando
en cuenta rutas ya predefinidas, estas rutas representan los conjuntos del modelo.
Conjuntos:
I Plantas de Produccio´n.
J Centros de Distribucio´n.
V Viajes.
K Veh´ıculos.
K ′ Flota de veh´ıculos privada, K’ ⊂ K.
P Periodos.
H Productos.
R Rutas.
Para´metros
T ijrv Contiene el valor 1 si el viaje v de la ruta r, viaja de la planta i al centro
de distribucio´n j.
Qi,h Inventario disponible de producto h en la planta i ∈ I.
Dj,h Demanda de producto h en el centro de distribucio´n j ∈ J .
Lj Fecha l´ımite (due-date) del centro de distribucio´n j ∈ J .
qr Capacidad del veh´ıculo que realiza la ruta r ∈ R.
cr Costo de seleccionar la ruta r ∈ R.
κr Veh´ıculo que realiza la ruta r ∈ R.
δr Planta asignada al veh´ıculo utilizado por la ruta r ∈ R.
Variables de decisio´n
xpr =
 1 si la ruta r es seleccionada en el per´ıodo (d´ıa) p,0 en otro caso.
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uik =
 1 Si el veh´ıculo k ∈ K ′ es asignado a la planta i ∈ I,0 en otro caso.
yphrv Cantidad de producto h, entregado por la ruta r en el viaje v del
per´ıodo p.
(MPD-SC)Min
∑
r∈R
∑
p∈P
(crx
p
r) (5.1)
sujeto a:
∑
r∈R
∑
v∈V
∑
p∈P,
p≤Lj
(
∑
i∈I
T ijrvy
p
hrv)=Djh ∀j ∈ J, h ∈ H (5.2)
∑
r∈R
∑
v∈V
∑
p∈P
(
∑
j∈J
T ijrvy
p
hrv)≤Qih ∀i ∈ I, h ∈ H (5.3)∑
h∈H
yphrv≤qrxpr ∀r ∈ R, v ∈ V, p ∈ P (5.4)
xpr≤uδrκr∀r ∈ R, p ∈ P | κr ∈ K ′ (5.5)∑
i∈I
uik≤1 ∀k ∈ K ′ (5.6)∑
r∈R:
κr=k
xpr≤1 ∀k ∈ K, p ∈ P (5.7)
La funcio´n objetivo (5.1) busca minimizar el costo de las rutas seleccionadas, res-
petando las restricciones del problema. Las restricciones (5.2) garantizan que toda
la demanda debe ser satisfecha. El conjunto de inecuaciones (5.3) establece que el
inventario de cada planta de produccio´n no debe ser excedido. El conjunto de res-
tricciones (5.4) asegura que la capacidad de los veh´ıculos no sera´ excedida por las
rutas. Las desigualdades (5.5) – (5.6) son las encargadas de la asignacio´n de veh´ıcu-
los de la flota privada y que dichos veh´ıculos solo sirvan a su planta asignada. Las
inecuaciones (5.7) garantizan que los veh´ıculos son utilizados como ma´ximo por una
ruta en cada per´ıodo.
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5.2.1 Metodolog´ıa de solucio´n
El algoritmo que se propone para resolver el caso multi-producto es un modelo
matema´tico de cobertura de conjuntos combinado con una heur´ıstica constructiva
con aleatoriedad.
Primero se generan soluciones al problema utilizando la heur´ıstica MPD-H de-
tallada en la Seccio´n 4, utilizando como criterio de paro alcanzar 100 soluciones
generadas o completar 20 minutos de ejecucio´n. Cada vez que se genera una solucio´n
se almacenan las rutas, as´ı como el costo total de la ruta, viajes realizados y veh´ıculo
utilizado. Una vez que el heur´ıstico termina la ejecucio´n se utilizan las rutas almace-
nadas para alimentar el modelo de cobertura de conjuntos mostrado anteriormente,
el cual es resuelto a optimalidad con CPLEX 12.6. Adema´s, la heur´ıstica MPD-H
reporta la mejor solucio´n encontrada y a su vez se env´ıa como solucio´n inicial al
modelo MPD-SC.
La configuracio´n que se utilizo´ en CPLEX para la ejecucio´n del modelo de
cobertura de conjuntos fue la siguiente:
Tiempo L´ımite: 1 hora
Hilos utilizados: 1 hilo
GAP: 0 %
Memoria de Trabajo(WorkMem): 1250 Megabytes
Para la prueba experimental se utilizaron las instancias creadas para el proble-
ma multi-producto y comparo´ la solucio´n obtenida considerando las instancias que
pudieron ser resueltas por CPLEX, usando el modelo completo de la Seccio´n 4.2.1.
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5.3 Ana´lisis experimental
Se probo´ la metodolog´ıa de solucio´n propuesta en las 95 instancias, que a su vez
agrupamos en clases (10C, 50C, 100C y 200C) para su mejor ana´lisis. Los resultados
de la experimentacio´n para instancias de la clase 10C se muestran en la Figura 5.1.
Se utilizo´ la misma computadora para ejecutar toda la experimentacio´n refe-
rente al problema multi-producto, la cual cuenta con un CPU Intel Xeon E5450 @
3.00GHz y 32GB de memoria RAM. Los resultados detallados de la experimentacio´n
se encuentran en el Ape´ndice A.
5.3.1 Heur´ıstica Constructiva y modelo de cobertura de
conjuntos
Para la fase de prueba de nuestro me´todo de solucio´n se ejecutaron la heur´ısti-
ca constructiva con aleatoriedad y el modelo de cobertura de conjuntos. Se desea
observar el grado de mejora que ofrece el utilizar el modelo de cobertura de conjuntos
considerando las soluciones generadas mediante nuestra heur´ıstica constructiva.
La experimentacio´n que se llevo´ acabo en esta seccio´n se realizo´ de la siguiente
manera: Para cada instancia primero se ejecuto´ la heur´ıstica constructiva, al fina-
lizar la ejecucio´n se reporto´ la mejor solucio´n encontrada y se alimento´, con todas
las rutas factibles creadas, al modelo de cobertura de conjuntos. Posteriormente se
resolvio´ a optimalidad el modelo de cobertura de conjuntos, usando CPLEX 12.6. A
continuacio´n se presentan los resultados y su respectivo ana´lisis.
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MPD-H MPD-SC
Clase Soluciones Mejora ( %) Tiempo (s) Soluciones GAP ( %) Mejora ( %) Tiempo (s)
10C 36/36 1.34 2.56 36/36 0.32 0.45 2347.22
50C 32/32 1.95 12.84 32/32 10.58 1.95 3544.88
100C 21/21 – 31.76 21/21 38.66 – 3458.90
200C 6/6 – 116.50 6/6 2.59 – 3600
Tabla 5.1: Resultados promedio: MPD-H vs MPD-SC
En la Tabla 5.1, la cabecera MPD-H representa a la heur´ıstica constructiva y
MPD-SC al modelo de cobertura de conjuntos resuelto con CPLEX 12.6. La primera
columna indica la clase a la que pertenecen las instancias, la columna 2 y 5 muestran
la cantidad de instancias resueltas del total de cada clase (resueltas/totales), la
columna 3 y 7 representan el porcentaje de mejora en comparacio´n con las soluciones
provistas por el modelo MPD, las columnas 4 y 8 sen˜alan la cantidad de segundos
promedio que la heur´ıstica MPD-H y el modelo MPD-SC reportaron al finalizar su
ejecucio´n, por ultimo la sexta columna representa el GAP promedio que reporto el
optimizador CPLEX para el modelo MPD-SC.
En la Tabla 5.1 y 5.2, una mejora del 0 % indicar´ıa que se obtuvo la misma
solucio´n, as´ı mismo un mejora negativa indica una mejor solucio´n y una mejora
positiva indicar´ıa lo opuesto.
En la Seccio´n 4.3.1 se observo´ que usando el modelo matema´tico para el pro-
blema multi-producto CPLEX solo fue capaz de resolver 28 de las 36 instancias de
la clase 10C y una instancia de la clase 50C, por lo que es importante mencionar
que tanto la heur´ıstica constructiva como el modelo de cobertura de conjuntos ali-
mentado por la heur´ıstica constructiva lograron dar solucio´n a todas las instancias.
A continuacio´n se presentan figuras que nos permitira´n analizar de manera de-
tallada la mejora que nos provee la utilizacio´n del modelo MPD-SC en comparacio´n
con la heur´ıstica constructiva.
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Figura 5.1: Resultados Clase 10C: MPD-SC vs MPD-H
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Figura 5.2: Resultados Clase 50C: MPD-SC vs MPD-H
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Figura 5.3: Resultados Clase 100C: MPD-SC vs MPD-H
En conclusio´n se puede observar que la heur´ıstica MPD-H genera soluciones de
una calidad competitiva con las del modelo de cobertura de conjuntos, sin embargo,
como se observa en la Tabla 5.1, en la clase 10C, el porcentaje de mejora se mantiene
bajo el 0 % indicando as´ı que el modelo MPD-SC provee mejores soluciones que la
heur´ıstica MPD-H. Adema´s se observa en las figuras anteriores un porcentaje de
mejora negativo para mu´ltiples instancias de las clases 50C y 100C ; lo que nos
indica que el modelo MPD-SC genera mejores soluciones. En la clase 200C ambas
metodolog´ıas dieron los mismos resultados.
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5.3.2 Modelo del problema multi-producto y modelo de
cobertura de conjuntos
Se mencionaba anteriormente que el modelo de cobertura de conjuntos nos
permite encontrar soluciones de mejor calidad que cuando usamos u´nicamente la
la heur´ıstica MPD-H. Ahora se desea comparar su desempen˜o con los resultados
presentados en la Tabla 4.2 del modelo matema´tico para el problema de distribucio´n
multi-producto.
Se presenta a continuacio´n la s´ıntesis de los resultados para analizar ambas
metodolog´ıas y posteriormente se presentan en una gra´fica ambas soluciones, con
el fin de medir la calidad de las soluciones que se obtienen utilizando el modelo de
cobertura de conjuntos.
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Figura 5.4: Resultados Clase 10C: MPD vs MPD-SC
MPD MPD-SC
Clase Soluciones GAP ( %) Tiempo (s) Soluciones GAP ( %) Mejora ( %) Tiempo (s)
10C 28/36 0.40 2548.06 36/36 0.32 0.45 2347.22
50C 1/32 0 3600 32/32 10.58 1.95 3544.88
100C 0/21 – 3600 21/21 38.66 – 3458.90
200C 0/6 – 3600 6/6 2.59 – 3600
Tabla 5.2: Resultados promedio MPD vs MPD-SC
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En la Tabla 5.2, la primera columna indica la clase a la que pertenecen las
instancias, la columna 2 y 5 muestran la cantidad de instancias resueltas del total de
cada clase (resueltas/totales), la columna 3 y 6 representan el GAP promedio que
reporto´ el optimizador CPLEX, las columnas 4 y 8 sen˜alan la cantidad de tiempo
promedio en finalizar la ejecucio´n de los modelos, por ultimo la se´ptima columna
muestra el porcentaje de mejora en comparacio´n con las soluciones que ha prove´ıdo
el modelo MPD.
Se compara solamente la clase 10C, debido a que es la clase que cuenta con
mayor cantidad de instancias resueltas con el modelo matema´tico del problema multi-
producto. Se puede observar la excelente calidad de las soluciones del modelo de
cobertura de conjuntos en comparacio´n con el modelo matema´tico del problema
multi-producto, reportando un GAP promedio de 0.45 %, adema´s se da solucio´n a
todas las instancias, como se observa en la Figura 5.4.
Cap´ıtulo 6
Ep´ılogo
En esta tesis se abordo´ un problema de optimizacio´n proveniente de una em-
presa cervecera de la localidad, el cual puede verse como una combinacio´n de un
problema de asignacio´n y uno de ruteo de veh´ıculos. A continuacio´n se presentan las
conclusiones del trabajo realizado, as´ı como la aportacio´n cient´ıfica y algunas a´reas
de oportunidad detectadas.
6.1 Aportacio´n Cient´ıfica
La investigacio´n introdujo una variante del problema de ruteo de veh´ıculos, la
cual, a nuestro conocimiento, no se hab´ıa estudiado anteriormente en la literatura. Se
presentaron dos modelos de programacio´n lineal entera mixta. Uno para el problema
de estudio tomando en cuenta un solo producto y otro para el problema multi-
producto.
Para resolver las variantes del problema de estudio, se propusieron dos pro-
cedimientos de solucio´n, mismos que pueden usarse como base para resolver otros
problemas de ruteo de veh´ıculos. El primer procedimiento fue una metaheur´ıstica
tipo GRASP reactivo para el problema mono-producto. El segundo procedimiento
consistio´ en resolver, con CPLEX, un modelo de cobertura de conjuntos, utilizando
u´nicamente un subconjunto de las variables (rutas). Estas variables (rutas) fueron
generadas a partir de una heur´ıstica constructiva.
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6.2 Conclusiones
Principalmente se logro´ representar matema´ticamente una situacio´n real que
enfrenta una compan˜´ıa cervecera de la localidad. Tambie´n se crearon varios conjuntos
de instancias para la validacio´n de los modelos y algoritmos propuestos.
Se implementaron dos modelos de programacio´n lineal entera mixta en CPLEX
12.6, mediante el uso de el lenguaje de programacio´n C++. Entonces se realizo´ la
experimentacio´n de dichos modelos sobre las instancias creadas. Gracias a estos
resultados se elaboro´ un ana´lisis que nos permitio´ determinar el alcance de las for-
mulaciones matema´ticas. Se observo´ que el uso de estos modelos en un optimizador
comercial como CPLEX, queda limitado a la resolucio´n de instancias pequen˜as; pa-
ra instancias grandes del problema, el esfuerzo computacional es demasiado costoso.
Por esta razo´n, se procedio´ al disen˜o de procedimientos de solucio´n heur´ıstica.
El primer me´todo de solucio´n que se realizo´ fue una metaheur´ıstica tipo GRASP
reactivo, el cual se probo´ con las instancias creadas para el problema mono-producto
logrando conseguir resultados competitivos, en comparacio´n con las instancias que
se pudieron resolver utilizando la formulacio´n matema´tica propuesta, alcanzando
soluciones con un GAP promedio de 0.02 %. Posteriormente se utilizo´ la solucio´n
reportada por GRASP como solucio´n inicial en la formulacio´n matema´tica imple-
mentada en CPLEX. Con esto se lograron soluciones enteras para 118 de las 120
instancias de prueba, en un tiempo l´ımite de 1 hora por instancia. No´tese que el
GRASP propuesto fue capaz de generar soluciones factibles para todas las instan-
cias de prueba.
El segundo me´todo de solucio´n consistio´ en resolver, con CPLEX, un modelo
de cobertura de conjuntos, utilizando u´nicamente un subconjunto de las variables
(rutas). Estas variables (rutas) fueron generadas a partir de una heur´ıstica cons-
tructiva. Con este procedimiento se encontraron soluciones para las 95 instancias
de prueba, mientras que al utilizar el modelo de programacio´n lineal entera mixta,
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CPLEX reporto´ soluciones factibles u´nicamente en 29 de las 95 instancias de prueba.
6.3 A´reas de oportunidad
El me´todo metaheur´ıstico RGRASP, propuesto en la Seccio´n 3.1, provee re-
sultados de excelente calidad, compitiendo con los resultados o´ptimos con los que
contamos. Sin embargo, es posible refinar cada uno de los componentes del me´todo
para generar mejores soluciones.
Por otro lado, en el problema de distribucio´n multi-producto, el modelo de
cobertura de conjuntos MPD-SC, detallado en la Seccio´n 5.2.1 genera soluciones
competitivas, no obstante, depende mucho de la calidad de las rutas generadas por
la heur´ıstica MPD-SC. Actualmente la metodolog´ıa implica generar mu´ltiples rutas
utilizando la heur´ıstica MPD-H para posteriormente alimentar al modelo MPD-
SC. Por esta razo´n, se podr´ıa modificar la heur´ıstica MPD-H, de tal forma que,
esta interaccione con el modelo MPD-SC, una vez finalizada la ejecucio´n, y de esta
manera instruir a la heur´ıstica a generar rutas que mejoren la solucio´n. Esto se puede
ver como un proceso iterativo entre la heur´ıstica y el modelo MPD-SC.
Ape´ndice A
Resultados
En este ape´ndice se detallan los resultados computacionales que se realizaron
a lo largo de esta investigacio´n, as´ı como terminolog´ıa referente a los mismos.
En los resultados se hace referencia a el termino GAP, representando la calidad
de la solucio´n reportada, el cual nos provee el optimizador CPLEX 12.6 al terminar
su ejecucio´n. Un GAP de 0 % indica que la solucio´n que se encontro´ es o´ptima.
Por otra parte el termino Mejora, que aparece en algunas cabeceras de colum-
nas, fue calculado y se utiliza como punto de referencia para medir el porcentaje de
mejora de una solucio´n α en base a una solucio´n β. Un porcentaje de mejora de 0 %
indicar´ıa que se obtuvo la misma solucio´n, as´ı mismo un resultado negativo indica
que α es mejor solucio´n que β y un resultado positivo indicar´ıa lo opuesto.
Es importante mencionar que el obtener un porcentaje de mejora negativo,
en comparacio´n con el optimizador CPLEX, solo implica haber obtenido solucio´n
con mejor valor en la funcio´n objetivo que CPLEX, con los criterios de paro que se
fijaron.
Los guiones largos(–), representan dos situaciones. La primera es que CPLEX
no fue capaz de conseguir solucio´n factible en un tiempo ma´ximo de 3600 segundos,
para dicho modelo matema´tico. La segunda situacio´n indica que no se pudo calcular
un porcentaje de mejoran, ya que no se contaba con un resultado para comparar
en dicha instancia, esto para los casos en que una instancia no cuenta con solucio´n
reportada por CPLEX, utilizando los modelos matema´ticos SPD o MPD , pero si
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pudo ser solucionada con otra metodolog´ıa.
A.1 Experimentacio´n problema mono-producto
La experimentacio´n del problema mono-producto se realizo´ sobre una compu-
tadora con un CPU Intel Xeon E5-2687W @ 3.10GHz y 64GB de memoria RAM.
Para la experimentacio´n del modelo matema´tico se fijaron los siguientes para´metros
en CPLEX:
Tiempo L´ımite: 1 hora
Hilos utilizados: 1 hilo
GAP: 1 %
Memoria de Trabajo(WorkMem): 1250 Megabytes
Posteriormente para la experimentacio´n del modelo matema´tico, utilizando como
generador de solucio´n inicial el RGRASP, se modifico´ el criterio de paro de 1 % GAP
a .5 %.
Se utilizara´ SPD0, para representar al modelo matema´tico SPD con solucio´n
inicial, la cual fue alimentada por la metaheur´ıstica RGRASP.
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A.2 Experimentacio´n problema multi-producto
La experimentacio´n del problema multi-producto se realizo´ sobre una compu-
tadora con Intel Xeon E5450 @ 3.00GHz y 32GB de memoria RAM. Para la experi-
mentacio´n del modelo matema´tico se fijaron para´metros en CPLEX, de tal manera
que se utilizaron los siguientes criterios de paro, una hora como tiempo de ejecucio´n
ma´ximo o alcanzar el o´ptimo (GAP 0 %). Los modelos matema´ticos y la heur´ıstica
constructiva fueron codificados utilizando el lenguaje de programacio´n C++.
La configuracio´n que se utilizo´ en CPLEX para la ejecucio´n los modelos ma-
tema´ticos fue la siguiente:
Tiempo L´ımite: 1 hora
Hilos utilizados: 1 hilo
GAP: 0 %
Memoria de Trabajo(WorkMem): 1250 Megabytes
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Ape´ndice B
Notas complementarias
En este ape´ndice se detalla informacio´n complementaria la cual puede ayudar
a un mejor entendimiento de los temas tratados a lo largo de la tesis.
B.1 Problema de cobertura de conjuntos
El problema de cobertura de conjuntos conocido como Set Covering Problem
(SCP), es un problema en el que dado un conjunto de elementos {1, 2, ...,m} (llamado
universo), n conjuntos cuya unio´n comprende el universo y un costo cj asociado a
cada conjunto sj. Se desea identificar los conjuntos con el menor costo, cuya unio´n
genere como resultado el conjunto universo.
El SCP puede ser descrito formalmente de la siguiente manera. Sea A una
matriz de 0-1 de m×n, cuyos elementos aij toman el valor 1 si el conjunto j contiene
al elemento i y sea C un vector de n elementos, de tal manera que el elemento cj
representa el costo asociado al conjunto j. Sea M = {1, 2, ...,m} y N = {1, 2, ..., n},
adema´s se asume que cj > 0 para cada j ∈ N . El modelo matema´tico para el
problema de cobertura de conjuntos se puede establecer de la siguiente manera:
Para´metros
aij Tomara´ el valor de 1 si el conjunto j contiene al elemento i, 0 en otro
caso.
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cj El costo asociado al conjunto j.
Variables de decisio´n
xj =
 1 Si el conjunto j es seleccionado.0 En otro caso.
Min
∑
j∈N
cjxj (B.1)
sujeto a:
∑
j∈N
aijxj≥1 ∀i ∈M (B.2)
xj∈{0, 1} ∀j ∈ N (B.3)
La funcio´n objetivo (B.1) busca minimizar el costo de los conjuntos que son
seleccionados, mientras que la restriccio´n (B.2) asegura que los conjuntos seleccio-
nados generen el universo. La ecuacio´n (B.3) establece la naturaleza de la variables
x como binarias.
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B.2 Heur´ısticas y metaheur´ısticas
La metodolog´ıa de solucio´n heur´ıstica, comu´nmente llamada solamente heur´ısti-
ca, es un enfoque simple para resolver un problema, que no garantiza obtener resul-
tados o´ptimos, pero provee una solucio´n para objetivos inmediatos. Las heur´ısticas
son estrategias derivadas de la experiencia y conocimiento del problema, cuyo ob-
jetivo principal es encontrar una solucio´n factible al problema en un tiempo que se
considere razonable.
Los me´todos heur´ısticos son utilizados usualmente cuando es imposible o no
es viable encontrar una solucio´n o´ptima. As´ı mismo las heur´ısticas son utilizadas en
algunas experimentaciones para proveer una solucio´n inicial a metodolog´ıas exactas
con el fin de acelerar el proceso de obtencio´n de una solucio´n o´ptima o satisfactoria.
Una metaheur´ıstica es aquel me´todo heur´ıstico de objetivo general, el cual fija
un patro´n abstracto, esperando resultados eficientes, otorgando libertad al usuario
de realizar cambios sobre los para´metros y heur´ısticos internos para resolver un
problema en espec´ıfico.
Algunos procedimientos metaheur´ısticos que se encuentran en la literatura son
algoritmos gene´ticos, recocido simulado, bu´squeda tabu´, optimizacio´n por colonia de
hormigas, GRASP, algoritmo de cu´mulo de part´ıculas, bu´squeda dispersa, bu´squeda
de grandes vecindarios, etc.
Las metaheuristicas se utilizan commu´nmente para resolver problemas en los
que no se dispone de un algoritmo de solucio´n eficiente para el mismo. Para el
problema de estudio, en esta tesis, se disen˜o´ e implemento´ una metaheur´ıstica ti-
po GRASP, espec´ıficamente un RGRASP (Reactive Greedy Randomized Adaptive
Search Procedure).
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