Abstract. Information about the absolute Galois group G K of a number field K is encoded in how it acts on theétale fundamental group π of a curve X defined over K. In the case that K = Q(ζn) is the cyclotomic field and X is the Fermat curve of degree n ≥ 3, Anderson determined the action of G K on theétale homology with coefficients in Z/nZ. Theétale homology is the first quotient in the lower central series of theétale fundamental group. In this paper, we determine the structure of the graded Lie algebra for π. As a consequence, this determines the action of G K on all degrees of the associated graded quotient of the lower central series of theétale fundamental group of the Fermat curve of degree n, with coefficients in Z/nZ.
Introduction
Let X be the Fermat curve of degree n, where n ≥ 3, and let K = Q(ζ n ). Anderson gave a theoretical description of the action of the absolute Galois group G K of K on theétale homology H 1 (X; Z/nZ) with coefficients in Z/nZ of the base change X K of X to the algebraic closure of K (the base change is suppressed in the notation H 1 (X; Z/nZ)); more precisely, he described the G K -action on the relative homology H 1 (U, Y ; Z/nZ) of the open affine Fermat curve U = {(x, y) : x n + y n = 1} relative to the set Y of the 2n cusps with xy = 0. When n is prime, Anderson's description determines the action uniquely. 2g , where g = (n − 1)(n − 2)/2 is the genus of the Fermat curve.
In this paper, we describe the action of G K on each of the higher graded quotients [π] m /[π] m+1 ⊗ Z/nZ in the lower central series filtration of π, with coefficients in Z/nZ; when n is prime, this description determines the action uniquely. One motivation for this work is that it sheds light on the 2-nilpotent quotient of thé etale fundamental group of the Fermat curve, because of the exact sequence:
To state the results more precisely, consider the graded Lie algebra gr(π) = ⊕ m≥1 [π] m /[π] m+1 associated with the lower central series for π, [Laz54, Ser65] . Let F be the free group on 2g generators and consider its graded Lie algebra gr(F ). By [Lab70, Theorem, page 17], there is an element ρ of weight 2 such that gr(π) gr(F )/ ρ .
To determine the structure of [π] m /[π] m+1 , and more generally gr(π), it thus suffices to obtain a complete description of the ideal ρ .
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To do this, we use the isomorphism of G K -modules [Hai97, Corollary 8.3] [π] 2 /[π] 3 (H 1 (X) ∧ H 1 (X)) /Im(C ), where (1.b)
C : H 2 (X) → H 1 (X) ∧ H 1 (X)
is the dual map to the cup product H 1 (X) ∧ H 1 (X) → H 2 (X).
Thus ρ can be chosen to be any generator of Im(C ), which is cyclic since H 2 (X) Z(1). We note that H 1 (X) is a quotient of H 1 (U ) which is a subspace of the relative homology H 1 (U, Y ). The advantage of working with the relative homology is that it is a free rank 1 module for the group ring Z[µ n × µ n ].
For all integers n ≥ 3, we determine ρ as the image of an element ∆ in H 1 (U ) ∧ H 1 (U ). The result is expressed in terms of a convenient basis E i,j for H 1 (U ) defined in Section 3.2. Theorem 1.1. For n ≥ 3, a generator ρ for Im(C ) is given by the image in H 1 (X) ∧ H 1 (X) of the following element ∆ of H 1 (U ) ∧ H 1 (U ):
where
The action of the absolute Galois group G K on the homology of the Fermat curve is the subject of several foundational papers, including [Iha86] , [And87] , [AI88] , [And89] , and [Col89] . Let n = p be an odd prime. Let L be the splitting field of 1 − (1 − x p ) p . In [And87, Section 10.5], Anderson proved that the action of G K on the relative homology H 1 (U, Y ; Z/pZ) factors through the finite Galois extension L/K and gave a theoretical formulation for the action of q ∈ Q = Gal(L/K). From [And87, Section 10.5] and the result of Labute quoted above, it follows that the action of
In [DPSW18, Theorem 1.1] and [DPSW16, Theorem 1.1], we made a completely explicit calculation of the Q-action on H 1 (U, Y ; Z/pZ) when p is an odd prime satisfying Vandiver's conjecture.
* Our main motivation for Theorem 1.1 is that the G K -module [π] 2 /[π] 3 occurs as the coefficient group in a map that measures an obstruction for rational points: 
The second graded quotient in the lower central series
Let ζ = ζ n = e 2πI/n (resp. = e πI/n ) be a primitive nth (resp. 2nth) root of unity. Let K = Q(ζ n ).
Consider the Fermat curve X of exponent n with equation x n + y n = z n . Let Z 0 be the set of n points where
Note that U (C) is a real surface of genus g = n−1 2 with n punctures. We choose the base point b = (0, 1). There exist loops a i , b i for 1 ≤ i ≤ g and c j for 0 ≤ j ≤ n − 1, with base point b, such that π 1 (U (C)) has a presentation (2.c)
Letā i ,b i ,c j denote the images of a i , b i , c j in H 1 (U (C)). Furthermore, we can suppose that
(1) the loop c j circles the puncture [ζ j : : 0] ∈ Z 0 ;
(2) eachc j pairs trivially withā i ,b i andc i for i = j in H 1 (U (C));
(3) andā i ,b i in H 1 (U (C)) satisfy the standard symplectic pairing.
Define ρ to be the image of ∆ under the map
Choosing an embedding K ⊂ C and applying GAGA, we may identify the profinite completion of H 1 (U (C)) with theétale homology H 1 (U ), and may identify H 1 (U (C); Z/nZ) with H 1 (U ; Z/nZ). Similarly, we may identify the profinite completion of π 1 (U (C)) with theétale fundamental group π 1 (U ). We do this now, and therefore consider the elements
Likewise, we consider ∆ as an element of H 1 (U ) ∧ H 1 (U ) and ρ as an element of H 1 (X) ∧ H 1 (X).
. Consider the map
which takes the simple wedge a ∧ b to the (equivalance class of the) commutator of a lift of a and a lift of b to elements of π 1 (U ). Since U is not proper, C is an isomorphism. Recall the definition of C from (1.b).
Lemma 2.1. The image of H 2 (X) in H 1 (X) ∧ H 1 (X) under C is generated by ρ.
Proof. By definition, C is the dual of the cup product pairing. Sinceā i ,b i satisfy the standard symplectic pairing, the image of C is generated by the image of
To determine ∆ and ρ, it suffices to express T as a product of commutators of elements of π 1 (U ). The next lemma shows that ∆ does not depend on the representation as a product of commutators.
Proof. By hypothesis, in π 1 (U ),
Note that both sides of the equation are elements of
Under the inverse of the isomorphism C, (2.d) becomes
The next lemma is key for simplifying later calculations.
Lemma 2.3. Suppose α, β, γ ∈ π 1 (U ).
(1) If αγ ∈ [π 1 (U )] 2 , then γα ∈ [π 1 (U )] 2 and αγ and γα have the same image in
and the difference between the images of γ −1 αγβ and αβ
In H 1 (U ) ∧ H 1 (U ), the image of αγ is the sum of the simple wedges c ∧ d and the image of γα is the sum of the simple wedges (α −1 cα) ∧ (α −1 dα). The result follows because
Furthermore, the image of γ −1 αγβ is the same as the image of [γ
The latter is the sum of (γ −1 αγ) ∧ γ and the image of
3. The structure of the homology 3.1. Elements of the fundamental groupoid. We compute in the fundamental groupoid of U (C) = {(x, y) | x n + y n = 1}, with respect to the 2n points such that xy = 0. Let β be the path in U (C), which begins at the base point b 0 = b = (0, 1) and ends at d 0 = (1, 0), given by
Throughout this section, let 0 ≤ i ≤ n − 1 and 0 ≤ j ≤ n − 1. Let b j = (0, ζ j ) and d i = (ζ i , 0). Consider the automorphisms 0 , 1 ∈ Aut(U (C)) defined by 0 (x, y) = (ζx, y) and 1 (x, y) = (x, ζy). Consider the path in U (C), which begins at b j and ends at d i , given by
Note that e i,j depends only on the values of i and j modulo n.
Consider the loop E i,j in U , formed by the composition of four paths, where path composition is written from left to right:
Then E i,j proceeds through the following points:
If ij = 0, then E i,j is trivial in the fundamental groupoid. The converse is also true, see Lemma 3.1 below.
3.2.
Facts about the homology of the affine curve. The homology of the Fermat curve has been studied from many perspectives, see e.g., [Gro78, appendix] and [Lim91, Section 4]. The facts about the structure of H 1 (U ) and H 1 (X) in this subsection and the next are known to the experts. We follow an approach which is compatible with the results in [And87] , [DPSW16] , and [DPSW18] about the homology with coefficients in Z/nZ and the action of the absolute Galois group G K upon this. We need a generalization of the facts about the homology in this approach for coefficients in Z, which can be found in [EP] . We include several references for convenience. For convenience, we also write, e.g., H 1 (U ) for H 1 (U (C)), relying on context and the above identification of the former with the profinite completion of the latter.
Consider the augmentation ideal Let [e i,j ] (resp. [E i,j ]) denote the class of e i,j (resp. E i,j ) in the relative homology
Proof. The first claim is true because
is a set of linearly independent elements in H 1 (U, Y ), and thus in H 1 (U ). Since H 1 (U ) has rank (n − 1) 2 , the set forms a basis.
Lemma 3.2. Consider the index set
Proof. By Lemma 3.1, H 1 (U ) is a free Z-module of rank m := (n − 1) 2 with basis
Because z ∧ w = −w ∧ z and z ∧ z = 0, a basis is given by the set of simple wedges E i1,j1 ∧ E i2,j2 with i 1 ≤ i 2 and (i 1 , j 1 ) = (i 2 , j 2 ), which is indexed by I. 
We characterize H 1 (X) as a quotient of H 1 (U ) both for theoretical reasons and for the computational application in Section 5.4.
Proof. We first show that γ i β ∈ H 1 (U ). It suffices to show that The given set is thus a basis because rank(H 1 (U ))−rank(H 1 (X)) = n−1 and the elements γ i β for 1 ≤ i ≤ n−1 are linearly independent in H 1 (U ).
3.4. The wedge quotient. We characterize H 1 (X) ∧ H 1 (X) as a quotient of H 1 (U ) ∧ H 1 (U ) both for theoretical reasons and for the computational application in Section 5.4. By (3.h), H 1 (X) = H 1 (U )/S where
To show that R = K, it suffices to show that they have the same rank over Z.
Recall that rank(H 1 (X)) = c := (n − 1)(n − 2) and rank(H 1 (U )) = d := (n − 1) 2 and rank(S) = n − 1. Then,
Let S c be a complement of S in H 1 (U ). Then rank(S c ) = (n − 1) 2 − (n − 1) = n 2 − 3n + 2. Thus,
The element ρ ∈ H 1 (X) ∧ H 1 (X) is invariant under the action of G K , under the action of Λ 1 , and under the transposition τ = ([ ] 0 , [ ] 1 ). These actions can be computed from the corresponding actions on H 1 (U ) using the exterior wedge product.
The following result is referenced in Remark 4.12.
Proposition 3.5. Let ρ ∈ H 1 (X) ∧ H 1 (X) be the image of ∆ ∈ H 1 (U ) ∧ H 1 (U ).
(1) If σ ∈ G K , then ρ is invariant under the action of σ, i.e., (σ − 1)∆ ∈ S ∧ H 1 (U ).
(2) Also ρ is invariant under the action of
(3) Also ρ is invariant with respect to the transposition
A formula for the classifying element
We find an explicit formula for the element ∆ ∈ H 1 (U ) ∧ H 1 (U ) whose image in H 1 (X) ∧ H 1 (X) is ρ.
4.1. Sheets of a cover. Let V = A 1 (C). Consider the map ℘ : U → V given by (x, y) → x. Let ζ = e 2πi/n . Then ℘ is a µ n -Galois cover, where the generator ζ of µ n acts via ζ(x, y) = (x, ζy).
The cover ℘ is ramified at {(x, y) = (ζ i , 0) | i = 0, . . . , n − 1} and branched at {x = ζ i | i = 0, . . . , n − 1}. Let w i be the path in V given by x = ζ
In order to label these sheets, we define the following notation, for 0 ≤ i ≤ n − 1. Let r i be the ray x = ζ i n √ t for t ∈ [0, ∞). Let R i be the intersection of a small neighborhood of x = 0 in V
• with the segment of V
• bounded by r i−1 mod n and r i . In other words, for some small • ∈ R >0 ,
For 0 ≤ i, j ≤ n − 1, we denote byR i,j the intersection of a small neighborhood of b j = (0, ζ j ) with U
• ∩ ℘ −1 (R i ). We label by U k the sheet containingR k,0 .
Thus our small neighborhood of b j = (0, ζ j ) intersected with U • is the disjoint union of the n neighborhoods R i,j for 0 ≤ i ≤ n − 1. Since we are free to base fundamental groups at a point b j or at a simply connected neighborhood of b j , we can think of b j as a base point divided into n pieces, one piece on each sheet U k .
Note that
There is exactly one way to glue the sheets U k together along the paths e i,j to obtain a ramified cover of Riemann surfaces.
4.2.
The cusps with z = 0. Recall that Z 0 is the set of n points of X where z = 0. Let = e πI/n be a primitive nth root of −1. The points of Z 0 have projective coordinates
The boundary of the sheet U k contains exactly one point of Z 0 .
Lemma 4.1. The point z k is contained in the boundary of the sheet U k .
Proof. Consider the ray Q k in U
• given by (x, y) = (
As t → 0, it approaches b = (0, 1) and it is contained in the sheet U k . As t → ∞, the value of x/y on Q k approaches
The point z k is at the end of the ray Q k and is thus contained in the sheet U k . 
4.3.
The inertia type. The inertia type of ℘ is 1, because
1 is separable. This means that the canonical generator of inertia at each ramification point is ζ. Consider a loop L i in V , with starting point x = 0, which makes a counterclockwise circle around the path w i , starting in the region R i and ending in R i+1 . Note that L i depends only on the value of i modulo n. Let L i,j be the lift of L i to a path in U
• which starts at the point (x, y) = (0, ζ j ). By the definition of the inertia type, L i,j ends at the point (x, y) = (0, ζ j+1 ). Proof. By definition,R k,0 ⊂ U k . The path L i,j is contained in a unique sheet. Since L i,j starts inR i,j and ends inR i+1,j+1 , then these neighborhoods are contained in the same sheet.
Note that L i,j is homotopic to the composition of paths
4.4. Lifting of a star shape. Recall that path composition is written from left to right. For 0 ≤ ≤ n − 1, define a loop in V by:
Each loop S traces in a counterclockwise direction along the outside of the slits {w i } and forms an n-pointed star shape. Each is homotopic to a large circle in V traced in a counterclockwise direction. One can see thatS is contained in U n− .
Lemma 4.4. For 0 ≤ ≤ n − 1, the loopS is homotopic tõ
Proof. The loopS is homotopic to the composition of 2n of the edges e i,j and (e i,j ) −1 . Because of the inertia type of ℘, this composition involves loops of the form L i,j = e i,j • (e i,j+1 ) −1 . The condition thatS is contained in U n− implies that its initial edge is the path e − ,0 from (0, 1) to (ζ − , 0). Thus the initial loop is L − ,0 = e − ,0 • (e − ,1 ) −1 . Consider the loop L i ,j coming after the loop L i,j . Then i = i + 1 becauseS circles counterclockwise around the point (ζ i , 0). Also j = j + 1 because the starting point (0, ζ j ) of L i ,j is the same as the ending point (0, ζ j+1 ) of L i,j .
For example,S 0 passes around the points in this order:
Remark 4.5. Using Lemma 4.4, one can check that γ β is the image ofS under the map π 1 (U ) → H 1 (U ). Thus the image ofS is n−1 =0 γ β = 0 and soS ∈ [π 1 (U )] 2 . Below, we prove the stronger statement thatS is path homotopic to the boundary of a disk containing the n cusps of Z 0 and thatS can be taken to be the loop (c n− ) −1 in a standard presentation of π 1 (U (C)) (a presentation of the form (2.c)).
Comparison with loops around cusps with
Proposition 4.6. The loopS is homotopic to the clockwise loop bounding a disk containing z n− .
Proof. Note that V
• is homeomorphic to A 1 − {0} and S is homotopic to a counterclockwise loop around 0. Thus S is homotopic to a clockwise loop around ∞. By definition, the liftS of S is a loop in U n− . The restriction of ℘ to U n− yields a homeomorphism U n− → V
• . ThusS is a clockwise loop around the point missing from U n− . By Lemma 4.1, this point is z n− .
Proposition 4.7. The loopS is homotopic to the boundary of a disk in the Fermat curve which contains the n points where z = 0; it follows that we may take a presentation of the form (2.c) whereS = (c n− )
In the following proof, it is convenient to use a small ball around b 0 as our basepoint b 0 (which we may do because balls are simply connected). The intersection of this ball withR i,0 will then be called the fractional point of b 0 in the regionR i,0 .
Proof. The loopS 0 in U 0 starts and ends at the fractional point b 0 in the regionR 0,0 . With a small homotopy adjustment, the end ofS 0 can cross the path e n−1,0 rather than return to the point b 0 . Since the sheet U 0 is glued to the sheet U n−1 along the edge e n−1,0 , this yields an ending point in the regionR n−1,0 near the fractional point b 0 in the sheet U n−1 .
The loopS 1 in U n−1 starts and ends at the fractional point b 0 in the regionR n−1,0 . With a small homotopy adjustment, the end ofS 1 can cross the path e n−2,0 rather than return to the point b 0 . Since the sheet U n−1 is glued to the sheet U n−2 along the edge e n−2,0 , this yields an ending point in the regionR n−2,0 near the fractional point b 0 in the sheet U n−2 .
We continue in this way through all the loopsS 0 •S 1 • · · · •S n−1 . Finally, with a small homotopy adjustment, the end ofS n−1 crosses the path e 0,0 and returns to the regionR 0,0 in U 0 . ThusS is path homotopic to a loop in the Fermat curve X composed of n paths each contained on a single U k of the form shown in Figure 2 for n = 3.
This path divides X into an external and internal piece, where the internal piece contains the ramification points {d i | 0 ≤ i ≤ n − 1}, and the external piece contains Z 0 and is homeomorphic to a disk. (To see that the external piece is homeomorphic to a disk, note the following. The external piece is the union of n pieces, each homotopic to a wedge, which are glued together along the edges of the wedges. The picture for n = 3 is illustrated in Figure 2 .)
Applying Proposition 4.6, it follows that we can take a presentation of the form (2.c) whereS = (c n− ) Lemma 4.9. Let S * (resp. S * ) be the element of π 1 (U ) obtained by substituting E i,j for the path e i,j inS (resp.S ). Then S * andS (resp. S * andS ) are homotopic in π 1 (U ).
Proof. We fix the path e 0,0 • e −1 0,j from b 0 to b j , the initial point of e i,j . We fix the path e i,0 from b 0 to d i , the final point of e i,j . In the composition of paths, after completing each path e i,j , we return to the base point b 0 and then return to the initial point of the next path. This does not change the homotopy class.
We begin a combinatorial analysis of the ordering of the elements E i,j and E −1 i,j in S * , viewed as a cycle, rather than a word. For 1 ≤ j ≤ n − 1 and 0 ≤ a ≤ n − 2, let j + a be the unique value in {1, . . . , n − 1} congruent to j + a modulo n − 1.
Proposition 4.10. The ordering of the elements E i,j and E −1 i,j in the cycle S * satisfies the following:
(1) The edges between E −1 1,1 and E 1,1 are:
(2) The edges between E −1 1,j and E 1,j are:
Proof. Item (1) is a special case of (2), which is a special case of (3), which follows from Lemma 4.4.
4.7. Main result. By Lemma 3.2, with I defined as in (3.g), H 1 (U ) ∧ H 1 (U ) is a free Z-module with basis
Thus there exist (i 1 , j 1 , i 2 , j 2 ) ∈ Z, such that ∆ ∈ H 1 (U ) ∧ H 1 (U ) can be uniquely represented as the linear combination By Lemma 2.3(1), the image of S * in H 1 (U ) ∧ H 1 (U ) depends only its equivalence class as a cycle rather than a word. By Proposition 4.10, the ordering of the elements E i,j and E
, where f j is defined in Proposition 4.10.
By Lemma 2.3(2), ∆ is the sum of
and the image off :
Note that E 1,j and E −1 1,j do not appear inf for any j. Thus the coefficient of E 1,j ∧ E i2,j2 is zero unless E i2,j2 or its inverse appears in f j . In particular, it is zero if i 2 = 1. For i 2 = 1, by the definition of f j , the coefficient of E 1,j ∧ E i2,j2 is +1 if j 2 − i 2 = j − 1 and is −1 if j 2 − i 2 = j − 2. This is equivalent to the coefficient being +1 if j 2 − j 1 ≡ i 2 − 1 ≡ 0 mod n − 1 and being −1 if j 2 − j 1 + 1 ≡ i 2 − i 1 ≡ 0 mod n − 1, which is the claimed statement for i 1 = 1.
Furthermore, the ordering of the edges in the cyclef is the same as for the cycle S * , except the edges e 1,j and e −1 1,j do not appear. Using Proposition 4.10(3) and repeating the argument shows that the statement is true for i = 2. The result follows by induction.
Remark 4.12. For small n, we checked using Magma [BCP97] that the element ∆ in Theorem 4.11 satisfies the restrictions in Proposition 3.5. For example, we checked that properties (2) and (3) hold for the cases n = 3, 4, 5 found in Section 5. We checked that property (1) holds for the cases n = 3, 5 found in Section 5 using the explicit formulas for the Galois action from [DPSW18, Theorem 1.1], [DPSW16, Theorem 1.1].
Remark 4.13. The combinatorial description of ∆ ∈ H 1 (U ) ∧ H 1 (U ) can be related with the ring of cliques as follows. Consider the graph whose vertices are indexed by the (n − 1)
2 elements E i,j of the basis of H 1 (U ). Place these vertices on n − 1 levels indexed by the value of j − i mod n − 1 ∈ {0, . . . , n − 2}. Elements E i1,j1 ∧ E i2,j2 of H 1 (U ) ∧ H 1 (U ) can be indexed by a subset of edges in this graph. The elements in ∆ yield the complete graph K n−1 on each level; also each vertex on level i is connected to n − 2 vertices from levels i − 1 mod n − 1 and i + 1 mod n − 1.
Examples
5.1. The case n = 3. Let ζ = e 2πI/3 . By Lemma 4.4:
2,0 ;
1,0 ; and
By Lemma 4.9,
By Lemma 2.3(1), in [π 1 (U )] 2 /[π 1 (U )] 3 , the image of S * is the same as the image of
By Lemma 2.3(2),
This is the same as the formula for ∆ found in Theorem 1.1 when n = 3.
5.2. The case n = 4. Let ζ = e 2πI/4 . By Lemma 4.4: By Lemma 4.9,
By Lemma 2.3(2), ∆ = E 1,1 ∧ (E 2,2 − E 2,1 + E 3,3 − E 3,2 ) + E 1,2 ∧ (E 2,3 − E 2,2 + E 3,1 − E 3,3 ) + E 1,3 ∧ (E 2,1 − E 2,3 + E 3,2 − E 3,1 ) + E 2,1 ∧ (E 3,2 − E 3,1 ) + E 2,2 ∧ (E 3,3 − E 3,2 ) + E 2,3 ∧ (E 3,1 − E 3,3 ). This is the same as the formula for ∆ found in Theorem 1.1 when n = 4. ∆ = E 1,1 ∧ (−E 2,1 + E 2,2 − E 3,2 + E 3,3 − E 4,3 + E 4,4 ) +E 1,2 ∧ (−E 2,2 + E 2,3 − E 3,3 + E 3,4 − E 4,4 + E 4,1 ) +E 1,3 ∧ (−E 2,3 + E 2,4 − E 3,4 + E 3,1 − E 4,1 + E 4,2 ) +E 1,4 ∧ (−E 2,4 + E 2,1 − E 3,1 + E 3,2 − E 4,2 + E 4,3 ) +E 2,1 ∧ (−E 3,1 + E 3,2 − E 4,2 + E 4,3 ) +E 2,2 ∧ (−E 3,2 + E 3,3 − E 4,3 + E 4,4 ) +E 2,3 ∧ (−E 3,3 + E 3,4 − E 4,4 + E 4,1 ) +E 2,4 ∧ (−E 3,4 + E 3,1 − E 4,1 + E 4,2 ) +E 3,1 ∧ (−E 4,1 + E 4,2 ) +E 3,2 ∧ (−E 4,2 + E 4,3 ) +E 3,3 ∧ (−E 4,3 + E 4,4 ) +E 3,4 ∧ (E 4,1 − E 4,4 ). This is the same as the formula for ∆ found in Theorem 1.1 when n = 5. Proof. Recall that X has genus g = (p − 1)(p − 2)/2 and so H 1 (X; Z/pZ) ∧ H 1 (X; Z/pZ) has dimension The action of G K on H 1 (X; Z/pZ) factors through the field extension L/K where L is the splitting field of 1 − (1 − x p ) p . When p = 5, there are 3 generators τ 0 , τ 1 , τ 2 for Q = Gal(L/K). The formula for the action of each of these on H 1 (U ; Z/5Z) can be found in [DPSW18, Example 3.8].
By (3.h), H 1 (X; Z/5Z) = H 1 (U ; Z/5Z)/S where S = Stab([ ] 0 [ ] 1 ). Using this structure, in Magma [BCP97] we compute the action of τ 0 , τ 1 , τ 2 on H 1 (X; Z/5Z), then on H 1 (X; Z/5Z) ∧ H 1 (X; Z/5Z), and then on the quotient of the latter by ρ. Specifically, this yields matrices of size 65×65 for the action of τ i −1 for i = 0, 1, 2 on [π] 2 /[π] 3 ⊗ Z/5Z. The intersection of the kernels of the 3 operators τ i − 1 for i = 0, 1, 2 on [π] 2 /[π] 3 ⊗ Z/5Z has dimension 34, proving the second statement.
