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Al~ract--A new gradient algorithm (LFOPC) for unconstrained minimization, requiring no line searches 
and consequently no function evaluations, is developed. This algorithm, based on the author's original 
dynamic method, differs substantially both with regard to rigour of construction and performance from 
the author's previous algorithm [1, 2]. In addition the convergence of the method is also investigated. The 
problem is solved via consideration of the analogous physical problem of the motion of a particle of unit 
mass in a n dimensional conservative force field. The function to be minimized is considered to represent 
the potential energy of the particle. A simple Euler forward-Euler backward ("leap-frog") numerical 
scheme is used to integrate the equations of motion and is applied in such a way that for strictly convex 
functions a sufficient condition for descent is met at each time step. This results in the method being 
convergent to the unique optimal solution. The performance of an algorithm, LFOPC, embodying this 
method, is compared with that of Powell's well established conjugate gradient algorithm, ZXCGR, when 
applied to three different est functions of extended imensionality. Overall the results are encouraging 
showing the new method to be competitive and reliable. 
1. INTRODUCTION 
This paper is concerned with the problem of finding a local solution to the unconstrained problem: 
minimize F(x); x E R n, (1) 
where F is a twice continuously differentiable objective function, F e C 2. The method developed 
here for solving the above problem requires that only the gradient vector VF(x) be explicitly known. 
It represents an extension of work previously done [1, 2] in which a so-called "dynamic method" 
was developed. This method was based on an argument in which F(x(t)) was considered to 
represent the potential energy of a particle of unit mass at the point x(t) in a n-dimensional force 
field at time t. The original problem is then approached via the associated dynamic problem: solve 
the equations of motion 
subject o initial conditions 
:~(t) = - VF(x(t)) (2) 
x(0) = x0, 
t (0 )  = v0 = 0, (3) 
where xo may be any arbitrarily prescribed starting point. In integrating the above equations using 
a simple "leap-frog" procedure, an interfering strategy, based on energy arguments, was adopted 
which virtually ensures that the potential energy and thus F is systematically reduced. The particle 
is thus forced to follow a trajectory towards a local minimum at x* where we assume the gradient 
vector to be equal to zero. 
The above dynamic approach is similar to that adopted by Incerti et al. [3] in solving nonlinear 
simultaneous equations. They attempt o solve the system 
f (x)  = 0 (4) 
by considering the minimization of the function 
F(x) = [I f(x)112 = ~ fi(x) 2. (5) 
i=1 
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In their method, also inspired by classical mechanics, they tackle the minimization problem via 
Newton's second law by considering the following system of second order differential equations: 
/z(t)~(t) + v(t)Yc(t) = -- VF(x(t)), (6) 
where /~(t) represents the mass of the particle in a potential F subject to a dissipative force 
-v(t)Y~(t). The damping coefficient v(t) is a somewhat complicated positive function depending, 
amongst others, on the Jacobian of f and its adjoint matrix. 
The essential difference between the approach of Incerti and his co-workers and that previously 
adopted by the author [1] is that where they achieve dissipation through the damping force 
-v( t )Y~(t) ,  Snyman achieves dissipation by monitoring the kinetic energy of the particle and 
reducing it whenever there is a decrease in kinetic energy along the computed trajectory. By 
adopting heuristic arguments involving conservation of energy considerations, the author shows 
that his strategy gives rise to a high probability of achieving a trajectory in which F is systematically 
reduced. Snyman's method does not suffer from problems resulting from "stiffness" of the system 
(the overdamped case) or from excessive oscillations of the system (the underdamped case) which 
are the two extreme consequences of inappropriate choices for the damping function in the method 
of Incerti et al. 
Experimental results have shown that the author's original dynamic algorithm, LFOP1 ("Leap 
Frog Optimizer version 1"), is indeed a practical, robust and reliable method and that its 
performance is particularly successful for large n. No convergence proof could, however, be 
constructed for this algorithm! With this in mind we now reanalyse the dynamic approach and 
construct a new and improved version, LFOPC, of the dynamic algorithm. This algorithm differs 
substantially from the original algorithm in the way in which descent decisions are made. In 
addition, under suitable conditions, a global convergence proof may be constructed for LFOPC. 
This proof is presented together with numerical evidence indicating that the overall performance 
of LFOPC is competitive if not better than that of the conjugate gradient algorithm ZXCGR [4] 
for three different extended test functions. 
2. DESCENT CONDIT ION FOR THE "LEAP-FROG"  METHOD 
An approximate solution of the equations of motion (2) subject o initial conditions (3) may be 
obtained numerically by applying the so-called "leap-frog" method. This method may be stated 
as follows: 
Given xo, v0 and a time step At > 0, compute for k = 0, 1, 2 . . . .  
xk+ I = x k + VkAt (Euler forward), 
Vk+l = Vk + a,+l At (Euler backward), 
where 
ak = -- VF(Xk) = - VFk. (7) 
It can be shown [1] that for a trajectory computed by (7) the following relationship holds: 
½ IIVk+, II 2 + Fk+, = ½ IIVk II 2 + Fk + 1 [[ ak+l [[ Z(At)2 - ½AxkTH(JDAXk, (8) 
where H is the Hessian matrix = [02F/axiax:], AXk = Xk+j -- Xk and ~ = Xk+~ -- 0AXk, 0 ~< 0 ~< 1. 
Expression (8) may be rewritten as 
AFk = ½ IIVk I[ 2 + ½ IIak+l [2( At)2 _ ½ IIVk+l II 2 -- ½Ax~H (JDAxt. (9) 
Since Vk+~ = Vk + ak+~At, equation (9) may further be simplified to 
AFk = - V~ak+ i At -- ½Ax~H(x)Axk. (10) 
Now clearly, since At > 0, if H is posit ive semidefinite then a sufficient condition for descent, i.e. 
AFk < 0, is 
vkrak+l > 0. (11) 
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Consequently it follows that the basic approach in using the "leap-frog" method in a minimization 
algorithm should be to ensure that for each step taken the sufficient condition for descent (11) is 
met. 
The possibility of satisfying condition (11) at each step is now investigated. For this purpose a 
steepest descent step is introduced. This step is computed as follows: 
V = akAt; 
= Xk + VAt. 
Also set 
i=  -VF(~). (12) 
The relationship of these quantities with respect o the trajectory computed by the "leap-frog" 
method is depicted in Fig. 1. It is further assumed, for the present, that ak # 0, ak+l =4= 0 and that 
H is positive semidefinite. 
It is now necessary to distinguish between three possibilities which may arise in step k to k + 1, 
and to consider the possible action to be taken in each case. 
(i) v~ak+] > 0. In this case the desired descent condition (11) is met and the computation of the 
trajectory according to (7) is continued. 
(ii) vTak+ ] ~< 0 and eTa > 0. In this case the descent condition is not met along the leap-frog 
trajectory whilst it is met along the steepest descent step. Consequently it is possible that Fk+t i> Fk 
but on the other hand it is established that F(R) < Fk. In this case one would prefer to take a step 
intermediate between Axk and R - Xk (see Fig. 1), but with the certainty of achieving descent. This 
may be done successfully, as is later proved in Section 4, by successively setting vk_t = v~_t/2, 
recomputing vk and restarting the step. 
(iii) vTak+l ~< 0 and rcTi ~<0. In this case for both steps the descent condition is not met 
and it follows from (10) that it is possible that Fk+, I> Fk and F(R)>--Fk. This result may 
be interpreted as implying that the time step At, and therefore Ax, is too large since even 
in the direction of steepest descent an increase in the function is possible. A possible remedy 
to this situation is to halve the time step and to restart the step with the original velocity vk. 
It is proved later (see Section 4) that this procedure indeed leads to a situation in which case (iii) 
is avoided• 
It is important o note that, although the steepest descent direction is used in the above argument, 
at no stage, except possibly for the first step (if v0 = 0), is the particle explictly forced to take a 
steepest descent step. 
X k 
• o°. 
• . . .  . . . . . . . .  " . . .  "°.. "~ .~ 
_ _ )  ............... : - . . .  
xk +vAt*  x ~ ~e~ . . . . . . . .  ,,.. 
X k + VkAt=Xk ÷1 
Fig. I 
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3. THE ALGORITHM 
In the previous section an argument has been presented for a modified leap-frog procedure, 
which attempts to meet the sufficient condition for descent in all possible cases which may arise. 
This argument is now embodied and formalised in the following algorithm. 
LFOPC 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
Assume xo, At and e given, k = -1 .  
Compute ao = -VF(xo),  set Vo = aoAt. 
Set k = k + 1. 
Set Xk+~ = Xk + VkAt. 
Compute ak+l = --VF(Xk+l). 
If II ak+l I[ < E, stop; otherwise go to 7. 
If vTak+l >0,  set Vk+~ =Vk+ak+l At and go to 3; otherwise go to 8. 
Set ~ = akAt, ~ = Xk + ~At and compute i = - VF(~). 
If ~Ti~<0, set At =~At, Vk+l =VK, Xk+l =Xk and go to 3; otherwise go to 10. 
10. Set XK+I =Xk, Vk=½[Vk ~] = I - -  ~Vk-~,Vk+t  =vk+akAt  and go to 3.  
The algorithm terminates when 
II VFk II = II ak II < ~, (13) 
where E is a small specified positive number. 
4. CONVERGENCE OF THE NEW METHOD 
Theorem 4.1 
If the method defined by LFOPC is applied to a convex function then either ak--0 for some 
k, or Fk--* - -~ ,  or vkTak+ 1 --* 0. (The latter possibility implies that either ak--* 0 or Vk ~ 0, which also 
implies ak--* 0, or the trajectory tends to one in which the velocity is orthogonal to the direction 
of steepest descent.) 
Proof. I f  ak = 0 then a global optimal solution has been reached and the method terminates. In 
what follows it is assumed that ak 4= 0 for all k. As pointed out before three possible cases may 
arise per step. 
We show that in each case AF < 0 for the step eventually taken. Thus either F, --. - ~ or if F 
is bounded below, then AFk--* 0. 
Case (i): V~ak+j >0.  Since by (10) AF,=--V~ak+lAt-½Ax~HODAxk and H is positive 
semidefinite, because F is convex, it follows that AFk < 0 as required. 
Case (ii): V~ak+l ~< 0 and ~Ti > 0. Here 
and 
vkTak+ l = [Vk-i + akAt]ra(xk + VkAt) 
= [Vk-i + akAt]ta(xk + [Vk-I + akAt]At), (14) 
~ri = [akAt]ra(xk + iAt) 
= [akAt]Ta(Xk + akAt2). (15) 
Define the function h : R --. R by 
h(2) = [2Vk-i + akAt]Xa(xk + [2Vk_l + a~At]At). 
It now clearly follows, from the conditions pecifying case (iii) and from expressions (14) and (15), 
that 
h(1) = v~ak+l~<0 
and 
h(O)=irl>O. 
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NOW since a is continuous, h is also continuous and there exists a value ~ (smallest root) in the 
interval (0, 1] such that 
h(#)=O and h(2)>0 for 0~<2<#.  
Suppose j is the smallest integer such that 
2-J < #, j>0 ,  
then it is clear that after halving Vk- I, at most, j times (j is finite since # > 0) in step 10 of algorithm 
LFOPC we will have a k' = k + j  such that 
v~,ak,+l = h(2- J )  > 0, 
and therefore AFk. < 0 as required. 
Case (iii): Vk~ak+l ~< 0and ~Ti ~< 0. The first condition may be written as 
v~ak+~ = [Vk_~ + akAt]Ta(Xk +vkAt) ~< 0 
= V~_ la(xk + vkAt) + a~a(xk + VkAt)At. (16) 
Define the function p: R ~ R by 
p(~.) = VkT-la(Xk + Vk2) + a~a(xk + Vk2)2. 
It follows from (16) that 
Further we have 
p(At) <. o. 
p(0)  = v~_ ~ak > 0, 
since it is assumed that this condition is enforced on all previous steps except he first one. For 
the first step (v~ = 0, v0 = a0At) it follows from the continuity of a(x) that 
p(0 ÷) > 0. 
Now since a is continuous, p is also continuous and there exists a value 0 in the interval (0, At] 
such that 
p (0 )=0 and p(2)>0 for 0<2<0,  
that is, 0 is the smallest root o fp  in the interval (0, At]. Supposej is the smallest integer such that 
At2-J < 0, j>0 ,  
then it is clear that after halving At, at most, j times (j is finite since 0 > 0) in step 9 of algorithm 
LFOPC we will have a k' = k + j  such that 
and therefore again AFk, > 0 as required. 
Having now established that AF < 0 for all three possible cases, it follows that either Fk ~ -- ~ ,  
or if F is bounded below we must have AFk ~ 0. Since by (10) AFk = --V~ak+l At --½AxkH(~)Axk 
and H is positive semidefinite, the result that V~ak+~ > 0 for each step taken implies that a necessary 
requirement, in the case of a bounded F, is that 
v~'ak+ ~ --* O, (17) 
which completes the proof. 
Result (17) implies three possibilities. Either (i) ak--* 0; or (ii) vk ~ 0 in which case again ak ~ 0 
since Vk+l = Vk + ak+lAt; or (iii) if neitber (i) or (ii) occurs then vk and ak+1 will tend to be orthogonal 
to each other giving rise to a "spiralling" descending trajectory which, since H is positive 
semidefinite may not converge to x*. 
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By tightening the condition imposed on H the following global convergence result may be 
obtained: 
Corollary 
If the method efined by LFOPC is applied to a function for which H is positive definite (which 
implies that Fis strictly convex), then ak ~ 0 which implies that Xk --} X* the unique optimal solution. 
Proof. If H is positive definite then for AFk to tend to zero a further necessary requirement, which 
follows from (10), is that Axk --} 0. Since AXk = VkAt and At > 0 this implies that Vk "} 0. This in turn, 
by (7), implies that ak--} 0. 
Thus finally, since F is strictly convex, it follows that Xk--} X* the unique optimal solution. 
5. PRACTICAL IMPLEMENTATION AND NUMERICAL RESULTS 
A FORTRAN IV programt was written which embodies algorithm LFOPC of Section 3 and 
requires the storage of only eight vectors of dimension . For the practical implementation f the 
algorithm two slight modifications were required. First of all, to reduce the possibility of overflow 
caused by a too large initial stepsize and to select a suitable initial time step, the program initially 
tests whether the first calculated stepsize is larger than a certain prescribed maximum stepsize 
(MAXSTEP). If so, At is halved and the program restarts. MAXSTEP was set at the value 1000 
throughout the execution of numerical tests. 
Secondly, to allow for the possibility of an excessive reduction of the time step during the initial 
(and steep) part of the trajectory, allowance is made for the magnification of At if a successful step 
[case (i) in Section 2] is carried out. However, to allow for the case where, due to an extreme initial 
reduction of the time step, the current time step is so small that in spite of magnification the 
algorithm persists in consecutively taking successful but very small steps, one must also allow for 
a drastic increase in the magnification factor should such a situation prevail. A reasonable strategy 
is therefore to use a magnification factor PAR = (1 + Nr), 6 > 0, where N is the number of 
consecutive successful steps taken, i.e. N is stepped up whenever case (i) occurs. If case  (iii) occurs 
N is set to zero and if case (ii) occurs N is left unchanged. A value of 6 = 0.001 was used throughout. 
The starting value for At was taken as 0.5. 
A number of simple numerical tests were carried out to obtain some assessment of the 
performance of the new algorithm. The test functions used are listed below. 
The extended Rosenbrock functions 
n--I 
F(x) = ~ [100(xi+l -- x~) 2 + (1 - xi)2]. 
i=1 
The minimum of this function is located at x* = (1; 1; 1; . . .  ; 1) 7 with minimum value F(x*)= 0. 
The starting point used was x0 = ( - 1, 2; 1; - 1, 2; 1;...)7. 
The homogeneous quadratic functions 
x* =(0;0;0; . . . )T,  
F(x) = ~ ixL 
i=l 
F(x*)=0,  x0=(3; 3; 3; ...)7. 
Oren's power functions 
X* = (0; 0; 0; . . .)T, F (X* )=0,  X0=(3 ;3 ;3 ; . . . )T .  
These three functions may be considered as representative of the extreme topographic situations 
which may arise. 
tA listing of this program is available from the author on request. 
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For purposes of comparison the tests were also performed using the subroutine ZXCGR [4], 
which is based on Powell's [5] conjugate gradient algorithm. The programs were compiled 
using IBM's FORTRAN G compiler and all computations were performed in double precision on 
a National Advanced System AS/3000, an IBM plug compatible computer. In the execution of 
the programs all intermediate output was suppressed and the CPU times required for convergence 
were recorded. The termination criterion in all cases was IJ VF II < 10 -5. For the different functions, 
the CPU times required for convergence of the different algorithms are plotted as functions of 
the dimension of the problems in Figs 2-4. The maximum dimensions considered here are 
large in comparison with those usually reported in the literature. Because of its possible 
interest counters were also used in LFOPC to determine the proportion in which cases (i), (ii) and 
(iii) occurred. For the Rosenbrock problem successful steps [case (i)] occurred (as n increased 
from 10 upwards) in 86-91% of the instances. Total failures [case (iii)] made up only 3-2% of the 
total and the intermediate case (ii) 8-6%. In the latter case it happened that in 84-96% of these 
instances the next step was successful after halving Vk-1 only once in step 10 of algorithm LFOPC. 
For the quadratic and Oren's functions the corresponding figures (for n increasing from 100 
upwards) are 
quadratic: (i) 67-88%, (ii) 30-9%, (iii) 3-2%, 
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with 90-97% successful steps following in case (ii) after a single reduction of Vk-I in step 10 of 
LFOPC; 
Oren's: (i) 75-88%, (ii) 24-10%, (iii) 1-2%, 
with 84-90% of the instances in case (ii) resulting in successful steps after a single application of 
the velocity reduction step. In all the above experiments it was never necessary to halve vk_ 1 more 
than 4 times successively in order to obtain a resultant successful step. The above results eem to 
indicate that the algorithm enforces a natural path with an almost insignificant tendency to 
explicitly change towards the direction of steepest descent. 
Overall, for the problems considered, the performance of LFOPC appears to be superior and 
definitely competitive with that of the well established conjugate gradient program ZXCGR. The 
reliability of the LFOPC algorithm is indicated by the fact that convergence was obtained in all 
cases considered. 
In fairness one should point out that the evaluation of the gradient components are relatively 
inexpensive for the problems considered here, and this situation favours the dynamic method. It 
is usual, when comparing different methods, to consider the number of gradient and function 
evaluations required by the respective methods rather than the execution times. Here, however, the 
dynamic method requires only gradient evaluations whereas the conjugate gradient algorithm 
requires gradient and function evaluations and performs a line search procedure, making a 
comparison on the grounds of practical CPU times required for convergence more acceptable. 
Nevertheless we list in Table 1 the required gradient and gradient-cum-function evaluations 
required respectively for some typical cases considered. 
It is clear from this table, as it is from Figs 2-4, that the relative performance of LFOPC 
improves with increase in n. 
6. CONCLUSION 
The algorithm LFOPC presented here and requiring only gradient information appears to 
perform well for large problems where the evaluation of the components of the gradient vector is 
relatively inexpensive compared to that of the function itself. This feature of the method seems to 
suggest that this algorithm may be ideally suitable for solving boundary value problems in partial 
differential equations by discretization, where a least squares approach is adopted in solving the 
resultant finite difference quations (linear or nonlinear). In many cases, to achieve the necessary 
accuracy, the number of discretization points is very large but on the other hand the finite difference 
equations usually couple only a few variables, mainly those at and adjacent to the point at which 
the finite difference approximation is applied. If we consider the function to be minimized as being 
the sum of the squares of the residues of the difference quations then the evaluation of the 
individual components of the gradient vector is relatively inexpensive making the implementation 
of the dynamic method highly desirable. 
Finally, the gradient only feature of the method also allows for the solution of large systems of 
linear equations A x = b, where A is positive definite, by applying the Hestenes-Stiefel approach 
[6] which permits the use of the very simple gradient vector VFk = A Xk --  b. 
Table 1 
LFOPC ZXCGR 
n srad.evals grad.-cum-functevals 
Rosenbrock 100 1782 1023 
200 2790 1903 
300 3806 2798 
400 4691 3742 
500 5737 4605 
Quadratic I O0 286 I 13 
1000 714 375 
1500 872 460 
2000 983 532 
Oren 100 275 93 
I000 540 347 
2000 694 477 
3000 842 653 
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