Abstract-Network intrusion detection aims at distinguishing the attacks on the Internet from normal use of the Internet. It is an indispensable part of the information security system. Due to the variety of network behaviors and the rapid development of attack fashions, it is necessary to develop fast machine-learning-based intrusion detection algorithms with high detection rates and low false-alarm rates. In this correspondence, we propose an intrusion detection algorithm based on the AdaBoost algorithm. In the algorithm, decision stumps are used as weak classifiers. The decision rules are provided for both categorical and continuous features. By combining the weak classifiers for continuous features and the weak classifiers for categorical features into a strong classifier, the relations between these two different types of features are handled naturally, without any forced conversions between continuous and categorical features. Adaptable initial weights and a simple strategy for avoiding overfitting are adopted to improve the performance of the algorithm. Experimental results show that our algorithm has low computational complexity and error rates, as compared with algorithms of higher computational complexity, as tested on the benchmark sample data.
I. INTRODUCTION
With the development of the Internet, information security is of increasing importance. Information security on the Internet includes the following.
1) Protection:
The information system is protected automatically to avoid security violations that are called intrusions. 2) Detection: Security violations are detected when they occur. 3) Reaction: Reactions, such as automatic alarm or pursuit of hackers, are performed when the system is intruded. 4) Recovery: The information system automatically repairs the damage caused by an intrusion.
Intrusion detection is a crucial part of information security. Only if intrusions are correctly detected can the subsequent reaction and recovery be implemented.
A. Definition and Categories
There is no standard definition of intrusion detection. Generally, intrusion detection is the detection of network behaviors that violate or endanger network security. Intrusion detection can be treated as a pattern recognition problem-distinguishing between network attacks and normal network behaviors or further distinguishing between different categories of attacks. a) Host-and network-based detections: As far as the data source is concerned, intrusion detection can be classified into host-and network-based detections [1] . Host-based approaches detect intrusions utilizing audit data that are collected from the target host machine. As the information provided by the audit data can be extremely comprehensive and elaborate, host-based approaches can obtain high detection rates and low false-alarm rates. However, there are disadvantages for host-based approaches, which include the following. 1) Host-based approaches cannot easily prevent attacks: when an intrusion is detected, the attack has partially occurred. 2) Audit data may be altered by attackers, influencing the reliability of audit data.
Network-based approaches detect intrusions using the IP package information collected by the network hardware such as switches and routers. Such information is not so abundant as the audit data of the target host machine. Nevertheless, there are advantages for networkbased approaches, which include the following.
1) Network-based approaches can detect the so-called "distributed" intrusions over the whole network and thus lighten the burden on each individual host machine for detecting intrusions. 2) Network-based approaches can defend the machine against attack, as detection occurs before the data arrive at the machine.
b) Misuse and anomaly detections:
Intrusion detection is divided into misuse and anomaly detections [1] , [10] . Misuse detection utilizes signatures of attacks to detect intrusions by modeling attacks. Misuse detection has high detection rates for the well-known intrusions but fails to detect novel intrusions. Anomaly detection is based on the models for normal behaviors. Any deviation from the constructed models of normal behaviors is considered an anomaly [21] . As it is difficult to precisely model all normal behaviors, it is easy for anomaly detection to mistakenly classify normal behaviors as attacks.
B. Related Work
In the following, we review the related work, focusing on the types of algorithms that are described in the literature.
1) Statistics-Based Approaches: Denning [2] proposes a statistical method for intrusion detection. According to audit data, a profile is constructed to describe a given subject (network user) or a given object (task). Several metrics are defined for the profiles. The Gaussian models of the metrics are constructed to detect intrusions. Li et al. [14] utilize statistical characteristics of n-grams to detect intrusions in the host system. Vigna and Kemmerer [26] use data that are sourced from network nodes, rather than the audit data, to construct profiles, enlightening the research on network-based intrusion detection.
Some researchers propose more complex metrics and statistical models. Qu et al. [27] analyze the attacks to routing protocols by estimating the frequency of each event related to a protocol and propose a metric to describe similarity between the observed event distribution and the expected distribution. It is assumed that the metric obeys the chi-square distribution. Ye et al. [28] extract an event frequency vector and then measure the chi-square distance between this vector and the expected frequency vector. It is assumed that the distance obeys the standard Gaussian distribution. Li and Manikopoulos [13] propose some representative parameters of IP data flow, and they model the parameters using a hyperbolic distribution.
So far, we have discussed static data models. Dynamic data models are also used. Caberera et al. [29] assume that the first derivative of the number of observed events in a time segment obeys the Poisson distribution, from which the Kolmogorov statistical values are extracted to measure the dissimilarity between observation network and 1083-4419/$25.00 © 2008 IEEE normal behavior signals. Ye et al. [30] represent a sequence of events in time order as a Markov stochastic process. The joint probability for a particular sequence of events is used to distinguish between normal network behaviors and intrusions. In recent years, the hidden Markov model has been used in intrusion detection based on host audit data [31] , [32] .
2) Data-Mining-Based Approaches: Data mining is used in intrusion detection [8] , [11] . Lee et al. [11] use data-mining techniques to construct rules describing normal network behaviors. The rules include association rules that describe frequency associations between any two fields of the network record database and also frequent episodes that describe the frequency with which a field takes a certain value after two other fields have particular values in a definite time interval. Deviations from these rules indicate an attack on the network. Han et al. [34] analyze the content for network data packages and use the data-mining techniques to acquire attack signatures. Qin and Hwang [35] propose an approach, which dynamically omits some nonfunctionary frequentepisode rules, as a supplement to the data-mining-based approaches. Otey et al. [52] propose a general-purpose outlier detection algorithm that works on mixed attribute data in distributed settings. Furthermore, they extend their algorithm to handle dynamic and streaming data sets.
3) Supervised Learning-Based Approaches: Recently, methods from machine learning and pattern recognition have been utilized to detect intrusions. Supervised learning and unsupervised learning are both used. In this section, we review the supervised-learning-based methods, and the unsupervised learning-based methods are reviewed in Section I-B4.
For supervised learning for intrusion detection, there are mainly supervised neural network (NN)-based approaches [17] , [24] , and support vector machine (SVM)-based approaches [7] , [25] . a) NN-based approaches: Bonifacio et al. [36] propose an NN for distinguishing between intrusions and normal behaviors. They unify the coding of categorical fields and the coding of character string fields in order to map the network data to an NN. Rapaka et al. [37] use execution numbers of system calls in a host machine as the features of network behaviors to train the NN. Zhang et al. [24] propose an approach for intrusion detection using hierarchical NNs. Han and Cho [38] use evolutionary NNs to detect intrusions. b) SVM-based approaches: Mukkamala et al. [39] , [40] use SVMs to distinguish between normal network behaviors and intrusions and further identify important features for intrusion detection. Mill and Inoue [41] propose the TreeSVM and ArraySVM for solving the problem of inefficiency of the sequential minimal optimization algorithm for the large set of training data in intrusion detection. Zhang and Shen [25] propose an approach for online training of SVMs for real-time intrusion detection based on an improved text categorization model.
Aside from the aforementioned supervised-learning-based approaches for intrusion detection, decision tree [42] and discriminant analysis [43] are applied to detect intrusions. Comparisons between different classifiers and fusion of multiple classifiers for intrusion detection are studied in [1] , [19] , and [44] .
4) Unsupervised Learning-Based Approaches: Supervised learning methods for intrusion detection can only detect known intrusions. Unsupervised learning methods can detect the intrusions that have not been previously learned. Examples of unsupervised learning for intrusion detection include K-means-based approaches and self-organizing feature map (SOM)-based approaches [3] , [9] . a) K-means-based approaches: Guan et al. [45] propose a K-means-based clustering algorithm, which is named Y -means, for intrusion detection. Xian et al. [46] combine the fuzzy K-means method and a clonal selection algorithm to detect intrusions. Jiang et al. [47] use the incremental clustering algorithm that is an extension of the K-means algorithm to detect intrusions.
b) SOM-based approaches:
Hoglund et al. [48] extract features that describe network behaviors from audit data, and they use the SOM to detect intrusions. Kayacik et al. [9] propose a hierarchical SOM approach for intrusion detection. Specific attention is given to the hierarchical development of abstractions, which is sufficient to permit direct labeling of SOM nodes with connection type. Sarasamma et al. [21] propose a hierarchical SOM for intrusion detection. They use the classification capability of the SOM on selected dimensions of the data set to detect anomalies. Their results are among the best known for intrusion detection.
Previous discussions review the related work. Current approaches for intrusion detection have the following two problems.
1) Current approaches often suffer from relatively high false-alarm rates, whereas they have high detection rates. As most network behaviors are normal, resources are wasted on checking a large number of alarms that turn out to be false. 2) Their computational complexities are oppressively high. This limits the practical applications of these approaches.
C. Our Work
Aiming at constructing an intrusion detection approach with a low computational complexity, a high detection rate, and a low false-alarm rate, in this correspondence, we apply the AdaBoost algorithm to intrusion detection [57] . The motivation for applying the AdaBoost algorithm includes the following points.
1) The AdaBoost algorithm is one of the most popular machinelearning algorithms. Its theoretical basis is sound, and its implementation is simple. It has been applied to many pattern recognition problems, such as face recognition. However, the application of the AdaBoost algorithm to intrusion detection has not been explored so far. 2) The AdaBoost algorithm corrects the misclassifications made by weak classifiers, and it is less susceptible to overfitting than most learning algorithms. Recognition performances of the AdaBoost-based classifiers are generally encouraging. 3) Data sets for intrusion detection are a heterogeneous mixture of categorical and continuous types. The different feature types in such data sets make it difficult to find relations between these features. By combining the weak classifiers for continuous features and the weak classifiers for categorical features into a strong classifier, the relations between these two different types of features are handled naturally, without any forced conversions between continuous and categorical features. 4) If simple weak classifiers are used, the AdaBoost algorithm is very fast. In our AdaBoost-based algorithm for intrusion detection, decision stumps are used as weak classifiers. The decision rules are provided for both categorical and continuous features. Special provision is made for overfitting. Experimental results show that our algorithm has low computational complexity and error rates, as compared with algorithms of higher computational complexity, as tested on the benchmark sample data.
The remainder of this correspondence is organized as follows. Section II gives an overview of our algorithm. Section III describes in detail our AdaBoost-based intrusion detection algorithm. Section IV analyzes the computational complexity of our algorithm. Section V illustrates the experimental results. The last section summarizes the correspondence.
II. OVERVIEW OF OUR ALGORITHM
According to the characteristics of the AdaBoost algorithm and the characteristics of the network intrusion detection problem, the framework of our approach consists of the following four modules: feature extraction, data labeling, design of the weak classifiers, and construction of the strong classifier, as shown in Fig. 1 . a) Feature extraction: For each network connection, the following three major groups of features for detecting intrusions are extracted: basic features of individual Transmission Control Protocol (TCP) connections, content features within a connection suggested by domain knowledge, and traffic features computed using a 2-s time window [23] . The framework for constructing these features can be found in [10] .
b) Data labeling: Because the AdaBoost algorithm uses supervised learning, a set of data has to be labeled for training. This labeled data set should contain both normal samples labeled as "+1" and attack samples labeled as "−1." We explain two points: 1) In contrast to misuse detection, which utilizes signatures of attacks to detect intrusions, and anomaly detection, which detects intrusions by modeling normal behaviors, as mentioned in Section I-Ab, our algorithm models both attacks and normal behaviors to detect intrusions. 2) It is hard to obtain a large amount of labeled data in realistic settings. In our previous paper [54] , we propose a hierarchical graph-theoretic clustering active learning algorithm for automatically selecting highly informative data for people to label under the condition that a small number of labeled samples are ready for use. c) Design of weak classifiers: The AdaBoost algorithm requires a group of weak classifiers designed beforehand. An individual weak classifier is simple and easy to implement. Its classification accuracy is relatively low.
d) Construction of the strong classifier: A strong classifier is obtained by combining the weak classifiers. The strong classifier has higher classification accuracy than each weak classifier.
A strong classifier is trained using the sample data. Then, a new network connection, which is represented by the three groups of features introduced in a) earlier, is input to the strong classifier and is classified as either "normal" or "attack" as the detection result.
III. METHODOLOGY
It is the construction of weak classifiers that mainly influences the computational complexity of AdaBoost. LogitBoost and Gentle AdaBoost algorithms employ recursion to construct weak classifiers; thus, their computational complexities are comparatively high. The continuous AdaBoost algorithm estimates weighted conditional probabilities, and all samples are checked in each iteration; therefore, the computational complexity of the algorithm is also comparatively high. In a discrete AdaBoost algorithm, the optimal weak classifier in each iteration is chosen from a group of weak classifiers; for that reason, its computational complexity is comparatively low. Therefore, we select the discrete AdaBoost algorithm to learn the classifier. In this section, we describe the technical details of our algorithm, including the construction of the weak classifiers, the choice of initial weights, and the handling of overfitting.
A. Weak Classifiers
Classification algorithms in common use, such as K-neighbors, supervised neural networks, and SVMs, can be used as weak classifiers. In our algorithm, we select decision stumps [49] as weak classifiers. A decision stump is a decision tree with a root node and two leaf nodes. For each feature in the input data, a decision stump is constructed. The following points support our selection of decision stumps as the weak classifiers: 1) the model that decision stumps use is very simple; 2) there is only one comparison operation in each decision stump for testing a sample; thus, the test time for each decision stump is very low; and 3) the decision stumps for continuous features and the decision stumps for categorical features can be constructed in a similar way, such that the strong classifier can easily combine the information from continuous and categorical features in the next step.
a) Decision stumps for categorical features: A categorical feature f can only take finite discrete values. A decision stump corresponds to a partition of the range of f into two nonoverlapping subsets C f p and C f n . Let X be the feature vector, and X f be the component of X, which corresponds to feature f . Then, the decision stump corresponding to C f p and C f n is described as
Let ε
denote the false-classification rates of the decision stump h f for normal and attack samples, respectively. The optimal subsets C f p and C f n that correspond to the optimal decision stump h f are determined by minimizing the sum of the false-classification rates for the normal and attack samples
b) Decision stumps for continuous features: For a continuous feature f , given a segmentation value θ, a decision stump h f can be constructed as
where X f denotes the component of feature vector X, which corresponds to feature f . The optimal segmentation value θ corresponding to the optimal decision stump h f is determined by minimizing the sum of the falseclassification rates for normal and attack samples.
B. Algorithm
In the AdaBoost algorithm, weak classifiers are selected iteratively from a number of candidate weak classifiers and are combined linearly to form a strong classifier for classifying the network data. Let H = { h f } be the set of constructed weak classifiers. Let the set of training sample data be { (x 1 , y 1 ), . . . , (x i , y i ) , . . . , (x n , y n )}, where x i denotes the ith feature vector; y i ∈ {+1, −1} is the label of the ith feature vector, denoting whether the feature vector represents a normal behavior or not; and n is the size of the data set. Let {w 1 , . . . , w i , . . . , w n } be the sample weights that reflect the importance degrees of the samples and, in statistical terms, represent an estimation of the sample distribution. The AdaBoost-based algorithm for intrusion detection is described as follows.
Step 1) Initialize weights w i (1) (i = 1, . . . , n) satisfying n i=1 w i (1) = 1. The initialization is further described in Section III-C.
Step 2) Observe the following for (t = 1, . . . , T ). a) Let ε j be the sum of the weighted classification errors for the weak classifier h j
where
Choose, from constructed weak classifiers, the weak classifier h(t) that minimizes the sum of the weighted classification errors
b) Calculate the sum of the weighted classification errors ε(t) for the chosen weak classifier h(t). c) Let
d) Update the weights by
where Z(t) is a normalization factor
Step 3) The strong classifier is defined by
α(t)h(t)(x) .
We explain two points: 1) By combining the decision stumps for both categorical and continuous features into a strong classifier, the relations between categorical and continuous features are handled naturally, without any forced conversions between continuous and categorical features. This is the main reason why our AdaBoostbased algorithm obtains good results for intrusion detection. 2) For the AdaBoost algorithm, it has been proved that the weighted classification error rate for the strong classifier converges to zero as the number of iterations increases [6] , [51] , i.e., when T → ∞,
provided that the misclassification rates for the weak classifiers are less than 50%. The decision stumps minimize the sum of the false-classification rates for normal and attack samples. It is guaranteed that the misclassification rates for the selected weak classifiers are lower than 50%; this ensures the convergence of the algorithm. As we focus on the application of the AdaBoost algorithm to intrusion detection in this correspondence, we only briefly discuss the convergence of our algorithm. Rudin et al. [51] make a thorough study of the convergence properties of the AdaBoost algorithm. Readers may refer to [51] for details.
C. Adjustable Initial Weights
The initial weights (w i (1) (i = 1, . . . , n) ) reflect the importance degrees of the samples and influence the sum of the weighted errors for the strong classifier. Usually, the initial weights are chosen to be equal: w i (1) = 1/n (i = 1, . . . , n) . In the AdaBoost theory, the uniform initial weights have a strong influence on the mean of the classification errors. This is not very suitable for intrusion detection because it is necessary to reduce the false-alarm rate rather than the mean error: In real applications, almost all behaviors are normal. A high false-alarm rate wastes resources, as each alarm must be checked. In the following, we propose adjustable initial weights to make a tradeoff between the false-alarm and detection rates.
Let n + and n − be the numbers of normal and attack samples in the training set, and let ε + and ε − be the false-alarm and falseclassification rates (the sum of the false-classification and detection rates equals "1") for the normal and attack samples, respectively. Then, a weighted mean ε of the classification errors is defined as follows:
From (11), it is shown that the degrees of punishment to the false-alarm and detection rates are different in the case of the uniform weights. In order to make a tradeoff between the false-alarm and detection rates, the weighted classification rate is written in the following form:
where r is the scale factor that penalizes the false-alarm rate. Correspondingly, the initial weights are defined as follows:
The larger r is, the greater the tendency to reduce the false-alarm rate during learning. By choosing a suitable value for r, the detection and false-alarm rates can be well balanced.
D. Over fitting Handling
In the AdaBoost algorithm, overfitting to some weak classifiers can easily occur [33] , [50] . In our algorithm, we adopt the following simple method to avoid the overfitting: In the first T q iterations, if the sum of the weighted errors for a weak classifier is less than a threshold θ q , it is considered that this weak classifier fits the samples over-well, i.e., overfits the samples. Then, we select, from the weak classifiers for each of which the sum of the weighted errors is not less than θ q , the optimal weak classifier that produces the minimum of the weighted errors compared with other weak classifiers for each of which the sum of the weighted errors is not less than θ q . After the first T q iterations, this correction for overfitting is discarded. The experimental results show that this simple method avoids the overfitting very well.
E. Handling of Noise
There are noise and outliers in the training data set for intrusion detection. We handle them as follows. First, the classifier is trained using the full training data that include noise and outliers. Then, the sample data whose weights are exceptionally high are selected and treated as noise or outliers (as shown in Section III-B, each sample is associated with a weight in the AdaBoost algorithm). Finally, the noise or outliers in the training data are removed, and the classifier is retrained using the new training data. This way, we extend the applicability of the AdaBoost algorithm to intrusion detection. 
IV. COMPUTATIONAL COMPLEXITY ANALYSIS
In the training stage, the computational complexity of the algorithm arises from the construction of the decision stumps and strong classifier. For the construction of the decision stumps, all samples should be searched for each feature; thus, the computational complexity for constructing the decision stumps is O(nM ), where n is the number of samples, and M is the number of features, i.e., the number of decision stumps. There are T iterations for constructing the strong classifier. Therefore, in the training stage of the AdaBoost algorithm, the computational complexity is only O(nT M ). For the SOM-based algorithm or the supervised NN-based algorithms, the computational complexity in the training stage is at least O(n 2 ) or, in the worst case, O(n 2 M 2 ). For the SVM-based and K-means-based algorithms, the complexity of training is at least O(nM log 2 (nM )) or, in the worst case, O(n 2 M 2 ). Thus, the computational complexities of the existing algorithms are higher than the computational complexity of our AdaBoost-based algorithm, particularly when n is very large.
In the testing stage, the computational complexity of our AdaBoost algorithm is also very low. As discussed in Section III-A, there is only one comparison operation in each decision stump for testing a sample; thus, the test time for each decision stump is extremely low. The strong classifier is a combination of decision stumps. As there are T iterations in the construction of the strong classifier, the computational complexity of testing a sample is O(T ). Because T is commonly of the same order as the number of features, the test time for our algorithm is very low.
In short, our AdaBoost-based algorithm possesses the lowest computational complexity in the published learning algorithms for intrusion detection. This property is very attractive and promising because the classifiers for intrusion detection should be retrained very quickly in practice, and fast detection is essential for an effective defense against intrusions.
V. EXPERIMENTS
We utilize the Knowledge Discovery and Data Mining CUP 1999 data set [23] to test our algorithm. This intrusion data set originated from the Lincoln Laboratory, Massachusetts Institute of Technology. It was developed for intrusion detection evaluation by the Defense Advanced Research Projects Agency [19] . Despite some drawbacks mentioned in [18] , it has served as a reliable benchmark data set for many network-based intrusion detection algorithms. In this data set, each TCP/IP connection was labeled, and 41 continuous or categorical features were extracted.
There are four general types of attack in the data set: denial of service (DOS), user to root (U2R), remote to local (R2L), and PROBE. Detailed descriptions of the four general types of attack can be found in [15] and [19] . The numbers of samples of various types in the training set and those in the test set are listed in Tables I and II, respectively. "Others" in Table II represents the attacks whose types do not appear in the training set.
In all our experiments, the parameters are set as follows: T = 40, T q = 5, and θ q = 0.1. In the following, we first introduce the results with adaptable initial weights and overfitting handling, and we then compare the performance of our algorithm with the published performances of the existing algorithms. Table III shows the detection and false-alarm rates for the training and test data sets when uniform initial weights are used and overfitting is not handled. Table IV shows the detection and false-alarm rates when overfitting is not handled, but adaptable initial weights formulated by (13) are used, where r varies from 0 to 1 with the step length of 0.1. It can be seen that, when r is neither too small nor too large, i.e., from 0.3 to 0.7, the results with adaptable initial weights are better than those with uniform initial weights. Table V shows the detection and false-alarm rates for the training and test data sets when the uniform weights are used and overfitting is handled. From the comparison between Tables III and V, it can be seen that overfitting handling improves both the detection and falsealarm rates. Table VI shows the detection and false-alarm rates when overfitting is handled and adaptable initial weights are used. From the comparison between Tables IV and VI, it can be seen that, when the value of r is taken between 0.3 and 0.7, the detection rates with overfitting handling are all higher than those without overfitting handling, and the falsealarm rates with overfitting handling are all lower than those without overfitting handling. Tables III and IV , it can be seen that, when r = 0.5, the detection rate slightly decreases from 90.738% to 90.140%, but the false-alarm rate has a larger decrease from 3.428% to 2.200%. A similar comparison between Tables V and VI shows the TABLE V  RESULTS WITH UNIFORM WEIGHTS AND OVERFITTING HANDLING   TABLE VI  RESULTS WITH ADAPTABLE INITIAL WEIGHTS  AND OVERFITTING HANDLING   TABLE VII  COMPARISON OF DETECTION AND FALSE-ALARM RATES same result. This illustrates that adjustable initial weights are a good way for balancing the detection and false-alarm rates.
A. Initial Weights and Overfitting

B. Selection of r
From a comparison between
In fact, the selection r = 0.5 gives the best balance between the detection and false-alarm rates, as it ensures that we pay equal attention to the detection and false-alarm rates, i.e., the normal and attack samples are equally emphasized at the beginning of the algorithm. If a lower false-alarm rate is requested, we can moderately increase r. For example, when r = 0.7, the false-alarm rate decreases to 0.307% on the test set, but the detection rate simultaneously decreases to 90.04%. This trend is consistent with the theoretical analysis.
C. Comparisons
In the following, we first compare the detection and false-alarm rates of our algorithm with those published ones of the existing algorithms, which are tested on the benchmark data set, and then compare the running speed of our algorithm with the published running speeds of the existing algorithms.
1) Detection and False-Alarm Rates:
The detection and falsealarm rates of our algorithm and those published ones tested on the KDD CUP data set are listed in Table VII . Our results are competitive with others in that the false-alarm rate is kept low without many missed detections.
2) Computational Times: Our AdaBoost-based algorithm is implemented on a Pentium IV computer with 2.6-GHz CPU and 256-MB RAM, using MATLAB 7. The mean training time is only 73 s, using all 494 021 training samples. This is an empirical substantiation that the computational complexity of our algorithm is particularly low. In [12] , the least training times of the SOM and the improved competitive neural network are 1057 and 454 s, respectively, using only 101 000 samples for training. The Bagged C5 algorithm [4] , [20] took slightly more than a day on a machine with a two-processor UltraSparc2 (2-300 MHz) and 512-MB main memories. The random subset selection-dynamic subset selection (RSS-DSS) algorithm [22] needs 15 min to finish the learning process on a 1-GHz Pentium III laptop with 256-MB RAM. In [52] , 8 min is taken for processing the training data in an eight-node cluster, where each node has dual 1-GHz Pentium III processors and 1-GB memory, running Red Hat Linux7.2, whereas 212 min is taken for the algorithm in [53] .
From the aforementioned comparisons, we find that our algorithm has the best running speed, which is an important property in practice. This is consistent with the earlier analysis of computational complexity in Section IV.
D. Limitation
It is noted that the implementation of our AdaBoost-based intrusion detection algorithm is not amenable to incremental learning. When the system changes over time, the newly produced data should be labeled and merged with the previous sample data, and the classifier is retrained using the merged sample data. Although our algorithm has a very low computational complexity, which makes it possible to frequently retrain the classifier, offline learning is still a limitation when it is necessary to adapt to complicated and changing network environments.
VI. CONCLUSION
We have proposed an AdaBoost-based algorithm for intrusion detection. In the algorithm, decision stumps are used as weak classifiers. The decision rules are provided for both categorical and continuous features. The relations between categorical and continuous features are handled naturally, without any forced conversions between these two types of features. A simple overfitting handling is used to improve the learning results. In the specific case of network intrusion detection, we use adaptable initial weights to make the tradeoff between the detection and false-alarm rates. The experiment results show that our algorithm has a very low false-alarm rate with a high detection rate, and the run speed of our algorithm is faster in the learning stage compared with the published run speeds of the existing algorithms. The experimental results illustrate that our algorithm has a competitive performance, as compared with the published intrusion detection algorithms, as tested on the benchmark sample data.
Our future work will focus on the following aspects.
1) We will find new types of weak classifiers to further improve the error rates. 2) We will investigate the application of online versions [55] , [56] of boosting algorithms to incremental learning for network intrusion detection in order to implement online updating of the model in the presence of streaming data.
