Neuromorphic quantum computing by Pehle, Christian & Wetterich, Christof
Neuromorphic quantum computing
Christian Pehle∗
Kirchhoff-Institute for Physics
Heidelberg University
Im Neuenheimer Feld 227, D-69120 Heidelberg
Christof Wetterich†
Institute for Theoretical Physics
Heidelberg University
Philosophenweg 16, D-69120 Heidelberg
We propose that neuromorphic computing can perform quantum operations. Spiking neurons in
the active or silent states are connected to the two states of Ising spins. A quantum density matrix
is constructed from the expectation values and correlations of the Ising spins. As a step towards
quantum computation we show for a two qubit system that quantum gates can be learned as a
change of parameters for neural network dynamics.
It has been suggested that artificial neural networks
or neuromorphic computers can perform the operations
necessary for quantum computing [1, 2]. It has already
been argued that several important tasks within quantum
computation can be performed by neural networks [3–5].
Beyond this, the proposal of [1, 2] suggests that a full
quantum computation may be possible by use of stochas-
tic information in a system of neurons. The present work
proposes for a first time a concrete implementation of
quantum operations by spiking neurons.
We demonstrate three important steps in that direc-
tion:
1. We show that the correlation map [1] from expecta-
tion values and correlations of classical Ising spins
to a quantum density matrix is complete in the case
of two qubits. This means that for every possible
quantum density matrix ρ there exists a probabil-
ity distribution p for the configurations of classical
Ising spins, such that ρ is realised by the correlation
map. This completeness was not proven before.
2. We establish how unitary transformations of ρ cor-
responding to arbitrary quantum gates can be per-
formed by a change of probability distributions p.
3. We describe spiking neurons by a system of differ-
ential equations with parameters W . Expectation
values and correlations of appropriate Ising spins
can be extracted from the dynamics of the inter-
acting neurons. They depend on the parameters
W . We demonstrate that for every given two-qubit
density matrix ρ the system of neurons can adapt
or learn suitable parameters W such that the cor-
relation map of expectation values and correlations
of Ising spins expresses the density matrix.
Our approach centers on the use of expectation values
and particular correlations of Ising spins for the con-
struction of quantum density matrices. Correlated Ising
systems are efficient models for many biological systems
[6]. We concentrate here on two qubits and discuss the
scaling to a higher number of qubits at the end.
The correlation map for a two qubit quantum system
involves six classical Ising spins [1] that are grouped in
two pairs of three Ising spins s
(i)
k . Here i = 1, 2 cor-
responds to the two quantum spins, and k = 1 . . . 3 is
a associated to the three cartesian directions of a given
quantum spin. We can form a real 4 × 4 matrix χ of
expectation values and correlations as
χ00 = 1, χ0k = 〈s(1)k 〉, χl0 = 〈s(2)l 〉, χkl = 〈s(1)k s(2)l 〉. (1)
If we denote by τk, k = 1 . . . 3 the three Pauli matrices
and by τ0 the identity matrix, we can define the U(4)-
generators
Lµν = τµ ⊗ τν , µ = 0 . . . 3, ν = 0 . . . 3. (2)
The bit quantum map organises the expectation values
and correlations (1) into a density matrix
ρ =
1
4
χµνLµν . (3)
(Summation over double indices is implied.) We denote
this map by
f : R4×4 → C4×4, χ 7→ ρ = 1
4
χµνLµν . (4)
The density matrix ρ is a complex hermitian 4×4 ma-
trix with tr(ρ) = 1. A quantum density matrix has to
be positive - all eigenvalues λ of ρ have to obey λ ≥ 0.
This imposes restrictions on the classical probability dis-
tribution p or the expectation values (1) that can realize
a quantum density matrix. These restrictions are called
the ”quantum constraints”.
The states τ = 0 . . . 63 of the classical spin system
correspond to the 26 = 64 configurations of Ising spins
{s(1)1 , s(1)2 , s(1)3 , s(2)1 , s(2)2 , s(2)3 } that can take the values s =
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2FIG. 1. Probabilities corresponding to the density ma-
trices of the pure state ψ+ =
1√
2
(|00〉 + |11〉) and a ran-
domly generated density matrix ρ (A) and their transforma-
tion under a CNOT gate (B). The labels 0 . . . 63 are best
thought of as bit vectors and label the state of 6 classical
spins s
(i)
k , i = 1, 2, k = 1 . . . 3, that is for example 3 is a label
for the spin state [−1,−1,−1,−1, 1, 1]. On the right we show
the 15 = 9 + 2 × 3 spin expectation values 〈s(1)k 〉 and cor-
relations 〈s(1)k s(2)l 〉 corresponding to ψ+ (C) and ρ (D). The
first row contains the three expectation values 〈s(1)k 〉, the first
column the three expectation values 〈s(2)k 〉. The remaining
3 × 3 entries are made up of the correlations 〈s(1)k s(2)l 〉. The
transformed spin expectation values and correlations related
to the density matrices CNOT(ψ+) and CNOT(ρ) are shown
in (E) and (F) respectively.
±1. The probabilistic system is defined by associating to
each τ a probability pτ ≥ 0,
∑
τ pτ = 1. The expectation
values (1) are formed in the standard way, multiplying
the values of (sγ)τ or (sγ)τ (sδ)τ in a given state τ with
pτ and summing over τ . This results in a weighted sum
χk0 = σ
(k0)
τ pτ , χ0k = σ
(0k)
τ pτ , χkl = σ
(kl)
τ pτ , (5)
with signs σ
(a)
τ = ±1 given by
σ(k0)τ = (−1)1+bin(τ)[k], (6)
σ(0k)τ = (−1)1+bin(τ)[3+k], (7)
σ(kl)τ = (−1)1+bin(τ)[k](−1)1+bin(τ)[3+l]. (8)
Here bin(τ) denotes the 6 bit binary representation of a
number 0 . . . 63 and bin(τ)[k] an the entry at index k of
that vector. For the example τ = (1,−1,−1, 1, 1, 1) one
has bin[τ ] = (1, 0, 0, 1, 1, 1), bin(τ)[2] = 0 reads out the
value at the second place and σ
(20)
τ = −1 is the value of
the spin s
(1)
2 in the state τ . We denote this map by
g : R64 → R4×4, p 7→ χ. (9)
The bit quantum map b can be seen as a map from
the classical probability distribution p to the quantum
density matrix,
b = g ◦ f : R64 → C4×4, p 7→ ρ. (10)
It has the property that the particular classical expecta-
tion values and correlations (5) coincide with the expec-
tation values of quantum spins in the cartesian directions,
and the corresponding quantum correlations. The den-
sity matrices can be constructed (or reconstructed) by
use of the particular classical or quantum correlations.
This is analogous to the reconstruction of the density
matrix for photons by appropriate correlations [7–9]. Ex-
amples for probability distributions p realizing particular
quantum density matrices ρ are shown in figure 1.
Our first task is a demonstration that the bit quantum
map b is complete, in the sense that for every positive
hermitian normalized quantum density matrix there ex-
ists at least one classical probability distribution p which
realizes ρ by use of equation (10). For this task it will be
convenient to work with the ”classical wave function” q
which is a type of probability amplitude. Its components
qτ are related to pτ by
pτ =
q2τ∑
τ q
2
τ
. (11)
This defines one further map
h : R64 → R64, q 7→ p = q
2
|q|22
. (12)
Changes of the probability distribution correspond to
rotations of the vector q, with pτ > 0 and
∑
τ pτ = 1
guaranteed by the construction (11). We need to find
for each given density 4 × 4 matrix ρ ∈ C4×4 a vector
q ∈ R64, such that it maps to the density matrix ρ under
the composition b ◦ h. Clearly any such q is not unique.
In order to find one such q we minimize
lρ(q) = |(b ◦ h)(q)− ρ|22 (13)
by gradient descent on q. In order to verify numerically
that this approach works we performed the following test:
Starting with a randomly generated density matrix ρ0,
we iteratively apply the three unitary transformations
CNOT, Hadamard H ⊗ I and rotation R1/8 ⊗ I to ob-
tain density matrices ρi. The quantum gates preserve
the positivity of ρ. Applying them many times leads to a
dense covering to the space of quantum density matrices,
which becomes a full covering if the number of steps goes
to infinity. We further explore the space of ρ by investi-
gating different ρ0. For each ρi we solve the optimization
problem with loss lρi(q) to obtain corresponding vectors
qi. The results of this optimization are shown in figure
2. For all ρi we find vectors q realizing the bit quantum
map b ◦ h with high precision already after rather few
3FIG. 2. Optimization results for finding a vectors qi ∈ R64,
such the loss lρi(qi) (13) is minimized. We generate 10
3 den-
sity matrices ρi by starting from a randomly generated density
matrix ρ0 and iteratively apply three unitary transformations
CNOT, Hadamard H ⊗ I and rotation R1/8 ⊗ I. The opti-
mization is stopped once the loss falls below 10−10. Figure
(A) is a histogram of the resulting final losses, figure (B) is a
histogram of the required iterations.
iterations. We conclude that for for two qubits the bit
quantum map is complete.
Considering one of the vectors q found in this way as
a representation of ρ , our second step asks how a given
unitary transformation of ρ can be represented as a trans-
formation of q. Considering q as a classical probabilis-
tic object, we ask how the classical system can learn a
quantum operation. The goal is to find for any vector
q ∈ R64 a matrix M ∈ R64×64, such that the trans-
formed vector Mq yields the density matrix UρU† re-
lated to ρ by a given unitary transformation U . A sim-
ple ”learning” or optimization goal consists in minimiz-
ing the Frobenius norm between the two density matrices
UρU† = U(b ◦ h)(q)U† ≡ U((b ◦ h)(q)) and (b ◦ h)(Mq),
lU (M) =|U((b ◦ h)(q))− (b ◦ h)(Mq)|22 (14)
Here we use the notation U(ρ) = UρU†.
This minimization can again be implemented using
gradient descent. In figure 1 we show the resulting prob-
abilities
p = h(q), p′ = h(Mq), (15)
as well as the corresponding matrices of expectation val-
ues and correlations
χ = (g ◦ h)(q), χ′ = (g ◦ h)(Mq), (16)
when this minimization procedure is applied to two ex-
ample initial density matrices and their associated q vec-
tors. The unitary transformation U is taken to be CNOT.
We have investigated many different ρ and always found
a satisfactory M with this procedure. Thus the classical
system ”learns” the matrix M necessary for a unitary
quantum gate. We emphasize that M depends on q, such
that Mq = M(q)q is a non-linear map [1].
We finally turn to our third task of implementation by
neuromorphic computing. So far the Ising spins s entered
only indirectly through their state probabilities p adn as-
sociated correlations and expectation values χ. We next
want to study classical systems for which correlations and
expectation values can be determined from temporal av-
erages. In the context of neuroscience there is a long
history of applying spin-glass models to the study of bi-
ological neural networks [6]. The general idea is to con-
sider each biological neuron to have two states active and
silent. A neuron is considered active (or refractory) if it
has produced a spike within a certain sampling time win-
dow and silent otherwise. Within this framework exper-
imental work has been carried out to study pairwise and
higher correlations of biological neurons (e.g. [10, 11]).
One immediate way of obtaining the state probabilities
p is from neural sampling [12, 13]. Since we need only
the expectation values and correlations (1) we directly
focus on these quantities and do not aim to resolve the
probability distributions completely. The six spin vari-
ables s
(i)
k (t) are associated to six particular neurons in a
larger network, with s = 1 if the neuron is active (refrac-
tory) and s = −1 if it is silent. Expectation values can
be formed by measuring the duration of active and silent
states,
〈s(i)k 〉 =
1
T
∫ T
0
s
(i)
k (t)dt, (17)
〈s(1)k s(2)l 〉 =
1
T
∫ T
0
s
(1)
k (t)s
(2)
l (t)dt. (18)
Instead of spin variables s which take values {1,−1},
we want to consider variables z with values in {1, 0},
s = 2z − 1. A given selected neuron has the value z = 1
during the refractory period (active state), and z = 0 oth-
erwise (silent state). We choose a simple so called leaky-
integrate and fire (LIF) neuron model. The model is
specified by 3n state variables vi, Ii, ri, i = 1 . . . n, called
the membrane voltages, synaptic currents and refractory
states. The dynamics has phases of continuous evolution
and jumps or spikes. The continuous evolution obeys the
differential equations
v˙ = (1−Θ(r))(vl − v + I) (19)
I˙ = −I + Iin (20)
r˙ = − 1
trefrac
Θ(r). (21)
Here Θ denotes the Heaviside function and multiplica-
tion in (19) is pointwise for every i separately. Char-
acteristic for a spiking neuron model are the jumps or
discrete changes of the state variables v, I, r at particu-
lar times. Whenever one of the membrane voltages vi
4reaches a threshold (vth)i during the continuous evolu-
tion
vi − (vth)i = 0, (22)
the state variables undergo discontinuous jumps. The
transition equations
v+ = v− + ξ(vr − vth), (23)
I+ = I− +Wrec · ξ, (24)
r+ = r− + ξ, (25)
specify the state before and after the transition, v± =
v(t±), I± = I(t±) and r± = r(t±). Here ξ ∈ Rn is
a binary vector, ξi = 1 for the value of i for which the
threshhold voltage is reached and (22) obeyed, and ξj = 0
for vj 6= (vth)j . In equation (23) the multiplication is
pointwise such that only the voltage of the spiking neuron
changes. In (22-25) vth, vr, vl ∈ Rn are the threshold,
reset and leak potential. Finally Iin is an input current
and Wrec is a matrix in R
n×n which parameterises the
response of the currents Ij of all neurons to the ”firing”
of the spiking neuron i.
Equation (21) specifies a linear decrease of ri until ri =
0 is reached. As long as ri > 0 the neuron is considered
to be active. The neuron remains active for a refractory
period trefrac after its firing at tk. For this period its
voltage does not change,
v˙i([tk, tk + trefrac]) = 0, (26)
as implied by equation (19).
Ising spins s(t) or the associated occupation numbers
z(t) are defined by
z(t) = Θ(r(t)), (27)
which is one during the refractory period and zero oth-
erwise. Six selected neurons define the Ising spins s
(i)
k =
2z
(i)
k − 1 for which the expectation values and correla-
tions (17),(18) define the quantum density matrix ρ by
equations (1)(3).
The last quantity to be specified is the input current
to the n LIF neurons. We model spike input from m
additional input spike sources. At times tl the source
neuron ql fires. The response of the n LIF neurons is
given by
(Iin)j =
∑
l
(Win)j,qlδ(t− tl) ql ∈ 1, . . . ,m. (28)
Here δ(t − tl) is the Dirac delta distribution, such that
we model an immediate response of all n LIF-neurons
to every input spike at tl. The n × m matrix Win ∈
Rn×m parametrises the height of the jump in the currents
Ij upon arrival of a spike at input source ql. In our
experiments the arrival times tl of the input spikes are
the result of m independent Poisson point processes with
rates λq, q = 1 . . .m.
By solving the differential equations with jumps for
given input spikes we can compute zj(t) and therefore
s
(i)
k (t) = 2z
(i)
k (t)− 1. (29)
In the experiments we carried out we took n > 6. The
six spin variables s
(i)
k are recovered by projecting to the
first six components
pi : Rn → R6, (s1, . . . , sn) 7→ (s1, . . . , s6). (30)
Given a density matrix ρ, we can now formulate an
optimization problem for Win,Wrec. One obstacle in do-
ing so is that the jumps introduce discontinuities, which
need to be taken into account. We choose here to solve
this issue by introducing a smooth approximation to the
heaviside function Θ. More specifically we use a fast
sigmoid as in [14] with parameter 1/ = 100. This is
a common way in which spiking neuron models can be
made amendable to gradient descent optimization [14–
17]. The loss function is then
lρ(Wrec,Win) = |ρ− f(χ(pi(s)))|22, (31)
where χ is defined as before (1) by the spin expectation
values and correlations in equations (17-18).
In figure 3 we show the result of the optimization pro-
cess for two density matrices, together with a view of
the resulting recurrent weight matrix Wrec restricted to
the spins s
(i)
k , as well as the spin expectation and cor-
relation matrices χ. The membrane threshold is set to
one, vth = 1, and the leak and reset potentials to zero,
vl = vr = 0. We integrate for T = 10
5 timesteps with
an integration step of dt = 1ms. We choose an input di-
mension of m = 128 and consider n = 64 recurrently con-
nected LIF neurons. We set trefrac = dt (this eliminates
the need to take the equations for the refractory state
into account) and draw the input spikes with poisson
frequency λ = 700Hz. The learning rate of the gradient
descent starts at η = 10 and is exponentially decreased
with decay constant 1/100. The numerical implementa-
tion was done in JAX [18] using simple forward Euler
integration.
For the result of the optimization we plot the fidelity,
which is a common measure to judge how well a given
quantum state is approximated. The fidelity is defined by
F (ρ, σ) = (tr
√√
ρσ
√
ρ)2. Instead of optimizing for the
fidelity directly we minimize the square of the Frobenius
norm |ρ−σ|22. By the Fuchs–van de Graaf inequalities we
know that 1−
√
F (ρ, σ) ≤ 1
2
|ρ− σ|1 ≤
√
1− F (ρ, σ) .
Since the trace norm is in turn bounded by the Frobe-
nius norm the fidelity approaches one as the square of
the Frobenius norm goes to zero. Computing the fidelity
directly is computationally more expensive and also has
5FIG. 3. Example training progress (A) for the target density
matrices of the pure state ψ+ =
1√
2
(|00〉 + |11〉) and a ran-
domly generated density matrix ρ. The left side (A) shows the
fidelity as a function of the number of training epochs. The
right displays the corresponding final recurrent weight matri-
ces Wrec (B,C) and spin expectation and correlation matrices
χ (D,E).
the added disadvantage that it isn’t real valued for arbi-
trary complex matrices ρ, σ.
While the learning for the entangled pure state takes
somewhat longer than for the randomly chosen state, it
is clear that after a reasonable learning time the neuronal
dynamics has adapted in order to represent the quantum
density matrix with acceptable fidelity. Combined with
the learning of the unitary quantum gates above one con-
cludes that this type of neural network can learn unitary
transformations for two qubit quantum systems. Details
of an optimal learning algorithm for spiking neural net-
works remain to be worked out.
In this work we focussed on the case of two qubits.
The correlation map can be extended to n-qubits. Using
generators
Lµ1...µn =
n⊗
i=1
τµi µi = 0 . . . 3, (32)
we write the density matrix as
ρ =
1
2n
χµ1...µnLµ1...µn . (33)
The coefficients χµ1...µn are determined by correlating 3n
spins as follows: Write s
(i)
µ (t) = (1, s
(i)
k (t)) with i = 1..n,
k = 1..3 and µ = 0 . . . 3. Define
σµ1...µn(t) = s
(1)
µ1 (t) . . . s
(n)
µn (t), (34)
and
χµ1...µn =
1
T
∫ T
0
σµ1...µn(t)dt. (35)
This procedure involves up to n-point correlations. So
far it has not been proven that for n > 2 the correlation
map is complete, see [1] for some arguments in favor of
completeness. If complete, a n-qubit quantum system
can be represented by correlations of a moderate number
of 3n classical Ising spins.
As n grows it becomes increasingly difficult to evaluate
all necessary correlations that include up to n-point func-
tions. Time averaging of Ising spins representing some
quantity above a threshhold (sj = 1) or below a thresh-
hold (sj = −1) is comparatively economical in this re-
spect. It is sufficient to measure for all Ising spins sj the
times above or below threshold. With t−j = T − t+j one
can use identities of the type
〈sj〉 =
t+j − t−j
T
=
2t+j
T
− 1, (36)
〈sjsi〉 =
2(t++ji + t
−−
ji )
T
− 1, (37)
〈sksjsi〉 =
2(t+++jik + t
+−−
jik + t
−+−
jik + t
−−+
jik )
T
− 1, (38)
where t++ji is the time when both sj and si are above
threshhold and so on.
Nevertheless, the number 22n of elements of the density
matrix grows very rapidly with an increasing number n
of qubits. This issue is common to all approaches which
use at every step of the computation the full informa-
tion about the quantum state. We find it unlikely that
computations by real quantum systems or artificial neu-
rons need the full information contained in the density
matrix ρ. It becomes then an important task to find out
which part of the probabilistic information is involved for
practical questions.
As an example we consider the search for the ground
state energy of the one-dimensional quantum Ising model
with Hamiltonian
H = −J
∑
i=1,...,n
τ
(i)
3 τ
(i+1)
3 − h
∑
i
τ
(i)
1 , (39)
one of the benchmark tasks in [3]. The goal is to find a
density matrix ρ, such that tr(Hρ) is minimized. This
requires only a small subset of the χµ1...µn , namely those
n two-point functions for which µi = µi+1 = 3 and all
other µk = 0, as well as n expectation values for which
µi = 1 and all other µk = 0. For each optimization step
one only needs to extract for n pairs of neighboring spins
the times t
(3)++
i,i+1 and t
(3)−−
i,i+1 , as well as t
(1)+
i . This seems
realistic for a rather large number of qubits n. It remains
to be seen whether an implementation in terms of recur-
rently connected spiking neurons yields good results in
this case.
6The computation of the expectation values χµ1...µn in-
volves purely classical probabilistic settings, as neurons
firing in biological or artificial systems. No low temper-
ature or high degree of isolation of small subsystems is
needed for such a realisation of quantum features. Our
findings are an example how quantum evolution can be
realised by probabilistic classical systems [19, 20].
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