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Group formation is a widespread phenomenon throughout the animal kingdom (groups, herds, schools, flocks). Being in group may reduce the chance to be caught by a predator, increase foraging efficiency, reduce energetic costs, enhance resistance to toxic environmental conditions, facilitate reproduction or set the stage for social life (1) (2) (3) (4) . Groups of animals in general, fish schools in particular, have been studied from the viewpoint of the behavioral algorithms which govern their formation and dynamics at the individual level (6) (7) (8) (9) , or from the viewpoint of more macroscopic properties such as group-size distributions (10) (11) (12) (13) . The probability distribution of group sizes in a given species is an important element to understand the evolution of grouping in that species: in particular, the existence of a typical group size may suggest that such a size has been selected for because it provides an optimal balance between costs and benefits (14, 15) . The notion of optimal group size, however, is problematic: the actual size of a group may be quite different from the size that would be optimal for the group, because it depends on how the group is formed, and on what information and power are available to the parties (16, 17) . This is especially true for large groups, where the decision for an individual to join a group is likely to rest with that individual, so that group size may eventually only be limited by a maximum group size (10) , beyond which an individual is better off alone than in the group. When the maximum size is large, the group size distribution may exhibit a long tail, a possibility that has been overlooked in virtually all studies (12) . Indeed, school size distribution in tropical tuna fish can be well fitted with a truncated power law over 1.5 decades (18) : the number N(s) of caught schools of size s follows N(s) ∝ s − b , where b is a scaling exponent, up to a cutoff size s c (Fig. 1 ). s c sets the scale for the maximum size.
We suggest in this paper that long-tailed (or heavy-tailed) group size distributions, including power law distributions, may be quite generic. In view of this suggestion, one may ask whether there exist generic proximate mechanisms that produce such distributions? A possible answer to this question lies in a simple model of group formation, arguably the simplest possible model based on elementary cues, inspired by a physical model of particle aggregation (18, 19, 20) : this model generates group size distributions that exhibit scaling, that is, power law behavior and slow decay. The model suggests that:
(1) Power law distributions of group sizes result from the basic dynamics of group formation.
(2) Mean size is not well-defined.
(3) The cutoff size, which plays a role similar to that of a maximum size, depends on detailed characteristics of individual behavior or ecological conditions (food availability, predation, etc) that do not modify the scale-invariant properties of the size distribution. Such factors influence only the distribution's cutoff size, its crossover from scale-invariant to rapidly decreasing at large sizes, and possibly its scaling exponent.
(4) Rapidly decreasing distributions are a limiting case of truncated power laws when the cutoff size becomes small.
The continuous process of amalgamation and splitting of diffusing entities leads to a stationary group size distribution under given ecological and behavioral constraints (10, 12) . Previous models accounting for group size statistics have examined by means of gain-loss equations how the balance between aggregation and splitting under various constraints influences stationary size distributions (10-13).
Stability, or instability, results from the competition between aggregation and splitting and their respective characteristic time scales: if splitting is more rapid than aggregation, large groups cannot form. The stability or lack of stability of groups influences the properties of group-size distributions: species with unstable groups tend to be characterized by more rapidly decreasing distributions than species with stable groups.
Why have slowly decaying group size distributions, including scaling laws, been overlooked in the past, although they are present in many models of group size statistics (11, 12, 21) ? Firstly, power law distributions, D(s) ∝ s − b , where D(s) is the probability that a group be of size s (D(s) is a normalized version of N(s)), do not have a well-defined mean when b≤2, a property that may appear non-biological.
Secondly, in his influential review, Okubo (12) determined that any group size distribution should be exponentially decreasing, by applying a maximum entropy principle to the distribution, under the constraint of fixed average size, which implicitly includes the strong assumption that there exists a well-defined mean -and therefore overlooks slowly decaying distributions, such as power laws with b≤2. It is well known to physicists that such a procedure leads to exponential (GibbsBoltzmann) distributions. The detailed balance assumptions, made by Okubo (12) , also result in exponential distributions, but such assumptions are not ethologically justified. Thirdly, long-tailed group size distributions are necessarily truncated at a cutoff size because the population is finite, but truncated power laws must be distinguished from purely rapidly decreasing ones, as they exhibit specific properties (they "violate" the central-limit theorem in practice) (22) (23) (24) .
The rest of the paper is organized as follows: we first introduce the model and some of its variants, and then present group size distribution data in fish and
African buffalos which allow the predictions of the model to be tested.
MODEL

General formulation
The only assumption underlying the model is the tendency of groups of individuals to aggregate when they meet, an extension of "biosocial attraction" (2) (3) (4) 13) . This assumption is clearly minimal for a model of group formation. We neglect a lot of parameters -streams, temperature, migratory trends, habitat structure, etc-to keep the model generic. We assume for modelling purposes that there are N sites, coarse- When an m-group and an h-group move to the same site, they aggregate to form an (m+h)-group. At each discrete time step, each group hops to a new site.
Simulations show that having groups move asynchronously does not alter the results. We first consider a mean-field approach, where each group hops to a randomly selected site. The mean-field model can apply when there is a large variance in the distance that can be covered within a day.
The equation that describes the evolution of the group size s i t at site i at time t is: 
In order to analyze this model, we now assume that the injection terms I i t are independent, equally distributed, positive random variables the exact distribution of which is irrelevant provided it has a finite mean.
Results
Mean-field model with no splitting
In the simplest mean-field model, W ki can be 0 with probability 1-(1/N) or 1 with probability 1/N. We first assume that groups do not split at all. Let us introduce the characteristic function Z 1 ρ, t ( ) of the size distribution D(s,t) at time t (25):
where ... denotes the average over all possible realizations of { W ki } (19, 20) . In the mean-field case, we have
where 
where s inj is the size of a particular realization of the injection. Equation (4) arises simply from randomly assembling groups at t+1. This formula is equivalent to large enough s ( s >> I ) (26) . It can be shown that the steady-state characteristic function is also an attractor of the dynamical process described above, and that any perturbation is absorbed (27, 28) . Simulations confirm that, starting from any initial condition, one converges to the predicted power-law distribution. Because of the constant injection of new individuals, the process is non-stationary and the total number of individuals in the system increases: but this does not prevent a well- 
Mean-field model with splitting
Simple modifications of the model may affect the critical nature of the process, but Let us assume that the total number of individuals, n, is constant over time, that a fraction p of each group is separated from the group at each time step, and that the corresponding pn individuals are reinjected into the N sites. The expectation of the injection is then pn/N. D(s,t+1) is now given by
since it takes a total size s/(1-p) hopping onto the same site to get a size s at that site after the removal of a fraction p (it has been assumed for simplicity that removal of particles occurs after injection). We then obtain
It follows from equation (6) 
provided N is large enough. Solving for N + , we find that The model explains deviations from power-law behavior through several possible modifications which tend to decrease s c . The cutoff size may result from such factors as some heterogeneity in the speed capacities of the individuals in a group, or, more generally, the ability of a group to maintain its integrity over only a certain amout of time, which itself may depend on ecological conditions and individual behavior. The observed cutoff size in the distribution results from the competition between aggregation and breakup, and crucially depends on the time scales associated with aggregation and splitting. For example, the half-life of skipjack tuna schools is likely to be of the order of weeks (32, 33) , whereas other fish (12, 34, 35) are occasional schoolers, whose schools are not maintained beyond a minute. In the first case, a power law distribution is observed up to a cutoff size, while in the second case the distribution is clearly exponential. Some species exhibit an intermediate strategy between school integrity over long time scales and rapid splitting: "pulsating" schools (7) exhibit good cohesion within the day to enhance protection against predators, and splitting in all directions at night (36) .
In a similar vein, Gérard and Loisel (37) have shown that the increase of group size with habitat openness in large mammalian herbivores may simply result from the increased opportunity to perceive congeners as habitat openness increases; this in turn increases the probability of group formation, while more closed habitats tend to lead to the formation of unstable groups, for individuals may lose their groups more easily. The interplay between the aggregation and splitting time scales leads to a shift towards smaller or larger group sizes: habitat openness plays the role of an ecological parameter constraining the dynamics of aggregation.
The model also makes a prediction which may be important for our understanding of animal groups. Depending on environmental conditions, the stability of groups of a given species may vary: for instance, the lack of food (38) , the presence of predators, or bad sea conditions may reduce group stability. If the group size distribution is a truncated power law, and if the model is relevant to explain the origin of the power law, we expect that such factors affect the cutoff size and not necessarily the power index b.
In the previous calculations, it was assumed that all "splitting" individuals were equally redistributed among all sites, but this may not be the case. A group of individuals separating from their group can very well stay together and be reinjected into the system as a whole. The size distribution of splitting groups may also be a parameter on its own and the probability for a group to split may be related to its size and/or to environmental parameters. But such modifications of the model do not destroy scaling properties. Fig. 3 represents the size distribution obtained from simulations of the mean-field model with p=0.01 and a splitting probability equal to 1 for any group with a size greater than a maximum allowed size σ (=20, 50, 80, 100): P split s ( ) = 0 if s≤ σ and P split s ( ) = 1 if s> σ. Although the crossover function f is more complicated than previously, the size distribution exhibits scaling over a certain range that depends on σ, with b=1.5.
Mean-field model with splitting and an attracting site
Introducing a special attracting site, such as a drifting log or an anchored artificial fish-aggregating device (FAD) for fish, or a water hole for mammals, is ethologically relevant and does modify the group size distribution. A special attraction to site 1 can be included into the model by modifying the probabilities of the transition random variables:
η is a parameter that quantifies the strength of attraction to site 1. indicates that there are many large groups, which is more likely to happen in low dimension, where groups have a higher probability of meeting and coalescing.
Therefore, we expect the exponent b to increase with effective dimension, with a maximum value of b=3/2, obtained when there is no spatial constraint on movement. The model on a lattice can be generalized to more complicated and realistic models with, for example, tunable fractal dimension: the space in which animals actually move may not have an integer dimension, so that a whole range of exponents may be expected depending on effective space dimension.
DATA
The data presented in this section are catch per set data for tuna fish and sardinellas, We focus here on two points: (1) whether or not the observed data are consistent with power law distributions, and (2) whether or not space dimension influences the size distribution in a way predicted by the model.
We have identified two cases in which the effective dimension may be less than by an unknown factor. Fig. 8 shows the herd size distribution for the African buffalo (Syncerus caffer) (43) . The consistency between the ordering of exponents in the empirical data and the ordering predicted by the model is remarkable enough that, despite the factors that bias size estimates, it is a strong evidence that the elementary model of aggregation contains the essential ingredients of animal grouping behavior that influence group size distribution. The model suggests that long-tailed group size distributions result from the basic mechanisms of aggregation: there is no need to invoke other mechanisms. Although more data on other animal species are needed, we believe that this model applies to a wide spectrum of cases where group size can be large and aggregation is based on simple cues. Fig. 2 with p=0 .01, n=50000, N=80000 and σ=20, 50, 80, 100. , with a=59 and s c =297.
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