The article introduces a new algorithm for solving a class of equilibrium problems involving strongly pseudomonotone bifunctions with a Lipschitz-type condition. We describe how to incorporate the proximal-like regularized technique with inertial effects. The main novelty of the algorithm is that it can be done without previously knowing the information on the strongly pseudomonotone and Lipschitz-type constants of cost bifunction. A reasonable explain for this is that the algorithm uses a sequence of stepsizes which is diminishing and non-summable. Theorem of strong convergence is proved. In the case, when the information on the modulus of strong pseudomonotonicity and Lipschitz-type constant is known, the rate of linear convergence of the algorithm has been established. Several of experiments are performed to illustrate the numerical behavior of the algorithm and also compare it with other algorithms.
Introduction
The equilibrium problem (briefly, EP) [6, 39] is well known as the Ky Fan inequality early studied in [17, 41] . Mathematically, problem (EP) can be considered as a generalization of many mathematical models such as variational inequality problems, optimization problems, fixed point problems, complementarity problems, and Nash equilibrium problems (see, e.g., [6, 16, 28, 39] ). So, problem (EP) becomes an attractive field in mathematics as well as in applied sciences. In recent years, problem (EP) has been widely studied both theoretically and algorithmically. Some methods for solving problem (EP) can be found, for instance, in [3, 4, 7, 8, 13, 18, 21-28, 34, 35, 37, 40, 42, 44, 45] . One of the most popular methods for solving problem (EP) is the proximal point method (PPM). This method was first introduced by Martinet [36] for monotone variational inequality problems and after that, it was extended by Rockafellar [43] to monotone operators. Moudafi [37] extended further the PPM to EPs for monotone bifunctions. In [27] , Konnov also introduced another version of the PPM with weaker assumptions.
Another notable class of solution methods for solving problem (EP) is given by the so-called descent methods [29, 30] . They are based on the reformulation of the problem (EP) as a global optimization problem through the gap function or D-gap function and the regularization technique. The computations in these approaches often consist of evaluating the gap function at a point and searching the optimization direction based on the exact solution of a convex optimization problem. In recent years, the descent-like methods have been widely and intensively investigated under various types of weaker assumptions imposed on feasible set and cost bifunction, and also to reduce the computational complexity of algorithms (see, e.g., [9, 10, 12, 15] ). Now, we are interested in a method, which is based on the auxiliary problem principle that was early introduced in [18] , and its convergence was also studied. Recently, the authors in [42] have further extended and investigated the convergence of it under different assumptions that equilibrium bifunctions are pseudomonotone and satisfy a certain Lipschitz-type condition [34] . The method in [18, 42] was also called the extragradient method due to the results of Korpelevich [31] on saddle point problems. Another similar method, which is called the two-step proximal method, has been recently considered by the authors in [32] . The main advantage of this method is that it only requires to proceed a value of bifunction at the current approximation. Its convergence was also established under the hypotheses of pseudomonotonicity and Lipschitz-type condition of bifunctions. In recent years, many iterative methods based on the extragradient-like methods have been proposed for solving problem (EP) under various types of conditions (see, for instance [21, 23, 24, 32, 46] and the references therein).
It is emphasized here that the aforementioned extragradient-like methods often use stepsizes which depend on Lipschitz-type constants of equilibrium bifunctions. This means that the Lipschitz-type constants must be the input parameters of used method, and so, the prior knowledge of these constants is a requirement in actual fact for constructing sequences of solution approximations. That fact can make some restrictions in applications because the Lipschitz-type constants are often unknown or difficult to approximate. Very recently, the works in [19, 20] have introduced the two extragradient-like methods (with two proximal-like steps over iteration) for solving strongly pseudomonotone and Lipschitz-type equilibrium problems where their main advantage is that they can be done without the prior knowledge of Lipschitz-type constants and of the modulus of strong pseudomonotonicity.
In this paper, we introduce continuously a new algorithm for solving problem (EP) involving strongly pseudomonotone bifunctions with a Lipschitz-type condition. As in [19, 20] , the new algorithm also can be performed in the case the information on strongly pseudomonotone and Lipschitz-type constant is unknown. This comes from a fact that the algorithm has used a variable sequence of stepsizes which is diminishing and non-summable. A theorem of strong convergence is proved. In the case, when the modulus of strong pseudomonotonicity and Lipschitz-type constants of cost bifunction are known, the rate of linear convergence of the algorithm is established. A notable difference in comparison with the extragradient-like methods in [19, 20] is that the proposed algorithm only uses a proximal-like regularized step per each iteration. In addition, the regularized step in the algorithm has been combined with inertial effects which has been studied recently by several authors (see, for instance, in [1, 2, 11, 33, 38] and the references therein). As the results in [1, 2, 11, 33, 38] , the extrapolation inertial term is intended to speed up the convergence properties. The main advantages of the new algorithm in this paper have been also confirmed by several numerical results.
The remainder of this paper is organized as follows: in Section 2, we recall some definitions and preliminary results used in the paper. Section 3 introduces in details the inertial regularized algorithm and gives an estimate on the sequence generated by the algorithm. Section 4 analyzes the convergence of the algorithm in case the strongly pseudomonotone and Lipschitz-type constants are unknown. When these constants are known, we will establish the rate of linear convergence of the algorithm in Section 5. Finally, in Section 6, we compare the numerical behavior of the new algorithm with the regularized algorithm (without inertial effect) and the extragradient-like ones having the same features proposed in [19, 20] .
Preliminaries
The paper concerns about solving an equilibrium problem in a real Hilbert space H . Let C be a nonempty closed convex subset of H and let f be a bifunction from H × H to the set of real numbers such that f (x, x) = 0 for all x ∈ C. Recall that the equilibrium problem (EP) for the bifunction f on C is to find x * ∈ C such that
Solution methods for solving problem (EP) are often relative to theory of monotonicity of an operator or a bifunction. Now, we recall some concepts of monotonicity of a bifunction (see [6, 39] for more details). A bifunction f : H × H → is called as follows:
(i) strongly monotone on C if there exists a constant γ > 0 such that
(iv) strongly pseudomonotone on C if there exists a constant γ > 0 such that
It is easy to see from the aforementioned definitions that the following implications hold, (i) =⇒ (ii) =⇒ (iii) and (i) =⇒ (iv) =⇒ (iii). The converses in general are not true. We say that a bifunction f : H × H → satisfies Lipschitz-type condition if there exists a real number L > 0 such that [34] ,
where c 1 > 0 and c 2 > 0 are two given constants. Indeed, if condition (LC) holds then by the following relation: Throughout this paper, for solving problem (EP), we assume that bifunction f : H × H → satisfies the following conditions:
(A2) f is strongly pseudomonotone on C with some constant γ ; (A3) f satisfies the Lipschitz-type condition (LC) on H with some constant L; (A4) f (x, .) is convex and lower semicontinuous and f (., y) is hemicontinuous on C.
Note that, under hypotheses (A2) and (A4), problem (EP) has an unique solution, denoted by x * . The Lipschitz-type conditions are often used in establishing the convergence of extragradient-like methods for EPs (see, e.g., [21, 23, 24, 32, 42, 46] 
The proximal mapping of a proper, convex, and lower semicontinuous function g : C → with a parameter λ > 0 is defined by
The following is a property of the proximal mapping (see [5] for more details).
Lemma 2.1
For all x ∈ H, y ∈ C and λ > 0, the following inequality holds,
The following technical lemma will be used to prove theorem of convergence in Section 4.
and there exists a real number θ with 0 ≤ θ n ≤ θ < 1 for all n ≥ 0. Then, the followings hold:
Finally, in any Hilbert space, we have the following result (see, e.g., in [5, Corollary 2.14]).
Lemma 2.3
For all x, y ∈ H and α ∈ , the following equality always holds
Inertial regularized algorithm
This section introduces a new algorithm for solving problem (EP) involving strongly pseudomonotone and Lipschitz-type bifunctions. The algorithm can be considered as a combination of the proximal-like regularized technique and inertial effect. The following is the algorithm in details.
Algorithm 3.1 (Inertial regularized algorithm (IRA)).
Initialization: Choose x 0 , x 1 ∈ C and two sequences {λ n } ⊂ (0, +∞) and {θ n } ⊂ [0, 1].
Iterative steps:
Assume that x n−1 , x n ∈ C are known, calculate x n+1 as follows:
Step 1. Set w n = x n + θ n (x n − x n−1 ) and compute for each n ≥ 1,
Step 2. If x n+1 = w n then stop and x n+1 is the solution of problem (EP). Otherwise, set n := n + 1 and go back Step 1.
Remark 3.3
The main task of Algorithm 3.1 is to compute the proximal mapping in
Step 1. This can be equivalently rewritten as
Under hypotheses (A1) and (A4), from Lemma 2.1 and Remark 2.2, it is easy to see that if Algorithm 3.1 terminates at some iterate n, i.e., x n+1 = w n , then x n+1 is the solution of problem (EP). Throughout the paper, we assume that Algorithm 3.1 does not stop. This means that the sequence {x n } generated by Algorithm 3.1 is infinite. When θ n = 0, Algorithm 3.1 can give us a regularized algorithm with a proximal-like step. As in [1, 2, 11, 33, 38] , when θ n = 0, the extrapolation term θ n (x n − x n−1 ) is called the inertial effect and intended to speed up the convergence properties. This is also illustrated in our numerical experiments in the final part of this paper.
Also, under hypotheses (A2) and (A4), problem (EP) has an unique solution. This unique solution will be denoted by x * in what follows. The following lemma will be used repeatedly in the next two sections.
Lemma 3.4 Suppose that assumptions (A1)-(A4)
hold. Then, the sequence {x n } generated by Algorithm 3.1 satisfies the following estimate,
where
Proof From the definitions of the proximal mapping and of x n+1 , we can write
where f n (x) = λ n f (w n , x)+ 1 2 ||x −w n || 2 . From relation (1) and using the optimality condition, we obtain 0 ∈ ∂f n (x n+1 
Since f (w n , .) is convex, f n (x) is strongly convex with the modulus 1. This implies that
for any g n ∈ ∂f n (x n+1 ). Substituting g n = g * n and x = x * into relation (3) and using relation (2), we get
which together with the definition of f n implies that
Using the Lipschitz-type condition of f and the Cauchy inequality, we obtain that
Since x * is the solution of problem (EP), f (x * , x n+1 ) ≥ 0. Thus, from the strong pseudomotonicity of f , we obtain that f (x n+1 , x * ) ≤ −γ ||x n+1 − x * || 2 . This together with relation (5) implies that
Multiplying both two sides of the last inequality by 2λ n , we obtain
It follows from relations (4) and (6) that
From the definition of w n and Lemma 2.3, we have
It also follows from the definition of w n that
Combining relations (7), (8), and (9), we get
which together with the definitions of M n , N n implies the desired conclusion. Lemma 3.4 is proved.
Remark 3.4
In the case, when f satisfies the condition (MLC) of Mastroeni in [34] with two constants c 1 and c 2 , then we have the following estimate:
Indeed, from relation (4) and the condition (MLC) of f that
we obtain
This together with the fact f (x n+1 , x * ) ≤ −γ ||x n+1 − x * || 2 implies that
Thus,
It follows from relations (8), (9) , and (11) that
which, from the definitions ofM n andN n , is equivalent to relation (10).
Inertial regularized algorithm without prior constants
In this section, we consider Algorithm 3.1 for solving problem (EP) for a bifunction f which is strongly pseudomonotone with some modulus γ (hypothesis (A2)) and satisfies the Lipschitz-type condition (LC) with some constant L (hypothesis (A3)). However, as in [19, 20] , we will establish that Algorithm 3.1 can be done without the prior knowledge of the constants γ and L. This is particularly interesting when those constants are unknown or difficult to approximate. In order to get that result, in Algorithm 3.1, we consider the sequence of stepsizes {λ n } ⊂ (0, +∞) and the sequence of inertial parameters {θ n } ⊂ [0, 1] satisfying the following conditions: 
Theorem 4.1 Under hypotheses (A1)-(A4) and (H1)-(H3)
, then the sequence {x n } generated by Algorithm 3.1 converges strongly to the unique solution x * of problem (EP).
, we obtain 0 ≤ 2θ * 1−θ * < 1. Now let σ be fixed in the interval (
It follows from Lemma 3.4 and relation (12) that, for all n ≥ n 0 ,
where M n and N n are recalled that
Let ϕ n = ||x n − x * || 2 − θ n ||x n−1 − x * || 2 + N n ||x n − x n−1 || 2 . Thus, from the nondecreasing property of {θ n } and relation (13), we obtain that
Moreover, from the definitions of M n , N n+1 , relation (12) , and the facts σ ∈ (
This together with relation (15) implies that
Thus, {ϕ n } +∞ n=n 0 is non-increasing. It follows from the definition of ϕ n that ϕ n ≥ ||x n − x * || 2 − θ n ||x n−1 − x * || 2 , and thus, we obtain for all n ≥ n 0 that
Hence, we get by the induction that
which implies that
It also follows from the definition of ϕ n+1 that ϕ n+1 ≥ −θ n+1 ||x n − x * || 2 , and thus, from relation (17),
Thus, from relation (16), we obtain for all N ≥ n 0 that
Passing to the limit in the last inequality as N → ∞ and nothing that θ * ∈ [0,
which implies that lim
It follows from relation (13) that
Let n = ||x n − x * || 2 , n = N n ||x n − x n−1 || 2 and rewrite shortly inequality (22) as follows:
Note that {N n } is bounded, and thus, from (20) , we obtain that ∞ n=n 0 n < +∞. This together with (23) and Lemma 2.2 implies that lim n→∞ n = * ∈ , i.e.,
It follows from relations (7) and (12) that, for all n ≥ n 0 ,
which, together with (8) and the non-decreasing property of {θ n }, implies that for each n ≥ n 0 ,
Let N ≥ n 0 be fixed. Using the last inequality for n = n 0 , n 0 + 1, . . . , N and summing up these inequalities, we obtain that
Passing to the limit in the last inequality as N → ∞ and using relations (20) , (24) and the boundedness of {θ n }, we obtain that
which, together with hypothesis (H2), implies that lim
In view of relation (24), we see that the limit of ||x n+1 − x * || 2 exists. Thus, lim n→∞ ||x n+1 − x * || 2 = 0 which completes the proof of Theorem 4.1. Now, we consider several corollaries of Theorem 4.1. By choosing θ n = 0, we obtain the following corollary.
Corollary 4.1 Suppose that hypotheses (A1)-(A4) and (H1)-(H2)
hold. Let {x n } be a sequence generated by the following manner: choose x 0 ∈ C and for each n ≥ 0, compute
Then, the sequence {x n } converges strongly to the unique solution x * of problem (EP).
Remark 4.5
In the case when θ n = 0, we see that N n = 0, M n ≥ 0 and 2γ −L √ λ n ≥ γ for all n ≥ n 0 . Thus, it follows from relation (13) that
This is equivalent to ||x n+1 − x * || 2 < 1 1+γ λ n ||x n − x * || 2 . Thus, by the induction, we obtain for each n ≥ n 0 that ||x n+1 − x * || 2 < ||x n 0 − x * || 2 . Hence, as in [19] , we come to the following estimate, for each n ≥ n 0 ,
Next, we consider a special case when problem (EP) is a variational inequality problem (VIP). Let A : H → H be a nonlinear operator. The problem (VIP) for an operator A on C is to find x * ∈ C such that
Recall that an operator A : C → H is called: (i) Lipschitz continuous on H if there exists a real number L > 0 such that ||Ax − Ay|| ≤ L||x − y|| for all x, y ∈ H ; (ii) strongly pseudomonotone on C if there exists a real number γ > 0 such that the following implication holds:
Let f (x, y) = Ax, y − x for all x, y ∈ H . Then, prox λf (x,.) (x) = P C (x − λAx) for all x, y ∈ H and λ > 0, and if A is Lipschitz continuous and strongly pseudomonotone, then assumptions (A1)-(A4) hold for f . Thus, the following corollary follows directly from Theorem 4.1.
Corollary 4.2 Suppose that A : H → H is a strongly pseudomonotone and Lipschitz continuous operator and x * is the unique solution of problem (VIP) for A on C.
Let {x n } be a sequences generated as follows: choose x 0 , x 1 ∈ C and for each n compute w n = x n + θ n (x n − x n−1 ) and Thus, we cannot find any real number α ∈ (0, 1) such that ||x n+1 −x * || ≤ α||x n −x * || for each n ≥ 0. This says that Algorithm 3.1 cannot be linearly convergent. In the next section, we will establish the rate of linear convergence of Algorithm 3.1 when the strongly pseudomonotone and Lipschitz-type constants are known.
Inertial regularized algorithm with prior constants
This section also studies the convergence of Algorithm 3.1 under hypotheses (A2) and (A3). However, unlike the previous section, we consider the case when the modulus of strong pseudomonotonicity γ and the Lipschitz-type constant L are known.
In that case, we establish the rate of linear convergence of Algorithm 3.1. For the sake of simplicity, in Algorithm 3.1, we consider that λ n = λ, θ n = θ for all n ≥ 0. In order to obtain the rate of convergence of the algorithm, we consider the following assumptions:
.
We have the following second main result.
Theorem 5.2 Under hypotheses (A1)-(A4) and (H4)-(H5)
, then the sequence {x n } generated by Algorithm 3.1 converges linearly to the unique solution x * of problem (EP). Moreover, there exists M > 0 such that for all n ≥ 1,
Proof It follows from Lemma 3.4 with λ n = λ, θ n = θ for all n ≥ 0 that
Dividing both two sides of the last inequality by 1 + λ(2γ − L √ λ) > 0, we obtain that
Under hypotheses (H4)-(H5), we see that A > 0, B > 0 and C ≥ 0. Relation (26) can be rewritten as follows:
Now, under hypotheses (H4) and (H5), we will imply that AB ≥ C. Indeed, it follows
. This together with the fact 1 − θ ≤ 1 − θ 2 implies that 2θ
Multiplying both two sides of this inequality by 2 , we come to the following estimate:
Thus, since 2θ
This together with the definitions of A, B, and C is equivalent to the inequality AB ≥ C or AB − C ≥ 0. Thus, from relation (29), we obtain
Therefore, we obtain by the induction that
where M = ||x 1 − x * || 2 + B||x 1 − x 0 || 2 and
Note that from hypothesis (H5), we obtain that α ∈ (0, 1). Theorem 5.2 is proved.
Remark 4.1
In view of Remark 3.4 and the proofs of Theorem 4.1 and 5.2, we can establish the same convergence results for equilibrium problem (EP) with the Lipschitz-type condition (MLC) in [34] under some suitable conditions imposed on stepsize as well as inertial parameter. It is worth mentioning that from the left-hand side of inequality (10), we always need the condition γ > c 2 . This condition was also used in the regularized method (see, e.g., [40, Corollary 2.1]). We leave the proof in details to the readers.
Numerical illustrations
This section presents several experiments to illustrate the numerical behavior of the proposed algorithm (IRA) (Algorithm 3.1) with different parameters, and also to compare with three other algorithms having the same features, namely the regularized algorithm (RA) (see Corollary 4.1), the extragradient method (EGM) presented in [19, Algorithm 1] , and the modified extragradient method (M-EGM) proposed in [20, Algorithm 3.1]. As in [19, 20] , the main advantage of Algorithm 3.1 is that it can be done without the prior knowledge of strongly pseudomonotone and Lipschitztype constants of cost bifunction. This, as mentioned above, comes from the use of sequences of stepsizes being diminishing and non-summable. We use the following five sequences of stepsizes: All the programs are written in Matlab 7.0 and computed on a PC Desktop Intel(R) Core(TM) i5-3210M CPU @ 2.50GHz, RAM 2.00 GB.
Numerical behavior of Algorithm 3.1
This subsection studies the numerical behavior of Algorithm 3.1 on two test problems for different control parameters. The following are the examples in details.
Example 1 In this example, we consider a test problem generalized from the NashCournot oligopolistic equilibrium model in [14, 16] with the price and fee-fax functions being affine. The test problem is described as follows (also, see [19] [20] [21] ): assume that there are m companies that produce a commodity. Let x denote the vector whose entry x j stands for the quantity of the commodity produced by company j . We suppose that the price p j (s) is a decreasing affine function of s with s = m j =1 x j , i.e., p j (s) = α j −β j s, where α j > 0, β j > 0. Then, the profit made by company j is given by f j (x) = p j (s)x j − c j (x j ), where c j (x j ) is the tax and fee for generating x j . Suppose that C j = [x min j , x max j ] is the strategy set of company j , then the strategy set of the model is C := C 1 × C 2 × ... × C m . Actually, each company seeks to maximize its profit by choosing the corresponding production level under the presumption that the production of the other companies is a parametric input. A commonly used approach to this model is based upon the famous Nash equilibrium concept. We recall that a point x * ∈ C = C 1 × C 2 × · · · × C m is an equilibrium point of the model if Find
Now, assume that the tax-fee function c j (x j ) is increasing and affine for every j . This assumption means that both of the tax and fee for producing a unit are increasing as the quantity of the production gets larger. In that case, the bifunction f can be formulated in the form
where q ∈ m and P and Q are two matrices of order m such that Q is symmetric positive semidefinite and Q−P is symmetric negative semidefinite. However, unlike in [23] [24] [25] 42] , we consider here that Q − P is symmetric negative definite. From the
where some γ > 0. This shows that f is strongly pseudomonotone, i.e., (A2) holds for f . Also, from the symmetric property of Q and a straightforward computation, we obtain f (
Thus, f satisfies the condition (LC). The hypotheses (A1) and (A4) are automatically satisfied. A more general form of the bifunction f above has been presented in [42] and hypotheses (A2) and (A3) were also implied in details in [42, Lemmas 6.1 and 6.2] . Then, Algorithm 3.1 can be applied in this case. For experiments, our problem is done in m with m = 100; the feasible set is a polyhedral set, given by
where A is a random matrix of size l × m with l = 10, and the vector b ∈ l + is chosen such that the following point x 0 ∈ C. The starting points are x 0 = x 1 = (1, 1, . . . , 1) T ∈ m . The data are as follows: all the entries of q is generated randomly and uniformly in (−2, 2) and the two matrices P , Q are also generated randomly 1 such that their conditions hold. All the optimization subproblems are 
where Note that g(t) is chosen such that x * (t) = 0 is the solution of the problem. Since the mapping S(x)(t) = 1 0 F (t, s)f (x(s))ds is Fréchet differentiable and ||S (x)h|| ≤ ||x||||h|| for all x, h ∈ H . Thus, a straightforward computation implies that f is monotone (so, pseudomonotone) and satisfies the Lipschitz-type condition. We do not know whether f is strongly pseudomonotone or not?!, but we still wish to make numerical experiments for this example, and a fact that if yes, we also do not need to know the Lipschitz-type and strongly pseudomonotone constants of f . All the optimization problems in the algorithms are reduced to the projections on C which are explicitly computed. The integral in (30) and others are computed by the trapezoidal formula with the stepsize τ = 0.001. The starting points are x 0 (t) = x 1 (t) = t + 0.5 cos t. The numerical results are described in Figs. 5, 6, 7, and 8.
From the aforementioned results, we see that the convergence rate of algorithm IRA depends strictly on the convergence rate of the sequence of stepsize λ n , and that algorithm IRA seems to work better when λ n is more slowly diminishing, and also when inertial parameter θ n is larger. For example, in view of Figs. 1 and 2, after the first 300 iterations, the sequence D(x n ) generated by algorithm IRA with λ n = 1 n+1 approximates 10 −7 while that one with λ n = (n + 1) −0.1 =
is 10 −30 .
Compare Algorithm 3.1 with others
In this part, we present several experiments in comparisons algorithm IRA with others. As mentioned above, we will compare algorithm IRA with three algorithms having the same features as RA, EGM and M-EGM. In comparisons, we use θ n = 0. for all the algorithms. The starting points are the same as in the previous part. Table 1 reports the numerical results for Example 1. In this example, since the solution of problem is unknown, we have used the stopping criterion as D(x n ) ≤ TOL. As in [19, 20] and the previous experiments, it is seen that the convergence rate of the algorithms depends strictly on the convergence rate of sequence of stepsize λ n . So, we choose here the different tolerance TOL which is based the choice of λ n . The comparisons include the number of iterations (Iter.) and the execution time in second (CPU(s)). Table 2 shows the results for Example 2. The stopping criterion is used here as E(x n ) ≤ TOL. In view of Tables 1 and 2 , we see that algorithm IRA works the best in both number of iterations and execution time. Also, it is worth mentioning that algorithm IRA with inertial effects is better than the regularized algorithm RA which works without inertial term. Remark 6.8 The rate of convergence proved in Theorem 5.2 shows that the smaller is the inertial parameter θ, the smaller is the parameter α of the rate. Then, the convergence rate is better when the inertial parameter is not used, i.e., when θ = 0. This contradicts the numerical experiments presented in this section where the algorithm is considered with the sequence {λ n }. This can be due to our bad choice of the rate parameter α (depends on θ ) which originates from the analyzed techniques in the paper. This also suggests for a forthcoming work to study and reanalyze Algorithm 3.1 where we can choose a function α = α(θ) which optimizes the convergence rate of the algorithm.
Conclusions
The paper has proposed a new inertial regularized algorithm for solving strongly pseudomonotone and Lipschitz-type equilibrium problems. The algorithm is a combination between the proximal-like regularized technique and inertial effects. By using a sequence of stepsizes being diminishing and non-summable, the proposed algorithm can be done without the prior knowledge of the modulus of strong pseudomonotonicity and the Lipschitz-type constant of cost bifunction. Theorem of strong convergence has been proved. In the case, when those constants are known, we have established the rate of linear convergence of the algorithm. Several numerical results have been reported to illustrate the computational performance of the algorithm in comparisons with other algorithms. These numerical results have also confirmed that the algorithm with inertial effects seems to work better than without inertial effects.
