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Available online 2 June 2016AbstractIn some complicated tabletop object manipulation task for robotic system, demonstration based control is an efficient way to enhance the
stability of execution. In this paper, we use a new optical hand tracking sensor, LeapMotion, to perform a non-contact demonstration for robotic
systems. A Multi-LeapMotion hand tracking system is developed. The setup of the two sensors is analyzed to gain a optimal way for efficiently
use the informations from the two sensors. Meanwhile, the coordinate systems of the Mult-LeapMotion hand tracking device and the robotic
demonstration system are developed. With the recognition to the element actions and the delay calibration, the fusion principles are developed to
get the improved and corrected gesture recognition. The gesture recognition and scenario experiments are carried out, and indicate the
improvement of the proposed Multi-LeapMotion hand tracking system in tabletop object manipulation task for robotic demonstration.
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For intelligent robots, tabletop object manipulation is one
of the most common task. It combines the capabilities of the
robot in vision, image procession, object recognition, hand-
arm manipulation, etc. However, the real indoor environment
is much more complicated than experimental scenarios. The
vision of the robot sometimes can hardly provides enough
information for successfully executing some difficult tasks,
such as pick, place or assemble some small objects [1]. In
these cases, if two objects are too close to each other, it will be* This research is funded by National Natural Science Foundation of China
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ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).difficult to correctly segment them; moreover, some occlusion
cases often occur in real indoor environment. So, tele-
operative demonstration method is an efficient way to over-
come these problems [2,3].
These demonstration methods have already been used on
industrial robots for some years. For instance, the controller
with buttons or a six-dimensional mouse are used to control
the robot and tell the key positions and orientations, so that the
robot can plan the trajectory and correctly reach each key
position with desired orientations and perform a smooth
movement [4]. However, the interface of this kind of
demonstration method is not efficient for an intelligent robotic
system. And in most such systems, the robot only records
position and orientations without interpreting gestures, so
these systems are not applicable to more complex tabletop
object manipulation tasks. A more natural method based on a
kinesthetic interface is used for demonstration. One can drag
the robotic arm to follow his actions, such as the researches on
humanoid robots by Hersch et al. [5] and Hwang et al. [6].
However, this method also aims at the trajectory trackingd hosting by Elsevier B.V. This is an open access article under the CC BY-NC-
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typical contact control method in which a human works within
the same environment as the robot. Therefore, it is hardly used
in human-unfriendly environments. For this reason, non-
contact tele-control methods are more appropriate for these
situation. For example, some mechanical based [7e9], optical
tracking based or vision based master-slave-device and tele-
operation system [10e12] are developed for robotic systems.
Comparing with the mechanical devices, the optical and vision
tracking systems are lower cost and easier to be mounted in
difference environment.
For hand gesture recognition, a highly efficient way is using
data glove that can record the motion of each finger [13,14];
some kinds of data glove can even measure the contact force
of a grasping or pinching action [15]. However, beside the
high cost of data glove, they lack the capability to track po-
sition of the hand. Therefore, extra approaches are added to
track hand positions [16,17], such as inferred optical tracking
[18], which also increases the complexity of the system.
Some scholars only use the vision based method for both
the hand tracking and gesture recognition. But the perfor-
mance of the gesture recognition is much effected by the
lighting and background conditions [19e21]. Thus, some
aiding methods like skin color and pure color background are
used to improve the recognition accuracy [22,23]. Some other
scholars use RGB-D data from Kinect for gesture recognition
[24]. However, the Kinect sensor is developed for body motion
tracking, In the research of Kim et al., it has been proved that
the accuracy of hand motion tracking using Kinect is much
lower than LeapMotion sensor, which is particularly designed
for hand motion tracking [25].
The LeapMotion1 sensor, developed by Leap Motion Inc.,
is a new non-contact finger/hand tracking sensor. It has a high
tracking accuracy and provides plenty of software interface for
pose and gesture recognition. Some preliminary studies have
been carried out for robot manipulation. Zubrycki et al. use a
LeapMotion sensor to control a 3-finger gripper [26], Guer-
reroRincon et al. develop a interface to control a robotic arm
[27], Marin et al. report the first attempt to detect gestures
from the data combination of LeapMotion and Kinect [28,29].
These use single LeapMotion for hand tracking and gesture
recognition, however, due to the occlusion problem between
fingers, single sensor can perform well only when the palm is
with a ideal orientation.
In this paper, a multi-LeapMotion hand tracking system is
developed to overcome the limitation of the aforementioned
drawback of single LeapMotion. The tracking space and
working area are analyzed to gain an appropriate setup for two
LeapMotion sensors. With self-registration, a coordinate sys-
tem are established. Based on the definition of the element
actions, an algorithm to calibrate the delay and combine the
data from the two LeapMotion sensors is proposed to improve
the stability for both the hand tracking and gesture recognition.
To developed a tele-operative demonstration system, a Kinect1 http://www.leapmotion.com.sensor and a 7-DoFs (Degree of Freedoms) robotic arm with a
3-finger gripper are combined with the developed Multi-
LeapMotion hand tracking system in ROS (Robot Operation
System).2 Functional experiments are performed to indicate
the results of combined hand tracking and gesture recognition.
At the end, a scenario experiment is performed to show how
this proposed system is used in a robotic system.
The rest of this paper organized as follow: the design and
setup of Muti-LeapMotion hand tracking system is described
in section II; the data fusion algorithm of the two sensors is
shown in section III; in section IV introduces the scenario
setups and experiments; at the end, some conclusion, discus-
sion and future works are given in section V.
2. Design of the Muti-LeapMotion hand tracking system2.1. Setups of the Muti-LeapMotion sensorsFor high accuracy gesture recognition, one LeapMotion
sensor can work well when the palm rotates less than 60. The
coordination of LeapMotion sensor and the orientation of
palm are defined as shown in Fig. 1. The initial orientation is
defined as the palm flat to the sensor. The rotation angle of
palm is defined as the angle between palm normal vector and
the Y-axis of the sensor. However, for this optical based
sensor, one of the most common problem is occlusion.
Therefore, when the rotation angle of the palm closes to 90,
the fingers might be occluded by other fingers (defined as
“finger-occlusion”). Furthermore, when the palm turns over
and closes to 180, the fingers are occluded by the palm when
the hand performs grasping or fisting gestures (defined as
“palm-occlusion”). That obviously impacts the gesture
recognition. Thus, in this paper, we use one more LeapMotion
sensor to cover all the blind zone and overcome the afore-
mentioned problem.
Another very common problem for the optical sensors is
aliasing. When the target object is too close to the background
objects, the tracking and recognition accuracy will be reduced.
These will happen when a LeapMotion sensor is mounted
faceto-face to the operator. Therefore, we setup the two
LeapMotion sensors in a plane orthogonal to the operator's
arm. Fig. 2 shows three optional ways to setup the two sensors.
face-to-face: This setup method is good for recognizing the
gestures when the hand is flat to the bottom sensor or turns
over and closes to 180. But it can hardly solve the finger-
occlusion problem when the hand rotates close to 90.
Moreover, the aliasing case will happen when the up mounted
sensor is too close to the tabletop.
orthogonal-setup: This setup method is good at solving the
finger-occlusion problem when the hand rotates close to 90.
But when the hand turns over to 180, the palm is vertical to
the side sensor. In this case, the finger-occlusion occurs to the
side sensor, and simultaneously, the palm occlusion happens to
the bottom sensor.2 http://www.ros.org.
Fig. 1. Coordinate definition of LeapMotion.
Fig. 3. Coordinate transformation in Muti-LeapMotion system.
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180, the palm-occlusion occurs. But the side sensor,
mounted with an angle of 120 to the bottom sensor, can
track the hand. While the hand rotates close to 90, where the
finger-occlusion happens, the side sensor can still track the
hand. Moreover, when the hand is within the finger-occlusion
or palm-occlusion area of the side sensor, it is simulta-
neously within the well-tracking area of the bottom sensor.
However, when the palm keeps turning over 180, both of
side and bottom sensor will have a worse recognition
performance.
In this paper, we aim at performing object manipulation
with right hand, which normally will not turn more than 180.
Therefore, one can see that with the 120-setup method, the
sensors can well cover the blind zone of each other in this
case, and gives a continuous tracking when the hand rotate in
the common workspace. So we use this setup method to the
proposed multi-LeapMotion hand tracking system.Fig. 2. Three setup methods of the two LeapMotion senso2.2. Self-registration and coordinate transformThe coordinate system of the two LeapMotion sensors and
the tracked hand is shown in Fig. 3. The BO and SO are the
coordinate centers of the bottom and side fixed sensors,
respectively. And the HO is the coordinate of the tracked hand.
The BTH and
STH are the posture matrices of the hand
respectively in coordinates of the bottom and side fixed sen-
sors. To fuse the data from the two sensors, the position and
orientation of the hand tracked by the side sensor should be
firstly switch to the coordinate of the bottom sensor by the
calibration matrix (1).
BTS ¼ BTH$ST1H ð1Þrs. a. face-to-face; b. orthogonal-setup; c. 120-setup.
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out in the initializing process. The operator flatly put his/her
hand with an angle of about 30 to the bottom sensor, while
the angle to the side sensor is about 150. With this orien-
tation and gesture, the hand can be robustly tracked, and the
posture matrices of the hand, [BTH1,
BTH2,…,
BTHi] and [
STH1,
STH2, …,
STHi], are easily obtained. Let the flat hand slowly
move, simultaneously record the data from the two sensors
and obtain an array of the transformation matrix, [BTS1,
BTS2,
…, BTSi]. The position and eular vectors are extracted from
these matrices array. The average value of them are used to
reconstruct and get the calibration matrix.2.3. Workspace analysisThe self-calibration method makes it easier to integrate
the entire coordinate system. Whenever one wants toFig. 4. Hand tracking by
Fig. 5. Coordinate transformation of theadjust the setup of the two LeapMotion sensors, the only
thing they need is to recalibrate the system with the
above-mentioned calibration method before using the sys-
tem. However, limited by the workspace of LeapMotion
sensor, we concretely determined the position and orientation
of the two sensors. With the desired workspace of the
LeapMotion sensor, which is a rectanglar box with
235 mm  235 mm  147 mm [25], and the position of the
box center is at [0,200,0]. The desired workspace of the
Muti-LeapMotion hand tracking system is the biggest
inscribed cylinder of the two rectangular boxes. Therefore,
with the angle of 120 between the two sensors, the position
of the side mounted sensor, in the coordinate of the bottom
mounted sensor, is BPS [173,300,0]. With these layout, the
diameter of the desired workspace is 235 mm with its center
at [0,200,0]. Fig. 4 shows the workspace of the Muti-
LeapMotion hand tracking system.leap motion sensor.
tele-operative demonstration system.
108 H. Jin et al. / CAAI Transactions on Intelligence Technology 1 (2016) 104e1132.4. Muti-LeapMotion based demostration systemFig. 6. Anatomical structure and kinematics model of human hand. a.
Anatomical structure; b. Kinematics model of finger.With the aforementioned Muti-LeapMotion hand tracking
device, the vision sensor (Kinect) and a manipulator (Light
Weight Arm from SchunkTM, LWA), a complete robotic tele-
operative demonstration system is constructed. The coordi-
nate system of it is shown in Fig. 5. The EO and LO are the
visual and manipulative coordinates of the demonstrator; VO
and RO are the visual and manipulative coordinates of the
LWA; the teaching coordinate TO, which is shown on the
screen, is the connection between the demonstrator and the
LWA coordinates. With (2), the manipulation coordinates of
them are merged so that the position and gesture of the hand in
demonstration workspace is mapped into LWA's workspace to
perform demonstration or tele-operation.
LTR ¼ K$TT1L $TTR ð2Þ
3. Data fusion in Muti-LeapMotion hand tracking
The position and orientation of the palm and the extension
status of each finger can be directly provided by the APIs of
LeapMotion sensor. However, this information and status are
obtained by the build-in algorithms, which is only available
for single LeapMotion sensor. Therefore, it is difficult to fuse
the data in these status-level. We use the original position and
direction data of each links and joints of the fingers from the
two sensors, and fuse them in data-level to gain the correct
information of the hand tracking.3.1. Kinematics model of hand and fingersIn the APIs of LeapMotion sensor, the hand of human
is modeled as shown in Fig. 6a.3 Each finger is consisted
by 4 links (metacarpals, proximal phalanges, intermediate
phalanges and distal phalanges) and 3 joints (meta-
carpophalangeal joint, proximal interphalangeal joint and
distal interphalangeal joint). With the anatomical structure of
thumb, it can be considered with a 0-length metacarpal. For
each finger, the kinematics model, shown in Fig. 6b, includes
4 DoFs (Degree of Freedoms). 2 of them are provided by the
distal interphalangeal joint and the proximal interphalangeal
joint (as R-joint); the other 2 are from the meta-
carpophalangeal joint (as U-joint), including a lateral rota-
tion. Cause the length of the finger links are constant, the
tracking for the gesture of hand can be described by the angle
of each DoF of the fingers.3.2. Data fusion for single fingerFor tabletop object manipulation tasks, the most com-
mongestures and actions are grasping, pinching and releasing.
In these manipulations, the strength of grasping or pinching3 https://commons.wikimedia.org/wiki/File:Scheme human hand bones-en.
svgdepends on the total trend of distal interphalangeal, proximal
interphalangeal and metacarpophalangeal angles, rather than
just the angle of single joint. The sum of these three angles,
jqsi, is taken to be one feature. Moreover, the angle of lateral
movement joint, jqli, is another feature. With these two fea-
tures, the gesture can be finally determined. Where the s and l
presents the total value of the former three angles and the
value of the lateral movement angle, respectively; i ¼ [1e5]
presents the index from thumb to little finger; and j ¼ [B,S]
marks the index of sensors fixed in the bottom or on the side.
To reduce the impact from the noise signal, the recursive
average value with data window of 5 frames are used to
illustrate the jqsi and
jqli. Secondly, for a tele-operative
demonstration application, the critical information are the
gestures and positions on an array of key points. The hand
naturally has a short pause (normally bigger than 0.1 s) on
these key points with certain gestures after an action is
finished. Therefore, an element action can be defined with two
stable statuses at the beginning and the end, with a dynamic
status (rising or declining). The short time average energy of
the original data is used to determine whether the status is
stable. If the average energy of the current data window is less
than 0.0008, we consider the current status is in stable.
Otherwise, the recording of the current angle of jqsi or
jqli will
be start. And when the status becomes stable again, the angles
will be recorded, and an element action is finished. Fig. 7a
Fig. 7. Recognition for element actions. a. Bqs2; b.
Bqs2 and
Sqs2.
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recognized by aforementioned method.
With this method, the time delay of the data from different
sensors can be easily calibrated. As shown in Fig. 7b, It is not
necessary to record the time stamps of each frame of data; but
only mark the first start point of the two sensors as the start
point of the element action and the last sensor become stable
again as the end of the element action.
With these element actions, there are several different
cases, such as the data from the two sensors are all rising,
declining, one stable and one rising, etc. In different cases, we
design different principles to fuse the data from different
sensors. The detail of the fusion principle is shown in Algo-
rithm 1. Here we take the sum angle of the first three joints of
index finger, Sqs2 and
Bqs2, as an example.3.3. Gesture mapping from human hand to robotic gripper4 http://www.gazebosim.org.Cause the different structure of the hand of human and the
gripper of a robot, the recognized gestures and actions should
be firstly mapped from human hand to a robotic gripper. In[30], we have proposed a method to map the gestures from
human hand to robotic gripper, and generate the array of ac-
tions for demonstration. Different from the two-finger gripper
used in the previous works, in this paper, the gripper we used
is a three-finger griper, Schunk™ Dextrous Hand (SDH).
Therefore, the gesture mapping of typical cup grasping task is
shown in Table 1, with the same action generation approach in
[30].
4. Experiments
In this section, two groups of experiments are performed:
one group of experiments is for testing the proposed Mutli-
LeapMotion hand tracking system in gesture recognition; the
other group is a scenario experiment in Gazebo4 simulation
environment to demonstrate the application of the proposed
method in tele-operative robotic system.
Table 1
Table of gesture mapping.
110 H. Jin et al. / CAAI Transactions on Intelligence Technology 1 (2016) 104e1134.1. Gesture recognition experimentsTo test and compare with single LeapMotion hand tracking,
the data from different sensors are illustrated with dots in
different colors. As shown in Fig. 8, the data from SB is in
green, while the data from SS is in white. It has to be noticed
that all these gestures are in some dynamical actions, not only
a static gesture.
With one of the most common gesture, grasping from the
side (shown in Fig. 8a), the gesture is tracked by SB as with
thumb extending. This error happens because of the finger
occlusion problem. With the correction of SS, the mis-
recognition is fixed. For another typical gesture, fisting/
grasping with palm upward shown in Fig. 8b, occlusion of SB
leads to that it can hardly distinguish full fisting or half
grasping. After fusion with SS, the gesture is rightly recog-
nized. In Fig. 8c, a very complicated gesture, pinching with
thumb and ring finger, is performed. Also with the occlusion
problem, SB itself can hardly give an correct recognition. And
with data fusion, this gesture is well recognized.
The above mentioned gestures are respectively performed
30 times, and Table 2 shows the experimental result of gesture
recognition, which compares the recognition rate between
single side mounted sensor, single bottom mounted sensor and
the multi-sensor fusion. From the above figures and table, one
can see that with the proposed method, not only the gesture
recognition rate is improved, but the gestures are also more
similar to the actual gestures.4.2. Tabletop object manipulation experimentIn the scenario experiments, we use the proposed Multi-
LeapMotion hand tracking device and algorithm to tele-
control a robot to carry out a cup grasping task. As shown
in Fig. 9a, the remote scene of this experiment is build in
Fig. 8. Gesture recognition experiments. a. Grasping from the side; b. Grasping
with palm upward; c. Pinching with thumb and ring finger.
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physical environment and allow you to avoid the hardware
limit for performing experiments. In Fig. 9a shows the
experiment scene in a Gazebo environment, which includes aTable 2
Gesture recognition rate.
Grasping from the side Gras
Sensor at bottom 63.3% 20%
Sensor on side 86.7% 73.3%
Fusion recognition 90% 83.3%robotic manipulator (LWA and SDH), a Kinect sensor
providing the view of the experiment scene (based on point
cloud data) and the object (acup). The operator carries out
tele-control in the local scene with the Multi-LeapMotion
hand tracking device mounted on a desk. In R-Viz, position
of the robotic manipulator, Kinect sensor and table are fixed or
can be tracked by robot itself, so that they are set to be visible.
The point cloud provided by the Kinect sensor are also shown
in this scene, a-s in Fig. 9b.
In the scenario experiment, we tele-operatively control the
LWA and SDH to grasp the cup by the side. Fig. 10 shows an
array of the actions in this experiment. One can see that when
the hand is located to the side of the cup, the status of most of
the fingers are recognized by SS. While with slowly turning
the cup to pour the water away, the status of the fingers can be
better detected by SB. The occlusion problem in this side-
grasping and pouring action array is solved, and the total
performance of gesture recognition during the dynamic action
process is improved.
5. Conclusions and future works
In this paper, a Mult-LeapMotion hand tracking and gesture
recognition system is proposed for tele-operative demonstra-
tion in robotic systems. The setup structure of the two sensors
is analyzed to overcome the finger and palm occlusion
problems.
To make the setup procedure more easily and flexible, a
self-calibration method is developed for the coordinate trans-
formation between the two sensors. Moreover, the coordinate
system of the demonstration system is also developed.
For data fusion and gesture recognition, a simplified kine-
matics model of finger is built. Two features of each finger, the
sum angle of the first three joints and the lateral movement
angle, are extracted. The short pause between different ges-
tures are used to detect the three element actions: stable, rising
and declining of the feature angles of each finger. The data
fusion is only carried out when a new element action happens,
so that the delay of the data from different sensors can easily
be calibrated. This also makes the data fusion performed in a
relatively longer period. The proposed fusion principles make
it more stable and higher accuracy in gesture recognition for
robotic demonstration.
This proposed Mult-LeapMotion hand tracking and gesture
recognition system aims at robotic demonstration for tabletop
object manipulation task. In which the real-time performance
is not too important, but the key gesture in key positions.
Therefore, some nature characteristics of human's hand is
taken into the algorithm design, such as the short pauseping with palm upward Pinching with thumb and ring finger
6.7%
63.3%
73.3%
Fig. 9. Scene of scenario experiment. a. In Gazebo simulation environment; b. In RViz.
Fig. 10. Action array in side-grasping experiment. a. Locating on the side of
the cup; b. Grasping; c. Pouring.
112 H. Jin et al. / CAAI Transactions on Intelligence Technology 1 (2016) 104e113between two gestures. Thus, if the similar Mult-LeapMotion
device is used for real-time tele-operation in robotic sys-
tems, the algorithm should be specifically revised. Moreover,
the setup method of the two sensors is primarily for grasping
from the side or top of the object. If the palm direct forward or
backward, the occlusion problems will happen for both of the
bottom or side mounted sensors. To solve these problems,
more future works on the optimization of the sensor setup and
the revision of the gesture recognition algorithm should be
done in our further research.References
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