We study the robust output regulation problem for linear distributed parameter systems in the situation where the frequencies of the exogeneous signals are unknown and need to be estimated based on the reference signal. We present a generalisation of the internal model principle for time-dependent controllers whose parameters converge asymptotically, and use this general framework for controller design combining adaptive frequency estimation and a time-varying internal model. The theoretic results are used in controller design for output tracking in magnetic drug delivery.
Introduction
Asymptotic output tracking and disturbance rejection, jointly called output regulation, is an important control objective in many engineering applications. For a given reference signal y ref (t) and a class of disturbance signals w dist (t) the output y(t) of the controlled system is required to satisfy
and ideally the convergence should be exponentially fast. In robust output regulation the control law is in addition required to be able to tolerate small perturbations and uncertainties in the parameters of the system and the controller, and to reject a larger class of external disturbance signals. In this paper we study robust output regulation of linear distributed parameter systems. In the literature this control problem has been studied extensively for both abstract infinite-dimensional control systems [31, 7, 15, 19, 30, 16, 24, 27] and controlled partial differential equations [11, 12, 38, 18] . In the output regulation problem the reference and disturbance signals are assumed to have the forms
where the frequencies {ω k } q 0 k=1 are usually assumed to be known and the amplitudes and phases may be unknown (more generally, y k,c ref (t), y k,s ref (t) may be polynomials [15] , or the signals may have infinite numbers of frequency components [17, 16] ).
In this paper we focus on a more challenging version of the control problem where also the frequencies {ω k } q 0 k=1 are unknown, and the control law needs to be constructed based on estimates {ω k (t)} q 0 k=1 of these frequencies. The frequencies of (1) play a central role in the solution of the output regulation problem, most notably through the fundamental internal model principle [14, 10, 28] , and the lack of the knowledge of {ω k } requires changes in the controller design. In this paper we present a new controller design method which is based on adaptive estimation of the frequencies {ω k } from the reference signal and an error feedback controller structure which utilises a time-dependent internal model based on the estimated frequencies {ω k (t)}.
Our control design method is based on our first main result, which is a generalisation of the internal model principle to the situation where the parameters (G 1 (t), G 2 (t), K(t)) of the controller -especially the internal model -are allowed to be time-dependent, but converge to a limit (G ∞ 1 , G ∞ 2 , K ∞ ) as t → ∞. In particular, our result shows that if the autonomous "limit controller" (G ∞ 1 , G ∞ 2 , K ∞ ) contains an internal model of the true frequencies {ω k } and the closed-loop system is exponentially stable, then the controller achieves robust output regulation. Based on this general result we introduce a non-autonomous controller which contains an adaptive estimator for constructing {ω k (t)} based on y ref (t), a non-autonomous internal model employing the frequency estimates {ω k (t)}, and an observer-based part for exponential stabilization of the closed-loop system.
In the final part of this paper we apply our controller design method for robust output tracking in magnetic drug delivery [3, 1] . In the simulations the frequencies of the reference signal are unknown and part of y ref (t) is defined using an online optimization procedure.
Output regulation of distributed parameter systems with unknown frequencies {ω k } has been previously studied in [35, 34] . In these references the control system is required to be transformable into a canonical form, and this structural limitation is avoided in our internal model based control design. On the other hand, in the above references and in the literature for adaptive output regulation for finite-dimensional systems [32, 21, 36, 37] (and references therein) the frequencies {ω k } are estimated based on the output y(t) or the regulation error e(t) = y(t) − y ref (t) instead of y ref (t). In our control scheme the dynamics of the adaptive frequency estimator depend only on the reference y ref (t), and the infinite-dimensional part of the closedloop system can be analysed as a non-autonomous linear system. Extending the internal model based control design approach in this paper to utilise e(t) in the frequency estimation is a practically relevant topic for further research, since this would also facilitate the estimation of unknown frequencies in w dist (t). Early versions of Theorems 3.2 and 4.1 were presented in [4] . In this paper we improve the results in [4] by showing exponential convergence of the output tracking and the frequency estimation (under additional conditions) and introduce the new controller design procedure.
The structure of the paper is as follows. In Section 2 we state the standing assumptions on the system and the controller. The general framework for robust output regulation with converging frequencies and the generalisation of the internal model principle is presented in Section 3, and the adaptive robust controller is subsequently constructed in Section 4. The output regulation for magnetic drug delivery is studied in Section 5. Section 6 contains concluding remarks. Notation. If X and Y are Hilbert spaces, then the space of bounded linear operators A : X → Y is denoted by L(X, Y ). The domain, kernel, and range of an operator A : D(A) ⊂ X → Y are denoted by D(A), N (A), and R(A), respectively. The resolvent operator of A : D(A) ⊂ X → X is defined as R(λ, A) = (λI − A) −1 for those λ ∈ C for which the inverse is bounded. The inner product on X is denoted by ·, · X . By L p (0, τ ; X) and L ∞ (0, τ ; X) we denote, respectively, the spaces of p-integrable and essentially bounded measurable functions f : (0, τ ) → X.
Robust output regulation problem
In this paper we consider linear distributed parameter systems of the forṁ
and w dist (t) ∈ C n d are the system's state, input signal, output signal, and external disturbance, respectively. In particular, the number of outputs of the system is p ∈ N. The operator A : D(A) ⊂ X → X is assumed to generate a strongly continuous semigroup on X, B ∈ L(C m , X), B d ∈ L(C n d , X), C ∈ L(X, C p ), and D ∈ C p×m . The reference signal y ref (t) and the disturbance signal w dist (t) are generated by the exosysteṁ
where S = diag(iω 1 , . . . , iω q ) with unknown distinct eigenvalues {iω k } q k=1 , E ∈ L(C q , C n d ), and F ∈ C p×q . In the case of the signals in (1), we have q = 2q 0 + 1, and σ(S) = {0} ∪ {±iω k } q 0 k=1 . We consider non-autonomous dynamic error feedback controllers of the formż
on a Hilbert space Z. We assume the unbounded part of G 1 (·) is independent of t, i.e.,
generates a strongly continuous semigroup on Z and ∆ G (·) ∈ L ∞ (0, ∞; L(Z)). Moreover, we assume G 2 (·) ∈ L ∞ (0, ∞; L(C p , Z)) and K(·) ∈ L ∞ (0, ∞; L(Z, C m )).
The closed-loop system of the plant and the controller with state x e (t) = (x(t), z(t)) T ∈ X e := X × Z has the forṁ
Our assumptions on the controller imply that A e (t) = A ∞ e + ∆ e (t) where A ∞ e : D(A ∞ e ) ⊂ X e → X e generates a strongly continuous semigroup T ∞ e (t) on X e and ∆ e (·) ∈ L ∞ (0, ∞; L(X e )). Under these assumptions the closedloop has a well-defined mild solution x e (t) and error e(t) defined by the evolution family U e (t, s) associated to the family (A e (t)) t≥0 of operators [29, Ch. 5 & Rem. 5.3.2] .
The robust output regulation problem is defined as follows.
The Robust Output Regulation Problem. Construct a dynamic error feedback controller (4) in such a way that the following are satisfied:
(a) The closed-loop system (5) is exponentially stable.
(b) For all initial states v 0 ∈ C q , x 0 ∈ X and z 0 ∈ Z the regulation error satisfies
such a way that the perturbed closed-loop system remains stable, then (6) continues to hold for all initial states v 0 ∈ C q , x 0 ∈ X and z 0 ∈ Z. In part (a) the exponential stability of the closed-loop system (5) is required in the sense that there exist M e , α > 0 such that U e (t, s) ≤ M e e −α(t−s) for all t ≥ s. Similarly in part (c) the perturbations (Ã,B,B d ,C, D,Ẽ,F ) are required to preserve this stability of the non-autonomous closedloop system. Because of this, the class of tolerated perturbations also depends on the constructed controller.
Throughout this paper, we consider controllers whose parameters converge as t → ∞ in the sense of Property 2.1 below. This property is especially posessed by a class of controllers with an internal model constructed using frequency estimates that converge asymptotically to the true frequencies, and such a controller is constructed later in Section 4.
Output Regulation with Converging Controllers
In this section we present general results on the solvability of the robust output regulation with non-autonomous controllers. We study internal model based controllers where the true frequencies σ 0 := (iω k ) q k=1 ∈ C q of y ref (t) and w dist (t) are replaced with on-line estimates (iω k (t)) q k=1 of σ 0 . We show that if the estimates {iω k (t)} q k=1 converge to the correct frequencies {iω k } q k=1 as t → ∞ and if the controller stabilizes the non-autonomous closed-loop system (5) , then the controller solves the robust output regulation problem. More generally, the on-line estimates {iω k (t)} q k=1 may only converge to approximate values of σ 0 . In the situation whereω k (t) → ω ∞ k for all k as t → ∞, our results show that if the limits σ ∞ := (iω ∞ k ) q k=1 ∈ C q are sufficiently close to the true frequencies σ 0 = (iω k ) q k=1 , then the tracking error will become small as t → ∞.
In both cases (when either σ ∞ = σ 0 or σ ∞ − σ 0 C q is small) we assume that the asymptotic limit (G ∞ 1 , G ∞ 2 , K ∞ ) of the controller has an internal model of the limit frequencies σ ∞ = (iω ∞ k ) q k=1 ∈ C q in the following sense. Here p is the number of outputs of the plant. 
The following theorem introduces a general sufficient condition for a controller with an internal model to solve the output regulation problem. The result also shows that in order to achieve exponential closed-loop stability of the non-autonomous system, it is sufficient that the asymptotic limit (A ∞ e , B ∞ e , C ∞ e , D ∞ e ) of the closed-loop system is exponentially stable as an autonomous system. This consequence of Property 2.1 is also utilized in our controller design later in Section 4.2.
Theorem 3.2. Assume the controller (G 1 (t), G 2 (t), K(t)) has Property 2.1 and that the following are satisfied.
• The semigroup T ∞ e (t) generated by A ∞ e is exponentially stable.
in the sense of Definition 3.1. Then the controller solves the robust output tracking problem in the sense that for any δ > 0 there exists γ > 0 such that
for all initial states x 0 ∈ X, z 0 ∈ Z, and v 0 ∈ C q . If in addition the controller has Property 2.2 for v 0 ∈ C q , then there exist
for all initial states x 0 ∈ X and z 0 ∈ Z. Finally, if σ ∞ = σ 0 , then δ = 0 in the above estimates, and thus y(t) − y ref (t) → 0 as t → ∞ for all initial states x 0 ∈ X, z 0 ∈ Z, and v 0 ∈ C q .
Note that in general the parameters M 0 and α 0 in Property 2.2 may depend on v 0 (as is the case for the controller in Section 4.2), and therefore Theorem 3.2 does not imply that the exponential convergence of the regulation error would be uniform with respect to v 0 . Lemma 3.3. Denote A e (t) = A ∞ e + ∆ e (t) and assume the controller has Property 2.1. The evolution family U e (t, s) is exponentially stable if and only if the semigroup generated by A ∞ e is exponentially stable. Proof. Assume A ∞ e generates an exponentially stable semigroup. If ε > 0 is sufficiently small and if we choose t 1 ≥ 0 such that ∆(t) ≤ ε for t ≥ t 1 , then [8, Thm. 4.2] implies that the evolution family U e (t, s), t ≥ s ≥ t 1 associated to (A e (t)) t≥t 1 is exponentially stable, and therefore the same holds for the evolution family U e (t, s). Writing A ∞ e = A e (t) − ∆ e (t) we can analogously use [8, Thm. 4.2] to show that the exponential stability of U e (t, s) implies the exponential stability of the semigroup generated by A ∞ e . The output maps of the time-dependent closed-loop system (A e (t), B e (t), C e (t), D e ) and the autonomous system (A ∞ e , B ∞ e , C ∞ e , D e ) are denoted, respectively, by 
Proof. Since T ∞ e (t) is exponentially stable by assumption, Lemma 3.3 implies that for some M e , α > 0 we have
for all t ≥ r ≥ 0. If Property 2.2 holds, then there also existM 0 , α 0 > 0 such that
and we can choose α > 0 above so that α ∈ (0, α 0 ).
To estimate Q 2 (t), note that U e (t, r) and T ∞ e (t) are related by the variation of parameters formula, i.e.,
The stability of T ∞ e (t) implies that g(τ ) ≤ M 2 v ∞ for some constant M 2 > 0 and for all τ ≥ s. Because of this, ∆ e (τ )g(τ ) → 0 as τ → ∞, and the stability of U e (t, s) implies that Q 2 (t) = C ∞ e t s U e (t, τ )∆ e (τ )g(τ )dτ → 0 as t → ∞. If Property 2.2 holds, then (7a) and a straightforward estimate further imply
Finally,
Combining the above convergence properties and estimates with (
We present the proof for the nominal system (A, B, B d , C, D, E, F ). The proof is analogous for (Ã,B,B d ,C,D,Ẽ,F ), since by Lemma 3.3 the exponential stability of the perturbed non-autonomous system implies that the limit operatorÃ ∞ e generates an exponentially stable semigroup.
The state of the exosystem is given by v 
If Property 2.2 holds, then the stability of T ∞ e (t) and U e (t, s) and Lemmas 3.3 and 3.4 imply that there exist α ∈ (0, α 0 ) and M e ,
Controller Design for Robust Regulation with Unknown Frequencies
In this section we design a controller for output tracking of reference signals with unknown frequencies. The controller consists of an adaptive estimator for the frequencies {ω k } (based on information of the reference signal y ref (t) and its derivatives) and a robust controller structure with a non-autonomous internal model containing the estimates {ω k (t)} of the frequencies {ω k }. Throughout this section we consider real-valued and bounded reference and disturbance signals, of the form (1) for unknown frequen-
For the purposes of the frequency estimation, we assume that all nonzero frequencies appear in
. . , q 0 } (otherwise any of the constants are allowed to be zero). Under these assumptions, S in (3) satisfies σ(S) = {0} ∪ {±iω k } q 0 k=1 and q = 2q 0 + 1. We assume q 0 is known. The exponential stability of the closed-loop system implies that any frequency components that are ignored will result in an asymptotic error in the tracking, and this error will be small if the amplitudes of the ignored frequencies in y ref (t) and w dist (t) are sufficiently small. 4.1. Adaptive Frequency Estimation. In this section we propose a new adaptive estimator for {ω k } q 0 k=1 based on measurements of the reference signal y ref (t). Our frequency estimator is similar to those introduced in [25, 20] , but as a crucial difference it can also be used for vector-valued signals y ref (t). The robust controller structure in Section 4.2 will also automatically reject any disturbance signals (1b) with the frequencies {ω k } q 0 k=1 . We consider a vector-valued reference y
. . , 2q 0 } are available for measurement (these can be estimated using the high gain observer in [32] ). The frequency estimation is based on a measurement vector θ(t) ∈ R p defined by
⊂ R are chosen in such a way that the roots of the polynomial p 0
where q = 2q 0 + 1. The estimation of {ω k } q 0 k=1 can therefore be completed by estimating {a j } q 0 j=1 . Similarly as in [25, Sec. III], the components of the reference signal satisfy
with a suitable choice of the intial state η(0) ∈ R pq . Moreover, since for every (9) implies thatη(t) is the state of a differential equation of the form
Here the matrixS ∈ R q×q has the form
We denote by {â k (t)} q 0 k=1 the estimates of the unknown parameters {a k } q 0 k=1 and defineâ(t) = [â 1 (t), . . . ,â q 0 (t)] T ∈ R q 0 . These parameters will be estimated using an observer for the system (10) . To this end, we definê
The observer has the form
where B 0 = [0, . . . , 0, 1] T ∈ R q , k 0 > 0 is a filtering gain, and h(·, ·) : R p × R pq → R q 0 is an adaptive update rule forâ(t). The matrixŜ(t) depends onâ(t), and it is defined aŝ
The following theorem introduces an update rule h(·, ·) and sufficient conditions for the convergence of {â k (t)} q 0 k=1 to the correct unknown values {a k } q 0 k=1 . In the statement, the matrix P 0 is a positive solution of the Lyapunov equation (12) P 0 A 0 + A T 0 P 0 = −I where A 0 is the companion matrix associated to the polynomial p 0 (λ) = λ 2q 0 + b 2q 0 −1 λ 2q 0 −1 + · · · + b 0 and e 2q 0 = [0, . . . , 0, 1] T ∈ R 2q 0 is an Euclidean basis vector. The Hölder continuity of the roots of a polynomial with respect to the coefficients [6, Thm. 2] further implies that an exponential convergence rateâ k (t) → a k for all k also leads to exponentially convergent estimates {ω k (t)} q 0 k=1 of the true frequencies {ω k } q 0 k=1 . Theorem 4.1. Define the update rule by
whereη 0,k (t) = [η k2 (t),η k4 (t), . . . ,η k(2q 0 ) (t)] T and γ > 0. If the filter gain satisfies k 0 >b 2q 0 + 2 P 0 e 2q 0 2q 0 i=1b 2 i−1 with P 0 > 0 in (12) , then for all η(0) ∈ R pq andâ(0) ∈ R q 0 we have
whereη(t) is the state of (10) . If in addition there exist ǫ 1 , ǫ 2 > 0 such that for all initial conditionsη(0) ∈ R pq andâ(0) ∈ R q 0 we have
then the convergence in (14) is uniformly exponentially fast.
Note that the lower bound for the filter gain k 0 > 0 also depends on the unknown parameters a 1 , . . . , a q 0 . The condition (15) requires "persistent excitation" from the stateη(t) of the observer. If this condition is instead posed on the stateη(t) of (10), i.e., by assuming that there exist ǫ ′ 1 , ǫ ′ 2 > 0 such that for all η(0) ∈ R qp we have
then the asymptotic convergence of η(t) −η(t) → 0 as t → 0 implies that for any fixed initial conditionsη(0) andâ(0) the stateη(t) satisfies (15) for large t. Because of this, the proof of Theorem 4.1 shows that in such a case the convergence in (14) will eventually become exponentially fast for all fixed initial conditions, but the rate of convergence does not need to be uniform.
Proof of Theorem 4.1. Define e η (t) =η(t) −η(t) and e a (t) = a vec −â(t) where a vec = [a 1 , . . . , a q 0 ] T ∈ R q 0 . Then (10) and (11) imply
Let P 0 > 0 satisfy (12) . We begin by showing thatS
It is well-known that this matrix is negative definite if (and only if) 2p 0 (b 2q 0 − k 0 ) + p 0bvec + P 0 e 2q 0 2 < 0. If P 0 e 2q 0 = 0, this condition holds if k 0 >b 2q 0 and if p 0 > 0 is sufficiently small. On the other hand, if P 0 e 2q 0 = 0 and if we choose p 0 = P 0 e 2q 0 / b vec then this condition holds whenever k 0 > b 2q 0 + 2 P 0 e 2q 0 b vec , since in this case we have
We will now show that the system (16) is asymptotically stable. If we
Due to the above properties, the matrix
Thus if we define a (bounded) Lyapunov candidate function
V (e η (t), e a (t),η(t)) = e η (t) TP e η (t) + γp 0 e a (t) 2 , thenV (e η (t), e a (t),η(t)) = −e η (t) T Qe η (t) ≤ 0. LaSalle's invariance principle now implies that the states of (10) and (16) converge asymptotically to the invariant set whereV (e η (t), e a (t),η(t)) ≡ 0. The orbits in this set satisfyη(t) =η(t), and in particular θ k (t) =θ k (t), for all t ≥ 0 and k. The dynamics (11) and the form of the update rule h(·, ·) in (13) implẏ a(t) = h(θ(t),η(t)) ≡ 0 for all such orbits, and thus alsoâ(t) ≡â(0) anḋ
The implies that the measurement vector θ(t) in (8) contains components corresponding to all frequencies {ω k } q 0 k=1 . Because of this, η(t) =η(t) for all t ≥ 0 implies that necessarily σ(Ŝ(0)) = {0} ∪ {±iω k } q 0 k=1 , which in turn implies thatâ(0) = a vec . Thus e a (t) = a vec −â(t) ≡ 0 for all orbits in the invariant set and LaSalle's invariance principle shows that (14) is satisfied for all initial conditionsη(0) ∈ R pq andâ(0) ∈ R q 0 .
Finally, let the additional condition (15) be satisfied. Since y ref (t) is smooth by assumption, the functionη(·) is continuous for every initial statê η(0) ∈ R pq andâ(0) ∈ R q 0 , and it is also bounded due to the above analysis. Moreover, sinceB T 0B 0 = I, the condition (15) implies
for all t ≥ 0. Because of this, the structure (17) and [22, Thm. 2] imply that the error dynamics (16) are uniformly asymptotically stable, and due to linearity, also uniformly exponentially stable.
The Observer-Based Controller with an Adaptive Internal
Model. In this section we introduce a controller which solves the robust output regulation problem for the signals (1) when the nonzero frequencies (ω k ) q 0 k=1 are estimated based on y ref (t) as in Section 4.1. In particular, the frequency estimates (ω k (t)) q 0 k=1 are used in a time-dependent internal model in the controller, and the stabilization of the closed-loop system is achieved using observer-based design. The resulting controller generalises the design method in [16, Sec. 7] to the case of time-dependent internal models.
The controller is of the form (4) on the state space Z = Z 0 × X with Z 0 = C p(2q 0 +1) and the operators (G 1 (t), G 2 , K(t)) are chosen to have the structures
with D(G 1 (t)) = Z 0 × D(A) for all t ≥ 0. Here
are the approximated frequencies provided by the adaptive estimator in Section 4.1. The matrix G 2 ∈ R p(2q 0 +1)×p is chosen so that
By construction, for every t ≥ 0 the pair (G 1 (t), G 2 ) is controllable if the values (ω k (t)) q 0 k=1 are distinct and nonzero. When the approximate frequencies converge asω k (t) → ω k , we have G 1 (t) → G ∞ 1 ∈ L(Z 0 ). We begin by presenting a general condition for the controller to solve the robust output regulation problem, followed by an algorithm for choosing K 1 (t) and K 2 (t).
Theorem 4.2. Choose G 1 (t) and G 2 as above, where L ∈ L(C p , X) is such that A + LC generates an exponentially stable semigroup. Assume further that K(·) = [K 1 (·), K 2 (·)] ∈ L ∞ (0, ∞; L(Z 0 × X, C m )) is chosen in such a way that the evolution family associated to the family
is exponentially stable and
. . , q 0 }, then (G 1 (t), G 2 , K(t)) solves the robust output regulation problem. If the convergencesω k (t) → ω k and K(t) → K ∞ are exponentially fast, then y(t) − y ref (t) → 0 as t → ∞ at the exponential rate given in Theorem 3.2.
Proof. Under the assumptions of the theorem, controller has Property 2.1. Moreover, if the convergencesω k (t) → ω k and K(t) → K ∞ are exponentially fast, then the controller has Property 2.2. Using a diagonalising similarity transform on the matrix G ∞ 1 ∈ R p(2q 0 +1)×p(2q 0 +1) , the results [16, Lem. 12] and [28, Thm. 6.2] imply that the limit operator G ∞ 1 contains an internal model of the limit frequencies.
With our choices of G 1 (t), G 2 , and K(t), we have a direct computation shows that
Since A + LC generates an exponentially stable semigroup, since K 2 (·) ∈ L ∞ (0, ∞; L(X, C m )), and since the evolution family associated to (18) is exponentially stable, the triangular structure implies that the evolution family associated to (Q e A e (t)Q −1 e ) t≥0 is exponentially stable. Since Q e does not depend on t, by similarity the evolution family U e (t, s) of the closed-loop system is also exponentially stable. The claims of the theorem now follow from Theorem 3.2, since σ ∞ = σ 0 by assumption.
Finally, we introduce an online tuning algorithm for choosing K(t) in stabilization of the evolution family associated to (18) . In the construction, we suppose that Assumption 4.3 holds. In the algorithm we denote
Algorithm for choosing K(t): Set h > 0, j = 0, and t j = 0.
Step 1.
is the unique non-negative solution of the algebraic Riccati equation
Set l = 1.
Step 3. Check if the semigroup generated by A e0 (t j + hl) + B e0 K j is exponentially stable.
• If YES, return to Step 2 with l incremented to l + 1.
• If NO, set t j+1 = t j + hl, and return to Step 1 with j incremented to j + 1.
Theorem 4.4. If Assumption 4.3 is satisfied, then the controller (G 1 (t), G 2 , K(t)) with the piecewise constant function K(·) constructed by the above algorithm solves the robust output regulation problem. If the convergencê ω k (t) → ω k as t → ∞ is exponentially fast for all k, then y(t)−y ref (t) → 0 as t → ∞ at an exponential rate given in Theorem 3.2. In particular, there exists j 0 ∈ N such that K(t) ≡ K j 0 for all t ≥ t j 0 .
Proof. We begin by showing that there exist M e0 , α e0 > 0 (independent of j) such that the semigroups T j e0 (t) generated by A e0 (t j )
Assumption 4.3 and [26, Lem. A.2(a)] imply that (A e0 (t j )+β 0 I, B e0 ) is exponentially stabilizable for every t j . Thus by [9, Thm. 6.2.7] the equations (19) have unique non-negative solutions for every j, and the semigroups generated by A e0 (t j ) + β 0 I + B e0 K j are exponentially stable. Sinceω k (t) → ω k as t → ∞ for all k ∈ {1, . . . , q 0 }, the limit G ∞ 1 = lim t→∞ G 1 (t) exists and
The perturbation results for matrix Riccati equations in [33, Sec. 3] can be generalised in a straightforward manner for Riccati operator equations 1 to show that if ∆ e0 (t) → 0 as t → ∞ and if t j → ∞ as j → ∞, then the non-negative solutions Π j of (19) satisfy Π j − Π ∞ → 0 as j → ∞.
Here Π ∞ ∈ L(X) is a non-negative solution of the Riccati equation ( convergences Π j → Π ∞ and ∆ e0 (t j ) → 0 and standard perturbation theory imply that there exist M e0 , α e0 > 0 such that that (20) holds for all j.
We will next show that there exists j 0 ∈ N such that K(t) ≡ K j 0 for all t ≥ t j 0 . Let M e0 , α e0 > 0 be such that (20) 
), standard perturbation theory shows that A e0 (t j 0 + hl) + B e0 K j 0 generates an exponentially stable semigroup for every l ∈ N (with stability margin at least α e0 /2). Because of this, the tuning algorithm will not return to Step 1 after j 0 ∈ N is such that t j 0 ≥ τ . Thus K(t) ≡ K j 0 for all t ≥ t j 0 . This also means that trivially K(t) → K ∞ = K j 0 exponentially fast as t → ∞.
The claims will now follow from Theorem 4.2 provided that the evolution family associated to (18) is exponentially stable. We also have
, and a similar perturbation argument as above shows that the semigroup generated by In the case of parabolic systems the approximation theory provides a basis for numerical approximation of Π j in Step 1 with solutions of finitedimensional Riccati equations [5, 23] . Similarly, for parabolic systems the checking of the stability of the semigroup in Step 3 can be completed using a Galerkin approximation (A N , B N , C N , D) of (A, B, C, D).
Robust Output Tracking for Magnetic Drug Delivery
In this section, we consider the output regulation design for a magnetic drug delivery system. Drug resistance in cancer treatment is often the result of increased interstitial flow pressure in the tumor nodule which makes it difficult for anticancer drugs to reach the center of the tumor. Most anticancer drugs operate through diffusion and convection without external assistance. A potential method to increase drug delivery to and distribution throughout the tumor tissue is to infuse the therapeutic agents to magnetic nanoparticles and guide to their destinations via electromagnetic actuation. However, the desired trajectory of the drug distribution is not predefined, but instead continuously defined by the operator, but it is assumed to be piecewise of the form (1a).
We consider the mathematical model for a simple in-vitro magnetic drug delivery system in which the distribution c(r, s, t) of the magnetic nanoparticles is controlled in a fluidic environment; the area of interest is located inside an electromagnetic actuator. Here (r, s) ∈ R 2 denote the spatial coordinates of the system. The electromagnetic structure is composed of four gradient electromagnets and two perpendicular Helmholtz coils. For details on the actuator configuration, see [2, 3] . The current of the electromagnets are denoted by I 1 (t) and I 3 (t) in the r−direction as well as I 2 (t) and I 4 (t) in the s−direction. Finally, the current of the uniform Helmholtz coils is denoted by I 5 (t) in the r−direction and by I 6 (t) in the s−direction. The particle distribution dynamics can be represented by Since H depends linearly on the currents I k (t), the second term on the right-hand side of (21) is a quadratic function of these currents and can be written as H T H = QI where Q is a vector-valued function of spatial variables and I = [I 1 I 1 , I 1 I 2 , . . . , I 1 I 6 , I 2 I 2 , . . . , I 2 I 6 , . . . , I 6 I 6 ] T .
In this paper, only four dominant components of the vector I(t) are considered in control design. Based on [1] , these components are identified to be I 5 I 1 , I 5 I 3 , I 6 I 2 , and I 6 I 4 . In addition, the second term on the right-hand side of (21) is linearized around the initial condition c(·, ·, 0) = c 0 ≡ 1.
The behaviour of the control system (21) is simulated over a 2D working space of size 2cm×2cm. The specification of the electromagnetic system can be found in [2] . The diffusion coefficient is D = 1 × 10 −9 m 2 /s. The particle size is 500 nm in radius. The concentration is normalized in such a way that the initial condition is c(·, ·, 0) = c 0 ≡ 1. The system can be formulated as an abstract linear system (2) on X = L 2 (Ω). The initial condition of the controller is chosen to be zero. The equations are scaled in time by dividing the time t by t 0 = 5 × 10 5 . The partial differential equation (21) is approximated using the Finite Element Method with square elements and piecewise linear basis functions. The spatial domain is divided into 15 × 15 elements.
The output of the system (21) considered in the output tracking problem is defined to be Note that the distribution whose center is defined by (23) is not unique. For systems with the same number of inputs and outputs, defining the reference output signal leads to a unique reference state or distribution. However, defining the last two component of the reference output is not straightforward. In this paper, we use a real-time optimization procedure in defining y ref, 3 (t) and y ref,4 (t). In particular, we solve an optimization problem to find a reference state c ref (·, ·,t), which in turn defines the last two components of y ref (t) as
Given an objective Gaussian distribution
where δr is the variance of the distribution, the goal of the optimization is to find a reference input I ref 
where T (·) is the semigroup generated by A. The augmented optimization criterion is defined as
where λ 1 (t) ∈ X, λ 2 (t) ∈ R 3 , and We solve the output tracking problem using the controller in Section 4. Instead of solving the Riccati equations (19) in the tuning algorithm for the parameter K(t), the gains K j are chosen using the method introduced in the proof of [16, Thm. 13 ] based on a block-diagonalising similarity transformation of A e0 (t j ). In particular, K j = [K j 1 , K 21 + K j 1 H j ] where the (constant gain) K 21 stabilizes the pair (A, B) (designed using LQR), H ∈ L(X, R 20 ) is the solution of G 1 (t j )H j = H j (A + BK 21 ) + G 2 C, and K j 1 stabilizes the finite-dimensional pair (G 1 (t j ) + 10I 20×20 , H j B) (designed using LQR with Q 0 = 100I 20×20 and R 0 = I 4×4 ). Since H j has an explicit formula given in terms of R(λ, A + BK 21 ) [16, Lem. 19] , this approach avoids having to solve the larger algebraic Riccati equation (19) at each time step, and the convergence of the frequencies guarantees the convergence of the stabilizing gains K(t). Finally, we choose the coefficients of the optimization cost function (26) as α = β = 1, and δr = 0.0025m in (24) .
The results of the simulation are presented in Figures 1-3 . Figure 1 plots the frequency estimatesω k (t). The behaviour indicates that the estimated frequencies converge at exponential rates to the true frequencies. The components of the regulation error e(t) = y(t) − y ref (t) of the magnetic drug delivery system are depicted in Figure 2 . Since the last two components of y ref (t) determined by the reference state c ref (t) and the optimization procedure are not necessarily of the form (1a), the asymptotic convergence of the tracking error to zero is not guaranteed by the results in Section 4. However, the plots exhibit exponential convergence of the error components to small values. Finally, the distance c(t) − c ref (t) L 2 (Ω) between the state c(t) and the reference state c ref (t) is depicted in Figure 3 , which shows that the state of the controlled system also approximately tracks c ref (t).
Conclusions
In this paper we presented a general framework for robust output regulation for time-dependent controllers whose parameters converge as t → ∞, and utilised the results in designing an adaptive internal model based controller for output tracking of a reference signal with unknown frequencies.
The controller design algorithm was utilised in robust tracking for an electromagnetic system in magnetic drug delivery. Generalising the controller design for estimation of the frequencies {ω k } of the exogeneous signals based on either y(t) or e(t) would lead to more challenging stability analysis of a fully nonlinear closed-loop system, but this is a practially motivated and important topic for further research.
