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We perform a validation of estimates of the growth rate of structure, described by the parameter combination
fσ8, in modified gravity cosmologies. We consider an analysis pipeline based on the redshift-space distortion
modelling of the clustering wedges statistic of the galaxy correlation function and apply it to mock catalogues
of ΛCDM and the normal branch of DGP cosmologies. We employ a halo occupation distribution approach to
construct our mocks, which we ensure resemble the CMASS sample from BOSS in terms of the total galaxy
number density and large scale amplitude of the power spectrum monopole. We show that the clustering wedges
model successfully recovers the true growth rate difference between DGP and ΛCDM, even for cases with over
40% enhancement in fσ8 compared to ΛCDM. The unbiased performance of the clustering wedges model
allows us to use the growth rate values estimated from the BOSS DR12 data to constrain the cross-over scale rc
of DGP gravity to [rcH0]−1 < 0.97 (2σ) or rc > 3090 Mpc/h, cutting into the interesting region of parameter
space with rc ∼ H−10 using constraints from the growth of structure alone.
I. INTRODUCTION
Cosmological studies of theories of gravity beyond General
Relativity (GR) have become the focus of growing interest in
the past few years (see Refs. [1–3] for recent reviews). One
of the main reasons for this is that these modified gravity sce-
narios may offer an explanation for the observed accelerated
expansion of the Universe that does not invoke the existence
of exotic dark energy components or a finely-tuned cosmolog-
ical constant Λ. Another main source of interest is related to
the usefulness of these models in the design of cosmological
tests of gravity: the study of the phenomenology of alterna-
tive models helps to determine the types of observational sig-
natures that one should be looking for in the data gathered by
current and ongoing observational missions such as DES [4],
BOSS [5], Euclid [6], LSST [7] and DESI [8]. For example, a
general prediction of modified gravity theories is the existence
of a long-range fifth force that universally couples to matter
[3]. This force has an impact on the peculiar motion of galax-
ies [9] and consequently leaves an inprint on the anisotropic
galaxy clustering pattern induced by redshift-space distortions
(RSD).
The statistics of galaxy clustering are isotropic in a freely
falling Friedmann-Robertson-Walker (FRW) frame with co-
moving coordinates. The measured redshifts of galaxies, how-
ever, are affected by their peculiar velocities, which causes an
anisotropy in the observed galaxy statistics that is proportional
to the velocity of galaxies [10]. If galaxy velocities are unbi-
ased with respect to matter, which is expected to be the case
on large scales [11, 12], then this allows for a measurement of
the growth rate of structure f = dlnD/dlna, where D is the
growing mode of linear density fluctuations and a the cosmo-
logical scale factor (see Ref. [13] for a review). Recent such
analyses include those of the 6dF survey [14], the luminous
red galaxy (LRG) sample of the DR7 from the Sloan Digital
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Sky Survey (SDSS) [15], the galaxy samples from the BOSS
survey [5, 16–21], the VIPERS survey [22] and the WiggleZ
survey [23]. A set of constraints on f(zi) at different redshifts
zi can then in principle be used to constrain various modified
gravity models, whose predictions for f can be calculated us-
ing linear theory.
As statistical uncertainties become smaller, it becomes in-
creasingly pressing to determine the importance of model sys-
tematics in our scrutiny of cosmological data. Hence, be-
fore applying any given observational analysis pipeline, one
should first validate it against N-body simulations and check
whether it is able to recover the growth rate of the input cos-
mology in an unbiased way. Moreover, these checks should be
performed for as many classes of cosmological scenarios one
wishes to test in order to ensure a fair comparison between
theory and observations.
So far, most of the existing RSD models have been vali-
dated only against simulations of cosmologies assuming GR,
but a few steps in the direction of understanding and develop-
ing RSD models for modified gravity have already been taken.
For instance, Ref. [24] studied RSD using N-body simulations
of the Hu-Sawicki f(R) theory of gravity [25] and ΛCDM.
The authors found that the same RSD model for the two-
dimensional redshift power spectrum does not exhibit exactly
the same level of agreement with the simulations of the two
cosmologies. In Ref. [26], the authors have generalized RSD
models based on perturbation theory to include the effects of
modified gravity. With the aid of N-body simulations of f(R),
the authors have further shown that the improved model does
help to reduce the bias in the recovery of the input f(R) cos-
mology. This improved model has been applied to real data
to place constraints on the f(R) model in Ref. [27] (see also
Ref. [28]). Reference [29] has also studied redshift-space dis-
tortions in a Galileon-like theory of gravity. Constraints on
the Dvali-Gabadadze-Porrati (DGP) [30] model studied here
have been placed using RSD on linear scales in Ref. [31].
In this paper, we work with RSD models of the clustering
wedges statistic of the two-point galaxy correlation function.
In Ref. [21], the analysis pipeline that we use in this paper
has been shown to return unbiased constraints on the cosmo-
logical parameters of a suite of ΛCDM mock catalogues (see
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2also Refs. [18, 19]). Here, we wish to determine to which
extent this model of the clustering wedges is able to also
successfully recover the growth rate in modified gravity cos-
mologies. We take as our working case cosmology the nor-
mal branch of DGP braneworld gravity and apply the RSD
model to CMASS-like mock catalogues, which we build out
of N-body simulations of modified gravity [32]. Such a test
at the level of full modified gravity mock catalogs has not
been carried out previously. We shall find that the cluster-
ing wedges model (which has not been augmented with any
ingredient to specifically account for modified gravity) shows
no evidence of retrieving biased estimates of f , even when
applied to quite dramatic fifth force effects. This result in-
dicates that the growth rate estimated from the BOSS DR12
galaxy sample with this pipeline [21] can be used to place ro-
bust constraints on DGP models, and on models with similar
phenomenology.
The rest of this paper is organized as follows. In Sec. II, we
summarize the main aspects of DGP gravity cosmologies. In
Sec. III, we describe our N-body simulation setup and explain
how we construct our galaxy mock catalogues. In Sec. IV,
we describe the clustering wedges model used in our analysis
and present the constraints on the growth rate from our mock
catalogues. We also use the growth rate estimates obtained
from the real data to place constraints on the DGP model. We
summarize and conclude in Sec. V.
If not specified, we work in units in which c = 1.
II. WORKING CASE COSMOLOGY: DGP GRAVITY
We consider DGP braneworld gravity scenarios [30], which
are one of the most thoroughly studied modified gravity cos-
mologies in terms of structure formation in both the linear and
nonlinear regimes [31–40]. Specifically, we shall focus on the
stable normal branch of the theory and include a dark energy
component adjusted to yield an expansion history identical to
ΛCDM [34, 41]. This model introduces one additional pa-
rameter over ΛCDM, which is called the cross-over scale rc.
In the limit rc →∞ one recovers ΛCDM.
While theoretically not very appealing, this model satisfies
constraints from the expansion history as well as Solar System
tests, making it a very useful toy model to constrain using
large-scale structure. Next, we briefly introduce this model
and display the relevant equations.
A. Action and background evolution
The action of the DGP model is split into a four- and a five-
dimensional part
S =
∫
brane
d4x
√−g
(
R
16piG
+ Lm
)
+
∫
d5x
√
−g(5)
(
R(5)
16piG(5)
)
, (1)
where g(5) and g are, respectively, the determinants of the
metric of the five-dimensional bulk g(5)µν and four-dimensional
brane gµν , and R(5) and R are their corresponding Ricci
scalars. Lm represents the Lagrange density of any energy
component (matter, radiation, dark energy) that exists on the
brane. The two gravitational strengthsG(5) andG can be used
to define the parameter rc,
rc =
1
2
G(5)
G
. (2)
The background expansion rate in the DGP model can be
written as1 [42–45]
H(a) = H0
√
Ωm0a−3 + Ωde(a) + Ωrc ±
√
Ωrc, (3)
where H0 = 100h km/s/Mpc is the expansion rate today,
Ωm0 = 8piGρ¯m0/(3H
2
0 ) is the fractional matter density to-
day, ρ¯m0 is the present-day value of the background matter
density ρ¯m, Ωrc = 1/(4H20r
2
c ) and Ωde(a) is the fractional
energy density of some dynamical dark energy field that may
exist on the brane. The choice of the sign of the second term
on the right-hand side of Eq. (3) defines two branches of the
model. In the self-accelerating branch (− sign), the expan-
sion of the Universe accelerates at late times even if there is
no explicit dark energy component on the brane, Ωde = 0
(hence the name). This case is however ruled out by cos-
mic microwave background (CMB) and supernovae data [46],
and it suffers also from a number of theoretical instabilities
[47–49]. The so-called normal branch (+ sign) does not suf-
fer from such observational and theoretical problems, but re-
quires Ωde(a) 6= 0 to drive the accelerated expansion. From
hereon in this paper, we consider this stable normal branch
and assume a tuned time evolution of Ωde(a) such that over-
all H(a) = HΛCDM(a) [34]. As shown in Ref. [34], the
equation of state of this dark energy component is always
greater than −1, and it reduces to a cosmological constant
in the limit rc → ∞. By tuning Ωde(a) in such a way, the
changes to structure formation w.r.t. ΛCDM come solely from
the fifth force (described below) and not from the modified
background dynamics.
B. Structure formation
In the normal branch of DGP gravity, structure formation
on scales much smaller than both the horizon and the cross-
over scale is governed by the equations
∇2Ψ = 4piGa2δρm + 1
2
∇2ϕ, (4)
∇2ϕ+ r
2
c
3β(a)a2
[(∇2ϕ)2 − (∇i∇jϕ)2] = 8piG
3β(a)
a2δρm,
(5)
1 Neglecting the contribution from radiation, which is negligible at the cos-
mological times we shall be interested in.
3where ϕ is a scalar degree of freedom associated with the
bending modes of the brane and δρm = ρm − ρ¯m is the mat-
ter density perturbation (an overbar indicates background av-
eraged quantities). These equations correspond to a perturbed
FRW metric on the brane (considering only scalar perturba-
tions and assuming spatial flatness)
ds2 = (1 + 2Ψ) dt2 − a(t)2 (1− 2Φ) dx2, (6)
and are derived under the so-called (i) quasi-static approxima-
tion, which amounts to neglecting time-derivatives of ϕ over
spatial ones; and (ii) weak-field limit, Ψ,Φ, ϕ 1 (assuming
the same boundary conditions for the gravitational potentials
and the scalar field). References [33, 50, 51] have verified the
validity of these two approximations, which are standard in
modified gravity studies (see also Ref. [52]). We have also
neglected perturbations in the dark energy component, which
are negligible on the sub-horizon scales we are interested in.
In Eq. (5), β(a) is given by
β(a) = 1 + 2Hrc
(
1 +
H˙
3H2
)
, (7)
where the dot denotes a derivative w.r.t. physical time t.
In DGP gravity, only the dynamical potential gets modified
w.r.t. GR, Ψ = ΨGR + ϕ/2, with the lensing potential re-
maining the same, Φlen = (Φ + Ψ) /2 = ΦGR.
The growing mode,D, of linear density fluctuations on sub-
horizon scales in DGP cosmologies is governed by
D¨ + 2HD˙ − 4piGlineff ρ¯mD = 0, (8)
where Glineff = G [1 + 1/(3β)] is the linear effective gravita-
tional strength (defined as ∇2Ψ = 4piGeffδρm, after combin-
ing the linearized form of Eqs. (4) and (5)). Note that Glineff is
a function of time only, which means that the linear growth of
structure is scale-independent, as in GR.
C. Screening mechanism
The nonlinear derivative terms in Eq. (5) give rise to a
screening effect known as the Vainshtein mechanism [53–55],
which is what gives the DGP model a chance to pass the strin-
gent Solar System tests of gravity [56]. In order to build an
intuition for how the Vainshtein screening works, it is best to
assume spherical symmetry. In this case, Eq. (5) can be im-
mediately integrated once over the physical radial coordinate
r to become:
ϕ,r =
4
3β
(
r
rV
)3 [
−1 +
√
1 +
(rV
r
)3] GM(r)
r2
, (9)
where
rV (r) =
(
16r2cGM(r)
9β2
)1/3
(10)
is a distance scale known as the Vainshtein radius, M(<
r) = 4pi
∫ r
0
r′2ρ(r′)dr′ and a comma denotes partial differ-
entiation w.r.t. r. The value of rV (r) determines the distance
scale to the source below which the effects of the fifth force
F5th = ϕ,r /2 become suppressed relative to the standard GR
contribution. Consider for simplicity a top-hat profile with
size RTH and mass MTH. If r  rV (r) > RTH, then
F5th =
ϕ,r
2
≈ 1
3β
GMTH
r2
=
1
3β
FGR, (11)
i.e. the contribution of ϕ is comparable to that of standard GR
(β ∼ O(1) at late times for rcH0 ∼ 1). On the other hand,
for RTH < r  rV (r), we have
F5th
FGR
→ 0, as r
rV
→ 0, (12)
i.e., the fifth force has a negligible impact, thereby permiting
the model to meet all Solar System bounds.
III. HOD GALAXY CATALOGUES
In this section, we describe our simulations and the steps
performed to construct the galaxy mock catalogues.
A. N-body simulations of DGP gravity
The N-body simulations we use in this paper were run
with the ECOSMOG code [57], which is a modified version
of the publicly-available Adaptive Mesh Refinement (AMR)
RAMSES code [58]. More specifically, we use the version
of ECOSMOG developed for simulations of models with Vain-
shtein screening [35, 59] and employ the speed-up method de-
scribed in Ref. [40]. This code was cross-checked with other
implementations of the DGP equations of motion in Ref. [32],
finding good agreement. In short, the code discretizes Eq. (5)
on the AMR grid and solves it using Gauss-Seidel iterations.
This yields the scalar field value at every cell of the AMR
grid, which is used to compute the fifth force (~∇ϕ) via finite-
differencing. We used a Cloud-in-Cell (CIC) scheme to inter-
polate the forces from the cell centers (where they are evalu-
ated) to the particle positions. To ensure momentum conser-
vation, we construct the density field on the AMR grid (which
sources the standard and fifth forces) also with a CIC inter-
polation scheme from the particle positions. The speed-up
method is implemented by truncating the Gauss-Seidel itera-
tions above a certain AMR refinement level. On these higher
refinements, the local density is high enough for the screening
mechanism to be very effective. Hence, given that the relative
contribution of the fifth force is small, it is a good approxi-
mation to interpolate the scalar field values on higher levels
from its solutions on coarser levels. The error this induces on
the total force (GR plus fifth force) is small, but the improve-
ment in the performance of the code is very significant (see
Ref. [40] for more details). This therefore enables the use of
larger box sizes and with better mass resolution in modified
gravity simulations.
The initial conditions were generated at z = 49 using the
following cosmological parameter values (from the first col-
4umn in Table 3 of the Planck mission constraints paper [60]){
Ωb0,Ωc0, h, ns, As10
9
}
= (13)
{0.049, 0.2642, 0.6731, 0.9655, 2.195} ,
where Ωb0,Ωc0, h, ns, As are, respectively, the fractional
baryon density today, the fractional dark matter density to-
day, the dimensionless Hubble expansion rate (already intro-
duced above), the primordial spectral index and the ampli-
tude of the primordial matter power spectrum at a pivot scale
k = 0.05 Mpc−1. The Planck analysis of Ref. [60] places
bounds on these parameters assuming that the Universe is
ΛCDM. Since the ΛCDM and DGP models studied here are
indistinguishable at early times and share the same expansion
history, we expect that the best-fitting values for ΛCDM lead
also to a reasonable fit to the CMB data in DGP cosmologies
(even if the corresponding bounds may become looser because
of the impact of the fifth force at late times on the integrated
Sachs-Wolfe (ISW) effect and also on CMB lensing). For sim-
plicity, we therefore use the same set of parameter values to
simulate both ΛCDM and DGP. We note, anyway, that for our
validation analysis it is not critical to require that the simu-
lated cosmologies are very good fits to the CMB. We consider
three values of the cross-over scale: rcH0 = 0.1, rcH0 = 0.5
and rcH0 = 2.0, which we call, respectively, DGPs(trong),
DGPm(edium), and DGPw(eak), referring to the strength of
the fifth force. We note that although models like DGPs or
DGPm may already be too extreme to be compatible with
current data (see below and Ref. [31]), we include them in our
analysis anyway to increase the range of fifth force strengths
explored in our validation tests. For comparison purposes, we
also simulate a ΛCDM cosmology. Some specifications of the
models we consider in this paper are summarized in Table I.
We employ a simulation box with side Lbox = 600Mpc/h
and Np = 10243 dark matter tracer particles. The cell size
of the first refined AMR level is lfirst = Lbox/N
1/3
p /2 ≈
0.3Mpc/h which is small enough to capture the suppression
of fifth forces due to the screening mechanism [40]. For this
reason and to improve the performance of the code, we only
explicitly solve the fifth force on the domain (that which reg-
ularly covers the whole box) and first refined levels, and inter-
polate this solution to all other finer levels 2. Note that a mod-
ified gravity simulation of this resolution would be extremely
computationally demanding if the scalar field iterations would
take place on all AMR levels. In our simulations, the AMR
cells get refined (de-refined) if the effective number of parti-
cles contained in its spatial volume is larger (smaller) than 8.
All our simulations evolve from the exact same set of initial
conditions, a fact that we shall take into consideration below
when determining the statistical error of our measurements.
2 We have explicitly checked that mock catalogues constructed from simula-
tions where the fifth force is only solved on the domain level are indistin-
guishable from those presented in this paper (cf. Sec. III C). This ensures
that our mocks are not affected by numerical artifacts coming from the
speed-up method.
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FIG. 1. Cumulative halo mass function of ΛCDM and the three
DGP cases at z = 0.57, as labelled (the upper panel shows the ab-
solute value, while the lower panel shows the relative difference to
ΛCDM). The dots show the simulation results and the solid lines
display the best-fitting ST formulae. These halo catalogues were
constructed with the Rockstar code [61].
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FIG. 2. Best-fitting ST linear halo bias of ΛCDM and the three DGP
cases at z = 0.57, as labelled.
B. Halo mass function and linear bias
Figure 1 shows the cumulative halo mass function at
z = 0.57 (the mean redshift of the CMASS sample) mea-
sured from the ΛCDM, DGPs, DGPm and DGPw sim-
ulations (dots), as labelled. The solid lines correspond to
5TABLE I. Summary of the cosmological models considered in this
paper together with the respective true growth rate and best-fitting
HOD effective linear galaxy bias at zCMASS = 0.57.
Model rcH0 f(zCMASS) fσ8(zCMASS) bg
ΛCDM ∞ 0.77 0.48 1.95
DGPw 2.0 0.80 0.51 1.88
DGPm 0.5 0.84 0.56 1.76
DGPs 0.1 0.89 0.69 1.51
the best-fitting Sheth-Tormen (ST) mass function formulae
(cf. Eqs. (A1) and (A2)). We refer the interested reader to
Appendix A for the fitting procedure of the ST formulae to
the simulation results. Note that the worse performance of
the ST mass function in fitting the deviation from ΛCDM for
M . 5 × 1012M/h is not important in practice, as the dif-
ference in the mass function is at the few percent level only.
The ST linear halo bias is shown in Fig. 2.
These two figures show the expected result that the effects
of the positive fifth force boost the number of massive ha-
los and reduce their linear bias values [29, 34, 62], relative
to ΛCDM. This has an impact on the way galaxies populate
dark matter halos in order to match the observed clustering
properties of a given galaxy sample, as we shall see next.
C. Halo Ocupation Distribution model
We construct our galaxy mock catalogues by populating the
dark matter halos in the simulations within the halo occupa-
tion distribution (HOD) framework [63]. In this framework,
one parametrizes the mean number of galaxies that reside in
halos of mass M , N(M), and tunes the parameters such that
the resulting galaxy distribution meets some desired observa-
tional constraints. We follow closely the HOD parametriza-
tion analysis of Refs. [64–66] and split N(M) into the sum of
the number of centralNc(M) and satelliteNs(M) galaxies as
N(M) = Nc(M) +Ns(M), (14)
Nc(M) =
Θ(M −Mres)
2
[
1 + erf
(
log10M − log10Mmin
σlog10M
)]
,(15)
Ns(M) = Nc(M)
(
M −M0
M ′1
)α
. (16)
The distribution of centrals is described by a smooth cut-off
mass scale Mmin and transition width σlog10M from the "no-
central" to "one-central" regimes. The factor Θ(M −Mres)
is included to prevent centrals to be assigned to halos that
fall below the mass resolution of our simulations Mres =
1012 M/h (this corresponds roughly to halos with 100 parti-
cles). The satellite distribution is characterized by the cut-off
scale M0, normalization M ′1 and a power-law slope α. We
choose these HOD parameters to approximately match (i) the
observed number density and (ii) the large-scale amplitude of
the power spectrum monopole of the CMASS LRG sample
of the BOSS survey [67]. Before describing our fitting pro-
cedure below, we stress that the purpose of the HOD here is
to have a physically reasonable N-body-based toy model of a
real galaxy sample that resembles CMASS in terms of mean
density and large-scale clustering amplitude. We do not ex-
pect this HOD sample to match CMASS clustering on small
scales . 20h−1 Mpc. However, since we do not use those
scales in the RSD analysis, any such mismatch is not relevant
for the purposes of this paper (see discussion below).
The requirement (i) above dictates that
ng =
∫
dM
dn
dM
N(M) = n¯CMASS ≈ 3.8× 10−4 h3/Mpc3,
(17)
where ng is the total galaxy number density, dn/dM is the
best-fitting ST mass function (cf. Fig. 1) and n¯CMASS is the
mean galaxy number density of the CMASS sample. To derive
the expression for the requirement (ii) above, we relate the
anisotropic galaxy power spectrum in redshift space P zg (k, µ)
to the linear matter power spectrum in real space Plin(k) as
[10]
P zg (k, µ) = b
2
g
(
1 + βµ2
)2
Plin(k), (18)
where µ is the cosine of the angle between the line-of-sight
and the wavevector ~k, k = |~k|, β = f/bg and bg is the effec-
tive galaxy linear bias
bg =
1
ng
∫
dM
dn
dM
N(M)b(M), (19)
where b(M) is the best-fitting ST linear halo bias shown in
Fig. 2. Equation (18), which we assume is valid for both
ΛCDM and DGP cosmologies, is expected to hold only on
sufficiently large scales where nonlinearities in the matter dis-
tribution, nonlinear RSD and galaxy bias (as well as the scale
dependence of bias) can be neglected. The galaxy power spec-
trum can be expanded in multipoles as
P zg (k, µ) =
∑
`
P z` (k)L`(µ), (20)
P z` (k) =
2`+ 1
2
∫ 1
−1
P zg (k, µ)L`(µ)dµ, (21)
where L`(µ) are Legendre polynomials. Combining Eqs. (18)
and (21), we have that the power spectrum monopole (` = 0;
i.e., angle average over the ~k direction) is given by
P z`=0(k) = b
2
g
[
1 +
2
3
β +
1
5
β2
]
Plin(k)
= RPΛCDMlin (k), (22)
where
R = b2g
[
1 +
2
3
β +
1
5
β2
](
D
DΛCDM
)2
. (23)
Here, D denotes the linear growth factor normalized to
D(a) = a deep in the matter-dominated regime, at sufficiently
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FIG. 3. Best-fitting galaxy HOD for ΛCDM and the three DGP cases studied in this paper, as labelled. The left panels shows N(M) (solid),
Nc(M) (dashed) and Ns(M) (dotted) distributions, while the right panel shows these distributions multiplied by the halo mass function to
show the relative contribution to the total galaxy number density from halos of a given mass. The panel inset on the right indicates where each
best-fitting HOD model lies in [σlog10M , log10Mmin] space.
early times so that the modified gravity effects are negligible.
Similarly, DΛCDM denotes the same for ΛCDM. We have
written Eq. (22) in terms of the linear matter power spectrum
in the ΛCDM model to leave clear that in the DGP models
one must take into account that the linear growth is also mod-
ified. For the HOD parameter values used in Ref. [66] we have
thatR = R¯ ≈ 4.97 for ΛCDM3. We take this R¯ value as the
"target" to derive the observational requirement (ii) mentioned
above.
In practice, we define the following "pseudo-χ2" quantities
χ2ng = (ng − n¯CMASS)2 , (24)
χ2R =
(R− R¯)2 , (25)
and find the HOD parameters that minimize P ∝
exp
[−χ2/2], with χ2 = χ2ng + χ2R. We skip modelling
the errors on the values of n¯CMASS and R¯ as we are mostly
interested in the best-fitting HOD parameters, and less so in
their uncertainties (hence the label "pseudo-χ2"). We fix the
satellite HOD parameters to M0 = 1013.1, M ′1 = 10
14.2 and
α = 0.8, as in Ref. [66], and vary only the central parameters
Mmin and σlog10M . Note that since we have two constraints
in Eqs. (24) for two free parameters, there is a unique solu-
tion with
∑
χ2 = 0 that is independent of the normalization
of the χ2 values. The satellite galaxy fraction is subdomi-
nant because they tend to live only in very high-mass halos,
whose abundance is exponentially suppressed (cf. Fig. 1). We
checked explicitly that setting Ns(M) = 0 does not change
the resulting central parameters appreciably.
The best-fitting HOD distributions are shown in the left
panel Fig. 3. The right panel shows the contribution of ha-
3 Reference [66] finds R¯ ≈ 5.15. The difference is due to a different fiducial
cosmology.
los of a given mass to the galaxy number density. The val-
ues of the resulting effective galaxy bias are quoted in Ta-
ble I. Figure 3 shows that the N(M) distributions extend to
lower halo mass values and become wider with increasing fifth
force strength. This follows from a combination of effects
triggered by the differences in halo abundances (cf. Fig. 1),
bias (cf. Fig. 2) and linear growth. To give an example, if
galaxies populate lower mass halos, then this effectively re-
duces bg (cf. Table I) because lower mass halos are less biased,
which helps to compensate the boosted amplitude of the linear
matter power spectrum (note the degeneracy between bg and
D/DΛCDM in Eq. (23)). Note also that for fixed halo mass,
halos themselves are less biased in the DGP cosmologies than
in ΛCDM. Still, at fixed mass the halo power spectrum is
larger in DGP than in ΛCDM, so that galaxies need to popu-
late lower mass halos in the former model.
The construction of the actual galaxy catalogues that go into
the analysis described in the next section is as follows. A halo
can either host one central or none and this is determined with
probability Nc(M). The position and peculiar velocity of the
centrals is assigned to be that of its host halo. If a halo contains
a central, then its number of satellites is drawn from a Pois-
son distribution with mean Ns(M). The position and velocity
of the satellites are assigned to be those of randomly chosen
halo particles. We adopt the plane parallel approximation to
"move" the galaxies from real to redshift space.
One other possible way to assign galaxies to dark matter
halos is via subhalo abundance matching (SHAM) methods
[68, 69]. In these, instead of parametrizing the halo occupa-
tion number, one populates the halos by assuming that some
set of observed galaxy properties (luminosity, stellar mass,
etc.) are monotonically related to some halo property (mass,
circular velocity, etc.). In practice, however, SHAM requires
higher N-body resolution than that used here in order to prop-
erly resolve subhalos, which is why we shall limit our anal-
ysis to HOD-based catalogues (see e.g. Ref. [70] for an as-
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halos with galaxies on the clustering in redshift space). Fur-
thermore, although we could have explored ways to determine
the HOD parameters using clustering information on smaller
scales (e.g., by using the projected galaxy correlation function
[64, 71]), we note that this is not crucial for our validation
analysis of the clustering wedges model used in Refs. [18, 19]
(see next section). The latter uses only clustering information
on scales > 20 Mpc/h (cf. Fig. 4 below), and as a result, it
is sufficient to ensure that our ΛCDM and DGP mocks have
similar large scale clustering properties (large scale monopole
power spectrum in our case, cf. Eqs. (22) and (23)). Our
mocks are therefore similar to those constructed in Ref. [65]
(which have been used in covariance matrix estimations and
other validation studies [18, 19, 21]), in that the HOD parame-
ters are tuned to match some large (not small) scale clustering
properties. We note also that a more elaborate fitting strat-
egy based on smaller scale clustering would further require
significantly higher resolution simulations and a more careful
assignment of galaxy velocities [71].
For simplicity, we also skip modelling the angular and
redshift selection function of the CMASS sample (see
e.g. Ref. [65] for the steps towards that). This is not criti-
cal since our focus is on the impact of the different gravita-
tional physics in the DGP and ΛCDM cosmologies, which is
independent of the survey geometry and exact galaxy redshift
distribution.
IV. GROWTH RATE ESTIMATES IN MODIFIED
GRAVITY
A. Modelling RSD in the galaxy clustering statistics
We follow the recipe of Ref. [21] to estimate the growth rate
from our mocks by modelling the clustering wedges of the
redshift-space galaxy two-point correlation function (2PCF),
ξ(s), where s is the pair separation in redshift space.
1. Clustering wedges
The clustering wedges are defined as a projection of the
2PCF into bins of µ
ξµ2µ1 (s) =
1
µ2 − µ1
∫ µ2
µ1
ξ(s, µ) dµ. (26)
We consider two clustering wedges: ξ⊥ for µ1 = 0;µ2 = 0.5,
and ξ‖ for µ1 = 0.5;µ2 = 1. Similarly to Eqs. (20) and (21),
one can expand ξ(s, µ) as
ξ(s, µ) =
∑
`
L`(µ)ξ`(s), (27)
with the multipole moments of the 2PCF ξ`(s) being related
to those of the power spectrum by
ξ`(s) =
i`
(2pi)3
∫ ∞
0
P`(k)j`(ks)d
3k, (28)
where j`(x) is the spherical Bessel function of order `. In
Eq. (27), it suffices to consider only the monopole, quadropole
and hexadecapole (l = 0, 2, 4, respectively), as higher mul-
tipoles give negligible contributions [18]. By establishing
a model for the galaxy power spectrum in redshift space,
P zg (k, µ), one can get P`(k) using Eq. (21) to then use
Eqs. (26), (27) and (28) to compute the clustering wedges and
compare to those measured from the mocks.
2. Redshift galaxy power spectrum
We adopt the same modeling of P zg (k, µ) as in Ref. [21],
which we describe very schematically below (we refer the in-
terested reader to Ref. [21] for the details). We adopt the fol-
lowing parametrization
P zg (k, µ) = W∞(ifkµ)
3∑
i=1
P
(i)
novir(k, µ), (29)
with
W∞(λ) =
1√
1− λ2a2vir
exp
[
λ2σ2v
1− λ2a2vir
]
, (30)
where avir is a free parameter and σv = [I0(0) + I2(0)] /3,
with Il(r) =
∫
d3kjl(kr)Plin(k)/k
2. The functionW∞ mod-
els the suppression of the clustering power on small scales,
also commonly referred to as the "fingers-of-god" effect. The
remaining three P (i) terms are given in terms of the real-space
galaxy density or galaxy velocity power spectra and bispectra.
For instance,
P
(1)
novir(k, µ) = Pg(k) + 2fµ
2Pgθ(k) + f
2µ4Pθ(k), (31)
where Pg and Pθ are, respectively, the power spectrum of the
galaxy density contrast δg and galaxy velocity divergence θ.
Their cross spectrum is Pgθ. We refer the reader to Ref. [21]
for the expressions of P (2) and P (3) and for details about how
they are evaluated.
The calculation of the above P (i)novir terms requires a model
for the matter and velocity power spectra on mildly nonlinear
scales. In the model we test in this paper, these are given by an
extension of the idea behind renormalized perturbation theory
(RPT, [72]) dubbed gRPT [73]. According to RPT, PNL can
be written as (see also Refs. [74–78])
PNL(k) = Plin(k)G(k)
2 + PMC(k), (32)
where G(k) corresponds to a resummation of all the terms in
the perturbative expansion that are proportional to the linear
matter power spectrum and PMC(k) includes mode-coupling
terms (convolutions of linear spectra). In gRPT, Galilean in-
variance is used to find a resummation of the mode-coupling
power consistent with the resummation of the propagator,
providing an improved description of PNL down to smaller
scales.
The last ingredient that goes into the calculation of
P zg (k, µ) is a galaxy bias model to relate δg to δ. The model
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FIG. 4. Clustering wedges ξ⊥ (dots) and ξ‖ (squares) measured from the mocks of ΛCDM and the three DGP cases, as labelled. The errorbars
show the diagonal entries of the covariance matrix model of Ref. [66]. The solid lines show the best-fitting model outlined in Sec. IV A when
the AP and fσ8 parameters are fixed to their true values.
we use sets this relation as [79–81]
δg =b1δ +
b2
2
δ2 + γ2G2(Φ¯v) + γ−3
[G2(Φ¯)− G2(Φ¯v)]
(33)
where G2(x) =
[
(∂i∂jx)
2 − (∇2x)2], with Φ¯ and Φ¯v de-
fined as ∇2Φ¯ = δ and ∇2Φ¯v = θm (with θm being the ve-
locity divergence of the matter field). As in Ref. [21], we use
the relation γ2 = −2(b1−1)/7, which results in a galaxy bias
model with three free parameters.
We have also tested the performance of the simpler
P zg (k, µ) modelling used in the previous DR10 and DR11
BOSS clustering wedges analysis [18, 19]. We have found
that our conclusions for DR12 hold also in the DR11 and
DR10 cases. In this paper, for brevity, we limit ourselves to
showing only the results for the model outlined in this sub-
section since it is that which was used in the final data release
from BOSS (the interested reader can find a validation analy-
sis of the DR10/DR11 RSD model in version 1 and 2 of this
manuscript at http://arxiv.org/abs/1605.03965).
3. The Alcock-Paczynski effect
In the analysis of real galaxy surveys one has to assume
a fiducial cosmology to convert the measured redshifts into
distances. Additional anisotropies in the clustering pattern are
then introduced if the fiducial cosmology is not the true one,
which is known as the Alcock-Paczynski (AP) effect. In order
to get unbiased constraints on f from real galaxy samples,
one must therefore include the AP effect into the RSD model.
This can be done by analysing the data with some fiducial
cosmology and introduce the AP parameters
α⊥ =
dA(z)
d˜A(z)
; α‖ =
H˜(z)
H(z)
, (34)
where dA is the true angular diameter distance and a tilde de-
notes a quantity calculated in the fiducial cosmology. Dis-
tances and cosine angle scales in some cosmology (s, µ) are
related to those in the fiducial one (s˜, µ˜) as
s = s˜
√
α2‖µ˜
2 + α2⊥(1− µ˜2), (35)
µ = µ˜
α‖√
α2‖µ˜
2 + α2⊥(1− µ˜2)
. (36)
Deviations of α⊥ and α‖ from unity provide a measure for
how much different the fiducial cosmology is from the true
(unknown) one, and can be used to place constraints on the
angular diameter distance and Hubble rate at the mean redshift
of the galaxy samples analysed.
4. Treatment of free parameters
In linear theory, there is a well known degeneracy between
b1, f and the amplitude of the linear matter power spectrum.
The latter is normally described by the parameter σ8, which is
9the root mean squared fluctuation of the linear density field on
8 Mpc/h scales. This degeneracy still holds to a significant
degree on mildly nonlinear scales, which is why RSD con-
straints are typically phrased in terms of the parameter com-
bination fσ8, which absorbs the normalization of the linear
power spectrum [82]. As for the shape of Plin (which enters
as an ingredient of the RSD model), we take it to be that which
corresponds to the input cosmological parameters of our sim-
ulations. Naturally, in real observational analysis these param-
eters are also fitted against the data. Here, however, in order
to improve our constraints on the remaining parameters of the
RSD model, we shall assume perfect knowledge of the shape
of Plin, which is the same for ΛCDM and DGP gravity up to
an overall normalization captured by σ8.
In total, the RSD model described above contains seven free
parameters, fσ8, b1, b2, γ−3 , avir, α⊥ and α‖, which we can
constrain by fitting them against the clustering wedges ξ⊥ and
ξ‖ measured from the mocks. In particular, in this paper we
are interested in determining if the constraints on fσ8 are con-
sistent with its expected values. In order to improve the sta-
tistical uncertainty on the estimated fσ8 from the mocks, we
shall fix the AP parameters to unity and take the background
cosmology of the mocks as the fiducial one. Recall that with
the same purpose we have also assumed perfect knowledge of
the shape of the linear matter power spectrum. We stress that
relaxing these assumptions would only deteriorate the statis-
tical significance of our constraints, without affecting them in
a systematic way. In our fitting analysis, we use the Gaussian
covariance matrix model presented in Ref. [66] to account for
statistical errors in our mock measurements. Before proceed-
ing, note that the RSD model does not have any ingredient that
aims to capture the impact of any specific modified gravity
feature (we shall return to the discussion of this point below).
B. Growth rate estimates from the mocks
The clustering wedges ξ⊥ and ξ‖ measured from our HOD
mocks are shown in Fig. 4 (symbols with errorbars). In each
panel, the result corresponds to the average clustering wedges
over three catalogues, each obtained by employing the plane
parallel approximation using one of the three cartesian axes
of the simulation box. The solid lines show the resulting best-
fitting clustering wedges model obtained from constraints in
which the AP and fσ8 parameters are fixed to their true val-
ues. The figure shows that the RSD model provides a good
description of the clustering in our ΛCDM and DGP grav-
ity mocks. The left panel of Fig. 5 shows the constraints on
fσ8 obtained from the mocks (dots with errorbars). We see
that, although the bounds on the fσ8 constraints are compati-
ble with the corresponding true values at z = 0.57, the mean
of the constraints is markedly overpredicting them. The er-
rorbars are also rather large in comparison to other analyses
of CMASS-like mocks, which is mostly due to the smaller
size of our simulation boxes (see e.g. Ref. [66], in which
Lbox = 1500Mpc/h).
The absolute value of fσ8 is not the best quantity to com-
pare the theoretical expectation with because we only have
one realization of the initial conditions, and hence, the com-
parison is heavily affected by cosmic variance. To overcome
this, we focus instead on the difference in fσ8 between DGP
and ΛCDM, ∆fσ8 = fσDGP8 − fσΛCDM8 . Given that this
RSD model has been shown to retrieve unbiased constraints
of fσ8 in ΛCDM mocks when many realizations are available
[21], if ∆fσ8 for a single realization is unbiased, then we can
expect unbiased constraints on fσ8 in DGP gravity as well,
if more realizations of the simulations are made available too.
Another advantage of focusing on ∆fσ8 is that its errorbar
can be scaled down by appropriately taking into account the
fact that our simulations evolved from the same initial condi-
tions (cf. Appendix B).
The expected result of ∆fσ8 at z = 0.57 is shown in the
right panel of Fig. 5 as a function of [rcH0]
−1, together with
the values estimated from the mocks. The errorbars on ∆fσ8
are given by
E [∆fσ8] = TCV
√
E
[
fσDGP8
]2
+ E
[
fσΛCDM8
]2
, (37)
where E [a] denotes the error on quantity a and TCV is a
reduction factor that arises because we are comparing sim-
ulation results that evolved from the same initial conditions.
The two errorbars shown for each DGP model correspond to
a conservative and our best estimate of the reduction factor,
TCV = 0.63 and TCV = 0.21, respectively. These factors
are derived in Appendix B. We note also that since our clus-
tering wedges results correspond to an average over the result
obtained by taking each of the three simulation axes as the
line of sight direction, our effective volume is actually larger
than V = 6003Mpc3/h3. Naturally, these different clustering
measurements are not independent, but one expects neverthe-
less the errorbars to be scaled down further due to this. We
opted to remain conservative and not include an estimate for
this effect.
From Fig. 5 we therefore conclude that, within the statisti-
cal precision attained by our simulations, we find no evidence
that the clustering wedges model yields biased estimates of the
growth rate in DGP cosmologies. This is the main result of
this paper, which holds even for cases where fσ8 is enhanced
by more than 40%, relative to ΛCDM.
It is interesting to link our results with those of Ref. [26].
There, the authors find that RSD models can yield biased con-
straints when applied to f(R) gravity cosmologies, unless the
former are appropriately generalized to include modified grav-
ity effects. On the other hand, the RSD model we use contains
no explicit ingredient for modified gravity, and yet we find that
the same model is as successful in DGP cosmologies as it is in
ΛCDM. There are a few differences in our analysis and that
of Ref. [26] that make a direct comparison of the results diffi-
cult, namely (i) the RSD models are not the same; and (ii) we
apply ours on galaxy HOD catalogues, whereas in Ref. [26]
the authors apply theirs on simulation snapshots of the whole
mass distribution. Note that the redshift-space distortion of
the matter density field is much stronger than that of the halo
and mock galaxy fields. Another important difference in these
two works lies in the phenomenology of the two theories of
gravity tested. In case of f(R), the growth of structure is scale
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dependent even on linear scales, and the modified gravity ef-
fects disappear on large scales; the latter fact significantly in-
creases the importance of small scales for the constraints on
f(R). Both of these do not hold in DGP gravity. As a result, it
may be reasonable to assume that RSD models that work suc-
cessfully in ΛCDM are less biased when applied to modified
gravity cosmologies if the growth of structure on large scales
remains scale independent. One might therefore expect that
our conclusions extend beyond DGP gravity and should hold
in any theory with scale-independent linear growth. Along
similar lines, one might reasonably expect that our conclu-
sions also apply to other methods (for example power spec-
trum multipoles) to extract fσ8 from large-scale clustering
data [14, 15, 17, 22, 23]. A more detailed investigation of
these considerations is beyond the scope of this paper.
C. Growth rate constraints on DGP gravity
The successful application of the clustering wedges model
to our mocks justifies using the observational estimates of
fσ8 obtained in the real data analysis of Ref. [21] with the
same RSD model to constrain DGP cosmologies. Before pro-
ceeding though, there is a difference between the analysis dis-
played in this paper and that of Ref. [21] that is worth men-
tioning. Here, we have constrained fσ8 from the mocks using
two clustering wedges ξ⊥, ξ‖, whereas the observational anal-
ysis of Ref. [21] makes use of three wedges, ξ3w,i, character-
ized by (i− 1) /3 < µ < i/3, with i = 1, 2, 3. One could
therefore wonder whether the unbiased performance of the
model holds also in the three wedge case. The measurements
of three wedges are more sensitive to the hexadecapole of the
two-dimensional correlation function, ξ4(s). Given the small
volume of our simulations, ξ4(s) is dominated by noise, which
could affect our constraints. For this reason we do not attempt
to constrain fσ8 using the three wedges measured from our
mocks directly. Instead, we check the consistency between the
measured three wedges with the corresponding prediction of
the best-fitting model to the two wedges. This comparison is
shown in Fig. 6. The figure shows that the best-fitting model
constrained with two wedges provides a reasonable descrip-
tion of the amplitude and shape of the three wedges as well
(even if it was not fitted to them). While we cannot obtain a
precise goodness-of-fit value due to the lack of a robust co-
variance for our small-volume mocks, conservative estimates
yield a reduced χ2 of the fits in Fig. 6 that is less than 1.5.
This leads us to conclude that the performance of the RSD
model is not dependent on the use of two or three cluster-
ing wedges. Furthermore, although we have only explicitly
demonstrated the validity of the clustering wedges model at
z = 0.57, we expect our conclusions to hold for other redshift
values as well.
To constrain the cross-over scale rc, we use the follow-
ing DR12 fσ8 estimates (purple squares in Fig. 5): fσ8(z =
0.38) = 0.468± 0.052, fσ8(z = 0.51) = 0.470± 0.041 and
fσ8(z = 0.61) = 0.439 ± 0.039 (cf. Table 4 of Ref. [21]).
The DR12 constraint on fσ8(z = 0.51) is strongly correlated
with those at lower and higher redshifts and does not lead to
a significant improvement in the constraining power of these
measurements. In the results presented below, we use only
the information from the estimates at z = 0.38 and z = 0.61,
which we treat as independent. For comparison, we consider
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also the previous DR11 LOWZ and CMASS sample results of
Ref. [19], which finds fσLOWZ8 (z = 0.3) = 0.48 ± 0.1 and
fσCMASS8 (z = 0.57) = 0.417±0.045 (cyan squares in the left
panel of Fig. 5). We sample the following three-dimensional
parameter space:
{
[rcH0]
−1
,Ωm0, σ
ΛCDM
8 (z = 0)
}
. Here,
σΛCDM8 is essentially a proxy for the primordial amplitude As
of scalar perturbations. For a given point in this parameter
space, we evaluate σ8(z) in the DGP model from its corre-
sponding present-day value in ΛCDM σ8(z = 0)ΛCDM as
σDGP8 (z) =
DDGP(z)
DΛCDM(z = 0)
σΛCDM8 (z = 0). (38)
The values of f are obtained by solving Eq. (8) for every given
value of [rcH0]
−1 and Ωm0.
We consider also Gaussian priors with Ωm0 = 0.315 ±
0.013 (1σ) and σΛCDM8 = 0.829 ± 0.014 (1σ), which corre-
spond to Planck constraints assuming flat ΛCDM [60]. One
may wonder whether the Planck bounds on Ωm0 obtained as-
suming ΛCDM models are the same if one had assumed a
DGP cosmology instead. To address this point, we recall that
these two models are indistinguishable at the time of recom-
bination and have the same expansion history at all times.
Hence, they predict the same high-` CMB temperature spec-
tra ` & 50. The only difference between the two models is the
late-time evolution of the density fluctuations, which can lead
to different ISW and CMB lensing signals. The ISW effect,
however, is only important on the largest angular scales of
the CMB spectra, on which cosmic variance does not permit
great constraining power. In contrast, the CMB lensing po-
tential power spectrum data has more constraining power and
one could wonder whether the bounds on Ωm could display
some degeneracies with rcH0. A full CMB constrain analysis
is beyond the scope of the present paper. For simplicitly then,
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we opt to straightforwardly use the Planck bounds obtained
assuming ΛCDM in Ref. [60], but keeping in mind that the re-
sulting bounds on rcH0 depend on the assumed priors of Ωm.
These considerations can be extended also to our assumption
of a vanishing curvature energy density, ΩK = 0.
The marginalized constraints on [rcH0]
−1 using the DR11
and DR12 data points are shown in Fig. 7 by the solid
lines, as labelled. The vertical dashed lines indicate the 1σ
and 2σ bounds. The figure illustrates that the constraints
obtained using the DR12 data yield slightly tighter con-
straints on [rcH0]
−1. In particular, the DR12 points con-
strain [rcH0]
−1
< 0.97 (2σ), whereas for DR11 we have
[rcH0]
−1
< 1.2 (2σ). For both DR11 and DR12, our DGPs
([rcH0]
−1
= 10) and DGPm ([rcH0]
−1
= 2) cases are in
fact in severe tension with the data. Only the DGPw case
([rcH0]
−1
= 0.5) lies in a region where the likelihood is size-
able. Note that ΛCDM corresponds to [rcH0]
−1
= 0.
Our constraint result can be compared to that obtained
in Ref. [31] by using measurements of the monopole and
quadrupole of the 2PCF of the LRG sample from the DR7
of SDSS II. There, the authors find that rc > 340 Mpc (2σ),
which translates into4 [rcH0]
−1
< 13.1 (2σ). The constraints
from the DR11 and DR12 fσ8 estimates presented here lead
to more than an order of magnitude improvement. Refer-
ences [83–85] have also placed observational constraints on
the normal branch of the DGP model, but their results cannot
be directly compared to ours because of different assumptions
about the background evolution (in these references, the dark
energy term in Eq. (3) is taken to evolve as the cosmological
constant, Ωde = ΩΛ).
V. SUMMARY AND CONCLUSIONS
We have investigated the performance of RSD models of
the clustering wedges of the galaxy two-point correlation
function in recovering the true growth rate of structure fσ8 in
modified gravity cosmologies. Models of RSD are in general
thoroughly validated against cosmological simulations with
GR, but hardly in cases with alternative theories of gravity. As
a result, it is imperative to perform validation tests in modified
gravity scenarios in order to determine whether or not the es-
timated values of fσ8 are biased, and therefore, whether they
can be used directly to constrain modified gravity theories.
To do so, we have run cosmological simulations of ΛCDM
and the normal branch of DGP gravity with ΛCDM back-
ground, which we have used to construct CMASS-like galaxy
mock catalogues using a HOD framework (cf. Sec. III C).
We have considered three parameter values for the cross-over
scale parameter of DGP gravity: rcH0 = 0.1, rcH0 = 0.5
and rcH0 = 2.0. We have called these three cases DGPs,
4 We assumed H0 = 67.31 km/s/Mpc and have appropriately added the
speed of light c in this conversion. Explicitly, one has [rcH0/c]−1 < 13.1
(2σ), but recall we quote results with units where c = 1. Alternatively, our
constraint can also be quoted as rc > 2500 Mpc/h or rc > 3700 Mpc.
DGPm and DGPw, respectively. We tuned the HOD model
parameters such that the resulting catalogues approximately
match the galaxy number density and large scale amplitude
of the power spectrum monopole of the CMASS sample from
the BOSS survey. The three DGP cases and ΛCDM have dif-
ferent best-fitting halo occupation distributions (cf. Fig. 3),
which is expected given that they also have different halo
abundance, linear halo bias (cf. Figs. 1 and 2) and linear mat-
ter power spectrum amplitude. We estimate fσ8 from the
mocks using the clustering wedges RSD model used in the
BOSS DR12 analysis of Ref. [21], which has shown to re-
turn unbiased constraints when applied to a suite of ΛCDM
mocks. Although not shown in this paper (see versions 1 or
2 of this manuscript at http://arxiv.org/abs/1605.03965), we
have also tested the simpler RSD model used in the previous
BOSS DR10 and DR11 analyses of Refs. [18, 19], finding the
same conclusions.
Our main result from applying the RSD model to the mocks
is that we find no evidence for a bias in the estimated value
for ∆fσ8, defined as the difference in fσ8 between DGP and
ΛCDM (cf. right panel of Fig. 5). The absolute value of fσ8
estimated from the mocks is not the best quantity to compare
the theoretical expectation with because we only have one re-
alization of the initial conditions (and hence the result is prone
to cosmic variance effects). The focus on ∆fσ8 also allows us
to improve the statistics of our constraints by taking into ac-
count the fact that the simulations evolved from the same ini-
tial conditions (cf. Appendix B). The unbiased performance of
the RSD model when applied to our DGP mocks indicates that
it is safe to constrain this theory of gravity using the estimates
of fσ8 from real data obtained with the same RSD analysis
pipeline. We used the DR12 fσ8 estimates of Ref. [21] to
constrain [rcH0]
−1
< 0.97 (2σ, cf. Fig. 7), after marginal-
izing over Ωm0 and σΛCDM8 (z = 0) with Planck priors
(cf. Sec. IV C). Using the previous DR11 LOWZ and CMASS
fσ8 estimates yields a slightly looser bound, [rcH0]
−1
< 1.2
(2σ). These constraints represent more than an order of mag-
nitude improvement over previous constraints on the normal
branch of DGP gravity with a ΛCDM background. In the
context of so-called self-accelerating models that lead to ac-
celeration without the need for Dark Energy, one expects the
natural value of the cross-over scale to be of order rc ∼ H−10 ,
as is the case in the original self-accelerating DGP model [43].
Thus, our constraints are cutting into the most interesting re-
gion of the parameter space. Further, future constraints on
rc that limit this scale to values much smaller than H−10 can
be seen as pushing such models into a fine-tuned region of
parameter space. Note however that the baseline model con-
sidered here is not self-accelerating in any case, and can only
serve as a toy model for viable future self-accelerating models
with Vainshtein-type screening.
In Ref. [26], with the aid of N-body simulations of f(R)
cosmologies, the authors found that if modified gravity effects
are not explicitly included in RSD modelling, then this can
lead to biased constraints. This is a result that is in apparent
contrast with the fact that the RSD model used here (which
does not include any modelling of modified gravity) returns
unbiased constraints when applied to the DGP mocks. Even
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though there are some important differences between the RSD
models used here and in Ref. [26], we believe that the ori-
gin of the apparently distinct conclusions is mainly associated
with differences in the phenomenology of the two theories of
gravity tested. In particular, in DGP gravity, the linear growth
of structure is scale-independent (as in GR, but with a time-
dependent Geff ), which is an effect that may be more easily
absorbed by the nuisance parameters of a RSD model. On the
other hand, the linear growth of structure is manifestly scale-
dependent in f(R), which may imply the need to generalize
existing RSD models to account for the richer phenomenol-
ogy in these gravity scenarios. Based on these considerations,
we expect our results to be valid for other modified grav-
ity models (not just DGP), so long as their linear growth is
scale-independent and they employ a screening mechanism of
the Vainshtein type. A definite answer however can only be
reached by repeating the analysis presented in this paper for
these other theories of gravity.
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Appendix A: Best-fitting Sheth-Tormen mass function
In this appendix, we fit the ST mass function formulae to
the simulation results. Our strategy follows closely that pre-
sented in Refs. [62, 86], to which we refer the interested reader
for more details.
The ST mass function is defined as
dn(M)
dlnM
dlnM =
ρ¯m0
M
f(S)dS, (A1)
with f(S) given by
f(S) = A
√
q
2pi
δc
S3/2
[
1 +
(
qδ2c
S
)−p]
exp
[
−q δ
2
c
2S
]
,
(A2)
where A is a normalization constant fixed by the condition∫
f(S)dS = 1, (q, p) are two parameters to be fitted to the
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FIG. 8. Time evolution of the critical density for spherical col-
lapse δΛCDMc (linearly extrapolated to today assuming ΛCDM) for
ΛCDM and the three DGP cases considered in this paper, as labelled.
simulation results and δc ≡ δc(z) is the critical initial over-
density for a spherical top-hat to collapse at redshift z, ex-
trapolated to z = 0 with the ΛCDM linear growth factor. To
emphasize that ΛCDM is the model assumed in the linear ex-
trapolation, we shall use the notation δΛCDMc . The variable
S denotes the variance of the linear density field filtered on a
comoving length scale R,
S(R) ≡ σ2(R) = 1
2pi2
∫
k2Pk,linW˜
2 (k,R) dk, (A3)
with W˜ (k,R) = 3 (sin(kR)− kRcos(kR)) / (kR)3. For
consistency with δΛCDMc , Pk,lin in Eq. (A3) is the initial power
spectrum (which is the same for our ΛCDM and DGP cos-
mologies) also evolved to z = 0 with the ΛCDM linear
growth factor.
To determine δΛCDMc in the DGP model, we consider the
Euler equation that governs the physical radius r of the spher-
ical overdensity [87]
r¨
r
−
(
H˙ +H2
)
= −Ψ,r
r
= −Geff
G
ΨGR,r
r
= −Geff
G
GM(< r)
r2
= −Geff
G
Ωm0H
2
0a
−3δ
2
,
(A4)
with the effective gravitational strength Geff given by
Geff(a, δ)
G
= 1 +
2
3β
(
r
rV
)3 [
−1 +
√
1 +
(rV
r
)3]
.
(A5)
The second line in Eq. (A4) follows from using Eq. (9) com-
bined with Ψ = ΨGR+ϕ/2, and the third line from using the
known GR result. Note that Geff depends on both a and δ (the
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latter entering via rV , which depends on M(< r) and hence
on δ).
Changing the time variable to N = lna in Eq. (A4) and
defining y(t) = r(t)/ (aR) leads to
y′′ +
(
E′
E
+ 2
)
y′
+
Geff(a, y
−3 − 1)
G
Ωm0e
−3N
2E2
(
y−3 − 1) y = 0,
(A6)
where E = H/H0 and we have used δ = y−3 − 1, which
follows from mass conservation5. The value of δΛCDMc (a) is
obtained by a trial-and-error scheme to find the initial linear
density δlin,i that leads to collapse (y = 0) at scale factor a.
The resulting value is then evolved from the initial time un-
til a = 1 using the ΛCDM linear growth factor. The initial
conditions are set up at ai = 1/300 as y(ai) = 1 − δlin,i/3
and y′(ai) = δlin,i/3 (which is the matter dominated solu-
tion). The time dependence of δΛCDMc is displayed in Fig. 8,
which shows the expected result that δΛCDMc becomes smaller
if gravity gets stronger, i.e., for the collapse to occur at the
same time, then the initial overdensity must be smaller than
in GR to compensate for the faster collapse. In particular,
for the ΛCDM, DGPs, DGPm and DGPw models we have
that δΛCDMc = 2.25, 1.82, 2.09, 2.20, respectively, at the mean
redshift of the CMASS sample, z = 0.57 (a ≈ 0.637).
Finally, given the simulation cumulative mass function re-
sults, n(> M)sims, we determine the best-fitting ST mass
function by finding the values of q and p that minimize n(>
M)sims/n(> M, q, p)ST − 1, where n(> M, q, p)ST is the
cumulative ST mass function (cf. Eqs. (A1) and (A2)). The
best-fitting values are
ΛCDM :: (q, p) = (0.733, 0.299)
DGPs :: (q, p) = (0.706, 0.333)
DGPm :: (q, p) = (0.726, 0.313)
DGPw :: (q, p) = (0.728, 0.304) . (A7)
Appendix B: Error reduction from cosmic variance cancellation
In this appendix, we derive the error reduction factor from
cosmic variance cancellation TCV used to scale the errorbars
from the mock measurements of the quantity ∆fσ8 in Fig. 5
(cf. Eq. (37)).
The estimator of the growth rate fˆ (an overhat denotes a
measured quantity to distinguish it from its expected value)
can be expanded in all generality as
fˆ =
∑
i
WiPˆ (~ki) (B1)
where Pˆ (~ki) ≡ Pˆi is the measured galaxy power spectrum
in the mocks, and Wi denote effective weights used in the
analysis. Correspondingly,
∆fˆ =
∑
i
Wi
[
PˆDGPi − PˆΛCDMi
]
≡
∑
i
Wi∆Pˆi, (B2)
where we have assumed that the Wi’s are independent of
the model. We are interested in estimating the variance ∆fˆ ,
which is determined by the covariance of ∆Pˆ
Var(∆fˆ) =
∑
ij
WiWjCov
(
∆Pˆi,∆Pˆj
)
. (B3)
In the following, we work at linear order in cosmological per-
turbations so that the covariance is Gaussian. The problem is
then reduced to estimating Cov
(
∆Pˆi,∆Pˆj
)
.
a. Estimating the covariance
Using the fact that all covariances are diagonal in the Gaus-
sian case, the covariance of ∆P can be expanded as
Cov
(
∆Pˆi,∆Pˆj
)
= Cov
(
PˆΛCDMi , Pˆ
ΛCDM
j
)
+ Cov
(
PˆDGPi , Pˆ
DGP
j
)
− 2Cov
(
PˆΛCDMi , Pˆ
DGP
j
)
. (B4)
The first two terms on the right-hand side are given by (we
drop volume normalization factors, which are not important
anyway since we shall be interested in covariance ratios)
Cov
(
PˆΛCDMi , Pˆ
ΛCDM
j
)
= 2δij
[
PΛCDMi + PN
]2
Cov
(
PˆDGPi , Pˆ
DGP
j
)
= 2δij
[
PDGPi + PN
]2
, (B5)
where δij is the Kronecker delta and PN = 1/nΛCDMg '
1/nDGPg is the shot-noise galaxy power spectrum. While
nΛCDMg = n
DGP
g (cf. Eq. (17)), the equality of the shot noise
is only approximate because of deviations from perfect Pois-
son shot noise. This approximation is nevertheless sufficient
for our purposes. The cross term (last on the right-hand side
of Eq. (B4)) vanishes if the initial phases of the ΛCDM and
DGP simulations are independent. In this case, Eq. (B4) be-
comes
Cov
(
∆Pˆi,∆Pˆj
)
indep. phases
= 2δij
[
PΛCDMi + PN
]2
+ 2δij
[
PDGPi + PN
]2
5 Explicitly, ρ¯ma3R3 = (1 + δ) ρ¯mr3 ⇒ δ = (aR/r)3 − 1 = y−3 − 1.
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= 2δij
[(
1 + (1 + ri)
4
)
P 2i,ΛCDM + 2
(
1 + (1 + ri)
2
)
Pi,ΛCDMPN + 2P
2
N
]
, (B6)
where we have used the fact that Pi,DGP =
(1 + ri)
2
Pi,ΛCDM, with
1 + ri =
√
1 + 23β
ΛCDM + 15 (β
ΛCDM)2
1 + 23β
DGP + 15 (β
DGP)2
× 1 + β
DGPµ2i
1 + βΛCDMµ2i
,
(B7)
following the HOD fitting analysis of Sec. III C. When there
is some positive cross-correlation (like when the simulations
evolve from the same initial conditions), the total error is re-
duced by the cross term−2Cov(PˆΛCDMi , PˆDGPj ) in Eq. (B4).
It is this error reduction that we wish to estimate.
Let us write this term as
Cov
(
PˆΛCDMi , Pˆ
DGP
j
)
= 〈δˆ2i,ΛCDMδˆ2j,DGP〉 − 〈δˆi,ΛCDM〉2〈δˆj,DGP〉2
= 〈(δi + i)2(δ˜j + ˜j)2〉 − 〈(δi + i)〉2〈(δ˜j + ˜j)〉2
= 2δij [(1 + ri)Pi,ΛCDM + 〈˜〉]2 (B8)
where to shorten the notation we have written the estimated
density contrasts as δˆi,ΛCDM = δ +  and δˆj,DGP =
δ˜j + ˜j , with δ, δ˜ and , ˜ corresponding to the determinis-
tic and stochastic parts of the galaxy density field, respec-
tively. We have further taken into account that δ˜ = (1 + r)δ,
Pi,ΛCDMδij = 〈δiδj〉, that terms like 〈δ〉 vanish by def-
inition and have assumed that the noise term is diagonal
〈i˜j〉 = 〈˜〉δij .
What is left to do is to estimate 〈˜〉. We can express it
in terms of the halo shot noise covariance CN (M,M ′) =
〈M M ′〉 as6
〈˜〉 =
∫
dlnM
1
nh
dnΛCDMh
dlnM
∫
dlnM ′
1
nh
dnDGPh
dlnM ′
CN (M,M
′)
=
∫
dlnM
1
n2h
dnΛCDMh
dlnM
dnDGPh
dlnM
(
dn
dlnM
)−1
, (B9)
where we have assumed for simplicity a diagonal shot noise
covariance, CN (M,M ′) =
(
dn
dlnM
)−1
δD (lnM − lnM ′).
Further, dnh/dlnM is the mass function of halos weighted by
the central halo occupation number (dashed lines in the right
panel of Fig. 3), nh is their number density, and dn/dlnM
is the total halo mass function (we are not distinguishing be-
tween the ΛCDM and DGP halo mass functions for the mo-
ment). With the aid of Eq. (B9) we can define the noise cor-
relation coefficient GN as
GN = 〈˜〉√〈〉〈˜˜〉 , (B10)
with
〈〉 =
∫
dlnM
1
n2h
(
dnΛCDMh
dlnM
)2(
dn
dlnM
)−1
,
(B11)
6 M is the stochastic density constrast of the distribution of halos with mass
M .
and similarly for 〈˜˜〉. The quantity GN represents a mea-
sure of the overlap in the host halo mass distribution of the
ΛCDM and DGP mock catalogues, weighted by the shot
noise (dn/dlnM)−1. There are a number of simplifying as-
sumptions made in this derivation, namely that (i) we ne-
glected the random HOD sampling (which reduces 〈˜〉); (ii)
the halo shot noise covariance is not perfectly diagonal (see
[88, 89] for a discussion) and (iii) the mass functions in
ΛCDM and DGP are not identical. Motivated by these un-
certainties, we opt for a more practical approach in which we
use 〈˜〉 = FNPN in Eq. (B8) and treat FN as a free parame-
ter that parametrizes the noise correlation between the ΛCDM
and DGP mock catalogues (similar to GN , but not exactly the
same). The case FN = 0 corresponds to completely uncorre-
lated shot noise terms, which whilst being unrealistic, sets a
lower bound for the improvement in error due to cosmic vari-
ance cancellation. The case FN = 1 corresponds to the best
attainable improvement in error.
b. Error Fisher forecast
Having derived the covariance for the ∆Pi, we can now
perform a Fisher forecast to determine the improvement TCV
in the error of the difference of the growth rate to ΛCDM.
Since the covariance is diagonal, we can write it compactly as
Cov
(
∆Pˆi,∆Pˆj
)
= δijσ
2
i (B12)
(the shape of σi is explicitly written below). The log likeli-
hood is given by
− 2lnL =
∑
modes
σ−2i
[
∆Pˆi − 〈∆Pi〉
]2
= V
∫ kmax
kmin
d3k
(2pi)3
[
∆Pˆ (k, µ)− 〈∆P (k, µ)〉
]2
σ2(k, µ)
,
(B13)
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where in the second equality we have taken the continuum
limit, V is the simulation volume, 〈∆P (k, µ)〉 represents
the fiducial (known) difference in power spectra, kmin =
2pi/V 1/3 and kmax = 0.050 h/Mpc is the maximum value
used in the analysis (cf. Fig. 4, where the minimum s value
modelled is 20 Mpc/h). The Fisher information for a single
parameter p is
Fpp ≡ −
〈
∂2
∂p2
lnL
〉
= V
∫ kmax
kmin
d3k
(2pi)3
[
∂
∂p 〈∆P (k, µ)〉
]2
σ2(k, µ)
=
V
(2pi)2
∫ kmax
kmin
k2dk
∫ 1
−1
dµ
[
〈∆P (k,µ)〉
∆p
]2
σ2(k, µ)
, (B14)
where we have written the partial derivative w.r.t. p as a fi-
nite difference. A natural choice for p is [rcH0]
−1, so that
∆p = pDGP − pΛCDM = [rcH0]−1. Further, 〈∆P (k, µ)〉 =(
[1 + r(µ)]
2 − 1
)
PΛCDM(k). We use the DGPw model
(p = 0.5) to evaluate Fpp for the following two cases,
σ2(k, µ)indep. phases = 2δij
[(
1 + (1 + r(µ))
4
)
PΛCDM(k)
2 + 2
(
1 + (1 + r(µ))
2
)
PΛCDM(k)PN + 2P
2
N
]
(B15)
σ2(k, µ)GN = σ
2(k, µ)indep. phases − 4δij [(1 + ri)Pi,ΛCDM + FNPN ]2 . (B16)
Finally, the factor TCV in Eq. (37) is given by
TFNCV =
√
Fpp(indep. phases)
Fpp(FN ) . (B17)
If FN = 0 in Eq. (B16) (the conservative case), then
TFN=0CV = 0.63. For the DGPw model, we have GN =
0.98, with similar results obtained using either the ΛCDM
or DGPw mass functions in Eq. (B9). This is clearly a sig-
nificant correlation, but neglects various stochastic effects as
explained above. For our best estimate, we choose FN = 0.9,
which results in TFN=0.9CV = 0.21.
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