We propose a framework for assessing the existence and quantifying the effect of threshold effects in cross-country growth regressions in the presence of model uncertainty. The method is based on Bayesian model averaging techniques and generalizes the Bayesian Averaging of Classical Estimates (BACE) method put forward by Sala-i-Martin, Doppelhofer, and Miller (2004) . We apply the method presented in this paper to a set of 21 variables that have been found to be robustly related to economic growth in a cross-section of 88 countries. We find no evidence of robust threshold effects generated by the initial level of GDP per capita. However, we find that the proportion of years a country has been open to trade is an important source of nonlinear effects on economic growth.
Introduction
Following the influential contributions of Kormendi and Meguire (1985) and Barro (1991) , the empirical growth literature has used cross-country regressions to identify variables that are robustly (partially) correlated to growth of per capita GDP. Many different economic, social and political variables have been proposed as important determinants of economic growth. Durlauf and Quah (1999) , for instance, name more than eighty variables that have been included at least once in a cross-country growth regression. Brock and Durlauf (2001) refer to this problem as the "openendedness" of theories of economic growth.
Levine and Renelt (1992) gave a first assessment of the robustness of growth determinants by applying a version of Leamer (1983) 's extreme bounds analysis. Levine and Renelt checked for robustness when changing the set of conditioning variables and concluded that almost no variable used by Kormendi and Meguire (1985) and Barro (1991) is robustly correlated with average GDP per capita growth. Sala-i-Martin (1997a, 1997b), however, considers that the robustness test implied by extreme bounds analysis is too strong for any variable to pass it in the framework of empirical growth research, and proposed to analyze the entire distribution of estimates of the partial correlation between a given variable and long-run growth. Adopting such an approach, Sala-i-Martin (1997a, 1997b) attaches a "confidence level" (in terms of the probability mass on one side of zero in the empirical distribution of the estimate of the partial correlation) to each variable, and proposes to consider those variables with a confidence level of 95% or more as robustly correlated with long-run growth. Using this method, the conclusion is that there exists a considerable number of economic, political and demographic variables that are actually (partially) correlated to growth in a robust fashion.
The methods used to assess the robustness of covariates in growth regressions used by Levine and Renelt (1992) and Sala-i-Martin (1997a, 1997b) rely on models of a given size, so model uncertainty concerning the number of variables that should be included in the growth regression is not considered. Bayesian model averaging methods allow to account for model uncertainty both in the size of the model and in the choice of explanatory variables. Sala-i-Martin, Doppelhofer and Miller (2004) -henceforth SDM (2004) -introduce an alternative approach, Bayesian Averaging of Classical Estimates, BACE, that builds upon Bayesian model averaging without needing to specify prior distributions for all parameters in the econometric specifica-1 tion.
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The method can be applied simply by repeated OLS estimations and presents a tractable setting aimed at accounting for model uncertainty in linear growth regressions. The results in SDM (2004) are in line with Sala-i-Martin (1997a, 1997b), indicating that there is a sizable group of variables which are robust explanatory factors for economic growth.
All the methods named above approach the issue of model uncertainty in growth regressions under the assumption that the relationship between the explanatory variables and the growth rate is linear. This essentially implies that the effect associated with a particular variable is constant across subsamples of the data used. Various deviations from the linear paradigm have been tested in the empirical literature and there is ample evidence of parameter heterogeneity, multiple regimes and threshold nonlinearities in cross country growth regressions (see e.g. Durlauf Many theoretical growth models deliver multiple steady states (e.g. Azariadis and Drazen, 1990 ). Masanjala and Papageorgiou (2004) have explicitly model nonlinearities in the aggregate production function. Finally, issues such as "poverty traps" and other threshold effects have been very influential in economic policy-making, motivating for example some of the "Millenium Goals" proposed by the United Nations. The existence and economic importance of nonlinearities and threshold effects among determinants of economic growth plays thus a major role in the present policy discussion on global development strategies.
In this paper we explicitly allow for non-linearities in the form of level-dependent parameter heterogeneity as usually specified by threshold models (see Hansen, 1996 Hansen, , 2000 . We allow for uncertainty over possible threshold effects and associated threshold observations by extending the BACE method of SDM (2004) and estimating the posterior distribution of these quantities of interest. We propose a method for estimating threshold values under model uncertainty based on the inspection of the posterior inclusion probability of the threshold parameter. Note that the distribution of threshold effects and interactions are calculated by averaging over many Consider a set of variables that are potentially related to growth, X, and a set of variables that are potentially causing threshold-nonlinearity in the growth regression, Z. Z may or may not be a subset of X. The stylized nonlinear model we are considering is
where γ is a vector of T observations of growth rates of GDP per capita,
is the indicator function, taking value one if the argument is true and zero otherwise and ε is an error term assumed uncorrelated across cross-sectional units and with constant variance σ
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. There are therefore m variables inducing nonlinearity in (1) and for simplicity we assume that the nonlinearity which is induced by variable z i is independent from the regime in which an observation is according to another threshold variable z j , for i = j. Although the BAT method can be generalized in a straightforward manner to the setting with dependent nonlinearities, this assumption avoids having to use cross-products of indicator functions in (1), which would increase the computational time of the procedure significantly.
Since we are explicitly dealing with model uncertainty, n and m are not assumed to be known. Instead, in the spirit of SDM (2004), we assume prior inclusion probabilities for the elements of X and Z. In particular, we assume a prior inclusion probability ofn/N for the variables in X and a prior inclusion probability ofm/M for the variables in Z, where N = card(X) and M = card(Z). This implies that the prior expected number of included X-variables in the regression (excluding the constant) isn and the prior expected number of variables inducing nonlinearities is m, leading to an expected model size of (n + 1)(m + 1).
Given the choice of regressors from X and threshold variable from Z we proceed as follows to choose a threshold value z j . We assign a diffuse prior to values of z j ac-tually observed in the sample after trimming 100×θ% of the observations from each extreme of the empirical distribution. We impose this trimming of the distribution to avoid that one of the resulting regimes contains too few observations which could lead to unreliable estimation results. Therefore, the prior inclusion probability of z j,i (observation i in threshold variable z j ) as a threshold in (1) conditional on the inclusion of z j as a threshold variable is uniform and given by 1/[T (1 − 2θ)].
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It should be noted that this prior specification for the threshold values uses sample information and could thus be controversial if the Bayesian approach is to be taken literally. A related issue is the ordering of variables in the cross-sectional context, which is straightforward in the time-series context. 5 We proceed in the estimation by assuming a "natural ordering" of threshold variables Z from smallest to largest realized value and applying the trimming and selection of threshold to the ordered observations. Given the obvious difficulties involved in setting bounds to the prior distribution of the threshold values without observing the realized sample of the threshold variable and since using sample information for the prior specification is standard in the Bayesian literature of threshold estimation (see, for example, Koop and Potter, 1999), we decided to use this mixed approach to threshold estimation. 6 Given the setting put forward above, the prior probability attached to a model containing n X-variables and m threshold variables with thresholds {τ 1 
With this diffuse prior specification and further assuming a diffuse prior with respect to σ, the odds ratio for two models can be approximated (see Leamer, 1978, and Schwarz, 1978) as
where k i is the size of model i, P (·|Y ) refers to posterior probabilities and SSE i is the sum of squared residuals from the estimation of model i. Therefore, given our model space M the posterior probability of model i can be computed as
The posterior model probabilities allow us to easily compute the first and second moment of the posterior densities of the α, β and τ parameters in (1), given by
and
where ξ is the parameter of interest and E(ξ|Y, M l ) is the OLS estimator of ξ for the constellation of X-variables, Z-variables and threshold values implied by model l. The posterior probability that a given X-variable, Z-variable or threshold value is part of the regression can be computed as the sum of posterior model probabilities of those models containing the variable or threshold value of interest.
Random sampling in the BAT framework
Since the number of possible regressions for reasonable sizes of X and Z is enormous, 8 we have implemented both random sampling and a version of the "stratified" sampling procedure proposed by SDM (2004).
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For the random sampler (RS), we use and M =2, M contains more than 4200 million models. 9 For details see the Technical Appendix to SDM (2004), which is available at:
www.econ.cam.ac.uk/doppelhofer prior inclusion probabilities of variables in X and Z and the uniform prior over threshold values z j to obtain (5), (6) and the posterior inclusion probabilities for Xvariables, Z-variables and threshold values. The sampling design is as follows.
1. We sample n j variables from X and m j variables from Z. Each variable in these sets has an inclusion probability ofn/N andm/M for the set X and Z respectively.
2.
For each one of the m j Z-variables sampled, we independently sample a threshold value from the empirical distribution of realized values after trimming 100 × θ% of the observations from the extremes.
3. Equation (1) is estimated for the constellation of variables and threshold values which has been sampled. The information necessary in order to obtain equations (4), (5) and (6) are saved for the model sampled.
4. Steps 1.-3. are replicated R (a large number of) times and (4), (5) and (6) are computed using the replicated models, replacing card(M) by R. Changes in parameters of interest are monitored to ensure convergence of averages of sampling distributions to the posterior distribuition
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The procedure allows us to obtain the posterior inclusion probability of all possible interactions of variables in X with indicator functions for a given variable of Z and a threshold value z j . This posterior inclusion probability is computed as the sum of posterior model probabilities for models including that threshold variable and threshold value and allows us to obtain an estimate for the threshold value corresponding, for instance, to the mode of the posterior inclusion probability. Comparisons with the prior inclusion probabilities enable us to identify the threshold values whose inclusion probability increases or decreases after observing the data. In a similar fashion, the nonlinear effect can be evaluated by computing the posterior expected value and posterior variance of the parameter of the interaction for the corresponding threshold value.
Stratified sampling in the BAT framework
The "stratified sampler" first proposed by SDM (2004) extends naturally to the sampling over threshold variables Z and thresholds z j proposed in this paper. The sampling design is very similar to the random sampling procedure described in 1-4 above. However, instead of the same (identical) prior sampling probabilityn/N and m/M for variables from X and Z respectively, we adjust the sampling probability to account for variables providing good fit. The first step is therefore replaced by:
1'. We sample n j variables from X and m j variables from Z starting with prior inclusion probability ofn/N andm/M , respectively. After a number of random draws, the sampling probabilities are adjusted to reflect model fit, captured by the posterior inclusion probability of variables in sets X and Z,
for the corresponding parameter ξ. The sampling probabilities are then given by a weighted average of prior and posterior inclusion probabilities. To ensure that the posterior distributions are consistently estimated, the sampling probabilities are bounded away from the extremes (0 or 1) by introducing lower and upper bounds.
2'. Similarly, the probability of threshold z j can be adjusted to reflect higher probability of choosing an important threshold point in the sampling probability. Inspecting the uniform prior and posterior distribution shows potential computational gains in simulating the posterior distribution.
Steps 3 and 4 are then repeated as in the random sampling procedure. The savings of computation time can be considerable, in particular in the case of a large number of nonlinear threshold interactions and threshold values.
Nonlinearities and growth: Empirical application
In this section we apply the BAT procedure to a reduced set of growth covariates in order to evaluate the existence and nature of nonlinearities in growth regressions. We choose the 21 variables that SDM (2004) find to be robustly related to growth using the (linear) BACE approach as the set X. The variables are presented in a 
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The results presented below were obtained with ten million replications of the BAT procedure with random sampling settingn=5,m=1 and θ = 0.15. We also ran the BAT procedure with other parameter constellations and the results concerning the existence and nature of nonlinearities appear robust to sensible changes in the expected number of included variables in the X group,n, the expected number of included variables from the Z group,m and the trimming parameter. Figure 1 and Figure 2 present the posterior inclusion probabilities for the threshold value in all possible interactions of the X group variables with each one of the threshold variable (initial GDP per capita in Figure 1 and proportion of years that the economy is open in Figure 2 ). The prior inclusion probability for each realized value is also plotted in the figures.
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While in the case of initial GDP the prior inclusion probability is the same for all threshold values, in the case of the openness variable the repetition of identical values in the sample leads to different prior inclusion probabilities for each potential threshold value. The most remarkable feature of the posterior inclusion probabilities of the threshold values for initial GDP per capita is that they systematically fall below the prior inclusion probability, therefore lending little evidence to the existence of threshold nonlinearities caused by initial development levels once that model uncertainty is explicitly taken into account. The bigger bulk of posterior inclusion probability appears for many interactions in the interval variables used as part of X (DENS60, RERD and OTHFRAC) are marginally related to growth: the posterior inclusion probability is slightly smaller than the prior inclusion probabilities, but their corresponding effect is estimated with high precision when they are included in the growth regression.
12 See also Huang and Chang (2006) and Papageorgiou (2006) . 13 For a given interaction and a threshold value, the prior inclusion probability is given by the product of the prior inclusion variable of the corresponding X variable (n/N ), the corresponding Z variable (m/M ) and the corresponding threshold value (r/[T (1 − 2θ)], where r is the number of times the threshold value is repeated in the range of potential threshold values of the Z variable). Intercept  x1  x2  x3  x4  x5  x6  x7  x8  x9  x10  x11  x12  x13  x14  x15  x16  x17  x18  x19  x20 x21 Prior inclusion probability Intercept  x1  x2  x3  x4  x5  x6  x7  x8  x9  x10  x11  x12  x13  x14  x15  x16  x17  x18  x19  x20 x21 Prior inclusion probability between 7.26 (corresponding to the initial GDP per capita of Malaysia) and 7.45 (corresponding to the initial GDP per capita of Algeria). It should be noted that for simulations run settingm=2 (that is, considering only nonlinear threshold models with both threshold variables as the relevant class), posterior inclusion probabilities in this range appeared greater than the prior inclusion probabilities, but as long as model uncertainty with respect the existence of nonlinearities is taken into account (that is, for parameter constellations withm < 2 such as the one reported here), the evidence of threshold effects caused by initial GDP per capita levels disappears. for the linear setting and is estimated very precisely. The posterior mean of the additive effect for observations in the regime of "closed countries" is -0.038, with a posterior standard deviation of 0.010, which deems the positive effect of the East Asian dummy inexistent for this subsample. A similar conclusion is reached for the case of the African dummy: when the interaction effects with openness are taken into account, this variable appears only robust and estimated with a high degree of precision in the regime corresponding to the subsample of relatively closed countries. Furthermore, the quantitative effect in this regime is estimated to be higher in absolute value than the linear elasticity obtained in SDM (2004).
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These results suggest that these regional dummies are basically picking up the effect of subsamples of countries with a differential openness experience in the period under consideration.
We use the set of explanatory variables that SDM (2004) found to be robustly related to economic growth in linear models. As threshold variables, we use initial GDP per capita and the proportion of years that the economy was open. We find no evidence of nonlinear growth effects generated by initial level of GDP per capita. This is contrary to other empirical studies (see for instance Durlauf and Johnson, 1995 , and Hansen, 2000) which do not explicitly take model uncertainty into account, whereas we allow for uncertainty about model size, threshold values and the nature of the interactions. We find evidence of robust interactions between the number of years an economy has been open and several other growth determinants. Our results imply that the widely used East Asian dummy and African dummy are picking up the effect of subsamples of countries with a high and low degree of openness, respectively. 
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