Abstract. We prove full boundary regularity for minimizing biharmonic maps with smooth Dirichlet boundary conditions. Our result, similarly as in the case of harmonic maps, is based on the nonexistence of nonconstant boundary tangent maps. With the help of recently derivated boundary monotonicity formula for minimizing biharmonic maps by Altuntas we prove compactness at the boundary following Scheven's interior argument. Then we combine those results with the conditional partial boundary regularity result for stationary biharmonic maps by Gong-Lamm-Wang.
Introduction
In this article we study the boundary regularity of minimizing biharmonic maps. Let us first briefly discuss the known boundary regularity results in the case of second order problems: Boundary regularity for minimizing harmonic maps with sufficiently smooth Dirichlet boundary conditions was proved by Schoen and Uhlenbeck [23] and for minimizing p-harmonic maps by Hardt and Lin [10] (see also [7] ). The boundary regularity results for minimizing harmonic and p-harmonic maps crucially depend on the existence of a monotonicity formula at the boundary. Such a formula is obtained by reflecting a comparison map used in the proof of a monotonicity formula for minimizing maps, see [23, Lemma 1.3] . Full boundary regularity is a consequence of the absence of nonconstant boundary tangent maps for the class of minimizing maps.
There is also a conditional result for stationary harmonic maps [28] , which under the assumption of a boundary monotonicity formula for stationary maps yields a partial regularity at the boundary. See also [20] for a boundary regularity result for another class of harmonic maps. The main reason for which no unconditional partial boundary regularity result is known for stationary harmonic maps is the lack of a boundary monotonicity formula. Here, we would also like to point out that a boundary monotonicity formula may be obtained for all sufficiently smooth harmonic maps. According to [15] such a formula was obtained first by W.Y. Ding, see also [6] and references therein. Now, we introduce the setting.
Let N be a smooth, compact Riemannian manifold without boundary of dimension n. By Nash's embedding theorem [18] , we may assume that N is isometrically embedded in some Euclidean space R for sufficiently large. For a smooth, bounded domain Ω ⊂ R m , k ∈ N, 1 and 1 ≤ p ≤ ∞ we define the Sobolev spaces W k,p (Ω, N ) = u ∈ W k,p (Ω, R ) : u(x) ∈ N for a.e. x ∈ Ω , equipped with the topology inherited from the topology of the linear Sobolev space W k,p (Ω, R ).
We define the Hessian energy (or extrinsic biharmonic energy) for u ∈ W 2,2 (Ω, N ) as
where ∆ is the standard Laplace operator on R m . This energy depends on the embedding N → R .
A map u ∈ W 2,2 (Ω, N ) is said to be weakly biharmonic if it is a critical point (with respect to the variations in the range) of the biharmonic energy, i.e., if it satisfies Geometrically, biharmonic maps are solutions u ∈ W 2,2 (Ω, N ) to
For a derivation of the Euler-Lagrange equation of biharmonic maps see [31] .
We say that a map u ∈ W 2,2 (Ω, N ) is stationary biharmonic if in addition to (1.2) it is a critical point with respect to all variations of the domain, i.e., u satisfies In this paper we will be focused on a subclass of biharmonic maps, called minimizing biharmonic maps, which are maps u ∈ W 2,2 (Ω, N ) satisfying
for all v ∈ W 2,2 (Ω, N ) such that u − v ∈ W 2,2 0 (Ω, R ). The study of regularity of biharmonic maps was initiated by Chang et al. in [5] . They investigated mappings with values in the sphere S −1 . In case m = 4 they proved the regularity of all biharmonic maps, while for m ≥ 5 they proved that stationary biharmonic maps are C ∞ except a closed set Σ of Hausdorff dimension at most m − 4. Their result was partially extended to general target manifolds by C. Wang in [30, 29, 31] . Alternative proofs were given by Strzelecki [27] for m = 4, N = S −1 , Lamm with Rivière [13] for m = 4 and arbitrary N , and Struwe [26] for m ≥ 5 and an arbitrary target manifold N .
In [5] Chang, L. Wang and Yang derived from the stationary assumption a monotonicity formula, although only for sufficiently regular maps. That formula was crucial in the proof of partial regularity for m ≥ 5. A rigorous proof of the monotonicity formula was given by Angelsberg in [3] .
In the case of minimizing biharmonic maps the partial regularity results may be strengthened. First it was observed by Hong and C. Wang in [11] that for N = S −1 the singular set Σ has Hausdorff dimension at most m − 5. One can prove the optimality of this result considering a map x |x| : B 5 → S 4 (see [11, Proposition A1.] ). Finally, Scheven in [21] reduced the dimension of singular set of minimizing mappings to an arbitrary target manifold N . His result states that, as in the case N = S −1 , the singular set Σ of minimizing biharmonic maps has dim H Σ ≤ m − 5.
In a recent paper Breiner and Lamm [4] prove that each minimizing biharmonic map is
Let us mention here two inconclusive results in the direction of boundary regularity. Firstly, it was shown in [14] by Lamm and C. Wang that polyharmonic maps, in the conformal case m = 2k, enjoy the property of being continuous in a neighborhood of the boundary. The proof is strongly dependent on the relation m = 2k and one might not extend this method to the case m > 2k. The other result concerns partial boundary regularity for stationary maps. It was shown in [9] by Gong et al. that if we impose an additional condition on the boundary mapping then there exists a closed subset Σ ⊆ Ω, with H m−4 (Σ) = 0 such that the stationary biharmonic map is smooth up to the boundary, except possibly the set Σ. The additional condition is the boundary monotonicity formula. Unlike the interior monotonicity formula, the boundary monotonicity formula is an artificial assumptionit is unknown whether it can be deduced for all stationary maps. The result [9] is a biharmonic counterpart of a result by C. Wang [28] for stationary harmonic maps.
We are interested in the boundary regularity of minimizing biharmonic maps. We assume that u satisfies the Dirichlet boundary condition. More precisely, let ϕ ∈ C ∞ (Ω δ , N ) be given for a δ > 0, where
where ν denotes the outer normal vector.
Similarly as in the case of harmonic maps a boundary monotonicity formula may be proved for sufficiently smooth biharmonic maps. Gong, Lamm, and C. Wang [9] proved that all biharmonic maps that are in W 4,2 satisfy a boundary monotonicity formula. Recently, Altuntas derived the boundary monotonicity formula for minimizing biharmonic maps [2] .
Statement of result. We show that the conditional partial regularity result of Gong et al. can be strengthen to unconditional full boundary regularity in the case of minimizing biharmonic maps.
(Ω, N ) is a minimizing biharmonic map, which satisfies the Dirichlet boundary conditions for a ϕ ∈ C ∞ (Ω δ , N ) in the sense of (1.5). Then, u is smooth on a full neighborhood of the boundary ∂Ω.
Similarly as in the case of harmonic [23] and p-harmonic [10] maps the complete boundary regularity is based on the nonexistence of nonconstant boundary tangent maps. We will consider tangent maps at the boundary and prove that they arise as strong limits of rescaled maps on some smaller domain, containing a portion of the boundary. In order to obtain a strong convergence from a sequence we initially only know is uniformly bounded in W 2,2
we will prove an analogue of Scheven's compactness result.
Scheven, following the result for harmonic maps [15] , has based his argument on an analysis of defect measures. We follow his general strategy, modifying numerous technical details so that the proof works for a map obtained via a higher order reflection across a flat portion of the boundary.
We will not prove that a limit u of a weakly convergent sequence of minimizing maps (u j ) j∈Z is again minimizing. Such a result, is known only in the case when N = S −1 (see [11, Lemma 3.3.] ). In the case of harmonic maps, such a result is known for minimizing maps into arbitrary target manifolds. Since the maps u j and u slightly differ on the boundary one may not use directly the definition of minimizing map to compare their energies. A tool for comparing those energies was provided by Luckhaus and his lemma in [16] . Unfortunately we may not use directly Luckhauss lemma to maps from W 2,2 . An analogue of this lemma is not known in the biharmonic setting.
Instead, similarly as in [22, 23] and [10] , for us it will be sufficient that in very simple situations a limit of minimizing maps is again minimizing. By a repeated formation of tangent boundary maps we arrive at a boundary tangent map which has a special form -it is independent of the first (m − 5)-variables, homogeneous of degree 0, whose only discontinuity may occur at the origin. It was proved by Scheven that such maps are in fact minimizing (cf. Lemma 4.4).
Outline of the article. The paper is organized as follows. In Section 2 we state various facts on biharmonic maps which will be needed in the following proofs. In Section 3 we give a boundary analogue of Scheven's compactness result for minimizing biharmonic maps. In Section 4 we focus on the tangent maps at the boundary. We prove that there exist no nonconstant boundary tangent maps and finally give the proof of the main result.
Notation. We use the following notation
For balls centered at the origin we often write B r (0) = B r , for B 1 we simply write B.
Sometimes to emphasize the dimension of a ball we will write B k , for a k-dimensional ball. We also write R In what follows we will use sequences and partial derivatives, for partial derivatives we write
while u i will denote the i-th element of a sequence of maps (u j ) j∈N . For simplicity we will try to use the following convention: Letters u, v, w will be used to denote maps from B + into N , whereas u, v, w will denote maps from B into R . The constant C traditionally stands for a general constant and may vary from line to line.
Facts on regularity of biharmonic maps
In this section we gather facts from the regularity theory of biharmonic maps, which will be needed later on. We begin by recalling the definition of Morrey spaces, for more details see, e.g., [8, Chapter 3] .
Let p ≥ 1, λ > 0, and Ω be a bounded domain in R m . We say that a function f ∈ L p (Ω) belongs to the Morrey space
The following boundary decay estimate for biharmonic maps that satisfy a smallness condition in Morrey norm is due to Gong, Lamm, and C. Wang, see [9, Lemma 3.1, p. 179].
Lemma 2.1. There exists ε > 0 and θ ∈ 0,
The following theorem is a key-ingredient in the regularity theory. 
is well defined for a.e. 0 < r ≤ R/4 and monotonously nondecreasing for all r outside a set of measure zero. more precisely, there holds for a.e. 0 < ρ < r ≤ R/4
Remark 2.3. The Angelsberg's proof of monotonicity formula, roughly speaking, is based on inserting a correct test function in the so-called first variational formula (an equation which follows from the definitions of stationary harmonic maps). This idea follows the proof of monotonicity formula for stationary harmonic maps (see, e.g., [25] ), which in turn is based on the proof of the monotonicity formula for Yang-Mills fields, see [19] . The first publication of a monotonicity formula for minimizing harmonic maps seems to be [22, Proposition 2.4.] , which by reflection arguments can be extended to boundary monotonicity formula for minimizing harmonic maps, see [23, Lemma 1.3.] . The proof in [22] proof relies on constructing a comparison map. It would be interesting to obtain an analogous proof for minimizing biharmonic maps.
The following theorem is a boundary analogue of the monotonicity formula. It was first proved for any W 4,2 biharmonic map (not necessary minimizing), see [9, Section 2] . Recently a boundary monotonicity formula was derived for all minimizing biharmonic mappings in W 2,2 with sufficiently smooth boundary data, see [2] .
(Ω, N ) be a minimizing biharmonic map with a boundary map ϕ ∈ C ∞ (Ω δ , N ) as in (1.5). Then u satisfies the boundary monotonicity inequality, i.e., there exist R 0 > 0 and C = C(m, ∂Ω, δ, ϕ C 4 (Ω δ ) ) such that for any a ∈ ∂Ω and 0 < ρ ≤ r ≤ R 0 , there holds
In the latter ∂ ∂r is the directional derivative in the direction of the outward pointing unit normal for ∂B τ (a).
The following result is a consequence of the boundary monotonicity formula and for the proof we refer to the appendix A.
Lemma 2.5. Let u ∈ W 2,2 (B + , N ) be a minimizing biharmonic map with boundary value ϕ as in (1.5) and let additionally u − ϕ W 2,2 (B + ) < ∞. Then, for some Λ > 0 we have
The following is also a consequence of the boundary monotonicity formula, the proof can be found in [9, 
The following epsilon regularity result is the main result of [9] .
is a minimizing biharmonic map, which satisfies the boundary monotonicity inequality (2.6). Then, there exists an
, where the singular set is given by
and H m−4 (Σ) = 0. 
Proof. The proof follows [21, proof of Theorem 2.6]. We list the following boundary analogues needed to replace the interior facts used in [21] : 
is bounded by a constant depending only on N .
Compactness at the boundary
For simplicity we will assume that Ω = B + 4 . In this situation our boundary condition states that
The following compactness theorem is due to Scheven, cf. [21, Theorem 1.5.]. Here we present a boundary analogue of this statement. 
where ε 0 is the constant from Corollary 2.9. Then, there is a map u ∈ M (B + 4 ) such that, up to a subsequence,
In fact the L 6 convergence of ∇ϕ i can be relaxed to L 4+ for any > 0. For this purpose, in the proof of Theorem 3.1, one should replace Young's inequality with exponents 3 and in the estimate (3.15), by
To proceed with the proof, the only important thing for us in this estimate is that the exponent at |∇ u i | stays below 4.
We will extend (u−ϕ) onto the whole ball by a higher order reflection, for properties of the reflection see, e.g, [1, proof of Theorem 4.26] . We choose such a reflection, which preserves C 3 continuity of a map. Let u ∈ W 2,2 (B + 4 , N ) with boundary values ϕ as in (1.5), then the reflection u is given by
where x = (x 1 , . . . , x m−1 ) denotes the first (m − 1)-coordinates and the constants λ i are determined by the system
Here λ 1 = −10, λ 2 = 160, λ 3 = −405, and λ 4 = 256. We note that u in general does not have values in N . Next, observe that since u−ϕ ∈ W 2,2
. . , α m ) be such that |α| ≤ 3 and
, R ) and
Moreover, if a ∈ T 4 and r > 0 is such that B r (a) ⊂ B 4 , then for x m ∈ B − r (a) we have − xm i ∈ B + r (a). Thus, for |α| = 2, we have the following estimate
For reflected maps as in (3.3), in order to prove Theorem 3.1 we closely follow Scheven's Section 3.1 of [21] , adjusting numerous technical details whenever necessary. All of the tools used by Scheven in proofs of Lemmata, Theorem and Corollaries have their boundary analogues, therefore, we will be rather brief in most of the proofs below. The difference here is that instead of working with minimizing maps themselves defined on half balls, we will work with higher order reflections of the differences of the mappings and their boundary data. Moreover, the boundary monotonicity formula has a little bit different form from the interior one and yields an additional term (which can still be well controlled).
We shall work with the following definition of convergence of pairs of sequences of maps and measures (slightly different from the one used in [21] ).
(Ω, N ) and ν i be Radon measures on Ω. We abbreviate µ i := (u i , ν i ). For a map u 0 ∈ W 2,2 (Ω, N ), a Radon measure ν 0 on Ω and µ 0 := (u 0 , ν 0 ) we write µ i ⇒ µ 0 as i → ∞ if and only if
We recall that, by Lemma 2.5, any sequence of minimizing biharmonic maps u i with boundary conditions ϕ i as in (1.5), such that sup i∈N u i W 2,2 (B + 4 ) < ∞, where u i is the reflection given by (3.3), satisfies also sup i∈N u i L 2,m−4 (B + 4 ) < Λ for some Λ > 0. We modify Scheven's set B M Λ to our purposes and let
with boundary values ϕ i as in (1.5), satisfying boundary monotonicity formula (2.6), assumptions (3.2), and
Combining boundary monotonicity (2.6) with (3.4) we obtain
Lemma 3.4. Assume B Λ ( u i , 0) ⇒ (c, ν) as i → ∞ for a constant c ∈ R and a Radon measure ν on B 4 . Then for each a ∈ B, there is a subsequence {i k } k∈N such that for a.e. 0 < r < 1 we have
and for every a ∈ B and for a.e. 0 < ρ ≤ r < 1
If
where H + and R + are the quantities from the boundary monotonicity formula and are defined in (2.7) and (2.9) respectively.
Proof. The proof is essentially the same as the proof of [21, Lemma 3.2] . We briefly note the following differences. In order to obtain the convergence in (3.7) we need to ensure that the term Ce Cr R
(a, r) converges on a subsequence to 0. With addition to the argument used by Scheven we let a ∈ B be fixed and
for all i ∈ N and a.e τ ∈ (0, 1]. Then
which, after the same arguments as Scheven's, yields (3.7).
The inequality (3.8) is a consequence of the monotonicity for the reflected map u (3.6).
In the second case, in addition to Scheven's argument, by the strong convergence we get strong convergence in
] with u i replaced by the difference (u i − ϕ i )) and of g i to some f 0 and g 0 . We may choose a subsequence so that f i i → f 0 a.e and g i k → g 0 a.e. as k → ∞. Together with the strong convergence of u i → u 0 we obtain (3.9).
We employ Scheven's definitions of rescaled pairs to our case of reflected maps. First, we observe that for every µ = ( u, ν) ∈ B Λ we have by definition in the first definition we have chosen some representative of u. The pair µ * is said to be a tangent pair to µ in the point a if there exists a sequence r i 0 with µ a,r i ⇒ µ * . Observe that (3.10) is scaling invariant, therefore (3.10) holds as well for the rescaled pairs µ a,r . Thus, up to a subsequence, the limit always exists.
The next lemma is an immediate consequence of [21, Lemma 3.3] .
, N ) and ν be a Radon measure on
For a pair µ = ( u, ν) ∈ B Λ we define the set Σ µ as the set of points a ∈ B 1 with
where the constant ε 0 is the constant introduced in Corollary 2.9. We observe that theorem on the structure of defect measures [21, Theorem 3.4] carries over directly to our setting to yield Theorem 3.7. For any µ = ( u, ν) ∈ B Λ , there holds Σ µ = sing u ∪ spt ν, in particular Σ µ is a closed set. Moreover, there are constants c and C depending only on m such that for every µ = ( u, ν) ∈ B Λ , we have
Proof. We proceed as in [21, proof of Theorem 3.4]. The proof of the inclusion Σ µ ⊂ sing u ∪ spt ν and the estimates (3.12) remain unchanged, therefore we omit this part. To proof the inclusion (sing u ∪ spt ν) ⊂ Σ µ and the subconvergence we follow Scheven with the following modifications and adjustments.
We divide the proof into three cases: a ∈ T 1 \ Σ µ , a ∈ B + \ Σ µ , and a ∈ B − \ Σ µ .
First, if we choose a ∈ T 1 \ Σ µ , then the difference in the proof is the following: We choose a radius 0 < ρ < 1 with
Next, we choose a sequence of minimizing biharmonic maps u i ∈ W 2,2 (B + 4 , N ) with boundary data ϕ i with (
Now, in order to apply Corollary 2.9 we estimate lim i→∞ (2ρ)
Hence, we obtain uniform estimates sup i∈N u i C 3 (B Now, similarly as in [21] by Arzelà-Ascoli theorem we find a subsequence, which converges u i j → u in C 2 (B σ (a), R ), as j → ∞, from which we deduce ν(B σ (a)) = 0. Thus, (sing u ∪ spt ν) ⊂ Σ µ .
If we choose a ∈ B + \ Σ µ then the proof is identical as in the case of interior points in [21] .
Finally, if we choose a ∈ B − \ Σ µ and ρ small enough to ensure am 4 + 2σ < 0, where a m is the m-th component of a, then B 2ρ (a) ⊂ B − . By the definition the behavior of the reflected map on B 2ρ (a) ⊂ B − corresponds to the behavior of the map on four balls in the upper half: B 2ρ (a j ), where a j = (a , −a m /j) for j = 1, 2, 3, 4, and a = (a , a m ). Thus from a / ∈ Σ µ we deduce that a j / ∈ Σ µ and by repeating the proof in the interior case we obtain the desired inclusion.
As a consequence of Theorem 3.7 we obtain, exactly as in [21, Corollary 3.6], the following.
We also have a counterpart of [21, Lemma 3.7] , which makes it possible to restrict our attention to the case, when the limiting map is constantly equal 0 and the defect measure is flat.
Lemma 3.9. Assume there is a pair ( u, ν) ∈ B Λ with H m−4 (spt ν) > 0. Then there is a pair ( u * , ν) ∈ B Λ , such that u * = 0 ∈ R and
where V is an (m − 4)-dimensional subspace V ⊂ R m and C > 0 is a constant.
Proof. The proof follows directly the proof of Scheven's Lemma 3.7 [21] . Identically as there, there is a point a ∈ B and a sequence r i 0 for which µ a,r i ⇒ µ * = ( u * , ν * ) ∈ B Λ , for which u * is a constant. We know also that u * is equal zero on T 4 , thus u * = 0.
In the proof of the structure of the measure ν the only difference from Scheven's proof we should observe is that, by inequality (3.8), the quantity
is well defined and a similar analysis to that in [21] shows that there exists a tangent measure ν to ν * , such that ν = CH
We are ready to prove the Compactness Theorem 3.1. The (rough) idea of the proof follows Scheven's proof of Theorem 1.5 in [21] . The results of this section yield that if the theorem was false we would obtain a sequence of reflections u i , converging to 0 off the support of a defect measure which up to a constant is an (m − 4)-dimensional Hausdorff measure and which is flat. To show that it is impossible we construct a comparison map and use the minimizing property of u i on a half-ball. We define a comparison map as an interpolation between u i and its boundary data v i with the exception of a tori of small radius in which the energy concentration set is included. To define the map on the remaining tori we use a kind of radially constant extension on a tori. The existence of such a map leads to a contradiction with the special form of the defect measure, if we choose sufficiently small outer annuli on which the comparison map is equal u i and sufficiently small intermediate annuli on which the map is defined as an interpolation between u i and ϕ i .
Proof of Theorem 3.1. In the following, we forego possibly more general and sophisticated estimates in favor of simple arithmetic The theorem is equivalent to ν ¬ B ≡ 0 for all ( u, ν) ∈ B Λ . Thus, we consider a sequence w i ∈ W 2,2 (B Let κ, σ be suitable parameters, which will be specified later, satisfying 1 2 < κ < 1, 0 < σ < 1 16 , and 0 < κ + 2σ < 1.
, we define
We recall that π N : O(N ) → N is the nearest point projection of a neighborhood O(N ) ⊂ R of N onto N . We observe that
κ+σ . Moreover, the set {0 < ψ < 1} \ T 2σ has positive distance to the energy concentration set {0} × B m−4 , so that we have convergence u i → 0 in C 2 on the former set. Therefore, for sufficiently large i ∈ N, the maps v i (x) are well defined for x ∈ B + \ T 2σ .
Simple computations yield 15) where in the last estimate we used Young's inequality
and the pointwise inequality
By Gagliardo-Nirenberg's inequality we have for p > 1
For 1 < p < 2 the uniform boundedness of u i W 2,p (B + ) combined with the above inequality implies sup
. Now, by Hölder's inequality for exponent
.
(3.17)
Taking p = 7 4 we see that the first term of the latter inequality converges to 0 and the second is bounded, hence |∇ u i | 3 → 0 strongly in L 3 (B + ). Now we are ready to pass to the limit in (3.15) .
By the C 2 -convergence u i → 0 on the set {0 < ψ < 1} \ T 2σ and by the convergence |∆ u i | 2 dx ν in the sense of measures, we get, since ν(∂B) = 0,
where C(σ) is the limit of C {0<ψ<1} (|∇ϕ i | 4 + |∇ϕ i | 6 ) dx. From the absolute continuity of the Lebesgue integral, by shrinking σ > 0, the constant C(σ) can be taken arbitrary small.
Note that for m = 4 the above construction of v i is possible for all x ∈ B + . In this situation v i ≡ u i on T 1 and since the vector Applying Lemma A.1 for R = 1 and r = 1 − σ, using the inequality (3.4), and the strong convergence of ∇ u i in L 2 , we get For m ≥ 5 we apply a retraction Ψ ∈ C ∞ (T 4σ \ T 0 , T 4σ \ T 2σ ) from [21, Lemma 3.8] with the following properties: Ψ = id and ∇Ψ ≡ Id on ∂T 4σ , where id denotes the identity on ∂T 4σ and Id is the identity map on R m . Furthermore,
[x] 4 for constants dependent only on m.
We are ready to define a comparison map. Let
Due to the properties of the retraction Ψ we have v ∈ W 2,2 (B + , N ). We immediately have
To see that the trace of v i is the same as u i 's on T 1 ∩ T 4σ we note that for Ψ from Scheven's Lemma 3.8 we have
Hence, after simple computations, for x ∈ T 1 ∩ T 4σ ,
The last equality is, again, a consequence of the fact that
Similarly as in (3.15) we compute we get
In order to pass with i to the limit in the above inequality we note that similarly as in (3.18), we have
Once again, from the absolute continuity of the Lebesgue integral, by shrinking σ > 0, the constant C(σ) can be taken arbitrary small. Now let 0 < γ < 1 be a small number. We have by Lemma A.1 (3.25)
Combining (3.4) and (3.25) we obtain
To get a contradiction we use the special form of the measure
We choose the number κ so that 4m
Next we observe that if C ϕ is sufficiently small, e.g, is such that
then by shrinking σ > 0 the number 4m C ref (C(σ) + C ν(T 4σ )) can be arbitrary small and thus
contradicting (3.26) . This finishes the proof of Theorem 3.1.
Tangent maps at the boundary
In this section we prove, using the compactness result from the previous section, that limits of rescaled maps converge strongly to boundary tangent maps, which are homogeneous of degree 0 and have constant values on the flat part of the boundary ∂B + . Next, we show how to rule out the possibility of existence of nonconstant minimizing biharmonic maps from a half ball, that are constant on the flat part of the boundary T 1 . Finally, combining results of this section, Scheven's lemma, which states that the tangent maps that occur in the dimension reduction argument are minimal, and Gong, Lamm, and C. Wang's epsilon regularity result -Lemma 2.1 -we give the proof of the main result. Lemma 4.2. Let u be as before with boundary values ϕ ∈ C ∞ and let a ∈ T 1 . Then for each sequence {λ i } i∈N for which 0 < λ i < 1, there exists a subsequence λ i j → 0 such that the maps u λ i j converge strongly in W 2,2 (B + 1/2 , N ) to a map u 0 ∈ W 2,2 (B + , N ) that is biharmonic, homogeneous of degree 0, and has constant boundary values on T 1 .
Proof.
Step 1: Strong convergence. Observe that sup i u a,λ i W 2,2 (B + ) < ∞. Indeed, by a change of variables
The supremum of the latter one is bounded by Lemma 2.5. Moreover, u 0 T 1 = ϕ(a) by the continuity of ϕ. Thus the assumptions of Theorem 3.1 are satisfied and we obtain the strong subconvergence to u 0 .
Step 2: Homogeneity of degree 0. By strong convergence and Lemma 3.4 we have
(0, r) do not depend on r and we denote
Now by monotonicity formula (2.6)
In particular
By (4.1) passing to the limit in the last inequality with ρ 0 we obtain
By a change of variables
Thus, passing with r to zero in (4.2) we get
and as a consequence x i (u 0 ) x i ≡ 0 a.e., which implies the desired homogeneity. 
which is impossible.
For m > 4, we shall consider the energy of a comparison function v α , the same as in [10, proof of Theorem 5.7] . We use spherical coordinates to represent a point X on the hemisphere ∂B 1 ∩ {x m ≥ 0} by a point ω ∈ S m−2 and the angle φ ∈ [0, 
The desired comparison mapping is given by
Let J(α) = B + |∆v α | 2 dx denote the Hessian energy of v α . One can compute
Changing variables according to θ = θ(φ, α) : [0,
Hence, e(u 0 ) = 0 for almost all (ϕ, ω) and u 0 must be continuous, therefore constant.
We will need the following lemma due to Scheven [21, Lemma 4.2] .
is a tangent map of a minimizing biharmonic map and for some 5 ≤ k ≤ m it satisfies sing( v) = R m−k × {0} and
is a minimizing biharmonic map and homogeneous of degree zero.
In the following proof of the boundary regularity by the above lemma we will get that the maps that appear in Federer dimension reduction argument are minimal. We will not repeat the whole argument, as it is known for experts. Instead we refer the interested reader to [24, Theorem A.4.] and in the case of harmonic maps [22, pp. 332-334] Proof of Theorem 1.1. We note that the boundary regularity of biharmonic maps follows for m ≤ 3 by Sobolev embedding and in the critical dimension m = 4 is already known (see [14] ). We follow the proof of [10, Corollary 5.8., p. 579].
For m = 5 every map which is homogeneous of degree 0 map must be smooth away from the origin.
For m ≥ 5 we make an (m − 4) repeated formulation of boundary tangent maps (see [22, Proof of Theorem II and IV, pp.333-334]), until we obtain a boundary tangent map at a point b ∈ T 1 in the form u 0 (x, y) = v 0 (y), where (x, y) ∈ R m−5 × R 5 and v 0 is a map whose only discontinuity occurs at the origin. In this case, it follows from Lemma 4.4 that v 0 and hence u 0 is minimizing. By Lemma 4.4 u 0 is homogeneous of degree 0 and constant at T 1 . Thus, by 4.3 u 0 is constant.
In order to obtain u 0 we constructed a formulation of boundary tangent map, each time getting a sequence of maps converging strongly to a boundary tangent map. Now applying a diagonal sequence argument we extract a subsequence λ i and rescaled maps u b,λ i which converge strongly to u 0 as λ i 0. Therefore, because u 0 is constant, for each > 0 there exists a number M > 0 such that for each i > M (4.5)
We claim now that for every > 0 there exists R > 0 such that for each λ < R (4.6) λ
Indeed, assume on the contrary that there exists an > 0 such that for each j ∈ N there exists a λ j < Appendix A.
Lemma A.1. There is a constant C depending only on m such that for any 0 < r < R and any map u ∈ W 2,2 (B + R , R ) with vanishing W 2,2 trace on T R = {x ∈ B R : x m = 0} we have The next Lemma shows that by boundary monotonicity formula a bound in W 2,2 implies a bound in the Morrey space L 2,m−4 . The proof is almost identical to the proof in the interior case, but as the boundary monotonicity formula yields an additional term we sketch the proof below. We note that since u satisfies the boundary monotonicity formula (2.6) we have for u and a ∈ T 1 the following where the constant C depends only on the dimension m.
One can easily observe that Next, we proceed exactly as in [21] . Observe that by Nirenberg's interpolation inequality |∇ u| 2 dx + C,
