When aiming at the percent precision in hadronic quantities calculated by means of lattice simulations, isospin breaking effects become relevant. These are of two kinds: up/down mass splitting and electromagnetic corrections. In order to account properly for the latter, a consistent formulation of electrically-charged states in finite volume is needed. In fact on a periodic torus Gauss law and large gauge transformations forbid the propagation of electrically-charged states. In this talk I will review methods that have been used or proposed so far in order to circumvent this problem, while highlighting practical as well as conceptual pros and cons. I will also review and discuss various methods to calculate electromagnetic corrections to hadron masses and decay rates in numerical simulations.
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Introduction
Isospin is an approximate symmetry violated at the percent level by two effects: up and downquark mass difference and electromagnetic interactions. There are three main reasons to include isospin-breaking effects in lattice simulations:
• Calculate pure isospin-breaking effect, like hadron-mass splitting or up and down-quark renormalized mass difference.
The lattice community has been active on the front of hadron-mass splitting since the exploratory studies in the electroquenched setup in [1, 2, 3, 4] . The 2015 BMW work [5] on baryon-mass splitting remains a landmark for the complexity of the simulations and for the rigorous treatment of finite-volume effects in presence of dynamical photons. The QCDSF-CSSM-RIKEN-Kobe (in the following, QCDSF for short) collaboration has reported in this conference on their hadron-mass splitting calculation [6, 7, 8] . The BMW and QCDSF work has been reviewed Liu's plenary talk in this conference and related proceedings [9] .
The BMW collaboration has also reported in this conference on their calculation of the up and down-quark mass difference, in the electroquenched setup [10, 11] . The m u = 0 solution to the strong CP problem is excluded by their calculation, assuming that the estimate for the systematic error due to electroquenching be reliable.
All calculations mentioned so far of the BMW and QCDSF collaborations rely on non-local prescriptions to describe charged particles. I will come back to this point later on.
• Improve on the determination of observable, which have reached the precision of order 1%. This is the case for decay rates of light mesons.
In fact the FLAG working group reports the following world averages for pion and kaon decay constants at the isosymmetric point [12] F π = 130.2(1.4) MeV ,
with a relative error of 1% and 0.3% respectively. On the other hand radiative corrections to leptonic decay rates of pion and kaon are estimated to be about 1.8% and 1.1% respectively on the basis of χPT [13, 14] , and already dominate the error budget. In order to improve on the state-of-the-art lattice determinations of such decay rates, isospin breaking corrections must be included.
The RM-SOTON collaboration has presented in this conference a strategy to calculate leptonic decay rates, and some preliminary results for light mesons in the electroquenched setup [15, 16, 17, 18] . Calculations of radiative correction to decay rates present extra complications with respect e.g. to mass-splitting calculations due to the existence of IR divergences in QED. Even though IR divergences have been studied since the early days of QED and are very well understood, they do not belong to the standard toolbox of the lattice community. For this reason I have chosen to devote section 3 to reviewing general aspects of decay rates and IR divergences, in relation to the RM-SOTON calculation, but also with a (superficial) eye to heavy-meson decay rates.
• Improve on theoretical estimates of possibly large radiative corrections, like to decay rates of heavy mesons, or to the HVP contribution to g µ − 2.
The RBC-UKQCD collaboration has presented in this conference some preliminary studies on the isospin-breaking correction to the HVP contribution to g µ − 2 [19] .
On the other hand no activity has been reported on equally-interesting radiative corrections to decay rates of heavy mesons. For instance radiative corrections to B → Dℓν are relevant for a precise determination of |V cb | at the upcoming Belle II experiment (see for instance BELLE2-NOTE-PH-2015-002), and are expected to be of order 3% as reported in the 2016 PDG review [20] . A search in the references therein (e.g. [21, 22, 23, 24, 25] ) reveals that radiative corrections are estimated very crudely by separating three contributions:
1. Short-distance contributions, due to photons coupling to the W . These contributions can be systematically accounted for by means of the OPE.
2. Long-distance soft-photon contributions (inner-bremsstrahlung) in loops and finalestate radiation. These are analytically calculable.
3. Long-distance hard-photon contributions (structure-dependent contributions). These are fully non-perturbative, and they are either neglected or estimated by saturating relevant matrix elements with a few resonances (see also [26] ).
Structure-dependent contributions may be enhanced by quasi-on-shell resonances and collinear quasi-divergences which arise when charged leptons are produced with large energy, and neglecting them may be not fully justified at the required level of precision (some of these issues will be highlighted in section 3). It is important to understand if a robust strategy can be designed to estimate these contributions from lattice simulations.
Moving to more numerical issues, two very general strategies have been proposed in order to calculate isospin-breaking effects in lattice simulations, which have been already reviewed in detail in plenary talks [27, 28] of previous editions of the Lattice conference:
• Generate configurations in the isosymmetric limit and reweight them. The reweighting factor can be included in a standard fashion as a ratios of fermionic determinants averaged over the photon field as originally proposed in [29, 30] . Alternatively the reweighting factor (along with the observables) can be expanded at first order in m d − m u and α em (RM123 method [31, 32] ). In practice one needs to insertψψ andψγ µ ψ operators into the original observables, multiply times the photon propagator and sum over the photon momenta. The convolution with the photon propagator can be stochastically estimated. The clear advantage of this particular incarnation of reweighting is that one has direct access to the leading isospinbreaking corrections as O(1) observables, rather than O(α em ) ∼ O(∆m ud ) effects on O(1) observables.
• Generate non-isosymmetric configurations at unphysically large values of m d − m u and α em and extrapolate to the physical point. This strategy has been used by the BWM [5] and the QCDSF collaboration [6] (first explorations in the electroquenched setup can be found in [1] ). As observed by the BMW collaboration O(α 2 em ) effects seem to be surprisingly small if α em is the renormalized coupling, and this is essential for the strategy to work. The extrapolation can be performed along different parameter trajectories. For instance the QCDSF collaboration claims [7] that choosing a trajectory that departs symmetrically (in some sense that is specified in their work) from the SU(3) symmetric point is particularly beneficial.
A detailed comparison between these two methods would be very interesting and is still missing. A first move in this direction has been presented by the RBC-UKQCD collaboration [19] in the context of the electroquenched approximation.
The inclusion of electromagnetic corrections in lattice simulations is especially challenging from the theoretical point of view. Typically lattice simulations assume a finite box with periodic boundary conditions along the spatial directions. However Gauss law forbids states with total electric charge different from zero in a box with periodic boundary conditions. This is an essential obstruction for numerical simulations which aim at calculating properties of charged particles. Several prescriptions have been proposed in order to circumvent this problem. A big fraction of this contribution (section 2) is devoted to a critical review of these prescriptions, what we know about them, together with some new results. In particular I will discuss the following aspects:
• IfÃ µ (p) is the photon field in Fourier space, the QED TL prescription [1] is defined by imposing the constraintÃ µ (0) = 0. As already noticed by BMW [5] , QED TL does not have a transfer matrix with a regular perturbative expansion. QED TL has been used in the BMW calculation of the up and down-quark mass difference [10, 11] ).
• The QED SF prescription [33] is defined by restricting the value of V −1 eÃ µ (0) in the interval
Charged-field two-point functions in QED SF do not have a local representation in time, therefore the existence of a transfer matrix in the charged sector is not guaranteed (and very unlikely). QED SF has been used in all QCDSF calculations.
• The QED L prescription [34] is defined by imposing the constraintÃ µ (p 0 , 0) = 0 for any p 0 .
Renormalization of higher-dimensional operators by local counterterms breaks down in the φ 4 scalar theory with a constraint analogous to QED L . This also implies that the operator product expansion as well as the Symanzik effective-theory description of the lattice theory close to the continuum limit break down because of non-local contributions. QED L has been used in the BMW baryon-mass splitting calculation [5] and in the RM123-SOTON decay rate exploratory calculation [17] .
• QED with a massive photon (QED m ) is a perfectly consistent QFT. In finite volume the theory has two IR regulators, the photon mass m γ and the box size L [35] . The L → ∞ limit has to be carefully taken before the m γ → 0 limit, as the two limits do not commute. For instance, if m γ is too small, the spatial-momentum dependence in charged-hadron two-point functions is suppressed and the extraction of states with definite momentum is hindered.
• QED with C-parity boundary conditions (QED C ) in the spatial directions is also a perfectly consistent QFT [36, 37] . The boundary conditions partially break flavor conservation in a local fashion. The flavour mixing induced by the boundary conditions does not affect the majority of the stable hadrons, is exponentially suppressed with the volume in two-point functions, and absent in the renormalization of composite operators. QED C also allows a completely gauge-invariant description of charged interpolating operators.
The prescription that defines QED L has been widely believed to be harmless for a few years, on the basis that operators with dimension not larger than 4 renormalize as in infinite volume at one loop. The first sign of sickness was analyzed in [38] : in the non-relativistic limit charged particles and antiparticles do not decouple. The breakdown of the Symanzik expansion casts a shadow on the ability to extract a reliable continuum limit, especially when large values of α em are used in the extrapolation. 1 In favour of QED L one may argue that none of the above prescriptions is completely free of problems or potential subtleties. This does not come as a surprise as the constraint that we are trying to circumvent (Gauss law) is not just a technical one, but has a deep physical origin rooted in the very fundamental structure of QED. Reality is that the subtleties arising in local prescriptions as QED m and QED C can be systematically studied and accounted for with the powerful tools of QFT. On the other hand no general tool exists for non-local prescriptions and every solution to any newly found problem is a patch whose validity may be debatable until such general tools are developed. My personal recommendation is to use and further develop theoretically sound setups, as the only way to eliminate unwanted, uncontrollable and unnecessary systematic errors in calculations which aim the the percent precision.
2. Charged states in a finite box: discussion of proposed prescriptions
Gauss law forbids states with total electric charge different from zero in a box with periodic boundary conditions. In fact the total electric charge is related via the Gauss law to the integral of the divergence of the electric field, which vanishes because of the boundary conditions
This is obvious in classical electrodynamics. When temporal-gauge quantization is considered (see e.g. [39] ), the above equations is valid at the operatorial level when restricted to the physical Hilbert subspace of gauge-invariant states. The absence of charged states in the physical Hilbert space is an essential obstruction for numerical simulations which aim at calculating properties of charged particles.
A different way to see that charged states do not propagate in finite volume with periodic boundary conditions is the following. Consider QED in a Euclidean box with size
and periodic boundary conditions for all fields, and with with covariant gauge-fixing,
2)
3)
The path-integral measure
(2.4) 1 The continuum limit with QED deserves a special discussion. I am not concerned here with possible nonperturbative definitions and UV-completions of QED. In infinite-volume QED, n-point functions and transition probabilities have a finite and universal continuum limit at any fixed order in perturbation theory and when the typical energies are much smaller than the Landau pole. Therefore, when I refer to the continuum limit of QED, I always have in mind some arbitrarily high, albeit finite, order in the perturbative expansion. The existence and universality of the continuum limit in this weak sense is a consequence of renormalizability by power counting, and of the fact that the theory is weakly coupled at low energies.
is invariant under large gauge transformations
Since large gauge transformations are not continuously connected to the identity, they survive any local gauge-fixing procedure. The product ψ(x)ψ(y) transforms non-trivially under large gauge transformations if x = y, therefore the two-point function of charged fields vanishes at distinct points, i.e.
This shows that charged states do not propagate in finite volume with periodic boundary conditions. All prescriptions listed in section 1 solve this problem by destroying large gauge transformations which prevent a non-zero charged two-point function to be defined. The next subsections are devoted to reviewing particular aspects and issues for each prescriptions.
Before moving to that, I want to add some remarks concerning the expectation values generated by the QED action (2.2), which will be useful later on. I will denote these expectation values simply by ⋆ , defined formally as
This expression is only formal as both numerator and denominator contain a multiplicative countable infinity due to large gauge transformations, which can be trivially simplified as follows. Decompose the photon field into its constant mode (a.k.a. global zero-mode) plus a fluctuation field
The integration measure over the photon field can be factorized into the integration measure over the constant mode times the integration measure over the fluctuation. Consider an observable that transforms under an irreducible representation of the (Abelian) group of large gauge transformations (2.5), i.e.
for some z ∈ C 4 and any n ∈ Z 4 . If P z transforms non-trivially under large gauge transformations, i.e. z = (1, 1, 1, 1), then its expectation value vanishes. If P z is invariant under large gauge transformations, then the integration over the constant mode α can be folded into the fundamental domain (−π, π) 4 . In formulae
where it is understood that, up to an immaterial normalization,
Absence of a transfer matrix in QED TL
For simplicity we consider periodic boundary conditions for fermions in all directions. QED TL is simply defined by constraining the constant mode of the gauge field to zero, i.e. 12) where Z TL is defined in such a way that 1 TL = 1. The insertion of a constraint that is non-local in time spoils the transfer-matrix (i.e. Hamiltonian) representation of the path integral.
As noticed by the BMW collaboration in [5] , effective masses for charged states defined with the QED TL prescription at fixed order in e 2 diverge in the T → ∞ limit. Let us be more precise, and consider the two-point function
The polarization projection is not essential and is introduced for the sole purpose to simplify the formulae as much as possible. Explicit calculation (see appendix A) of the effective mass shows that
Notice that the linear term in T vanishes in the L → ∞ limit, showing that the sickness of the prescription manifests itself as a non-commutation of limits. Neglecting the fundamental issue that the QED TL prescription does not define a local QFT in finite volume, it has been suggested [10] that it is enough to subtract the linear term in T from the effective masses in order to get meaningful results. However notice that, if the O(e 4 ) terms have a greater degree of divergence in T , these might contribute with a non-negligible shift especially in full simulation at unphysically large values of e. Whether the higher orders are under control or not is completely unexplored territory.
At this point I would like to clarify a conceptual point. The fact that the O(e 2 ) effective mass is not finite in the T → ∞ limit is certainly an unappealing feature. However, contrarily to what stated by the BMW collaboration, this fact alone does not imply the inexistence of the Hamiltonian. If a Hamiltonian that is bounded from below exists then it is easy to prove that the effective mass must be finite in the T → ∞ limit. If the Hamiltonian has a regular perturbative expansion (i.e. eigenvectors and eigenvalues are infinitely differentiable with respect to the coupling in zero), then it is also possible to prove that the effective mass must have a finite T → ∞ limit order by order in the perturbative expansion. However an IR divergent effective mass (in the sense of the T → ∞ limit) is not incompatible with the existence of the Hamiltonian, as long as this does not have a regular perturbative expansion. A simple example of this phenomenon based on the harmonic oscillator is given in appendix B.
Absence of a transfer matrix in QED SF
For simplicity we consider periodic boundary conditions for fermions in all directions. QED SF is simply defined by means of
for all observables. Notice that eq. (2.15) coincides with eq. (2.10) for observables that are invariant under large gauge transformations. Even though the restriction in the path integral in eq. (2.15) is non local, in the sector that is invariant under large gauge transformations one can use the symmetry to undo the restriction and go back to an expectation value defined in terms of a local action. One might wonder whether the same happens for the two-point function of the charged fermion. Let us see how it works.
Consider the product ψ(x)ψ(0), and let us introduce the following non-local function of the photon field
where ⌊x⌋ denote the floor of x, i.e. the largest integer n such that n ≤ x. Notice that N µ (A) = 0 when inserted in a QED SF expectation value because of the restriction −π < α µ < π, therefore
It is easy to check that, under a large gauge transformation (2.5),
Since the QED SF expectation value coincides with the unconstrained one for observables that are invariant under large gauge transformations, one concludes that
Notice that eq. (2.19) shifts the non-locality from the path-integral measure (in the QED SF expectation value) to the observable (in the QED expectation value). In particular a Hamiltonian representation for the two-point function seems not to be possible as, in the formulation with a local path-integral measure, the observable is non-local in time, moreover the non-locality range is equal to the whole lattice size. 2 
(Non)renormalization of composite operators and QED L
The QED L prescription is defined by replacing the photon-field integration measure with
This constraint is local in time, therefore QED L admits a Hamiltonian. However this Hamiltonian is non-local in space. Locality is a core property of quantum field theory, and several properties that we usually give for granted depend on locality, such as renormalizability, operator product expansion, effective-field theory description of low-energy modes. As we will see, the renormalization of composite operators is broken by the constraint defining QED L . Before moving on, I want to comment on a couple of myths existing around QED L .
• Since we are subtracting low-modes, i.e. IR modes, these should not affect the UV properties of the theory. This is misleading on several levels. First one should notice that any notion of IR/UV decoupling (which is deeply related to the concept of effective field theory) makes sense only in a local theory. Second one should notice that the constraint in eq. (2.20) eliminates Fourier components with p = (p 0 , 0) for any value of p 0 admitted by the boundary conditions. Therefore the constraint in eq. (2.20) eliminates momenta with arbitrarily large norm.
• The QED L prescription is equivalent to coupling QED to a classical uniform charge density. Let J µ (x) be a classical electromagnetic current. The action of QED coupled to the classical current is
The dynamics of the quantum fields are determined by the probability distribution that defines the path-integral, while the dynamics of the classical current is determined by classical equations of motion. In particular the classical current should not be integrated over. The dynamics of the quantum fields in presence of a given classical current is local. QED L is obtained by choosing J µ (x) to be invariant under spatial translations, and by integrating over it in the path integral. The integration spoils the interpretation of J µ (x) as a classical current.
Let us discuss the renormalization of composite operators. For sake of presentation, in place of QED L , we shall consider the φ 4 theory on R × T 3 where T 3 is the maximally symmetric threetorus with linear size equal to L. We write the action having in mind the renormalized perturbative expansion
where φ is the renormalized field, m and λ are renormalized parameters, while δ Z, δ m 2 and δ λ are the coefficients of the counterterms that are supposed to be at least O(λ ). We impose a constraint on the path-integral measure that mimics QED L
The propagator ∆ ′ (x) in coordinate space can be split in two pieces
the propagator in the full theory without constraint
L Z 3 dp 0 2π 25) and the subtraction 26) where the heat-kernel regularization has been used. The counterterms δ Z and δ m are determined (up to a finite part) by requiring that the two-point function φ (x)φ (0) is finite in the Λ → ∞ limit so long as x = 0. Analogously δ λ is determined by requiring that the four-point function of the renormalized fields is finite. The calculation of the action counterterms is standard, as the constraint turns out to play no role in the identification of the divergences of two and four-point functions at one loop. We give the results
As a consequence of the constraint in eq. (2.23), the propagator ∆ ′ (x) is not a smooth function for x = 0. In fact a little algebra shows that
for any x = 0. This non-local divergence will propagate into loops by generating unwanted mixing with non-local operators. Let us see how in a particular example, which has been cooked up to show this feature in a very simple diagram.
We consider the bare operator ( φ ) 2 . In a local theory, the divergences generated by the insertion of ( φ ) 2 (x) in general expectation values can be subtracted by inserting local counterterms in x. These counterterms are all possible local operators with the same quantum numbers as ( φ ) 2 , and with dimension not greater than 6. In other terms, a renormalized operator can be defined as follows 29) where the c α 's are O(λ ) coefficients which diverge at most logarithmically (c id is the so called mixing with the identity). The renormalized operator is defined such that all expectation values of the form
are finite in the Λ → ∞ limit so long as all point are pairwise distinct. We will show explicitly that in the theory with constraint (2.23), it is not possible to choose local counterterms as in eq. (2.29) so that the following expectation value is finite
The connected expectation value is taken so to kill the mixing with the identity. We can calculate
The two-point functions in the r.h.s. have the same divergence as in eq. (2.28) when z 1 0 = x 0 for all values of z 1 , or z 2 0 = x 0 for all values of z 2 . This divergence is obviously non-local. Even when this divergence is avoided, the loop integral has extra divergences with respect to the infinite-volume case. The full analysis of divergences is quite tedious but straightforward. One can expand the propagators ∆ ′ (x−y) inside the loop by means of eq. (2.24). It is interesting to look at one particular contribution, i.e. the one that is obtained by replacing both loop propagators by −∆ 0 (x 0 −y 0 ). Some calculation yields
The appearance of this divergence is fairly simple to understand. If we set Λ = ∞ then by definition, 35) which is obviously non local. Again the effect of non-locality shows as a non-commutation of limits. If we take the infinite volume limit before the Λ → ∞ limit, this contribution vanishes.
Even though renormalization at one loop of operators with dimension not greater than 4 seems to happen in the same way as in infinite volume, I have shown that renormalization by local counterterms breaks down even at one loop for operators with high enough dimension. This will obviously propagate into the Symanzik expansion of low dimensional operators (and in particular of the action) with unexplored consequences.
Translating the above example to QED L is not trivial, as the photon propagator cannot be decomposed in a simple way as in eq. (2.24). Also one may need to go to higher order to reproduce an analogous mechanism. A full analysis of the finite-volume divergences in QED L is nowhere in sight, and I hope that I have convinced the reader that this is not a trivial matter. The above analysis is maximally relevant for strategies that rely on unphysically large values of α em as higher-loop effects are amplified, and on simultaneous extrapolations to L → ∞ and a → 0 as these two limits do not commute. Precision can not be claimed without having the effects of non-locality under control.
A local formulation: QED m
QED m is defined by giving a mass to the photon, i.e. by replacing the action with
which gives a consistent (in particular, local) QFT in finite volume, defined order by order in the perturbative expansion. The mass term introduces a soft breaking of gauge symmetry (like the gauge-fixing term). The renormalization of QED m is well understood. The m γ → 0 limit in infinite volume is widely studied in the literature. However QED m employs two IR regulators: the photon mass and the finite volume. The L → ∞ and m γ → 0 limits do not commute, and infinite-volume QED is recovered only if the L → ∞ limit is taken before the m γ → 0 limit. Non-commutation of limits makes usually the extrapolation particularly challenging. However it has to be noted that, as long as m γ = 0, the infinite-volume limit is reached easily as the finite-volume corrections are exponentially small (e.g. for masses of stable states). I want to investigate here a bit more in detail the implications of the non-commutation of limits.
The lengthy calculation in appendix C shows that the fermion two-point function in QED m can be represented as follows 37) where Q µ is the electric charge (in units of e) operator defined by interpreting µ as temporal direction and localized on the time-slice x µ = 0, i.e.
We want to study the m γ → 0 limit at fixed volume of the two-point function in time momentum representation
In the m γ → 0 limit, the denominator of eq. (2.37) is dominated by the term q = 0, i.e.
When the numerator of eq. (2.37) is plugged into eq. (2.39), the m γ → 0 limit is obtained by saddle point. For 0 < t < L 0 /2 the saddle point is located at q = 0 and x = 0, while for L 0 /2 < t < L 0 the saddle point is located at q = (−1, 0) and x = 0. Let us consider only the 0 < t < L 0 /2 case for simplicity, i.e.
C(t, p)
The two-point function vanishes exponentially in the m γ → 0 limit for t = 0 as it should, since large gauge transformations become symmetries in the m γ → 0 limit. Moreover the leading term in the m γ → 0 limit does not depend on the momentum p, as a direct consequence of the fact that the integral is dominated by the value of the integrand at x = 0. At this order, the effective mass is
The term proportional to t in the effective mass is the one identified in [35] . Notice that this term vanishes in the infinite-volume limit and diverges in the m γ → 0 limit. Even if this term is removed by hand, the non-commutation of limits is not resolved. If m γ is too small, the physical dependence of the effective mass on the momentum is suppressed, and effectively one is just using a complicated method to extract the QED TL effective mass in coordinate space. In this regime it would be impossible to construct states with definite momentum, which are necessary e.g. in the calculation of transition amplitudes. It is worth noticing that the term proportional to t is large in the exploratory study in [35] , which suggests in fact that this study is performed in the regime in which eq. (2.42) is valid. A possible way to verify or disprove this is to calculate the effective mass at different values of p and check whether it is constant or not.
A local formulation: QED C
QED C is defined by means of C ⋆ boundary conditions (a.k.a. C-parity boundary conditions) along the spatial directions for all fields,
where C is the charge-conjugation matrix for spinors. QED C is a consistent (in particular, local) QFT at finite volume, defined order by order in the perturbative expansion. Some features and delicate aspects of QED C are listed in the following.
• The total electric charge is not constrained to be zero by the Gauss law 45) since the electric field is antiperiodic in the spatial directions. In other works, the electric flux produce by a particle can escape the torus and be eaten by the image particle (which has opposite charge).
• Large gauge transformations of the form (2.5) do not leave the photon field boundary conditions inveriant and are therefore not a symmetry of the theory.
• Charge conservation and, similarly, flavor conservation are partially broken by the boundary conditions. The electric charge Q is not conserved, but the quantum number (−1) Q is. The same happens for each individual flavor number. This is enough to protect all stable mesons and most of the stable baryons from unphysical decays. Some baryons, that would be stable in infinite volume, mix with lighter ones because of the boundary conditions (e.g. Ξ − mixes with p). In effective masses this effect appears (again!) as a non-commutation of IR limit
These spurious mixing are due to flavored mesons traveling around the torus and are suppressed exponentially with the volume, more precisely the following decomposition for the correlator C(t|L) exists
where both C 0 (t|L) and C 1 (t|L) are finite in the L → ∞ limit at fixed t, and also
The suppression exponent e −µL is calculated to be O(10 −10 ) at physical quark masses and M π L = 4.
• The partial breaking of flavor symmetry does not affect the renormalization of composite operators. Thanks to locality, the divergent part of the renormalization constants does not depend on the volume.
• The non-universal finite volume corrections to the hadron masses vanish as L −4 (as opposed to L −3 in QED L ).
• A gauge-invariant representation for the charged-state interpolating operators is possible.
IR divergences and decay rates
In this section I will briefly discuss radiative corrections to decay rates. Subsection 3.1 is completely textbook, and contains a review of some basic facts about IR soft divergences. I have chosen to include this subsection since IR divergences do not belong to the standard toolbox of the lattice community. Subsection 3.2 is a review of the exploratory calculation of the pion and kaon decay rate at O(α em ) presented at this conference by the RM-SOTON collaboration. This subsections gives me the chance also to discuss the separation of radiative corrections in a universal piece (a.k.a. inner-bremsstrahlung) and a structure-dependent piece, which is a useful tool for numerical simulations, and it is also fundamental in order to understand the jargon of the experimentalist and the phenomenologist. Finally in subsection 3.3 I argue that radiative corrections can be enhanced by large logarithms due to quasi-collinear divergences in decay rates of heavy mesons. This phenomenology is completely non-perturbative and hinders the reliability of phenomenological estimates of radiative corrections. It is where our community may be able to give an important contribution hopefully in the near future.
Some facts about soft divergences
If one wants to extract S-matrix elements from numerical simulations when QCD is coupled to QED, besides dealing with the standard complications due to the Euclidean setup and the finite volume, one has to deal also with IR divergences. We assume that all charged asymptotic particles are massive. In this case IR (soft) divergences are due to soft photons (i.e. photons with fourmomentum k, such that k 2 is asymptotically small) in loops and in the final state. Let us review briefly how soft divergences are generated in loops. Roughly speaking they are due to the fact that the photon propagator 1/k 2 is singular when k 2 → 0. However it has to be noted that this singularity is integrable, hence generally not enough to produce a divergence in the Feynman integrals. In fact n-point functions in coordinate space (both in Minkowskian and Euclidean spacetime) are IR finite. Soft divergences appear in 1PI diagrams when external momenta are chosen on the mass shell. In order to illustrate how this happens, let us consider the EW decay µ − → e − +ν e + ν µ . For simplicity we can work with Fermi's effective theory (i.e. in the M W → ∞ limit), and consider the one-loop 1PI diagram in figure 3.1. The S-matrix element is calculated by setting the external momenta on the mass-shell, i.e. p 2 µ = −m 2 µ and p 2 e = −m 2 e (in Euclidean notation). If k is the photon momentum, the charged-particle propagators inside the loop are
In the k → 0 limit the charged propagators go on-shell and contribute with a k −1 singularity to the loop integrand. Since there is two of them, and a photon propagator, the loop integral restricted to the soft region is proportional to
which is logarithmically divergent. Notice that only one singular matter propagator would not be enough to generate the divergence.
At fixed order in α em transition amplitudes are IR divergent because of loops of soft photons. Bloch and Nordsieck [40] pointed out that these divergences cancel in decay rates, when integrated over an arbitrary number of soft photons in the final state. Let us review briefly the physics significance of the Bloch-Nordsieck cancellation mechanism and how it works. Let us consider a generic process α → β involving any number of hard particles of any kind. Let p n be the momentum of the nth particle in this process. Let us consider also the process α → β + Nγ in which the final state contains also N soft photons, with the following properties 1. the n-th incoming particle has momentum p ′ n = p n ; 2. the n-th outgoing hard particle has momentum p ′ n , with |p ′ n − p n | < ∆p; 3. each soft outgoing photon has energy less than ∆E.
If ∆E and ∆p are the energy and momentum resolution of the detector, then the two processes are experimentally indistinguishable. The probability rate to transition from α to β turns out to be infinite at any order in α em beyond tree-level. However this probability rate is not relevant from the experimental point of view. In fact only the probability rate to transition from α to any final state that is experimentally indistinguishable from β is relevant. It turns out that the latter probability rate is IR finite at any order in the perturbative expansion.
Let us try to be a bit more precise. 3 Let us introduce an IR regulator, e.g. a mass m γ for the photon. Let M αβ (k 1 , . . . , k N ; m γ ) be the transition amplitude for the process α → β + Nγ, where k r is the momentum the r-th soft photon. Notice that the soft photons cannot carry a large amount of total energy away (even if N is large and m γ = 0), otherwise by energy conservation the energy of some of the outgoing particles would be notably affected. Therefore it makes sense to consider the transition rate summed over any number of outgoing soft photons with individual energy less than ∆E and total energy less then E T = O(∆p), i.e.
where N α is a normalization factor depending only on the initial state, and the sum over the polarizations of the soft photons is understood. The nontrivial fact about soft divergences is that the asymptotic behaviour of the transition amplitude in the m γ → 0 and k → 0 limit is calculable at all orders in the perturbative expansion
Here p n , m n , and q n are the four-momentum, mass and electric charge (in units of e) of the n-th hard particle, while η n is defined to be equal to +1 and −1 for particles in the final and initial state respectively. k r and ε r are the four-momentum and polarization four-vector of the r-th soft photon. µ is an arbitrary energy scale introduced to the sole purpose to match the dimensions,M β α (µ) does not depend on m γ . Finally A β α is a known exponent
It is usually said that soft divergences factorize, since the virtual soft photons contribute to the transition amplitude with the factor (m γ /µ) αem 2 A β α , and each real soft photon contributes with a factor ∑ n eq n η n (p n · ε * r )/(p n · k r ). It is also usually said that soft divergences are universal in the sense that these factors are completely determined by masses, charges and momenta of the particles in the initial and final states. In particular the factors depend neither on the microscopic interactions that produce the scattering process nor on the spin and internal structure of the particles.
Notice that the virtual-photon factor gives contributions to all orders in the perturbative expansion. The real part of A αβ is proven to be always positive, therefore the formally resummed transition amplitude vanishes when the IR regulator is removed while the momenta of the soft photons are kept small but non-vanishing. This phenomenon is known as evaporation of the S-matrix. 4 If ∆E, E T and m γ are small enough, one can plug the approximation (3.4) into the formula (3.3) for the integrated transition rate. Because of the singularity at k r → 0, the phase-space integral in eq. (3.3) diverges when the IR regulator is removed. This divergence compensates exactly the vanishing factor due to virtual soft photons, so that the transition probability rate becomes finite and non-zero in the m γ → 0 limit,
8) 4 When expanded to a given order in α em , the exponential factor
generates logarithmic divergences. At fixed order in the perturbative expansion the transition amplitude does not vanish in the m γ → 0 limit as in the resummed case, on the contrary it diverges logarithmically. This phenomenon may look counter-intuitive, but the mathematical mechanism behind it is quite trivial and shows that the perturbative expansion is broken by large calculable IR logarithms.
where F(x, A) is a known kinematic function which is reported for completeness
Notice that the transition rate in the resummed form (3.8) is finite for any value of ∆E and vanishes in the ∆E → 0 limit. However at fixed order in the perturbative expansion
the transition rate is logarithmically divergent in the ∆E → 0 limit. This divergence is not real, but it signals the breakdown of the perturbative expansion in processes with soft photons in the final state. If we consider for instance the leptonic decay of the hadron h − → ℓ − +ν ℓ , then one can calculate explicitly
For a back-of-the-envelope calculation, one can take µ equal to the largest scale in the problem, i.e. the hadron mass, and calculate ∆E with the property that for all ∆E < ∆E the O(α em ) corrections are larger than 10%, i.e. Notice that this energy varies a lot with the process. It is obvious that higher-order radiative corrections may become relevant only if large scale separations exists.
RM-SOTON calculation
The RM-SOTON collaboration has presented a strategy and preliminary results for the calculation of the probability rate for the process
with h = π, K at order α em [15, 16, 17, 18] . Notice that at this order, at most one photon can be produced in the final state. In infinite volume, the relevant transition amplitudes have the following behaviour in the m γ → 0 limit, which is obtained by expanding eq. (3.4),
14)
As a special case of eq. (3.3), the decay rate in the center-of-mass frame and integrated over the soft photon is
The basic idea of the RM-SOTON collaboration is to exploit universality to reshuffle the IR divergences in a convenient way. Let us consider the auxiliary quantum field theory for hadron, leptons, neutrinos and photons, in which all particles are described as fundamental fields and charged particles are minimally-coupled to photons. In this auxiliary theory the electroweak transition is generated at tree-level by an effective operator of dimension 5 (which can be found in [18] ). This auxiliary quantum field theory is usually referred to as point-like approximation, as it could be seen as the leading order of a general effective field theory. The normalization of the effective EW Hamiltonian in the point-like approximation is chosen in such a way that the tree-level amplitude matches the one in the fundamental theory, i.e. 19) where the subscript PT denotes quantities calculated within the point-like approximation. Then one defines the structure-dependent (SD) decay rates by subtracting the point-like approximation to the full decay rate, i.e. Γ SD,⋆ = Γ ⋆ − Γ PT,⋆ . In particular
The crucial observation is that the three terms in the r.h.s. of the above equation are IR finite, and can be calculated separately.
1. The first term in the r.h.s. of eq. (3.20) is IR finite thanks to the Bloch-Nordsieck cancellation mechanism applied to the point-like approximation,
Moreover this term is analytically calculable, given the tree-level amplitude, i.e. F h .
2. Let us look at second term in the r.h.s. of eq. (3.20). First we notice that a formula, similar to eq. (3.14), holds for the transition amplitude calculated in the point-like approximation. Moreover the radiative function A is the same in the full theory and in the point-like approximation, as it depends only on masses, charges and kinematics. Therefore 22) which shows that Γ SD,0γ is IR finite as a consequence of the matching condition (3.19). The RM-SOTON collaboration proposes to calculate Γ SD,0γ from lattice simulations, where the box size L acts as IR regulator. If we denote byΓ SD,0γ (L) the decay rate in finite volume, the infinite-volume limit is found to be reached up to 1/L 2 corrections [16]
This result is nontrivial, as both the point-like and full decay rate have a 1/L term (along with the ln L IR divergence) whose coefficient is fixed by the gauge Ward identities and general analyticity properties of the effective vertices. 
If ∆E is asymptotically small, the PT contribution Γ PT (∆E) blows up logarithmically signalling break-down of the perturbative expansion, while the SD contribution Γ SD,1γ (∆E) vanishes linearly. In the case of the pion decay, a window in ∆E exists such that both the O(α 2 em ln 2 ∆E) corrections and Γ SD,1γ (∆E) are negligible. It is shown in [15] that reasonable values of ∆E for which this happens (independently of the lepton in the final state) are in the region of 10-50 MeV. The existence of such window is very much process dependent, and is expected not to hold in processes involving large scale separation because of large logarithms in the coefficients of the ∆E expansion. In general Γ SD,1γ (∆E) should be calculated from lattice simulations as well.
The preliminary results presented by the RM-SOTON collaboration [17] are obtained in the electroquenched setup (i.e. photons couple only to the valence quarks, but not to the sea quarks), with the QED L prescription. The infinite-volume extrapolation of the SD contribution to the decay rate with no photons in the final state has been performed by fitting the coefficient first unknown L −2 correction, according to the theoretical analysis presented in [16] . Observables have been calculated with the RM123 method. For the π → µ + ν process they report for instance
Large collinear logarithms
The decomposition of decay rates in point-like and structure-dependent contributions is completely general. At fixed order in the perturbative expansion the point-like contribution contains the singular part in ∆E, which is the physical remnant of the soft divergences in the amplitudes. Soft divergences are the only IR divergences in QED if all charged particles are massive. In the limit in which some charged particles become massless new divergences arise. As we will see, these divergences are generated by non-integrable angular singularities in Feynman diagrams, and are therefore referred to as collinear divergences.
The simplest example of collinear divergences is found in the factor A β α in eq. (3.11) for the process h → ℓ + ν in the limit m ℓ → 0, i.e.
In the real world charged particles are massive. When the considered process involves large scale separations large logarithms arise as a remnant of collinear divergences. The divergence in eq. (3.26) arises from virtual soft photons that are emitted in a direction parallel to the momentum of the hard lepton. However collinear divergences arise also when the photon is not soft, as we will try to argue with a specific example. Let us consider again the leptonic decay of the hadron h − → ℓ − +ν ℓ . Let Γ µ (p, k) be the effective vertex hhγ where k is the photon incoming momentum, p and −p − k are the hadron incoming momenta, and let
be the dressed propagator of the hadron. Let us look at the particular contribution to the transition probability represented in fig. 3 .3. This contribution contains the integral 28) where Euclidean notation has been used, the on-shell four-momenta arep h = (im h , 0) andp ℓ = (iE ℓ , p ℓ ), and N µ is an overall normalization that depends on the kinematic variables, polarizations and the Fermi constant. The IR cutoff has been introduced in order to isolate the hard-photon contribution, and the UV cutoff has been introduced in order to avoid confusion with UV divergences. The integral over k 0 can be performed by closing the integration path at infinity in the complex plane. One gets contributions from several poles. We are interested in the contribution from either of the photon polesk = (±i|k|, k) which is
In spherical coordinates with z = cos θ = p ℓ k/(|p ℓ | |k|) it becomes apparent that the hadron propagator has a non-integrable singularity at z = ±1 (the sign depends on which photon pole we have chosen) for m ℓ = 0, which translate into a logarithmic divergence for m ℓ small with respect to
This formula shows explicitly that the collinear divergence ln(m h /m ℓ ) gets contributions from virtual-photons poles with spatial momentum parallel to the light-lepton momentum but with arbitrary modulus. In particular these contributions are not universal, in the sense that they read the internal structure of the hadron (encoded in the effective vertex and dressed propagator away from the mass-shell).
The presence of quasi collinear divergences is only one of the mechanisms that could enhance the structure-dependent part of the radiative corrections to decay rates of heavy mesons. The existence of resonances slightly heavier than the stable hadron, which can go almost on-shell in radiative processes [48, 26] is another possible mechanism. The inherently non-perturbative nature of these phenomena makes their estimate quite difficult.
Conclusions
In order to be able to calculate hadronic observables at the level of the percent precision, isospinbreaking corrections must be taken into account. These have two sources: the up and down-quark mass difference and electromagnetic interactions. The inclusion of QED effects in particular is challenging for various reason.
Typically lattice simulations assume a finite box with periodic boundary conditions along the spatial directions. However Gauss law forbids states with total electric charge different from zero in a box with periodic boundary conditions. This is an essential obstruction for numerical simulations which aim at calculating properties of charged particles. I have reviewed some of the proposed workarounds in section 2. Among those, QED SF and QED L have been employed so far in largescale simulations. Unfortunately they are both non-local prescriptions. The non-locality in time prevents a representation of the QED SF n-point functions in terms of a transfer matrix. I have also argued with an explicit calculation in a simplified model, that the QED L prescription destroys the renormalization of composite operators (at least with dimension large than 4) by local counterterms, and consequently the operator product expansion and the Symanzik effective-theory description of the continuum limit. The theoretical status of these non-local prescriptions is quite unsatisfactory.
My personal recommendation is to use and further develop theoretically sound setups, as the only way to eliminate unwanted, uncontrollable and unnecessary systematic errors in calculations which aim the the percent precision. The QED m and QED C prescriptions are local, and can be studied with the powerful machinery of QFT. In order to make QED m into a practical tool, I personally feel that more work is necessary to understand the implications of the non-commutativity of the m γ → 0 and L → ∞ limits. My (surely biased) point of view is that our understanding of QED C is mature enough to invest in a coding and numerical project.
The calculation of radiative corrections to decay rates (discussed in section 3) presents extra complications with respect e.g. to mass-splitting calculations due to the existence of IR divergences in QED. Transition amplitudes beyond leading-order in α em are IR divergent because of loops of soft-photons. These divergences cancel in decay rates, integrated over an arbitrary number of soft photons in the final state. The separation of radiative corrections in a universal piece (a.k.a. inner-bremsstrahlung) and a structure-dependent piece provides the basis of a practical strategy for numerical calculations, put forward by the RM-SOTON collaboration. An important fact in their analysis is that the structure-dependent part of the real-photon emission decay rate can be neglected in the leptonic decay of pion and kaon. In perspective one may be interested in applying similar ideas to the decay of heavy mesons. On general grounds it is possible to argue that structuredependent contributions can be enhanced by the presence of large logarithms due to quasi-collinear divergences or resonances with a small off-shellness. In this case the real-photon emission is most probably not negligible, and a detailed strategy to calculate this contribution needs to be developed.
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A. Effective mass in QED TL
In this appendix I want to derive eq. (2.14). In Fourier space one gets the usual expression of the two-point function in terms of the self-energỹ
where a Pauli-Villard regulator has been introduced for the photon propagator. The exclusion of the zero momentum in the sum of the self-energy is a direct consequence of the constraint defining QED TL . Notice that, even though eqs. (A.1) and (A.2) defineC(p 0 ) and Σ + (p 0 ) for all real values of p 0 , the simple relatioñ
is valid only for momenta p 0 allowed by the boundary conditions, i.e.
Before transforming back to the time-momentum representation, let us study the pole structure of C(p 0 ). The self-energy is analytical in a complex neighbourhood of p 0 = −im, and can be written as
Explicit calculation shows that the reminder R(p 0 ), as the self-energy itself, can be represented as an infinite sum of single poles away from p 0 = −im,
One can plug this representation for the self-energy into eq. (A.1), and then back into eq. (2.13), use the Poisson summation formula, and obtain the two-point function in time-momentum representation by explicit calculation
This representation is valid for 0 < t < T . The effective mass is readily calculated
Notice that the on-shell self-energy Σ + (−im) as well as the residues r N and the poles z N depend on T . We will show that the effective mass is divergent in the T → ∞ limit, by showing that the on-shell self-energy is.
Some tedious manipulation gives the following decomposition for the on-shell self-energy
In the T → ∞, the first term after the last equality is divergent (while the other terms are finite).
This shows that the effective mass given in eq. (A.8) is divergent in the T → ∞.
which is more convenient to take the T → ∞ limit, where the dots stand for corrections that fall off faster than any inverse power of T . Notice that the free propagator contains an IR divergence and it is not defined in the T → ∞ limit, as a consequence of the accumulation of the eigenvalues of −d 2 /dt 2 in zero. However this divergence drops out the effective mass.
At first order in λ , the two-point function defined in eq. Notice that the effective mass at O(λ ) is divergent in the T → ∞ limit, even if the non-perturbative two-point function has a Hamiltonian representation.
C. Fermion two-point function in QED m
In this appendix we will be concerned only with the fermion two-point function, even though most results extend also to more complicated observables.
Instead of considering the full path integral, we consider only the fermion-field integration. Large gauge transformations (2.5) act as a spurionic symmetry on the fermionic path integral, i.e. the following equality is valid for any n ∈ Z 4
[dψ] Since this equality has to be valid for any n ∈ Z 4 , it means that Q µ must have support on integer numbers after the fermionic path integral is evaluated, therefore one can write (C.11) 6 The discontinuous exponential e −i(α µ +2πn µ )(L −1 x) µ must be defined through a proper limiting procedure. We consider a family of functions f ε (x). For each ε > 0 we require that f ε (x) is smooth and periodic. We also require that
where χ A (x) is the characteristic function of the set A. The new fermionic fields are defined as Let us take one step back, and comment the result. This long derivation has yielded a very natural result: the electric charge takes integer values. This fact is obvious if we consider the latticediscretized theory in Hamiltonian formalism. However in the path-integral formalism it is a nontrivial consequence of large-gauge transformations.
We can use the representation (C.10) in the full QED m path-integral with action (2.36), together with the decomposition given in eq. (2.8), and obtain At this point we notice that: (1) the integral over the constant mode is Gaussian and can be explicitly calculated; (2) the remaining integral over fluctuations and fermions is nothing but a path-integral in QED TL , i.e. 
