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INERTIAL MANIFOLDS AND FINITE-DIMENSIONAL REDUCTION FOR
DISSIPATIVE PDES
SERGEY ZELIK
Abstract. These notes are devoted to the problem of finite-dimensional reduction for parabolic
PDEs. We give a detailed exposition of the classical theory of inertial manifolds as well as various
attempts to generalize it based on the so-called Mane´ projection theorems. The recent coun-
terexamples which show that the underlying dynamics may be in a sense infinite-dimensional
if the spectral gap condition is violated as well as the discussion on the most important open
problems are also included.
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1. Introduction
This manuscript is an extended version of the lecture notes taught by the author as a part
of the crash course in the Analysis of Nonlinear PDEs at Maxwell Center for Analysis and
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2Nonlinear PDEs (Edinburgh, November, 8-9, 2012). It is devoted to one of the central problems
of the modern theory of dissipative systems generated by partial differential equations (PDEs),
namely, whether or not the underlying dynamics is effectively finite-dimensional and can be
described by a system of ordinary differential equations (ODEs).
As hinted from the denomination, dissipative systems consume energy (in contrast to the
so-called conservative systems where the total energy is usually preserved), so, in order to
have the non-trivial dynamics, the energy income should be taken into the account (in other
words, the considered system must be open and should interact with the external world). On
the physical level of rigor, the rich and complicated dynamical structures (often referred as
dissipative structures following I. Prigogine, see [56]) arise as the result of interaction of the
following three mechanisms:
1) Energy decay, usually more essential in higher ”Fourier modes”;
2) Energy income, usually through the lower ”Fourier modes”;
3) Energy flow from lower to higher ”modes” provided by the non-linearities.
Moreover, it is typical at least for the dissipative PDEs in bounded domains that the number
of lower ”modes” where the the energy income is possible is finite. So it is natural to expect
that these modes will be in a sense dominating (the so-called order parameters in Prigogine’s
terminology) and the higher modes are slaved by the lower ones. This supports the hypothesis
that the effective dynamics in such systems is finite-dimensional up to some transient behavior
(can be completely described by the finitely many order parameters) and somehow explains why
the ideas and techniques of the classical finite-dimensional theory of dynamical systems (DS)
are also effective for describing the dissipative dynamics in such PDEs, see [68, 2, 8, 67] and
references therein.
However, the above arguments are very non-rigorous from the mathematical point of view and
it is extremely difficult/impossible to make them meaningful. It is even unclear what are the
”modes” in the above statements. Indeed, they are rigorously defined as Fourier/spectral modes
in the linear theory and a priori have sense only for systems somehow close to the linear ones.
Moreover, as we will see in Paragraph 4.2, such modes are natural for the linearization near
equilibria only and may not exist at all when the linear equations with time periodic coefficients
are considered. Thus, despite the common usage of modes and related lengthscales for highly
non-linear systems in physical literature (e.g., in turbulence, see [20] and references therein), the
precise meaning of them is usually unclear.
That is the reason why the mathematical theory of dissipative PDEs is based on related but
different concepts which at least can be rigorously defined. Namely, let a dissipative system be
given by a semigroup S(t), t ≥ 0, acting in a Hilbert or Banach spaceH. Usually, in applications,
H is some infinite-dimensional functional space where the initial data lives (say, H = L2(Ω)) and
S(t) is a solution operator of the PDE considered. Then, the dissipativity is often understood
as the validity of the following dissipative estimate:
(1.1) ‖S(t)u0‖H ≤ Q(‖u0‖H)e−αt + C∗
for the appropriate positive constants C∗ and α and monotone increasing function Q which are
independent of u0 and t. Roughly speaking, this estimate shows that there is a balance between
the energy income and dissipation, so the energy cannot grow to infinity. Moreover, for very
high energy levels, the dissipation is dominating and the energy decays.
Next central concept of the theory is the so-called global attractor A which is a compact subset
of the phase space H which is invariant with respect to the semigroup S(t) and attracts the
images (under the map S(t)) of all bounded sets when time tends to infinity. Thus, on the one
hand, the attractor A consists of the full trajectories of the DS considered and contains all its
non-trivial dynamics. On the other hand, it is essentially smaller than the initial phase space.
In particular, the compactness assumption shows that the higher modes are indeed suppressed,
3so the existence of a global attractor already somehow supports the hypothesis on the finite-
dimensionality.
The theory of attractors for dissipative PDEs has been intensively developing during the last
30 years and the existence of a global attractor is known now-a-days for many various classes of
equations, including the Navier-Stokes system, reaction-diffusion equations, damped hyperbolic
equations, etc., see [68, 2, 8, 47] and references therein. So, the assumption that the dissipative
system considered possesses a global attractor does not look as a great restriction and this
assumption is implicitly or explicitly made throughout of the present notes.
We also restrict ourselves to consider only the dissipative systems generated by parabolic
problems, namely, we assume that our dissipative system is governed by the following abstract
parabolic equation in a Hilbert space H:
(1.2) ∂tu+Au = F (u), u
∣∣
t=0
= u0,
where A is a linear self-adjoint (unbounded) operator (which is often the Laplacian or some
elliptic operator in applications) and F : H → H is a non-linearity. It will be also assumed that
F is globally bounded and globally Lipschitz continuous in H with the Lipschitz constant L.
Note that the global boundedness is not a restriction if the existence of a global attractor is
already established since one can cut off the non-linearity outside of a large ball making it
globally bounded, see Paragraph 2.9 for the examples of physically relevant equations which
can be presented in that form and Paragraph 2.5 for more general non-linearities. The finite-
dimensional reduction for non-parabolic, say, damped hyperbolic equations is more difficult
(since, e.g., the inertial manifolds exist only in exceptional cases there) and is out of scope of
these notes.
A perfect mathematical definition of the finite-dimensionality of dissipative dynamics is given
by the concept of an inertial manifold. By definition, it is a finite-dimensional smooth subman-
ifold M of the phase space which is invariant with respect to the semigroup S(t), contains the
global attractor and possess the so-called exponential tracking property, namely, any trajectory
which starts outside of the manifold approaches exponentially fast some ”trace” trajectory be-
longing to the manifold. If that object exists then restricting equation (1.2) to the invariant
manifold, we get a system of ODEs which captures the dynamics on the attractor.
The classical theory of inertial manifolds which is considered in details in Section 2 claims
that the N -dimensional inertial manifold indeed exists for problem (1.2) if the following spectral
gap assumption is satisfied:
λN+1 − λN > 2L,
where L is a Lipschitz constant of the non-linearity F . The sharpness of that condition and
corresponding counterexamples are discussed in Section 4. Note that even in that ideal case, the
finite-dimensional reduction decreases drastically the smoothness of the considered system since
the smoothness of the inertial manifold is usually not better than C1+ε for some small ε > 0,
see Paragraph 2.6.
An alternative way to justify the finite-dimensionality which is based on the so-called Mane´
projection theorem is considered in Section 3. Indeed, one of the main result of the theory of
attractors is the fact that the fractal dimension of a global attractor is finite at least in the
case of ”good” equations in bounded domains (the study of degenerate/singular equations or
equations in unbounded domains where this dimension can naturally be infinite, see [47] and
references therein, is also out of scope of these notes):
dimF (A,H) = d <∞.
Then, the Mane´ projection theorem claims that a generic orthoprojector to the finite-dimensional
plane of dimension N > 2d + 1 is one-to-one on the attractor, see Section 3 for details. This
allows us to reduce the dynamics on the attractor to a finite-dimensional system of ODEs
4without the spectral gap assumption. However, this reduction is far from being perfect since the
reduced equations are only Ho¨lder continuous which is not enough even for the uniqueness and
all attempts to increase the smoothness of that equations are in fact failed. So, the drastic and
in a sense unacceptable loss of smoothness under that reduction looks unavoidable. Moreover,
as recent counterexamples of [14] show even the log-Lipschitz regularity may be lost.
The counterexamples which show the sharpness of the spectral gap assumption as well as
the fact that we cannot expect more than the Ho¨lder continuity of the inverse Mane´ projec-
tions are considered in Section 4. These examples are mainly based on the counterexamples
to the Floquet theory for the infinite-dimensional linear parabolic equations with time-periodic
coefficients which in fact were known for a long time, see e.g. [34], but nevertheless have been
somehow overseen by the experts in dissipative dynamics. Surprisingly, in contrast to the finite-
dimensional case, one may construct a linear equation of the form (1.2) with time-periodic
coefficients such that the associated period map will be the Volterra type operator in H, so no
Floquet exponents exist and any solution approaches zero super-exponentially in time. This can
be hardly accepted as finite-dimensional phenomenon and even rises up a question about the
actual infinite-dimensionality of the underlying dissipative dynamics.
Finally, the concluding remarks as well as some discussion of the open problems is given in
Section 5.
2. Spectral gaps and inertial manifolds
This section presents the classical theory of the inertial manifolds. The related notations and
the statement of the main result is given in Paragraph 2.1. The key estimates for the solutions of
linear non-homogeneous equation in a saddle point are given in Paragraph 2.2. These estimates
are used in Paragraph 2.3 for the detailed study of the non-linear problem near the saddle
point, in particular, the stable and unstable manifolds are constructed here and the exponential
tracking property for them is verified. In Paragraph 2.4, we reduce the problem of finding an
inertial manifold to the analogous problem for the unstable manifold near the saddle and using
the results of the previous paragraph, we complete the proof of the inertial manifold theorem.
The inertial manifold theorem for more general non-linearities F which can contain the spatial
derivatives and decrease the smoothness is considered in Paragraph 2.5 and the smoothness of
the inertial manifolds is studied in Paragraph 2.6.
The alternative way of constructing the inertial manifolds based on the invariant cones is
presented in Paragraph 2.7. This method is applied in Paragraph 2.8 for constructing the
inertial manifold using the so-called spatial averaging principle (which from our point of view
is the most beautiful and non-trivial result in the theory of inertial manifolds). Finally, the
applications of the proved theorems to concrete equations of mathematical physics are discussed
in Paragraph 2.9.
2.1. Preliminaries and main result. We study the following abstract semilinear parabolic
equation in a separable Hilbert space H:
(2.1) ∂tu+Au = F (u), u
∣∣
t=0
= u0,
where A : D(A) → H is a linear positive self-adjoint operator with compact inverse (as usual,
D(A) stands for the domain of the unbounded operator A), u0 ∈ H is a given initial data and
F : H → H is a given non-linear map which is globally Lipschitz continuous with the Lipschitz
constant L, i.e.,
(2.2) ‖F (u) − F (v)‖H ≤ L‖u− v‖H , u, v ∈ H.
It is well-known, see [68, 24], that under the above assumptions, for every u0 ∈ H, problem (2.1)
possess a unique solution u(t), t ∈ R+ which belongs to the space C(0, T ;H)∩L2(0, T ;D(A1/2))
5for all T > 0 and satisfy the equation (2.1) in the sense of the equality in L2(0, T ;D(A−1/2)).
Equivalently, this solution can be defined using the variation of constants formula
(2.3) u(t) = e−Atu0 +
∫ t
0
e−A(t−s)F (u(s)) ds,
where e−At stands for the analytic semigroup generated by the operator A in H, see [24].
Thus, problem (2.1) is globally well-posed and generates a non-linear semigroup S(t) in H
via
(2.4) S(t)u0 := u(t), u(t) solves (2.1), S(t+ h) = S(t) ◦ S(h), t, h ≥ 0, S(0) = Id.
We note that, due to the Hilbert-Schmidt theorem, the operator A possesses the complete
orthonormal in H system of eigenvectors {en}∞n=1 which correspond to the eigenvalues λn > 0
numerated in the non-decreasing way:
(2.5) Aen = λnen, 0 < λ1 ≤ λ2 ≤ λ3 ≤ · · ·
and, due to the compactness of A−1, we also know that λn → ∞ as n → ∞. For instance,
in applications, A is usually the Laplacian (or, more general, the uniformly elliptic operator of
order 2l) in a bounded domain Ω of Rd. Then, by the classical Weyl formula,
(2.6) λn ∼ Cn2l/d
for some constant C depending on Ω and on the elliptic operator A, see [70].
Thus, every u ∈ H can be presented in the form
(2.7) u =
∞∑
n=1
unen, un := (u, en)
and, due to the Parseval equality,
(2.8) ‖u‖2H =
∞∑
n=1
u2n.
Moreover, the norm in spaces Hs := D(As/2), s ∈ R, is given by
(2.9) ‖u‖2Hs :=
∞∑
n=1
λsnu
2
n.
Recall that, for s > 0, Hs is a dense subspace of H and, for s < 0, it is defined as a completion
of H with respect to this norm. We also introduce the orthoprojector PN to the first N Fourier
modes:
(2.10) PNu :=
N∑
n=1
(u, en)en
and denote by QN := Id − PN , H+ := PNH and H− := QNH. Then, for every fixed N ,
equation (2.1) can be presented as a coupled system with respect to functions u+(t) := PNu(t)
and u−(t) := QNu(t):
(2.11) ∂tu+ +Au+ = F+(u+ + u−), ∂tu− +Au− = F−(u+ + u−),
where F+(u) := PNF (u) and F−(u) := QNF (u). Moreover, by definition of the spaces H±, they
are invariant with respect to the operator A and we have
(2.12)
{
(Au, u) ≤ λN‖u‖2H , u ∈ H+,
(Au, u) ≥ λN+1‖u‖2H , u ∈ D(A) ∩H−.
As will be shown below, if the spectral gap λN+1 − λN is large enough in comparison with the
Lipschitz constant L of the non-liearity F , the nonlinearity F in system (2.11) can be considered
6as a ”small” perturbation of the decoupled equations which correspond to the case F = 0 and
the invariant manifold H+ of the unperturbed equations persists in the perturbed system as
well. Namely, we say that the submanifold M in H is an inertial manifold for problem (2.1) if
the following conditions are satisfied:
1. The manifold M is invariant with respect to the solution semigroup (2.4): S(t)M =M;
2. It can be presented as a graph of a Lipschitz continuous function Φ : H+ → H−:
(2.13) M := {u+ +Φ(u+), u+ ∈ H+};
3. The exponential tracking property holds, i.e., there are positive constants C and α such
that, for every u0 ∈ H there is v0 ∈ M such that
(2.14) ‖S(t)u0 − S(t)v0‖H ≤ Ce−αt‖u0 − v0‖H .
In other words, for any trajectory u(t) of (2.1) there is a trajectory v(t) on the inertial manifold
M which is exponentially close to u(t) as t→∞.
Thus, if an inertial manifold exists, we have u−(t) = Φ(u+(t)) for every trajectory of (2.11)
belonging to the manifold and, therefore, this trajectory is determined by the N -dimensional
system of ODEs:
(2.15) ∂tu+ +Au+ = F+(u+ +Φ(u+))
and any other trajectory attracts exponentially fast to one of such trajectories. In that sense
the long-time dynamics of the initial infinite-dimensional system (2.1) is described by the finite-
dimensional system of ODEs (2.15) which is often called the inertial form of (2.1).
The following classical theorem gives the sufficient conditions for the existence of the above
defined inertial manifold.
Theorem 2.1. Let the above assumptions on the operator A and the non-linearity F hold and
let, in addition, for some N ∈ N, the following spectral gap condition hold:
(2.16) λN+1 − λN > 2L,
where L is a Lipschitz constant of the non-linearity F . Then, there exists an N -dimensional
inertial manifold M which can be presented as a graph of a Lipschitz continuous function Φ :
H+ → H− (H+ := PNH) and the exponential tracking (2.14) holds with α = λN .
To the best of our knowledge, the existence of an inertial manifold for equation (2.1) has
been firstly proved in [16] with the non-optimal constant C in the right-hand side of assumption
(2.16). The result with the sharp value C = 2 of this constant has been obtained independently
in [44] and [61].
The proof of this key theorem will be given in the next subsections. As we will also see below,
the spectral gap condition (2.16) is sharp and the manifold may not exist if it is violated.
2.2. Linear saddles and dichotomies. In this and next paragraph, we study the dynamics
near the multi-dimensional (infinite-dimensional) saddles. As we will see below, the proof of
Theorem 2.1 is reduced in a straightforward way to verifying the existence of stable/unstable
manifolds near such saddle point. In this paragraph, we will study the linear non-homogeneous
equation of the form (2.1) and prepare some technical tools to study its non-linear perturbations.
We assume here that our Hilbert space H is split into the orthogonal sum of two subspaces
H+ and H−:
(2.17) H = H+ ⊕H−
and the corresponding orthogonal projectors are denoted by P+ and P− respectively. The self-
adjoint operator A˜ : D(A)→ H is assumed to have the form
(2.18) A˜ = diag(A˜+, A˜−)
7where the operators A˜+ and A˜− satisfy
(2.19)
{
(A˜+u, u) ≤ −θ‖u‖2H , u ∈ H+,
(A˜−u, u) ≥ θ‖u‖2H , u ∈ H−,
for some fixed positive θ. We emphasize that the operator A˜ in this subsection differs from the
operator A of the previous section. In particular, it is assumed neither that A˜ is positive/bounded
from below nor that A˜−1 is compact, so we are in more general situation here. In the proof of
Theorem 2.1, we will use
(2.20) A˜ := A− λN + λN+1
2
.
Then, the validity of (2.19) with θ =
λN+1−λN
2 is guaranteed by (2.12).
We now consider the linear non-homogeneous equation associated with the operator A˜:
(2.21) ∂tu+ A˜u = h(t),
where h(t) is a given external force. Equation (2.21) is equivalent to
(2.22) ∂tu+ + A˜+u+ = h+(t), ∂tu− + A˜−u− = h−(t)
with h±(t) := P±h(t) and u±(t) := P±u(t).
Let us start with the homogeneous case h ≡ 0. Then, equations (2.22) can be solved as follows
u+(t) = e
−A˜+tu+(0), u−(t) = e−A˜−tu−(0)
and, due to assumptions (2.19),
(2.23)
{
‖e−A˜+t‖L(H,H) ≤ eθt, t ≤ 0,
‖e−A˜−t‖L(H,H) ≤ e−θt, t ≥ 0.
Thus, the solutions of (2.21) starting from the unstable space H+ tend exponentially to zero
as t → −∞ and the solutions starting from the stable space H− tend exponentially to zero as
t → +∞, so the dynamics of (2.21) indeed looks as a multi-dimensional saddle. It worth to
point out however that, in contrast to the finite dimensional saddles, the first equation of (2.22)
(unstable component) is well-posed only backward in time and maybe ill-posed forward in time.
Analogously, the stable component (the second equation of (2.22)) may be ill-posed backward
in time. Note also that the property (2.23) is often referred as exponential dichotomy, see [23]
for more details.
We now turn to the non-homogeneous case h 6= 0. The following simple lemma is however
the key technical tool for the theory.
Lemma 2.2. Let the above assumptions hold and let h ∈ L2(R,H). Then, there exists a unique
solution u ∈ L2(R,H) of problem (2.21) and the following estimate holds
(2.24) ‖u‖L2(R,H) ≤
1
θ
‖h‖L2(R,H),
where the constant θ > 0 is the same as in (2.19). Thus, the solution operator T : L2(R,H)→
L2(R,H) is well defined and its norm does not exceed 1θ .
Proof. We give below only the derivation of estimate (2.24) which automatically implies the
uniqueness and the existence of such solution can be verified in a standard way, see e.g. [24].
Indeed, multiplying the first equation of (2.22) by u+ and using (2.19), we get
1
2
d
dt
‖u+‖2 − θ‖u+‖2 = (h+, u+)− [(A˜+u+, u+) + θ‖u+‖2] ≥ (h+, u+).
8Multiplying it by 2e−θt, we arrive at
(2.25)
d
dt
(
e−2θt‖u+(t)‖2
)
≥ −2e−θt(h+(t), u+(t)).
Integrating this inequality over the time interval [t,∞), we have
‖u+(t)‖2 ≤ 2
∫ ∞
t
e2θ(t−s)(h+(s),−u+(s)) ds
and integrating the last inequality over t ∈ R and using the Fubini theorem, we finally arrive at
‖u+‖2L2(R,H) ≤ 2
∫
R
∫ ∞
t
e2θ(t−s)(h+(s),−u+(s)) ds dt =
= 2
∫
R
(∫ s
−∞
e2θ(t−s) dt
)
(h+(s),−u+(s)) ds =
=
1
θ
∫
R
(h+(s),−u+(s)) ds ≤ 1
2θ2
‖h+‖2L2(R,H) +
1
2
‖u+‖2L2(R,H)
and, thus,
(2.26) ‖u+‖2L2(R,H) ≤
1
θ2
‖h+‖2L2(R,H).
Analogously, multiplying the second equation of (2.22) by 2eθtu−(t), using (2.19) and integrating
over (−∞, t], we have
‖u−(t)‖2 ≤ 2
∫ t
−∞
e−2θ(t−s)(h−(s), u−(s)) ds
and integrating this inequality over t ∈ R and using the Fubini theorem, analogously to (2.26),
we arrive at
(2.27) ‖u−‖2L2(R,H) ≤
1
θ2
‖h−‖2L2(R,H).
Taking the sum of (2.26) and (2.27) and using the obvious fact that
(2.28) ‖v‖2L2(R,H) = ‖v+‖2L2(R,H) + ‖v−‖2L2(R,H),
we end up with (2.24) and finish the proof of the lemma. 
Remark 2.3. As we can see from the proof of the lemma, the desired solution u(t) is defined
by the following version of the variation of constants formula:
(2.29) u+(t) = −
∫ ∞
t
e−A˜+(t−s)h+(s) ds, u−(t) =
∫ t
−∞
e−A˜−(t−s)h−(s) ds
and, using (2.23), one can easily show that if h ∈ Cb(R,H) (i.e., bounded and continuous with
values in H), then the solution u(t) defined by (2.29) also belongs to Cb(R,H) and
(2.30) ‖u‖Cb(R,H) ≤
C
θ
‖h‖Cb(R,H)
for some positive constant C which is independent of θ. However, we do not have the analogue
of (2.28) for that spaces and cannot take C = 1 in (2.30). By this reason, the usage of ”more
natural” space Cb(R,H) instead of L
2(R,H) in the proof of the inertial manifold existence (see
below) leads to the artificial and non-sharp constant 2
√
2 (instead of 2) in the spectral gap
condition (2.16). To the best of our knowledge, the advantage of using the L2-norms has been
firstly observed in [44].
9To conclude this subsection, we state two corollaries of the proved lemma: the first is a kind
of smoothing property and estimates the value u(t) in a fixed point t through the L2-norms and
the second one gives the weighted analogue of (2.24).
Corollary 2.4. Under the assumptions of Lemma 2.2 the solution u(t) belongs to Cb(R,H) and
(2.31) ‖u‖Cb(R,H) ≤ C‖h‖L2(R,H),
where the constant C is independent of h.
Proof. Indeed, for any fixed T ∈ R, multiplying inequality (2.25) by (T +1− t) and integrating
over [T, T + 1], we have
e−2θT ‖u+(T )‖2 ≤
∫ T+1
T
e−2θt(T + 1− t)[−2(h+(t), u+(t)) + ‖u+(t)‖2] dt
and, therefore, due to (2.24)
‖u+(T )‖2 ≤ C
∫ T+1
T
‖u+(t)‖2 + ‖h+(t)‖2 dt ≤ C1‖h‖2L2(R,H).
Thus, the desired estimate for the u+ component is proved. The u− component can be estimated
analogously and the corollary is proved. 
Corollary 2.5. Let ε ∈ R be such that |ε| < θ, τ ∈ R is arbitrary and ϕε,τ (t) := e−ε|t−τ | be the
corresponding weight function. Define the weighted space L2ϕε,τ (R,H) by the following norm:
(2.32) ‖u‖2L2ϕε,τ (R,H) :=
∫
R
ϕ2ε,τ (t)‖u(t)‖2H dt.
Then, the solution operator T defined in Lemma 2.2 is bounded in the space L2ϕε,τ (R,H) and
(2.33) ‖T h‖L2ϕε,τ (R,H) ≤
1
θ − |ε| ‖h‖L2ϕε,τ (R,H).
Proof. Indeed, let v(t) := ϕε,τ (t)u(t). Then, the L
2(R,H)-norm of v is the same as the
L2ϕε,τ (R,H)-norm of u, so we only need to estimate the non-weighted norm of v. The func-
tion v obviously satisfies the equation
(2.34) ∂tv + A˜v = ϕε,τ (t)h(t) + ϕ
′
ε,τ (t)(ϕε,τ (t))
−1v
Applying estimate (2.24) to this equation and using that
|ϕ′ε,τ (t)| = |ε|ϕε,τ (t),
we have
‖v‖L2(R,H) ≤
1
θ
‖h‖L2ϕε,τ (R,H) +
|ε|
θ
‖v‖L2(R,H).
Thus,
‖v‖L2(R,H) ≤
1
θ − |ε| ‖h‖L2ϕε,τ (R,H)
and the corollary is proved. 
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2.3. Nonlinear saddles: stable and unstable manifolds. In that paragraph, we consider
the perturbed version of equation (2.21)
(2.35) ∂tu+ A˜u = F˜ (t, u),
where the operator A˜ satisfies the assumptions of the previous subsection and the non-linearity
F˜ is globally Lipschitz continuous with the Lipschitz constant L:
(2.36) ‖F˜ (t, u1)− F˜ (t, u2)‖H ≤ L‖u1 − u2‖H
uniformly with respect to t ∈ R and satisfies also the condition
(2.37) F˜ (t, 0) ≡ 0.
The aim of this paragraph is to show that the saddle structure generated by the linear equation
(2.35) (with F˜ = 0) persists if the Lipschitz constant L is not large enough. To this end, we first
need to define the stable and unstable sets of equation (2.35). Note also that since the equation
considered is non-autonomous, these sets will also depend on time.
Definition 2.6. Let τ ∈ R be fixed. The unstable set M+(τ) ⊂ H consists of all uτ ∈ H such
that there exists a backward trajectory u(t), t ≤ τ , such that
(2.38) u(τ) = uτ , ‖u‖L2((−∞,τ ],H) <∞.
Analogously, the stable set M−(τ) ⊂ H consists of all uτ ∈ H such that there exists a forward
trajectory u(t), t ≥ τ , such that
(2.39) u(τ) = uτ , ‖u‖L2([τ,+∞),H) <∞.
The following theorem can be considered as the main result of this paragraph.
Theorem 2.7. Let the above assumptions hold and let, in addition, the following spectral gap
condition holds:
(2.40) θ > L,
where L is a Lipschitz constant of the nonlinearity F˜ . Then, for every τ ∈ R, the set M+(τ)
is a Lipschitz manifold over H+ which is a graph of the uniformly in τ Lipschitz continuous
function M+(τ, ·) : H+ → H−, i.e.
(2.41) M+(τ) = {u++M+(τ, u+), u+ ∈ H+}, ‖M+(τ, v1)−M+(τ, v2)‖H− ≤ K‖v1 − v2‖H+
for some positive constant K. Analogously, the stable set M−(τ) is a graph of the uniformly in
τ Lipschitz continuous function M−(τ, ·) : H− → H+.
Proof. We will consider below only the unstable set M+(τ). The proof for the stable set is
analogous. To verify (2.41), it is sufficient to show that for every uτ ∈ H+ there is a unique
solution u ∈ L2((−∞, τ ]) of the problem
(2.42) ∂tu+ A˜u = F˜ (t, u), P+u
∣∣
t=τ
= uτ
and that this solution depends on uτ in a Lipschitz continuous way. In that case, the desired
map M+(τ, uτ ) is defined via
(2.43) M+(τ, uτ ) := P−u(τ).
To solve (2.42), we introduce a function v(t) := e−A˜+(t−τ)uτ , t ≤ τ and w(t) := u(t) − v(t).
Then, the function w solves
(2.44) ∂tw + A˜w = F˜ (t, w + v(t)), P+w
∣∣
t=τ
= 0
and, due to (2.23),
(2.45) ‖v‖L2((−∞,τ ],H) ≤
1
θ
‖uτ‖.
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As the next step, we transform equation (2.44) to the equivalent equation on the whole line
t ∈ R. To this end, we introduce the function
(2.46) F¯ (t, uτ , w) :=
{
F˜ (t, w + v(t)), t < τ,
0, t ≥ τ.
We claim that (2.44) is equivalent to the following problem: find w ∈ L2(R,H) such that
(2.47) ∂tw + A˜w = F¯ (t, uτ , w).
Indeed, any solution w ∈ L2((−∞, τ ],H) of problem (2.44) can be extended to the solution of
(2.47) by setting
w+(t) ≡ 0, w−(t) = e−A˜−(t−τ)w−(τ)
for t ≥ τ and (2.23) guarantees that w ∈ L2(R,H). Vise versa, if w ∈ L2(R,H) solves (2.47)
then, for t ≥ τ
∂tw+ + A˜+w+ = 0.
Since, due to (2.23), only zero forward solution can be square integrable, we conclude that
w+(τ) = 0 and w satisfies (2.44).
Finally, using the solution operator T defined in Lemma 2.2, we transform (2.47) to the
equivalent fixed point equation
(2.48) w = T ◦ F¯ (·, uτ , w).
We claim that the right-hand side of (2.48) is a contraction on the Banach space L2(R,H) (for
every fixed uτ ). Indeed, according to (2.36) and (2.45), we have
(2.49) ‖F¯ (·, u1τ , w1)− F¯ (u2τ , w2)‖L2(R,H) ≤ L‖w1 + u1τ − w2 − u2τ‖L2((−∞,τ ],H) ≤
≤ L
(
‖w1 − w2‖L2(R,H) +
1
θ
‖u1τ − u2τ‖H
)
and due to (2.37), F¯ (·, 0, 0) = 0, therefore, taking w2 = u2τ = 0 in (2.49), we see also that
F¯ (·, uτ , w) ∈ L2(R,H) if uτ ∈ H+ and w ∈ L2(R,H).
Thus, due to Lemma 2.2, estimate (2.49) and the spectral gap condition (2.40), the right-
hand side of (2.48) is indeed a contraction on L2(R,H) with the contraction factor Lθ < 1 for
every fixed uτ ∈ H+. Therefore, by the Banach contraction theorem, there is a unique solution
w =W (uτ ) ∈ L2(R,H) of (2.48). Moreover, since the right-hand side of (2.48) is Lipschitz also
in uτ , the function uτ → W (uτ ) is Lipschitz continuous as well. Since P−v(t) ≡ 0, the desired
function M+(τ, uτ ) is now defined via
M+(τ, uτ ) :=W (uτ )
∣∣
t=τ
and the Lipschitz continuity of that function is guaranteed by Corollary 2.4. So, the theorem is
proved. 
Remark 2.8. The Definition (2.6) of stable and unstable sets looks slightly different from
the traditional one since not only the convergence of the corresponding trajectories to zero as
t→ ±∞, but also their square integrability is required. However, this difference is not essential
at least under the assumptions of Theorem 2.7. Indeed, as not difficult to see using Corollary 2.5,
the right-hand side of equation (2.48) will be a contraction not only in the space L2(R,H), but
also in all weighted space L2ϕε,τ (R,H) if |ε| < θ − L. Using this observation and setting ε being
small positive, we see, in particular, that any solution satisfying (2.38) decays exponentially as
t→ −∞ and
(2.50) ‖u(t)‖H ≤ Ceε(t−τ)‖uτ‖H , uτ ∈ M(τ), t ≤ τ.
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On the other hand, fixing ε being negative, we see that any solution u(t) which is a priori only
bounded as t → −∞ (or even a priori exponentially growing with sufficiently small exponent)
is a posteriori converges exponentially to zero as t → −∞ and is generated by the initial data
belonging to the unstable manifold M+(τ). The analogous is true for the stable manifolds
M−(τ) as well.
We conclude this paragraph by proving the exponential tracking for the stable/unstable man-
ifolds constructed.
Theorem 2.9. Let the assumptions of Theorem 2.7 hold, τ ∈ R be fixed and u(t), t ≥ τ be
the forward solution of (2.35) belonging to Cloc([τ,∞),H). Then, there exists a solution v(t),
t ∈ R, of problem (2.35) such that
(2.51) 1. v(t) ∈ M+(t), t ∈ R, 2. ‖u(t)− v(t)‖H ≤ C‖u‖L2([τ,τ+1],H)e−ε(t−τ), t ≥ τ
for some positive C and ε which are independent of t, τ and u.
Proof. Let ψ(t) be the smooth cut-off function such that ψ(t) ≡ 0 for t ≤ τ and ψ(t) ≡ 1 for
t ≥ τ + 1. We seek for the desired solution v(t) of problem (2.35) in the form
(2.52) v(t) := ψ(t)u(t) + w(t).
Then, the function w solves
(2.53) ∂tw + A˜w = F˜ (t, w + ψ(t)u(t)) − ψ(t)F˜ (t, u(t)) − ψ′(t)u(t) := Fˆ (t, w).
Due to the (2.36), function Fˆ is globally Lipschitz continuous with the Lipschitz constant L:
(2.54) ‖Fˆ (t, w1)− Fˆ (t, w2)‖H = ‖F˜ (t, w1 + ψu)− F˜ (t, w2 + ψu)‖H ≤ L‖w1 − w2‖H .
Moreover, Fˆ (t, w) = F˜ (t, u(t)+w)− F˜ (t, u(t)) for t ≥ τ +1 and Fˆ (t, w) = F˜ (t, w) for t ≤ τ and,
therefore, due to (2.37), Fˆ (t, 0) = 0 if t /∈ (τ, τ + 1). Thus, due to (2.54) and global Lipschitz
continuity of F˜ , we have
(2.55) ‖Fˆ (t, w)‖H ≤ L‖w‖H + Cχ(τ,τ+1)(t)‖u(t)‖H ,
where C is independent of τ and u and χ(τ,τ+1)(t) is a characteristic function of the interval
(τ, τ + 1).
On the other hand, thanks to (2.51) and (2.52), we should have w ∈ L2(R,H), so applying
the solution operator T defined in Lemma 2.2 to equation (2.53), we transform it to the fixed
point equation
(2.56) w = T ◦ Fˆ (·, w).
Thanks to (2.54) and (2.55), the spectral gap condition (2.40) and Lemma 2.2, the right-hand
side of (2.56) is a contraction in the space L2(R,H). Moreover, due to Corollary 2.5, it is also
the contraction in the weighted space L2φε,τ (R,H) if |ε| < θ − L. Thus, due to the Banach
contraction theorem, there is a solution w of equation (2.56) which satisfies
‖w‖L2ϕε,τ (R,H) ≤ C‖u‖L2([τ,τ+1],H).
This estimate together with the smoothing property of Corollary 2.4 and formula (2.52) gives
the desired properties (2.50) and finish the proof of the theorem. 
Remark 2.10. The analogous exponential tracking property for backward solutions also holds
and can be verified exactly as in Theorem 2.9.
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Remark 2.11. Recall that we assume the well-posedness of the initial value problem for equa-
tion (2.35) neither backward nor forward in time. However, if we assume in addition that this
equation is well-posed forward in time then the two-parametric family of solution operators
U(t, τ) : H → H, t ≥ τ , is well-defined by
U(t, τ)uτ := u(t).
In that case, it follows immediately from the definition that the unstable setsM+(τ) are invariant
with respect to these solution operators:
(2.57) U(t, τ)M+(τ) =M+(t), t ≥ τ.
In contrast to that, the stable manifolds are only semi-invariant:
U(t, τ)M−(τ) ⊂M−(t).
The absence of the strict invariance is related with the fact that, in general, not all forward
trajectories can be extended backward in time.
2.4. Existence of an inertial manifold. We are now ready to prove the key Theorem 2.1.
The idea of the proof is, following to [22], to present equation (2.1) in the form of (2.35) by the
proper change of the dependent variable u and then to obtain the inertial manifold of (2.1) as
an unstable manifold of (2.35). For simplicity, we give the proof under the extra assumption:
(2.58) F (0) = 0.
Then, setting
(2.59) u˜(t) := eαtu(t), α :=
λN+1 + λN
2
,
we transform (2.1) to
(2.60) ∂tu˜+ A˜u˜ = F˜ (t, u˜), F˜ (t, u˜) := e
αtF (e−αtu˜),
where the operator A˜ is defined by (2.20). Then, as not difficult to see, the function F˜ (t, u˜) is
globally Lipschitz continuous with the same Lipschitz constant L. Moreover, assumption (2.23)
follows from (2.12) and the spectral gap condition (2.40) is guaranteed by (2.16). Finally, (2.37)
follows from our extra assumption (2.58). Thus, all of the assumptions of Theorem 2.7 are
satisfied and, therefore, there exist the unstable manifolds M+(t), t ∈ R, for problem (2.60).
Moreover, by the uniqueness part of Banach contraction theorem, we also know that
M+(t, u+) = e
αtM+(0, e
−αtu+).
Thus,M+(0) is invariant with respect to the solution semigroup S(t) of problem (2.1). Finally,
the exponential tracking property (2.14) is an immediate corollary of Theorem 2.9. So, M+(0)
is indeed the inertial manifold for problem (2.1) and Theorem 2.1 is proved.
Remark 2.12. The extra assumption (2.58) is purely technical and can be removed. Indeed, if
the abstract elliptic equation
(2.61) Av = F (v)
possess a solution in H, the change of the dependent variable u¯(t) := u(t) − v reduces the
problem to the case when (2.58) is satisfied. Although the solvability of (2.61) does not follow
from the assumptions of Theorem 2.1, it holds in the most part of applications.
Alternatively, analyzing the proof of Theorems 2.7 and 2.9, one can see that assumption (2.37)
can be replaced by the weaker assumption that F˜ (·, 0) ∈ L2ϕε,τ ((−∞, τ),H) and that assumption
does not require the extra assumption (2.58) to be satisfied.
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Remark 2.13. Note that assumptions of Theorem 2.1 allow the solutions of (2.1) to grow as
t → ∞. In that case, the global Lipschitz continuity of the non-linearity F is indeed necessary.
However, usually this theorem is applied to dissipative equations where the following estimate
holds:
(2.62) ‖S(t)u0‖H ≤ Q(‖u0‖H)e−βt + C∗, t ≥ 0
for some positive β and C∗ and a monotone increasing function u. In that case, every forward
in time trajectory of (2.1) enters the absorbing ball B := {u ∈ H, ‖u‖H ≤ 2C∗} after some
time and remains inside for all larger times, see [68, 2, 8] and references therein. By this reason,
since we are mainly interested in the behavior of solutions belonging to the absorbing ball, we
may cut-off the nonlinearity outside of this ball without increasing the Lipschitz constant. Thus,
instead of the global Lipschitz constant, we may use the local Lipschitz constant of F on the
absorbing ball B only, see e.g., [68].
Note also that the inertial manifold M =MN is unique if N ∈ N satisfying the spectral gap
condition is fixed and if F is globally Lipschitz continuous (due to the uniqueness part of the
Banach contraction theorem) and is generated by all solutions u(t), t ∈ R which grow not faster
than e−αt, α := λN+1+λN2 as t→ −∞. However, in the case when F is not globally Lipschitz and
the cut-off procedure is needed, like the usual center manifolds, the inertial manifold depends
on the way how we cut-off the non-linearity and becomes not unique.
Remark 2.14. As we can see from the proof, the assumptions of the main Theorem 2.1 can
be essentially relaxed. For instance, the extension to case when the non-linearity F depends
explicitly on time is immediate (the key Theorem 2.7 is already given for the non-autonomous
case). Moreover, neither the finite-dimensionality of H+ nor the fact that A is self-adjoint are
essentially used. Thus, the above described scheme can be applied for the non-selfadjoint case,
e.g., when A is sectorial or when it corresponds to the hyperbolic or even elliptic equations,
see [68, 44, 22, 9, 3, 31, 18] for the details. However, the dichotomy (2.23) and the spectral
gap condition (2.16) are crucial and the inertial manifold may not exist if they are violated, see
counterexamples below.
Nevertheless, one should be very careful in applications of the abstract theory involving the
non-selfadjoint operators. In a fact, this abstract theory contain some ”natural” assumptions
(similar to (2.23)) which are immediate for the selfadjoint case, but can be surprisingly violated
even for the simplest model non-selfadjoint examples. Indeed, let us consider the case of the
phase space H ×H with the operator
A :=
(
1 1
0 1
)
A,
where A is a self-adjoint operator in H satisfying the assumptions of Theorem 2.1. Then, after
the transform (2.59), the corresponding non-homogeneous linear equation reads:
(2.63) ∂tu+ (A− α)u+Av = h1(t), ∂tv + (A− α)v = h2(t),
where (u, v) ∈ H×H and, in particular, for the Nth component, we have the following equations
∂tuN − θuN + λNvN = h1N (t), ∂tvN − θvN = h2N (t)
which contain the huge (in comparison with θ ∼ λN+1 − λN ) non-diagonal term λNvN . By this
reason, the solution operator of problem (2.63) cannot satisfy estimate (2.24) with the constant
1
θ , but we may expect this estimate to be valid only with much larger constant
1
θ
(
1 + λNθ
)
∼ λN
θ2
and, therefore, essentially stronger spectral gap condition than (2.16) is required. Exactly this
fact has been overseen in the famous ”proof” of the inertial manifold existence for the 2D Navier-
Stokes equations given by Kwak (see [35, 69], see also [62] for the analogous mistake in the case
of reaction-diffusion equations).
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2.5. More general class of non-linearities. The aim of this paragraph is to discuss briefly
the more general case where the nonlinearity F decreases the regularity which corresponds in
applications to the case where the nonlinear terms contain spatial derivatives. Namely, we
assume now that the nonlinearity F is globally Lipschitz not as a map in H, but as a map from
Hγ to Hβ for some β < γ:
(2.64) ‖F (u1)− F (u2)‖Hβ ≤ L‖u1 − u2‖Hγ , u1, u2 ∈ Hγ ,
where Hs := D(As/2). Obviously, without loss of generality, we may assume that γ = 0
(otherwise, we just take Hγ as the phase space instead of H). Then, since A−1 maps Hs to
Hs+2 for all s, the non-linearity F will be subordinated to the linear terms of equation (2.1)
if β > −2. In that case, the standard arguments give the existence and uniqueness of global
solutions of (2.1) and, therefore, the solution semigroup S(t) associated with equation (2.1) is
well-defined, see [24]. Moreover, we may speak about the inertial manifolds for that problem
which can be defined exactly as in Paragraph 2.1. The following theorem extends Theorem 2.1
to that case.
Theorem 2.15. Let the operator A is the same as in Theorem 2.1, F satisfies (2.64) with γ = 0
and −2 < β ≤ 0. Let also N ∈ N be such that the following spectral gap condition is satisfied:
(2.65)
λN+1 − λN
λ
−β/2
N+1 + λ
−β/2
N
> L.
Then, problem (2.1) possesses the N dimensional inertial manifold with exponential tracking
property which is a graph of a Lipshitz function Φ : H+ → H− with H+ := PNH.
The proof of this theorem is analogous to the proof of Theorem 2.1. The only difference is
that instead of Lemma 2.2, we need to use the following natural generalization of it.
Lemma 2.16. Let the operator A satisfy the assumptions of Theorem 2.15, and −2 < β ≤ 0
and let
(2.66) A˜ := A− α, α := λN+1
λ
−β/2
N
λ
−β/2
N + λ
−β/2
N+1
+ λN
λ
−β/2
N+1
λ
−β/2
N + λ
−β/2
N+1
∈ (λN , λN+1).
Then, for every h ∈ L2(R,Hβ), equation (2.21) possesses a unique solution u ∈ L2(R,H) and
the solution operator T satisfies the following estimate:
(2.67) ‖T h‖L2(R,H) ≤
λ
−β/2
N+1 + λ
−β/2
N
λN+1 − λN ‖h‖L2(R,Hβ).
Proof. The nth component un(t) := (u(t), en) solves
(2.68)
d
dt
un(t) + (λn − α)un(t) = hn(t).
Multiplying (2.68) by un and arguing as in the proof of Lemma 2.2, we have
(2.69) ‖un‖2L2(R) ≤
1
(λn − α)2 ‖hn‖
2
L2(R).
Taking a sum for all n ≤ N , we get
(2.70) ‖u+‖2L2(R,H) =
N∑
n=1
λ−βn
(λn − α)2 · λ
β
n‖hn‖2L2(R,H) ≤
≤ sup
n≤N
{
λ−βn
(λn − α)2
}
‖h+‖2L2(R,Hβ) =
λ−βN
(λN − α)2 ‖h+‖
2
L2(R,Hβ),
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where we have implicitly used that the function f(x) := x
−β
(x−α)2 is monotone increasing for x < α
since
f ′(x) = x−β−1
(2 + β)x− βα
(α− x)3
and f ′(x) > 0 for x < α. Analogously, taking a sum n ≥ N , we get
(2.71) ‖u−‖2L2(R,H) =
∞∑
n=N+1
λ−βn
(λn − α)2 · λ
β
n‖hn‖2L2(R,H) ≤
≤ sup
n≥N+1
{
λ−βn
(λn − α)2
}
‖h−‖2L2(R,Hβ) =
λ−βN+1
(λN+1 − α)2 ‖h−‖
2
L2(R,Hβ),
where we used that f(x) is decreasing for x > α. It remains to note that the exponent α is
chosen in such way that
λ−βN
(λN − α)2 =
λ−βN+1
(λN+1 − α)2 =
(
λ
−β/2
N+1 + λ
−β/2
N
λN+1 − λN
)2
.
Therefore, taking a sum of (2.70) and (2.71), we end up with (2.67) and finish the proof of the
lemma. 
The rest of the proof of Theorem 2.15 repeats word by word what is done in Theorem 2.1 and
by this reason is omitted.
Remark 2.17. It is known that the spectral gap condition (2.65) is also sharp, see, e.g., [61].
In addition, although we state Theorem 2.15 for β ∈ (−2, 0] only, it can be used for positive
β as well which corresponds to the case of smoothing nonlinearities F . The only difference
here is that the function f(x) is not monotone increasing on x ∈ (0, α), but has a minimum at
x = β2+βα. Thus, together with (2.65), we need to assume, in addition, that
α− λ1
λ
−β/2
1
> L.
2.6. Smoothness of inertial manifolds. In this paragraph, we obtain the extra smoothness
of the function Φ : H+ → H− determining the inertial manifold. To this end, we assume in
addition that the nonlinearity F in (2.1) belongs to C1+ε(H,H) for some ε ∈ (0, 1), i.e.,
(2.72) ‖F (u1)− F (u2)− F ′(u1)(u1 − u2)‖H ≤ C‖u1 − u2‖1+εH , u1, u2 ∈ H,
where F ′(u) ∈ L(H,H) is the Frechet derivative of F (u) in H. Note also that, due to the global
Lipschitz continuity assumption on F , we also have
(2.73) ‖F ′(u)‖L(H,H) ≤ L, u ∈ H.
The main result of this section is the following theorem.
Theorem 2.18. Let the assumptions of Theorem 2.1 hold and let also (2.72) be valid for some
ε > 0 such that αε < θ − L. Then, the inertial manifold M constructed in Theorem 2.1 is
C1+ε-smooth.
Proof. To verify the extra regularity of the map Φ, we need to differentiate equation (2.42), say,
with τ = 0, with respect to the initial data u0 and this, in turn, requires us to differentiate the
function F˜ (t, u) defined via (2.60). According to (2.72), we get
(2.74) ‖F˜ (t, u1)− F˜ (t, u2)− F˜ ′(t, u1)(u1 − u2)‖H ≤ Ce−εαt‖u1 − u2‖1+εH ,
where F˜ ′(t, u) := F ′(e−αtu).
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Let us fix now u10 ∈ H+ and let v(t) := e−A˜+tu10 denote also by w1 := W (u10) the solution of
(2.47) which corresponds to the initial data u10.
Therefore, differentiating (at this stage formally) equation (2.47) with respect to u0 ∈ H+,
we see that the derivative w¯ := W ′(u10)ξ in the direction ξ ∈ H+ should satisfy the following
equation:
(2.75) ∂tw¯ + A˜w¯ = χt≤0(t)
(
F˜ ′(t, w1 + v1(t))(w¯ + ξ(t))
)
, ξ(t) := e−A˜+tξ.
Since the spectral gap condition is satisfied and the norm of the derivative F ′(u) is bounded by
L, applying the Banach contraction theorem to (2.75) analogously to the proof of Theorem 2.7,
we see that (2.75) is solvable for every ξ ∈ H+ and the following estimate holds:
(2.76) ‖W ′(u10)ξ‖C(R,H) ≤ C‖ξ‖H ,
where we have also implicitly used Corollary 2.4 in order to obtain the C(R,H)-norm from the
control of the L2(R,H)-norm.
To complete the proof, it only remains to show that the map W ′(u10) thus defined is indeed
the Frechet derivative. To this end, we need to take another point u20 ∈ H+ and estimate the
difference z := W (u10)−W (u20)−W ′(u10)(u10 − u20) which solves the following equation:
(2.77) ∂tz + A˜z = χt≤0(t)F˜ ′(t, w1 + v1(t))z +H(t),
where
H(t) := χt≤0(t)
(
F˜ (t, w1 + v1)− F˜ (t, w2 + v2)− F˜ ′(t, w1 + v1)(w1 − w2 + v1 − v2)
)
.
Using estimate (2.72) together with the analogue of (2.76) for the difference w1 − w2, we have
(2.78) ‖H‖L2ϕαε,0 (R,H) ≤ C
(
‖w1 − w2‖1+εC(R,H) + ‖v1 − v2‖1+εC(R,H)
)
≤ C1‖u10 − u20‖1+εH .
Applying Corollary 2.4 to equation (2.77) and using (2.78), we end up with
‖z‖L2ϕαε,0 (R,H) ≤
L
θ − αε‖z‖L2ϕαε,0 (R,H) + C‖u
1
0 − u20‖1+εH
which due to the assumption on ε gives
(2.79) ‖W (u10)−W (u20)−W ′(u10)(u10 − u20)‖L2ϕαε,0 (R,H) ≤ C‖u
1
0 − u20‖1+εH .
Using that Φ(u0) :=W (u0)
∣∣
t=0
together with Corollary (2.4), we finally arrive at
‖Φ(u10)− Φ(u20)− Φ′(u10)(u10 − u20)‖H ≤ C‖u10 − u20‖1+εH ,
where Φ′(u0)ξ := W ′(u0)ξ
∣∣
t=0
. This estimate shows that Φ ∈ C1+ε(H+,H−) and finishes the
proof of the theorem. 
Remark 2.19. Note that F˜ is not differentiable as the map from, say, Cb(R,H) to itself even
if F ∈ C∞(H,H) and the differentiability holds only in the weighted spaces. For instance,
analogously to (2.74), F˜ will be n + ε times continuously differentiable only as the map from
C(R,H) to Cϕ(n−1)α+ε,0(R,H). By this reason, higher regularity of the manifold requires larger
spectral gaps (to guarantee that equation (2.77) is uniquely solvable in the weighted space
L2ϕ(n−1)α+ε,0(R,H)) and, as a rule, the center/inertial manifold has only finite smoothness even
in the case when the initial system is C∞-smooth, see e.g. [23].
In particular, as shown in [30], under assumptions of Theorem 2.15, the inertial manifold is
Ck-smooth if
(2.80) λN+1 − kλN >
√
2L(λ
−β/2
N+1 + kλ
−β/2
N ).
It seems that the factor
√
2 is artificial here and can be removed using the spaces L2(R,H)
instead of C(R,H), but we did not check the details and failed to find the proper reference.
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Remark 2.20. In particular, for the C2-regularity of the inertial manifold, we need (in the
simplest case β = 0)
(2.81) λN+1 − 2λN > 2L
which is hardly compatible with applications where A is an elliptic differential operator and, to
the best of our knowledge, there are no examples of such operators where that spectral gap exists
for all L. Thus, usually the inertial manifolds are only C1+ε-smooth for some small exponent
ε and the higher regularity (C2 and more) holds only in the exceptional cases (e.g., under the
bifurcation analysis where the dimension N and the Lipschitz constant L are both small).
We also mention that the differentiability assumption (2.72) can be weakened as follows:
(2.82) ‖F (u1)− F (u2)− F ′(u1)(u1 − u2)‖H ≤ C‖u1 − u2‖1+εH1 , u1, u2 ∈ H1
which is easier to verify in applications. Indeed, the proof of Theorem 2.18 remains almost
unchanged only instead of Corollary 2.4, we need to use its analogue with the C(R,H1)-norm
which also can be easily verified using the parabolic smoothing property.
2.7. Invariant cones and inertial manifolds. In this paragraph, we briefly discuss an al-
ternative a bit more general approach to inertial manifolds based on the invariant cones and
squeezing property which is very popular in the theory, see [15, 6, 61, 68, 67] and references
therein. The advantage of this approach is that the necessary conditions are formulated not in
terms of the nonlinearity F , but directly in terms of the trajectories of the associated dynamical
system which sometimes allows us to use the specific properties of the considered system and
the specific ”cancelations” appeared under its integration (the most important example here is
the so-called spatial averaging principle which will be discussed below).
Let us introduce the following indefinite quadratic form in the phase space H:
(2.83) V (ξ) := ‖QN ξ‖2H − ‖PN ξ‖2H , ξ ∈ H.
The next simple Lemma is of fundamental significance for what follows.
Lemma 2.21. Under the assumptions of Theorem 2.1, the following estimate holds for every
two solutions u1(t) and u2(t):
(2.84)
1
2
d
dt
V (u1(t)− u2(t)) + αV (u1(t)− u2(t)) ≤ −µ‖u1(t)− u2(t)‖2H ,
where α :=
λN+1+λN
2 , µ :=
λN+1−λN
2 − L > 0.
Proof. Indeed, for any two solutions u1(t) and u2(t) of equation (2.1), the function v(t) :=
u1(t)− u2(t) satisfies
(2.85)
1
2
d
dt
V (v(t)) + αV (v(t)) = −((A− − α)v−, v−)− ((α−A+), v+, v+)+
+ (F (u1)− F (u2), v− − v+) ≤ −λN+1 − λN
2
‖v‖2H + L‖v‖2H = −µ‖v‖2H
and the lemma is proved. 
Vice versa, as we will se below, the validity of (2.84) implies the existence of an inertial
manifold. To state the main result of this paragraph, we need to define the following cones:
(2.86) K+ := {ξ ∈ H, V (ξ) := ‖QNξ‖2H − ‖PN ξ‖2H ≤ 0}.
Corollary 2.22. Let the nonlinearity F be globally Lipschitz and let (2.84) be satisfied for all
solutions u1 and u2 of problem (2.1). Then, the following properties hold:
1. Cone property: the cone K+ is invariant in the following sense:
(2.87) ξ1, ξ2 ∈ K+ ⇒ S(t)ξ1 − S(t)ξ2 ∈ K+, for all t ≥ 0,
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where ξ1, ξ2 ∈ H and S(t) is a solution semigroup associated with (2.1).
2. Squeezing property: there exists positive γ and C such that
(2.88) S(T )ξ1 − S(T )ξ2 /∈ K+ ⇒ ‖S(t)ξ1 − S(t)ξ2‖H ≤ Ce−γt‖ξ1 − ξ2‖H , t ∈ [0, T ].
Proof. Indeed, the invariance of the cone K+ is an immediate corollary of (2.84). Moreover,
since F is globally Lipschitz,
1
2
d
dt
‖u1(t)− u2(t)‖2H ≤ L‖u1(t)− u2(t)‖2H ,
Multiplying this inequality on ε > 0 and taking a sum with (2.84), we see that
Vε(u1(t)− u2(t)) := ε‖u1(t)− u2(t)‖2H + V (u1(t)− u2(t))
also satisfies (2.84) (with the new constant µ = 0) if ε(L+ α) ≤ µ. Thus, if u1 and u2 are such
that u(T ) − u2(T ) /∈ K+, then due to the cone property, u1(t) − u2(t) /∈ K+ for all t ∈ [0, T ]
and, therefore,
ε‖u1(t)− u2(t)‖2H ≤ ε‖u1(t)− u2(t)‖2H + V (u1(t)− u2(t)) ≤
≤ Vε(0)e−2αt ≤ (1 + ε)‖u1(0) − u2(0)‖2He−2αt
and the corollary is proved. 
The following classical theorem is the main result of this paragraph.
Theorem 2.23. Let the nonlinearity F be globally Lipschitz and globally bounded, i.e,
(2.89) ‖F (u)‖H ≤ C, u ∈ H.
Assume also that the solution semigroup S(t) associated with equation (2.1) satisfies the cone and
squeezing properties (2.87) and (2.88) (with some positive constants γ and C). Then, equation
(2.1) possesses an N -dimensional inertial manifold which is a graph of a Lipschitz function
Φ : PNH → QNH and the exponential tracking also holds.
Proof. We split the proof in 4 steps.
Step 1. We claim that the boundary value problem
(2.90) ∂tu+Au = F (u), PNu
∣∣
t=0
= u+0 , QNu
∣∣
t=−T = 0
has a unique solution for any T < 0 and any u+0 ∈ H+. Indeed, consider the map GT : H+ → H+
given by
GT (v) := PNS(T )v, v ∈ H+,
where S(t) is a solution operator of problem (2.1). Then, obviously, GT is continuous and, due
to the cone condition, for any two points v1, v2 ∈ H+ and associated trajectories ui(t) = S(t)vi,
we have
‖w−(t)‖H ≤ ‖w+(t)‖H , t ∈ (0, T ), w(t) := u1(t)− u2(t)
and, therefore,
1
2
d
dt
‖w+(t)‖2H ≥ −(A+w+, w+)− (F (u1)− F (u2), w−) ≥
≥ −λN‖w+‖2H − L(‖w+‖H + ‖w−‖H)‖w+‖H ≥ −(λN + 2L)‖w+‖2H .
Integrating this inequality, we see that
‖v1 − v2‖H ≤ e(λN+2L)T ‖GT (v1)−GT (v2)‖H .
Thus, the map GT : H+ → H+ is injective and the inverse is Lipschitz on its domain. Since
H+ ∼ RN , by the topological arguments (e.g., one can easily check that GT (H+) has empty
boundary), we conclude that GT is a homeomorphism on H+ and, therefore, GT (v) = u
+
0 is
uniquelly solvable for all u+0 ∈ H+. It remains to note that u(t) = S(t)G−1T (u+0 ) solves (2.90).
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Step 2. Let uT,u+0
(t) be the solution of the boundary value problem (2.90). We claim that the
limit
(2.91) uu+0
(t) := lim
T→−∞
uT,u+0
(t)
exists for all t ∈ (−∞, 0] and solves the the problem (2.90) with T = −∞. Indeed, let ui(t) :=
uTi,u+0
(t) and w(t) := u1(t) − u2(t). Then, since w+(0) = 0, we know that w(0) /∈ K+ and,
due to the cone property, w(t) /∈ K+ for all t ≤ T := max{T1, T2} and, due to the squeezing
property,
(2.92) ‖u1(t)− u2(t)‖H ≤ Ce−γ(t−T )‖u1(T )− u2(T )‖H ≤ 2Ce−γ(t−T )‖w−(−T )‖H .
We now use that F is globally bounded. Then, for any solution u(t) of (2.1), we have
1
2
d
dt
‖u−‖2H ≤ −λN+1‖u−‖2H + (F (u), u−) ≤
1
2
λN+1‖u−‖2H + C∗
and
(2.93) ‖u−(t)‖2H ≤ e−λN+1t‖u−(0)‖2H + C˜, t ≥ 0
for some C˜ which is independent of u. In particular, since the solution of (2.90) starts from
u−(T ) = 0, we conclude that
‖QNuT,u+0 (t)‖
2
H ≤ C˜
for all T ≤ 0 and u+0 ∈ H+. Then, estimate (2.92) guarantees that uT,u+0 is a Cauchy sequence,
say, in Cloc((−∞, 0),H). Thus, the limit (2.91) exists and uu+0 (t) is a backward solution of (2.1).
Step 3. Define a set S ⊂ Cloc(R,H) as the set of all solutions of (2.1) obtained as a limit
(2.91). Then, by the construction, this set is strictly invariant
T (h)S = S, (T (h)u)(t) := u(t+ h), h ∈ R
and for any two trajectories u1, u2 ∈ S, we have
(2.94) u1(t)− u2(t) ∈ K+, t ∈ R.
The last property can be easily shown using the approximations uT,u10 and uT,u20 for which we
have QNuT,u10(T ) = QNuT,u20(T ) = 0 and passing to the limit T → −∞.
From (2.94) we conclude that the map Φ : H+ → H−
Φ(u0) := QNu(0), u ∈ S, PNu(0) = u0
is well-defined and Lipschitz continuous with Lipschitz constant one and the invariance of S
implies the invariance of the Lipschitz manifold
M := {u0 +Φ(u0), u0 ∈ H+}.
Thus, the desired invariant manifold is constructed.
Step 4. To complete the proof, we need to check the exponential tracking. Indeed, let u(t),
t ≥ 0 be a forward trajectory of (2.1). Let T > 0 and uT ∈ S be the solution of (2.1) belonging
to the inertial manifold such that
(2.95) PNu(T ) = PNuT (T ).
Then, obviously, u(T )−uT (T ) /∈ K+ and, consequently, u(t)−uT (t) /∈ K+ for all t ∈ [0, T ]. We
also know that QNuT (0) is uniformly bounded with respect to T . Moreover, since
‖PN (u(0) − uT (0)‖H ≤ ‖QN (u(0)− uT (0)‖H ,
we see that the sequence uT (0) is uniformly bounded as T → ∞. On the other hand, due to
squeezing property,
(2.96) ‖u(t)− uT (t)‖H ≤ Ce−γt‖u(0) − uT (0)‖H , t ∈ [0, T ].
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Since H+ is finite-dimensional and uT (0) is bounded, we may assume without loss of generality
that uT (0) → u¯(0) and then the corresponding trajectory u¯(t) ∈ S and satisfies (2.96) for all
t ≥ 0. Thus, the theorem is proved. 
Remark 2.24. There are a lot of slightly different versions of the assumptions of Theorem 2.23,
see [30, 61, 67, 15, 6] and references therein. In particular, if the non-linearity F is smooth, then
it is more natural to state the cone condition in terms of equation of variations associated with
the problem (2.1) and if the slightly stronger uniform cone condition is satisfied, the manifold
M will be C1+ε-smooth, and normally hyperbolic, see e.g. [39]. More interesting generalizations
are related with the situation when the cones K+ = K+(u) depend on the point u ∈ H, see
[15, 6, 25] and the literature cited there. To the best of our knowledge, such construction has
been never used so far for establishing the existence of inertial manifolds for dissipative PDEs
although there are natural candidates for that, see Example 3.21 below.
Remark 2.25. Arguing as in the proof of Corollary 2.22, one can easily check that the cone
and squeezing properties are satisfied if for every two trajectories u1 and u2, there exists an
exponent α(t) := αu1,u2(t) such that
(2.97) 0 < α− ≤ α(t) ≤ α+ <∞
(where α± are independent of u1 and u2) such that
(2.98)
d
dt
V (u1(t)− u2(t)) + α(t)V (u1(t)− u2(t)) ≤ −µ‖u1(t)− u2(t)‖2.
We will check exactly this condition in order to verify the cone and squeezing property in the
next section.
2.8. Spatial averaging: an abstract scheme. Let us assume that our nonlinearity is dif-
ferentiable with the derivative F ′(u) ∈ L(H,H). Then, the standard spectral gap condition is
stated in terms of the norm ‖F ′(u)‖ ≤ L. However, this assumption can be refined using the
fact that only the entries (F ′(u)ei, ej) of the ”matrix” F ′(u) with numbers i, j ”close” to N are
really essential. In particular, if this truncated finite-dimensional matrix is close to the scalar
one, the inertial manifold will exist even if the spectral gap condition is violated. To state the
precise result, we need the following projectors: let N ∈ N and k > 0 be such that k < λN , then
(2.99) P¯ku :=
∑
λn<λN−k
(u, en)en,
P¯N,ku :=
∑
λN−k≤λn≤λN+1+k
(u, en)en, Q¯ku :=
∑
λn>λN+1+k
(u, en)en.
Then, analogously to [39], the following result holds.
Theorem 2.26. Let the function F be globally Lipschitz with the Lipschitz constant L, globally
bounded and differentiable and let the numbers N and k > 4L be such that
(2.100) ‖P¯N,k ◦ F ′(u) ◦ P¯N,kv − a(u)P¯N,kv‖H ≤ δ‖v‖2H , u, v ∈ H,
where a(u) ∈ R is a scalar depending continuously on u ∈ H and δ < L. Assume also that
(2.101)
2L2
k − 4L + δ <
θ
2
, α− 2L > 0,
where as before α :=
λN+1+λN
2 and θ :=
λN+1−λN
2 . Then, inequality (2.98) holds and, therefore,
there exists a Lipschitz N -dimensional inertial manifold with exponential tracking.
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Proof. Indeed, let u1 and u2 be two solutions of (2.1) and let
l(t) :=
∫ 1
0
F ′(su1(t) + (1− s)u2(t)) ds.
Then, obviously, l(t) satisfies (2.100) with the same ε and a(t) :=
∫ 1
0 a(su1(t) + (1− s)u2(t)) ds.
Let also v(t) := u1(t)− u2(t). Then, analogously to (2.85), but using also that
‖P¯kv‖2H ≤ (α− λN + k)−1((α−A+)v+, v+) ≤ k−1((α−A+)v+, v+)
and , similarly,
‖Q¯kv‖2H ≤ k−1((A− − α)v−, v−),
we have
(2.102)
1
2
d
dt
V (v(t)) + αV (v(t)) = −[(α−A+)v+, v+) + ((A− − α)v−, v−)]+
+ (l(t)v, v− − v+) ≤ −θ
2
‖v‖2H −
1
2
[(α −A+)v+, v+) + ((A− − α)v−, v−)] + (l(t)v, v− − v+) ≤
≤ −θ
2
‖v‖2H −
k
2
(‖P¯kv‖2H + ‖Q¯kv‖2H) + (l(t)v, v− − v+).
Furthermore,
(2.103) (l(t)v, v− − v+) = (P¯N,kl(t)v, v− − v+) + (l(t)v, Q¯kv − P¯kv) =
= (P¯N,k ◦ l(t) ◦ P¯N,kv, v− − v+) + (l(t)v, Q¯kv − P¯kv) + (P¯kv + Q¯kv, l∗(t) ◦ P¯N,k(v− − v+)) ≤
≤ (P¯N,k ◦ l(t) ◦ P¯N,kv, v− − v+) + 2L‖v‖H (‖P¯kv‖2H + ‖Q¯kv‖2H)1/2 ≤
≤ (P¯N,k ◦ l(t) ◦ P¯N,kv, v− − v+) + k − 4L
2
(‖P¯kv‖2H + ‖Q¯kv‖2H) +
2L2
k − 4L‖v‖
2
H .
Using now assumption (2.100) and the obvious fact that |a(u)| ≤ L+ δ < 2L, we obtain
(2.104) (P¯N,k ◦ l(t) ◦ P¯N,kv, v− − v+) ≤ a(t)V (v(t)) + δ‖v(t)‖2H+
+ |a(t)|(‖P¯kv‖2H + ‖Q¯kv‖2H) ≤ a(t)V (v(t)) + δ‖v(t)‖2 + 2L(‖P¯kv‖2H + ‖Q¯kv‖2H).
Inserting the obtained estimates into the right-hand side of (2.102) and using (2.101), wee see
that (2.98) is indeed satisfied with
µ :=
θ
2
− 2L
2
k − 4L − δ > 0, α(t) := α− a(t) > α− 2L > 0
and the theorem is proved. 
Remark 2.27. As not difficult to check inequality (2.98) implies also the so-called uniform
cone condition, so the obtained inertial manifold is not only Lipschitz, but also C1+κ-smooth
(for some small κ > 0) if the non-linearity F is smooth enough. Mention also that the name
”spatial averaging” for that method comes from the fact that in the key application to the 3D
reaction-diffusion equation, see Example 2.38, F ′(u) is a multiplication operator on the function
f ′(u(t, x)) and the scalar factor a(u) is the averaging of f ′(u(t, x)) with respect to the spatial
variable x.
The rest of this paragraph is devoted to adapting Theorem 2.26 to the more realistic case
where the condition (2.100) is not uniform with respect to all u ∈ H. Then, we need the
following definition.
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Definition 2.28. We say that an operator A and a bounded, globally Lipschitz and differentiable
non-linearity F : H → H satisfies the spatial averaging condition if there exist a positive
exponent κ and a positive constant ρ such that, for every δ > 0, R > 0 and k > 0 there exists
infinitely many values of N ∈ N satisfying
(2.105) λN+1 − λN ≥ ρ
and
(2.106) sup
‖u‖H2−κ≤R
{
‖P¯N,k ◦ F ′(u) ◦ P¯N,kv − a(u)P¯N,kv‖H
}
≤ δ‖v‖2H ,
for some scalar multiplier a(u) = aN,k,δ(u) ∈ R.
The main difficulty here is that assumption (2.106) involves higher norms of u and we cannot
use the straightforward cut-off procedure (say, multiplication of F on ϕ(‖u‖H2−κ )) in order to
reduce the situation to Theorem 2.26 since in that case the modified map will no more act
from H to H, but only from H2−κ to H (and, as we already know, much stronger spectral
gap assumptions are required for such maps). Thus, the cut-off procedure should be much
more delicate. To describe this procedure, we need to remind some elementary properties of
equation (2.1), see also Paragraph 3.1 below.
Proposition 2.29. Let the non-linearity F be globally bounded and operator A satisfies the
above assumptions. Then, the following properties hold for any solution u(t) of problem (2.1):
1) Dissipativity in Hs and 0 ≤ s ≤ 2:
(2.107) ‖u(t)‖Hs ≤ Ce−λ1t‖u(0)‖Hs +R∗,
for some positive constants R∗ and C;
2) Smoothing property:
(2.108) ‖u(t)‖H2 ≤ Ct−1‖u(0)‖H +R∗, t > 0;
3) Dissipativity of the QN -component:
(2.109) ‖QNu(t)‖H2−κ ≤ e−λN+1t‖QNu(0)‖H2−κ +R∗
for all N ∈ N.
Proof. Indeed, all of these properties are standard and follow from the well-known analogous
properties of the linear equation (F = 0) and the fact that the linear non-homogeneous problem
∂tv +Av = h(t), v(0) = 0
satisfies
(2.110) ‖v‖Cb(R+,H2−κ) ≤ Cκ‖h‖C(R+,H).
(exactly here we utilize the assumption that F is globally bounded), see [24] for details. We only
mention here that estimate (2.110) does not hold for κ = 0 and, in order to verify the dissipative
estimate for the H2-norm, one should use the obvious fact that
(2.111) ‖∂tu‖H − C ≤ ‖u‖H2 ≤ ‖∂tu‖H + C
and estimate the norm of v = ∂tu using the differentiated equation
∂tv +Av = F
′(u)v.

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Thus, being mainly interested in the long-time behaviour of solutions of (2.1), we can freely
modify the equation outside of the absorbing ball ‖u‖H2 ≤ 2R∗. A bit less trivial, but crucial
observation is that, due to (2.109), we need the cone and squeezing properties to be satisfied
only for the solutions u1 and u2 satisfying ‖QNui(t)‖H2−κ ≤ 2R∗. Indeed, to construct the
manifold, we only use the solutions of the boundary value problem (2.90) and all such solutions
have uniformly bounded QN -component due to (2.109) and zero initial data for QNu(−T ). The
exponential tracking also can be checked for the trajectories belonging to the absorbing ball only
(since any trajectory spends only finite time outside of this ball). Thus, we need not to modify
the QN -component of (2.1) and may just assume without loss of generality that
(2.112) ‖QNu‖H2−κ ≤ 2R∗
(remind that R∗ is independent of N) in all forthcoming estimates. In contrast to that, the PN -
component of u is unavoidably unbounded on the trajectories on inertial manifold as T → −∞,
so the proper cut-off should be applied to it.
Following [39], we introduce the cut-off function ϕ(η) ∈ C∞(R) such that
1. ϕ(η) ≡ 1, η ≤ (2R∗)1/2; 2. ϕ(η) ≡ 1
2
, η ≥ R1/21
for some R1 > R∗ and
(2.113) ϕ′(η) ≤ 0, 1
2
ϕ(η) + ηϕ′(η) > 0, η ∈ R.
Obviously, such cut-off function exists. However, (2.113) gives the restriction
ϕ(η) ≥ (2R∗)
1/4
√
η
, η ≥ (2R∗)1/2,
so R1 should actually satisfy R1 ≥ 32R∗. Finally, for every N ∈ N, introduce the following
cut-off versions of equations (2.1):
(2.114) ∂tu+Au = F (u) +APNu− ϕ(‖APNu‖2H)APNu.
Then, by construction of the cut-off function, we see that equations (2.114) and (2.1) coinside in
the absorbing ball ‖u‖H2 ≤ 2R∗. Since H+ = PNH is finite-dimensional, we also conclude that
the modified nonlinearity of (2.114) remain globally Lipschitz, however, its Lipschitz constant
is now growing as N → ∞. Nevertheless, as the next theorem shows, for some large Ns
these modified equations will possess the inertial manifolds if the spatial averaging condition is
satisfied. Roughly speaking the new nonlinearity is constructed in such way that on the one
hand, it does not decrease the spectral gap at any point u ∈ H2−κ, but on the other hand, it
drastically increases this gap if the H2-norm of u+ is large enough, so for large u, we can just use
the Lipschitz continuity of F and the spatial averaging estimate is required only for u belonging
to the bounded set in H2−κ.
Theorem 2.30. Let the operator A and the non-linearity F satisfy the spatial averaging as-
sumption. Then, there exist infinitely many Ns such that the differential inequality (2.98) is
satisfied for the modified equation (2.114) and, therefore, it possesses an N -dimensional inertial
manifold with exponential tracking.
Proof. To prove the theorem, analogously to [39], we need to control the impact of the new
nonlinearity T (u) := ϕ(‖APNu‖2H)APNu and for that we need the following lemma.
Lemma 2.31. Under the above assumptions, the following estimate holds:
(T ′(u)v, v) ≤ 1
2
λN‖PNv‖2H +
1
2
(APNv, PNv).
25
Proof. We use the version of the Cauchy-Schwartz inequality for any 3 vectors v,w, y ∈ H:
(2.115) 2(v, y)(w, y) ≥ ‖y‖2H((v,w) − ‖v‖H‖w‖H ).
Indeed, this inequality is equivalent to
(v − 2(v, y)‖y‖2H
y,w) ≤ ‖v‖H‖w‖H
and the last inequality follows from the Cauchy-Schwartz inequality and the fact that the map
v → v − 2(v,y)‖y‖2H y is a reflection with respect to the plane orthogonal to y and, therefore, it is an
isometry.
Taking, η := ‖Au+‖2H and v = v+ ∈ H+ := PNH and using inequalities (2.113) and (2.115),
we get
(T ′(u)v, v) = 2ϕ′(η)(Au+, Av)(Au+, v) + ϕ(η)(Av, v) ≤ −ϕ′(η)η(‖Av‖H‖v‖H − (Av, v))+
+ ϕ(η)(Av, v) ≤ 1
2
ϕ(η)λN‖v‖2H +
1
2
ϕ(η)(Av, v) ≤ 1
2
(λN‖v‖2H + (Av, v))
and the lemma is proved. 
Thus, by the mean value theorem, we have
(2.116) (T (u1)− T (u2), v) ≤ 1
2
(λN‖v‖2H + (APNv, v)),
where v := u1 − u2. Moreover, if both ‖PNui‖H2 ≥ R1, i = 1, 2, we have T (ui) = 1/2APNui
and, therefore,
(T (u1)− T (u2), v) = 1
2
(APNv, v).
Combining these two estimates and using again the integral mean value theorem, we conclude
that the better estimate
(2.117) (T (u1)− T (u2), v) ≤ 1
4
λN‖v‖2H +
1
2
(APNv, v)
holds if ‖PNui‖H2 ≥ 2R1 for i = 1 or i = 2.
We are now ready to verify inequality (2.98) for equation (2.114). Indeed, analogously to
(2.102), we have
(2.118)
1
2
d
dt
V (v(t)) + αV (v(t) = −[((α −A+)v, v) + ((A− − α)v, v)]+
+ (T (u1)− T (u2), v)− (A+v, v) + (F (u1)− F (u2), v− − v+).
where u1(t) and u2(t) are two solutions and v(t) = u1(t)− u2(t). Fix an arbitrary point t ≥ 0.
Assume first that ‖PNu1(t)‖H2 ≤ 2R1 and ‖PNu2(t)‖H2 ≤ 2R1. Then, using estimate (2.116)
for the new nonlinearity, we arrive at
(2.119)
1
2
d
dt
V + αV ≤ −1
2
[(λN+1 −A+)v, v) + ((A− − α)v, v)] + (l(t), v− − v+).
Since (λN+1 − A+)v, v) = ((α − A+)v, v) + θ‖v+‖2, inequality (2.119) has exactly the same
structure as (2.102). Moreover, using also (2.112), we conclude that, in that case,
‖ui‖H2−κ ≤ λ−κ1 ‖PNui‖H2 + ‖QNui‖H2 ≤ λ−κ1 2R1 +R∗ ≤ C,
where C is independent of N . Thus, using the spatial averaging assumption and arguing exactly
as in the proof of Theorem 2.26, we may find a sequence of Ns such that
1
2
d
dt
V (v(t)) + α(t)V (t) ≤ −µ‖v(t)‖2H , µ > 0, α(t) > α+ > 0.
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Let us consider now the case where ‖PNui(t)‖H2 ≥ 2R1 for i = 1 or i = 2. Then, using better
estimate (2.117) and the fact that F is globally Lipschitz, we have
1
2
d
dt
V + αV ≤ −1
4
λN‖v+‖2H + L‖v‖2H = −
1
8
λNV − 1
8
λN‖v‖2H + L‖v‖2H
and if 18λN > L, the inequality (2.98) is verified and the theorem is proved. 
Remark 2.32. In the Definition 2.28, we introduce slightly unusual condition κ > 0 (instead of
the traditional κ = 0). This is related with the fact that only global boundedness of F does not
allow to obtain the key estimate (2.109) for κ = 0, so some more restrictions and extra cut-off
functions are necessary in order to achieve this estimate for κ = 0 as well, see [39].
2.9. Applications. The aim of that paragraph is to give a number of examples of parabolic
PDEs arising in mathematical physics where we can apply the above theory and establish the
existence of inertial manifolds. We start with the simplest case of one spatial variable.
Example 2.33. Consider the 1D reaction-diffusion equation:
(2.120) ∂tu− ∂x(a(x)∂xu) + αu = −f(x, u), x ∈ [−L,L],
where a(x) > a0 is smooth, α > 0 and f is C
1 and satisfies the dissipativity assumption:
(2.121) f(x, u).u ≥ −C, u ∈ R
for some C > 0. Problem (2.120) is endowed by the standard Dirichlet, Newmann or periodic
boundary conditions. Then, arguing in a standard way, see e.g., [68, 2], one can show that
(2.120) is well-posed in H := L2(−L,L) and satisfies the dissipative estimate (2.62). Moreover,
using the maximum principle, one can show the existence of the absorbing set in C[−L,L].
Thus, we may cut-off the non-linearity for large u and assume without loss of generality that f
and f ′u are globally bounded. We set
Au := −∂x(a(x)∂xu) + αu, F (u) := f(·, u).
Then A is positive self-adjoint and F is globally Lipschitz as the map from H to H. Moreover,
due to the Weyl asymptotic for the eigenvalues, λN ∼ CN2 and, therefore, there are infinitely
many Ns satisfying
(2.122) λN+1 − λN ≥ εN ≤ ε¯λ1/2N
for some positive ε and ε¯. Indeed, if (2.122) is violated for all large Ns (N > Nε) for all ε, then
taking a sum, we will have
λN ≤ λNε + ε
N(N + 1)
2
≤ Cε + ε
2
N2
which contradicts the Weyl asymptotic. Thus, the spectral gap condition (2.16) is satisfied for
all sufficiently large N satisfying (2.122) and, therefore, the inertial manifold exists.
Example 2.34. Consider the so-called Kuramoto-Sivashinksy equation
(2.123) ∂tu+ ∂
4
xu+ 2a∂
2
xu = ∂x(u
2), a ∈ R
say, on the interval Ω := [0, π] with Dirichlet boundary conditions u
∣∣
∂Ω
= ∂2xu|∂Ω = 0. Then,
as known, (2.123) is well-posed and dissipative in H := L2(0, π). Moreover, the solutions are
smooth for t > 0 and, in particular, there is an absorbing ball in H2(−L,L) ⊂ C[−L,L], see [68]
and references therein. Thus, after the proper cut-off, we may write the equation in the form
(2.124) ∂tu+Au = F (u) := f1(u) + ∂xf2(u)
with A := ∂4x + 2a∂
2
x + a
2 + 1 and fi(u) satisfying |fi(u)|+ |f ′i(u)| ≤ C. In that case, due to the
presence of spatial derivatives, F does not map H to H and we can only guarantee that F is
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globally Lipschitz as a map from H = L2(0, π) to H−1(0, π), so we need to use Theorem 2.15
instead. We note that, A is positive and self-adjoint with
H2 := D(A) = {u ∈ H4(−L,L), u∣∣
∂Ω
= ∂2xu|∂Ω = 0}.
Thus, H−1(−L,L) = D(A−1/4) = H−1/2 and we need to take β = −12 in (2.65). The spectrum
of A can be found explicitly: λN = (N
2 + a)2 + 1, so
λN+1 − λN
λ
1/4
N+1 + λ
1/4
N
∼ 2N2
and the spectral gap condition (2.65) holds for large N . Thus, due to Theorem 2.15, there is an
inertial manifold for the 1D Kuramoto-Sivashinsky equation.
We now turn to the 2D examples. In that case, say, for the second order elliptic operators,
the Weyl asymptotic reads λN ∼ CN which gives only that
(2.125) λN+1 − λN ≥ ε
for infinitely many Ns and some fixed (small) ε and that is not enough to guarantee the validity
of the spectral gap assumptions for general Lipschitz non-linearities. However, as we will see
below, the Weyl asymptotic λN ∼ N does not forbid the arbitrarily large spectral gaps to exist
(it will be so, e.g., if we there are sufficiently many multiple eigenvalues like for the Laplace-
Beltrami operator on a unit sphere). To the best of our knowledge, the problem of existence of
arbitrarily large spectral gaps is open for general 2D domains even in the simples case of the
Laplacian with Dirichlet boundary conditions. So, we discuss below only the case of a unit 2D
sphere Ω = S2 (with Laplace-Beltrami operator) and the 2D torus with the usual Laplacian, see
also [36] for some other domains.
Example 2.35. Consider the 2D analogue of (2.120)
(2.126) ∂tu−∆xu+ αu = f(x, u), x ∈ Ω,
where α > 0 and f satisfies the dissipativity assumption (2.121) and Ω = S2 or T2 := [−π, π]2
(with periodic boundary conditions). As in 1D case, it is known that the problem is well-posed
in H := L2(Ω) and possesses the absorbing ball in C(Ω), see [68, 2], so we may assume that f
and f ′u are globally bounded and, therefore, the associated operator F is globally Lipschitz in
H. So, we only need to look at the gaps in the spectrum of the Laplacian.
The ideal case is Ω = S2. Then, the spectrum of the Laplace-Beltrami operator is well-known:
the eigenvalues are Λn := n(n + 1) and each of them has multiplicity 2n + 1. Thus, the ”one-
dimensional” inequality (2.122) holds for infinitely many Ns (with ε¯ < 2). So, the spectral gap
condition is satisfied and the inertial manifold exists.
Let now Ω = T2 with periodic boundary conditions. Then the spectrum of the 2D Laplacian
consists of all N ∈ N which can be presented as a sum of two squares:
σ(A) = {N ∈ N, N = n2 + k2, k, n ∈ Z}
with the eigenvectors einx+iky. Thus, the spectral gap problem is related with the number
theoretic question on the subsequent integers which are not sums of two squares. In particular,
from the Gauss theorem, we know that N ∈ N belongs to σ(A) if and only if every prime factor
p of N which equals to 3 mod 4 has an even degree. Moreover, as shown, e.g., in [39], there
are arbitrary many subsequent integers which are not sums of two squares and, therefore, the
spectral gap condition is satisfied. In fact, it is possible to show that there are infinitely many
solutions of
λN+1 − λN ≥ c log λN
for some c > 0 although, to the best of our knowledge, there are no larger than logarithmical
gaps, see [57].
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Example 2.36. Consider the 2D Cahn-Hilliard problem:
(2.127) ∂tu+∆x(−∆xu+ f(x, u)) = 0, x ∈ Ω,
where Ω = S2 or Ω = T2. It is known that this equation is well-posed in H = L2(Ω) if the
non-linearity f satisfies the dissipativity assumption (2.121) together, say, with the assumption
f ′u(x, u) ≥ −C, see [68]. Moreover, one also has the absorbing ball in C(Ω) (of course, by
modulus of the mass conservation law
∫
Ω u(t, x) dx = const), so we can again assume without
los of generality that f and f ′u are globally bounded. In that case, the map F (u) := −∆xf(x, u)
is globally Lipschitz from H to H−2(Ω). The operator A now is a bi-Laplacian A = ∆2x, so
D(A) = H4(Ω), H−2(Ω) = D(A−1/2), and we should use β = −1 in the spectral gap condition
(2.65). Since λN = µ
2
N , where µN are the eigenvalues of the Laplacian, we have
λN+1 − λN
λ
1/2
N+1 + λ
1/2
N
= µN+1 − µN
and the spectral gap condition is exactly the same as for the reaction-diffusion problem considered
above. Thus, for both choices Ω = S2 and Ω = T2, the inertial manifold exists.
We now turn to the 3D case. In that case, the Weyl asymptotic gives λN ∼ CN2/3 for the
case of second order operators which is clearly insufficient to have the spectral gap (although,
in some very exceptional cases like the Laplace-Beltrami operator on the n-dimensional sphere,
we have the ”one-dimensional” spectral gap (2.122) in any space dimension), however, for the
4th order operators, we still have λN ∼ N4/3 and the spectral gap exists.
Example 2.37. Consider the 3D Swift-Hohenberg equation:
(2.128) ∂tu = −(∆x + 1)2u− αu+ f(x, u), x ∈ Ω, u
∣∣
∂Ω
= ∆xu
∣∣
∂Ω
= 0,
where α > 0, Ω is a bounded domain of R3 and f(x, u) satisfies the dissipativity assumption
(2.121). Then the problem is well-posed and dissipative in H = L2(Ω), so as before we may
assume without loss of generality that f and f ′u are globally bounded. Then F is globally
Lipschitz in H.
We set A := (∆x + 1)
2 + α (with the Dirichlet boundary conditions). Then, by the Weyl
asymptotic λN ∼ CN4/3 and the spectral gap assumption
λN+1 − λN ≥ ελ1/4N
is satisfied for infinitely many Ns. Thus, the inertial manifold exists.
We conclude by the most interesting example where the spatial averaging technique is used.
Example 2.38. Consider equation (2.126) on a 3D torus T3 = [−π, π]3 (endowed by the periodic
boundary conditions). As before, we assume that f and f ′u are globally bounded, so the map F is
bounded and globally Lipschitz in H = L2(T3). The spectrum of the Laplacian on T3 obviously
consists of integers which can be presented as a sum of 3 squares (λ = n2 +m2 + k2 and the
associated eigenfunction is einx+imy+ikz). By the Gauss theorem, all natural numbers which are
not in the form of 4l(8L+7) can be presented as a sum of 3 squares, so we see that, in contrast
to the 2D case, there are no more spectral gaps of length larger than 3 and Theorem 2.1 does
not work. Nevertheless, using the number theoretic results on the distribution of integer points
in 3D spherical layers, one can check the spatial averaging conditions and prove the existence of
an inertial manifolds. Indeed, let N ∈ N, κ, ρ > 0 and
CκN := {(n,m, l) ∈ Z3, N−k ≤ n2+m2+ l2 ≤ N+k}, Bρ := {(n,m, l) ∈ Z3, n2+m2+ l2 ≤ ρ2}.
Then, the following result holds.
29
Lemma 2.39. For any k > 0 and ρ > 0 there are infinitely many N ∈ N such that
(2.129) (Ck
N+ 1
2
− Ck
N+ 1
2
) ∩ Bρ = {(0, 0, 0)}
The proof of this lemma is given in [39].
Let us check now that the spatial averaging assumption is satisfied. Indeed, the derivative
F ′(u)v = f ′(x, u(x))v(x) is a multiplication operator on the function w(x) := f ′u(x, u(x)). In
Fourier modes this operator is a convolution
[F ′(u)v]n,m,l =
∑
(n′,m′,l′)∈Z3
wn−n′,m−m′,l−l′vn′,m′,l′ , u(x) :=
∑
(n,m,l)∈Z3
un,m,ke
inx+imy+ilz.
Denote by P¯N,k the orthoprojector to the Fourier modes belonging to CkN+ 1
2
and by w>ρ(x) the
projection of function w to all Fourier modes which are outside of Bρ. Then, due to condition
(2.129),
P¯N,k((w − w0,0,0)P¯N,kv) = P¯N,k(w>ρP¯N,kv)
and, therefore,
‖P¯N,k((w − w0,0,0)P¯N,kv)‖H ≤ ‖w>ρ‖L∞‖v‖H .
Furthermore, due to the interpolation, for κ < 14 ,
‖w>ρ‖L∞ ≤ C‖w>ρ‖1−θH ‖w>ρ‖θH2−κ ≤ C1ρ−(1−θ)(2−κ)‖w‖H2−κ ,
where θ = 34(2−κ) . Finally, since H
2−κ is an algebra and f is smooth,
‖P¯N,k((w − w0,0,0)P¯N,kv)‖H ≤ Cρ−(1−θ)(2−κ)Q(‖u‖H2−κ)‖v‖H
for some monotone increasing function Q, and the spatial averaging estimate (2.106) holds with
a(u) := w0,0,0 =
〈
f ′u(x, u(x))
〉
=
1
(2π)3
∫
T3
f ′u(x, u(x)) dx.
Thus, the existence of an inertial manifold is verified.
3. Beyond the spectral gap
In this section, we present an alternative approach to the finite-dimensional reduction which
is based on the so-called Mane´ projection theorem and does not require the restrictive spectral
gap assumption to be satisfied.
In Paragraph 3.1, we recall some basic facts from the theory of attractors, see e.g., [68, 2, 8] for
more details. The basic properties of Hausdorff and fractal dimensions are recalled in Paragraph
3.2. Moreover, we show here why the fractal dimension of the attractor is finite, indicate the
proof of the Mane´ projection theorem and build up the finite-dimensional reduction based on
that theorem.
The so-called Romanov theory which gives necessary and sufficient conditions for the existence
of bi-Lipschitz Mane´ projections is given in Paragraph 3.3. Finally, the recent attempts to solve
the uniqueness problem for the reduced equations by verifying the log-Lipschitz continuity of
the inverse Mane´ projections are discussed in Paragraph 3.4.
3.1. Global attractors. The aim of this paragraph is to recall briefly the basic facts from the
attractor theory which will be used in the sequel. Since we are not pretending on a more or less
complete survey of the theory (see [68, 2, 8, 47] for the more detailed exposition), we pose here
the simplest and most convenient assumptions on the nonlinearity F , namely, we assume that
F is continuously Frechet differentiable as the map from H to H and
(3.1) 1. ‖F (u)‖H ≤ C, 2. ‖F ′(u)‖L(H,H) ≤ L, 3. ‖F ′(u)‖L(H1,H1) ≤ Q(‖u‖H2)
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for some positive constants C and L and monotone increasing function Q. Note that we do not
assume that F is Frechet differentiable as the map from H1 to H1, we even do not need that F
maps H1 to H1, only the derivative F ′(u) should be bounded as a map from H1 to H1.
We start with three standard lemmas describing some analytic properties of equation (2.1)
which are crucial for the theory. The first lemma gives the dissipativity in H.
Lemma 3.1. Let the nonlinearity F satisfies (3.1) and A is the same as in the previous chapter.
Then, any solution u(t) of problem (2.1) satisfies the following estimate:
(3.2) ‖u(t)‖2H +
∫ t+1
t
‖u(s)‖2H1 ds ≤ Ce−αt‖u(0)‖2H + C∗,
for some positive constants C, α and C∗.
Proof. Indeed, taking a scalar product of (2.1) with u(t) and using that F is bounded, we have
1
2
d
dt
‖u(t)‖2H + ‖u(t)‖2H1 ≤ C‖u(t)‖H .
Using the Poincare inequality ‖u‖H ≤ λ−11 ‖u‖H1 together with the Gronwall inequality, we
arrive at (3.2) and finish the proof of the lemma. 
Next straightforward lemma gives the smoothing property and dissipativity in H2 for the
solutions of (2.1).
Lemma 3.2. Let the assumptions of Lemma 3.1 hold. Then, any solution u(t) of equation (2.1)
satisfies
(3.3) ‖u(t)‖H2 ≤ Ct−1 (‖u(0)‖H + 1) , t ∈ (0, 1].
Moreover, if u(0) ∈ H2 then
(3.4) ‖u(t)‖2H2 ≤ C‖u(0)‖2H2e−αt + C∗,
for some positive C, α and C∗.
Proof. Indeed, differentiating equation (2.1) in time and denoting v = ∂tu, we have
(3.5) ∂tv +Av = F
′(u)v.
Taking the scalar product of this equation with v(t) and using the second assumption of (3.1),
we end up with
(3.6)
1
2
d
dt
‖v(t)‖2H + ‖v(t)‖2H1 ≤ L‖v(t)‖2H .
Applying the Gronwall inequality and using (2.111), we get
(3.7) ‖u(t)‖2H2 ≤ Ce2Lt(‖u(0)‖2H2 + 1).
This estimate is similar to the desired (3.4), but still growing in time. To remove this growth,
we prove the smoothing estimate (3.3). To this end, we multiply equation (3.6) by t2, integrate
in time and use that, due to (3.2) and (3.1),∫ 1
0
‖v(t)‖2H−1 dt ≤ C(‖u(0)‖2H + 1).
Then, for t ≤ 1 we have
(3.8) t2‖v(t)‖2H +
∫ t
0
t2‖v(t)‖2H1 dt ≤ C
∫ t
0
t‖v(t)‖2H dt ≤
∫ t
0
t2‖v(t)‖2H1 dt+
+ C2
∫ t
0
‖v(t)‖2H−1 dt ≤
∫ t
0
‖v(t)‖2H1 dt+ C(‖u(0)‖2H + 1),
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where we have used the interpolation ‖v‖2H ≤ ‖v‖H1‖v‖H−1 . This estimate together with (2.111)
gives (3.3). It only remains to note that the dissipative estimate (3.4) follows from (3.7) (which
is used for t ≤ 1 only), the smoothing estimate (3.3) (which is used for estimating ‖u(t+ 1)‖H2
in terms of ‖u(t)‖H ) and the dissipative estimate (3.2). Thus, the lemma is proved. 
Thus, the solution semigroup S(t) associated with equation (2.1) possesses a bounded absorb-
ing set in H2. Indeed, if we take
BH2 := {u ∈ H2, ‖u‖2 ≤ 2C∗},
then, due to (3.4) and (3.3), for every bounded set B is H, there exists time T = T (B) such
that
S(t)B ⊂ BH2
for all t ≥ T . Moreover, taking
(3.9) B = ∪t≥0S(t)BH2 ,
we obtain the absorbing set which remains bounded (and closed) in H2 (and therefore is compact
in H) and, in addition, will be semi-invariant
(3.10) S(t)B ⊂ B.
The next lemma establishes the smoothing property for the differences of two solutions which
will be crucial for establishing the finite-dimensionality of the associated global attractor.
Lemma 3.3. Let the above assumptions hold. Then, for any two solutions u1(t) and u2(t), the
following estimate is valid:
(3.11) ‖u1(t)− u2(t)‖2H +
∫ t
0
‖u1(t)− u2(t)‖2H1 dt ≤ Ce2Lt‖u1(0)− u2(0)‖2H
for some positive constant L. Moreover, if u1(0), u2(0) ∈ B, we have also the following estimate:
(3.12) ‖u1(t)− u2(t)‖H2 ≤ Ct−1‖u1(0)− u2(0)‖H , t ∈ (0, 1].
Proof. Indeed, let v(t) = u1(t)− u2(t). Then, this function solves
(3.13) ∂tv +Av = l(t)v, l(t) :=
∫ 1
0
F ′(su1(t) + (1− s)u2(t)) dt.
Taking the scalar product of this equation with v(t) and using the sscond assumption of (3.1),
we have
1
2
d
dt
‖v(t)‖2H + ‖v(t)‖2H1 ≤ L‖v(t)‖2H
and the Gronwall inequality gives the desired estimate (3.11). To prove the smoothing property
(3.12), we take the scalar product of equation (3.13) with A2v(t) and use that the trajectories
u1(t) and u2(t) are uniformly bounded in H
2 together with the 3rd assumption of (3.1). This
gives
1
2
d
dt
‖v(t)‖2H2 + ‖v(t)‖2H3 ≤ ‖l(t)v‖H1‖v(t)‖H3 ≤ C‖v(t)‖2H1 +
1
2
‖v(t)‖2H3 .
Multiplying this inequality by t2, integrating in time and using (3.11) together with the inter-
polation ‖v‖2H2 ≤ ‖v‖H1‖v‖H3 , we arrive at
(3.14) t2‖v(t)‖2H2 +
∫ t
0
t2‖v(t)‖2H3 dt ≤ C
∫ t
0
t‖v(t)‖2H2 ≤
≤
∫ t
0
t2‖v(t)‖2H3 dt+ C2
∫ t
0
‖v(t)‖2H1 dt ≤
∫ t
0
t2‖v(t)‖2H3 dt+ C‖v(0)‖2H .
Thus, (3.12) is also verified and the lemma is proved. 
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We are now ready to define the global attractor and verify its existence.
Definition 3.4. A set A is a global attractor of a semigroup S(t) acting in H if the following
conditions are satisfied:
1. A is a compact set of H;
2. A is strictly invariant: S(t)A = A for t ≥ 0;
3. A attracts the images of all bounded sets in H, i.e., for any bounded B ⊂ H and any
neighbourhood O(A) of the attractor A, there exists time T = T (B,O) such that
S(t)B ⊂ O(A)
for all t ≥ T .
In order to verify the existence of such an attractor, we use the following abstract result.
Proposition 3.5. Let the semigroup S(t) : H → H satisfy the following two conditions:
1. There exists a compact absorbing set B ⊂ H;
2. The operators S(t) are continuous on B for every fixed t ≥ 0.
Then, the semigroup S(t) possesses a global attractor A ⊂ B and this attractor consists of all
complete bounded trajectories of S(t):
(3.15) A = K∣∣
t=0
,
where K := {u ∈ L∞(R,H), u(t+ s) = S(t)u(s), s ∈ R, t ≥ 0}.
The proof of this proposition can be found, e.g., in [2]. Mention here only that A is constructed
as a standard ω-limit set for the absorbing set B:
A = ω(B) := ∩T≥0∪t≥TS(t)B,
where C is a closure of C in H.
Corollary 3.6. Let the assumptions of Lemma 3.1 hold. Then, the solution semigroup associated
with equation S(t) possesses a global attractor A in H which is a bounded subset of H2 and
consists of all solutions of (2.1) which are defined for all t ∈ R and bounded, so (3.15) holds.
Indeed, the existence of a compact absorbing set as well as the continuity (even global Lipschitz
continuity) has been verified in previous lemmas.
Remark 3.7. On the one hand, the global attractor contains all non-trivial dynamics of the
considered system and, on the other hand, it is essentially smaller than the initial phase space.
Indeed, due to the compactness, the attractor is nowhere dense in the phase space (in the
infinite-dimensional case) and is ”almost finite-dimensional”. Moreover, as will be shown in the
next paragraph, it usually has finite Hausdorff and fractal dimension and, therefore, realizes
(in a sense) the reduction of the considered infinite-dimensional dynamical system to the finite-
dimensional one. Although, as will be discussed below, this reduction is essentially weaker
than provided by the inertial manifolds theory, but as an advantage, the existence of a global
attractor does not require any restrictive assumptions and is usually much easier to establish.
So, verifying the existence of a global attractor is a natural ”first step” in the study of the
dissipative dynamics and its finite-dimensional reduction.
Remark 3.8. We emphasize once more that our global boundedness assumptions (3.1) are not
very realistic and posed only for simplicity. However, the analogue of the above three lemmas are
verified for many classes of equations of mathematical physics, see [68, 2, 8, 47] and references
therein. Mention also that once these lemmas and the existence of the absorbing ball in H2
are established, assumptions (3.1) are no more restrictive since we may cut-off the nonlinearity
outside of the absorbing ball and achieve the global boundedness.
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3.2. Fractal/Hausdorff dimension and Mane´ projections. The aim of this paragraph is
to establish and discuss the finite-dimensionality of a global attractor. To this end, we first
recall the definitions of the Hausdorff and fractal dimension.
Definition 3.9. Let K be a pre-compact set in a metric space X. Then, by the Hausdorff
criterion, for any ε > 0, K can be covered by finitely many ε-balls in X. Denote by N(K,X)
the minimal number of such balls. By definition, the Kolmogorov’s ε-entropy of K in X is
defined via
(3.16) Hε(K,X) := logNε(X,K)
and the fractal (box-counting) dimension of K in X is the following number:
(3.17) dimF (K,X) := lim sup
ε→0
Hε(K,X)
log 1ε
.
Definition 3.10. Let K be a separable subset of a metric space X. For any ε > 0 and d ≥ 0,
define
µd(K,X, ε) := inf
{ ∞∑
n=1
εdi : K ⊂ ∪∞n=1B(εi, xi), xi ∈ X, εi ≤ ε
}
,
where B(ε, x) = B(ε, x,X) is an ε-ball of X centered at x, so the infinum is taken over all
countable coverings of K by balls with radiuses less than ε. Obviously, this function is monotone
increasing as ε → 0, so the following limit exists (finite or infinite) and is called Hausdorff d-
measure of the set K in X:
µd(K,X) := lim
ε→0
µd(K,X, ε).
Finally, the Hausdorff dimension of K in X is defined as follows:
(3.18) dimH(K,X) := sup{d : µd(K,X) =∞}.
Roughly speaking, the difference with the fractal dimension is that the coverings with the balls
of different radii are now allowed.
More details about these dimensions can be found, e.g., in [58], we only state below some
basic facts about them which are important for what follows and which can be deduced from
the definitions as an easy exercise:
1. If K is compact n-dimensional Lipschitz submanifold of X, then
dimH(K,X) = dimF (K,X) = n,
so both of them generalize the concept of a ”usual” dimension. However, they may be different
and both non-integer if K is not a manifold. Nevertheless, the equality
dimH(K,X) = dimF (K,X)
holds for many interesting examples of fractal sets. For instance, both of them equal to log 2log 3 < 1
for the ternary Cantor set in [0, 1].
2. The inequality
dimH(K,X) ≤ dimF (K,X)
always holds.
3. If Φ : X → Y is a Lipschitz map, then
(3.19) dimH(Φ(K), Y ) ≤ dimH(K,X), dimF (Φ(K), Y ) ≤ dimF (K,X)
and, particularly, both dimensions preserve under bi-Lipschitz homeomorphisms.
4. If K ⊂ ∪∞i=1Kn, then
(3.20) dimH(K,X) ≤ sup
i∈N
dimH(Kn,X)
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and, particularly, the Hausdorff dimension of any countable set is zero. This is clearly not true
for the fractal dimension.
5. One always has dimF (K,X) = dimF (K,X). Moreover,
(3.21) dimF (K ×K,X ×X) ≤ 2 dimF (K,X)
and none of these properties hold in general for the Hausdorff dimension.
The next theorem is one of the main results of the attractors theory.
Theorem 3.11. Let the assumptions of Lemma 3.1 hold. Then, the fractal dimension of the
global attractor A of equation (2.1) is finite:
(3.22) dimF (A,H) = dimF (A,H2) <∞.
Proof. Indeed, the equality of the dimensions in H and H2 follows from the invariance of the
attractor with respect to the map S(1) which, due to the smoothing property (3.12), can be
considered as a Lipschitz map from H to H2 and property (3.19). Thus, the dimension in H2
does not exceed the dimension in H. The inverse inequality is obvious since the identity map
is Lipschitz as the map from H2 to H. The finiteness of the dimension also follows from the
parabolic smoothing property (3.12) and the following standard proposition.
Proposition 3.12. Let H and H2 be two Banach spaces such that H2 is compactly embedded
to H and let A be a bounded set in H. Assume also that A is invariant with respect to some
map S (S(A) = A) which satisfies the following property:
(3.23) ‖Sx1 − Sx2‖H2 ≤ L‖x1 − x2‖H , ∀x1, x2 ∈ H.
Then, the fractal dimension of A in H is finite.
Proof. As usual, in order to prove the finiteness of fractal dimension, we need to construct the
proper ε-coverings of A with sufficiently small number of balls. We do that by the inductive
procedure. Since A is bounded, there is R > 0 and x0 ∈ A that one R-ball B(R,x0,H) covers
A. Assume that the covering of A by R2−n-balls in H is already constructed and let Nn be the
number of balls in that covering:
A ⊂ ∪Nni=1B(R2−n, xi,H), xi ∈ A.
Then, due to (3.23), the H2-balls of radii LR2−n centered at points S(xi) cover the set SA = A:
A ⊂ ∪Nni=1B(LR2−n, Sxi,H2).
We now utilize the compactness of the embedding H2 ⊂ H. Since every of that H2-balls is
pre-compact in H, we may cover every of them by
NR2−n−2(B(LR2
−n, Sxi,H2),H) =
= NR2−n−2(B(LR2
−n, 0,H2),H) = N1/4L(B(1, 0,H2),H) := N
balls of radii R2n−2. Moreover, increasing the radii by the factor of 2, we may assume that
the centers of these balls belong to A again. Thus, we have constructed the R2−n−1-net for
A such that the number of balls Nn+1 ≤ NNn. Thus, by induction, we have constructed the
εn := R2
−n-coverings A with the number of balls Nn := Nn. Let now ε > 0 be small and
arbitrary. Fix n ∈ N such that
εn ≤ ε ≤ εn+1.
Then, n ∼ (log 2)−1 log 1ε and
Hε(A,H) ≤ Hεn+1(A,H) ≤ (n+ 1) logN ∼
logN
log 2
log
1
ε
.
We see that dimF (A,H) ≤ logNlog 2 and the proposition is proved. 
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To deduce the finite-dimensionality of the attractor A from this proposition, it is sufficient to
apply it with S = S(1) and use (3.12). Thus, the theorem is also proved. 
Remark 3.13. Although the given proof of the finite-dimensionality of the attractor is probably
the simplest and most transparent, very often the alternative scheme based on the so-called
volume contraction method is used since as believed it gives better estimates for the fractal
dimension in terms of physical parameters of the system considered, see [68] for the details. The
above given scheme is however typical for the so-called exponential attractors theory and has an
advantage in comparison with the volume contraction method since the differentiability of the
semigroup with respect to the initial data is not required, so it can be successfully applied, e.g.,
in the case of sigular/degenerate equations where such differentiability does not take place, see
[47] and references therein for details.
We conclude the paragraph by discussing the finite-dimensional reduction induced by the
above finite-dimensionality of the attractor and the following classical theorem of Mane´, see
[41], which is the analogue of the so-called Whitney embedding theorem of compact manifolds
to RN , see [11] for the details.
Theorem 3.14. Let a compact set A ⊂ H has finite fractal dimension dimF (A) in a Hilbert
space H. Let also N ∈ N be such that
(3.24) N > 2 dimF (A).
Then, there exists an N -dimensional plane HN ⊂ H such that the orthoprojector P : H →
HN on that plane is one-to-one on A and, therefore, is a homeomorphism of A to the finite-
dimensional set PA ⊂ HN = RN . Moreover, the set of all N -dimensional projectors with this
property is generic in the proper sense.
Sketch of the proof. Assume for simplicity that A is already embedded into H = RN for some
big N satisfying
(3.25) N > 2 dimF (A) + 1
and show how the dimension N can be reduced. Namely, we want to show that for almost all
(N − 1)-dimensional planes in H = RN , the orthoprojector P to it will be one-to-one on A.
Such projector P = Pl is completely determined by the line l ∈ RPN−1 ((N − 1)-dimensional
projective space), orthogonal to the (N − 1)-dimensional plane. For any x, y ∈ A, x 6= y, define
the map
Line : A20 := A×A\{(x, x), x ∈ A} → RPN−1
by formula Line(x, y) = ”the direction of line passing through x and y”. Then, the ”exceptional”
projectors which are not one-to-one on A are determined by the points of RPN−1 belonging to
Line(A20). We claim that
(3.26) dimH(Line(A20),RPN−1) ≤ 2 dimF (A)
and, since dim(RPN−1) = N − 1 and (3.25) holds, almost all directions of RPN−1 are not
exceptional and the dimension reduction works. Indeed, the line from Line(A20) is uniquely
determined by the pair (x, y) ∈ A2 but the map is not Lipschitz continuous since the line passing
through x and y depends very sensitively on x and y when ‖x − y‖ is small. To overcome this
difficulty, we introduce the sets
A2n := {(x, y) ∈ A20 : ‖x− y‖ ≥ 1/n}.
Then, as not difficult to verify, Line is globally Lipschitz on An and, therefore,
dimH(Line(A2n),RPN−1) ≤ dimH(A2n,H ×H) ≤ dimF (A×A,H ×H) ≤ 2 dimF (A).
On the other hand,
Line(A20) = ∪∞n=1 Line(A2n)
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and (3.26) follows from the property (3.20). Thus, the reduction of the dimension works and
we have proved the theorem in the finite-dimensional case. The infinite-dimensional case can
be treated analogously and the same dimension reduction works, but one should be a bit more
careful and use, for instance, the Zorn lemma in order to guarantee the ”convergence”. 
Remark 3.15. In order to give the flavor of the theory, we state and prove the Mane´ projection
theorem in its simplest form although much stronger versions are available nowadays. In partic-
ular, the underlying space may be only Banach, ”generic” set of projectors is usually understood
in terms of measure theory and the so-called prevalence and the Borel-Cantelli lemma is used
instead of the Zorn lemma, see [26, 58] and references therein.
Recall also that RPN−1 = SN−1/Z2, where SN−1 is an (N − 1)-dimensional sphere and Z2 is
a symmetry x→ −x, so the map Line can be written in the form
Line(x, y) =
x− y
‖x− y‖ , x, y ∈ A.
Thus, the map is actually defined on the set A−A ⊂ H rather than on A×A. That explains
why various dimensions of the set A−A are often involved in Mane´ type theorems, see [58] for
more details.
Moreover, as also known the projector in Theorem (3.14) can be chosen (again generically)
in such way that the inverse will be not only continuous, but Ho¨lder continuous on PA with
some Ho¨lder exponent κ > 0. The value of the exponent κ depends on how good the set A can
be approximated by finite-dimensional planes (Lipschitz manifolds) and is determined by the
so-called thickness exponent or Lipschitz deviation, see [7, 17, 26, 50, 54] and references therein.
In fact, the attractor A of equation (2.1) can be nicely approximated by finite-dimensional
Lipschitz manifolds (at least when λN grow faster than logN), see the so-called approximative
inertial manifolds of exponential order in e.g., [68], so the Lipschitz deviation of that attractor
is zero and, by this reason, the Ho¨lder exponent κ in the Ho¨lder Mane´ projection theorem can
be made arbitrary close to one if N is large enough, see [58].
Thus, Theorems 3.11 and 3.14 allow us to project one-to-one the attractor A to a finite dimen-
sional set A ⊂ RN and the inverse projector P−1 can be made Ho¨lder continuous. Projecting
the solution semigroup
(3.27) S¯(t) := P ◦ S(t) ◦ P−1, S¯(t) : A → A,
to A, we see that the dynamics of (2.1) on the attractor A is conjugated by the Ho¨lder continuous
homeomorphism to the dynamics S¯(t) on the subset A of RN . That explains why, at least on the
level of topological dynamics, there are no principal difference between the dynamics generated
by (2.1) and the classical finite-dimensional dynamics, see [28, 29] for more details.
Moreover, the reduced dynamics on A can be at least formally determined by a system of
ODEs analogous to the inertial form (2.15). Indeed, since the attractor A has finite dimension
in H, we may fix the Mane´ projector P such that P−1 is Ho¨lder continuous as a map from A
to H and, therefore, for any trajectory u(t) ∈ A of equation (2.1), the function v(t) := Pu(t)
solves
(3.28)
d
dt
v(t) = −PAP−1v(t) + PF (P−1v(t)) :=W (v(t))
which is a system of ODEs on A ⊂ RN . Moreover, as not difficult to see using that the identity
map on the attractor A is continuous as the map of H to H2 (due to compactness of A in H2),
that the vector field W is continuous on A. Slightly more delicate arguments based, e.g., on
the ”almost equivalence” of the H and H2 norms on the attractor, see Proposition 3.26 below,
show that W is also Ho¨lder continuous and the Ho¨lder exponent can be chosen arbitrarily close
to one, see [13, 58] and references therein.
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Finally, the inertial form (3.28) initially defined on A ⊂ RN can be extended on the whole
R
N using, e.g., the following extension result.
Proposition 3.16. Let H1 and H2 be two Hilbert spaces, S ⊂ H1 be an arbitrary set and a map
W : S → H2 satisfy
(3.29) ‖W (x1)−W (x2)‖H2 ≤ L‖x1 − x2‖αH1 , x1, x2 ∈ S
for some α ∈ (0, 1] and L > 0. Then, the map W can be extended to the map from H1 to H2 in
such way that inequality (3.29) (with the same constants) will hold for all x1, x2 ∈ H1.
Indeed, in the simplest case α = 1 and H2 = R, one of possible extensions is given by the
explicit formula
W˜ (x) := sup
y∈S
{
W (y)− L‖x− y‖
}
.
In a general case one should be a bit more accurate, see, e.g., [46] for the detailed proof.
Corollary 3.17. Under the assumptions of Theorem (3.11) the attractor A can be embedded to
the finite-dimensional manifold which is a graph of a Ho¨lder continuous function
Φ : H+ = R
N → H− = H⊥+ , A ⊂M := {u+ +Φ(u+), u+ ∈ H+}
and
‖Φ(x1)− Φ(x2)‖H ≤ k‖x1 − x2‖αH
for some k > 0 and α > 0 which can be made arbitrarily close to one.
Indeed, let P : A → A ⊂ H+ = RN be the Mane´ projection. Then applying Proposition 3.16
to the map Φ(u+) := (1− P )P−1u+, S = A, H1 := H+ and H2 := (1 − P )H, we construct the
desired manifold and prove the corollary.
Remark 3.18. Although the finite-dimensional manifold constructed in Corollary 3.17 looks
similar to the inertial manifold (2.13) and can be indeed interpreted as a ”non-smooth” version
of the inertial manifold, there is a principal difference between these two cases. Namely, in
the case of inertial manifolds, we can guarantee that the manifold M is invariant also in the
neighbourhood of the attractor and that the attractor of the inertial form (2.15) is exactly the
same as for the initial problem (2.1). In the case of the inertial form constructed from the
Mane´ projections, the manifold is in general not invariant and the attractor of the extended
inertial form (3.28) may be larger than the initial attractor. Constructing of the inertial forms
with continuous vector field W (or reduced semigroups) with exactly the same attractor is a
non-trivial open problem even on the level of discrete time, see [60] and references therein for
some partial results in that direction.
One more essential drawback of the inertial form (3.28) is that we a priori know only that
the vector field W is Ho¨lder continuous which is not enough even for the uniqueness. So we
are unable restore the dynamics just by solving the reduced ODEs and need to use the initial
system at least for the selection of the proper solution, see Example 3.23 showing that extra
pathological solutions which are not related with the initial system indeed may appear under the
non-smooth projection. These drawbacks stimulate the further study of the reduction problem
and, in particular, various attempts to improve the regularity of the inverse Mane´ projector
which will be considered in next sections.
3.3. Bi-Lipschitz projections and Romanov theory. The aim of this paragraph is to study
the cases when the attractor A of problem (2.1) possesses Mane´ projections with Lipschitz
continuous inverse. The main result is the following theorem which is slight reformulation of the
results obtained by Romanov, see [64, 65].
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Theorem 3.19. Let the assumptions of Theorem 3.11 hold. Then the following assertions are
equivalent:
1. The attractor A of problem (2.1) possesses at least one Mane´ projection in H such that
the inverse P−1 : A→ A is Lipschitz continuous.
2. The solution semigroup S(t) : A → A can be extended for negative times to the Lipschitz
continuous group acting on the attractor. In particular,
(3.30) ‖S(−1)u1 − S(−1)u2‖H ≤ L‖u1 − u2‖H ,
for all u1, u2 ∈ A and some constant L.
3. The H2 and H norms are equivalent on the attractor:
(3.31) l‖u1 − u2‖H ≤ ‖u1 − u2‖H2 ≤ L‖u1 − u2‖H
for all u1, u2 ∈ A and some positive l and L.
4. There exists N ∈ N such that the spectral projector PN on first N eigenvalues of N satisfies
(3.32) ‖QN (u1 − u2)‖H ≤ L‖PN (u1 − u2)‖H , QN := 1− PN
for all u1, u2 ∈ A and, therefore, A can be embedded into the Lipschitz manifold which is a graph
of a Lipschitz continuous function over H+ := PNH.
Proof. 1) ⇒ 2). To verify this, we first note that the set of Mane´ projectors with Lipschitz
inverse is open. Indeed, let P be such a projector and let Q : H → H be an arbitrary linear
continuous map. Since P−1 is Lipschitz on the attractor, we have
‖P (u1 − u2)‖H ≥ κ‖u1 − u2‖, u1, u2 ∈ A,
for some positive κ. Therefore,
‖(P + εQ)(u1−u2)‖H ≥ ‖P (u1−u2)‖H − ε‖Q(u1−u2)‖H ≥ (κ− ε‖Q‖)‖u1−u2‖H , u1, u2 ∈ A
and we see that P + εQ is one-to-one and bi-Lipschitz on the attractor if ε is small enough.
Recall that any finite-dimensional orthoprojector P in H has a form
(3.33) Pu :=
N∑
i=1
(u, ξi)ξi
for some orthonormal system {ξi}Ni=1 in H. Since the set of Mane´ projectors with Lipschitz
inverse is open and H2 is dense in H, we can assume without loss of generality that the projector
P has the form (3.33) where all vectors ξi ∈ H2. Then, obviously,
‖Pu‖H−1 ≤ C‖u‖H−1
N∑
i=1
‖ξi‖H1‖ξi‖H−1 ≤ CN‖u‖H−1
and P ∈ L(H−1,H−1). Using this together with the fact that all norms are equivalent on the
finite-dimensional space H+ := PH, for every u1, u2 ∈ H, we have
(3.34) ‖u1 − u2‖H ≤ κ−1‖P (u1 − u2)‖H ≤ Cκ−1‖P (u1 − u2)‖H−1 ≤ C1‖u1 − u2‖H−1 .
Thus, the H−1 and H norms on the attractor are equivalent. We are now ready to check (3.30).
Indeed, let u1(t) and u2(t) be two trajectories on the attractor and v(t) := u1(t)− u2(t). Then
v(t) solves (3.13). Multiplying this equation by A−1v(t) and using that F is globally Lipschitz
in H together with (3.34), we have
1
2
d
dt
‖v(t)‖2H−1 ≥ −C‖v(t)‖2H ≥ −C1‖v(t)‖2H−1 .
Applying the Gronwall inequality and using the equivalence of the H−1 and H norms again, we
get
‖u1(−t)− u2(−t)‖H ≤ Ce−Kt‖u1(0)− u2(0)‖H
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and the implication 1) ⇒ 2) is verified.
Implication 2) ⇒ 3) is an immediate corollary of smoothing property (3.12). Indeed,
‖u1(0)− u2(0)‖H2 ≤ C‖u1(−1)− u2(−1)‖H ≤ C1‖u1(0) − u2(0)‖H , u1(0), u2(0) ∈ A.
and the left inequality of (3.31) is obvious.
Implication 3) ⇒ 4) follows from the estimate
‖QN (u1 − u2)‖H ≤ λ−1N+1‖QN (u1 − u2)‖H2 ≤ λ−1N+1‖u1 − u2‖H2 ≤
≤ Lλ−1N+1‖u1 − u2‖H ≤ LλN+1‖PN (u1 − u2)‖H + Lλ−1N+1‖QN (u1 − u2)‖H
if Lλ−1N+1 < 1 which is always true for sufficiently large N .
Finally, the implication 3)⇒ 4) is obvious since PN is a Mane´ projector with Lipschitz inverse
if (3.32) is satisfied. Thus, the theorem is proved. 
Remark 3.20. As verified in the theorem, the existence of any finite-dimensional Mane´ pro-
jector with Lipschitz inverse implies that all spectral projectors PN will possess this property if
N is large enough and, therefore, the existence of any inertial form with Lipschitz continuous
non-linearity implies that more simple inertial form with the spectral projectors also can be
used. Moreover, as shown in [64], the existence of a compact C1-submanifold containing the
global attractor also implies the assertions of Theorem 3.19 and, in particular, the existence of
a manifold containing the attractor which is a graph of a Lipschitz function over the spectral
space PNH (see also [64, 65, 51] and references therein for more conditions which guarantee the
existence of finite-dimensional bi-Lipschitz embeddings of the attractor). We however do not
know whether or not something similar is true for the general case of Ho¨lder continuous Mane´
projections.
Mention also that the 4th assertion of the proved theorem looks close to the situation when
the inertial manifold exists. Indeed, using the extension result of Proposition 3.16, we construct
a Lipschitz map Φ : H+ := PNH → QNH such that its graph contains the attractor A and the
dynamics on it is described by the inertial form
(3.35)
d
dt
u+ = −Au+ + PNF (u+ +Φ(u+)), u+ ∈ H+ := PNH.
The difference is however that the manifold thus constructed is not invariant with respect to the
solution semigroup S(t) outside of the attractor and, in particular, the attractor of the inertial
form (3.35) maybe larger than the initial attractor. On the other hand, up to the moment, no
examples where such finite-dimensional reduction is verified and an inertial manifold does not
exist are known (see below the example where the inertial manifold existence is not known so
far, but bi-Lipschitz embeddings work), so it is unclear whether or not bi-Lipschitz embeddings
are indeed more general than inertial manifolds.
Note also that the assumption of global Lipschitz continuity of F as a map from H to H is
posed only for simplicity and all the above results remain true (with the proofs repeated almost
word by word) if we assume its Lipschitz continuity, say, from H to H−β with β < 2. We will
use this ”generalization” in the example below.
Example 3.21. Consider the 1D reaction-diffusion equation with the nonlinearity containing
spatial derivatives:
(3.36) ut = uxx − f(x, u, ux)
on the interval Ω = [0, π] endowed, say, by the Dirichlet boundary conditions. The classical
example here is a Burgers equation (f = uux + g(x)) although other type of nonlinearities are
also interesting. Then, under the natural dissipativity assumptions on the nonlinearity f , for
instance due to the maximum principle, one can assume that f is smooth and
f(x, u, 0) · sgn(u) ≥ −C, |f(x, u, p)| ≤ Q(u)(1 + |p|2)
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for some monotone increasing Q and constant C independent of x and u, equation (3.36) is well-
posed and dissipative, say, in C(Ω) and possesses an absorbing set which is bounded in C1(Ω),
see, e.g., [37]. By this reason, cutting off the nonlinearity, we may assume that f , f ′u and f ′ux
are globally bounded. Then, problem (3.36) is well-posed in H = L2(Ω) and the nonlinearity
F (u) := f(x, u, ux) is globally Lipschitz as a map from H
1 := H10 (Ω) to H. The operator
A := − d2
dx2
is self-adjoint and positive (with D(A) := H2(Ω) ∩ H10 (Ω)) and its eigenvalues are
λN := N
2. According to Theorem 2.15, for the straightforward existence of an inertial manifold,
we need to verify the spectral gap condition with β = −1:
(N + 1)2 −N2
N +N + 1
= 1 > L
and we see that it is violated if L ≥ 1 although we are, in a sense, in the borderline case (it would
be satisfied for all L if β would be greater than −1). Thus, Theorem 2.15 does not guarantee
the existence of an inertial manifold.
Let us show that the Romanov theory works for that equation. Indeed, although formally
the assumptions of Theorem 3.19 are not satisfied (since F now decreases the smoothness), it is
easy to verify that all the estimates of Lemmas 3.1, 3.2 and 3.3 hold for that case as well and,
repeating word by word the proof of Theorem 3.19, we see that it remains valid for that case as
well.
We check below that the second assertion of that theorem is satisfied for equation (3.36).
Indeed, let u1(t) and u2(t), t ∈ R, be two trajectories belonging to the attractor A and v(t) :=
u1(t)− u2(t). Then, ui(t) are smooth and remain bounded as t→ −∞ and v(t) solves
(3.37) vt = vxx + l1(t)v + l2(t)vx, l1(t) :=
∫ 1
0
f ′u(x, su1 + (1− s)u2, s∂xu1 + (1− s)∂xu2) ds,
l2(t) :=
∫ 1
0
f ′ux(x, su1 + (1− s)u2, s∂xu1 + (1− s)∂xu2) ds.
Moreover, since the attractor A is smooth, we know that functions l1(t) and l2(t) are also smooth
and bounded, for instance,
(3.38) ‖li‖C1(R×Ω) ≤ K, i = 1, 2
and this estimate is uniform with respect to u1, u2 ∈ A. The key idea here is that the ”bad”
term in (3.37) can be removed by the proper linear transform. Namely, let
w(t, x) := e
1
2
∫ x
0
l2(t,x) dxv(t, x).
Then, on the one hand, due to (3.38)
(3.39) C−1‖v(t)‖H ≤ ‖w(t)‖H ≤ C‖v(t)‖H ,
where C > 0 is uniform with respect to u1, u2 ∈ A, so we may check the backward Lipschitz
continuity for w(t) instead of v(t). On the other hand, the new function w solves
(3.40) wt = wxx +
(
l1(t) +
1
4
l2(t)
2 − 1
2
∂xl2(t) +
∫ x
0
∂tl2(t) dx
)
w = wxx +R(t, x)w.
Moreover, due to (3.38),
(3.41) sup
u1,u2∈A
sup
t∈R
‖R(t)‖L∞(Ω) ≤ L
for some finite constant L.
Let us now fix N such that (N+1)2−N2 = 2N+1 > 2L. Then, the spectral gap condition of
Theorems 2.1 and 2.7 is satisfied and, therefore, there is a linear mapM+(t) : H+ := PNH → H−
such that ‖M+(t)‖L(H+,H−) ≤ C and the graph M+(t) of this map is an invariant subspace for
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equation (3.40) (see Remark 2.14 for the extension of the inertial manifold theorem to the non-
autonomous case). Moreover, since w(t) remains bounded as t → −∞, this trajectory belongs
to M+(t) for all t ∈ R. The inertial form corresponding to that manifold is a linear finite-
dimensional system of ODEs on H+, so the associated flow is Lipschitz continuous backward in
time:
(3.42) ‖w(−1)‖H ≤ C‖w(0)‖H
and the constant C depends only on L and the norm of M+. Since both of them are uniform
with respect to u1, u2 ∈ A, (3.42) is also uniform with respect to u1, u2 ∈ A and (3.30) is
verified. Thus, by Theorem 3.19, we have bi-Lipschitz Mane´ projections for equation (3.36) and
the Romanov theory indeed works. This result has been firstly established in [64], see also [33].
Remark 3.22. The example of a 1D reaction-diffusion equation considered above is the key
example where the Romanov theory works, but the existence of an inertial manifold is not
verified yet, so it potentially illustrates the advantages of the theory. However, it is hard to
believe that the inertial manifold does not exists here, it looks like one just need a little more
advanced theory in order to verify the existence of an inertial manifold. Indeed, as it actually
shown in Example 3.21 the equation of variations which corresponds to (3.36)
vt = vxx − f ′u(x, u, ux)v + f ′ux(x, u, ux)vx
possesses a family of invariant cones K+u defined with the help of function w:
‖QN
(
e−1/2
∫ x
0 f
′
ux
dxv
)
‖ ≤ ‖PN
(
e−1/2
∫ x
0 f
′
ux
dxv
)
‖.
The only difference with the situation considered in paragraph 2.7 is that now the cones are not
the same for every point of the phase space, but depend explicitly on this point K+ = K+u . As
known, the explicit dependence of cones on the point of the phase space is not a big obstruction
to the existence of invariant manifolds, see e.g., [15, 6] especially if this dependence is regular,
so we may expect that the proper modification of Theorem 2.23 will be enough to verify the
existence of an inertial manifold for equation (3.36).
3.4. Log-Lipschitz conjecture and the uniqueness problem. As we have seen before, the
inertial form of equation (2.1) built up based on the Mane´ projections of the attractor is a
finite-dimensional system of ODEs with at least Ho¨lder continuous vector field W . However, if
the vector field is only Ho¨lder continuous, we cannot guarantee even the uniqueness of solutions
of the reduced system of ODEs and that is a serious drawback. Indeed, in that situation, in
order to be able to select the ”correct” solution of the reduced equations, we need either to use
the initial non-reduced system (which makes the reduction senseless) or to endow the reduced
inertial form by the proper ”selection principle” to restore the uniqueness which is also not
an easy task and, to the best of our knowledge, no results in that direction are available so
far. Mention also that without solving the uniqueness problem it is difficult to approximate
the non-smooth inertial form by smooth ones (e.g., for doing the numerical simulations). The
next simple example demonstrates that the uniqueness indeed can be lost under the non-smooth
projections
Example 3.23. Let H = R2 and the attractor A is a segment on the curve y = x3 which
corresponds to x ∈ [−, 1, 1]. Assume also that the dynamics on the curve near x = 0 is given by
x′(t) = 1, y′(t) = 3x2.
It is not difficult to construct a smooth system of ODEs with such attractor, so we leave this to
the reader as an elementary exercise.
Consider now the Mane´ projection P which is the orthoprojector to the y-axis: P (x, y) = y.
This projector is one-to-one on the attractor, but the inverse is not smooth and only Ho¨lder
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continuous with Ho¨lder exponent 1/3. The corresponding inertial form near x = 0 reads
(3.43) y′(t) = 3x2(t) = 3 3
√
y2(t).
We see that the inertial form (3.43) is indeed only Ho¨lder continuous and the uniqueness is
indeed lost despite the uniqueness of the initial non-reduced system. In fact, a new artificial
equilibrium at y = 0 is born and together with the correct solution y(t) = t3, we have a family
of wrong solutions including y(t) ≡ 0.
Thus, the uniqueness of solutions for the reduced equations (3.28) is indeed non-trivial and
it is one of the key problems in the theory of Mane´ projections. Of course, the problem will be
solved if a bi-Lipschitz Mane´ projection of the attractor exists. However, according to Theorem
3.19 this requires rather strong conditions to be satisfied and as will be shown in the next section
they are not always satisfied. Moreover, Example 3.21 is one of very few examples where this
theory works and there are no more or less general methods to verify assumptions of Theorem
3.19.
The aim of that paragraph is to discuss the relatively recent attempts to solve the uniqueness
problem exploiting the so-called log-Lipschitz Mane´ projections. We recall that a mapW : X →
Y between two metric space X and Y is α-log-Lipschitz (=log-Lipschitz with the exponent
α > 0) if
(3.44) d(W (x),W (y)) ≤ Cd(x, y)
(
log
2K
d(x, y)
)α
, x, y ∈ X, d(x, y) ≤ K
for some positive K and C. The following version of the so-called Osgood theorem explains why
the log-Lipschitz functions may be important for solving the uniqueness problem.
Proposition 3.24. Let the vector field W : RN → RN be log-Lipschitz with exponent α ≤ 1.
Then, the solution of the corresponding system of ODEs
(3.45)
d
dt
v =W (v), v(0) = v0
is unique and depends continuously on the initial data.
Sketch of the proof. It is enough to verify the uniqueness for the worst case α = 1 only. Indeed,
let v1(t) and v2(t) be two solutions of (3.45) and v¯(t) := v1(t)− v2(t). Then, this function solves
d
dt
v¯ =W (v1)−W (v2).
Multiplying this equation by v¯, denoting y(t) := ‖v¯(t)‖2 and using the log-Lipschitz assumption
on W , we have
(3.46) y′(t) = 2(v¯′(t), v(t)) = 2(W (v1)−W (v2), v1 − v2) ≤ C‖v¯‖2 log 2K‖v¯‖ ≤ Cy(t) log
2K
y(t)
.
Solving the corresponding ODE, we get
y(t) ≤ 2K
(
y(0)
2K
)e−Ct
which give both uniqueness and the continuous dependence on the initial data. 
Remark 3.25. Analogous arguments show the continuous dependence on the function W as
well, so under the assumptions of Proposition 3.24, there are no problems with approximation
the vector field W by smooth ones. Note also that the restriction α ≤ 1 is sharp.
The next result based on the logarithmic convexity for elliptic/parabolic equations, see [1, 45]
and references therein indicates that the log-Lipschitz continuity naturally appears under the
study of equations (2.1).
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Proposition 3.26. Let the assumptions of Theorem 3.11 hold. Then, the H and H2-norms are
almost equivalent on the global attractor A in the following sense:
(3.47) ‖u1 − u2‖H2 ≤ C‖u1 − u2‖H
(
log
2K
‖u1 − u2‖H
)1/2
, u1, u2 ∈ A
for some positive constants C and K.
Proof. Let u1(t) and u2(t), t ∈ R, be two trajectories on the attractor A and let v(t) :=
u1(t)− u2(t). Then, this function solves
(3.48) ∂tv +Av = l(t)v, l(t) :=
∫ 1
0
F ′(su1(t) + (1− s)u2(t)) ds
and since F is globally Lipschitz, we know that ‖l(t)‖L(H,H) ≤ L. Following [1], introduce a
function
α(t) := log ‖v(t)‖H −
∫ t
0
Φ(s) ds, Φ(t) := (l(t)v(t), v(t))/‖v(t)‖2H .
Then, |Φ(t)| ≤ L and elementary calculations show that
α′(t) =
(−Av, v)
‖v‖2H
, α′′(t) =
2
‖v‖2H
(‖η‖2H − (η, l(t)v)) ≥ −12 ‖l(t)v‖
2
H
‖v‖2H
≥ −1
2
L2,
where η := Av − (Av,v)‖v‖2H v (the calculations have sense since v ∈ H
2). Thus, the function t →
α(t) + L2t2/4 is convex and, for any T > 0 and any −t ∈ [−T, 0], we may write
(3.49) α(−t) ≤ t
T
α(−T ) + (T − t)
T
α(0) +
t
T
L2T 2/4− L2t2/4 ≤
≤ t
T
log ‖v(−T )‖H + (T − t)
T
log ‖v(0)‖H + t
T
LT +
t(T − t)L2
4
,
where we have implicitly used that |Φ(t)| ≤ L. Taking the exponent from this inequality, we
end up with the following estimate:
(3.50) ‖v(−t)‖H ≤ e2Lt+L2t(T−t)/4‖v(−T )‖
t
T
H‖v(0)‖
T−t
T
H .
We are now ready to finish the proof of estimate (3.47). To this end, we remind that v(−T )
remains bounded as T → −∞ (since v1 and v2 are on the attractor), so taking t = 1/T , we get
‖v(−1/T )‖H ≤ C‖v(0)‖1−1/T
2
H ,
where C is independent of T and u1, u2 ∈ A. Combining this estimate with the smoothing
property (3.12), we end up with
‖v(0)‖H2 ≤ CT‖v(−1/T )‖H ≤ CT‖v(0)‖1−1/T
2
H .
Note that T is still arbitrary in that estimate. Optimising the left-hand side with respect to T
(=taking T =
(
log 2K‖v(0)‖H
)1/2
with K := 2‖A‖H), we obtain the desired estimate (3.47) and
finish the proof of the proposition. 
Remark 3.27. Although the presented proof looks a bit special and even a bit artificial, the
log-convexity estimates similar to (3.50) are standard (and very powerful) technical tools for the
qualitative theory of semilinear elliptic and parabolic equations, see [38] and references therein.
The log-Lipschitz exponent α = 1/2 in estimate (3.47) is sharp, the corresponding example will
be considered in the next section, see also [34].
Note also that, in contrast to the most results of this section, the exponent α = 1/2 in (3.47)
is strongly related with the fact that F is globally Lipschitz as a map from H to H, in more
general situation when only (2.64) holds, say, with γ = 0, this constant becomes larger. In fact,
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despite many results in that direction, see [21, 32, 5, 66] and the references therein, it is still
not clear what is the best log-Lipschitz constant in (3.47) for the case when F decreases the
regularity.
According to Theorem 3.19, the Lipschitz estimate (3.31) is enough for the existence of the
bi-Lipschitz Mane´ projections and according to Proposition 3.26, its slightly weaker analogue
(3.47) holds under the reasonable assumptions. Thus, it looks natural to pose the question
whether or not the log-Lipschitz Mane´ projections exist under reasonable generality. This, leads
to the following conjecture, see also [52, 53, 54, 55, 58].
Conjecture 3.28. Under the reasonable assumptions on the non-linearity F , the attractor A
possesses at least one Mane´ projector P ∈ L(H,H) such that the inverse P−1 : A → A ⊂ H2 is
log-Lipschitz with exponent α ≤ 1:
(3.51) ‖P−1v1 − P−1v2‖H2 ≤ C‖v1 − v2‖H
(
log
2K
‖v1 − v2‖H
)α
, v1, v2 ∈ A
for some positive constants C and K.
Indeed, if this conjecture were true, the uniqueness problem would be immediately solved
since (3.51) guarantees that the nonlinearity W in the inertial form (3.28) is log-Lipschitz with
the exponent α ≤ 1. But, unfortunately, as recently shown in [14], the conjecture is actually
wrong (the corresponding counterexample is discussed in the next section). Nevertheless, we
discuss below some results obtained under the attempts to prove this conjecture and introduce a
number of interesting quantities which occurred to be helpful, in particular, in order to disprove
the conjecture. We start with the so-called doubling factor and Bouligand dimension (which is
also often referred as Assouad dimension).
Definition 3.29. Let K be a compact set in a metric space H. Then, the doubling factor
D(K,H) is defined as follows:
D(K,H) := sup
ε≥0
sup
x∈K
Nε/2(B(ε, x,H) ∩K,H).
Roughly speaking D(K,H) gives the number of ε/2-balls which are necessary to cover any ε-ball
in K. A set K is called s-homogeneous, for some s ≥ 0 if there exists a constant M such that
Nε1(B(ε2, x,H) ∩K,H) ≤M
(
ε2
ε1
)s
for all x ∈ K and for all ε2 ≥ ε1 > 0. A Bouligand (Assouad) dimension of K is defined as
follows:
dimB(K,H) = inf{s : K is s-homogeneous}.
The following properties of the introduced dimension are straightforward, see [58] for the
detailed proofs.
1) The Bouligand dimension is finite iff the doubling factor is finite:
dimB(K,H) <∞ ⇔ D(K,H) <∞.
2) The Bouligand dimension preserves under the bi-Lipschitz homeomorphisms, in particular,
the Bouligand dimension of an n-dimensional Lipschitz sub-manifold is exactly n.
3) If K is a subset of Rn (n-dimensional Lipschitz sub-manifold) then its Bouligand dimension
is less or equal to n.
4) If K1 ⊂ K2 then dimB(K1) ≤ dimB(K2) and the fractal dimension is always bounded by
the Bouligand dimension:
dimf (K,H) ≤ dimB(K,H)
Moreover, dimB(K ×K,H ×H) ≤ 2 dimB(K,H).
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Remark 3.30. We see that the finiteness of the Bouligand dimension is a necessary condition
for the existence of bi-Lipschitz Mane´ projections although not sufficient, see counterexamples in
[58]. The properties of the Bouligand dimension stated above looks similar to the analogous ones
for the fractal/Hausdorff dimension discussed before. However, there is a principal difference
which makes this dimension essentially ”less friendly” than the fractal or Hausdorff dimension.
Namely, it may increase greatly and even become infinite if the set is just orthogonally projected
to a linear subspace. In a fact, the counterexample to the log-Lipschitz conjecture which will
discussed in the next section utilizes this property in an essential way. Mention also that, in
contrast to the case of fractal dimension, we do not know how the Bouligand dimensions of
the attractor A in H and H2 are related (if related at all) or how the dimension of the set
A − A is related with the dimension of A (the examples of sets, not attractors, where A − A
is infinite-dimensional for A being finite-dimensional in the sense of Bouligand dimension are
given in [58]). That is why the log-Lipschitz analogue of the Mane´ projection theorem stated
below utilizes the dimension of A−A.
The next theorem shows that the finiteness of the Bouligand dimension guarantees the exis-
tence of log-Lipschitz Mane´ projections.
Theorem 3.31. Let K be a compact set in a Hilbert space H such that
(3.52) dimB(K −K,H) = s <∞.
Let also α > 0 and N > s satisfy
(3.53) α >
1
2
+
2 + s
2(N − s) .
Then, for a generic set of orthogonal projectors P to N -dimensional planes in H, P : K → PK
is one-to-one and the inverse map is α-log-Lipschitz on PK.
For the proof of this theorem see [58] in a more general Banach setting. The examples which
show that the condition (3.53) on the exponent α is sharp are also given there.
Note that even if we know that the attractor A of equation (2.1) satisfies
(3.54) dimB(A−A,H) <∞,
it is still not enough to verify (3.51) since we need theH2-norm in the left-hand side of (3.51) and
Theorem 3.31 gives only the weaker estimate with the H-norm, but we really need the H2-norm
in order to handle the term PA(P−1v) in the definition of the vector field W in (3.28). The
attempt to obtain the required H2-norm estimate combining Theorem 3.31 with Proposition
3.26 fails since as a result, we will have the log-Lipschitz exponent 12 +α > 1 (obviously, α > 1/2
in Theorem 3.31 and taking a composition of two log-Lipschitz maps we need to sum the log-
Lipschitz exponents). Alternatively, we may assume that
(3.55) dimB(A−A,H2) <∞.
Then (3.51) is an immediate corollary of Theorem 3.31 (we recall that all norms in a finite-
dimensional space are equivalent, so there is no difference between H2 and H norms in the
right-hand side of (3.51)). However, this also does not solve the uniqueness problem since in
that case the projector P is a priori well-defined in H2 and not in H (which is necessary to treat
the term PAP−1v in the inertial form (3.28)) and, to the best of our knowledge the attempt to
add the extra assumption that the Mane´ projector P is bounded in a weaker space increases the
exponent α in (3.53) and as a result is not helpful as well.
Remark 3.32. We see that although the idea with log-Lipschitz projections and Bouligand
dimension was a priori attractive, after the proper investigation it does not look promising any
more. Indeed, even if the finiteness of the Bouligand dimension in the form (3.54) or (3.55) is
verified it is still not sufficient for solving the uniqueness problem and, since both Theorem 3.31
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and Proposition 3.26 are sharp, there is no room here to improve the log-Lipschitz exponents
to gain the uniqueness. In addition, there are examples with very regular non-linearities F
when the Bouligand dimension of the attractor is infinite (see [14] and next section) and, finally,
no reasons and no mechanisms which can guarantee the finiteness of this dimension without
the inertial manifold existence are known. Thus, it seems natural to make a conclusion that
the concept of Bouligand dimension and related technical tools are not sufficient to solve the
uniqueness problem.
To conclude this paragraph, we introduce following [14] one more quantity which will be used
in order to disprove the log-Lipschitz conjecture.
Definition 3.33. Let K be a compact set in a metric space H. Then the logarithmic doubling
factor is defined as follows
(3.56) Dlog(K,H) := sup
ε≥0
logDε(K,H)
log log 1ε
, Dε(K,H) := sup
x∈K
Nε/2(B(ε, x,H) ∩K),H).
Recall that in the case of homogeneous spaces (where the usual doubling factor and Bouligand
dimension are finite) the number of Dε(K,H) of ε/2-balls which are necessary to cover any ε-
ball of K does not grow as ε → 0 and this fits to the case when K is a subset of RN or the
finite-dimensional Lipschitz submanifold. However, if the manifold is less regular (e.g., only log-
Lipschitz as in the most interesting for us case of log-Lipschitz Mane´ projections) this number
may grow as ε → 0. However, as not difficult to see, the bi-log-Lipschitz embedding does not
allow this quantity to grow too fast as ε→ 0 and as the following proposition shows, the estimate
Dε ≤ C log 1ε must hold in that case
Proposition 3.34. Let K be a compact set in a metric space H. Assume there is a bi-log-
Lipschitz homeomorphism of K on K ⊂ RN for N ∈ N and some log-Lipschitz exponents (which
are not necessarily less or equal to one). Then the log-doubling factor of K is finite:
(3.57) Dlog(K,H) <∞.
The proof of this proposition is an elementary exercise and is given in [14], so we leave it to
the reader.
Remark 3.35. The introduced log-doubling factor is one of the key technical tools for disproving
the log-Lipschitz conjecture. As will be shown in the next section, if the spectral gap condition
is violated there are nonlinearities F such that the corresponding global attractor A has infinite
doubling factor and by this reason does not possess any log-Lipschitz Mane´ projection.
4. Counterexamples
The aim of this section is to present the recent counterexamples of [14]. In Paragraph 4.1,
we show that the C1-smooth inertial manifold may not exist if the spectral gap condition is
violated. In Paragraph 4.2, we discuss the Floquet theory for linear parabolic equations with
time-periodic coefficients and, using the proper modification of the known counterexample to
that Floquet theory, we show that even the Lipschitz inertial manifold may not exist if the
spectral gap condition is violated. Finally, in Paragraph 4.3, we show that the spectral gap
condition is in a sense responsible also for the existence of bi-log-Lipschitz Mane´ projections.
4.1. Absence of C1-smooth inertial manifolds. In this section, following [14], we show that
the spectral gap condition (2.16) is sharp in a sense that we can always find the globally Lipschitz
and smooth non-linearity F such that equation (2.1) does not possess a finite-dimensional inertial
manifold if the spectral gap condition is violated. In fact, the counterexample given in a theorem
below exploits the ideas from [63] and can be considered as a slight modification of the result
given there.
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Theorem 4.1. Let the operator A be such that
(4.1) L0 := sup
n∈N
(λn+1 − λn) <∞.
Then, for every L > max{12L0, λ1}, there exists a nonlinear smooth operator F ∈ C∞(H,H)
such that
1) F is globally Lipschitz on H with Lipschitz constant L:
(4.2) ‖F (u)− F (v)‖H ≤ L‖u− v‖H , ∀u, v ∈ H,
2) The problem (2.1) possesses a compact global attractor A in H,
3) There are no finite-dimensional invariant C1-submanifolds in H containing the global at-
tractor A.
Proof. To construct the counterexample, we need the following simple Lemma.
Lemma 4.2. Consider the following two dimensional linear system of ODEs:
(4.3)
{
d
dtun + λnun = Lun+1,
d
dtun+1 + λn+1un+1 = −Lun.
Then, if 2L > λn+1 − λn, the associated characteristic equation does not have any real roots.
Proof. Indeed, the characteristic equation reads
(4.4) det
(−λn − λ L
−L −λn+1 − λ
)
= 0, λ2 + (λn + λn+1)λ+ λnλn+1 + L
2 = 0
and the roots are λ = αn ± iωn with
(4.5) αn := −λn + λn+1
2
, ωn =
1
2
√
4L2 − (λn+1 − λn)2 > 0
and the lemma is proved. 
We are now ready to construct the desired equation (2.1). According to [63], it is enough
to find the equilibria u+ and u− of the problem (2.1) such that there are no real eigenvalues
in the spectrum σ(−A + F ′(u−)), but there exists exactly one real eigenvalue in the spectrum
σ(−A+ F ′(u+)) which is unstable (and all other eigenvalues are complex-conjugate).
Indeed, assume that the C1-invariant manifold M exists and dimM = n. Then, from the
invariance, we conclude that
(4.6) σM(u±) := σ
(
(−A+ F ′(u±))
∣∣
TM(u±)
)
⊂ σ(−A+ F ′(u±)),
where TM(u±) are tangent planes to M at u = u± (which belong to the invariant manifold
since these equilibria belong to the attractor). In particular, since the equation is real-valued,
analyzing the equilibrium u−, we see that dimM must be even (if λ ∈ σM(u−) then λ¯ ∈ σM(u−)
and λ 6= λ¯ since there are no real eigenvalues).
Let us now consider the equilibrium u+. We have exactly one real eigenvalue which should
belong to σM(u+) since the unstable manifold of u+ belongs to the attractor. Since all other
eigenvalues must be complex-conjugate, we conclude that the dimension of M must be odd.
This contradiction proves that the C1-invariant manifold does not exist.
Now we fix two equilibria u± = ±Ne1 where N is a sufficiently large number and define the
maps F±(u) via the coordinates F±n (u) := (F (u), en), u =
∑∞
n=1 unen, in the orthonormal basis
{en} as follows:
(4.7) F−1 (u) := −λ1N + Lu2, F−2 (u) := −L(u1 +N),
F−2n+1(u) := Lu2n+2, F
−
2n+2(u) := −Lu2n+1, n ≥ 1
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and
(4.8) F+1 (u) := λ1N + L(u1 −N), F+2n(u) := −Lu2n+1, F+2n+1(u) := Lu2n, n ≥ 1.
Both F− and F+ are smooth and Lipschitz continuous (in fact, linear) with Lipschitz constant
L and we may construct the smooth nonlinear map F (u) such that
(4.9) F (u) ≡ F±(u) if u is close to u±
and the global Lipschitz constant of F is less than L+ε (where ε = ε(N) can be made arbitrarily
small by increasing N , see the next paragraph for the more detailed construction of this map).
Finally, we may cut-off the nonlinearity F outside of a large ball making it dissipative without
expanding the Lipschitz norm (see [68] for the details). This guarantees the existence of a global
attractor A.
Let find now the spectrum σ(−A + F ′(u±)) at equilibria u±. Indeed, according to the con-
struction of F , the linearization of (2.1) at u = u− looks like
(4.10)
d
dt
v2n−1 = −λ2n−1v2n−1 + Lv2n, d
dt
v2n = −λ2nv2n − Lv2n−1, n = 1, 2, · · ·
and, due to condition L > 12L0, there are no real eigenvalues in σ(−A + F ′(u±)), see Lemma
4.2. In contrast to that, the linearization near u = u+ reads
(4.11)
d
dt
v1 = (L− λ1)v1,
d
dt
v2n = −λ2nv2n + Lv2n+1, d
dt
v2n+1 = −λ2n+1v2n+1 − Lv2n, n = 1, 2, · · · .
Thus, since L > λ1, we have exactly one positive eigenvalue and all other eigenvalues are complex
conjugate by Lemma 4.2. This shows the absence of any finite-dimensional C1-invariant manifold
for this problem and finishes the proof of the theorem. 
Remark 4.3. Recall that the extra assumption L > λ0 is necessary in order to have the insta-
bility in the equation (2.1), otherwise the nonlinearity will be not strong enough to compensate
the dissipativity of A, and the attractor will consist of a single exponentially stable point (which
can be naturally treated as a zero dimensional inertial manifold for the problem).
Mention also that the proof of Theorem 4.1 is a typical proof ad absurdum which gives the non-
existence result, but does not clarify much what happens with the dynamics on the attractor and
how the obstructions to the inertial manifold look like, see also [40] for similar counterexamples
in the gradient case of a reaction-diffusion equation in 4D. In the next paragrphs, we make this
counterexample more constructive and show that similar structure forbid the existence not only
C1-smooth manifolds, but also Lipschitz and even log-Lipschitz ones.
4.2. Floquet theory and absence of Lipschitz inertial manifolds. In this section, fol-
lowing [14], we refine the counterexample from the previous section to show that without the
spectral gap condition, not only C1, but also Lipschitz invariant manifolds containing the at-
tractor may not exist. Actually, we will find two trajectories u and v on the attractor such
that
(4.12) ‖u(t)− v(t)‖H ≤ Ce−κt2 , t ≥ 0
for some positive C and κ. This will imply by Theorem 3.19 that the attractor cannot be
bi-Lipschitz projected to any finite-dimensional plane, so neither finite-dimensional Lipschitz
inertial manifold, nor bi-Lipschitz Mane´ projections will exist in that example. In addition,
according to [64, 65], in this situation the attractor also cannot be embedded to any (not-
necessarily invariant) C1-submanifold.
Thus, the main result of this section is the following theorem.
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Theorem 4.4. Let A be a self-adjoint positive operator with compact inverse acting in a Hilbert
space H and let the spectral gap exponent L0 <∞, see (4.1). Then, for every L > max{12L0, λ2},
there exists a smooth nonlinearity F (u) satisfying (4.2) such that problem (2.1) possesses a global
attractor A which contains at least two trajectories u(t) and v(t) satisfying (4.12).
The construction of the nonlinearity F (u) with such properties is strongly based on the known
counterexample to the Floquet theory, see [34, 10]. By this reason, we first briefly remind what
is this theory about starting from the finite-dimensional case. Consider the following linear
equation with time-periodic coefficients:
(4.13) ∂tw +Aw = Φ(t)w,
where, for a moment, w ∈ H = RN and Φ(t) is a bounded time-periodic operator (matrix) with
period T : Φ(t) ∈ L(H,H), Φ(t + T ) = Φ(t). Denote by U(t, s) ∈ L(H,H), s ∈ R, t ≥ s, the
solution operator generated by this equation:
U(t, s)w(s) := w(t).
Then, the following classical result (which is often referred as a Floquet-Lyapunov theorem, see
e.g., [23]) holds.
Proposition 4.5. Let H be finite-dimensional. Then, there exists a T -periodic complex valued
linear change of variables z = C(t)w which transforms (4.13) to the autonomous equation:
(4.14)
d
dt
z = Az,
where
(4.15) A :=
1
T
logU(T )
and U(T ) := U(t+T, t) is a period map (=Poincare map or monodromy matrix) associated with
equation (4.13).
Proof. Indeed, since (4.13) is uniquely solvable, detU(T ) 6= 0 and we may find a complex valued
logarithm of this matrix using the Jordan normal form (of course, it is not unique, but only the
existence is important). Define
C(t) := eAt[U(t, 0)]−1.
Then, on the one hand, this matrix is T -time periodic:
C(t+ T ) = eA(t+T )[U(T + t, 0)]−1 = eAtU(T )[U(t+ T, T )U(T, 0)]−1 = eAt[U(t, 0)]−1 = C(t),
where we have used that U(t + T, s + T ) = U(t, s) due to the time-periodicity. On the other
hand,
z(t) := C(t)w(t) = eA(t)[U(t, 0)]−1U(t, 0)w(0) = eAtw(0)
and, therefore, z(t) solves the autonomous ODE (4.14) and the desired T -time periodic complex
valued change of variables is found and the proposition is proved. 
Remark 4.6. If we are interested in the real-valued change of variables, then there is a problem
that one (or more generally, odd number) of the eigenvalues of the matrix U(T ) may be real
and negative which leads to detU(T ) < 0. In that case, the real-valued matrix logarithm does
not exist and we are unable to use the above arguments. Moreover, since det eAt > 0 if A is real,
we see that T -periodic real-valued change of variables does not exist in that case.
However, if we double the period and consider the matrix U(2T ) = [U(T )]2 this problem
disappears since detU(2T ) = [detU(T )]2 > 0 and the 2T -periodic real-valued change of variables
always exists, see [23].
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Thus, in the generic case where all eigenvalues of A are different, using the transform z =
C(t)w, we may write any solution of (4.13) in the form of
w(t) = C(t)
(
N∑
i=1
Cie
µitei
)
=
N∑
i=1
Cie
µitei(t),
where Ci ∈ C, µi ∈ σ(A), ei - are the corresponding eigenvalues and ei(t) := C(t)ei are T -periodic
functions. The exponents µi are usually referred as Floquet exponents and the corresponding
solutions eµitei(t) are the Floquet (or Floquet-Bloch) solutions. Thus, the main result of the
Floquet theory in finite-dimensions is that any solution w(t) of a linear equation (4.13) is a sum
of the Floquet solutions which has the form eµitei(t) with time-periodic functions ei(t) (in the
case of multiple Floquet exponents, there are also solutions of the form tkeµite˜i(t)). Note also
that the Floquet exponents can be found without computing the matrix logarithm via
µi =
1
T
log νi,
where νi ∈ σ(U(T )) and, therefore, they are determined by the spectrum of the Poincare map
U(T ). One more consequence of the Floquet theory is there are no solutions of linear ODEs
with time-periodic coefficients which decay/grow faster than exponential.
We now return to the infinite-dimensional case where the operator A satisfies the assumptions
of Section 2 and Φ(t) is globally Lipschitz in H uniformly in time. The immediate difficulty
which we meet with is that the Poincare map U(T ) is a compact operator (due to the parabolic
smoothing property, U(T ) : H → H2 and H2 is compactly embedded in H), so the spectrum
σ(U(T )) always contains zero as a point of essential spectrum (of course, we do not have zero
eigenvalues due to the backward uniqueness which ia actually established in the proof of Propo-
sition 3.26, see estimate (3.50)), so it is unclear how to define the logarithm of such operator
in (4.15). One more difficulty is the absence of a Jordan normal form for infinite dimensional
operators, so the logarithm may not exist even in the case where 0 does not belong to the spec-
trum, but 0 and ∞ are in different connected components of the resolvent set, see [43] for nice
examples.
Nevertheless, as not difficult to see, any non-zero ν ∈ σ(U(T )) still generates a Floquet
exponent µi =
1
T log νi and the corresponding Floquet solution e
µitei(t) with periodic ei(t) (to
verify this, it is enough to use the fact that νi ∈ σ(U(T )) is an eigenvalue of finite multiplicity
since ν 6= 0 and U(T ) is compact). Thus, instead of trying to compute the operator logarithm
(4.15), it looks more natural to pose and study the questions related with the completeness of
the eigenvalues of U(T ) (= the completeness of the finite sums of Floquet solutions in the space
of all solutions). A lot of results in that direction are given in [34].
However, in general we basically know only that U(T ) is compact and that is not enough
to have a reasonable spectral theory. For instance, it is well-known that the spectrum of a
compact operator may coincide with zero and the eigenvectors may not exist at all! Moreover,
that even does not look like as a pathology and happens, e.g, for the natural class of the so-
called Volterra-type integral operators, see [12]. The simplest example of such operators is the
following integration operator:
(4.16) Uf :=
∫ x
0
f(s) ds, H = L2(0, 1).
Indeed, as easy to see (4.16) does not have any eigenvectors and looks like an infinite dimensional
Jordan sell in the basis ek := x
k:
(4.17) Uek =
1
k + 1
ek+1, k = 0, 1, · · · .
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We remind this simple example since in the counterexample to Floquet theory given in [34]
as well as in the related example of [14] discussed below, the structure of the Poincare map
U(T ) is similar to (4.17) and, in particular, σ(U(T )) = {0} and all solutions decay faster than
exponentially as t→∞.
Roughly speaking, in our case, equation (4.13) will coincide with system (4.10) on a half
period, say, for t ∈ [0, T/2] and with system (4.11) on the other half period t ∈ [T/2, T ] and the
parameters L and T are chosen in such way that following equations (4.10), U(T/2, 0)e2n−1 =
K+n e2n, n = 1, 2, · · · , and, following equations (4.11), U(T, T/2)e2n = K−n e2n+1, for some con-
traction factors K±n so finally we will have U(T )e2n−1 = K+nK−n e2n+1 and we indeed see some-
thing similar to (4.17). However, we need to be a bit more accurate since also the smoothness
of the map with respect to t is required.
To make the above arguments precise, we fix a scalar periodic function x(t) with a period 2T
satisfying the following assumptions:
1) x(−t) = −x(t) and x(T − t) = x(t) for all t;
2) x(T/2) := N ≥ 1 is the maximal values of x(t);
3) x′′(t) < 0 for 0 < t < T and x′(t) > 0 for 0 < t < T/2.
For instance, one may take x(t) = sin(πt/T ). To simplify the notations, we switch here to
the 2T -periodic case instead of T -periodic considered before.
Also, without loss of generality, we may assume that
(4.18) c2k ≤ λk ≤ c1k
for some positive c1 and c2. Indeed, the absence of the spectral gap (L0 < ∞) gives the upper
bound for λk and the lower bound can be achieved just by dropping out the unnecessary modes.
The following proposition is crucial for what follows.
Proposition 4.7. Let the assumptions of Theorem 4.1 hold. Then, for every L > 12L0 and
every periodic function x(t) of sufficiently large period 2T , satisfying the above assumptions,
there exists a smooth map R : R→ L(H,H) such that
(4.19) ‖R(x)‖L(H,H) ≤ L.
Moreover, if Φ(t) := R(x(t)) is the 2T -periodic map, then the Poincare map P := U(2T, 0)
associated with equation (4.13) satisfies the following properties:
(4.20) Pe2n−1 = µ2n−1e2n+1, n ∈ N, P e2n = µ2n−2e2n−2, n > 1, P e2 = µ0e1,
where the positive multipliers µ0, µn defined via
(4.21) µn := e
−T (λn+2λn+1+λn+2)/2, µ0 := e−T (2λ1+λ2)/2.
In particular, all solutions of (4.13) decay super-exponentially, namely,
(4.22) ‖w(t)‖H ≤ Ce−βt2‖w(0)‖H ,
where positive C and β are independent of w(0) ∈ H.
Proof. Introduce a pair of smooth nonnegative cut-off functions θ1(x) and θ2(x) such that
1) θ1(x) ≡ 1, x ∈ [N/2, N ] and θ1(x) ≡ 0 for x ≤ N/4;
2) θ2(x) ≡ 1 for x ≥ N/4 and θ2(x) ≡ 0 for x ≤ 0;
and define the linear operators F± as follows:
(4.23) F−2n−1(x)w =
1
2
(λ2n−1 − λ2n)w2n−1θ2(x) + εθ1(x)w2n,
F−2n(x)w = −
1
2
(λ2n−1 − λ2n)w2nθ2(x)− εw2n−1θ1(x), n ∈ N
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and
(4.24) F+1 (x)w = 0, F
+
2n(x)w =
1
2
(λ2n − λ2n+1)w2nθ2(−x) + εw2n+1θ1(−x),
F+2n+1(x)w = −
1
2
(λ2n − λ2n+1)w2n+1θ2(−x)− εw2nθ1(−x), n ∈ N,
where ε > 0 is a positive number which will be specified later. Finally, we introduce the desired
operator Φ(t) via
(4.25) Φ(x(t))w := F+(x(t))w + F−(x(t))w.
We claim that there exists a small ε = ε(T ) > 0 such that the operator defined satisfies all
assumptions of the proposition. Indeed, let P− and P+ be the solution operators which map
w(0) to w(T ) and w(T ) to w(2T ) respectively:
P− := U(T, 0), P+ := U(2T, T ).
Then, the spaces
(4.26) V −n := span{e2n−1, e2n} and V +n := span{e2n, e2n+1}, n ∈ N
are invariant subspaces for the linear maps P− and P+ respectively.
We need to look at P±en. To this end, we introduce T0 such that x(T0) = N/4 and note that,
by the construction of the cut-off functions, all en’s are invariant with respect to the solution
maps U(T0, 0), U(T, T − T0), U(T + T0, T ) and U(2T, 2T − T0), so we only need to study the
maps U(T − T0, T0) and U(2T − T0, T + T0). On these time intervals the cut-off function θ2 ≡ 1
and the equations read:
(4.27)
d
dt
w2n−1 = −1
2
(λ2n−1 + λ2n)w2n−1 + εθ1(x(t))w2n,
d
dt
w2n = −1
2
(λ2n−1 + λ2n)w2n − εθ1(x(t))w2n−1,
for t ∈ [T0, T − T0] and
(4.28)
d
dt
w2n = −1
2
(λ2n + λ2n+1)w2n + εθ1(−x(t))w2n+1,
d
dt
w2n+1 = −1
2
(λ2n + λ2n+1)w2n+1 − εθ1(−x(t))w2n,
for t ∈ [T + T0, 2T − T0]. To study these equations, we introduce the polar coordinates
(4.29) w2n−1 + iw2n = R−n e
iϕ−n , w2n + iw2n+1 = R
+
n e
iϕ+n
for problems (4.27) and (4.28) respectively. Then the phases ϕ±n solve the equations
(4.30)
d
dt
ϕ−n = −εθ1(x(t)) and
d
dt
ϕ+n = −εθ1(−x(t))
for t ∈ [T0, T − T0] and t ∈ [T + T0, 2T − T0] respectively.
Finally, if we fix
(4.31) ε := − π
2
∫ T−T0
T0
θ1(x(t)) dt
= − π
2
∫ 2T−T0
T+T0
θ1(−x(t)) dt
,
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then both U(T − T0, T0) and U(2T − T0, T + T0) restricted to V −n and V +n respectively will be
compositions of the rotation on the angle π/2 and the proper scaling. Namely,
U(T − T0, T0)e2n−1 = e−(T−2T0)/2(λ2n−1+λ2n)e2n,
U(T − T0, T0)e2n = e−(T−2T0)/2(λ2n−1+λ2n)e2n−1,
U(2T − T0, T + T0)e2n = e−(T−2T0)/2(λ2n+λ2n+1)e2n+1,
U(2T − T0, T + T0)e2n+1 = e−(T−2T0)/2(λ2n+λ2n+1)e2n.
Furthermore, on the time intervals t ∈ [0, T0] and t ∈ [T − T0, T0], we have the decoupled
equations
d
dt
w2n−1 + λ2n−1w2n−1 = 1/2(λ2n−1 − λ2n)θ2(x(t))w2n−1,
d
dt
w2n + λ2nw2n = −1/2(λ2n−1 − λ2n)θ2(x(t))w2n,
and, therefore,
U(T0, 0)e2n−1 = e−λ2n−1T0e1/2(λ2n−1−λ2n)
∫ T0
0 θ2(x(t)) dte2n−1,
U(T0, 0)e2n = e
−λ2nT0e−1/2(λ2n−1−λ2n)
∫ T0
0 θ2(x(t)) dte2n,
U(T, T − T0)e2n−1 = e−λ2n−1T0e1/2(λ2n−1−λ2n)
∫ T0
0 θ2(x(t)) dte2n−1,
U(T, T − T0)e2n = e−λ2nT0e−1/2(λ2n−1−λ2n)
∫ T0
0 θ2(x(t)) dte2n.
Thus, for the operator P− = U(T, T − T0)U(T − T0, T0)U(T0, 0), we have
(4.32) P−e2n−1 = e−λ2n−1T0e1/2(λ2n−1−λ2n)
∫ T0
0 θ2(x(t)) dte−(T−2T0)/2(λ2n−1+λ2n)×
× e−λ2nT0e−1/2(λ2n−1−λ2n)
∫ T0
0 θ2(x(t)) dte2n = e
−T (λ2n−1+λ2n)/2e2n,
P−e2n = e−λ2nT0e−1/2(λ2n−1−λ2n)
∫ T0
0 θ2(x(t)) dte−(T−2T0)/2(λ2n−1+λ2n)×
× e−λ2n−1T0e1/2(λ2n−1−λ2n)
∫ T0
0 θ2(x(t)) dte2n−1 = e−T (λ2n−1+λ2n)/2e2n−1
and, analogously, for P+ = U(2T, 2T − T0)U(2T − T0, T + T0)U(T + T0, T ),
(4.33) P+e1 = e
−Tλ1/2e1, P+e2n = e−T (λ2n+λ2n+1)/2e2n+1,
P+e2n+1 = e
−T (λ2n+λ2n+1)/2e2n, n ∈ N.
This proves the desired spectral properties of the Poincare map P := P+ ◦ P− (see (4.20)).
Note that, due to (4.31), ε → 0 if T → ∞ and the norm of the operator Φ(x(t)) with ε = 0
clearly does not exceed 12L0. Moreover, the constant ε defined by (4.31) can be made arbitrarily
small by increasing the period T . Indeed, from the convexity assumption on x(t), we know that
x(t) ≥ N/2 for t ∈ [T/4, 3T/2] and, therefore,
|ε| ≤ π
T
.
Thus, (4.19) will be satisfied if T is large enough.
Let us check (4.22). To this end, it suffices to verify that
(4.34) ‖PNe2n‖H ≤ Ce−β1N2
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uniformly with respect to n ∈ N. Indeed, according to (4.21) and (4.18), the multipliers µn
satisfy
(4.35) e−C2Tn ≤ µn ≤ e−C1Tn.
Then, for N ≥ n,
‖PNe2n‖H ≤ e−CT (
∑n
k=0 2k+
∑N−n
k=0 2k) = e−CT (n(n+1)+(N−n)(N−n+1)) ≤ e−CTN2/2.
Since for N ≤ n, (4.34) is obvious, (4.22) is verified and Proposition 4.7 is proved. 
Proof of the theorem. It is now not difficult to construct the desired counterexample. To this
end, we generate the 2T -periodic trajectory (x(t), y(t)), such that the first component x(t)
satisfies all the above assumptions, as a solution of the 2D system of ODEs:
(4.36)
d
dt
x = f(x, y),
d
dt
y = g(x, y)
with smooth functions g and f (cut off for large x and y in order to have the dissipativity). By
scaling time (and increasing the period T ), we can also make the Lipschitz norms of f , g and x
arbitrarily small. Then, we consider the coupled system for u = (x, y, w):
(4.37)
d
dt
x = f(x, y),
d
dt
y = g(x, y), ∂tw +Aw = R(x)w.
Obviously, the system (4.37) is of the form (2.1) (we only need to reserve the first two modes
e1 and e2 for x and y and re-denote Q3A by A). It is also not difficult to see that the Lipschitz
norm of the nonlinearity in (4.37) can be made arbitrarily close to L > 12L0 (since the Lipschitz
constants of f , g and x are small), but in order to produce the periodic trajectory x(t), y(t)
we should be able to destabilize the first two modes (compensate the extra terms λ1x and λ2y
which come from the linear part of the equation (2.1)) and this leads to the extra condition
L > λ2.
Finally, in order to finish the construction, we need to guarantee that at least one of the tra-
jectories of the form v(t) := (x(t), y(t), w(t)), t ≥ 0 with non-zero w(t) belongs to the attractor.
To this end, we fix the trajectory v(t) of (4.37) such that w(0) = e1 and w1(t) := (w(t), e1) < 1
for all t ≥ 0. After this, we introduce a smooth coupling R(x, y, w1) = (R1, R2, R3) and the
perturbed version of (4.37)
(4.38)
d
dt
x = f(x, y) +R1(x, y, w1),
d
dt
y(t) = g(x, y) +R2(x, y, w1),
d
dt
w +Aw = R(x)w +R3(x, y, w1)e1
such that R ≡ 0 if w1 ≤ 2 and such that, in addition, the 3D system
(4.39)
d
dt
x = f(x, y) +R1(x, y, w1),
d
dt
y(t) = g(x, y) +R2(x, y, w1),
d
dt
w1 + λ1w1 = R3(x, y, w1)
possesses a saddle point (somewhere in the region w1 > 2, x < 0), such that the point
(x(0), y(0), 1) belongs to the unstable manifold of this equilibrium and the corresponding trajec-
tory v(t) = (x¯(t), y¯(t), w1(t)) satisfies x¯(t) < 0 for t < 0. Such smooth coupling obviously exists
and, using the trick with scaling the time, one can guarantee that the global Lipschitz constant
for the nonlinearity in (4.38) does not exceed L. Moreover, the assumption that x¯(t) < 0 for
t < 0 guarantees that F−(x¯(t)) ≡ 0, for t ≤ 0, see definition (4.23) and, therefore, the line
Re1 remains invariant for the operator R(x¯(t)) if t < 0. By this reason, the backward solution
(x¯(t), y¯(t), w1(t)), t ≤ 0, generates also a backward solution (x¯(t), y¯(t), w(t)), t ≤ 0, for the
infinite-dimensional system (4.39) (just by setting wi(t) = 0 for i > 1). Furthermore, since
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x(0) = x¯(0) and y(0) = y¯(0) and the nonlinearity R vanishes on that trajectory for t ≥ 0, we
have x¯(t) = x(t) and y¯(t) = y(t) for t ≥ 0.
Finally, since any unstable manifold as well as any periodic orbit belong to the attractor,
both of the trajectories v(t) and u(t) := (x(t), y(t), 0) belong to the attractor. But, according
to Proposition 4.7,
(4.40) ‖u(t)− v(t)‖H = ‖w(t)‖H ≤ Ce−βt2
and, according to Theorem 3.19, the Lipschitz inertial manifold containing the global attractor
cannot exist. Thus, Theorem 4.4 is proved. 
Remark 4.8. Estimate (4.40) shows also that Proposition 3.26 is sharp. Indeed, if u(t) and
v(t) are two solutions on the attractor A, then w(t) = u(t)− v(t) solves (3.48). Multiplying this
equation on w(t) and using (3.47) together with the Lipschitz continuity of F , we get
1
2
d
dt
‖w(t)‖2H ≥ −‖w(t)‖H‖Aw(t)‖H − L‖w(t)‖2H ≥ −K‖w(t)‖2H log1/2
2C
‖w(t)‖H
for some K > 0. Therefore, the function y(t) := ‖w(t)‖H satisfies the following differential
inequality
y′(t) ≥ −Ky(t) log1/2 2C
y(t)
and, solving this inequality, we get the estimate, opposite to (4.40)
(4.41) ‖u(t) − v(t)‖H ≥ C1e−β1t2
for some positive C1 and β. This shows, in particular, that the exponent 1/2 in (3.47) is sharp
and cannot be improved.
4.3. An attractor with infinite log-doubling factor. In this section, we explain, following
to [14] how to construct (under the assumptions of Theorem 4.4) the smooth nonlinearity F (u)
in such way that the corresponding attractor A will be not embedded into any finite-dimensional
log-Lipschitz manifold. Namely the following result holds.
Theorem 4.9. Let the assumptions of Theorem 4.4 holds. Then, for every L > max{12L0, λ2}
there exists a smooth nonlinearity F (u) satisfying (4.2) such that the attractor A of problem
(2.1) has an infinite log-doubling factor:
(4.42) Dlog(A,H) =∞,
see Definition 3.33, and, due to Proposition 3.34, the attractor A does not possess any Mane´
projections with log-Lipschitz inverse.
The detailed proof of this theorem is given in [14]. Since it is rather technical, we will not
reproduce it here. Instead, we restrict ourselves by the informal indication of the main ideas
behind this proof.
As the first step, we discuss the what structures inside of a compact set A may guarantee that
the Bouligand dimension or logarithmic doubling factor is infinite. A natural choice here are the
so-called orthogonal sequences and their modifications which play an essential role in various
counterexamples in the dimension theory, see [26, 52, 58] and references therein. Namely, let
εn > 0 be a non-increasing sequence converging to zero. Consider the compact set in H
(4.43) K := ∪n∈Nεn[−1, 1]en.
This set consists of a sequence of orthogonal segments εn[−1, 1]en. The Hausdorff dimension of
K is always one since K is a countable sum of one-dimensional sets. The fractal dimension of
K depends on the rate of convergence of εn → 0, but if that rate is sufficiently fast, namely,
(4.44) εn ≤ Cn−α, α > 1,
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then, as not difficult to see, dimf (K,H) = 1. However, the following result holds.
Proposition 4.10. The Bouligand dimension of K is always infinite no matter how fast is the
decay rate of εn > 0.
Proof. Indeed, for every n ∈ N, the vectors εne1, εne2, · · · , εnen belong to K (here we have
used that εn is non-increasing. Obviously all these vectors are in the εn-ball centered at zero.
However, ‖εnek − εnel‖ =
√
2εnδkl and we need at least n balls of radius εn/2 are necessary to
cover these points. Thus,
(4.45) Dεn(K,H) := sup
x∈K
Nεn/2(K ∩B(εn, x,H),H) ≥ n.
Thus, the doubling factor of K is infinite and, therefore, the Bouligand dimension of K is also
infinite. 
Thus, we see that the set K cannot be embedded in a bi-Lipschitz way to any finite-
dimensional smooth (Lipschitz) manifold, no matter how fast is the decay rate of εn. This
demonstrates the principal difference between the Bouligand and fractal dimensions and gives
the simplest known obstruction to the existence of bi-Lipschitz embeddings. Let us now consider
the log-doubling factor and the log-Lipschitz embeddings. The situation here is slightly different
since it will be finite for K if the decay rate of εn is too fast. But if the following condition
holds:
(4.46) lim sup
n→∞
log n
log log ε−1n
=∞,
then estimate (4.45) guarantees that the log-doubling factor is also infinite. This will be true,
for instance if εn ∼ e−(logn)γ with γ > 1. Note also that the presence of the whole orthogonal
segments in K is not necessary, it is sufficient that the orthogonal vectors εnel+1, · · · , εnel+n
belong to K for some l = l(n) and any n.
However, assumption (4.46) is in fact a great restriction which does not allow εn to decay
exponentially fast and that is not appropriate for our purposes. By this reason, we slightly
modify the idea with orthogonal sequences by allowing the vortices of the n-dimensional cubes
of sizes εn to be in K. Namely, the following result holds.
Proposition 4.11. Let gn be the set of 2
n vortices of the n-dimensional cube [0, 1]n and let the
sequence εn satisfy
(4.47) lim sup
n→∞
n
(log n)(log log ε−1n )
=∞.
Assume that a compact set K ⊂ H possesses isometric embeddings εngn →֒ K for all n. Then,
the logarithmic doubling factor of K is infinite.
Proof. Indeed, since εngn is isometrically embedded in K all 2
n-vortices are in the ball of radius
εn
√
n in K and all pairwise distances between them are not less than εn. Thus,
(4.48) sup
x∈K
Nεn/2(K ∩B(εn
√
n, x,H),H) ≥ 2n.
Using now the obvious formula that
sup
x∈K
Nε/4(K ∩B(ε, x,H),H) ≤ Dε(K,H)Dε/2(K,H),
we can conclude from (4.48) that there is at least one ε ∈ [εn/2, εn
√
n] such that
Dε(K,H) ≥ 2
n
log2 n
and this estimate together with assumption (4.47) imply that the log-doubling factor of K is
infinite and finishes the proof of the proposition. 
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We see that, in contrast to (4.46), assumption (4.47) allows us to take εn ≥ e−en
γ
for all γ < 1
and the typical size of εn in our counterexample will be εn ∼ e−Cn2 , see below, so Proposition
4.11 is more than enough for our purposes.
Now we turn to the more interesting and more challenging question: how to embed the sets
like (4.43) or/and the vortices εngn of the n-dimensional cubes into the global attractor A of
equation (2.1)? We start from the most straightforward construction which does not solve the
problem, but nevertheless is an important step in that direction.
Example 4.12. Let us consider the following 2D system:
(4.49)
{
x′ = −x(x2 + y2 − 1),
y′ = −y(x2 + y2 − 1).
This system can be rewritten in polar coordinates x+ iy = Reiϕ as follows:
(4.50) R′ = −R(R2 − 1), ϕ′ = 0.
Thus, the global attractor A0 ⊂ R2 of this system consists of all points R ∈ [−1, 1], ϕ ∈ [0, 2π]
and is a ball x2 + y2 ≤ 1. Moreover, zero is an unstable equilibrium, ϕ = const is the first
integral, so the trajectories are the straight lines (radii) passing through zero and every point
on a circle x2 + y2 = 1 is a stable equilibrium.
We will couple this ODE with an equation in H
∂tw +Aw = F (x, y)
by constructing the coupling F which excites every mode en by the ”proper kick” in order to
embed the orthogonal segments in the directions of en into the attractor. To this end, we now
split the segment ϕ ∈ [0, 2π] into infinite number of intervals In with |In| = En, n = 1, 2 · · ·
satisfying
(4.51)
∞∑
n=1
En < 2π.
Roughly speaking, the solutions of (4.49) with ϕ ∈ In will be coupled with the n-th mode en
for producing the nth orthogonal segment. To be more precise, we fix ϕn ∈ In and a family of
the cut-off functions ψn ∈ C∞0 (R) such that ψn(ϕk) = δnk and
(4.52) ‖ψn‖Ck(R) ≤ CkE−kn , n = 1, 2, ...,
where the constant Ck is independent of n, and the cut-off function θ ∈ C∞0 (R) such that
(4.53) θ(R) ≡ 0, R ≤ 1/4, θ(R) ≡ 1, R ∈ [1/2, 1].
Finally, we introduce the operator F : R2 → H via
(4.54) F (x, y) :=
∞∑
n=1
Bnθ(x, y)ψn(x, y)en,
where the monotone decreasing to zero sequence Bn will be specified below, and consider the
coupled system
(4.55)
{
x′ = −x(x2 + y2 − 1), y′ = −y(x2 + y2 − 1),
∂tw +Aw = F (x, y).
The elementary properties of this system are collected in the following lemma:
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Lemma 4.13. Let Hs := D(As/2) be the scale of H-spaces generated by the operator A. Then,
1) The map F defined by (4.21) belongs to Ck(R2,Hs) iff
(4.56) sup
n∈N
{BnλsnE−kn } <∞.
2) The initial value problem for the equation (4.55) possesses a global attractor A in R2 ×H
which contains the following sequence of equilibria:
(4.57) Pn := (cosϕn, sinϕn, Bnλ
−1
n en) ∈ A
for n = 1, 2, · · · . In addition, let Q2 : R2 ×H → H be the orthoprojector to the w-component of
(4.55). Then, the projection Q2A contains the following sequence of segments:
(4.58) Sn := {sen, s ∈ [0, Bnλ−1n ]} ⊂ Q2A.
Proof. Indeed, the first assertion of the lemma is an immediate corollary of the definition (4.54),
the estimate (4.52) and the fact that, for every fixed (x, y) ∈ R2, at most one term in (4.54) is
non-zero. To verify (4.57) it remains to note that, due to the definition of the cut-off functions
and the operator F , Pn is an equilibrium of (4.55) for every n ∈ N and (4.58) follows from
the fact that there is a heteroclinic orbit connecting (cosϕn, sinϕn, 0) and Pn, again for every
n ∈ N. 
Embedding (4.58) and Proposition 4.10 give that
(4.59) D(Q2A,H) =∞
if the decreasing sequence Bn is strictly positive and, by this reason, Q2A cannot be embedded
into any finite-dimensional Lipschitz manifold. To show that the log-doubling factor of Q2A can
be also infinite, one just needs to be a bit more accurate with the choice of En and Bn.
Let λn ∼ nκ, κ > 0 (which corresponds to the case where A is an elliptic differential operator
in a bounded domain), En := 1/n
2 and
Bn ∼ e− log2 n = n− logn.
Then, since Bn decays faster than polynomially, according to (4.56), the non-linearity F in
equations (4.55) belongs to C∞(R2,Hs) for any s ∈ R. On the other hand, assumption (4.46)
is satisfied for for segments (4.58), so the log-doubling factor is indeed infinite:
(4.60) Dlog(Q2A,H) =∞.
Remark 4.14. Note that the equality (4.60) does not hold for the attractor A itself, but only
for its ”bad” projection Q2A. In addition, modifying equation (4.55) as follows
(4.61)
{
x′ = −βx(x2 + y2 − 1), y′ = −βy(x2 + y2 − 1),
∂tw +Aw = βF (x, y),
where β ≪ 1 is a small positive parameter, we see that the above arguments still work and the
log-doubling factor of Q2A is infinite, but now the spectral gap condition is satisfied and there
is a C1-smooth inertial manifold diffeomorphic to R2 ∋ (x, y) containing the global attractor A
(by choosing β > 0 small enough this manifold can be made of the class Ck for any fixed k > 0).
Thus, the possibility to embed the attractor smoothly into the finite-dimensional manifold indeed
can be lost under the ”badly chosen” orthogonal projection. The above described construction
can be also used in order to give an example of equation (2.1) with the nonlinearity F of finite
smoothness such that
dimH(A,H) = dimF (A,H) = dimH(A,H3) = 2, dimF (A,H3) =∞,
so at least the fractal dimension can indeed depend strongly on the choice of the phase space,
see [14] for the details.
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The previous example gives us the almost desired embedding of the orthogonal segments Sn
into the attractor. However, this is still not enough to verify that the log-doubling factor of
A is infinite. The problem is that A now lives in the extended space (x, y, w) ∈ R2 × H and,
although in the H-component the orthogonal sequence is built up, the inverse image of every
Sn on the attractor has also the (x, y)-component and this (x, y)-component is dominating
(essentially larger than the H-component), so the arguments of Proposition 4.10 do not work
and the doubling factor of A is finite. Thus, the next natural question is how to suppress/remove
the non-desirable (x, y)-component and to built up the true orthogonal sequences/segments in
the attractor?
The next example shows that it is possible to do in the case where the (x, y)-modes decay
faster than all other modes en. Indeed, then even if at the initial time, say, t = 0, the (x, y)-
component is dominating, it nevertheless will be suppressed during the time evolution and the
true orthogonal sequences will appear. Note that such behavior of the modes, in particular,
the existence of infinitely many modes which decay slower than, say, the first two is typical for
the case of damped hyperbolic equations, so the next example will be related with that class
of equations and the analogous construction for the case of reaction-diffusion problems will be
discussed later.
Example 4.15. Consider the 2D system
(4.62) x′ = −x(x2 + y2 − 1)2, y′ = −y(x2 + y2 − 1)2
which differs form (4.49) by the presence of squares. As not difficult to see, the attractor A0 of
this system is exactly the same as for equations (4.49): it is just a disk x2+ y2 ≤ 1 but the time
evolution on it is reversed. Namely, the circle x2 + y2 = 1 is now filled by unstable equilibria,
their unstable manifolds are the radii φ = const and zero is a stable equilibrium.
We couple these equations with the following second order abstract hyperbolic equation:
(4.63) ∂2t w + 2γ∂tw +Aw = F (x, y),
where F (x, y) is exactly the same as in Example 4.12 and 0 < γ < 1 is a dissipation parameter.
Then, exactly as in Lemma 4.13, we have a family of equilibria (4.57) together with the
family of heteroclinic orbits un(t) := (xn(t), yn(t), wn(t)) connecting Pn with zero. We fix time
parametrization on that orbits in such way that
Rn(0) :=
√
x2n(0) + y
2
n(0) = 1/2.
Then, according to our construction of the cut-off functions,
wn(0) = Bnλ
−1
n en, ∂twn(0) = 0.
Moreover, since near zero equations (4.62) and (4.63) are decoupled and look like
R′ ∼ −R, w′′n(t) + 2γw′n(t) + λnwn(t) = 0,
we conclude also that
(4.64) R(t) ∼ Ce−t,
√
λn[wn(t)]2 + [w′n(t)]2 ∼ CBnλ−1n e−γt
as t → ∞, where the constant C is independent of n (since the function wn(t) has only one
non-zero component which corresponds to the mode en, in slight abuse of notations, we will not
distinguish between wn ∈ H and its nth component wn ∈ R).
We see that indeed initially at t = 0 the R-component is essentially larger than the other
ones, but since γ < 1, the R-component becomes essentially smaller than the wn-component if
t ≥ T = Tn where
e−T ∼ Bnλne−γT , T ∼ 1
1− γ log(λnB
−1
n ), Bnλ
−1
n e
−γT ∼ (Bnλ−1n ) 11−γ .
60
Thus, if we consider a sequence {u1(t1n), u2(t2n), · · · , un(tnn)} belonging to the attractor, where
tkn ≥ Tn are chosen in such way that√
λk[wk(tkn)]
2 + [w′k(tkn)]2 =
(
Bnλ
−1
n
) 1
1−γ ,
then all (x, y) components will be essentially smaller than the H-components, so they can be
neglected and we have a sequence close to {εne1, · · · εnen} with εn ∼
(
Bnλ
−1
n
) 1
1−γ . Then, fixing
Bn, En and λn as in Example 4.12, we see that assumption (4.46) is satisfied and, therefore,
the corresponding attractor A indeed has an infinite log-doubling factor. Note also that, as in
Example 4.12, the nonliearity F is C∞-smooth. Thus, the first example of the attractor with
infinite log-doubling factor and without bi-log-Lipschitz Mane´ projections is constructed.
Remark 4.16. Although the damped hyperbolic equations are also natural and important from
both theoretical and applied points of view, their systematic study is out of scope of these notes.
Mention only that their properties are essentially different from the abstract parabolic equations
considered before, in particular, they do not possess any smoothing on a finite time interval,
moreover, the solution operators are usually invertible and form a group, not only a semigroup,
so the Romanov theory (see Theorem 3.19) clearly does not work here, etc. We refer the reader
to [68, 2, 8] and the references therein for more details on this type of dissipative PDEs.
Thus, our reason to present Example 4.15 was not to give a rigorous exposition of the theory of
hyperbolic equations and even not to give a rigorous statement of the result, but only to indicate
the main idea how the almost orthogonal sequences can naturally appear in the attractor if the
so-called normal hyperbolicity is sevearly violated and we have infinitely many modes which
decay essentially slower than the fixed one. The damped hyperbolic equations are ideal from
this point of view since the spectrum of (4.63) with F = 0 is given by
µn = −γ ±
√
γ2 − λn
and mostly belongs to the line Reλ = −γ. So, you just need to generate the first mode which
decays faster than e−γt which is done by adding the ODEs (4.62). One more advantage of
this example is that it can be easily realized not only on the level of abstract operator-valued
equations, but also on the level of hyperbolic PDEs with ”usual” nonlinearities. The analogous
question in the parabolic setting is much more difficult and is still an open problem.
We now return to the case of abstract parabolic equations (2.1). At first glance, it looks
extremely difficult/impossible to generate something similar to Example 4.15 on the level of
parabolic equations. Indeed, the structure of the linear part of the equation is completely
different and we now have a sequence of real eigenvalues −λn → −∞, so how can we generate
an infinitely many modes which will decay slower than a fixed mode?
That is indeed impossible if we try to do that based on the linearization near an equilibrium,
however, if we replace an equilibrium by the properly chosen periodic orbit it becomes possible
and the surprising counterexample to the Floquet theory constructed in the previous paragraph
is extremely helpful again. Indeed, as the next lemma shows, although all solutions of equation
(4.13) decay super-exponentially (as e−t2), the decay rate is nevertheless essentially non-uniform
(roughly speaking, the trajectories starting from v(0) = e2n decay essentially slower than the
ones starting from v(0) = e2n+1) and that will be enough to reproduce the main structure of
Example 4.15 and to obtain the attractor with infinite log-doubling factor.
Lemma 4.17. Let P be the Poincare map associated with the problem (4.13). Then, for every
n ∈ N, n ≤ s1, s2 ≤ n+ k, k := [
√
n] and N = 2n+ k, the following estimates hold:
(4.65)
‖PNe1‖
‖PNe2s1‖
≤ e−βn2 , e−γn3/2 ≤ ‖P
Ne2s1‖
‖PNe2s2‖
≤ eγn3/2
for some positive constants β and γ and all n large enough instead of its integer part).
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The proof of this lemma follows in a straightforward way from (4.20) and (4.21) and assump-
tion (4.18) on the eigenvalues and, by this reason is omitted, see [14] for the details.
We conclude this paragraph by a very brief exposition of the main construction involved in
the proof of Theorem 4.9
Sketch of the proof of Theorem 4.9. We will base on the construction given in the proof of The-
orem 4.4 as well as on Example 4.15. Indeed, according to Lemma 4.17, the ”first mode”
which corresponds to w(0) = e1 in equation (4.13) decays faster than infinitely many ”other
modes” associated with w(0) = e2n, so we will use the kick in their directions in order to build
up the orthogonal sequences. Namely, we fix the trajectory v(t) = (x(t), y(t), w(t)) ∈ A of
coupled equations (4.38) which is constructed in the proof of Theorem 4.4 and will treat it
as a basic non-perturbed solution of Example 4.15. Furthermore, we modify the 3D system
(4.39) in such way that not only the point v(0) := (x(0), y(0), e1), but also the whole segment
vs(0) := (x(0), y(0), se1), s ∈ [1, 1 − κ] belongs to the unstable manifold and, therefore, to the
attractor as well. This parameter s will play the role of phase ϕ in Examples 4.12 and 4.15 and
will parameterise the kicks in the directions of e2n. Namely, we split the interval
[1, 1 − κ] = ∪∞n=1In
into a sum of disjoint intervals In, after that, every interval In will be further split into 2
[
√
n]
intervals In,p, p = 1, · · · , 2[
√
n], subintervals and finally, in the small neighbourhood of the
trajectory vsn,p(0), we construct a kick on the modes e2s, s = n, n + 1, · · · , n + [
√
n] which
after the properly chosen time evolution will reproduce the pth vortex of the [
√
n]-dimensional
cube spanned on these eigenvectors. The accurate calculations, see [14] show that the size εn
of that cube can be made not smaller than e−βn2 for some β which is independent of n. Thus,
assumption (4.47) of Proposition 4.11 is satisfied and, therefore, the log-doubling factor of the
attractor A is indeed infinite. 
5. Concluding remarks and open problems
In this concluding section, we briefly summarize the main achievements of the theory de-
veloped above and discuss the related open problems. We start with the most principal and
important question on the validity of the finite-dimensional reduction for dissipative PDEs.
Is the dissipative dynamics generated by PDEs effectively finite-dimensional?
It is more or less clear that the answer on this question is positive in the case when the
underlying PDE possesses an inertial manifold. Indeed, in that case, the reduced dynamics on
the manifold is described by a system of ODEs (the so-called inertial form) and every trajec-
tory which starts outside of the manifold is exponentially attracted to some trajectory on the
manifold. Thus, up to a transient behavior, the dynamics is described by the finite system
of ODEs on the inertial manifold. As a drawback, mention that even in that ideal situation,
the finite-dimensional reduction drastically decreases the smoothness and starting from the C∞
or even analytic equations, we may guarantee in general that the reduced equations are only
C1+ε-smooth for some small ε > 0, see Paragraph 2.6.
However, as we have seen, the existence of an inertial manifold is a big restriction on the
system considered, in particular, some kind of spectral gap conditions are necessary for that.
In addition, although on the level of parabolic equations, all known examples where the inertial
manifold does not exist look a bit artificial, such counterexamples are natural in the class of
damped hyperbolic equations where, vise versa, the equations with inertial manifolds are rare
and artificial, see [48, 49]. Thus, the inertial manifolds are not sufficient to solve completely the
finite-dimensional reduction problem.
The positive answer on the above question on the finite-dimensional reduction is often referred
as the main achievement of the attractors theory and the fractal/Hausdorff dimension of the
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attractors is treated as a quantity related with the effective number of degrees of freedom of the
reduced system. This, in particular, motivates and justifies many modern works on improving
the existing and finding new upper and lower bounds for the fractal dimension of attractors for
various equations of mathematical physics, see [68, 2, 8] and references therein.
In a sense, this interpretation looks indeed reasonable since, as we have seen, the finiteness
of the fractal dimension of the attractor allows us to project it one-to-one to a generic finite-
dimensional plane using the Mane´ projection theorem and this, in turn, gives the analogue of
the inertial form, see (3.28), which is a system of ODEs describing the dynamics on the global
attractor. And indeed the fractal dimension of A determines the minimal dimension of the plane
when such reduction is possible.
However, the reduction based on the Mane´ projection theorem has a huge drawback, namely,
the non-linearity in the reduced ODEs obtained in that way is only Ho¨lder continuous which is
not enough even to establish the uniqueness (and as we have seen in Example 3.23, the non-
smooth Mane´ projections indeed may generate extra pathological solutions). Thus, we actually
reduced the initial infinite-dimensional, but ”nice”, say, C∞-smooth dynamical system to the
finite-dimensional, but ”ugly” equations with non-smooth nonlinearities, without uniqueness
and with possible presence of extra pathological solutions. Clearly, it can hardly be accepted as
an ”effective” reduction.
This motivates the attempts to improve the regularity of the inverse Mane´ projections which
have been considered at Section 3. As we have seen there, despite of a number of interesting
ideas and approaches developed, the uniqueness problem for the reduced equations is still far
from being solved. Moreover, most of the obtained results are sharp and the corresponding
counterexamples are given (e.g., the spectral gap condition is sharp and is responsible not only
for C1-smooth, but also for the Lipschitz and log-Lipschitz manifolds; the exponents in log-
Lipschitz Mane´ projection theorem, see Theorem 3.31, as well as in the log-convexity result
of Proposition 3.26 are sharp, etc.). So, the limitations of the theory are already achieved
and there is no much room for further improvements, see also Remark 3.32. Thus, principally
new ideas/approaches are required in order to solve the uniqueness problem or/and to find more
effective ways for the finite-dimensional reduction. Mention also that, as we have seen, the fractal
dimension of the attractor is not responsible for the existence of smoother inertial forms (e.g.,
more delicate Bouligand dimension is related with Lipschitz and log-Lipschitz projections, etc.),
so its role in justifying the finite-dimensional reduction in dissipative systems looks exaggerated.
On the other hand, the possibility of the negative answer on the above question about the
finite-dimensional reduction deserves a serious attention. Indeed, the periodic orbit with super-
exponential attraction constructed in Paragraph 4.2 does not look as a finite-dimensional phe-
nomenon as well as the period map nearby which is conjugated to the shift operator in l2(Z).
Note that such shift operator models the infinite-dimensional Jordan sell and is a standard ex-
ample of the infinite-dimensional behavior in the operator theory, see [12]. We also do not see
there any higher and lower modes, lengthscales, etc. which are expected in the case when the
finite-dimensional reduction works. So, the drastic loss of smoothness under any attempts to
reduce the dynamics to finite system of ODEs may be interpreted as a manifestation of the
fact that the dynamics of dissipative PDEs is infinite-dimensional. The proved theorems on the
finite-dimensional reduction via the Ho¨lder Mane´ theorem is naturally treated then as a mathe-
matical ”pathology” with restricted practical relevance (similar to, say, the Peano curve). This
hypothesis will be confirmed if one construct an example where the dynamics on the attractor is
not conjugated even topologically to any smooth finite-dimensional dynamics. The constructed
counterexamples show that such conjugating homeomorphism cannot be bi-Ho¨lder continuous
(due to the super-exponential convergence to the limit cycle), but finding the obstructions to the
topological equivalence with a smooth system of ODEs is an interesting and challenging open
problem.
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Open problems related with the spectral theory.
As we have seen, in order to verify the existence of an inertial manifold (at least in a straight-
forward way), we need the spectral gap condition which is a condition on a difference of two
subsequent eigenvalues of the operator A, see Theorems 2.1 and 2.15. Thus, it becomes crucial
to be able to check this condition for the concrete operators arising in applications, for instance,
for the Laplacian in a bounded domain of Rn, say, with Dirichlet or Newmann boundary con-
ditions. However, despite the vast amount of various results on the distribution of eigenvalues
and improvements of the classical Weyl asymptotics, see [27, 4] and references therein, almost
nothing is known about the existence of spectral gaps even in the case of the Laplacian. In
particular, for a bounded domain of R2, we do not know any examples when the spectral gaps
of arbitrarily large size do not exist, but, to the best of our knowledge, there are also no results
that such gaps exist for all/generic domains of R2. Clarifying the situation with these gaps
would essentially increase the number of equations with inertial manifolds.
Another interesting question is related with the Floquet theory for PDEs and the spectrum of
the period map. As we have seen in Paragraph 4.2, in the case of abstract parabolic equations,
the spectrum may just coincide with zero and do not contain any Floquet exponents. However,
to the best of our knowledge, there are still no examples of parabolic PDEs with such properties.
In particular, it is even not clear how to realize two equilibria involved in the proof of Theorem
4.1 on the level of PDEs. Finding the explicit examples with such properties or clarifying
the nature of obstructions to that is important for understanding how natural are the related
infinite-dimensional phenomena on the level of concrete PDEs arising in applications.
Navier-Stokes equations and inertial manifolds.
As known, the Navier-Stokes problem is one of the most important examples in the theory of
dissipative PDEs and many concepts and methods of the modern theory were inspired exactly
by this problem and by the dream to understand the underlying turbulence. In particular, even
the strange word inertial in the title of inertial manifold (which replaces/duplicates more precise
and more natural notion of a center manifold) comes from the Navier-Stokes equations, namely,
it is related with the so-called inertial term in the equations as well as the associated inertial
scale in the empiric theory of turbulence, see [20, 19] and reference therein. However, despite
many attempts there are still no progress in finding the inertial manifolds for that problem or
proving their non-existence, so the problem remains completely open. Mention here only the
attempt of Kwak, see [35, 69] and explanations in Remark 2.14 why this does not work. It also
worth to mention that the transformation of the Navier-Stokes to semilinear reaction-diffusion
equations given there nevertheless looks interesting and maybe useful. In particular, it would be
interesting to investigate whether or not similar transforms with better properties (e.g., which
lead to self-adjoint operators A and which is enough to repair the proof) exist.
Generalizations of invariant cones and spatial averaging.
To conclude, we discuss several important open problems which, in contrast to the previous
ones, do not look insane and likely can be solved without inventing the principally new tech-
niques. One of them is related to extending Theorem 2.23 to the case where the invariant cones
depend explicitly on the point of the phase space. The model equation here is the 1D semilinear
heat equation considered in Example 3.21, e.g., 1D Burgers type equations. As we have seen
in Remark 3.22, these equations possess such invariant cones, so it would be nice to develop a
general theory which gives the existence of an inertial manifold for these equations as a natural
application.
Another interesting problem is related to various generalizations of the spatial averaging
principle. Some generalizations to the case of domains differ from the tori are given in [36],
see also [42] for the generalizations to the coupled PDE-ODE systems. It would be perfect to
establish something similar for the 2D sphere S2. Since the Navier-Stokes equations on S2 are in
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a sense on a borderline, even slight weakening of the spectral gap condition would be extremely
helpful for the inertial manifold existence.
It would be also nice to generalize the spatial averaging to the cases where the averaged
operator can be not the scalar one. For instance, the proper generalization which a priori looks
almost straightforward should give the inertial manifold for the Cahn-Hilliard equation on the
3D torus. A bit more challenging problem is to extend the technique to the case of complex
Ginzburg-Landau equations on the 3D tori.
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