Abstract. This paper deals with various questions related to the isoperimetic problem for smooth positive measure dµ = ϕ(x)dx, with x ∈ Ω ⊂ R N . Firstly we find some necessary conditions on the density of the measure ϕ(x) that render the intersection of half spaces with Ω a minimum in the isoperimetric problem. We then identify the unique isoperimetric set for a wide class of factorized finite measures. These results are finally used in order to get sharp inequalities in weighted Sobolev spaces and a comparison result for solutions to boundary value problems for degenerate elliptic equations.
Introduction
This paper deals with relative isoperimetric inequalities in the setting of manifold with density. More precisely let Ω be a Lebesgue measurable set in R N and let µ be a positive finite measure on Ω given by (1.1) dµ(x) = ϕ(x) dx, where ϕ is a positive function in C 0 (Ω) and µ(Ω) < +∞. For any Borel measurable subset M of Ω, the µ-perimeter of M relative to Ω is given by As well known, the above distributional definition of weighted perimeter is equivalent to the following 1 Leipzig University, Department of Mathematics, Augustusplatz, 04109 Leipzig, Germany, e-mail: brock@math.uni-leipzig.de 2 Dipartimento di Matematica e Applicazioni "R. Caccioppoli", Università degli Studi di Napoli "Federico II", Complesso Monte S. Angelo, via Cintia, 80126 Napoli, Italy, e-mails: francesco.chiacchio@unina.it, mercaldo@unina.it The function ϕ(x), which appears both in the volume and in the perimeter, is called the density. We say that a set is isoperimetric or solves the isoperimetric problem relative to Ω if it minimizes the weighted perimeter P µ (M, Ω) among all the sets M ⊂ Ω with fixed weighted measure µ(M). This subject has attracted a growing interest starting from the papers by Sudakov-Tsirel'son and Borell (see [30] and [7] ) on the isoperimetric problem for Gaussian density, where it turned out that the isoperimetric set is a half-space. Since then the isopermetric problem has been solved for various class of weights (see, e.g., [19] , [6] , [26] , [16] , [9] , [5] , [28] , [10] , [29] , [12] , [4] , [14] , [11] , [17] , [20] and [13] ). Clearly such a bibliography if far from being exhaustive. We are interested in two types of questions. Firstly we find some necessary conditions on smooth positive measures µ that render the intersection of half spaces with Ω a minimum in the relative isoperimetric problem. Among other things, we show that the weight function ϕ must be in separated form
for some positive functions ρ and σ (see Theorem 2.1 in the next section). In Theorem 1.1, our main result, we identify the unique isoperimetric set for a wide class of factorized finite measures. In order to state this last result we need some notation. For i = 1, . . . , N − 1, (N ≥ 2), let −∞ ≤ a i < b i ≤ +∞, and let A i ∈ C 1 (a i , b i ) be real functions such that
Further, let
and, finally, let µ be the measure on S, given by
where
If λ ∈ R, let S λ be the intersection of the halfspace {x N > λ} with S, that is,
Theorem 1.1. Let M be a Lebesgue measurable subset of S and fix λ such that
Moreover equality holds in (1.8) if and only M = S λ .
As we will show in Corollary 4.1, the conclusion of Theorem 1.1 holds for measures µ of the type
. . , N − 1). Our isoperimetric inequality Theorem 1.1 is proved in Section 4. It generalizes the results contained in [28] in two directions. We consider more general factorized perturbations of the Gaussian measure and we allow these perturbations to affect not just one but N − 1 variables. Note that in view of Lemma 3.1 and the remark following Corollary 4.1 in Section 4, the weight function in (1.6) is indeed more general than the one of (1.9). The main ingredient in the proof of Theorem 1.1 consists in using a map that coincides with the optimal transport Brenier map and that pushes the measure dµ forward to the Gaussian measure. We explicitly remark that the relevant property of the gradient of such a map is proved by means of elementary and self-contained tools. While in [28] the analogous question is faced by using a result by Cafarelli (see [15] ). An important example for (1.9) is given by a i = 0,
Finally, in Section 5, using a kind of symmetrization, related to the isoperimetric inequalities that we have proved, we give some sharp apriori bounds to the solutions of a class of elliptic second order Pde's (see Theorem 5.1).
Necessary conditions
Below we will introduce some weighted spaces: for p ∈ [1, +∞], let L p (Ω, dµ) be the standard weighted L p -space (corresponding to the weight dµ = ϕ(x)dx). By W 1,2 (Ω, dµ) we denote the weighted Sobolev space,
We begin our analysis with some necessary conditions on smooth positive finite measures µ that render the intersection of half spaces with Ω a minimum in the relative isoperimetric problem. Following [29] and [28] , we introduce the notion of stationarity and stability of sets. Let Ω be a smooth set with boundary Σ and inward unit normal vector ν. We consider a one-parameter variation {φ t } |t|<ε : R N → R N with associated infinitesimal vector field X = dφ t /dt with normal component u = X, ν . Let Ω t = φ t (Ω) and Σ t = φ t (Σ). The volume and perimeter functions of the variation are V (t) := µ(Ω t ) and P (t) := P µ (Ω t ), respectively. We say that a given variation {φ t } t preserves volume if V (t) is constant for any small |t|. We say that Ω is stationary if P ′ (0) = 0 for any volume-preserving variation. Obviously any isoperimetric region is also stationary. Finally, we say that Ω is stable if it is stationary and if P ′′ (0) ≥ 0 for any volume-preserving variation of Ω. We note that the first and second variation of the volume and perimeter, V ′ (0), P ′ (0), V ′′ (0) and P ′′ (0), respectively, were given in [29] . The following notation for points and the gradient in R N will be in force throughout the paper
Our first result is
with Lipschitz boundary, and let µ be a measure on Ω given by
where ϕ ∈ C 1 (Ω) and ϕ(x) > 0 on Ω. (i) If Ω λ is stationary in the relative isoperimetric problem for µ and Ω, for every λ ∈ R, then
where ρ ∈ C 1 (Ω ′ ) and σ ∈ C 1 (R) are positive. (ii) If S λ is stable in the relative isoperimetric problem for µ and Ω, for every λ ∈ R, then
and (2.6)
Remark 2.1. (a) Observe that κ 1 is the first nontrivial eigenvalue of the Neumann problem
, and n is the exterior unit normal to [32] , p.105 ff.), so that condition (2.4) is satisfied for Gauss measures,
Proof of Theorem 2.1: Proceeding similarly as in [9] , we define volume-preserving perturbations from Ω λ . Let u ∈ C 2 (Ω ′ ). Then the Implicit Function Theorem tells us that there exists a number ε 0 > 0 and a function s ∈ C 2 (−ε 0 , ε 0 ) with s(0) = 0, such that
and Ω λ have the same µ-measure, that is
This implies
Further, we have
Now assume that Ω λ is stationary for every λ ∈ R. Then (2.12) gives
This, together with (2.10) implies that
Then the Fundamental Lemma in the Calculus of Variations tells us that there is a number
which implies (2.3). Hence we have from (2.9)
For ε = 0 this yields
Differentiating (2.16) we obtain for ε = 0,
(ii) Next assume that ϕ ∈ C 2 (Ω), and that Ω λ is stable for every λ ∈ R. Then ρ ∈ C 2 (Ω ′ ) and σ ∈ C 2 (R). First, by (2.3) and (2.12) we have
Differentiating this gives
In view of (2.17) we obtain
Hence (2.4) follows by (2.16). ✷
A onedimensional auxiliary result
Let I := (a, b), where −∞ ≤ a < b ≤ +∞ and B ∈ C 2 (I) with B ′′ (x) ≥ 0 on I. Further, let
and let A ∈ C 3 (I) be given by
Note that the convexity of B ensures the convergence of the integrals on the right-hand sides of (3.1) and (3.2), and that
We also emphasize that the map A of (3.2) coincides with the optimal transport Brenier map pushing the measure
defined on (a, b), forward to the one-dimensional Gauss measure,
(see [15] , Thm. 1 and 2). Hence we can use a result of [15] , Thm.11, to obtain the following Lemma 3.1. For the convencience of the reader, we include an elementary proof.
Lemma 3.1. Under the assumptions above,
Proof: We first claim:
Assume that A ′ has a local minimum at x 0 ∈ I and A ′ (x 0 ) < 1. Identity (3.3) gives 
We only show (3.7). The proof of (3.8) is similar and is left to the reader. Assume by absurd that lim inf
By (3.6) this implies that lim x→a + A ′ (x) exists and (3.9) lim
By (3.3) and (3.4), this means in particular that lim x→a + (x 2 /2 + B(x)) = +∞. In view of the convexity of B, we deduce (3.10) lim
Then the generalized Mean Value Theorem tells us that for every x ∈ (a, b) there exists a number y ∈ (a, x) such that
In view of (3.4) and (3.10) and since L < 1, we find a strictly decreasing sequence {x n } with x n → a such that
Using once more the generalized Mean Value Theorem and (3.12) we find another sequence {y n } with x n+1 < y n < x n and such that
Hence lim sup
By (3.11) this means that also lim sup
contradicting (3.9). It follows that L ≥ 1. ✷
The isoperimetric inequality
In this section we prove our main result Theorem 1.1. Let γ N denote the N-dimensional Gauss measure on R N , given by
For any U Lebesgue measurable subset of R N , let P γ N (U) denotes its Gaussian perimeter.
Proof of Theorem 1.1: Define a diffeomorphism T between S and R N , by
and let
Clearly we have
Hence (1.7) together with the isoperimetric inequality in Gauss space yields
Since also
it remains to show that
To prove (4.3), we first consider the case that Σ is an open subset of S ∩ ∂M given in the form
Next assume that S ∩∂M is a finite, disjoint union of graphs Σ k as in (4.4), and of a compact set U whose projection into the x ′ -hyperplane has H N −1 -measure zero,
Using (4.5) and (4.7) we find
If M is a smooth subset of S, we can approximate it by sets satisfying (4.6), so that inequality (4.3) holds in the general case, too. Finally assume that equality holds in (1.8). Then we have
and
Since the Gaussian isoperimetric inequality is achieved only for half-space, modulo a rotation, we deduce that T (M) is a half-space. Hence the conclusion follows by the definition of T . ✷ In view of Lemma 3.1 one has the following Corollary 4.1. The conclusion of Theorem 1.1 holds for measures µ like (1.9), that is
where 
The above example also shows that Theorem 1.1 does not follow from Corollary 4.1. (c) In the case that µ is the Gauss measure γ N and that ω is convex, it has been proved that κ 1 ≥ 1, see [2] and [8] . Together with Theorem 2.1, this suggests the following conjecture: If ω is convex, then the sets S λ , with λ ∈ R, are minimizers in the isoperimetric inequality for Ω.
Applications
For sake of simplicity we consider the measure µ defined by (1.9). We need some notation. Throughout this Section G will denote a smooth domain in S. We will denote by C µ the constant
We will use the function F : R → R + defined by
for any t ∈ R. Such a function is strictly decreasing and belongs to C ∞ (R); we will denote by F −1 : R + → R its inverse function. If Γ is an open portion of ∂Ω with H N −1 (Γ) > 0, let W Γ (Ω, dµ) be the weighted Sobolev space consisting in the set of all weakly differentiable functions u satisfying the following conditions:
there exists a sequence of functions u n ∈ C 1 (Ω) such that u n (x) = 0 on Γ and
The space W Γ (Ω, dµ) will be endowed with the norm defined by (5.3). Now we recall a few definitions and properties about weighted rearrangements. For exhaustive treatment on this subject we refer, e.g., to [18] , [23] and [27] .
Let u be a Lebesgue measurable function defined in G. Then the distribution function of u with respect to dµ is the function
The decreasing rearrangement with respect to µ of u is the function
Let G ⋆ be the set defined by
By a result contained in [31] , we deduce that any nonnegative function belonging to the space W Γ (G, dµ) satisfies the following Pólya-Szegö -type inequality.
As a consequence of the inequality (5.7) one deduces that
Corollary 5.1. For any function u belonging to W Γ (G, dµ), we have
where C is a positive constant depending only on µ(G).
Proof : By using (5.7), (5.6) and a result contained in [25] (Theorem 1, p. 40), one has that there exist a constant
for any u ∈ W Γ (G, dµ). ✷ Remark 5.1. We explicitly observe that by Corollary 5.1 the norm defined by ( 5.3) is equivalent to the norm
Henceforth we will endow the space W Γ (G, dµ) with the norm (5.8).
Finally, we recall the classical Hardy inequality (see [18] , for instance).
Proposition 5.1. Let f be a function belonging to L 1 (G, dµ) and E a measurable subset of G. Then the following inequality holds true
Now we consider the following class of boundary value problems (5.10)
) is a symmetric (N × N)−matrix with measurable coefficients satisfying
for some C ≥ 1, for almost everywhere x ∈ G and for all ζ ∈ R N . Moreover we assume that We will omit the proof since it follows closely the lines, for instance, of Theorem 1.1 in [9] (see also [1] ). (iii) Since the solution v to problem (5.13) depends just on the variable x 1 , it solves the one-dimensional equation
with v(λ) = 0.
