Abstract-Optimal static routing problems in open BCMP queueing networks with state-independent arrival and service rates are studied. They include static routing problems in communication networks and optimal static load balancing problems in distributed computer systems. We consider an overall optimal policy that is the routing policy whereby the overall mean response (or sojourn) time of a job is minimized. We obtain the routing decisions of the overall optimal policy and show that they may not be unique, but that the utilization of each service center is uniquely determined by the overall optimal policy. We also consider an individually optimal policy whereby jobs are routed so that each job may feel that its own expected response time is minimized if it knows the mean delay time for each path.
INTRODUCTION
Important performance optimization problems in the communication networks and distributed computer systems may include the problem of how to obtain the optimal routing (or flow assignment) policy for sending data through the communication channels and the problem of how to balance the processing of jobs among processors. For example, an optimal static routing policy determines the rate at which data flow through each path connecting a given pair of origin and destination points, so as to minimize the overall mean data transmission time. We can regard the combination of such rates as the solution of the optimization problem. These optimization problems have close relations to the optimal traffic assignment problems in the transportation science [1, 2] .
Many authors have discussed the solutions of the static optimization problems for the communication network models or the distributed computer system models which are regarded as open BCMP queueing networks with state-independent arrival and service rates [3, 4, 5, 6, 7, 8, 9] . The BCMP queueing network is the queueing network discussed by Baskett et al. [10] , to which we can apply the BCMP theorem. In this paper we consider optimal static routing problems in the open BCMP queueing networks. Kelly [11] has indicated that the BCMP theorem can be used to analyze static routing problems.
An optimization problem does not necessarily have a unique solution. For example, it is possible that the combinations of different values of data flow rates for all paths may result in the same minimum overall mean transmission time. If they are not unique, it is necessary to make clear the range and characteristics of the solutions, in particular, when we calculate numerically the optimal solutions and when we intend to analyze the effects of the system parameters on the optimal solutions.
We consider a routing policy whereby the overall mean response time of a job (the total time that a job spends from its arrival into the system until its departure from the system) is minimized. We call that policy the overall optimal policy. We show the conditions that the overall optimal solution, i.e., the routing decision of the overall optimal policy, satisfies. We see that the optimal solution may not be unique, and we also obtain the linear relations that characterize the set of the optimal solutions. These optimal solutions must have the same unique utilization of each node that is not an infinite-server node. Thus the policy has a unique routing decision if and only if the number of variables whose values express the decision of the policy is not greater than the number of linearly independent equations among the linear relations. These are the main results of this paper.
In Section 2, we give some definitions used in this paper and formulate a mathematical model of the queueing network. In Section 3 we obtain the overall optimal solution, and discuss the uniqueness of the overall optimal solution. In Section 4, we show similar results on the uniqueness of the individually optimal solution. Section 5 presents numerical examples. Finally, Section 6 concludes this paper.
NOTATION AND ASSUMPTIONS
We consider an open BCMP queueing network model that consists of M service centers, which are either communication channels or processors. Each service center contains either a single-server with the first-come-first-served (FCFS), last-come-first-served-preemptive-resume (LCFS-PR), or processor-sharing (PS) scheduling policy, or an infinite-server (IS). We assume that the service rate of each single-server is state-independent. We assume that in the network there also exist origin and destination points. An origin or destination point may be regarded as a service center with zero service time. We call the pair of one origin and one destination points an O-D pair. The unit entity (like a message packet) that is routed through the network is called a job in this paper. Each job arrives at one of the origin points and departs from one of the destination points. The origin and destination points of a job have been determined when the job arrives in the network. Kelly [11] has indicated that the BCMP theorem can be used in the analysis of routing problems even though the route that each job follows is fixed while it is in the network.
Jobs are classified into R different classes. For the sake of simplicity, we assume that jobs do not change their class while passing through the network. A class k job with the O-D pair (o 1 , d 1 ) originates at service center o 1 and destinates for service center d 1 through a series of service centers (we refer to the series as a path) and then leaves the system. We classify such paths into a finite number of path-classes of job class k O-D pair (o 1 , d 1 ). The arrival process of jobs of each class for each O-D pair forms a Poisson process and is independent of the state of the system. We assume that we can choose the job flow rate of each path class in order to achieve a performance objective, whereas we assume that once the job flow rate of a path class is given, the job flow rate of each path in the path class is also given. That is, the relative flow rate of each path in the same path-class are governed by fixed transfer probabilities between service centers. The solution of a routing problem is characterized by the chosen values of job flow rates of all path classes.
We will use the following notation regarding the network: Π k Set of all path classes for class k jobs, i.e.,
otherwise.
We will use the following notation regarding arrivals to the network and flow rates:
Φ System-wide total job arrival rate, i.e.,
Rate at which class k jobs flow through path-class p.
δ lp Rate at which jobs that flow through path-class p pass through service center l assuming that
Rate at which class k jobs visit service center l, λ
We will use the following notation rearding the service and performance values in the BCMP network:
Service rate of class k jobs at service center l. When the service center consists of an FCFS server, µ k l must be reduced to µ l .
I Set of IS service centers.
N Set of service centers except IS centers.
Utilization of service center l ∈ N for class k jobs.
(The utilization of service center l ∈ I is always considered zero and is not equal to ρ l since it has infinite capacity.)
Mean response time of class k jobs at service center l, i.e., the mean length of the time period that starts when a class k job comes to the service center l and ends when it goes out of the service center.
∆ Overall mean response time of a job, i.e., the mean length of the time period that starts when a job arrives in the system and ends when it leaves the system.
We will use the following notation regarding vectors and matrices:
T where T means 'transpose'.
ρ U ρ| ρl=0,l∈I . This is the same as ρ except that ρ l = 0 for all l ∈ I . We call this the utilization vector.
T , i.e., the arrival rate vector.
T , i.e., the path class flow rate vector.
T , i.e., the vector whose elements are α
T , i.e., the vector whose elements are 
i.e., the incident matrix whose 
Let us denote the state of the network by n = (n 1 , n 2 , . . ., n M ) where n l = (n For an open queueing network [10, 11] , the equilibrium probability of the network state n is obtained as follows:
where
be the average number of class k jobs at center l. We have
By using Little's formula [12] , we havê
from which the average delay of a class k job that passes through path-class p ∈ Π k is given by
Therefore, the overall mean response time of a job, ∆, can be written as
by noting that
Note that the following conditions should be satisfied.
We can express (6) as
or, equivalently,
Remark We easily see that our model includes those discussed for the static routing problems of communications networks [3, 4, 7] . We also see that our model includes those of the load balancing problems of distributed computer systems such as given by Tantawi and Towsley [8, 9] . From (3) it is easy to see that T k l is a convex function of λ k l , l ∈ N, k = 1, 2, . . ., R. It follows that T is also convex with respect to x. It is remarkable that T depends only on ρ.
UNIQUENESS OF THE OVERALL OPTIMAL SOLUTION
By the overall optimal policy we mean the policy whereby routing is determined so as to minimize the overall mean job response time. The problem of minimizing the overall mean response time is stated as follows:
with respect to x subject to
Note that (9) and (10) are the same as (6) and (7), respectively. We call the above problem the overall optimization problem, and its solution the overall optimal solution.
The class k marginal delay of path class
Lemma 3.1 x is an optimal solution of the problem (8) if and only if x satisfies the following conditions
x ≥ 0.
Proof. Since the objective function (8) is convex and the feasible region of its constraints is a convex set, any local solution of the problem is a global solution point. To obtain the optimal solution, we construct the Lagrangian function
for (8) . By the Kuhn-Tucker theorem (see, e.g., [13] ), x is an optimal solution if and only if
where (∂L)/(∂x) denotes the vector whose elements are (∂L)/(∂x 
The Kuhn-Tucker conditions are
That is, the relation (21) (i.e., the statement thatx is a solution of the above linear program) is equivalent to the set of relations in Lemma 3.1.
From (8) we see that ∆ depends only on the utilization of each service center, ρ l , which results from the path flow rate matrix. It is possible, therefore, that different values of the path flow rate matrix result in the same utilization of each service center and the same minimum mean response time. We are uncertain, however, about whether distinct optimal solutions should have the same utilization of each service center or not. We first define the concept of monotonicity of vector-valued functions with vector-valued arguments.
Definition Let F(•) be a vector-valued function that is defined on a domain S ⊆ R
n and that has values F(x) in R n . This function is monotone in S if for every pair x, y ∈ S
It is strictly monotone if, for every pair x ∈ S and y ∈ S with x = y,
For the function t(x) we have the following property.
Lemma 3.3 t(x) is monotone but is not strictly monotone, i.e., for arbitrary x and x
where ρ U and ρ U are the utilization vectors that x and x result in, respectively.
Proof. From (11) we have
In the statistical equilibrium of queueing networks, we have ρ l , ρ l < 1, l ∈ N . Therefore we have the relations (27) and (28).
Theorem 3.4
The overall optimal solution may not be unique. However, the utilization of each service center is uniquely determined and is the same for all overall optimal solutions.
Proof. The former half of this theorem is clear by noting that T depends only on ρ (see (8) ). In Section 5, we present an example of the cases where more than one optimal solution exists. The latter half is proved as follows. Suppose that the overall optimal policy has two distinct solutionsx andx, which result in the utilization vectorsρ U andρ U , respectively, andρ U =ρ U . Then we have from Lemma 3.2,
Then we have
From Lemma 3.3 we have
sinceρ U =ρ U . This leads to a contradiction. That is, if there exist two distinct optimal solutions, the utilization vectors of both the solutions must be the same. Note that the utilization of service center l ∈ I is considered always zero. Naturally, in that case, l∈I ρ l must be unique but each of ρ l , l ∈ I, need not be unique. Now let us consider the range of the optimal solutions. From the above, we obtain the following relations that characterize the range of the optimal solutions. Proof. Similar to the proof of Lemma 3.2.
Lemma 4.3 Function T(x)
is monotone but is not strictly monotone. That is, for arbitrary x and
Proof. This Lemma can be proved by the same way as that for the Lemma 3.3. From (4) we have
In the statistical equilibrium, we have ρ l , ρ l < 1, l ∈ N . Therefore we have the relations (44) and (45).
Theorem 4.4 In the equilibrium the utilization of each service center is unique, but the individually optimal solution may not be unique.
Proof. We can prove this theorem in the same way as that for Theorem 3.4.
The range of the individually optimal solutions is given by the same set of relations as (30) -(33) but with possibly different values of ρ l , l = 1, 2, . . ., M .
NUMERICAL EXAMPLES
We consider a network model consisting of four service centers as shown in Figure 1 We show an example of a pair of distinct points in the range. The underlined numerical figures show those which are uniquely determined.
One is as follows. The other is as follows. 
