Abstract-In this paper we propose a method for joint optimization of transceivers with fractionally spaced equalization (FSE). We use the effective single-input multiple-output (SIMO) model for the fractionally spaced receiver. Since the FSE is used at the receiver, the optimized precoding scheme should be changed correspondingly. Simulation shows that the proposed method demonstrates remarkable improvement for jointly optimal linear transceivers as well as transceivers with decision feedback.
I. INTRODUCTION
In recent years, a large amount of work has been done on the joint design of transmitter and receiver for communications over multiple-input multiple-output channels [2] , [5] , [9] , [12] , [15] . The problem is important because it arises in many different scenarios, such as discrete multitone systems used in DSL (digital subscriber line) technology, orthogonal frequency division multiplexing (OFDM) systems, or when multiple antennas are used at both sides of a wireless link.
Based on the assumption of having perfect channel state information, the transmitter can use appropriate precoding, and jointly with the equalization scheme at the receiver side, better performance can be achieved. It is known that the optimal equalization technique is the computationally complex maximum likelihood receiver. However, due to the heavy computation load, usually the linear precoding and equalization scheme, or other suboptimal techniques, such as linear precoder with decision feedback equalizers, are utilized. Under those schemes, several different performance criteria have been used to measure the quality of communications, and optimization problems have been considered by a number of authors [9] , [12] .
It has been proved that when the fractionally spaced equalizer is used, the system will be more robust to the choice of timing phase [14] . This is especially advantageous if linear equalization is used [11] . Also, zero forcing (ZF) equalizers are often preferred for their simplicity. With systems having minimum redundancy, equalizers can in principle amplify channel noise in an unbounded manner (e.g., a cyclic prefix system used with a channel having a zero at a DFT frequency). The use of oversampling solves these problems because direct inversion of channel DFT is then avoided [8] .
In this work, we propose to use the fractionally spaced equalizer at the receiver together with appropriate precoding. Since a fractionally spaced equalization will be used at the receiver, the optimization of the precoder should be changed accordingly. This scheme will yield better performance compared to SSE, as we shall see.
Fractional sampling is known to convert the single-input single output (SISO) channel into single-input multi-output (SIMO) channels. This fact is exploited in blind channel equalization [3] , OFDM [13] , and to perform receiver timing and carrier synchronization. Since the channels and the noise samples produced by fractional sampling in SIMO model will be correlated, the diversity will be limited [13] . The gain from fractional sampling is what we want to quantify. It depends on the continuous channel waveform, pulse shaping filter, and receiving filter. We will also give the necessary and sufficient conditions that the fractionally spaced equalizer has no gain at all.
In this paper, we extend the transceiver design technique to fractionally sampled communication systems. The paper is organized as follows. In Section II, we describe the communication system model. In Section III, we develop a method that extends the original optimal transceiver design technique to the fractional sampling case. Some deeper discussions on quantifying the benefits of oversampling are given in section IV. Section V shows simulation results for the developed theory. Section VI concludes the paper.
II. SYSTEM MODEL Consider the continuous time baseband model for a communication system as in Fig. 1 . Here p(t) is the transmitting filter which is assumed to be real; c(t) is the continuous time baseband channel; n(t) is the additive Gaussian channel noise. 
where h(t) is the impulse response of the composite channel, i.e. h(t) = p(t) * c(t) * q(t). Also, v(t) is the filtered channel noise, i.e. v(t) = n(t) * q(t).
In the receiver end, if sampling at the baud rate, the optimal receiving filter q(t) will be the one that matches the convolution of transmitting filter and the channel. In practice, this is not easy to do [10] due to hardware limitation and the unknown channel characteristics before channel estimation. Therefore, what is usually done is to use the filter matched to the transmitting filter, that is, q(t) = p(−t). A more general front end analog filter for the blind channel identification application is discussed in [1] . It is well known that if n(t) is white and the autocorrelation of the receiving filter q(t) * q(−t) has the Nyquist (T s ) property [10] , T s -spaced samples of v(t) will be uncorrelated. In this paper we consider the situation that p(t) is symmetric, i.e. p(t) = p(−t), and with finite support. Also we assume the receiving filter matches the transmitting filter, i.e. q(t) = p(−t), and that q(t) * q(−t) has the Nyquist (T s ) property. If we further assume that the channel has finite duration, the equalization can be done using just a finite number of received symbols.
Under the assumption that the channel is of finite duration, it is well known that by blocking the transmitted symbols and with suitable precoding, we can totally eliminate block-byblock interference, and equalization for inter-symbol interference can be done within each block [7] . Suppose now we assume the channel is of finite length L × T s seconds, and by sampling at the baud rate, we have the equivalent block-based communication model
Y is the vector consisting of the samples of the received signal; S is the transmitted vector of symbols; V is the additive Gaussian noise vector, and H is the effective channel matrix. Examples of such systems are DMT and OFDM systems [8] .
The system model discussed above leads to an important transceiver design problem. This problem is extensively discussed in the literature, mainly in two categories: linear transceiver design [9] and simple nonlinear transceiver design (decision feedback equalizers with precoders) [12] . With a fractionally spaced equalizer used at the receiver, the precoder should be re-designed accordingly. This will be the main topic of this paper.
In Fig. 1 if we over-sample the received signal y(t) by some integer Q, then its polyphase components can be expressed as (e.g. [3] and [13] )
where
If we write those equations in the matrix form according to the previous discussions, we will have
From the above discussions, we can see that fractional sampling in the communication system results in an SIMO model. We can group the Q equations in (3) as
It should be noted that, although we have multiple receptions of transmitted signal due to fractional sampling, those multiple receptions are correlated. For example, the entries in the matrix H q are related for different q's. This correlation is related to the transmitting filter, the channel, and the receiving filter. Since n(t) is white and q(t) * q(−t) is Nyquist (T s ), the covariance matrix of V q is diagonal. However, the cross-covariance between V q1 and V q2 will not be zero in general for different q 1 and q 2 . In order to fully address the effect of fractional sampling in the transceiver design problem, we should consider the multiple reception model as the function of the transmitting filter and the receiving filter as well [13] . Now, it is well known that the correlation function of v(t) in (1) is σ 
The covariance matrix of V a can be computed from P c (t). For example, suppose P c (t) is of finite length T s , and we define α := P c (0)/P c (T s /2). For the case when Q = 2, the noise covariance matrix will be
However, the FSE transceiver design problem can always be rearranged such that the covariance matrix is identity, as we shall do at the beginning of Section III.
III. OPTIMIZATION OF TRANSCEIVER DESIGN UNDER
FRACTIONALLY SPACED EQUALIZATION The tranceiver design problem can be explained using Fig.  2(a) and Fig. 2(b) , for linear transceivers, and DFE with precoders, respectively. We assume s and q are zero mean and
q I J The transceiver design problem can be viewed as designing the precoder matrix F, and the equalizer matrix G, (also the feedback filter B if DFE is used) according to the given channel H with additive noise q, subject to some performance criteria.
In general, the noise covariance matrix Ris not an identity matrix. Since Ris Hermitian and positive definite, we can write the Cholesky decomposition of it as R= RR † , for some appropriate R. Now we define q 1 = R −1 q and consider the middle part of in Fig. 2(a) and Fig. 2(b) as in Fig. 2(c) . The effective noise q 1 has covariance matrix equal to identity, and we can design the corresponding precoder F and the equalizer G 1 according to the effective channel H 1 , where G 1 = GR and H 1 = R −1 H, as in Fig. 2(d) . This says that with no loss of generality, we can design the transceiver assuming additive white Gaussian noise samples.
The joint optimization of the systems in Fig. 2 (a) [9] and Fig. 2(b) [12] has been discussed by several authors. We will show how to apply the transceiver design technique with a fractionally spaced equalizer used at the receiver.
If we over-sample the received waveform y(t) by 2 times the symbol rate, as in (4),the received signal has the form
Suppose that the baseband channel noise, n(t) in Fig.1 is white, so the covariance matrix of V 0 is identity times some constant. However, the covariance matrix of V a will not be an identity matrix, but will be as in (5). We can write the Cholesky factorization of the normalized covariance matrix of V a as
where we choose L to be lower triangular. Because the upperleft part of
is an identity matrix, it is trivial to see that
and
for appropriate L 21 , L 22 , B, and D. Since
22 , and
22 L 21 . Thus we define the whitened effective channel with the transfer matrix
By multiplying L −1 on both side of (4), we have
where the covariance matrix of L −1 V a is an identity matrix times a constant. Therefore we can design the transceiver of the fractionally spaced system as in (10), with effective channel H ef f , while the effective noise L −1 V a is white. It is intuitive that the fractionally spaced system will perform better than the symbol spaced one. We will give detail discussion in the following section.
IV. ANALYSIS AND COMPARISON
In this section we will discuss how the gain comes from using fractional sampling technique with precoders.
The average mean-squared error φ in an MMSE transceiver, with or without the zero forcing constraint, and with or without decision feedback, can be shown [12] , [9] to be a function of the M dominant singular values of the channel H:
where σ 1 , σ 2 , · · ·, σ M denote the first M dominant singular values of the channel matrix H. Similarly the minimized power in the case of optimal transceivers with bit allocation and fixed QoS constraints also has this form [7] . Furthermore, in all of the above cases f (·) is a decreasing function of each argument σ k . Based only on this observation we now show that the use of oversampling improves the performance except in some rare situations which we shall point out. The results are based on Weyl's theorem [4] : Lemma 1. (p.181 in [4] ): Let A, B ∈ M n be Hermitian and let the eigenvalues λ i (A), λ i (B), and λ i (A + B) be arranged in decreasing order. Then for each k = 1, 2, ....., n we have
Using lemma 1, we can prove the following theorem: Theorem 1. The communication system in Fig. 1 with optimal transceiver matrices, will have smaller MMSE for larger Q.
Proof: First let Q = 2, then we define 
where the first inequality is from Lemma 1, and the second inequality is from the positive semi-definiteness of H 1 H † 1 . Since the singular values of the effective channel will be greater, the average mean-squared error φ will become smaller due to fractional sampling. The proof for Q > 2 is similar. i=0 α i P c (t − iT s ), where P c (τ ) is the autocorrelation of p(t). But the noise correlation at the output of q(t) is also P c (τ ). If we assume there is no timing error due to sampling at the receiver, it can be shown in this case that H 1 = 0, and there is nothing to be gained by oversampling by two; in fact this is the case regardless of what the oversampling ratio is! V. NUMERICAL RESULTS In this section we present our simulation results relevant to the discussion carried out in previous sections. Consider a channel of the form c(t) = m−1 i=0 α i δ(t − τ i ), where α i are random complex Gaussian variables and δ(t) is the Dirac delta function. Here m = 20, and τ i are randomly chosen in the range of 0 ≤ τ i ≤ 12T s . This is the model which is usually adopted in wireless communication systems, representing the channel that contains discrete multi-path components [10] . Assume the transmitting pulse p(t) is a truncated Gaussian with support in [−T s /2, T s /2], and the receiver pulse q(t) = p(−t) = p(t). The effective channel delay spread is assume to be within 12T s , so that the equivalent discrete time FIR channel has order L = 12. Using a zero-padding size L = 12 we obtain freedom from inter-block interference. With block size M = 64 we have, in the notation of Fig. 2(a) , M = P = 64, and J = 64 + 12 = 76. Each symbol is from a QPSK constellation.
Oversampling offers no gain if and only if
For the linear MMSE transceiver designed using standard techniques [9] , the simulated SER performance plots are shown in Fig. 3 for various oversampling factors. The plots show that when we move from the SSE to FSE with oversampling ratio of two, there is a large improvement in performance. As the oversampling ratio is increased further the performance continues to improve, though by smaller amounts. 4 compares the simulated SER plots for three optimal systems with and without FSE (with factor of two oversampling). The first system is the MMSE system as in Fig.  3 . The second system is the MMSE system with precoder constrained to be unitary apriori. The third system is the optimal transceiver which uses decision feedback [12] . In all cases it is clear that oversampling results in significant improvement.
It is assumed in all plots that the MMSE systems are also minimum SER systems. This can be ensured for linear transceivers by inserting a Hadamard matrix at the transmitter and its inverse at the receiver [9] , [6] , [2] (for DFE transceivers the method is more involved; see [12] ).
VI. CONCLUDING REMARKS
We showed that the performance of jointly optimal transceivers can further be improved by using oversampled receivers. Analysis of the conditions under which no improvement is possible shows that such a situation arises only if the noise covariance and effective channel in the oversampled system satisfy a certain equality. As this is unlikely to happen in practice, improved performance can always be expected. The simulations presented here demonstrate remarkable improvement in performance for jointly optimal linear transceivers as well as transceivers with decision feedback.
