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Las redes neuronales recurrentes se han convertido hoy por hoy en una de las herramientas
ma´s potentes del aprendizaje automa´tico y del modelado de secuencias. En los u´ltimos an˜os estas
redes han conseguido fanta´sticos resultados y cada vez las tenemos ma´s presentes en nuestro
d´ıa a d´ıa, por ejemplo, el traductor de Google o sistemas de procesamiento de lenguaje natural
usan redes neuronales de este tipo.
En este trabajo de fin de grado se llevara´ a cabo una investigacio´n sobre redes neuronales
recurrentes. En primer lugar se hara´ una introduccio´n a los conceptos ba´sicos de redes neuronales
para pasar a explicar ma´s a fondo el funcionamiento de modelos recurrentes como la LSTM o
la GRU. Mencionaremos trabajos llevados a cabo con modelos recurrentes y para finalizar
realizaremos una introduccio´n a algunas de las herramientas ma´s importantes usadas en este
campo del aprendizaje automa´tico.
Disen˜aremos, con este tipo de redes, experimentos que nos permitan comprender que modelo
recurrente da mejores resultados y el ganador lo intentaremos aplicar a la generacio´n de texto
y mu´sica. Para esto, explicaremos los datos usados para el entrenamiento y el procedimiento
llevado a cabo sobre estos en el caso de que necesiten un preprocesamiento. Se aplicara´n me´tricas
para evaluar como de buenos son los resultados musicales generados.
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Aprendizaje automa´tico, redes neuronales, LSTM, generacio´n de mu´sica, generacio´n de tex-
to.
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Abstract
Recurrent neural networks have become one of the most powerful tools in machine learning
nowadays. In the last few years this kind of networks have achieved great results as they have
become a present part of our lives, for instance, Google translator or natural language processing
systems use this kind of networks.
In this thesis we will investigate about recurrent neural networks. First we will introduce
basic concepts about neural networks and after that we will explain how some recurrent models
as LSTM or GRU work. We will mention other work with these networks and to finish we will
introduce some of the most important tools used in this field of machine learning.
We will design experiments based on those recurrent models to be able to understand which
model gets the best result and this model will be applied to text and music generation. We will
explain the chosen datasets for training our models and the procedure made over that data if
needed. Musical results will be evaluated to know how good they are.
Key words
Machine learning, neural networks, LSTM, music generation, text generation.
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En la actualidad, las redes neuronales profundas esta´n tomando el protagonismo dentro del
campo del aprendizaje automa´tico. Grandes empresas tecnolo´gicas como Google, Amazon o
Facebook esta´n investigando y aplicando estas tecnolog´ıas a diversos campos.
Uno de los campos de aplicacio´n es el modelado de secuencias. Este es un campo interesante
sobre el que aplicar aprendizaje automa´tico ya que numerosos procesos que encontramos en
nuestro d´ıa a d´ıa forman series temporales.
Tradicionalmente para el ana´lisis de secuencias se han aplicado modelos probabilistas tales
como el modelado por cadenas de Markov [5]. Hoy en d´ıa debido al auge de las Redes Neuronales
Artificiales se comienzan a aplicar modelos basados en esta tecnolog´ıa.
Dentro del campo de las Redes Neuronales Artificiales encontramos diferentes familias, co-
mo las Feedforward, que engloban todas aquellas arquitecturas de red en donde las conexiones
entre las neuronas no forman un ciclo. Estas no dan buen resultado para el modelado de se-
cuencias debido a que tendr´ıan para´metros separados para cada una de las entradas por lo que
aprender´ıan las reglas de nuestra secuencia temporal por separado [3].
Sin embargo las Redes Neuronales Recurrentes (RNNs por sus siglas en ingle´s) [3] son redes
en cuyos esquemas las conexiones entre cada una de las unidades forman un grafo dirigido a lo
largo de una secuencia. Esto permite que la red comparta los mismos pesos a lo largo de varios
pasos de tiempo.
En este TFG realizaremos una investigacio´n sobre distintos tipos de Redes Neuronales Re-
currentes y las aplicaremos a labores de generacio´n y modelado de series temporales.
1.2. Objetivos
El objetivo de este trabajo de fin de grado es el de realizar un estudio del estado del arte
en relacio´n al modelado de secuencias mediante Redes Neuronales Recurrentes, comprender su
funcionamiento y experimentar con distintos tipos de RNNs sobre series temporales sencillas.
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Estas redes dan muy buenos resultados para datos con secuencias temporales intr´ınsecas
como por ejemplo sonido, lenguaje, traduccio´n, conversaciones o valores bursa´tiles.
Dado que tanto la mu´sica como el texto son secuencias temporales, realizaremos pruebas
encaminadas a la generacio´n de mu´sica y texto.
1.3. Estructura del documento
Este documento se estructura en un total de seis cap´ıtulos. El cap´ıtulo de estado del arte
realiza una introduccio´n al modelado de secuencias as´ı como a las redes neuronales, desarrolla
distintos modelos de redes recurrentes y herramientas usadas en aprendizaje automa´tico.
En el apartado de disen˜o se introducen los experimentos a llevar a cabo, se explica tanto el
planteamiento para el desarrollo de los mismos as´ı como los objetivos perseguidos en cada uno
de ellos.
El cap´ıtulo de desarrollo expone todas y cada una de las actividades llevadas a cabo en
la investigacio´n sobre las redes recurrentes. Se enumeran tambie´n detalles te´cnicos de cada
experimento, como el tipo de modelo a implementar o las operaciones de preprocesamiento a
realizar sobre los datos para cada experimento.
Los resultados se muestran en el cap´ıtulo con el mismo nombre. En este se exhiben cada
uno de los resultados de las pruebas realizadas y se comenta su significado.
Cerramos el documento con las conclusiones en donde se realizara´ una reflexio´n sobre las
redes recurrentes y la informacio´n sacada en claro con nuestra investigacio´n.
En el apartado de anexos se adjunta el co´digo de algunos de los modelos probados.




En este apartado, se realiza una pequen˜a introduccio´n a conceptos ba´sicos de redes neurona-
les para posteriormente pasar a comentar en ma´s profundidad las redes recurrentes as´ı como sus
subtipos. Finalmente se hablara´ de las herramientas TensorFlow y Keras y su funcionamiento.
2.2. Conceptos ba´sicos de las redes neuronales.
2.2.1. La Red.
Las redes neuronales artificiales, basan su funcionamiento en la conexio´n de unidades ba´sicas
llamadas neuronas.
Definicio´n 2.2.1. Una neurona artificial [6] es una funcio´n matema´tica que se inspira en
los modelos biolo´gicos. Estas realizan una suma ponderada de sus entradas, representando as´ı
la combinacio´n de sen˜ales inhibidoras y excitadoras que cada neurona biolo´gica realiza, y el
resultado lo pasan a trave´s de una funcio´n de activacio´n. Esto representa el potencial de accio´n
con el que la celula dispara. (Figura 2.1)
Figura 2.1: Esquema de funcionamiento de una neurona artificial. Este muestra las entra-
das a la neurona y los pesos de las conexiones a la misma. Adema´s indica que se reali-
za la suma pesada de entradas y pesos y que el resultado se pasa a trave´s de una fun-
cio´n de activacio´n no lineal. Imagen de https://www.safaribooksonline.com/library/view/
machine-learning-for/9781491971444/ch01.html.
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La funcio´n de activacio´n de la neurona suele elegirse de tal modo que introduzca no li-
nealidad en el sistema. Normalmente esta funcio´n, tambie´n conocida como funcio´n de trans-
ferencia, suele ser mono´tona creciente, continua, diferenciable y acotada.
Cada una de estas neuronas se conecta con el resto de neuronas a trave´s de un enlace con un
peso asociado. La neurona aprende ajustando estos pesos durante el proceso de entrenamiento.
Las arquitectura de red ma´s t´ıpica y representativa es la feedforward tambie´n conocida como
perceptro´n multicapa. Se muestra en la figura 2.2. Esta red organiza todas las neuronas en
capas. Estas capas conectan sus neuronas con todas las neuronas de la siguiente capa.
Figura 2.2: Perceptro´n multicapa. En esta se muestran tres capas, una capa de entrada con tres
neuronas, una capa intermedia u oculta con cuatro neuronas y una capa de salida. Entre todo
par de neuronas en capas adyacentes existe una conexio´n. Imagen de https://medium.com/
bbm406f17/week-3-like-i-like-1252958e3bf0
Hoy en d´ıa se construyen redes que se catalogan dentro de la categor´ıa de redes profundas.
Estas redes encadenan gran cantidad de capas ocultas permitiendo as´ı el modelado de relaciones
no lineales complejas al poder abstraer caracter´ısticas de ma´s alto nivel de los datos de entrada
[7].
Definicio´n 2.2.2. La propagacio´n hacia delante es el proceso en el que una red calcula su
salida a partir de sus entradas. Esto lo lleva a cabo aplicando operaciones matema´ticas sobre
las entradas de cada capa para obtener la salida de esa misma capa. Esto se realiza hasta hallar
el resultado de la u´ltima capa. [6]
Si llamamos y al vector de salidas, x al vector de entradas y W a la matriz de pesos de una
capa, la operacio´n ba´sica que se realiza en una propagacio´n hacia delante en cualquier capa
quedar´ıa como sigue:
y = f(x ·W ) (2.1)
En esta ecuacio´n, el s´ımbolo f indica la funcio´n de activacio´n de las neuronas de la capa.
Esta se aplica para todas las neuronas obteniendo as´ı un vector de salidas de la capa que se
usara´ como entrada a la siguiente.
Como antes mencionamos, cada neurona de la red tiene su funcio´n de activacio´n y normal-
mente todas las neuronas se suelen disponer con la misma funcio´n de activacio´n, aunque esto
no tiene por que ocurrir siempre. Dos de las funciones ma´s conocidas son la sigmoide y la
tangente hiperbo´lica. Ver figura 2.3.
4 CAPI´TULO 2: ESTADO DEL ARTE
Redes Recurrentes para el ana´lisis de series temporales












Figura 2.3: Funcio´n sigmoide y tangente hiperbo´lica.[1]
Una de las ventajas de estas dos funciones mostradas en la figura 2.3 es que su derivada
se puede expresar en te´rminos de ella misma. Au´n as´ı cuentan con un problema, que sobre
todo aparece en redes que encadenan muchas capas. Este se llama el problema de los vanishing
gradients[8].
Aparece debido a la naturaleza de estas funciones, para valores muy negativos o positivos
de la x, la curva se asemeja mucho a una linea horizontal por lo que la derivada en estos puntos
sera´ muy cercana a cero. Debido a que en retropropagacio´n se utiliza la regla de la cadena
para calcular los gradientes, estos valores cercanos a cero de la derivada se ira´n acumulando
multiplicativamente haciendo que el gradiente se haga cada vez ma´s y ma´s cercano a cero, sobre
todo en las primeras capas de la red. Debido a que la precisio´n de los ordenadores actuales no
es infinita, muchas veces un valor tan cercano a cero, acabara´ siendo representado como cero
en un ordenador, haciendo que el gradiente desaparezca por completo.
Tener gradientes de cero es malo debido a que la red puede dejar de aprender o no aprender
correctamente.
Otras funciones ampliamente usadas, sobre todo en las redes profundas son funciones tales
como la ReLU y la Leaky ReLU [1]. Se muestran en la figura 2.4.
Estas funciones de activacio´n tienen ventajas sobre la sigmoide, por ejemplo, reducen la
probabilidad de sufrir el problema de los vanishing gradients y su ca´lculo es ma´s ra´pido al no
involucrar operaciones exponenciales. Adema´s, el gradiente de estas funciones es siempre un
valor constante lo que produce un aprendizaje ma´s ra´pido.
Estas funciones se suelen usar en capas ocultas, no son va´lidas para la u´ltima capa ya que
no se les puede dar la interpretacio´n probabilista que si se le puede dar a los resultados de la
sigmoide.
En general, la mayor´ıa de redes neuronales suelen formar parte de un paradigma de apren-
dizaje conocido como aprendizaje supervisado[6]. En este los patrones de entrenamiento
cuentan con una clase objetivo. La red compara la prediccio´n que da para un determinado
patro´n con la clase real de ese patro´n y aprende en base al error que comete. Esto se explica
ma´s a fondo en la seccio´n 2.2.2.
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ReLU(x) = max(0, x)
LReLU(x) = 0,01x if x < 0 else x
Figura 2.4: Funcio´n ReLU y Leaky ReLU
2.2.2. El algoritmo de retropropagacio´n.
Como anteriormente comentamos, las redes neuronales se forman por la conexio´n de neu-
ronas organizadas en distintas capas. La red aprende actualizando los pesos de las conexiones
entre sus neuronas con lo observado con cada patro´n de entrenamiento. El proceso mediante el
cual actualiza estos pesos es el algoritmo de retropropagacio´n[6].
Este intenta minimizar la funcio´n de error en el espacio de los pesos. Esto lo realiza utilizando
el me´todo del descenso de gradiente[3]. Las combinaciones de pesos que ma´s minimizan el
error se consideran soluciones buenas. Au´n as´ı, debido a que la funcio´n de error puede tener
varios mı´nimos tambie´n puede haber varias soluciones.
Definicio´n 2.2.3. El gradiente de una funcio´n matema´tica, denotado como ∇f es un vector
que, evaluado en un punto del espacio nos indicara´ la direccio´n de ma´s ra´pido crecimiento de
la funcio´n desde ese punto. En este vector las coordenadas sera´n las derivadas parciales de la












Definicio´n 2.2.4. El descenso de gradiente es un algoritmo de optimizacio´n iterativo que
tomando pasos en la direccio´n negativa del gradiente logra encontrar mı´nimos locales de una
determinada funcio´n.
Como ya hemos explicado con anterioridad, el gradiente de una funcio´n indica la direccio´n de
ma´ximo crecimiento de la misma. Por lo tanto los pesos de la red se actualizara´n en la direccio´n
opuesta a este para as´ı ir minimizando el error.
Para poder explicar como funciona el algoritmo de retropropagacio´n matema´ticamente[9][10][6]
tenemos que definir cierta notacio´n:
wkij : Es el peso que conecta el elemento i de la capa k − 1 con el elemento j de la capa k.
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bkj : Es el sesgo (o bias) del nodo j de la capa lk.
aki : Es el resultado de la suma pesada de las entradas a la capa con sus respectivos pesos
para el elemento i de la capa lk.
oki : Salida del elemento i de la capa lk.
rk: Nu´mero de elementos en la capa lk.
yˆ: Salida de la red.
y: Clase esperada para un cierto patro´n.
g(x): Funcio´n de activacio´n.
g′(x): Derivada de la funcio´n de activacio´n.
El primer paso ser´ıa propagar hacia delante en la red por cada patro´n de entrenamiento para
obtener una prediccio´n. Una vez tenemos esta prediccio´n tratar´ıamos de minimizar el error al
que llamaremos con la letra E.
Para minimizar el error se deriva esta funcio´n de error con respecto a cada uno de los pesos




Esto quiere decir que el sesgo de cualquiera de los elementos j de la capa k se correspondera´
con el peso 0 de cada elemento. Por lo tanto el valor de activacio´n de la neurona i de la capa k







En este caso ok−1i indica las salidas de las neuronas de la capa anterior que conectan con la
neurona que estemos evaluando, esto es, las entradas a la neurona evaluada. Se an˜adira´ un 1
como valor de entrada para el sesgo de la neurona. Es decir, ok−10 = 1.
Conociendo el resultante akj de la suma pesada de las entradas a la neurona podemos calcular





Si nuestra red cuenta con un total de L capas las salidas de la u´ltima capa se correspondera´n




Las cuatro fo´rmulas anteriores nos permiten realizar el proceso de propagacio´n hacia delante
en la red.
Con el resultado de salida, para empezar, calculamos el error de yˆ con respecto de y y
hallamos el gradiente de este con respecto a cada uno de los pesos de la u´ltima capa (L)
aplicando la regla de la cadena:
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de la ecuacio´n anterior es la sen˜al de error del elemento j de la u´ltima
capa. Representa cuanto cambia el error cuando la suma pesada de las entradas a la neurona













La sen˜al de error de la u´ltima capa depende por lo tanto de hallar la derivada del error entre
nuestra prediccio´n y el valor objetivo con respecto de las salidas de esta capa (vector o). Esta
dependera´ de la funcio´n de error seleccionada.
Si derivamos el te´rmino
∂aLj
∂wLij



























Con esto obtenemos el gradiente del error con respecto de los pesos de la u´ltima capa. Algo
interesante ahora es calcular el gradiente para las capas ocultas. En este caso la capa evaluada



























































El sumatorio anterior se debe al hecho de que cada neurona j de una capa k asociada con
el peso wkij sobre el que estamos derivando depende del error asociado con todas las neuronas
de la capa siguiente rk+1. Esto se puede observar en la figura 2.2.
A continuacio´n, ser´ıa interesante generalizar la definicio´n de sen˜al de error para cualquier
capa. Al igual que en 2.8 podemos decir:
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En la ecuacio´n 2.11 ya hemos expandido el te´rmino ∂E
∂akj































Con esta definicio´n de la sen˜al de error, la ecuacio´n de la derivada del error con respecto de

















Una vez conocemos las bases matema´ticas del algoritmo, u´nicamente deber´ıamos actualizar





El alfa por el que se multiplica en la funcio´n anterior es la constante de aprendizaje. Este
es un valor, normalmente en el intervalo (0, 1], que le indica a la red co´mo de grandes han de
ser los ajustes realizados a los pesos.
2.3. Redes recurrentes
2.3.1. Introduccio´n.
Las Redes Neuronales Recurrentes (RNNs por sus siglas en ingle´s) son una familia de redes
neuronales muy u´tiles para el procesamiento de secuencias. Estas redes pueden escalar secuencias
mucho ma´s largas que las que podr´ıa generalizar cualquier red no especializada en este aspecto.
Adema´s, pueden procesar secuencias de longitud variable.
Una de las ideas principales que propicio´ el desarrollo de estas redes fue extra´ıda de las
te´cnicas de aprendizaje automa´tico y de los modelos estad´ısticos encontrados en la de´cada de
los 80. Esta idea se basaba en compartir diferentes para´metros a lo largo de diferentes partes
de un modelo. Esto permitio´ generalizar conjuntos de datos que contaban con dependencias
temporales entre sus entradas [3].
Un perceptro´n multicapa tendr´ıa muy dif´ıcil el hecho de generalizar sobre una secuencia
debido a que, si entrenamos esta red con secuencias de longitud fija, la red tendr´ıa para´metros
separados para cada una de las caracter´ısticas de entrada teniendo que aprender todas las
CAPI´TULO 2: ESTADO DEL ARTE 9
Redes Recurrentes para el ana´lisis de series temporales
reglas por separado. Sin embargo, la RNNs encontrar´ıa esta tarea mucho ma´s fa´cil debido a
que comparte pesos a lo largo del tiempo. Cabe mencionar que cuando mencionamos el tiempo
no tiene por que significar literalmente tiempo, puede simplemente significar la posicio´n de un
objeto en una secuencia.
Como podemos ver en el paradigma tradicional de las redes neuronales se toman las carac-
ter´ısticas de la entrada como independientes entre ellas. Sin embargo en las redes recurrentes la
salida de un nodo depende de las salidas de los nodos anteriores de la red.
Una RNN cuenta con una recursio´n o recurrencia debido a que este tipo de redes realizan la
misma operacio´n sobre todos los elementos de la secuencia compartiendo informacio´n obtenida
del elemento anterior. Puede ser representada de una manera compacta como se muestra a
continuacio´n.
Figura 2.5: Representacio´n ba´sica y compacta de una red recurrente[2].
Normalmente la red se suele desdoblar en una secuencia finita, intentando predecir el si-
guiente elemento de la secuencia mirando unicamente N pasos atra´s, de manera que sea viable
entrenar y obtener resultados de esta [11].
Figura 2.6: Representacio´n ba´sica de una red recurrente desdoblada[2].
2.3.2. RNN Ba´sica
Pese a que hay distintos patrones de disen˜o, una de las redes recurrentes ma´s simples que
podemos construir es aquella que produce una salida por cada paso de tiempo y con conexiones
entre las unidades ocultas. A este red lo llamaremos tambie´n Vainilla RNN. Fueron mencionadas
por primera vez en 1990 por Jeffrey L. Elman [12].
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Figura 2.7: Representacio´n de una Vainilla RNN. [3]
Esta red se puede formalizar matema´ticamente de la siguiente manera
a(t) = b + Wh(t−1) + Ux(t), (2.18)
h(t) = tanh(a(t)), (2.19)
o(t) = c + Vh(t), (2.20)
yˆ(t) = softmax(o(t)) (2.21)
En esta fo´rmula los para´metros b y c representan los vectores del bias y los para´metros
U , V y W representan las matrices de pesos para las conexiones entre entrada y capa-oculta,
capa-oculta y salida y capa-oculta y capa-oculta respectivamente. Adema´s, a la salida de o le
aplicamos la funcio´n softmax, esta nos hara´ una transformacio´n del vector resultante a un vector





para k = 1, ...,K (2.22)
La L que se muestra en la figura 2.7 indica el loss (error) de la prediccio´n con respecto del
objetivo y. En este caso, el loss total de la secuencia ser´ıa la suma de todos los losses a lo largo
de toda la secuencia.
Una vez se propaga la informacio´n hacia delante, debemos hacer retropropagacio´n en nuestra
red recurrente. Pero dado que cada nodo depende de los nodos anteriores, el gradiente de un
nodo ha de ser propagado tambie´n hacia atra´s, es decir, debemos retropropagar en el tiempo.
A este algoritmo se le conoce como Retropropagacio´n en el Tiempo o BPTT (Back-propagation
Through Time).
Aunque esta red recurrente puede llegar a aprender, tiene ciertos problemas. Dado que
encadenan numerosos nodos, el gra´fo se hace muy profundo y suele dar problemas de vanishing
o exploding gradients.
Una solucio´n que se le suele dar es el gradient clipping . Esta te´cnica evita que el gradiente
explote o desaparezca reescalandolo para que su norma se encuentre como ma´ximo en un valor
determinado.
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2.3.3. LSTM.
Los modelos que mejor resultados dan para el modelado de secuencias son todos aquellos
enmarcados dentro de la categor´ıa de Gated RNNs. La idea de este tipo de redes es la de crear
caminos en el tiempo que no produzcan problemas de vanishing o exploding gradients. Adema´s,
permiten acumular informacio´n durante mucho tiempo e incluso pueden olvidar aquella que
para la red ya no sea u´til.
Las redes LSTM [13][3] entran en la familia de las Gated RNNs y dan muy buenos resultados
a la hora de aprender dependencias temporales largas. Fueron introducidas por Hochreiter y
Schmidhuber en el an˜o 1997 [14] posteriormente fueron mejoradas por Gers en el an˜o 2000 [15].
Las unidades LSTM (Long Short-Term Memory) son unidades usadas para la construccio´n
de redes recurrentes. Cada unidad LSTM es una celda con cuatro puertas (gates) la input-
gate, la external-input-gate, la forget-gate y output-gate. Lo ma´s importante de la celda
es su estado interno encargado de recordar valores a lo largo del tiempo.
Figura 2.8: Representacio´n de una celda LSTM.
El estado interno viene representado en el diagrama anterior por C, este recorre toda las
celdas encadenadas sufriendo pequen˜os cambios cada vez que pasa por cada una de ellas.
El hidden-state es sin embargo, la salida de cada una de las unidades. Este tambie´n se
comparte a lo largo de todas las unidades de nuestro modelo. Esta´ representado con la letra h.
El primer cambio que el estado interno sufre es el provocado por la forget-gate (ft). Esta
decide si el valor que tiene el estado de la celda ha de ser olvidado o no. Esto se realiza aplicando
sobre la entrada y el hidden-state de la celda anterior la funcio´n sigmoide y multiplicando el
resultado por el estado interno que viene de la celda anterior. Dado que esta funcio´n toma
valores entre 0 y 1, podra´ dar de resultado 0 y provocar que se olvide, o dar como resultado 1
significando que el valor anterior ha de ser completamente recordado.
f (t) = σ
(
bf + Ufx (t) +W fh (t−1)
)
(2.23)
Una vez se ha decidido si olvidar o recordar lo que ten´ıamos en el estado interno proce-
deremos a decidir que nuevos valores guardar en este. Esto se hace mediante una combinacio´n
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entre la input-gate (it) y la external-input-gate (gt). La primera decide los valores a ac-
tualizar y la segunda crea un vector de nuevos candidatos. La combinacio´n de ambas crea una
actualizacio´n para el estado interno.
i (t) = σ
(
bi + U ix (t) + W ih (t−1)
)
, (2.24)
g (t) = tanh
(
bg + U gx (t) + W gh (t−1)
)
(2.25)
La actualizacio´n de nuestro estado vendr´ıa dado por lo siguiente:
C (t) = f (t)C (t−1) + i (t)g (t) (2.26)
Una vez tenemos el nuevo estado interno de la celda debemos calcular cual sera´ la nueva
salida h(t) de nuestra celda.
En primer lugar mediante la output-gate (o(t)) seleccionamos los valores del estado in-
terno que devolveremos, con los resultados obtenidos tras aplicar la sigmoide a la combinacio´n
de las entradas x(t) y la salida anterior h(t−1).
o(t) = σ
(
bo + Uox (t) +W oh (t−1)
)
(2.27)
Tras esto pasamos los valores del estado interno a trave´s de una tanh y lo combinamos
con la salida de la output-gate obteniendo nuestro nuevo h(t).
h (t) = o(t)tanh(C (t)) (2.28)
2.3.4. GRU
Las GRUs (Gate Recurrent Unit)[16][3] por sus siglas en ingle´s surgen frente a la necesidad
de reducir los tiempos de entrenamiento de la LSTM sin perder el desempen˜o que esta tiene.
Las GRUs responden a la pregunta de que´ elementos de la arquitectura de la LSTM son
realmente necesarios y lo hacen con el uso en su arquitectura de una u´nica puerta que controle
tanto los valores que han de ser olvidados como la decisio´n de si se ha de actualizar el hidden-
state o no. A diferencia de las LSTM estas cuentan con un u´nico estado de la celda.
Fueron introducidas en 2014 por Kyunghyun Cho y otros investigadores [17].
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Figura 2.9: Representacio´n de una celda GRU.
La GRU cuenta con dos puertas. La reset-gate(rt) se encarga de seleccionar que partes del
estado sera´n usadas para calcular el siguiente estado.
r (t) = σ
(
br + U rx (t) + W rh (t−1)
)
(2.29)
La update-gate(ut) se encarga de actualizar, o no actualizar (dependiendo del resultado
que de la sigmoide) el nuevo estado.
u (t) = σ
(
bu + U ux (t) + W uh (t−1)
)
(2.30)
Por lo tanto el nuevo estado sera´:
h (t) = u (t)h (t−1) + (1− u (t))tanh
(
b + U x (t) + W r (t)h (t−1)
)
(2.31)
Las puertas representadas como super´ındice de b, U o W en la notacio´n anterior pueden
tomar los siguientes valores:
r: Es la reset-gate.
u: Es la update-gate.
Si no se especifica un valor para q nos estaremos refiriendo a los pesos y bias usados para el
ca´lculo de h (t)
2.4. Librer´ıas para aprendizaje automa´tico
En esta seccio´n detallamos las librer´ıas ma´s importantes hoy por hoy a la hora de hacer
aprendizaje automa´tico. Cabe destacar que todas las librer´ıas que ahora se van a mencionar
tienen una implementacio´n para python. Este es un lenguaje de programacio´n que hoy en d´ıa
esta´ tomando mucho protagonismo en el campo del aprendizaje automa´tico.
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2.4.1. Scikit-learn.
Scikit-learn [18] es una librer´ıa software libre creada por David Cournepeau en Junio de
2007. En esta se implementan funcionalidades u´tiles para el aprendizaje automa´tico tales como
me´todos de preprocesamiento de datos, de particionado de los mismos o incluso distintos cla-
sificadores como vecinos pro´ximos, random forest o ma´quinas de vectores de soporte. Nos da
tambie´n una implementacio´n del perceptro´n multicapa.
2.4.2. Tensorflow.
Tensorflow es una librer´ıa para aprendizaje automa´tico implementada en un principio para
python y ahora tambie´n disponible para javascript. Fue creada por Google y en 2015 se cambio´
su licencia a co´digo abierto[19].
Esta librer´ıa implementa mu´ltiples funcionalidades de aprendizaje automa´tico y es muy reco-
nocida por su utilidad en la implementacio´n de modelos de redes neuronales. Su funcionamiento
se basa en operaciones con tensores. Los tensores, segu´n Google explica en su documentacio´n[20],
son generalizaciones de vectores y matrices a dimensiones ma´s altas.
Su uso se ha popularizado gracias a la versatilidad y facilidad que da a la hora de desarrollar
modelos de redes neuronales que se ejecuten sobre GPUs. Esto es muy importante sobre todo a
la hora de crear modelos complejos y de entrenar con grandes cantidades de datos ya que reduce
en gran medida los tiempos de entrenamiento. Otra de las ventajas a destacar es que el usuario
solo tiene que definir el grafo de la red, Tensorflow realizara´ el algoritmo de retropropagacio´n
de manera automa´tica.
2.4.3. Keras.
Keras es una librer´ıa de co´digo abierto de redes neuronales, que se implementa sobre otros
frameworks de aprendizaje automa´tico como Tensorflow, CNTK [21] o theano [22]. Aparecio´ en
2015 y fue creada por Franc¸ois Chollet.[23]
Tal y como se menciona en su documentacio´n[24], Keras se gu´ıa por cuatro principios. Ser
amigable para el usuario, modular, fa´cilmente extensible e implementada en python.
2.5. Aplicaciones de las redes recurrentes.
Existen numerosos trabajos en el a´rea de las redes neuronales recurrentes. Entre estas des-
tacan las labores de generacio´n de secuencias, como texto o mu´sica, etiquetado de ima´genes,
traduccio´n, aplicacio´n a chatbots, etc.
Una de las empresas que ma´s trabajo esta´ realizando en este campo es Google, sobre to-
do en el a´rea de traduccio´n. Google ha puesto gran esfuerzo en aplicar estos modelos a su
traductor, mejorando considerablemente los resultados, evitando la implementacio´n de reglas
abstractas que pudieran resolver este problema sin tan buenos resultados. Uno de los puntos
ma´s destacados, es que el traductor solo sabe traducir directamente de cualquier idioma al ingle´s
y viceversa, pero consigue dar traducciones precisas entre idiomas distintos al ingle´s realizando
un paso intermedio de traduccio´n al ingle´s y traduccio´n del ingle´s al segundo idioma[25].
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Figura 2.10: Diagrama del funcionamiento del traductor de Google.
La arquitectura del modelo del traductor sigue un patro´n sequence-to-sequence como el
introducido en la figura 2.11, con ocho capas LSTM entre encoder y decoder para mejorar la
precisio´n[26].
Esta misma empresa tambie´n ha desarrollado trabajos en el a´rea de la generacio´n de mu´sica.
Su proyecto, Magenta, es hoy en d´ıa el trabajo que mejores resultados ha dado para este
problema. Este es un proyecto de investigacio´n y co´digo abierto que explora como el aprendizaje
automa´tico puede ser aplicado a la generacio´n de mu´sica y arte en general.
En un post del apartado de Magenta en la pa´gina de Tensorflow titulado Performance
RNN: Generating Music with Expressive Timing and Dynamics se nos muestra como
usando un banco de datos de ficheros MIDI y una LSTM se pueden generar melod´ıas polifo´nicas
y expresivas en cuanto a ritmo[27].
Tambie´n se detalla que para aumentar el nu´mero de ejemplos de entrenamiento se incrementa
o reduce la velocidad y/o el tono de las melod´ıas. Esta te´cnica se conoce como data augmentation
y es muy conveniente en aprendizaje automa´tico para poder disponer de ma´s ejemplos de
entrenamiento.
En general, la generacio´n musical se realiza a partir de aprendizaje sobre ficheros de audio
en bruto, o sobre ficheros MIDI.
Un paper titulado Music Composition using Recurrent Neural Networks de los
Departamentos de Ingenier´ıa Electro´nica y Ciencias de la Computacio´n de la universidad de
Stanford muestra como generar mu´sica a partir de ficheros de descripcio´n de audio en notacio´n
ABC y utilizando modelos sequence-to-sequence. Adema´s, su modelo se entrena con un total de
35.000 ficheros de audio [28].
Figura 2.11: Modelo sequence-to-sequence conocido tambie´n como encoder-decoder.
Este mismo paper tambie´n explica que para el caso de los ficheros de audio en bruto es
comu´n hacer un mapeo de los datos de entrada a los Coeficientes Cepstrales en las Frecuencias
de Mel (MFCCs por sus siglas en ingle´s) a modo de preprocesamiento de los datos. Estos son
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coeficientes para representar los sonidos de un modo ma´s parecido a como el o´ıdo humano los
percibe [29]. De este modo se discretiza la sen˜al.
Otro a´rea de desarrollo de las redes neuronales recurrentes es el etiquetado de ima´genes. En
esta destaca un trabajo llamado llamado Deep Visual-Semantic Alignments for Genera-
ting Image Descriptions [4] que muestra como este tipo de redes pueden utilizarse para el
etiquetado de ima´genes.
La red combina redes neuronales convolucionales con redes neuronales recurrentes para
obtener estos resultados. En general consigue describir lo que en la fotograf´ıa se muestra con
precisio´n.




En este cap´ıtulo se enumeran los experimentos a desarrollar. Comenzaremos explicando los
experimentos ba´sicos planteados y tras ello definiremos los experimentos que se llevara´n a cabo
con el objetivo de la generacio´n de mu´sica.
3.1. Generacio´n de texto.
Las primeras pruebas a realizar se basara´n principalmente en la generacio´n de texto. Para
esto, definiremos modelos inspirados en una de las tres redes recurrentes explicadas en la seccio´n
2.3 y seleccionaremos un banco de datos acorde con nuestras necesidades.
3.1.1. Planteamiento del experimento.
La orientacio´n que se le puede dar a este problema es variada. Puede ser tanto una gene-
racio´n cara´cter por cara´cter como una prediccio´n palabra por palabra. Hay otras orientaciones
para este problema como son las que llevan a cabo las arquitecturas encoder-decoder usadas
principalmente para chatbots.
El modelo ma´s sencillo es la prediccio´n cara´cter por cara´ceter. Pese a que, la orientacio´n
palabra por palabra puede dar resultados ma´s coherentes, este planteamiento es ma´s complicado
debido a la alta dimensio´n de los datos de entrada. Hoy en d´ıa es posible realizar modelos
orientados a la prediccio´n por palabra gracias a los embeddings, entre ellos word2vec [30]. Estos
reducen en gran medida la dimensio´n de los datos de entrada.
Para este experimento nos quedaremos con la prediccio´n cara´cter a cara´cter, dado que el
objetivo que perseguimos en esta prueba es la de discernir que modelo de red recurrente da
mejores resultados en la prediccio´n sobre series temporales. Ver figura 3.1.
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Figura 3.1: Funcionamiento de la prediccio´n por cara´cter.
Dado que nuestro objetivo es realizar una comparativa entre modelos, definiremos tres mo-
delos distintos. Una RNN ba´sica, una GRU y una LSTM. Entrenaremos estas redes el mismo
nu´mero de pasos de tiempo y evaluaremos las diferencias en entrenamiento de estos modelos.
La herramienta a usar sera´ tensorflow. Esta librer´ıa introducida en la seccio´n 2.4.2 da una
gran versatilidad a la hora de definir modelos de redes neuronales y nos ofrece una implemen-
tacio´n de los tres modelos que queremos comparar. Adema´s, comprendiendo el funcionamiento
de tensorflow nos sera´ ma´s sencillo entender como operan otras librer´ıas como Keras.
Debido a que en aprendizaje supervisado, los valores objetivos de los patrones repre-
sentan categor´ıas, estas categor´ıas son valores discretos que han de ser llevados a un campo
nume´rico que entienda nuestra red. Una representacio´n muy comu´n en redes neuronales es el
One-hot encoding [31]. Se basa en relacionar cada categor´ıa con un valor nume´rico y conver-
tirlo en un vector [x1, ..., xi, ..., xn] en donde n indica el nu´mero distinto de clases, en este caso
de caracteres, e i indica el valor nume´rico establecido para la clase a codificar. En este vector
todos los valores estar´ıan a 0 a excepcio´n de la posicio´n i que contendr´ıa un 1.
Dado que la dimensio´n de los datos para este problema es pequen˜a, no se requiere ninguna
operacio´n espec´ıfica sobre los mismos ma´s alla´ de pasarlos a One-hot encoding.
Una vez nuestro modelo este´ entrenado, seleccionar´ıamos una semilla y generaremos ma´s
datos a partir de esta. En este caso, la semilla estara´ formada por un u´nico s´ımbolo.
Una decisio´n de disen˜o a la hora de generar fue la de seleccionar como prediccio´n un elemento
elegido de manear aleatoria en base a las probabilidades del vector calculado por la red. Esto se
realizo´ para evitar que la red se quedase atascada generando una misma secuencia una y otra
vez.
De este experimento se concluyo´ que pese a que Tensorflow nos da gran versatilidad, su
sintaxis es complicada sobre todo si se quieren construir modelos ma´s complejos.
3.2. Experimentos dirigidos a la generacio´n de mu´sica.
Para la generacio´n de mu´sica habra´ dos aproximaciones. La primera, se basara´ en crear
mu´sica entrenando un modelo con ficheros de audio en bruto (.wav). La segunda aproximacio´n
se basara´ en generar mu´sica entrenando el modelo con ficheros de descripcio´n de audio como
los MIDI.
En este apartado el modelo que se utilizara´ sera´ el que mejores resultados de aprendizaje
haya obtenido en los experimentos explicados en la seccio´n 3.1. La herramienta a utilizar para
su implementacio´n sera´ Keras. La decisio´n de usar esta herramienta viene por lo expresado en
el apartado anterior de la complejidad que supone la creacio´n de modelos en Tensorflow. Debido
a que esta herramienta es u´nicamente una capa que se coloca sobre Tensorflow para simplifi-
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car la creacio´n de modelos, no deber´ıamos notar diferencias en el proceso de entrenamiento o
generacio´n.
3.2.1. Ficheros de audio en bruto.
Para este experimento se entrenara´ la red sobre ficheros .wav. Los ficheros WAV (Waveform
Audio File Format) son un esta´ndar a la hora de almacenar flujos de audio en binario. Normal-
mente los ficheros WAV almacenan valores muestreados a 44.100 Hz con 16bits por muestra.
La librer´ıa Scipy de co´digo abierto, provee de herramientas para ciencia, ingenier´ıa y ma-
tema´ticas. En este experimento sera´ de gran ayuda con este problema por su paquete wavfile ,
que dota de herramientas para la lectura y escritura de ficheros WAV a vectores numpy o desde
vectores numpy.
Debido a que los datos de entrenamiento son una onda de audio, es decir, valores conti-
nuos, tendremos dos aproximaciones la primera ser´ıa discretizar estos datos para reducir su
dimensio´n alta y hacer el entrenamiento posible planteando el problema como uno de regresio´n
logistica, o la segunda que ser´ıa no realizar ninguna operacio´n sobre los datos y plantearlo como
un problema de regresio´n.
El planteamiento de entrenamiento y generacio´n es similar al de la seccio´n 3.1. Por ello,
entrenamos con un modelo similar al mostrado en la figura 3.1, a partir de una secuencia de
valores, predecimos el siguiente. Una vez nuestro modelo este´ entrenado, seleccionar´ıamos una
semilla que en este caso sera´ una secuencia y generaremos ma´s datos a partir de esta.
En el caso de que el problema se plantee como una regresio´n log´ıstica elegiremos como
prediccio´n un valor elegido aleatoriamente entre el vector de probabilidades al igual que se
explico´ en el experimento anterior.
3.2.2. Ficheros MIDI.
Los ficheros MIDI (Musical Instrument Digital Interface) son ficheros de audio que, a diferen-
cia de los ficheros WAV no contienen sonido digitalizado. Sin embargo, contienen una descripcio´n
tanto de las notas o acordes de la melod´ıa como de la duracio´n de los mismos. Adema´s pueden
contener ma´s de una pista con distintos instrumentos.
Para simplificar, en nuestro experimento, en el caso de que la melod´ıa tenga ma´s de un ins-
trumento se seleccionara´ u´nicamente uno. Se extraera´ a continuacio´n de la melod´ıa unicamente
acordes, notas y duraciones de los mismos. Obtenemos los vectores One-hot y entrenamos.
Usaremos la librer´ıa music21 [32] desarrollada en el MIT que provee de la funcionalidad
necesaria para extraer las distintas caracter´ısticas de este tipo de archivos.
Tanto en entrenamiento como en generacio´n deberemos asociar de algu´n modo tanto las
notas y acordes con sus duraciones de tal manera que la red pueda aprender tambie´n esta
dependencia.
Una vez la red este´ entrenada seguiremos el mismo esquema que hemos venido aplicando
para el resto de experimentos para generacio´n de nuevos datos.




4.1. Desarrollo de las pruebas
4.1.1. Generacio´n de texto.
Para esta prueba, tal y como mencionamos en el cap´ıtulo 3 utilizaremos Tensorflow. Imple-
mentamos tres modelos de red: Una Vainilla RNN, una GRU y una LSTM. Nuestro objetivo
sera´ realizar generacio´n de texto cara´cter a cara´cter y comprobar el comportamiento de cada
una de las redes.
Tensorflow nos ofrece clases como BasicRNNCell, GRUCell y LSTMCell para implementar
modelos de estos tipos. Tras cada uno de estos modelos aplicamos una capa softmax (ver 2.22)
final de tal modo que obtengamos como valores de salida una lista de probabilidades por clase.
Como datos de entrenamiento hemos elegidos el libro entero de El Quijote en formato .txt1.
Este cuenta con un total de 2.073.255 caracteres de los cuales 80 son u´nicos. Adema´s se han
seleccionado los siguientes hiperpara´metros.
Constante de aprendizaje 0,01
Nu´mero de neuronas en la capa oculta 100
Longitud de la secuencia de entrenamiento 50
Nu´mero de pasos de entrenamiento 500.000
Tabla 4.I: Hiperpara´metros del modelo. Dado que en este experimento u´nicamente queremos
ver las diferencias de las distintas redes, se han elegido u´nicamente estos hiperpara´metros para
todos los modelos.
El optimizador elegido sera´ el adam. Este es un me´todo eficiente de optimizacio´n estoca´stica
que u´nicamente requieren gradientes de primer orden [33]. Este me´todo deriva del algoritmo de
descenso de gradiente estoca´stico que se desarrollo por la necesidad de acelerar el entrenamiento
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Como se explico´ en la seccio´n 2.3.2 la RNN Ba´sica tiene problemas de vanishing y explo-
ding gradients. Por tanto se comparo´ el entrenamiento de esta red con y sin aplicar gradient
clipping.
Para los otros dos modelos de red, llevamos a cabo el mismo entrenamiento y comparamos
los resultados con los de la red anterior. Los resultados se pueden ver en la seccio´n 5.1.
Aparte de observar el proceso de entrenamiento de estos tres modelos, se probo´ a generar
texto con los modelos entrenados con El Quijote y se llevo´ a cabo generacio´n de co´digo C tras
haber entrenado la red con co´digo fuente del kernel de Linux.
4.1.2. Generacio´n de mu´sica a partir de audios en bruto.
Tal y como introducimos en la seccio´n 3.2.1, el siguiente experimento persegu´ıa la generacio´n
de mu´sica a partir de ficheros de audio en bruto.
Para esto, en primer lugar necesita´bamos obtener un conjunto de datos. Recordemos que
el muestreo de los ficheros wav es de 44.100 Hz, por tanto el fichero guarda 44.100 valores
por segundo. Esto significa que una melod´ıa de 2 minutos contendr´ıa un total de 2min ·
60 segmin ·44.100valoresseg = 5.292.000 valores en total. Son datos ma´s que suficientes para probar
nuestro modelo.
Como fichero de entrenamiento hemos utilizado una melod´ıa de 1 minuto y 44 segundos de
duracio´n 2. Para leer el archivo utilizaremos el mo´dulo scipy.io.wavfile. Este nos dota de la
funcio´n read que a partir del nombre del fichero WAV nos devolvera´ la tasa de muestreo y un
vector unidimensional o bidimensional, conteniendo los distintos valores de la onda, dependiendo
de si el fichero de audio cuenta con una o dos pistas. Nos quedaremos siempre solo con una pista.
Figura 4.1: Onda del fichero WAV usado como datos de entrenamiento.
Podemos observar que este fichero (Ver figura 4.1) cuenta con 4.551.841 valores de los cuales
42.156 son u´nicos. Como vemos, este conjunto de datos necesita de algu´n tipo de preproce-
samiento ya que manejar 42.156 clases en un vector One-hot ser´ıa impracticable.
2https://soundcloud.com/user-494001124/classique
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Nu´mero de neuronas en la capa oculta 100
Longitud de la secuencia de entrenamiento 100
Nu´mero de pasos e´pocas de entrenamiento 30
Tabla 4.II: Hiperpara´metros del modelo. Estos hiperpara´metros se han elegido para realizar la
prueba de tal modo que el equipo utilizado pudiese manejarlos. Se probo´ con ma´s cantidad
de neuronas en la capa oculta o secuencias mayores sin e´xito debido a que los tiempos de
entrenamiento en el equipo usado se volv´ıan inasumibles.
El siguiente paso sobre los datos, es discretizarlos reduciendo su dimensio´n. En primer lugar
eliminamos los silencios del principio y final de la melod´ıa. Tras ello, dividimos todos los valores
entre un determinado nu´mero y nos quedamos u´nicamente con la parte entera del resultado. De
este modo reduciremos el nu´mero de posibles valores que la melod´ıa puede tomar.
Este valor por el que dividir habra´ de ser seleccionado con cautela de tal modo que el valor
sea lo suficientemente alto como para reducir la dimensio´n del vector de clases de la onda y lo
suficientemente bajo para no reducir la calidad del audio. En nuestro caso el valor elegido ha
sido 300 ya que este valor es grande pero no se aprecia una pe´rdida de calidad al o´ıdo.
Figura 4.2: Fragmento de la onda sin discretizar y tras discretizarla. Se recuerda que los valores
de la onda original son 300 veces mayores que los de la onda discretizada, estos se han reescalado
para poder realizar la comparativa mostrada en esta figura.
Tras eliminar los silencios y discretizar la onda el vector de datos de la melod´ıa queda con
una longitud total de 3.983.918 valores de los cuales 208 son u´nicos. Un ejemplo de esto se
puede ver en la figura 4.2.
Construimos una red LSTM usando Keras con una capa softmax final. Los hiperpara´metros
seleccionados son los siguientes:
Al igual que en el modelo de texto, las secuencias de entrada a la red se desfasan en una
unidad de tiempo de las secuencias objetivo, de tal modo que los valores objetivos para cada
valor de entrada sean el valor siguiente de la secuencia. Esto se muestra en la figura 4.3.
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Figura 4.3: Desfase que sufre la secuencia de entrada con respecto a la secuencia objetivo. Se
prepara de tal modo que cada valor de entrada dataX tiene como valor objetivo el siguiente
valor de la secuencia. Esta secuencia de valores objetivos se encuentra en dataY.
Tras entrenar el modelo para generar audio seguimos el mismo esquema que el mencionado
en la seccio´n anterior. Seleccionamos una secuencia como semilla y a partir de ese predecimos el
siguiente, el valor generado se concatena en una lista con la semilla, y volvemos a generar otro
valor. Este proceso se realiza hasta llegar a taman˜o de secuencia determinado.
Debido a que los valores le´ıdos para entrenamiento fueron discretizados dividie´ndolos por
300, los valores generados se encontrara´n tambie´n en ese rango. Para escribirlos de nuevo en un
fichero WAV debemos devolverlos a su rango original multiplicando toda la secuencia generada
por 300.
Utilizaremos la funcio´n write del mo´dulo scipy.io.wavfile para escribir esta lista de datos
a un fichero WAV. Como entrada a esta funcio´n tendremos que especificar tanto los datos como
la tasa de muestreo y el nombre del fichero a generar.
En el caso de plantear el problema como un problema de regresio´n no ser´ıa necesario llevar
a cabo todo el proceso de discretizacio´n anteriormente mencionado.
Otro de los modos de llevar a cabo esta prueba sera´ la de dividir la onda en bloques de un
cierto nu´mero de valores y hallar la transformada de Fourier de cada bloque sustituyendo as´ı
el me´todo de discretizacio´n por este. La transformada de Fourier pasa una onda del dominio del
tiempo al dominio de la frecuencia. El objetivo sera´ predecir a partir de un bloque de frecuencias
el bloque siguiente.
Para este problema utilizaremos una LSTM pero lo plantearemos como un problema de
regresio´n sin discretizar los valores de los bloques y obtener sus vectores One-hot. En este caso
intentaremos minimizar el error cuadra´tico me´dio.
Una vez generamos todos los bloques realizamos la inversa de la transformada de Fourier en
cada uno de estos para volver al dominio del tiempo y poder guardar el WAV.
4.1.3. Generacio´n de mu´sica a partir de ficheros MIDI.
Como definimos en la seccio´n 3.2.2 en este experimento trataremos de generar mu´sica a
partir de ficheros MIDI.
26 CAPI´TULO 4: DESARROLLO.
Redes Recurrentes para el ana´lisis de series temporales
Los datos seleccionados han sido un conjunto de ficheros MIDI que se han fusionado para
formar uno solo y con el que entrenar. El me´todo parse del mo´dulo music21.converter extrae
los datos de un fichero de este estilo.
Figura 4.4: Elementos extraidos de un fichero MIDI por la librer´ıa de music21.
De estos objetos nos quedaremos unicamente con notas y acordes y extraeremos la duracio´n
de cada uno de ellos. A continuacio´n debemos establecer una representacio´n alternativa de estos
objetos que sea ma´s fa´cilmente almacenable en forma de secuencia.
Notas: Para todas las notas guardaremos u´nicamente el nombre de la misma en una cadena
de caracteres.
Acordes: Debido a que los acordes esta´n formados por numerosas notas, crearemos una
cadena de caracteres que guardara´ el orden normal del acorde siendo esta una manera
de representacio´n de los acordes segu´n la teor´ıa musical [34]. Dado que esto es una lista
de nu´meros los guardaremos en una cadena de caracteres separados por un punto.
< music21.chord.Chord E4 G4 >≡ “4 . 7”
Duraciones: Las duraciones sera´n extra´ıdas tanto de notas como de acordes. Para estos
guardaremos su nombre que es del estilo zero, quarter, eighth, 16th, etc. En los ficheros
MIDI tambie´n podemos encontrar tipos de duracio´n ma´s abstractos, como inexpressible
o complex. En el caso de que nos encontremos con alguno de estos asumiremos que la
duracio´n es de quarter.
El modo de asociar la nota o acorde con su duracio´n sera´ colocarlos en serie, es decir, en
la secuencia de entrenamiento a generar, por cada nota u acorde de la misma se colocara´ a
continuacio´n su duracio´n.
Figura 4.5: Secuencia construida con la sintaxis definida con anterioridad. Este formato de
secuencia es el que la red recibira´ como entrada de entrenamiento
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Nu´mero de neuronas en la capa oculta 100 y 256
Longitud de la secuencia de entrenamiento 50
Nu´mero de pasos e´pocas de entrenamiento 300
Tabla 4.III: Hiperpara´metros del modelo. Se hara´s dos pruebas distinto nu´mero de neuronas
en la capa oculta, la longitud de la secuencia se dejara´ fija a ese valor para que no se dispare
mucho el tiempo de entrenamiento,
Al igual que en los experimentos anteriores, tendremos que crear un vector One-hot para
cada elemento de la secuencia y preparar las secuencias objetivo desfasa´ndolas en un valor con
respecto de las de entrada.
Tras esto entrenamos y probamos a generar resultados. Debido a que la codificacio´n que se
le ha dado a las secuencias de entrenamiento es nota/acorde seguido de la duracio´n de dicha
nota o acorde puede darse el caso de que a la hora de generar nuevas secuencias tras una
nota/acorde no se prediga su duracio´n y se prediga otra note/acorde. En el caso de que en
la secuencia aparezca esta situacio´n, a la hora de crear el fichero MIDI estableceremos para
la nota/acorde que carece de duracio´n una esta´ndar de un cuarto (quarter). Si por contra se
generan dos duraciones seguidas, la segunda de ellas se ignorara´.
En general, salvo en casos en los que el modelo tiene poco entrenamiento esta correccio´n no
es necesaria ya que la red aprende correctamente esta secuencia de notas/acordes seguidas de
duraciones. Esto se muestra en la figura 5.8.
Cabe destacar que otra de las codificaciones para crear la secuencia de entrenamiento que
se probo´ sin buenos resultados fue la de construir vectores One-hot distintos para el conjunto
de las notas/acordes y el conjunto de las duraciones y fusionar ambos siendo estos vectores
los que la red tratar´ıa de aprender para cada elemento de la secuencia. A modo de ejemplo,
en el caso de que la nota sea C4 y su duracio´n sea quarter hallamos primero los vectores
One-hot correspondientes, supongamos que para C4 este es [0, 0,1, 0, 0, 0] y para quarter es
[1, 0, 0]. En ese caso el vector que tratar´ıa de aprender la red ser´ıa la fusio´n de ambos, es decir,
[0, 0,1, 0, 0, 0,1, 0, 0].
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Resultados de los experimentos.
En este cap´ıtulo se hara´ un ana´lisis de los resultados obtenidos a partir de las arquitecturas
de red mostradas en la seccio´n anterior. En primer lugar detallaremos algunas pruebas ba´sicas
llevadas a cabo con textos para posteriormente pasar a describir los resultados de las pruebas
llevadas a cabo con audios.
5.1. Pruebas ba´sicas
Las primeros experimentos realizados han sido llevados a cabo para poder discernir que
modelo de red de los tres explicados con anterioridad era mejor para un problema de este estilo.
Los modelos evaluados han sido la Vainilla RNN, la GRU y la LSTM. Se han realizado sobre
un fichero de texto.
5.1.1. Primeras pruebas.
Para intentar decidir que modelo de red es mejor compararemos dos distintas medidas.
La primera de ellas es la evolucio´n del coste a lo largo del proceso de entrenamiento y la
segunda el tiempo que la red tarda en entrenar un nu´mero de terminado de pasos. El nu´mero de
pasos de entrenamiento ma´ximos que hemos establecido ha sido de 500.000. Los pasos de
entrenamiento son el nu´mero de veces que se alimenta a la red con un par (entrada, objetivo).
Dado que el problema a resolver es un problema de generacio´n, se ha considerado que no tiene
sentido establecer un conjunto de datos de test. Estableceremos otras me´tricas para comprender
como de buenos son los resultados.
La primera prueba realizada se llevo´ a cabo con una Vainilla RNN. La clase que TensorFlow
nos facilita para la utilizacio´n de este tipo de red es la BasicRNNCell.
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Figura 5.1: Evolucio´n del coste durante el entrenamiento con una Vainilla RNN.
Podemos observar que el aprendizaje no es lo que esperar´ıamos de una red as´ı, en la gra´fica
se puede observar que, a parte de que el descenso del coste se ve irregular, a partir del step
200.000 el coste vuelve a crecer, y no da sen˜ales de volver a bajar. Es decir, la red no esta´
aprendiendo.
Como ya desarrollamos en la seccio´n 2.3.2 la Vainilla RNN suele tener problemas de vanis-
hing o exploding gradients. Uno de las consecuencias de esto es lo que podemos ver en el gra´fico
anterior, la red no logra aprender.
Aplicaremos gradient clipping para observar si la red consigue evitar estos problemas.












Figura 5.2: Diferencias en las evoluciones de la Vainilla RNN sin y con gradient clipping.
En la gra´fica anterior podemos observar que realmente el gradient clipping funciona y evita
que el gradiente explote o desaparezca. Se puede observar que la red si logra aprender cuando
aplicamos esta solucio´n. El coste se decrementa a cada paso y parece mostrar que tras la iteracio´n
500.000 vaya a seguir la misma tendencia.
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Sin clipping Con clipping
0:59:36 h 1:00:17 h
Tabla 5.I: Diferencia de tiempos de entrenamiento realizando 500.000 pasos entre las dos va-
riantes de la Vainilla RNN (en horas). Llevado a cabo en una ma´quina con 8GB de RAM y un
procesador Intel Core i5 de cuarta generacio´n a 1,7 GHz.
Como se puede ver en la tabla 5.I pra´cticamente no hay diferencia en el tiempo de ejecucio´n
del entrenamiento entre ambas redes.
Comparamos ahora la GRU y la LSTM con la Vainilla RNN con gradient clipping ya que
es este la variante de las dos que como hemos visto obten´ıa mejores resultados.











Figura 5.3: Diferencias en las evoluciones de la Vainilla RNN, la GRU y la LSTM
Como ya desarrollamos en la seccio´n 2.3 la LSTM y la GRU evitan los problemas de exploding
y vanishing gradients y consiguen aprender mejor dependencias temporales largas gracias a la
estructura de puertas de sus celdas.
Esto se puede ver plasmado en el gra´fico de la figura 5.3, ambas tanto LSTM como GRU
consiguen llegar a valores del coste ma´s bajos que la Vainilla y su gra´fico de aprendizaje es
tambie´n ma´s suave.
Vainilal RNN GRU LSTM
1:00:17 h 1:56:58 h 2:14:28 h
Tabla 5.II: Diferencia de tiempos de entrenamiento realizando 500.000 pasos entre la Vainilla
RNN, la GRU y la LSTM (en horas)
Au´n con los buenos resultados de aprendizaje, su estructura interna las vuelve ma´s lentas
debido a que el nu´mero de ca´lculos se incrementa. Esto se puede ver plasmado en la tabla de
arriba.
Entre la GRU y la LSTM podemos extraer que la LSTM es mejor a la hora de aprender,
pero que esta ventaja con respecto a la GRU la hace ser ma´s lenta.
De aqu´ı podemos concluir que dependiendo de lo que ma´s nos interese a la hora de resolver
nuestro problema podremos elegir una u otra. Si necesitamos mayor velocidad podemos ceder
en precisio´n y escoger una GRU o en el caso contrario elegir la LSTM y perder velocidad.
Dado que la LSTM parece ser la que mejor aprende, probamos a generar un texto a partir
de lo aprendido por esta red.
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Figura 5.4: Texto generado por una red LSTM entrenada con el libro de El Quijote y orientada
a prediccio´n cara´cter a cara´cter
La figura 5.4 muestra un fragmento de un texto generado por el modelo mencionado previa-
mente. Este surge a partir de la primera letra que se muestra, en este caso una P, esta ser´ıa la
semilla.
Pese a que muchas de las palabras no tienen significado debido a la orientacio´n a prediccio´n
por cara´cter aplicada, podemos darnos cuenta que todas las palabras son legibles, es decir, no
aparecen, en general, fonemas que sean imposibles en nuestro lenguaje.
Se puede ver que la red genera un texto con palabras no muy largas y separadas por espacios,
a parte utiliza signos de puntuacio´n a lo largo del texto. Otra virtud del modelo es que este ha
aprendido a generar conjuntos de palabras que en el texto de entrenamiento aparecen mucho
como es don Quijote o Sancho Panza.
Adema´s podemos destacar que la red ha podido aprender la estructura para introducir
dia´logos que se utiliza en literatura, esto se puede ver en el primer y segundo pa´rrafo. Otra
de las virtudes a destacar, que puede verse en el tercer pa´rrafo, es que la red ha aprendido la
estructura de las preguntas. Podemos ver como tras abrir un signo de interrogacio´n la red acaba
cerra´ndolo.
Los resultados obtenidos a partir del co´digo del kernel de linux se muestran en la figura B.1
en el anexo B. Los datos usados para entrenar han sido el fichero fork.c del mismo 1.
Se puede observar que pese a que este co´digo no va a compilar, la red ha comprendido
algunas de las reglas del lenguaje de programacio´n. Por ejemplo, sabe abrir y cerrar corchetes,
ha comprendido la estructura de indentacio´n, sabe abrir y cerrar los s´ımbolos que introducen
los includes y acaba las lineas con punto y coma. La semilla usada ha sido el s´ımbolo #.
5.2. Pruebas con mu´sica
Las pruebas mostradas en esta seccio´n han sido dirigidas a la generacio´n de mu´sica. Las
aproximaciones llevadas a cabo han sido dos.
La primera ha sido tratar de generar audio tras entrenar redes recurrentes con ficheros de
audio en bruto ma´s espec´ıficamente ficheros con formato .wav.
La segunda aproximacio´n ha sido tratar de generar audio entrenando la red con ficheros
midi. Una breve explicacio´n de lo que es un fichero midi se muestra en la subseccio´n 3.2.2.
1https://github.com/torvalds/linux/blob/master/kernel/fork.c
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5.2.1. Ficheros de audio en bruto.
El modelo usado es el mismo que hemos aplicado para el resto de problemas. Utilizamos una
red LSTM y a partir de una secuencia intentamos predecir el siguiente elemento de la misma.
Desarrollamos los resultados obtenidos con el me´todo de discretizacio´n de la onda dividiendo
por un determinado valor tal y como se desarrollo´ en la seccio´n 4.1.2.
La red muestra la curva de aprendizaje mostrada en la figura 5.5.












Figura 5.5: Evolucio´n del coste durante las 30 e´pocas de entrenamiento con el fichero de audio
en formato WAV.
Elegimos una secuencia como semilla, siendo esta un secuencia elegida al azar de los datos
de entrenamientos, y generamos audio a partir de ella. Se han generado 100.000 valores a partir
de esta semilla.
El fichero de audio generado consta de dos segundos de audio en los que u´nicamente pudimos
escuchar un pitido. Una vista ma´s en detalle a este fichero generado nos revela lo siguiente.
Figura 5.6: Vista ma´s en detalle del fichero.
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Se puede percibir que la onda generada se repite en el tiempo. Esto es lo que produce el
pitido. Podemos por lo tanto afirmar que la red ha aprendido ya que a partir de una semilla ha
logrado generar un patro´n que se repite en el tiempo.
Como anteriormente hemos explicado, para el audio generado por la red se han predicho
100.000 valores, y con estos solo hemos podido llegar a unos 2 segundos de audio. Recordemos
tambie´n que la tasa de muestreo en los WAV es de 44.100 Hz, es decir, 1 segundo de audio esta´
formado por una secuencia de 44.100 valores.
El modelo esta´ entrenado con series de 100 valores lo que equivale a 2,27 milisegundos de
melod´ıa. Una de las hipo´tesis por la que suponemos que no se esta´n obteniendo los resultados
esperados es que dentro de esas secuencias de 2 milisegundos, la red no este´ obteniendo mucha
informacio´n relevante de la melod´ıa. Se intentaron secuencias ma´s largas pero los tiempos de
entrenamiento se volvieron impracticables en nuestro equipo.
Adema´s de esto, hemos de recordar, que estamos realizando el entrenamiento sobre ondas
de audios que contienen ruido que puede estar interfiriendo en nuestro aprendizaje
Probamos, a continuacio´n a realizar la misma prueba planteando el problema primero como
un problema de regresio´n y posteriormente con el me´todo de la transformada de Fourier
explicado en 3.2.1.
Estas pruebas al igual que el caso anterior producen un resultado perio´dico que se puede
escuchar como un pitido.
Creemos que con un equipo ma´s potente se pudiesen haber obtenido mejores resultados al
haber podido probar con secuencias ma´s grandes y modelos con ma´s neuronas en la capa oculta
o incluso ma´s capas y sobre todo, con ma´s datos de entrenamiento.
Dado que las capacidades que deber´ıamos suministrar en la etapa de entrenamiento no
son satisfacibles por el equipo que estamos usando probaremos una aproximacio´n con la que
podamos obtener mejores resultados.
5.2.2. Ficheros MIDI.
En este caso, hemos entrenado una red como la explicada en el cap´ıtulo anterior, con un
total de once sonatas de Chopin en formato MIDI. La curva de aprendizaje obtenida para este
modelo se muestra en la figura 5.7.
Tras probar a generar mu´sica, elegimos una semilla formada por una nota/acorde y una
duracio´n. Con esta semilla probamos a generar una secuencia. La mu´sica generada puede con-
sultarse online2.
Figura 5.8: Secuencia generada por la red tras 300 e´pocas de entrenamiento.
Sin ni siquiera escuchar la melod´ıa ya podemos observar algo en claro sobre el aprendizaje
y la generacio´n que la red ha realizado mirando la figura 5.8. Se puede ver que el modelo ha
2https://soundcloud.com/javier-rom-n-1/sets/music-generated-by-an-lstm-trained-with-11-chopins-sonatas
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Figura 5.7: Evolucio´n del coste durante las 300 e´pocas de entrenamiento para las once sonatas
de Chopin.
aprendido pra´cticamente a la perfeccio´n que tras una nota/acorde ha de aparecer una duracio´n
de la misma.
Un modo en el que podemos medir como de ordenada es una pieza generada es mediante
una herramienta que nos ofrece la teor´ıa de la informacio´n llamada la entrop´ıa [35] [36].
La entrop´ıa en la teor´ıa de la informacio´n mide la incertidumbre de un sistema. Esto se puede





pi · logD(pi) (5.1)
En esta la D representa la diversidad siendo esto el nu´mero de s´ımbolos distintos que el
sistema a evaluar (en nuestro caso las melod´ıa generada) puede contener.
La entrop´ıa toma valores entre [0, 1] siendo 0 el ma´ximo grado de certeza y 1 el ma´ximo
grado de incertidumbre.
Para medir como de buenos son los resultados de nuestra red con esta me´trica generamos
treinta melod´ıas para diferentes e´pocas de entrenamiento, y comparamos la entrop´ıa media de
cada e´poca con la entrop´ıa media del conjunto de datos de entrenamiento. La entrop´ıa media
del dataset de entrenamiento es de 0,221029023754 y la entrop´ıa de melod´ıas que se generasen
aleatoriamente es 1.
Melod´ıas 100 Neuronas 256 Neuronas
1 e´poca 0,570651939833 0,598270962568
150 e´pocas 0,465126038596 0,489132773163
300 e´pocas 0,454361321447 0,470173795805
Tabla 5.III: Entrop´ıa de los distintos conjuntos de datos. Se compara la entrop´ıa media del
conjunto de datos original con la entrop´ıa media de los generados. Se recuerda que la entrop´ıa
de una melod´ıa aleatoria valdr´ıa 1.
Se puede observar en la figura 5.III que a medida que aumentan las e´pocas de entrenamiento,
la entrop´ıa de las melod´ıas generadas se van reduciendo. Esto demuestra que las melod´ıas van
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siendo menos aleatoria y por tanto que la red esta´ aprendiendo a generar mu´sica a partir de lo
entrenado. Algo sorprendente es que con una u´nica e´poca la entrop´ıa se reduce considerable-
mente. Otra cosa que cabe destacar es que parece que pese a que el aprendizaje sea ma´s ra´pido
con 256 neuronas en la capa oculta, como se muestra en la figura 5.7, las melod´ıas generadas
tienen una entrop´ıa ligeramente mayor a aquellas generadas con el modelo de las 100 neuronas
en la capa oculta, por lo que tienen un poco menos de estructura. Au´n as´ı se puede observar
que las variaciones son muy ligeras.
Au´nque sepamos que las melod´ıas generadas tienen cierta estructura. ¿Co´mo podemos saber
que los fragmentos que mejor suenen de estas no son fruto de un sobre-aprendizaje de la red?.
La correlacio´n cruzada es una me´trica que nos permite ver co´mo de parecidas son dos sen˜ales
de audio, o tambie´n como de desfasadas esta´n dos sen˜ales iguales.
En nuestro experimento nos basaremos en el procedimiento realizado en este paper de la
Universidad de Tartu[37] sobre los datos obtenidos tras entrenar 300 e´pocas. Hallaremos la
transformada de Fourier de las ondas de audio de las melod´ıas de entrenamiento y las generadas,
y aplicaremos la correlacio´n cruzada.
Figura 5.9: Auto-correlacio´n de una onda con-
sigo misma.
Figura 5.10: Correlacio´n de una onda con otra
distinta.
En las dos ima´genes anteriores se aprecia que cuando se realiza la correlacio´n cruzada de
una onda consigo misma dicha me´trica se dispara. En el caso opuesto, la correlacio´n se mantiene
en el mismo rango de valores todo el tiempo.
Si comparamos los puntos de correlacio´n ma´xima de las distintas melod´ıas generadas po-
dremos ver cuales de ellas son ma´s parecidas a los datos de entrenamiento y si alguna de ellas
podr´ıa estar siendo generada fruto del sobre-aprendizaje.
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Figura 5.11: Correlacio´n de las distintas melod´ıas generadas para las melod´ıas obtenidas de
entrenar con 100 neuronas ocultas (azul) y con 256 neuronas ocultas (verde). La linea horizontal
es la correlacio´n media
Se puede observar en la figura 5.11 que las melod´ıas generadas con el modelo de 256 neuronas
ocultas parece tener un poquito ma´s de sobre-aprendizaje que el de las 100 neuronas ocultas.
Estos resultados pese a que nos muestran que melod´ıas de las generadas son un poco ma´s
parecidas que otras a los datos de entrenamiento no nos resuelven la pregunta de si son fruto de
sobre-aprendizaje o no. Para esto necesitamos ponerlas en contexto y darles una comparativa.
En el caso de que dada una semilla la red generase una melod´ıa igual o muy parecida a una
de las de entrenamiento deber´ıamos obtener una correlacio´n cruzada alta. Para simular este
hecho calcularemos las correlaciones cruzadas de cada una de las melod´ıas que conforman el
conjunto de datos de entrenamiento y compararemos estos valores con las correlaciones cruzadas
de los datos generados. Teniendo as´ı una comparativa con melod´ıas que se podr´ıan generar en
el caso de que la red tuviese mucho sobre-aprendizaje.
Figura 5.12: Comparacio´n de las correlaciones de las melod´ıas del conjunto de entrenamiento
contra el fichero de entrenamiento (construido uniendo todas las sonatas) (rojo), con las correla-
ciones de las melod´ıas generadas con 100 neuronas ocultas (azul) y generadas con 256 neuronas
ocultas (verde).
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Para visualizar el gra´fico de la figura 5.12 con ma´s facilidad se muestran dos lineas hori-
zontales que se corresponden con la correlacio´n cruzada media del conjunto de las melod´ıas
generadas (linea punteada) y del conjunto de las melod´ıas de entrenamiento (linea continua).
Podemos observar que en general las correlaciones de los ficheros generados esta´n bastante por
debajo de las correlaciones de los ficheros de entrenamiento. Au´n as´ı, en general, los modelos
no tienen mucho sobre-aprendizaje.
Au´n as´ı, como se menciona en [37], “siempre sera´ bueno que tenga un poquito de sobre-
aprendizaje para que pueda reproducir alguna de las combinaciones armo´nicas de notas/acordes”
que en este caso Chopin realiza.
5.3. Conclusiones.
Se puede observar, que la generacio´n de modelos que resuelvan el modelado de series tempo-
rales es algo que esta´ al alcance del usuario. Aunque exista la limitacio´n de modelar problemas
que requieren una alta capacidad de co´mputo con equipos comunes, como se vio en los resul-
tados de la seccio´n 5.2.1 en general se pueden obtener resultados satisfactorios para problemas
que no requieran tantos recursos como es el caso de la generacio´n a partir de ficheros MIDI (ver
seccio´n 5.2.2).
Otra de las conclusiones extra´ıdas de los resultados musicales es que es dif´ıcil realizar me´tri-
cas que validen como de buena es la mu´sica sin necesidad de escucharla y pese a que las me´tricas
utilizadas puede que no nos den informacio´n totalmente precisa de como de buenas son las me-
lod´ıas usadas si que nos dan una idea aproximada de que el modelo esta´ consiguiendo generar
datos, con una estructura aprendida de las melod´ıas de entrenamiento.
Algo a realizar en el futuro ser´ıa encontrar me´tricas ma´s precisas como podr´ıa ser, calcular
la entrop´ıa a partir de la escala fundamental de la melod´ıa siendo esta el conjunto de s´ımbolos
fundamentales formados por los conjuntos de notas que minimicen la entrop´ıa de la melod´ıa[36].
El ca´lculo de estos s´ımbolos es altamente no lineal por lo que para extraerlos se aplican algo-
ritmos gene´ticos siendo esta una operacio´n costosa. Esta solucio´n nos dara´ un resultado ma´s
preciso de como de estructurada esta´ la melod´ıa.
Otra me´trica posible, basada tambie´n en la entrop´ıa ser´ıa la de calcular la entrop´ıa condi-
cionada hallando las probabilidades de un determinado s´ımbolo dados N s´ımbolos anteriores.
38 CAPI´TULO 5: RESULTADOS DE LOS EXPERIMENTOS.
6
Conclusiones y trabajo futuro.
6.1. Conclusiones.
Pese a que hace an˜os, cuando empezaron a implementarse modelos de redes recurrentes
los resultados no eran muy buenos, hoy en d´ıa, gracias a las mejoras en los algoritmos de
optimizacio´n, al desarrollo de los nuevos t´ıpos de redes recurrentes basadas en puertas y a la
potencia que se puede conseguir de las GPUs estos modelos se han convertido en una poderosa
herramienta.
La traduccio´n, generacio´n de mu´sica o texto, etiquetado de ima´genes, creacio´n de chatbots,
son algunas de las fascinantes tareas que estos modelos han resuelto.
La implementacio´n de modelos esta´ al alcance de cualquier usuario, y de un modo bastante
sencillo con librer´ıas como Tensorflow o Keras.
A parte, como se ha podido mostrar con los resultados obtenidos cualquier usuario puede
conseguir resultados interesantes con equipos normales. Pese a ello, tambie´n se ha podido ver
que las capacidades de los equipos usados pueden limitar mucho el uso de modelos grandes con
problemas complejos. Por ello el uso de las conocidas clouds como la GoogleCloud esta´n a la
orden del d´ıa.
6.2. Trabajo futuro.
El potencial de las redes recurrentes es enorme y es aplicable a diversos problemas. Dentro del
campo de la generacio´n musical, nos hemos quedado con ganas de obtener mejores resultados a
partir de ficheros de audio en bruto. El trabajo futuro a realizar para obtener mejores resultados
ser´ıa el de aplicar me´todos de discretizacio´n de la onda que consigan extraer de una manera
precisa la informacio´n relevante reduciendo as´ı el coste de entrenamiento y mejorando tambie´n
los resultados de las secuencias generadas.
Algo que vemos claro para todos los experimentos realizados es que disponer de una alta
capacidad computacional habr´ıa permitido mejores resultados. Por ello, una de las actividades
a llevar a cabo en el futuro ser´ıa la de obtener recursos suficientes que permitiesen realizar las
siguientes actividades. Ampliar tanto las longitudes de las secuencias de entrenamiento como
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los modelos usados, aumentar el nu´mero de datos de entrenamiento y mejorar las te´cnicas de
traduccio´n.
Estos modelos se podr´ıan aplicar a la creacio´n de traductores pequen˜os o chatbots y su
implementacio´n no ser´ıa muy distinta a la usada para este trabajo.
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A.1. Co´digo para la generacio´n de texto.
1 import numpy as np
2 import t en so r f l ow as t f
3 import matp lo t l i b . pyplot as p l t
Co´digo A.1: Dependencias.
1 c l a s s DataManager :
2 de f i n i t ( s e l f , i n p u t f i l e , b a t c h s i z e =1) :
3 s e l f . i n p u t f i l e = i n p u t f i l e
4 s e l f . b a t c h s i z e = b a t c h s i z e
5
6 # Read data f i l e :
7 s e l f . data = open ( s e l f . i n p u t f i l e , ’ r ’ ) . read ( )
8 s e l f . d a t a s i z e = len ( s e l f . data )
9 pr in t ’ I n i t i a l data has %d c h a r a c t e r s . ’ % s e l f . d a t a s i z e
10
11 # Adjust data to i n t e g e r number o f batches :
12 s e l f . num batches = s e l f . d a t a s i z e / s e l f . b a t c h s i z e
13 s e l f . data = s e l f . data [ : s e l f . b a t c h s i z e ∗ s e l f . num batches ]
14 pr in t ’ b a t c h s i z e = %d , num batches = %d ’ % ( s e l f . ba t ch s i z e , s e l f . num batches )
15
16 # Get vocabulary ( s e t o f chars ) :
17 s e l f . chars = l i s t ( s e t ( s e l f . data ) )
18 s e l f . d a t a s i z e = len ( s e l f . data )
19 s e l f . v o c a b s i z e = len ( s e l f . chars )
20 pr in t ’ F ina l data has %d charac te r s , %d unique . ’ % ( s e l f . d a t a s i z e , s e l f .
v o c a b s i z e )
21
22 # D i c t i o n a r i e s to map from char to index and vice−versa :
23 s e l f . c h a r t o i x = { ch : i f o r i , ch in enumerate ( s e l f . chars ) }
24 s e l f . i x t o c h a r = { i : ch f o r i , ch in enumerate ( s e l f . chars ) }
25
26 # Data in numerica l format and organ ized in batches :
27 s e l f . data num = np . array ( [ s e l f . c h a r t o i x [ ch ] f o r ch in s e l f . data ] )
28 s e l f . data num = s e l f . data num . reshape ( ( s e l f . ba t ch s i z e , s e l f . num batches ) )
29 pr in t ” Numerical data organ ized as matrix with shape ” + s t r ( s e l f . data num . shape )
+ ” , one batch per column”
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30
31 # I n i t i a l i z e batch counter :
32 s e l f . next batch counte r = 0
33
34 de f n e x t s e q u e n t i a l b a t c h ( s e l f , n s t ep s ) :
35 # Check , num batches > n s t ep s :
36 i f n s t ep s >= s e l f . num batches :
37 pr in t ” In DataManager . n e x t s e q u e n t i a l b a t c h ( ) : ”
38 pr in t ” Requested %d batches , but the re are only %d batches a v a i l a b l e . . . ” % (
n steps , s e l f . num batches )
39 re turn None
40
41 # Find next batch with n steps , need n s t ep s+1 because we need the next char as
t a r g e t :
42 i x = s e l f . next batch counte r
43 s e l f . next batch counte r += n s t ep s
44 i f s e l f . next batch counte r >= s e l f . num batches :
45 i x = 0
46 s e l f . next batch counte r = n s t ep s
47
48 # Return batch , both input and output ( t a r g e t ) :
49 re turn s e l f . data num [ : , i x : s e l f . next batch counte r ] , s e l f . data num [ : , ( i x +1) : ( s e l f .
next batch counte r +1) ]
50
51 de f r e s e t b a t c h c o u n t e r ( s e l f ) :
52 # Resets the bacth counter to 0
53 s e l f . next batch counte r = 0
54
55 de f next random batch ( s e l f , n s t ep s ) :
56 # Check , num batches > n s t ep s :
57 i f n s t ep s >= s e l f . num batches :
58 pr in t ” In DataManager . next random batch ( ) : ”
59 pr in t ” Requested %d batches , but the re are only %d batches a v a i l a b l e . . . ” % (
n steps , s e l f . num batches )
60 re turn None
61
62 # Get and return random batch :
63 i x = np . random . randint (0 , s e l f . num batches−n s t ep s )
64 re turn s e l f . data num [ : , i x : ( i x+n s t ep s ) ] , s e l f . data num [ : , ( i x +1) : ( i x+n s t ep s +1) ]
65
66 de f n e x t s e q u e n t i a l b a t c h o n e h o t ( s e l f , n s t ep s ) :
67 # Returns the next batch with one−hot c o d i f i c a t i o n
68 x , y = s e l f . n e x t s e q u e n t i a l b a t c h ( n s t ep s )
69 x1h = 1∗( x [ : , : , None ] == np . arange ( s e l f . v o c a b s i z e ) . reshape ( ( 1 , 1 , s e l f . v o c a b s i z e
) ) )
70 y1h = 1∗( y [ : , : , None ] == np . arange ( s e l f . v o c a b s i z e ) . reshape ( ( 1 , 1 , s e l f . v o c a b s i z e
) ) )
71 re turn x1h , y1h
Co´digo A.2: Clase para la gestio´n de los datos.
1 # Nuevo gra f o :
2 t f . r e s e t d e f a u l t g r a p h ( )
3
4 # Placeho lde r s entrada y s a l i d a :
5 x = t f . p l a c eho ld e r ( t f . f l o a t32 , [ ba t ch s i z e , n s teps , v o c a b s i z e ] , name=”x” )
6 y = t f . p l a c eho ld e r ( t f . f l o a t32 , [ ba t ch s i z e , n s teps , v o c a b s i z e ] , name=”y” )
7
8 # Placeho lde r s para e l estado i n i c i a l :
9 i n i t i a l c = t f . p l a c eho lde r ( t f . f l o a t32 , [ ba t ch s i z e , n hidden ] , name=”c” )
10 i n i t i a l h = t f . p l a c eho ld e r ( t f . f l o a t32 , [ ba t ch s i z e , n hidden ] , name=”h” )
11 i n i t i a l s t a t e = t f . c on t r ib . rnn . LSTMStateTuple ( i n i t i a l c , i n i t i a l h )
12
13 # Capa LSTM:
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14 c e l l = t f . c on t r i b . rnn . LSTMCell ( n hidden )
15 outputs , s t a t e = t f . nn . dynamic rnn ( c e l l , x , i n i t i a l s t a t e=i n i t i a l s t a t e , dtype=t f
. f l o a t 3 2 )
16
17 # Reshape de l a s a l i d a de LSTM:
18 reshaped outputs = t f . reshape ( outputs , [−1 , n hidden ] )
19
20 # Capa softmax :
21 W = t f . Var iab le ( t f . t runcated normal ( [ n hidden , v o c a b s i z e ] ) , name=”W” )
22 b = t f . Var iab le ( t f . constant ( 0 . 1 , shape =[ v o c a b s i z e ] ) , name=”b” )
23 z = t f . matmul ( reshaped outputs , W) + b
24
25 # Loss :
26 y hat = t f . reshape ( z , [−1 , n steps , v o c a b s i z e ] , name=” y hat ” )
27
28 l o s s = t f . c on t r i b . seq2seq . s e q u e n c e l o s s ( y hat ,
29 t f . argmax (y , 2 ) ,
30 t f . ones ( [ ba t ch s i z e , n s t ep s ] , dtype=t f . f l o a t 3 2 ) ,
31 a v e r a g e a c r o s s t i m e s t e p s=True ,
32 ave rage ac ro s s ba t ch=True )
33
34 # Summary para tensorboard ( l o guardo antes de i n t r o d u c i r e l opt imizador para no
compl icar e l g ra f o ) :
35 w r i t e r = t f . summary . F i l eWr i t e r ( ” . / l o g s ” , t f . g e t d e f a u l t g r a p h ( ) )
36 w r i t e r . c l o s e ( )
37
38 # Optimizador :
39 t r a i n s t e p = t f . t r a i n . AdamOptimizer ( l e a r n i n g r a t e ) . minimize ( l o s s )
40 # Objeto Saver para s a l v a r y cargar datos :
41 saver = t f . t r a i n . Saver ( )
Co´digo A.3: Creacio´n del modelo en Tensorflow.
1 from datet ime import datet ime
2 s t a r t t i m e = datet ime . now ( )
3 s e s s = t f . I n t e r a c t i v e S e s s i o n ( )
4 s e s s . run ( t f . g l o b a l v a r i a b l e s i n i t i a l i z e r ( ) )
5 c o s t s = [ ]
6 data . r e s e t b a t c h c o u n t e r ( )
7 i = 0
8 whi le i <500000:
9 # Get next batch :
10 mbx, mby = data . n e x t s e q u e n t i a l b a t c h o n e h o t ( n s t ep s )
11
12 # Whenever the sequence s t a r t s again we r e s e t the network s t a t e :
13 i f data . next batch counte r == n s t ep s :
14 c u r r e n t c = np . z e ro s ( ( ba t ch s i z e , n hidden ) )
15 cur r ent h = np . z e ro s ( ( ba t ch s i z e , n hidden ) )
16 pr in t ”−−− r e s e t s t a t e −−−”
17
18 # Perform weight update :
19 , c s t a t e = s e s s . run ( [ t r a i n s t e p , s t a t e ] , {x : mbx, y : mby, i n i t i a l c : cur r ent c ,
i n i t i a l h : cu r r ent h })
20
21 # Print l o s s every 1000 i t e r a t i o n s :
22 i f i %1000 == 0 :
23 c = s e s s . run ( l o s s , {x : mbx, y : mby, i n i t i a l c : cur r ent c , i n i t i a l h : cu r r ent h })
24 i f i ==0:
25 smooth los s = c
26 e l s e :
27 smooth los s = 0.99∗ smooth los s + 0.01∗ c
28 c o s t s . append ( smooth los s )
29 pr in t ” s tep %d , co s t %g” % ( i , smooth los s )
30
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31 # Save the network every 10000 i t e r a t i o n s :
32 i f i %10000 == 0 :
33 f ou t = ” . . / output / q u i j o t e %07d . ckpt ” % i
34 saver . save ( s e s s , f out )
35
36 # Update network s t a t e :
37 c u r r e n t c = c s t a t e [ 0 ]
38 cur r ent h = c s t a t e [ 1 ]
39
40 # I n c r e a s e i t e r a t i o n counter :
41 i += 1
42
43 t ime e l apsed = datet ime . now ( ) − s t a r t t i m e
44 pr in t ( ’Time e lapsed (hh :mm: s s . ms) {} ’ . format ( t ime e l apsed ) )
45
46 p l t . p l o t ( c o s t s )
47 p l t . x l a b e l ( ”Epoch” )
48 p l t . y l a b e l ( ”Cost” )
49 p l t . show ( )
Co´digo A.4: Etapa de entrenamiento durante 500.000 pasos de tiempo.
1 i f i l e = 490000
2
3 # Nuevo gra f o :
4 t f . r e s e t d e f a u l t g r a p h ( )
5
6 # Placeho lder entrada , s o l o 1 s tep :
7 x = t f . p l a c eho ld e r ( t f . f l o a t32 , [ ba t ch s i z e , 1 , v o c a b s i z e ] , name=”x” )
8
9 # Placeho lder para e l estado i n i c i a l :
10 i n i t i a l c = t f . p l a c eho lde r ( t f . f l o a t32 , [ ba t ch s i z e , n hidden ] )
11 i n i t i a l h = t f . p l a c eho ld e r ( t f . f l o a t32 , [ ba t ch s i z e , n hidden ] )
12 i n i t i a l s t a t e = t f . c on t r ib . rnn . LSTMStateTuple ( i n i t i a l c , i n i t i a l h )
13
14 # Capa LSTM:
15 c e l l = t f . c on t r i b . rnn . LSTMCell ( n hidden )
16 outputs , s t a t e = t f . nn . dynamic rnn ( c e l l , x , i n i t i a l s t a t e=i n i t i a l s t a t e , dtype=t f
. f l o a t 3 2 )
17
18 # Reshape de l a s a l i d a de LSTM:
19 reshaped outputs = t f . reshape ( outputs , [−1 , n hidden ] )
20
21 # Capa softmax :
22 W = t f . Var iab le ( t f . t runcated normal ( [ n hidden , v o c a b s i z e ] ) , name=”W” )
23 b = t f . Var iab le ( t f . constant ( 0 . 1 , shape =[ v o c a b s i z e ] ) , name=”b” )
24 z = t f . matmul ( reshaped outputs , W) + b
25
26 p r e d i c t i o n = t f . nn . softmax ( z )
27
28 # Summary para tensorboard :
29 w r i t e r = t f . summary . F i l eWr i t e r ( ” . / l o g s ” , t f . g e t d e f a u l t g r a p h ( ) )
30 w r i t e r . c l o s e ( )
31
32 # Objeto Saver para s a l v a r y cargar datos :
33 saver = t f . t r a i n . Saver ( )
34
35 # Creo s e s i o n y cargo e l modelo :
36 s e s s = t f . I n t e r a c t i v e S e s s i o n ( )
37 f i n = ” . . / output / f o r k %07d . ckpt ” % i f i l e
38 saver . r e s t o r e ( s e s s , f i n )
39
40 # Generacion de texto :
41 i n i t c h a r = ’ s ’
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42 s e m i l l a = np . array ( [ [ c h a r t o i x [ i n i t c h a r ] ] ] )
43 pr in t s e m i l l a
44 s e m i l l a = 1∗( s e m i l l a [ : , : , None ] == np . arange ( v o c a b s i z e ) . reshape ( ( 1 , 1 , v o c a b s i z e
) ) )
45 pr in t s e m i l l a
46 c u r r e n t c = np . z e ro s ( ( ba t ch s i z e , n hidden ) )
47 cur r ent h = np . z e ro s ( ( ba t ch s i z e , n hidden ) )
48 cadena = i n i t c h a r
49 f o r i in range (5000) :
50
51 probs , c s t a t e = s e s s . run ( [ p r ed i c t i on , s t a t e ] , {x : s emi l l a , i n i t i a l c : cur r ent c ,
i n i t i a l h : cu r r ent h })
52 next char = np . random . cho i c e ( range ( v o c a b s i z e ) , p=probs . r a v e l ( ) )
53 #next char = np . argmax ( probs . r a v e l ( ) )
54
55 cadena += i x t o c h a r [ next char ]
56
57 s e m i l l a = np . array ( [ [ next char ] ] )
58 s e m i l l a = 1∗( s e m i l l a [ : , : , None ] == np . arange ( v o c a b s i z e ) . reshape ( ( 1 , 1 , v o c a b s i z e
) ) )
59 c u r r e n t c = c s t a t e [ 0 ]
60 cur r ent h = c s t a t e [ 1 ]
61
62 pr in t
63 pr in t cadena
Co´digo A.5: Co´digo para la generacio´n de texto a partir de lo aprendido en el entrenamiento.
A.2. Co´digo para la generacio´n de mu´sica a partir de WAV.
1 import os
2 import s c ipy . i o . w a v f i l e as wf
3 import numpy as np
4 import matp lo t l i b . pyplot as p l t
5 import keras
6 from keras . models import Sequent i a l
7 from keras . l a y e r s import Dense , TimeDistr ibuted , InputLayer , Dropout , Act ivat ion
8 from keras . l a y e r s . r e c u r r e n t import LSTM
9 from IPython . d i sp l a y import Audio
10 from pipes import quote
Co´digo A.6: Dependencias.
1 de f wav to np ( f i l e ) :
2 w a v f i l e d a t a = wf . read ( f i l e )
3 # Extraemos e l sample ra t e ( numero de v a l o r e s por segundo )
4 r a t e = w a v f i l e d a t a [ 0 ]
5 va lue s = w a v f i l e d a t a [ 1 ]
6 # En e l caso de que haya dos cana l e s e l eg imos s o l o uno de l o s dos
7 i f l en ( va lue s . shape ) == 2 :
8 data = va lues [ : , 0 ]
9 e l s e :
10 data = va lues
11 norm data = data /300
12 norm data = norm data . astype ( ’ in t16 ’ )
13 norm data = remove zeros ( norm data )
14 re turn data , norm data , r a t e
15
16 de f np to wav ( f i l ename , rate , data ) :
17 # Revertimos l a normal i zac ion
18 data ∗=300
19 data = data . astype ( ’ in t16 ’ )
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20 wf . wr i t e ( f i l ename , rate , data )
Co´digo A.7: Funcio´n de conversio´n de WAV a numpy y viceversa.
1 de f t o d i c t ( data ) :
2 v a l s = s e t ( data )
3 d i r e c t d i c t = { i : e f o r i , e in enumerate ( v a l s ) }
4 i n v e r s e d i c t = {e : i f o r i , e in enumerate ( v a l s ) }
5 re turn d i r e c t d i c t , i n v e r s e d i c t
6
7 de f to one hot ( data , i n v e r s e d i c t ) :
8 mapped data values = l i s t (map( lambda x : i n v e r s e d i c t [ x ] , data ) )
9 max data = max( i n v e r s e d i c t . va lue s ( ) )+1
10 re turn np . eye ( max data ) [ mapped data values ]
11
12 de f o n e h o t t o v a l ( data , d i r e c t d i c t ) :
13 r e s u l t d a t a = [ ]
14 f o r e in data :
15 argmax = e . argmax ( )
16 r e s u l t d a t a . append ( d i r e c t d i c t [ argmax ] )
17 re turn np . array ( r e s u l t d a t a )
Co´digo A.8: Funciones auxiliares.
1 de f t o d i c t ( data ) :
2 v a l s = s e t ( data )
3 d i r e c t d i c t = { i : e f o r i , e in enumerate ( v a l s ) }
4 i n v e r s e d i c t = {e : i f o r i , e in enumerate ( v a l s ) }
5 re turn d i r e c t d i c t , i n v e r s e d i c t
6
7 de f to one hot ( data , i n v e r s e d i c t ) :
8 mapped data values = l i s t (map( lambda x : i n v e r s e d i c t [ x ] , data ) )
9 max data = max( i n v e r s e d i c t . va lue s ( ) )+1
10 re turn np . eye ( max data ) [ mapped data values ]
11
12 de f o n e h o t t o v a l ( data , d i r e c t d i c t ) :
13 r e s u l t d a t a = [ ]
14 f o r e in data :
15 argmax = e . argmax ( )
16 r e s u l t d a t a . append ( d i r e c t d i c t [ argmax ] )
17 re turn np . array ( r e s u l t d a t a )
18
19 de f g e t n e x t b l o c k ( data , s i z e , pos ) :
20 re turn data [ pos : pos+s i z e ] , data [ pos +1: pos+1+s i z e ]
21
22 de f j o i n b l o c k s ( b locks ) :
23 re turn np . concatenate ( b locks )
Co´digo A.9: Funciones auxiliares.
1 c l a s s DataGen ( keras . u t i l s . Sequence ) :
2 de f i n i t ( s e l f , data , s eq l ength , i n v e r s e d i c t ) :
3 s e l f . pos = 0
4 s e l f . data = data
5 s e l f . s e q l e n g t h = s e q l e n g t h
6 s e l f . i n v e r s e d i c t = i n v e r s e d i c t
7 s e l f . num batches = 1
8
9 de f l e n ( s e l f ) :
10 re turn s e l f . num batches
11
12 de f g e t i t e m ( s e l f , index ) :
13 X = [ ]
14 y = [ ]
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15 b a t c h s i z e = i n t ( ( l en ( s e l f . data )−s e q l e n g t h +1)/ s e l f . num batches )
16 s e l f . pos = 0
17 f o r in range ( b a t c h s i z e ) :
18 data X , data y = s e l f . g en va lue s ( s e l f . pos )
19 X. append ( data X )
20 y . append ( data y )
21 s e l f . pos+=1
22
23 re turn np . array (X) , np . array ( y )
24
25 de f gen va lue s ( s e l f , pos ) :
26 data X , data y = g e t n e x t b l o c k ( s e l f . data , s e l f . s eq l ength , pos )
27 data X = to one hot ( data X , s e l f . i n v e r s e d i c t )
28 data y = to one hot ( data y , s e l f . i n v e r s e d i c t )
29 re turn data X , data y
Co´digo A.10: Clase generadora de los datos.
1 f i l ename = ’ data / v i o l i n . wav ’
2 dat , data , r a t e = wav to np ( f i l ename )
3 d i r e c t d i c t , i n v e r s e d i c t = t o d i c t ( data )
4 one hot x = to one hot ( dataX , i n v e r s e d i c t )
5 i n i p o s = 0
6 u n i q u e v a l u e s l e n g t h = len ( d i r e c t d i c t )
7 s e q l e n g t h = 100
8 t o t a l s e q = len ( data )
Co´digo A.11: Lectura de datos e inicializacio´n de hiperpara´metros.
1 model = Sequent i a l ( [
2 LSTM( un i t s=seq l ength , input shape=(None , u n i q u e v a l u e s l e n g t h ) ,
r e tu rn s equence s=True ) ,
3 TimeDistr ibuted ( Dense ( un i t s=u n i q u e v a l u e s l e n g t h ) , input shape=( seq l ength , ) ) ,
4 Act ivat ion ( ” softmax ” )
5 ] )
6 model . compi le ( l o s s=’ c a t e g o r i c a l c r o s s e n t r o p y ’ , opt imize r=’adam ’ )
7
8 t r a i n i n g g e n e r a t o r = DataGen( data , s eq l ength , i n v e r s e d i c t )
9
10 model . f i t g e n e r a t o r ( genera to r=t r a i n i n g g e n e r a t o r , epochs =30, verbose=True )
Co´digo A.12: Definicio´n del modelo y ejecucio´n del mismo.
1 # Cogemos e l primer t rozo como s e m i l l a
2 t e s t g e n e r a t o r = DataGen( data , s eq l ength , i n v e r s e d i c t )
3 seed seq , y = t e s t g e n e r a t o r . gen va lue s (0 )
4 # Reshape .
5 s e ed s eq = np . reshape ( seed seq , (1 , s e ed s eq . shape [ 0 ] , s e ed s eq . shape [ 1 ] ) )
6 # Guardamos l a s e cuenc i a en output .
7 output = None
8 f o r i t in range (100) :
9 pr in t ( ”\ r {}” . format ( i t ) , end=”” )
10 # Generates new value
11 seedSeqNew = model . p r e d i c t ( s e ed s eq )
12 newSeq = seedSeqNew [ 0 ] . copy ( )
13 i f output i s None :
14 output = newSeq
15 e l s e :
16 output = np . concatenate ( ( output , newSeq ) )
17 newSeq = np . reshape ( newSeq , (1 , newSeq . shape [ 0 ] , newSeq . shape [ 1 ] ) )
18 s e ed s eq = newSeq
19 output=np . array ( output )
20 output = o n e h o t t o v a l ( output , d i r e c t d i c t )
21
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22 np to wav ( ” audio . wav” , rate , output . astype (np . in t16 ) )
23 Audio ( ” audio . wav” )
Co´digo A.13: Co´digo de generacio´n de mu´sica.
A.3. Co´digo para la generacio´n de mu´sica a partir de MIDI.
1 import os , g lob
2 import numpy as np
3 import matp lo t l i b . pyplot as p l t
4
5 from f u t u r e import p r i n t f u n c t i o n
6
7 import keras
8 import t en so r f l ow as t f
9 from keras . models import Sequent i a l
10 from keras . l a y e r s import Dense , TimeDistr ibuted , InputLayer , Dropout , Act ivat ion
11 from keras . l a y e r s . r e c u r r e n t import LSTM, GRU
12
13 from music21 import converter , instrument , note , chord , durat ion , stream ,
environment
Co´digo A.14: Dependencias.
1 c l a s s DataManager ( keras . u t i l s . Sequence ) :
2 de f i n i t ( s e l f , f i l e , s eq l ength , f i l ename=None , b a t c h s i z e =1) :
3 s e l f . durat ions = s e t ( )
4 s e l f . data = s e l f . e x t r a c t n o t e s f i l e ( f i l e , f i l ename )
5 s e l f . d a t a s i z e = len ( s e l f . data )
6 pr in t ( ”Los datos i n i c i a l e s t i enen {} v a l o r e s ” . format ( s e l f . d a t a s i z e ) )
7
8 s e l f . s e q l e n g t h = s e q l e n g t h
9 s e l f . b a t c h s i z e = b a t c h s i z e
10 s e l f . num batches = i n t ( ( s e l f . d a t a s i z e −( s eq l ength −1) ) / s e l f . b a t c h s i z e )
11
12 #Ajustamos l o s datos a l numero de batches
13 #s e l f . data = s e l f . data [ : ( s e l f . b a t c h s i z e ∗ s e l f . num batches+s e q l e n g t h ) ]
14 pr in t ( ”\nDimension de batch = {} . Numero de batches = {}” . format ( s e l f .
ba t ch s i z e , s e l f . num batches ) )
15
16 # Extraemos e l numero d i s t i n t o de notas y durac iones de l a s mismas
17 s e l f . notes = s e t ( s e l f . data )
18
19 # Dado que e l va l o r a p r e d e c i r s e ra una concatenac ion ent re l a nota y l a
duracion , l a dimension de l ” vocabu la r i o ”
20 # sera l a suma de ambas l o n g i t u d e s .
21 s e l f . v o c a b s i z e = len ( s e l f . notes )
22 s e l f . d a t a s i z e = len ( s e l f . data )
23
24 pr in t ( ”Los datos f i n a l e s t i enen {} v a l o r e s ” . format ( s e l f . d a t a s i z e ) )
25 pr in t ( ”Los datos cuentan con {} v a l o r e s d i s t i n t a s ” . format ( s e l f . v o c a b s i z e ) )
26
27 # D i c c i o n a r i o s para mapear notas y durac iones a i n d i c e s
28 s e l f . n o t e s t o i x = { ch : i f o r i , ch in enumerate ( s e l f . notes ) }
29 s e l f . i x t o n o t e s = { i : ch f o r i , ch in enumerate ( s e l f . notes ) }
30
31 s e l f . notes num =[ s e l f . n o t e s t o i x [ ch ] f o r ch in s e l f . data ]
32 s e l f . data num = np . array ( s e l f . notes num )
33 s e l f . data one hot = s e l f . da ta to one hot ( s e l f . data num )
34 s e l f . c u r r e n t i d x = 0
35 s e l f . idx = [ ]
36 s e l f . batch pos = 0
37 #s e l f . s ave batches ( s e l f . s e q l e n g t h )
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38
39 de f e x t r a c t n o t e s f i l e ( s e l f , d i r , f i l ename=None ) :
40 s e l f . t imeSignature = 0
41 notes = [ ]
42 f i l e s = glob . g lob ( d i r +”/∗” )
43 to t = len ( f i l e s )
44 i = 1
45 f o r f in f i l e s :
46 i f f i l ename i s not None :
47 f = d i r +”/”+f i l ename
48 pr in t ( ”\ r {}\{}” . format ( i , t o t ) , end=”” )
49 i+=1
50 midi = conver t e r . parse ( f )
51 n o t e s t o p a r s e = None
52 par t s = instrument . part i t ionByInstrument ( midi )
53 i f pa r t s : # f i l e has instrument par t s
54 n o t e s t o p a r s e = par t s . par t s [ 0 ] . r e c u r s e ( )
55 e l s e : # f i l e has notes in a f l a t s t r u c t u r e
56 n o t e s t o p a r s e = midi . f l a t . notes
57 f o r element in n o t e s t o p a r s e :
58 i f e lement . durat ion < durat ion . convertTypeToQuarterLength ( ”2048 th” ) :
59 dura t i on = ”2048 th”
60 e l s e :
61 dura t i on = element . durat ion . type
62 i f dura t i on != ” i n e x p r e s s i b l e ” and dura t i on != ”complex” :
63 s e l f . durat ions . add ( dura t i on )
64 i f i s i n s t a n c e ( element , note . Note ) :
65 notes . append ( s t r ( element . p i t ch ) )
66 e l i f i s i n s t a n c e ( element , chord . Chord ) :
67 notes . append ( ’ . ’ . j o i n ( s t r (n) f o r n in element . normalOrder ) )
68 i f i s i n s t a n c e ( element , note . Note ) or i s i n s t a n c e ( element , chord . Chord ) :
69 i f dura t i on != ” i n e x p r e s s i b l e ” and dura t i on != ”complex” :
70 notes . append ( dura t i on )
71 e l s e :
72 notes . append ( ” quarte r ” )
73 i f f i l ename i s not None :
74 break
75 re turn notes
76
77 de f c r e a t e m i d i f i l e ( s e l f , p r ed i c t i on , f i l ename ) :
78 output notes = [ ]
79 o f f s e t = 0 .0
80 # Crear l a s e cuenc i a con notas , acordes y durac iones
81 i=0
82 whi le i < l en ( p r e d i c t i o n ) :
83 pr in t ( ”\ rEsc r ib i endo : {}\{}” . format ( i , l en ( p r e d i c t i o n ) ) , end=”” )
84 e = p r e d i c t i o n [ i ]
85 i f i+1 >= len ( p r e d i c t i o n ) :
86 break
87 i f p r e d i c t i o n [ i +1] in s e l f . durat ions :
88 durat ionValue = durat ion . convertTypeToQuarterLength ( p r e d i c t i o n [ i +1])
89 i+=1
90 e l s e :
91 durat ionValue = 0 .5
92 i f ( ’ . ’ in e ) or e . i s d i g i t ( ) :
93 n o t e s i n c h o r d = e . s p l i t ( ’ . ’ )
94 notes = [ ]
95 f o r cu r r en t no t e in n o t e s i n c h o r d :
96 new note = note . Note ( i n t ( cu r r en t no t e ) )
97 new note . s toredInst rument = instrument . Piano ( )
98 notes . append ( new note )
99 new chord = chord . Chord ( notes )
100 new chord . quarterLength = durat ionValue
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101 new chord . o f f s e t = o f f s e t
102 output notes . append ( new chord )
103 o f f s e t += durat ionValue
104 e l i f e not in s e l f . durat ions :
105 new note = note . Note ( e )
106 new note . o f f s e t = o f f s e t
107 new note . quarterLength = durat ionValue
108 new note . s toredInst rument = instrument . Piano ( )
109 output notes . append ( new note )
110 # Aumentamos e l o f f s e t acorde a l a durac ion
111 o f f s e t += durat ionValue
112 i+=1
113 midi stream = stream . Stream ( output notes )
114 midi stream . wr i t e ( ’ midi ’ , fp=f i l ename )
115 re turn midi stream
116
117 de f da ta to one hot ( s e l f , data ) :
118 one hot data = [ ]
119 f o r note in data :
120 note one hot = s e l f . v a l u e t o o n e h o t ( note , l en ( s e l f . notes ) )
121 one hot data . append ( note one hot )
122 re turn np . array ( one hot data )
123
124 de f v a l u e t o o n e h o t ( s e l f , value , d a t a s i z e ) :
125 aux = np . z e r o s ( d a t a s i z e )
126 np . put ( aux , value , 1)
127 re turn aux . astype (np . u int8 )
128
129 de f g e n e r a t e t r a i n i n g v a l u e s ( s e l f , s e q l e n g t h ) :
130 dataX = [ ]
131 dataY = [ ]
132 f o r pos in range ( l en ( s e l f . data one hot ) − s eq l ength −1) :
133 dataX . append ( s e l f . data one hot [ pos : pos+s e q l e n g t h ] )
134 dataY . append ( s e l f . data one hot [ pos +1: pos+s e q l e n g t h +1])
135 re turn np . array ( dataX ) , np . array ( dataY )
136
137 de f o n e h o t v a l u e t o n o t e s ( s e l f , va lue ) :
138 note one hot = value
139 note = np . random . cho i c e (np . arange ( l en ( note one hot ) ) , p=note one hot )
140 #note = np . argmax ( note one hot )
141
142 re turn s e l f . i x t o n o t e s [ note ]
Co´digo A.15: Clase para la gestio´n de los datos.
1 f i l e p a t h = ” dr ive / midi music /backup/ weights .{ epoch :02 d } . hdf5 ”
2 save we ight s = keras . c a l l b a c k s . ModelCheckpoint ( f i l e p a t h ,
3 verbose =0,
4 s a v e b e s t o n l y=False ,
5 s ave we i gh t s on ly=False ,
6 mode=’ auto ’ , pe r iod =5)
7 model = Sequent i a l ( [
8 LSTM( un i t s =256 , input shape=(None , data . v o c a b s i z e ) , r e tu rn s equence s=True ) ,
9 Dropout ( 0 . 3 ) ,
10 TimeDistr ibuted ( Dense ( un i t s=data . v o c a b s i z e ) , input shape=(data . s eq l ength , ) ) ,
11 Act ivat ion ( ” softmax ” )
12 ] )
13 model . compi le ( l o s s=’ c a t e g o r i c a l c r o s s e n t r o p y ’ , opt imize r=’adam ’ )
Co´digo A.16: Creacio´n del modelo en Keras.
1 h i s t o r y = model . f i t (X, y , epochs =300 , verbose=True , c a l l b a c k s =[ save we ight s ] )
Co´digo A.17: Etapa de entrenamiento durante 300 e´pocas.
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1
2 index = 10000 #Ind i c e de donde cogeremos l a s e m i l l a
3 note one hot = data . v a l u e t o o n e h o t ( data . data num [ index ] , l en ( data . notes ) )
4 durat i on one hot = data . v a l u e t o o n e h o t ( data . data num [ index +1] , l en ( data . notes ) )
5
6 # Semi l l a en one hot
7 note one hot = np . reshape ( note one hot , (1 , 1 , note one hot . shape [ 0 ] ) )
8 durat i on one hot = np . reshape ( durat ion one hot , (1 , 1 , durat i on one hot . shape [ 0 ] )
)
9 s e ed one hot = np . concatenate ( ( note one hot , durat i on one hot ) , a x i s =1)
10
11 generated = [ ]
12 generated . append ( data . o n e h o t v a l u e t o n o t e s ( note one hot . f l a t t e n ( ) ) )
13 generated . append ( data . o n e h o t v a l u e t o n o t e s ( dura t i on one hot . f l a t t e n ( ) ) )
14
15 s o n g s i z e = 500
16
17 f o r i in range ( s o n g s i z e ) :
18 pr in t ( ”\ r {}\{}” . format ( i , s o n g s i z e ) , end = ”” )
19 p r e d i c t i o n = model . p r e d i c t ( s e ed one hot ) [ 0 ] [ −1 ]
20 p r e d i c t i o n = np . reshape ( p r ed i c t i on , (1 , 1 , p r e d i c t i o n . shape [ 0 ] ) )
21 s e ed one hot = np . concatenate ( ( seed one hot , p r e d i c t i o n ) , a x i s =1)
22
23 value = data . o n e h o t v a l u e t o n o t e s ( p r e d i c t i o n . f l a t t e n ( ) )
24 generated . append ( value )
25
26 data . c r e a t e m i d i f i l e ( generated , ” d r i v e / midi music / output / c l a s s i c l i t t l e {} {}
epoch . mid” . format ( count , pesos ) )
Co´digo A.18: Co´digo para la generacio´n de mu´sica a partir de lo aprendido en el entrenamiento.
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B
Otros resultados.
B.1. Co´digo linux generado.
Figura B.1: Co´digo generado a partir del kernel de linux.
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