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Abstrak 
Deteksi Obyek merupakan proses menemukan suatu obyek tertentu pada suatu citra. 
Salah satu contoh dari deteksi obyek adalah deteksi mobil. Pengolahan citra diperlukan untuk 
melakukan deteksi mobil. Pengolahan citra dilakukan dimulai dari metode ektraksi fitur untuk 
mendapatkan nilai ciri mobil pada citra kemudian dilakukan metode klasifikasi untuk 
menentukan obyek pada citra merupakan mobil atau bukan. Pada penelitian ini dilakukan 
deteksi mobil pada citra dengan tujuan untuk menerapkan serta menguji tingkat keberhasilan 
suatu metode ekstraksi fitur dan metode klasifikasi pada deteksi mobil. Pada penelitian ini 
digunakan metode ekstraksi fitur Histogram of oriented Gradient (HOG) dan metode klasifikasi 
Support Vector Machine (SVM) untuk deteksi mobil pada citra digital. Terdapat 2 macam tipe 
HOG pada tahapannya yaitu Rectangular HOG (R-HOG) dan Circular HOG (C-HOG), 
dimana pada penelitian ini digunakan C-HOG. Hasil ekstraksi fitur HOG kemudian akan 
diklasifikasi menggunakan SVM. SVM yang digunakan adalah linear SVM. Hasil penelitian 
menunjukkan bahwa tingkat akurasi rata-rata yang dicapai untuk mendeteksi mobil pada citra 
ialah sebesar 97,25%. 
 
Kata kunci : Deteksi mobil, Histogram of Oriented Gradient (HOG), Circular HOG (C-HOG), 
Support Vector Machine (SVM) 
 
Abstract 
Object detection is the process of finding a particular object in an image. One example 
of object detection is car detection. The image processing is required for car detection. The 
Image processing is performed by using the feature extraction method to obtain the 
characteristics of the car in image then the classification method for determining an object in 
image is a car or not. In this research, the purpose is to implement and to test  the success rate 
of extraction feature and classification method for car detection in image. In this research is 
used Histogram of oriented gradient (HOG) as the extraction feature along with Support Vector 
Machine (SVM) as the classification  for car detection in image. There are 2 types of HOG in 
the process that is Rectangular HOG (R-HOG) and Circular HOG (C-HOG), which in this 
research used C-HOG. The feature that been extracted by HOG will be classified using SVM. 
The SVM that is used is linear SVM. The result from the research shown that the average 
accuracy from car detection in image is 97,25%. 
 
Keywords : Car detection, Histogram of Oriented Gradient (HOG), Circular HOG (C-HOG), 
Support Vector Machine (SVM) 
 
1. PENDAHULUAN 
 
eteksi obyek merupakan proses menemukan suatu obyek tertentu pada suatu citra. Salah 
satu contoh deteksi obyek adalah deteksi mobil. Untuk melakukan deteksi mobil diperlukan 
proses pengolahan citra.  
D 
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Pengolahan citra merupakan suatu metode untuk mengolah citra dengan bertujuan 
untuk mendapatkan informasi dari citra tersebut. Pengolahan citra dilakukan dimulai dari proses 
ekstraksi fitur untuk mendapatkan nilai ciri mobil pada citra kemudian dilakukan proses 
klasifikasi untuk menentukan obyek pada citra merupakan mobil atau bukan. Banyak penelitian 
deteksi mobil yang menerapkan pengolahan citra dengan menggunakan suatu proses ekstrasi 
fitur dan klasifikasi tertentu. 
Penelitian [1] menggunakan ekstraksi fitur Histogram of Oriented Gradient (HOG) dan 
klasifikasi Support Vector Machine (SVM) untuk deteksi manusia dan kendaraan. Tingkat 
deteksi tertinggi yang dicapai adalah diatas 90%. Penelitian [2] menggunakan ekstraksi fitur 
HOG dan klasifikasi SVM untuk deteksi kendaraan. Tingkat deteksi tertinggi yang dicapai ialah 
92,73%. Penelitian [3] menggunakan ekstraksi fitur HOG dan klasifikasi SVM untuk deteksi 
kendaraan. Tingkat deteksi rata-rata yang dicapai ialah 92,2%. Penelitian [4] melakukan deteksi 
obyek kendaraan menggunakan ekstraksi fitur Hough Transform dan klasifikasi Connected 
Component Label (CCL). Hasil percobaan dengan 36 sampel menunjukkan tingkat sensitivitas 
sebesar 96,43% dan tingkat spesifisitas sebesar 62,50%. Penelitian [5] menggunakan ekstraksi 
fitur Speeded Up Robust Feature (SURF) dan Hough Transform dengan klasifikasi Snake 
Algorithm. Hasilnya menunjukkan dari 100 mobil, terdapat 95 mobil terdeteksi dengan benar. 
Dari penelitian-penelitian terkait, ekstraksi fitur yang akan digunakan pada penelitian 
ini adalah HOG. Prinsip HOG adalah menghitung nilai gradien suatu citra yang diwujudkan 
dalam bentuk vektor. Citra yang dibutuhkan HOG berupa citra grayscale. Pada penelitian-
penelitian terkait yang menggunakan HOG, tipe HOG yang digunakan ialah Rectangular 
Histogram of Oriented Gradient (R-HOG) sehingga pada penelitian ini akan digunakan tipe 
HOG yang satu lagi yaitu Circular Histogram of Oriented Gradient (C-HOG), karena 
penggunaan C-HOG untuk ekstraksi ciri dalam penelitian deteksi mobil adalah belum pernah 
dilakukan atau belum pernah ada publikasi. Hasil fiturnya akan diklasifikasi menggunakan 
klasifikasi SVM yang bersifat linear. SVM digunakan untuk menentukan sebuah obyek yang 
dideteksi, apakah termasuk ke dalam mobil atau bukan mobil. 
Berdasarkan penelitian yang sudah pernah dilakukan, penelitian ini dilakukan untuk 
menguji performa ekstraksi fitur C-HOG dengan metode klasifikasi SVM pada deteksi mobil. 
Hasil yang diperoleh pada penelitian ini dapat dijadikan rujukan bagi penelitian lanjutan yang 
akan menggunakan C-HOG. 
 
2. METODE PENELITIAN 
 
2.1 Studi Literatur  
1. Penelitian Terkait 
Penelitian [6] menggunakan Gabor Filter dan Support Vector Machine untuk deteksi 
kendaraan. Gabor Filter menyediakan sebuah mekanisme untuk memperoleh beberapa 
invarian hingga intensitas akibat pencahayaan global, selektivitas dalam skala dan 
selektivitas dalam orientasi. Tingkat akurasi rata-rata yang didapat adalah 94,81%. 
Penelitian [7] bertujuan untuk mendeteksi wajah manusia menggunakan HOG dan metode 
Bag of Feature. Pada training data set terdapat 2385 sampel wajah dan 7025 sampel bukan 
wajah. SVM digunakan untuk melatih. Untuk klasifikasi wajah dan bukan wajah, 
digunakan fitur vector yang didapat dari histogram. Dengan ukuran codebook 10, tingkat 
akurasi pada 6588 tes sampel ialah 99,71% dan pada 2822 train sampel ialah 100%. 
Dengan ukuran codebook 100, tingkat akurasi pada 1911 tes sampel ialah 84,51% dan pada 
7499 train sampel ialah 85,71%. Penelitian [8] menggunakan HOG dan SVM untuk 
pengenalan tulisan digit. Pertama citra diolah untuk memisahkan angka dari sampel nyata 
atau mempersiapkan data dari data set. Kemudian dilakukan ekstraksi fitur HOG untuk 
pengenalan digit dan akhirnya menggunakan SVM untuk mengklasifikasi digit. Tingkat 
akurasi yang dicapai ialah 97,25%. Penelitian [1] menggunakan HOG dan SVM untuk 
deteksi manusia dan kendaraan. Digunakan 2 tahap pendekatan, dimana tahap pertama 
menggunakan stereo cue untuk fokus terhadap lokasi manusia dan kendaraan dan tahap 
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kedua menggunakan fitur HOG dan SVM untuk verifikasi hipotesis. Tingkat deteksi 
tertinggi yang dicapai adalah diatas 90%. 
 
a) Histogram of Oriented Gradient (HOG) 
HOG adalah ekstraksi fitur yang digunakan pada komputer visi dan pengolahan citra 
dengan cara menghitung nilai gradien pada suatu citra untuk mendapatkan hasil yang akan 
digunakan untuk mendeteksi obyek [9]. 
Hal terpenting dari HOG ialah tampilan lokal obyek dan bentuk dalam sebuah citra 
dapat dijelaskan oleh distribusi intensitas gradien atau arah tepi. Implementasi HOG dapat 
dicapai dengan membagi citra menjadi suatu bagian yang kecil dan saling terhubung yang 
dapat disebut sebagai sel, dan untuk setiap sel menyusun gradien arah atau orientasi tepi 
untuk pixels. Untuk peningkatan kinerja, histogram lokal dapat dinormalisasi secara 
kontras dengan menghitung ukuran intensitas pada seluruh wilayah besar dari citra yang 
disebut blok, kemudian menggunakan nilai ini untuk normalisasi semua sel dalam blok. 
 
 
Gambar 1 Implementasi HOG 
 
Pada Gambar 1, langkah-langkah implementasi HOG ialah dimulai dari Gradient 
Computation, Orientation Binning, kemudian Descriptor Block / Block Normalization. 
Masing-masing memiliki fungsi yang harus dicari [10]. 
Langkah pertama dalam implementasi HOG ialah perhitungan nilai gradien pada 
citra yang telah diterapkan filtering citra grayscale dengan menggunakan operasi central 
differences sebagai berikut. 
 
  (   )  
 (     )  (     )
 
 .............................................................................................. (1) 
 
  (   )  
 (     )  (     )
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Dimana   merupakan baris matriks dan   merupakan kolom matriks. Kemudian dicarilah 
besar gradien ( ) dan orientasi gradien ( ) dengan operasi sebagai berikut. 
 
  √         ............................................................................................................. (3) 
 
  
   
 
(    
  (     )     ) ...................................................................................... (4) 
 
Langkah kedua melibatkan pembuatan sel pada citra serta pencarian nilai-nilai bin 
pada setiap selnya. Bentuk sel mempengaruhi pixel yang diambil dimana bentuk sel 
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ditentukan dari tipe geometri blok pada tahap pembentukan blok. Setiap pixel dalam sel 
mempunyai nilai bin yang dapat dicari dengan menggunakan operasi sebagai berikut. 
 
    
      
 
  pada bin    [
 
 
 
 
 
]      .................................................................. (5) 
 
      
    
 
  pada bin  (   )     ......................................................................... (6) 
 
Dimana    merupakan nilai pada bin  , B merupakan bin yang digunakan,   merupakan 
jarak bin yaitu 
   
 
 dan     (  
 
 
). Bin yang digunakan ialah 9, sehingga   =180/9=20. 
Langkah ketiga, untuk memperhitungkan  perubahan dalam pencahayaan dan 
kontras, kekuatan gradien harus dinormalisasi secara lokal, yang memerlukan 
pengelompokan sel-sel menjadi blok yang besar dan terhubung. Blok memiliki 2 tipe 
geometri yaitu Rectangular Histogram of Oriented Gradient (R-HOG) dan Circular 
Historgram of Oriented Gradient (C-HOG), dimana R-HOG berbentuk kotak dan C-HOG 
berbentuk lingkaran. Pada penelitian ini digunakan tipe C-HOG sehingga sel yang 
terbentuk pada tahap sebelumnya berbentuk ¼ lingkaran dengan jari-jari lingkaran tersebut 
ialah 48 pixel. 
Setelah blok dibentuk dilakukanlah normalisasi blok dengan operasi sebagai berikut. 
 
             
 
√‖ ‖     
 ............................................................................................................................ (7) 
 
Dimana   merupakan nilai-nilai pada bin dalam 1 blok dan   merupakan konstanta nilai 
dibawah 1. 
 
b) Support Vector Machine (SVM) 
SVM didasarkan pada konsep mencari hyperplane terbaik yang berfungsi sebagai 
pemisah dua class. Ide dasar dari SVM adalah memaksimalkan margin yang merupakan 
jarak pemisah antar 2 class. SVM merupakan linear classifier, yang kemudian 
dikembangkan agar dapat bekerja pada masalah non-linear dengan menggunakan konsep 
kernel trick pada ruang kerja berdimensi tinggi. Keputusan klasifikasi SVM dilakukan 
dengan fungsi berikut [11]. 
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i
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1
),()(.)(    ........................................................ (8) 
 
K(x,xi) merupakan fungsi kernel. Nilai w dan b didapat dengan fungsi sebagai berikut. 
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N
i
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(         ) .............................................................................................. (10) 
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Gambar 2 Linear SVM 
Linear SVM merupakan linear classifier dengan margin paling maksimal. Pada 
Gambar 2, Linear SVM mencari hyperplane dengan margin paling maksimal diantara 
hyperplane menghasilkan hyperplane terbaik untuk memisahkan kedua class [12]. 
Linear SVM bila diterapkan pada data satu dimensi maka akan digunakan fungsi 
model SVM satu dimensi sebagai berikut [13]. 
 
                          .................................................................... (11) 
 
Dimana   pada fungsi ini merupakan hasil klasifikasi,    merupakan data yang digunakan 
untuk diklasifikasi dan   serta    merupakan nilai koefisien. Nilai koefisien didapatkan 
dengan fungsi berikut. 
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Dimana   pada fungsi ini merupakan nilai berdasarkan tipe data yang digunakan yaitu 
positif atau negatif (1 atau -1),    merupakan data yang digunakan pada proses training 
dan     merupakan hasil inverse dari matriks   dimana bentuk matriks   ialah sebagai 
berikut. 
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 ........................................................... (13) 
 
Dimana    merupakan data yang digunakan pada proses training dan   merupakan jumlah 
data tersebut. 
Non-linear SVM menggunakan fungsi kernel untuk memperluas ke ruang vektor 
yang berdimensi lebih tinggi. Pada ruang vektor yang baru, hyperplane yang memisahkan 
kedua class dapat dikonstruksi. 
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input space     feature space 
 
 
 
 
 
 
 
 
Gambar 3 Non-Linear SVM 
 
Non-linear SVM digunakan bila klasifikasi data tidak dapat dipisahkan secara linear. 
Dengan menggunakan ini, data pada input space dipetakan ke feature space yang baru 
sehingga dapat dipisahkan secara linear seperti pada Gambar 3 [14]. 
 
2.2 Pengumpulan Data  
Dataset yang digunakan terdiri dari 1.050 citra training (550 citra positif berupa citra 
mobil dan 500 citra negatif berupa citra bukan mobil) dan 100 citra testing dimana data berupa 
file dengan format JPG/JPEG. Citra yang digunakan ialah citra grayscale. Sudut pandang citra 
mobil ialah bagian samping mobil. Dataset bersumber dari UIUC Image Database. 
 
2.3 Perancangan  
Pertama, dilakukan proses training yang terdiri dari tahap input citra training. Citra 
training merupakan citra grayscale dengan ukuran 192x144 pixel. Kemudian langkah 
berikutnya dilakukan tahap Histogram of Oriented Gradient (HOG). Tahap HOG dimulai dari 
perhitungan gradien. Perhitungan gradien citra menggunakan citra grayscale. Pembentukan sel 
dan blok ditentukan dari tipe geometri blok yaitu Rectangular Histogram of Oriented Gradient 
(R-HOG) dan Circular Histogram of Oriented Gradient (C-HOG) dimana R-HOG berbentuk 
persegi dan C-HOG berbentuk lingkaran. Pengambilan pixel dalam satu sel akan berbeda untuk 
setiap tipe.  Blok C-HOG berbentuk lingkaran dengan jari-jari yang ditentukan sehingga sel 
yang dibentuk merupakan ¼ ukuran lingkaran tersebut. Dalam 1 blok terdapat 4 sel dan dalam 1 
sel terdapat beberapa pixel dimana masing-masing pixel memiliki nilai bin masing-masing. 
Setelah memiliki nilai-nilai bin tersebut, akan dilakukan normalisasi blok untuk mendapatkan 
hasil fitur HOG. Hasil tersebut digunakan untuk tahap berikutnya yaitu proses training pada 
linear Support Vector Machine (SVM) menghasilkan nilai koefisien. Rancangan training dibuat 
dalam bentuk diagram blok penelitian yang dapat dilihat pada Gambar 4 
 
Hyperplane 
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Gambar 4 Diagram Blok Penelitian pada Training 
 
Setelah proses training, proses testing dilakukan dimulai dari tahap input citra testing 
berupa citra grayscale berukuran 640x480 pixel. Kemudian dilakukan tahap HOG sama seperti 
pada proses training tetapi HOG dilakukan pada sebagian citra testing dengan ukuran 192x144 
pixel. Bagian citra dengan ukuran tersebut juga dimanfaatkan sebagai boundary box dimana 
terdapat 64 boundary box pada masing-masing citra testing. Tahap HOG pada masing-masing 
boundary box menghasilkan hasil fitur HOG untuk setiap boundary box dimana hasil tersebut 
serta nilai koefisien yang sebelumnya didapat pada proses training digunakan untuk tahap linear 
SVM classify. Tahap tersebut menghasilkan obyek pada bagian-bagian suatu citra testing 
termasuk mobil atau bukan. Rancangan testing dibuat dalam bentuk diagram blok penelitian 
yang dapat dilihat pada Gambar 5. 
 
 
Gambar 5 Diagram Blok Penelitian pada Testing 
 
 
 
 
Input citra testing 
Ekstraksi fitur HOG 
Hasil fitur HOG citra 
testing 
Linear SVM classify menggunakan 
nilai koefisien dan hasil fitur HOG citra 
testing 
Deteksi mobil 
Input citra training 
Ekstraksi fitur HOG 
Hasil fitur HOG citra 
training 
Linear SVM training 
Nilai Koefisien 
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3. HASIL DAN PEMBAHASAN 
 
Citra training digunakan untuk dilakukan proses ekstraksi fitur menggunakan 
Histogram of Oriented Gradient (HOG). Setiap citra training akan dicari besar gradien serta 
orientasi gradien dengan cara melakukan perhitungan gradien. Kemudian dilakukan 
pembentukan sel dan blok dengan menerapkan tipe C-HOG yaitu blok berbentuk lingkaran yang 
terdiri dari 4 sel. Bentuk sel menyerupai ukuran ¼ lingkaran tersebut. Sel terdiri dari beberapa 
pixel dimana hanya pixel dalam sel tersebutlah yang akan dilakukan pencarian nilai bin. 
Kemudian dilakukan normalisasi blok menghasilkan informasi berupa ciri mobil yang nanti 
akan dilakukan proses training. 
Beberapa citra training positif yang digunakan dapat dilihat pada Gambar 6 dan 
beberapa citra training negatif yang digunakan dapat dilihat pada Gambar 7. 
 
 
Gambar 6 Contoh Citra Training Positif 
 
 
Gambar 7 Contoh Citra Training Negatif 
 
Citra testing digunakan untuk dilakukan pengujian. Citra testing akan diklasifikasi 
menggunakan Support Vector Machine (SVM). Linear SVM dengan konsep regresi linear 
berganda digunakan karena hasil ekstraksi fitur yang sebelumnya didapat berupa data satu 
dimensi. Hasil klasifikasi akan menunjukkan terdeteksinya mobil atau tidak. Citra testing yang 
digunakan dapat dilihat pada Gambar 8. 
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Gambar 8 Contoh Citra Testing 
 
3.1 Hasil Pengujian Pada Citra Training 
Pengujian dilakukan pada data training sebanyak 1.050 citra dengan ukuran 192x144 
pixel. Hasil pengujian dianalisis untuk mendapatkan nilai accuracy, recall dan precision. Hasil 
analisis pengujian pada citra training dapat dilihat pada Tabel 1. 
 
Tabel 1 Hasil Analisis Pengujian Data Training 
Jumlah 
Citra 
Training 
Positif 
Jumlah 
Citra 
Training 
Negatif TP FP TN FN Accuracy Precision Recall 
550 500 549 1 500 0 99.90% 99.82% 100% 
 
Pengujian pada data training sebanyak 1.050 citra dimana 550 citra merupakan citra 
positif yaitu citra mobil dan 500 merupakan citra negatif yaitu citra bukan mobil mendapatkan 
hasil bahwa dari 550 citra positif terdapat 549 citra positif dideteksi citra mobil (TP) dan 1 citra 
positif dideteksi citra bukan mobil (FP). Sedangkan dari 500 citra negatif terdapat 549 citra 
negatif dideteksi citra bukan mobil (TN) dan tidak ada citra negatif yang dideteksi citra mobil 
(FN). 
Hasil accuracy yang didapat setelah dilakukan pengujian data training ialah 99.90%. 
Sedangkan untuk hasil precision dan recall yang didapat ialah 99.82% dan 100%. 
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3.2 Hasil Pengujian Pada Citra Testing 
Pengujian dilakukan pada data testing sebanyak 100 citra dengan ukuran 640x480 pixel. 
Karena ekstraksi fitur HOG, setiap citra testing memiliki 64 bagian yang akan diperiksa apakah 
bagian tersebut merupakan mobil atau tidak. Ukuran 64 bagian citra tersebut masing-masing 
sebesar 192x144 pixel dan masing-masing saling overlapping. Bila bagian citra tersebut 
merupakan mobil maka bagian citra tersebut diberikan boundary box. Hasil deteksi pada citra 
testing dapat dilihat pada Gambar 9. 
 
 
Gambar 9 Contoh Hasil Deteksi Citra Testing 
 
Pada gambar 8, mobil pada bagian citra J diberikan boundary box yang berarti bagian 
citra tersebut ialah mobil. Hal ini menjelaskan bahwa mobil pada citra J dideteksi dengan baik. 
Sedangkan pada citra L, mobil yang hanya terlihat sebagian dianggap bukan mobil sehingga 
hanya dianggap satu mobil pada citra tersebut. Mobil pada citra L juga berhasil dideteksi. 
Pada citra A, C, G, H, I dan K terdapat mobil yang terdeteksi, tetapi ada bagian pada 
citra tersebut yang bukan merupakan mobil tapi dideteksi bahwa itu mobil serta ada bagian yang 
merupakan mobil tetapi tidak terdeteksi bahwa itu mobil. Sedangkan pada citra B terdapat dua 
mobil tetapi keduanya gagal dideteksi. 
Pada citra D, E, adanya mobil yang dideteksi oleh boundary box akan tetapi tidak 
mencapai sekitar 50% dari boundary box tersebut sehingga dinyatakan gagal mendeteksi mobil 
pada bagian tersebut. Sedangkan seperti pada citra F, ada banyak/overlapping boundary box 
pada  satu mobil sehingga hanya dianggap  satu boundary box yang berhasil mendeteksi mobil, 
sedangkan boundary box yang lain dianggap gagal mendeteksi mobil. 
Dari hasil deteksi tersebut, dibuatlah hasil analisis pengujian pada citra testing seperti 
pada Tabel 2. 
 
Tabel 2 Hasil Analisis Rata-rata Pengujian Data Testing 
Jumlah 
Citra 
Tes 
TP FP TN FN Accuracy Precision Recall 
100 0.83 0.41 61.41 1.35 97.25% 70.67% 44.28% 
 
Analisis pengujian citra testing yang dilakukan sama seperti analisis pengujian citra 
training. Setiap citra testing mempunyai 64 bagian citra yang akan dideteksi apakah bagian 
tersebut merupakan mobil atau bukan mobil dan masing-masing bagian citra tersebut saling 
overlapping. Masing-masing citra testing akan memiliki hasil analisis pengujian. Seperti pada 
citra testing tes1, terdapat 1 bagian citra mobil yang dideteksi mobil (TP) dan tidak ada bagian 
IJCCS ISSN: 1978-1520  
 
Title of manuscript is short and clear, implies research results (First Author) 
11 
citra mobil yang terdeteksi bukan mobil (FP). Kemudian  terdapat 63 bagian citra bukan mobil 
yang dideteksi bukan mobil (TN) dan tidak ada bagian citra bukan mobil yang dideteksi mobil 
(FN). Dari hal itu didapatlah accuracy citra tes1 sebesar 100%, precision sebesar 100% dan 
recall sebesar 100%. 
Lalu seperti pada citra testing tes2, terdapat 1 bagian citra mobil yang dideteksi mobil 
(TP) dan terdapat 1 bagian citra mobil yang dideteksi bukan mobil (FP). Kemudian  terdapat 61 
bagian citra bukan mobil yang dideteksi bukan mobil (TN) dan terdapat 1 bagian citra bukan 
mobil yang dideteksi mobil (FN). Dari hal itu didapatlah accuracy citra tes2 sebesar 96,88%, 
precision sebesar 50% dan recall sebesar 50%. 
Untuk hasil analisis secara keseluruhan citra testing, hasil accuracy, precision dan 
recall masing-masing citra testing diambil nilai rata-rata. Tingkat accuracy rata-rata yang 
didapat ialah 97,25%, sedangkan untuk precision dan recall ialah 70,67% dan 44,28%. 
 
4. KESIMPULAN 
 
Dari hasil penelitian dan pembahasan yang dilakukan, maka dapat disimpulkan bahwa:  
1. Metode ekstraksi fitur Histogram of Oriented Gradient (HOG) dengan tipe Circular 
Histogram of Oriented Gradient (C-HOG) dan klasifikasi Support Vector Machine (SVM) 
dapat diterapkan untuk mendeteksi mobil 
2. Pengujian yang dilakukan pada 100 citra dengan ukuran 640x480 pixel didapatkan  tingkat 
akurasi rata-rata sebesar 97,25% 
 
5. SARAN 
 
Saran yang nantinya dapat bermanfaat bagi penelitian selanjutnya, yaitu :  
1. Dapat mendeteksi mobil dengan sudut pandang pengambilan mobil yang berbeda-beda pada 
citra 
2. Penggunaan metode ekstraksi fitur atau metode klasifikasi yang berbeda 
 
DAFTAR PUSTAKA 
 
[1] Han, F., dkk 2006, A Two-Stage Approach to People and Vehicle Detection With HOG-
Based SVM, Performance Metrics for Intelligent System Workshop, h. 133-140, 
USA. 
 
[2] Wang, H., Zhang, H 2014, A Hybrid Method of Vehicle Detection based on Computer Vision 
for Intelligent Transportation System, International Journal of Multimedia and 
Ubiquitous Engineering, Vol. 9, No. 6, h. 105-118, China. 
 
[3] Balcones, D., dkk 2009, Real-Time Vision-Based Vehicle Detection for Rear-End Collision 
Mitigation Systems, Computer Aided Systems Theory – EUROCAST 2009, Vol. 
5717, h. 320-325, Spain. 
 
[4] Hadi, S., Samara, Y.R 2012, Deteksi Objek Kendaraan pada Citra Dijital Jalan Raya 
Menggunakan Metode Visi Komputer, Jurnal Ilmiah Ilmu Komputer, Vol. 8, No. 2, 
h. 215-223, Bandung. 
 
[5] Vinoharan, V., dkk 2012, A Wheel-based Side-view Car Detection using Snake Algorithm, 
International Conference on Information and Automation for Sustainability, 
September 2012, h. 185-189, Beijing. 
 
 
 
  ISSN: 1978-1520 
IJCCS Vol. x, No. x,  July201x :  first_page–end_page 
12 
[6] Sun, Z., dkk 2002, On-Road Vehicle detection Using Gabor Filters and Support Vector 
Machines, International Conference on Digital Signal Processing, Vol. 2, h. 1019-
1022. 
[7] Cerna, L. R., dkk 2013, Face Detection: Histogram of Oriented Gradients and Bag of 
Feature Method, International Conference on Image Processing, Computer Vision, 
and Pattern Recognition, July 2013, h. 657-661, USA. 
 
[8] Ebrahimzadeh, R., Jampour, M 2014, Efficient Handwritten Digit Recognition based on 
Histogram of Oriented Gradients and SVM, International Journal of Computer 
Applications, Vol. 104, No. 9, h. 10-13. 
 
[9] Brehar, R 2013, Histograms of Oriented Gradients, Diakses 15 Oktober 2015, dari 
http://www.users.utcluj.ro 
 
[10] Tomasi, C 2015, Histograms of Oriented Gradients, Diakses 15 Oktober 2015, dari 
https://www.cs.duke.edu 
 
[11] Cholissodin, I 2015, Support Vector Machine, Diakses 15 Oktober 2015, dari 
http://www.imamcs.lecture.ub.ac.id 
 
[12] Moore, A.W 2001, Support Vector Machines, Diakses 15 Oktober 2015, dari 
http://www.autonlab.org 
 
[13] Hasan, I 2010, Pokok-Pokok Materi Statistik 2, Bumi Aksara, Jakarta.  
 
[14] Nugroho, A.S. dkk 2003, Support Vector Machine, Diakses 15 Oktober 2015, dari 
http://www.asnugroho.net 
