Introduction
The increasing of robots and automation application had significantly altered our perspective. One important aspect in the use of robots is the interaction between robots and humans. Occasionally, robots are dependent on humans to provide instruction in order to perform a task. The ability of a robot which can receive commands from users verbally further facilitates the communication between robots and humans. Development of voice recognition system is difficult due to many variations in the human voice. These variations include the intonation, the gap between the words and the interpretation of many phonemes. According to [1] , terms of phonemes are different when compared with one word with another and also depends on the position of the phoneme in the same word.
There are many studies related to control a robot verbally that can be used in different circumstances such as for education in order to attract students learn microcontroller and robotic subjects by introducing robot's related applications [2, 3, 4, 5, 6] , as a referee to prevent bias decision that probably can occur in the game [7] or explore a ways to command an industrial robot using the human voice [8] .
The main objective of this study is to develop a system that enables the mobile robot to respond when receiving instructions from human voices. The method used to enable this process is the developed system must be able to recognize the user's voice before the received voice signal is converted into machine understandable instructions to be sent to control mobile robot movement. In addition, the graphical user interface (GUI) is also built to allow the words spoken by user will be displayed. ARobot from Arrick Robotics has been selected for the study since ARobot programming is convenient for robot's operation besides the robot installation is simple and very organized. This paper describes the development phase taken in implementing the mobile robot with voice control. This section examines the motivation behind the study and explains the specific aims of this research. Section 2 then reviews some of the current ideas and techniques used in designing the mobile robot application. Section 3 describes the application structure to implement the system, technology used for computer-robot communication and the software developments, covering the topics of software selection for voice recognition, GUI platform and robot programming. Section 4 examines the results obtained from the research. Section 5 provides a review of the tasks completed and offers suggestions to possible future work.
Related Work
Humans are used to speak to communicate with others in a social community. This is the basis in the development of a system which allows the robot to interact or receive instructions from humans verbally. Many emerging application software can be used as interface for the voice recognition function can be done. The software allows communication between humans and computers become easier and encourage researchers to develop a system that allows the robot to receive commands by voice. A computer that can recognize human voices can be used to control the robot by converting voice signals to data in text form. The robot will enable to respond if the instruction given corresponds to data contained in the database [9, 10] .
Studies related to the robot with voice control between them were divided into a robotic arm and wheeled robot control. To allow the robotic arm functioning after receiving a voice command, a computer with voice recognition software is used as an interface to send commands in the form of data that can be understood by the robot arm. Using proper voice commands, the robotic arm uses inverse kinematics to execute the task [11, 12] . Reference [13] described a mobile humanoid robot platform which is able to understand human's speech commands in teleoperation environments. A study using LEGO NXT robot and CSLU TOOLKIT with a corpus of Mexican Spanish voice to perform speech recognition. Bluetooth technology is used to send movement commands from computer to robot [14] .
Researchers used several methods to improve communication for voice-controlled robot. According to [15] , Linear Predictive Coding (LPC) is used to collect data word and Hidden Markov Model (HMM) is used to identify patterns of data words that extracted from voice signal. On the other hand, real environment noises become a problem that must be considered. Reference [16] proposed a multi-channel system consisting of an outlier-robust generalized side-lobe canceller (RGSC) technique and a feature-space noise suppression using MMSE criteria to develop robust voice recognition robot. Voice activity periods are detected using GMM-based end-point detection (GMM-EPD). Multiple mobile robot interfaces with a low cost voice recognition chip has been studied by [17] . Each robot is distinguishes by their name and the respective robot will move when the voice command is given. The 14 common types of expression can be understood every robot and the robot name must be called first to determine which robot will response. For the actual study, an intelligent system was developed where ARobot only move after getting certain instructions. Other words mentioned will not be processed as a control instruction to the robot. The development system capable to move the robot forward, reverse, left or right when getting specific verbally instructions. This system can only function effectively if the voice is high in order to distinguish the words spoken besides the system only can operates to follow the setup instructions in the same intonation and style of words.
System Design
Overall function and travelling signals for the actual study are shown in Figure 1 . The interface for speech recognition and communication between computer-robot must be activated.
Microphone connected to the computer used to capture the user's voice to be recognized by speech recognition software.
Figure 1. System Design
User's voice will be recorded and stored by voice recognition software. The software will synthesize the signal in the form that can be displayed on the developed interface to identify whether the given voice commands are similar to designated instructions on the robot. Bluetooth technology will be used as a medium to send the commands to the robot wirelessly. Received instruction is interpreted by the microcontroller and the appropriate instructions will be sent to the robot to generate movement. Voice recognition system can only process a single word or instruction at a time. Therefore, given voice commands must be enumerated.
Bluetooth Technology
To enable the communication using Bluetooth technology, two important devices must be used which is Bluetooth modem and Bluetooth USB adapter. The Bluetooth modem used in this study is Bluetooth Modem-Gold BlueSMIRF WRL-00 582 model made by Sparkfun Electronics as shown in Figure 2 . The Bluetooth modem has been selected in the development of the robot application because of the ability to establish communication between the robot and the computer. The Bluetooth Modem is connected to RS232 port on the robot. The Bluetooth USB Adapter used is UD100 Sena Bluetooth USB Adapter. The Bluetooth USB Adapter will be installed on USB 2.0 ports on the computer. It will communicate with the Bluetooth modem on the robot. The communication distance for the Bluetooth USB Adapter is up to 100 meters. Figure 3 shows the UD100 Sena Bluetooth USB Adapter.
Voice Recognition Module
Voice recognition module as shown in Figure 4 used Microsoft Speech SDK as the voice recognition engine. When the application interface is switched on, a recognizable set of words will be stored in this voice recognition engine and the identification system will be activated.
Figure 4. Flowchart for Voice Recognition Module
In the active state, the application of voice recognition will take any words spoken at the microphone and tried to match to one of the word that has been stored in the storage engine for speech recognition. If there are any words that match with the words spoken, the word will be returned in the form of characters to be used by the system. After that, the voice recognition application will be ready for the next input.
GUI Platform
Visual Basic (VB) programming was used in the development of speech recognition application. In addition, it is also used to send a signal that allows robot to move according to the user's voice. The developed GUI used for this study is shown in Figure 5 . The communication between robot and computer will begin after the voice recognition module identify and send word to the developed system. By using the word matching with the voice, instructions in the single character form will be sent through the COM port will be determined. Figure  6 shows the flowchart for communication between computer and robot.
Robot Control Module
Robot control module commenced after the microcontroller receive commands from the respect computer. Instructions to the robot will be received in the form of characters. Each character is used to control the different movements of the robot. Table 1 describes the function of each character in controlling the robot. These are the codes that were used to develop robot control modules using Basic programming language. Figure 7 shows the declaration of variables that will be used to control the robot movement. Figure 8 shows the initial settings used when the robot is turned ON. While the robot is turned ON, there will be two beeps and the steering motor is pointing at forward direction. Figure 9 shows how the microcontroller read and responds the instruction code that is sent from a computer. These characters are translated into commands for the robot movement. Each character from 'a' to 'p' has its own function. Figure 10 shows the sample code for moving the robot forward at normal speed. 
Results
Application testing is conducted in parallel with the encoding process to facilitate the search for syntax errors. Through testing, application weaknesses can be identified and application capabilities can be explored. Testing conducted to ensure error-free program written that could cause the application does not work. Warning will be displayed so that the system can run smoothly without any interruptions. Among the conditions are as follows:
1. Warning will be displayed if the user selects the serial port number that cannot be used or had been used by other applications. Figure 11 shows the warning that will be appeared if there are any problems when connecting the robot with the computer. 2. Voice recognition application can only detect the words which have been added in the system database. If another word mentioned, the application will try to look for a words that sound similar and display the words as output. In addition, the developed speech recognition application is also sensitive to the sound provided. 3. Voice recognition application will always be activated if the GUI on the computer is communicating with the robot. Figure 12 shows "Enable Speech Recognition" button cannot be used during the communication process between computer and the robot. Upon activation of the system, users have to say the words that appear on the GUI platform. Table 2 shows the recognition rate of each word after testing for 20 times.
Conclusion
This study has achieved the objectives set in the early stage. Overall, this study would attract users who are using this application since they enable to communicate with the robot naturally. Although the developed application still has limitations, but this application can be modified for other uses such as wheelchair controlled by voice, entertainment robot which reacts with human voices and so forth. In addition, a number of advantages and constraint of the application were found to enable the improvement of this application. In the future, recognition rate must be increased so that the voice recognition errors in the application can be reduced and signal filtering technique should be used to enable the system to isolate noise from the environment and the human voice. This study is expected to help researchers who wish to develop similar application. 
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