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The time or cost of simulating a quantum circuit by adiabatic evolution is determined by the
spectral gap of the Hamiltonians involved in the simulation. In “standard” constructions based on
Feynman’s Hamiltonian, such a gap decreases polynomially with the number of gates in the circuit,
L. Because a larger gap implies a smaller cost, we study the limits of spectral gap amplification in
this context. We show that, under some assumptions on the ground states and the cost of evolving
with the Hamiltonians (which apply to the standard constructions), an upper bound on the gap
of order 1/L follows. In addition, if the Hamiltonians satisfy a frustration-free property, the upper
bound is of order 1/L2. Our proofs use recent results on adiabatic state transformations, spectral
gap amplification, and the simulation of continuous-time quantum query algorithms. They also
consider a reduction from the unstructured search problem, whose lower bound in the oracle cost
translates into the upper bounds in the gaps. The impact of our results is that improving the gap
beyond that of standard constructions (i.e., 1/L2), if possible, is challenging.
I. INTRODUCTION
Adiabatic quantum computing (AQC) is an alternative
to the standard circuit model of quantum computation.
In AQC, the input is a (qubit) Hamiltonian H(1) and
the goal is to prepare the ground state of H(1) by means
of slow or adiabatic evolutions. One then sets an ini-
tial Hamiltonian H(0) and builds a Hamiltonian path
H(g), 0 ≤ g ≤ 1, that interpolates between H(0) and
H(1). If the ground states of H(g) are continuously re-
lated and remain at a spectral gap of order ∆ with any
other eigenstate during the evolution, the quantum adi-
abatic approximation implies that, for
g˙(t) ≤ ǫ∆
q
h
, (1)
the ground state of H(1) can be adiabatically prepared
with fidelity 1 − ǫ. 0 < q ≤ 3 and h depends on
‖∂nH(g)/∂gn‖q+1, n = 1, 2, for differentiable paths [1–
5].
A key feature of AQC is that it constitutes a “natural”
model for problems that efficiently reduce to the compu-
tation of ground-state properties. Some of these are prob-
lems in combinatorial optimization [6–12] and problems
in many-body physics, e.g. the computation of a quan-
tum phase diagram [13]. Whether AQC is robust to de-
coherence or not is unclear and a complete fault-tolerant
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implementation of AQC remains unknown [14, 15]. Nev-
ertheless, the role of the spectral gap is imperative in a
noisy implementation of AQC: a bigger ∆ could imply
a smaller running time [Eq. (1)] and a reduction of the
(unwanted) population of excited states due to thermal
effects. Our goal is then to study the limits and possi-
bilities of amplifying the gap in AQC. Roughly stated,
we are addressing the following question: Given H(g)
with gap ∆(g) and ground state |ψ(g)〉, can we find
H˜(g) with gap ∆˜(g)≫ ∆(g) and ground state satisfying
|ψ˜(g)〉 ≈ |ψ(g)〉? Our motivation is the same as that of
Ref. [16]. We are particularly interested in amplifying
the gap of those Hamiltonians that arise in the adiabatic
simulation of general quantum circuits– see below.
The power of AQC and the standard quantum cir-
cuit model are equivalent. That is, any algorithm in
the AQC model with a running time T , that prepares
a quantum state |ψ(1)〉, can be simulated with a quan-
tum circuit of L ∈ poly(T ) unitary gates that prepares
a sufficiently close state to |ψ(1)〉 when acting on some
trivial initial state [17–20]. The converse also holds: Any
quantum circuit of L unitary gates that prepares a quan-
tum state
∣∣φL〉, when acting on some trivial initial state,
can be simulated within the AQC model by evolving
adiabatically with suitable Hamiltonians H(g) for time
T ∈ poly(L). The ground state of the final Hamiltonian,
|ψ(1)〉, has a large probability of being in
∣∣φL〉 after a
simple measurement [21–23]. H(g) depends on the uni-
taries that specify the quantum circuit.
To describe our results in detail, we review the first
“standard” construction in Ref. [21], which is based on
Feynman’s Hamiltonian [24]. U is a quantum circuit
2acting on n qubits that prepares the “system” state∣∣φL〉 = UL . . . U1 ∣∣φ0〉, after the action of L unitary gates
U1, . . . , UL. There is also an ancillary system, denoted by
“clock”, whose basis states are {|0〉c , |1〉c , . . . , |L〉c}. The
(final) Hamiltonian HU is mainly a sum of two terms.
The first term is the so-called Feynman Hamiltonian:
HUFeynman =
L∑
l=1
hU ,l ,
hU ,l =
1
2
(1l⊗ |l〉〈l|c + 1l⊗ |l − 1〉〈l − 1|c− (2)
− U l ⊗ |l〉〈l − 1|c − (U l)† ⊗ |l − 1〉〈l|c) .
1l is the trivial operation on the system’s state. HUFeynman
can be easily diagonalized by using the Fourier transform.
The eigenvalues are 1− cosk, with k = 2πm/(L+1) and
m ∈ Z. Then, the lowest eigenvalue is zero (k = 0)
and the gap is of order 1/L2 [k = 2π/(L + 1) for the
smallest nonzero eigenvalue]. Each eigenvalue appears
with multiplicity 2n, corresponding to each state |σ〉 of
the system. The eigenstates of HUFeynman are
1√
L+ 1
L∑
l=0
eiklU l . . . U0 |σ〉 ⊗ |l〉c , (3)
where U0 = 1l. If |σ〉 = ∣∣φ0〉, the eigenstate in Eq. (3) has
probability 1/(L+1) of being in the state output by the
circuit. That is, we can prepare
∣∣φL〉 with such a proba-
bility by a projective measurement of the clock register on
the state of Eq. (3). We can remove the multiplicity of the
lowest eigenvalue if we add a second term, Hinput, whose
expected value vanishes when |σ〉 =
∣∣φ0〉 and is strictly
positive otherwise. For example, if
∣∣φ0〉 = |+〉⊗n, where
|+〉 = (|0〉+ |1〉)/√2, Hinput in Ref. [21] corresponds to
Hinput =
n∑
j=1
|−〉〈−|j ⊗ |0〉〈0|c ,
with |−〉 = (|0〉 − |1〉)/√2. In this case, Hinput sets a
“penalty” if the system-clock initial state is different from
|+〉⊗n⊗ |0〉c. The lowest eigenvalue of Hinput is zero and
the gap is a constant independent of L (i.e., ∆input = 1).
Then, the Hamiltonian
HU = HUFeynman +Hinput (4)
has
∣∣ψU〉 = 1√
L+ 1
L∑
l=0
∣∣φl〉⊗ |l〉c (5)
as unique ground state [k = 0 in Eq. (3)], where
∣∣φl〉 =
U l . . . U0
∣∣φ0〉. We will refer to ∣∣ψU〉 as the “history
state”. The lowest eigenvalue of HU is also zero and
the spectral gap satisfies ∆U ∈ Θ(1/L2) [25]. It is sim-
ple to construct an interpolating path HU (g) that has a
spectral gap ∆U (g) = ∆U ∈ Θ(1/polyL) for all g and
HU(1) = HU . This is done by, for example, parametriz-
ing the unitaries in the circuit so that U l → U l(g)
in Eq. (4), and U l(0) = 1l, U l(1) = U l. Then, the
ground state
∣∣ψU (1)〉 = ∣∣ψU〉 can be prepared from∣∣ψU (0)〉 = ∣∣φ0〉 ⊗∑l |l〉c /√L+ 1 by evolving adiabat-
ically with HU(g) for time T ∈ O[poly(L)] [see Eq. (1)].
HU is often regarded as “unphysical” as the system-
clock interactions may represent non-local interactions
of actual quantum subsystems (qubits). Then, a num-
ber of steps that include modifications of the gates in
the circuit and techniques from perturbation theory (e.g.,
perturbation gadgets) [26], allow us to reduce HU to a
physical, local Hamiltonian HUlocal. Such steps preserve
the two main ingredients for showing the equivalence be-
tween AQC and the circuit model: i- that the spectral
gap of the local Hamiltonian, ∆Ulocal, is bounded from be-
low by 1/poly(L) and ii- that the ground state has suf-
ficiently large probability of being in
∣∣φL〉 after a simple
quantum operation (e.g., a simple projective measure-
ment). It is important to remark that ∆Ulocal is smaller
than ∆U in standard constructions [21, 23]. For this rea-
son, some attempts to improve the running time of the
adiabatic simulation of a quantum circuit consider first
the amplification of ∆U by making simple modifications
to HU (see Ref. [27] for an example); Our results concern
the amplification of ∆U .
In this report we show that, under some assumptions
on the ground states and the time or cost of evolving with
the Hamiltonians, an upper bound on the gap of order
1/L follows. Furthermore, if the Hamiltonians addition-
ally satisfy a so-called frustration-free property, then the
upper bound is 1/L2. An implication of our results is that
simple modifications toHU in Eq. (4) are not sufficient to
amplify its gap. While such modifications could be useful
to prepare the desired state via a constant-Hamiltonian
evolution [28], they may not be useful to prepare the state
adiabatically. Our proofs are constructive, i.e., we find
a reduction from the unstructured search problem [29]
(Sec. II), whose lower bound on the oracle cost [30] (i.e.,
the number of queries to the oracle needed) can be trans-
formed into the upper bounds on the gaps (Sec. III).
Clearly, the only way to obtain a bigger gap, if gap am-
plification is indeed possible, is by avoiding one or more
assumptions needed for our proofs. This suggests a mi-
gration from those constructions that are based on Feyn-
man’s Hamiltonian.
II. SEARCH BY A GENERALIZED
MEASUREMENT-BASED METHOD
The proof of an upper bound on ∆U uses a reduc-
tion from the unstructured search problem or SEARCH.
In this section, we show a quantum method that solves
SEARCH using measurements.
For a system of n qubits, we let N = 2n be the dimen-
sion of the associated state (Hilbert) space H. Given an
3oracle OX , where the input X is a n-bit string, the goal
of SEARCH is to output X . In quantum computing, OX
implements the following unitary operation:
OX |Y 〉 =
{ |Y 〉 if X 6= Y ,
− |X〉 if X = Y .
OX acts on H. A quantum algorithm for SEARCH uses
OX and other X-independent operations to prepare a
state sufficiently close to |X〉. Thus, a projective mea-
surement on this state outputs X with large probability.
The (oracle) cost of the algorithm is given by the num-
ber of times that OX is used. A lower bound Ω(
√
N)
for the cost of SEARCH is known [30] and the famous
Grover’s algorithm solves SEARCH with L/2 ∈ Θ(√N)
oracle uses [29]. Grover’s algorithm, denoted by UX ,
is a sequence of two unitary operations, OX and R,
where R is a reflection over the equal superposition state∣∣φ0〉 = 1√
N
∑
Y |Y 〉 = |+〉⊗n. The initial state is also∣∣φ0〉. The state output by UX is ∣∣φLX〉 and satisfies, in
the large N limit,
∥∥∣∣φLX〉− |X〉]∥∥≪ 1 . (6)
There are other quantum methods that solve
SEARCH, with optimal cost, using measurements. One
such method, first introduced in Ref. [31], involves two
projective measurements: After preparing
∣∣φ0〉, a mea-
surement of |ψX〉 ≈ [|X〉+
∣∣φ0〉]/√2, followed by a mea-
surement of |X〉, outputs X with probability close to
1/4. The cost of this measurement-based method is dom-
inated by the simulation of the first measurement. Such
a simulation can be done using the phase estimation al-
gorithm [32] or by phase randomization [33]. Both meth-
ods require evolving with a Hamiltonian that has |ψX〉 as
eigenstate. The evolution time is proportional to the in-
verse gap of the Hamiltonian, which is needed to resolve
the desired state from any other eigenstate.
Generalizations of the above measurement-based
method, that consider simulating measurements in other
states, also solve SEARCH. To see this, we let |ζX〉 ∈ H′
and |ν〉 ∈ H′′ be two pure quantum states that do and
do not depend on X , respectively. The corresponding
Hilbert spaces satisfy H′′ ⊆ H′ ⊆ H. We also define
pν,ζX = tr[〈ζX |ν〉〈ν|ζX 〉] ,
pX,ζX = tr[〈φLX |ζX〉〈ζX |φLX〉] ,
which are the probabilities of projecting |ν〉 into |ζX〉,
and |ζX〉 into |X〉, respectively, after a measurement (on
the corresponding Hilbert spaces). A generalization of
the measurement-based method is described in Table I.
The probability of success is ps ≥ pν,ζX · pX,ζX .
Table I. Generalized measurement-based method
i- Prepare |ν〉
ii- Measure |ζX〉
iii- Measure |X〉
We now obtain the time T of solving SEARCH (with
probability ps) with the generalized measurement-based
method. We let GX be the Hamiltonian that has |ζX〉
as unique ground state and the corresponding spectral
gap of GX is ∆
UX . GX acts on the Hilbert space H′ and
depends on OX . T is determined by the total time of evo-
lution with GX needed to simulate the measurement of
|ζX〉 in step ii. Using the phase estimation algorithm [32]
or evolution randomization [33], this time is
T = c/∆UX , (7)
for some constant c ≥ π. The lower bound in the oracle
cost of SEARCH can then be used to set a lower bound on
T or, equivalently, an upper bound in ∆UX . This results
from noting that the evolution under GX can be well
approximated with a discrete sequence of unitaries that
contains OX . Nevertheless, to make a rigorous statement
on ∆UX , some assumptions on GX and the ground state
are needed. We provide such assumptions and our main
results in the next section.
III. GAP BOUNDS
We list three assumptions on GX and its ground state,
|ζX〉.
Assumption 1:
pν,ζX ∈ Θ(1) ∀X .
That is, there exists an X-independent state |ν〉 that
can be projected into |ζX〉, with high probability, after a
measurement.
Assumption 2:
pX,ζX ∈ Θ(1) ∀X .
That is, |ζX〉 can be projected into |X〉, with high prob-
ability, after a measurement. Assumptions 1 and 2 re-
sult in a probability of success ps ∈ Θ(1) when solv-
ing SEARCH with the generalized measurement-based
method of Table I.
Assumptions 1 and 2 may be combined into one as
described in Appendix A. Also, a generalization of As-
sumption 2 to any circuit U is a requirement of having a
ground state with large probability of being in the state
output by the circuit after measurement. This property
is desired for Hamiltonians involved in the adiabatic sim-
ulation of quantum circuits.
4Assumption 3: For all t ∈ R and fixed ǫ, 0 ≤ ǫ < 1,
there exists a unitary operation WX = (S.O˜X)
r, where
S is also a unitary operation that does not depend on X ,
O˜X = OX ⊗ 1l is the oracle for SEARCH acting on the
larger Hilbert space H′, r ≤ |c′t|γ , and
‖eiGXt −WX‖ ≤ ǫ .
c′ > 0 and γ ≥ 0 are constants.
Assumption 3 implies that the evolution operator de-
termined by GX can be approximated, at precision ǫ,
by a sequence of unitary operations that uses the oracle
order |c′t|γ times. For some specific GX , such an approx-
imation may follow from the results in Refs. [17–19] on
Hamiltonian simulation (see Sec. IV).
Theorem. If GX and |ζX〉 satisfy Assumptions 1, 2,
and 3,
∆UX ∈ O(1/L1/γ) .
In addition, if GX satisfies a frustration-free property [34,
35],
∆UX ∈ O(1/L2/γ) .
The definition of a frustration-free Hamiltonian is in-
cluded in the proof. The second bound applies under
an additional requirement on GX . This requirement to-
gether with the constants for the upper bounds are also
discussed in the proof.
We note that the gap in the second upper bound may
not be the “relevant” gap for the adiabatic simulation.
In certain cases, for example, the adiabatic simulation
may not allow for transitions from the ground state to
the first-excited state due to symmetry reasons. Never-
theless, the first bound still holds for the relevant gap in
these cases.
Proof. Simulating the measurement in step ii of the
generalized measurement-based method requires an evo-
lution time T = c/∆UX [Eq. (7)]. From Assumption 3,
the evolution can be approximated by a quantum circuit
that uses the oracle r times, with r ≤ (c′T )γ . The lower
bound on the cost of solving SEARCH [30] implies
(
c′c
∆UX
)γ
≥ r ≥ α
√
N ≥ α2L ,
where α > 0 is a constant because ps ∈ O(1). Then,
∆UX ≤ c′c/(2αL)1/γ .
GX is a frustration-free Hamiltonian if it is a sum of
positive semidefinite terms and the ground state |ζX〉 is
a ground state of every term [34–36]. In this case, it is
possible to preprocess GX and build a Hamiltonian G˜X
that has
|ζ˜X〉 = |ζX〉 ⊗ |0〉a (8)
as (unique) eigenstate of eigenvalue zero, where |0〉a de-
notes some simple, X-independent state of an ancillary
system a. The corresponding spectral gap of G˜X for
this state is ∆˜UX ≥
√
∆UX – see Ref. [35] for details
on spectral gap amplification. Then, SEARCH can be
solved with probability ps ∈ O(1), using the general-
ized measurement-based method, by evolving with G˜X
for time T = c/
√
∆UX [37]. If Assumption 3 also applies
for approximating the evolution operator e−iG˜Xt, then√
∆UX ≤ c′c/(2αL)1/γ . This completes the proof.
Corollary. If γ = 1, then ∆UX ∈ O(1/L). In
addition, if GX is frustration free as explained above,
∆UX ∈ O(1/L2).
It is possible to achieve γ → 1 for some GX (see
Sec. IV).
Corollary. If the eigenvalues of HU do not depend on
U , the upper bounds on ∆UX are upper bounds on ∆U .
IV. DISCUSSION: VALIDITY OF THE
ASSUMPTIONS AND IMPLICATIONS
We review the validity of the assumptions and implica-
tions for some constructions found in the literature. The
first is the standard construction in Ref. [21], also dis-
cussed in Sec. I. In this case, we consider a modification
of Grover’s algorithm so that UX = 1lL/4(ROX)L/41lL/4,
with L ∈ Θ(√N) and 1l the trivial (identity) operation.
Such a modification is unnecessary but it simplifies the
analysis below. The state output by the modified circuit
is unchanged; the only change is in the Hamiltonians. As
before, we let GX = H
UX be the Hamiltonian associated
with UX and |ζX〉 =
∣∣ψUX 〉 be its ground state [i.e., the
history state of Eq. (5) with U = UX ]. For the modi-
fied circuit, the ground state has large overlap with the
X-independent state
|ν〉 = ∣∣φ0〉⊗ 1√
L/4 + 1
L/4∑
l=0
|l〉c .
Similarly, |ζX〉 has large overlap with the state
|X〉 ⊗ 1√
L/4
L∑
l=3L/4
|l〉c ,
because |X〉 ≈
∣∣φLX〉 [see Eq. (6)]. These Eqs. imply
pν,ζX ≈ 1/4 and pX,ζX ≈ 1/4, so that Assumptions 1
and 2 are readily satisfied. To study Assumption 3, we
write
GX = −OX ⊗
∑
l:Ul=OX
[|l〉〈l − 1|c + |l − 1〉〈l|c] + . . .
= OX ⊗ Pc +Hs−c . (9)
Pc is a Hamiltonian acting on the clock register that is
a sum of commuting terms like |l〉〈l − 1|c + |l − 1〉〈l|c:
the oracles OX are interleaved with the operations R in
5Grover’s algorithm. Then, the eigenvalues of Pc are ±1
and ‖Pc‖ ≤ 1, where ‖.‖ is the operator norm. Hs−c
is a system-clock Hamiltonian that does not depend on
X : Hs−c is a sum of Hinput and those terms in H
UX
Feynman
that do not depend on OX . Using the results in Ref. [19],
the operator exp{iGXt} can be well approximated us-
ing O(|t| log |t|) oracles OX (see Appendix B). Thus, As-
sumption 3 is satisfied for the construction of Ref. [21]
and γ → 1 assymptotically.
To prove that GX is frustration free, we note that
GX = W (UX) H1lW (UX)† , (10)
where H1l is the Hamiltonian of Eq. (4) for the trivial
circuit and
W (UX) =
L∑
l=0
U l ⊗ |l〉〈l|c (11)
is a unitary operation. For the modified Grover’s algo-
rithm, U l ∈ {1l, R,OX}. It is simple to verify that
∣∣ψ1l〉 ∝∣∣φ0〉∑l |l〉c, h1l,l ∣∣ψ1l〉 = 0, h1l,l ≥ 0, Hinput ∣∣ψ1l〉 = 0,
Hinput ≥ 0. This implies that H1l is frustration free and
so are GX and H
U for any U . Then, there exists
G˜X = W (UX) H˜1lW (UX)†
whose ground state is |ζ˜X〉 = |ζX〉⊗|0〉a and whose gap is√
∆ [38]. a is an ancilliary system of dimension L+n. The
operators hU ,l have eigenvalues 0, 1 and
√
hU ,l = hU ,l.
Then, from the results in Ref. [35], Sec. IV, we obtain
G˜X = H˜
UX
Feynman + H˜input , (12)
with
H˜UXFeynman =
L∑
l=1
hUX ,l ⊗ [|l〉〈0|a + |0〉〈l|a] ,
H˜input =
n∑
j=1
|−〉〈−|j ⊗ |0〉〈0|c⊗
⊗ [|L+ j〉〈0|a + |0〉〈L+ j|a] .
When U l = OX in the modified Grover’s algorithm,
hUX ,l =
1
2
[1l(⊗|l〉〈l|c + |l − 1〉〈l − 1|c)+
+OX ⊗ |l〉 〈l − 1|c + |l − 1〉 〈l|c] .
Thus, another representation for G˜X is
G˜X = OX ⊗ P˜c−a + H˜s−c−a , (13)
with ‖P˜c−a‖ ≤ 1 because ‖H˜UFeynman‖ ≤ 1 (see Ap-
pendix C). The system-clock-ancilla Hamiltonian H˜s−c−a
is independent of X . Then, the evolution operator eiG˜Xt
can be approximated from the results in Ref. [19] us-
ing the oracle O(|t| log |t|) times and the gadget in Ap-
pendix B. It follows that γ → 1 asymptotically for this
case as well, and the gap satisfies ∆UX ∈ O˜(1/L2). (The
O˜ notation accounts for the additional logarithmic fac-
tor.) This upper bound is also valid for any ∆U , because
the eigenvalues ofHU do not depend on U [Eq. (10)]. Our
result is compatible with the lower bound on∆U obtained
in Ref. [21] (see Sec. I). It proves that our technique to
establish limits in the gap is effective. Nevertheless, as
we show below, our technique is powerful when analyzing
the gaps of Hamiltonians that are simple modifications
to the GX above, where obtaining the spectrum directly
can be challenging. We note again that, since the local
Hamiltonian constructed in Ref. [21] has a smaller gap
than that of HU or GX , the bound on the gap of GX
translates into a bound on the gap of the local Hamilto-
nian.
We use the previous analysis to show a more gen-
eral result. Consider a general Hamiltonian HU =
W (U)H1lW (U)† for the adiabatic simulation of a quan-
tum circuit, which uses a clock register, and whose
ground state is of the form∣∣ψU〉 = W (U) ∣∣ψ1l〉
=
L∑
l=0
αl
∣∣φl〉⊗ |l〉c , (14)
and
∣∣ψ1l〉 = ∣∣φ0〉⊗∑l |l〉c. With no loss of generality, we
can assume that there exists l0 such that
L∑
l=l0
|αl|2 ∈ Θ(1) . (15)
If this condition is not satisfied, we can always apply
an operation that permutes the clock states or we can
add trivial operations to the circuit so that Eq. (15) is
satisfied (the spectrum of HU is unchanged). We let l0
be the largest l to satisfy Eq. (15). Then, we consider a
modification of Grover’s algorithm so that
UX = |0〉〈0|b ⊗ 1l + |1〉〈1|b ⊗
(
1ll0 .(ROX)
L−l0
)
,
where b is an ancillary qubit (see Appendix A). L ∈
Θ(
√
N). Basically, the modified Grover’s algorithm acts
trivially, if the state of an ancillary qubit is |0〉b, or imple-
ments the original Grover’s algorithm, if the state of the
ancilla is |1〉b. The initial state is |+〉b⊗
∣∣φ0〉, and ∣∣φ0〉 is
the equal superposition state as required in Grover’s al-
gorithm. Assumptions 1 and 2 then follow from Eq. (15),
for those ground states that can be described by Eq. (14).
Additionally, if the Hamiltonian associated with UX can
be represented as in Eq. (9), with ‖Pc‖ ≤ 1, the evolu-
tion under GX can be well approximated using O(t log t)
oracles and the upper bound on ∆UX is of O˜(1/L). Such
Hamiltonians include those H ′U arising from modified
Feynman Hamiltonians, where H ′UFeynman =
∑
l β
lhU ,l,
|βl| ≤ 1, and those Hamiltonians that have an additional
term
Hpointer =
∑
l
El.1l⊗ |l〉〈l|c ,
6that acts solely in the clock space.
For those H ′U , the spectrum is independent of U (i.e.,
∆UX = ∆U ) and, in particular,
GX = W(UX)H ′1lW (UX)†
[see Eqs. (10) and (11)]]. The unitaries U l involved in the
definition of W (UX) are U l ∈ {1l, |0〉〈0|b ⊗ 1l + |1〉〈1|b ⊗
OX , |0〉〈0|b⊗1l+|1〉〈1|b⊗R}, for the current UX . H ′1l acts
trivially in the system and has tridiagonal form in the
basis {|0〉c , . . . , |L〉c}. Then, with no loss of generality,
we can assume that H1l is frustration free [39]. It follows
that GX is also frustration free and we can build
G˜X = W (UX)H˜1lW †(UX) ,
by using the results of Ref. [35]. Because H˜1l is also
tridiagonal in the basis {|0〉c , . . . , |L〉c}, G˜X admits a
representation of the form of Eq. (13) in this case, with
‖P˜c−a‖ ≤ 1. Then, the oracle cost of simulating G˜X for
time t is also O(t log t). This implies that, for modified
Feynman Hamiltonians, the second bound on the gap ap-
plies with γ → 1, and ∆U ∈ O˜(1/L2).
A few remarks are in order. First, we note that the
above result contradicts a statement in Ref. [27] claiming
that the gap can be amplified to order 1/L by including a
term of the form Hpointer. Second, that an upper bound
on ∆U of order 1/L2/γ is obtained when the Hamiltonian
satisfies the frustration free property, it does not contra-
dict that, for some Hamiltonians, the “relevant” gap in
certain subspace (e.g., the translationally invariant sub-
space) may be larger. Nevertheless, such a relevant gap
should be limited by the bound on ∆U obtained without
assuming the property in the frustration (i.e., 1/L1/γ in
this case). A third remark concerns the applicability of
our results to those constructions in which the Hamilto-
nians are associated with one-dimensional quantum sys-
tems, such as the one in Ref. [23]. These constructions
would require “breaking” the oracle OX into local, two-
qubit pieces. While Assumptions 1 and 2 are easy to
verify, a new version of Assumption 3 is required for this
case. Such a version may be possible even if the oracle is
now a composition of two-qubit local operations, because
the evolution operator with the one-dimensional Hamil-
tonian may “reconstruct” a full oracle after certain unit
of evolution time. However, we do not have any rigorous
result for this case and finding other suitable versions of
Assumption 3 is work in progress. Finally, Assumptions
1 and 2 do not apply to the construction in A. Mizel,
e-print: arXiv:1002.0846 (2010).
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Appendix A: More on Assumptions 1 and 2
In general, Assumption 2 is mostly an statement about
the ground state of the Hamiltonian HU that simulates
a quantum circuit,
∣∣ψU〉. Ideally, such state has large
probability of being in the state output by the circuit,∣∣φL〉; that is,
Pr(φL|ψU ) = Tr[〈φL∣∣ψU 〉〈ψU ∣∣φL〉] ∈ Θ(1) .
We can then consider a modified quantum circuit that
uses an additional ancilla b prepared in |+〉b so that it
applies the unitary U (original circuit) controlled on the
state |1〉 of the ancilla, or does nothing otherwise. If we
denote the modified circuit by U¯ , the output state is
∣∣φ¯L〉 = U¯ (|+〉 ⊗ ∣∣φ0〉)
=
1√
2
[|0〉b ⊗
∣∣φ0〉+ |1〉b ⊗ ∣∣φL〉] .
In this way, if the ground state of HU is a superposition
of system-clock states of the form
∣∣φl〉⊗ |l〉c, the ground
state of H U¯ will be a superposition of states of the form∣∣φ¯l〉 ⊗ |l〉c, with ∣∣φ¯l〉 = U¯ l · · · U¯0(|+〉b ⊗ ∣∣φ0〉). When
U = UX corresponds to Grover’s algorithm, if |ψU¯ 〉 has
large probability of being in |φ¯L〉 after measurement, then
it has large probability of being in both,
∣∣φ0〉 and ∣∣φL〉,
after respective measurements. Since
∣∣φ0〉 is independent
of X , |φ¯L〉 satisfies Assumption 1 and 2 simultaneously.
Thus, in Grover’s algorithm, Assumptions 1 and 2 can
be combined into a single one for Hamiltonians whose
ground states are superpositions of
∣∣φl〉 ⊗ |l〉c. The gap
bounds will apply to H U¯X in this case.
Appendix B: Oracle simulation of the Feynman
Hamiltonian associated with Grover’s algorithm
Following Ref. [19], the first step is to use the Trotter-
Suzuki approximation that, in the case of the evolution
under GX = OX ⊗Pc+Hs−c, it yields terms of the form
e−isOX⊗Pc (B1)
for some small s ∈ R. The goal in this section is to
present gadget that implements Eq. (B1) (i.e., a frac-
tional oracle) using OX . Then, the problem is reduced
to the one analyzed in Ref. [19], for which the oracle cost
is known.
7First, we note that there exists a unitary operation Vc
such that
Vc e
−isOX⊗PcV †c = e
−isOX⊗Dc , (B2)
where Dc is a diagonal operator acting on the clock reg-
ister, i.e.,
Dc =
∑
k
λk|k〉〈k|c ,
and |λk| ≤ 1 because ‖Pc‖ ≤ 1. Vc commutes with OX
and it does not depend on X . The “gadget” of Fig. 1 uses
this observation to implement the operation of the rhs of
Eq. (B2). Then, the desired operator of Eq. (B1) can be
implemented by conjugating the circuit of Fig. 1 with Vc.
This has to be compared with Fig. 3 of Ref. [19].
|k〉
c
• • |k〉
c
|0〉
b
R1 • R2
FE
✌
✌
OX
FIG. 1: Simulation of exp{−isOX ⊗ Dc} [Eq. (B2)]. b is
an ancilla qubit. The controlled operations are: R1 |0〉b ∝√
cos(sλk/2) |0〉b − i
√
sin(sλk/2) |1〉b and R2 |0(1)〉b ∝√
cos(sλk/2) |0〉b − (+)
√
sin(sλk/2) |1〉b (see Fig. 3 in
Ref. [19]). The ancilla is measured at the end and the simula-
tion of e−isλkOX⊗|k〉〈k|c succeeds if the outcome is |0〉
b
. The
oracle is controlled in the state |1〉
b
.
If we use the simulation of Fig. 1 in the scheme shown
in Fig.4 of Ref. [19], the total number of oracles needed
for approximating the evolution operator e−iGX t is of or-
der O(|t| log |t|). This requires implementing other simu-
lation “tricks” to reduce the oracle cost, such as reducing
the Hamming weight of the state of the ancillas for each
simulation of e−isOX⊗Dc , coming from the Trotter-Suzuki
approximation (see Ref. [19] for more details).
Appendix C: The modified Hamiltonians G˜X
The first modified Hamiltonian we analyze is the one
in Eq. (12) for Grover’s algorithm, and write G˜X = H˜
UX .
Then,
G˜X =
= −OX ⊗
∑
l:Ul=OX
[|l〉〈l − 1|c + |l− 1〉〈l|c]⊗
⊗ [|l〉 〈0|a + |0〉 〈l|a] + . . .
= OX ⊗ P˜c−a + H˜s−c−a .
Hs−c−a is a Hamiltonian that contains terms of the sys-
tem, clock, and ancilla a not included in the first term.
It does not contain any term that depends on OX , i.e., it
contains only those with R (and 1l for the modified algo-
rithm). Because the set {l : U l = OX} involves only odd
or even values of l (i.e., R and OX alternate in Grover’s
algorithm), the operator Pc−a is a sum of commuting
terms, each of the form
−[|l〉〈l − 1|c + |l − 1〉〈l|c]⊗ [|l〉 〈0|a + |0〉 〈l|a] .
The eigenvalues of each of these terms are ±1, implying
that ‖Pc−a‖ = 1.
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