I
n November 2013 the American College of Cardiology and the American Heart Association released updated clinical guidelines for lipid management to reduce cardiovascular risk.
1,2 One of the major points of emphasis in the guidelines was the importance of considering a patient's overall cardiovascular risk profile rather than focusing exclusively on measured cholesterol levels when making treatment decisions. Various cardiovascular risk calculators are available to predict a patient's likelihood of experiencing a cardiovascular event over a fixed time horizon based on clinical and demographic characteristics. The most popular of these calculators has been the Framingham Risk Score (FRS), of which several versions are available. 3, 4 The FRS is based on a racially homogeneous (mostly white) set of study cohorts and includes clinical data and events that predate the availability of various classes of blood pressure and lipid-lowering medications and recent advances in medical and surgical management of acute myocardial infarction and other major cardiovascular events. 5 Motivated by these limitations and other considerations, the American College of Cardiology/ American Heart Association recently sponsored release of a new risk calculator intended to more accurately reflect the risk of contemporaneous patients. 2 This calculator was built using pooled data from several longitudinal cohort studies including the Atherosclerosis Risk in Communities (ARIC) Study,Henceforth, we will refer to this new risk calculator as the Pooled Cohort Equations (PCE). The new American College of Cardiology/American Heart Association guidelines recommend using the PCE to assess cardiovascular risk in nonHispanic blacks and non-Hispanic whites aged 40 to 79 years. The guidelines also suggest using the risk equations for nonHispanic whites to calculate risk predictions for individuals of other races when no suitable alternative is available. Although the PCE are based on a larger and more diverse population than FRS, their ability to accurately predict cardiovascular events in primary care settings remains unclear. 11, 12 Most efforts to validate cardiovascular risk prediction models use data from longitudinal cohort studies. [13] [14] [15] [16] [17] [18] [19] [20] However, in practice, these risk scores are typically used to counsel the set of patients seen routinely in a clinic setting, a population that may be quite different from those enrolled in longitudinal cohort studies. Further, in clinical settings the risk factor values used to predict risk will often be obtained from the electronic health record, in contrast to longitudinal cohort studies, where risk factors are measured using wellestablished protocols. The increasing availability of electronic health data (EHD) also provides the opportunity for health systems to "customize" cardiovascular risk prediction models to their distinct patient population.
In this study we used EHD from a population of 84 116 adults aged 40 to 79 years who were receiving care between 2001 and 2011 at a single large multispecialty care delivery and insurance organization in Minnesota to answer 4 questions that clinicians in practice face. (1) Do published risk scores applied to EHD yield accurate estimates of cardiovascular risk? (2) Given that the FRS is based on data that are up to 60 years old, are the risk estimates still valid? (3) Does the PCE make the FRS obsolete? (4) Does refitting the risk score using EHD give more accurate risk estimates?
Methods

Data Source
Our study was conducted using data derived from a virtual data warehouse used by HealthPartners, a large healthcare delivery and health insurance organization based in Minnesota. The virtual data warehouse combines data from multiple sources including the electronic medical record, insurance claims, and state vital records. Individual-level information is available on insurance enrollment, demographics, pharmaceutical dispensing, utilization, vital signs, laboratory, census, and vital status (ie, death). HealthPartners includes both an insurance plan and a medical care network in an open system that is partially overlapping: members of the insurance plan may be served by either the internal medical care network and or by external healthcare providers, and the internal medical care network serves patients within and outside of the insurance plan. Members who do not visit any of the medical care network do not have any medical information included in the electronic medical record within this system. Furthermore, once a member is no longer enrolled in the insurance plan, he/she no longer has any information recorded in insurance claims data. This research project was approved in advance and monitored by the Institutional Review Boards of both HealthPartners and the University of Minnesota.
Inclusion Criteria
Using available EHD from January 1, 2001 to December 31, 2011, we constructed an analytic data set to reflect a population of individuals seeking routine care at a primary care clinic or specialty clinic in which primary prevention of cardiovascular disease may be discussed (eg, gerontology, endocrinology) within the healthcare system, and to be consistent with the inclusion criteria used in developing the FRS and PCE. To be eligible for inclusion in the analytic data set, patients had to meet all the following criteria: (1) be enrolled in the health insurance plan for at least 12 consecutive months at some point between 2001 and 2011, (2) have 2 or more medical encounters at a medical clinic with blood pressure measures taken at least 30 days but at most 1.5 years apart, and (3) have prescription drug coverage during the period defined in part 2. For any given patient, we will refer to the earliest available time interval satisfying conditions 2 and 3 as the baseline period and the end of the baseline period as the index or cohort entry date. Subjects with no additional vital measurements beyond a single initial encounter, or who experienced a cardiovascular event (defined below) during the baseline period, were excluded. For the purpose of our analysis, we ignored gaps in enrollment less than 90 days and considered a patientmember continuously enrolled over this period; these gaps in enrollment are likely due to administrative errors or patients changing their employers but still electing coverage. When there were gaps longer than 90 days, we restricted our analysis to data from the first contiguous enrollment block. To match the target population for the published versions of FRS and PCE, we further restricted our data to subjects aged 40 to 79 years inclusive who had no evidence of prior cardiovascular disease (as defined below) at the end of the baseline period. Applying these exclusion criteria to the original data set of patient-members yielded a total of 84 116 subjects.
Risk Factor Ascertainment
The median baseline period was 13.7 months with 25th and 75th percentiles of 9. 4 , and total cholesterol (41%) were missing for some subjects. The conditional mean log-transformed values for these missing data elements were imputed using 5 iterations of chained equations and then subsequently backtransformed to obtain a full data set for analysis following the method of Raghunathan et al. 23 Additional analyses were conducted by imputing multiple missing data values and averaging the resulting risk estimates.
Follow-Up and Event Definition
The follow-up period for a patient begins at the end of the baseline period (index date) and continues until the earliest date on which a patient: (1) experiences a cardiovascular event, (2) 
Risk Models
The FRS and PCE are both based on Cox proportional hazards regression models 24 relating baseline risk factors to the hazard of experiencing a cardiovascular event. The FRS uses 2 separate regression models, stratified by sex, whereas the PCE uses 4 separate regression models, stratified by sex and race. The FRS regression equations are relatively simple, with main effect terms for log-transformed values of age, total cholesterol, HDL, treated and untreated SBP, and indicators for current smoking and diagnosis of diabetes mellitus. The PCE regression equations are more complex and involve higher- order interaction terms, for example, between log-transformed age and total cholesterol. The specific regression terms used in the PCE vary across sex and race strata. We compared the performance of 2 types of cardiovascular risk scores. The FRS and PCE are designed to predict the risk of a cardiovascular event over a 10-year period; however, because the median follow-up time was less than 4.5 years, we used scaled versions of the FRS and PCE to predict 5-year cardiovascular risk: with published guidelines, 2 for subjects in our data set with
Other or Unknown race, the set of coefficients for whites was used. We validated our implementations of the original FRS and PCE by matching risk predictions for a subset of individuals against existing online risk calculators. 2 The refitted FRS and refitted PCE were calculated by fitting Cox proportional hazards regression models to a randomly selected training sample consisting of 50% of available data, using the same covariates and model structure (eg, race/sex strata, interaction and nonlinear terms) as the published FRS and PCE models. The 5-year baseline hazard was calculated using Efron's estimate to the FlemingHarrington estimate 25 of the survival curve.
The original scores reflect routine use of cardiovascular risk scores in primary care settings, where individual risk estimates are calculated using published model parameters. The refitted scores are customized to this specific population, and both model coefficients and baseline risk are reestimated using available data from that population. To isolate the effect of using "local" data to recalculate risk scores, our refitting procedure leaves the risk factors and model structure unchanged.
Assessing and Comparing the Validity of Risk Estimates
The performance of both the original and refitted FRS and PCE models was evaluated on a test set consisting of the remaining 50% of data not included in the training set used to derive the tefitted models. We evaluated performance of the original and refitted FRS (original and refitted PCE) using the FRS (PCE) definition of cardiovascular events from Table 1 .
Model calibration was assessed by partitioning the data into groupings defined by clinically meaningful cardiovascular risk cutoffs of 0% to 2.5%, 2.5% to 5%, 5% to 7.5%, 7.5% to 10%, and >10% over 5 years, closely corresponding to 10-year risk groups of 0% to 5%, 5% to 10%, 10% to 15%, 15% to 20%, and >20%. For each of these groups, the average predicted ( p) and Kaplan-Meier estimated ( p KM ) event rate were computed along with the predicted and expected number of events (N Â p and N Â p KM , respectively). A well-calibrated model should have p close to p KM in each group. An overall assessment of calibration was obtained by computing a Hosmer-Lemeshow-type calibration statistic, 26, 27 which sums the normalized squared distances between p and p KM across risk groupings. We also assessed the calibration within each decade of age at the index date. Model discrimination was assessed by computing the Harrell C-index, an analogue of the area under the receiver operating characteristic curve that accommodates the fact that the follow-up times are rightcensored. 28, 29 For each model, we also computed the number and percentage of patients exceeding a risk threshold of 3.75%, corresponding to the 10-year risk threshold of 7.5% beyond which current treatment guidelines recommend that statin therapy be considered. Because the cumulative percentage experiencing the event may be nonlinear over time, the exact analogue of a 7.5% 10-year risk may not be 3.75%. Assuming constant hazards, the exact value is very close (3.68%), so we used 3.75% as a convenient round value. We tested whether or not the estimated regression coefficients from the refitted FRS and refitted PCE differed from the coefficients in the respective original models using Wald-type hypothesis tests. Confidence intervals and P-values were computed using large-sample analytical results, where available, and otherwise via the bootstrap.
Sensitivity Analyses
In addition to our main analyses, we evaluated the performance of the FRS and PCE among 3 subpopulations: (1) individuals not taking statins at baseline (n=35 348 individuals in the test set), (2) whites and blacks only (n=35 281), and (3) blacks only (n=2875). We also considered whether or not using the Framingham BMI equations led to substantively different conclusions compared to the Framingham score used here, which uses cholesterol measurements. All analyses were performed using R Version 3.2.3. 30 All tests were 2-sided with significance defined as P<0.05.
Results Table 2 describes the baseline characteristics of the study population (Table S1 compares our data to the Framingham Original Cohort data and pooled cohort data used to fit the original FRS and original PCS). Overall, the population was predominantly female (58%), white (73%), and not current smokers (85%). The median age was 52 (IQR=13), and 9% had a diagnosis of diabetes mellitus. Thirty percent of individuals were on blood pressure-lowering medications, and 16% were taking a statin. Figure 1 shows the distribution of follow-up times for individuals who were censored and who experienced cardiovascular events. Overall, both the original and refitted FRS and PCE produced relatively accurate risk predictions. Tables 3 and 4 summarize the calibration and discrimination of the 4 models; Figures 2 and 3 display calibration plots. The original FRS was well calibrated (calibration statistic=9.1, P=0.028) with a Cindex of 0.74 (95%CI 0.724-0.755) whereas the original PCE was somewhat miscalibrated (calibration statistic=43.7, P<0.001) and had a C-index of 0.747 (95%CI 0.727-0.768).
Despite good calibration overall, the original FRS slightly overpredicted risk for younger individuals and underpredicted risk for older individuals, with predicted rates of 11.6% and 13.3% versus observed rates of 16% and 19.1% in the 2 oldest age groups (Figure 4 ). The original PCE overpredicted event rates in the 2 highest risk categories (predicted rates of 8.6% and 14.8% versus observed rates of 7.4% and 11.7%), as well as in the 2 highest age groups ( Figure 5 ). In the highest age group, the original PCE predicted event rate was %13.5% versus an observed event rate of 9.6%.
Both refitted models were relatively well calibrated (calibration statistic=5.3 for FRS and 17.4 for PCE) and had similar C-indexes (0.754 for the refitted FRS and 0.746 for the refitted PCE). The refitted FRS was relatively well calibrated across age groups (Figure 4 ), but the refitted PCE overpredicted risk for the highest age group, although the degree of Tables S2 through S6 compare the original and refitted coefficients and baseline risk from FRS and PCE. For FRS the biggest discrepancy between the original and refitted models was in the coefficients for (log-transformed) age, total cholesterol, and HDL, which were significantly different from the original FRS values for both males and females. For both males and females the refitted coefficients for total cholesterol and HDL were closer to 0 than the original ones, indicating a smaller effect of these risk factors in our data. Conversely, age had a stronger effect in the refitted model, which is consistent with the refitted model predicting a steeper age gradient in risk, as seen in Figure 4 . The coefficients for untreated and treated SBP, smoking status, and diabetes mellitus were all significantly different between the original and refitted models for females only, but the relative differences in the coefficient estimates were modest (30% or less). With the exception of the model for black males, the refitted PCE coefficients were mostly attenuated (closer to 0) relative to those in the original PCE. As in the FRS models, the effects of lipids (total cholesterol and HDL) were most attenuated. However, in contrast to the FRS models, the age effect in PCE was also attenuated for all but black males.
Additional Analyses
Framingham BMI Model
Calibration and discrimination results were similar to those reported above when applying a version of the Framingham model that uses BMI instead of lipid information.
Subpopulations
Calibration and discrimination metrics for non-statin users, whites and blacks, and blacks only are presented in Table S7 . Results within the first 2 of these groups were generally similar to those reported in the main manuscript: calibration of both the original and refitted FRS was very good, but the original PCE was miscalibrated with calibration improving somewhat in the refitted PCE. Values of the C-index ranged from 0.738 to 0.758. Among blacks, results followed a different pattern: both the original and refitted FRS were well calibrated, but the C-indexes were lower (0.699 and 0.703, respectively) than in the overall population; and the calibration of the original PCE in this population was excellent (calibration statistic=2.8, P=0.42), but the refitted PCE had worse calibration (calibration statistic=20.3, P<0.001). The C-index was also lower in the refitted PCE (0.696) versus the original PCE (0.725). 
Missing Data
We found that alternative approaches to imputation (eg, imputing missing lipid values as normal) did not have a substantial effect on our results. The complete case analysis yielded qualitatively similar estimates to what we found using about half the sample size that we analyzed.
Discussion
Our study is among the first to investigate the performance of the FRS and PCE when applied to data collected in routine clinical practice and captured in the electronic medical record. By using available electronic health record data to evaluate risk model performance, we were able to answer 4 questions that face clinicians in practice when estimating a patient's risk of a cardiovascular event. Our conclusions are these: (1) Risk factor information available in the EHD-although it may be collected irregularly or be of poor quality-can be used to reliably predict cardiovascular risk. (2) FRS provides relatively accurate risk predictions, despite the fact that some of the data on which the FRS are based are more than 60 years old. (3) FRS has not been made obsolete by the PCE; in fact, the FRS performs somewhat better than the PCE in our cohort. (4) Refitting models using EHD did not offer substantive improvements in calibration or discrimination and is unlikely to be necessary in practice. Our conclusions regarding the accuracy of the original FRS and PCE are in contrast to the recent findings of DeFilippis and Blaha, 31 who found that both models substantially overpredicted cardiovascular risk in a multiethnic epidemiological cohort, Multi-Ethnic Study of Atherosclerosis (MESA), and we found that the original FRS was relatively well calibrated (calibration statistic=9.1). Discrimination of both models was also better in our study population. The Original FRS and PCE had C-index values of 0.740 and 0.747, whereas in DeFilippis and Blaha's cohort the C-indexes were 0.71 for both. Some of these differences might be explained by our population being more similar to the cohorts used in constructing the FRS and PCE than MESA. Our finding that the recently proposed PCE had worse calibration than the FRS is consistent with some recent literature that has shown mixed results in validating the PCE in diverse populations. [13] [14] [15] [16] 32 The PCE may suffer somewhat from being overfitted to the longitudinal cohort study data from which it was derived, which negatively affects its calibration in new settings. Suboptimal calibration may also be due to improved strategies for managing and treating risk factors, particularly hypertension and hypercholesterolemia. Because our goal in this study was to evaluate the performance of existing risk models, which do not explicitly account for the impact of treatment after baseline, we did not modify the risk models to attempt to estimate the effects of postbaseline interventions. An analogy can be made between our analysis approach and the "intent-to-treat" analysis paradigm in clinical trials; ie, no adjustment is made for use (or not) of treatment after baseline. The problem of estimating treatment effects in large-scale observational EHD is a challenging research question in its own right, akin to estimating compliance-adjusted effects in a clinical trial setting. 33 We anticipate that the currently limited body of literature on this topic [34] [35] [36] will expand substantially in the coming years. Our study shows that published cardiovascular risk scores can be successfully applied to predict cardiovascular risk using data available from a patient's electronic health record. However, it is important to note that (1) the predictions made by published scores estimate the risk of experiencing a "cardiovascular event" as defined by the creators of that model, and (2) these event definitions are not consistent across popular risk models such as the FRS and PCE. As a result, any health system wishing to implement an existing risk score as part of its clinical decision support system is "locked in" to the event definition and set of predictors used to derive that score. This inflexibility may be problematic if information on certain predictor variables or components of event definitions are not readily available or if our health system wishes to emphasize certain components (eg, myocardial infarction, stroke, coronary heart disease) over others (eg, heart failure, peripheral artery disease). Although there are multiple versions of FRS available that use different event definitions, 3,37 the likelihood of locating a published score which exactly matches the desired event definition and available predictors is small. If good calibration across a variety of event definitions is the goal, systems should consider refitting existing models using available EHD. We found that the complexity of the underlying regression model (number and type of interaction terms, etc) did not have an impact on the accuracy of refitted models, so we recommend that simpler models be used. Several factors constrain the interpretation of our results. Because of the length of follow-up, we adapted the published versions of FRS and PCE to predict 5-year risk, because we did not have sufficient follow-up data to estimate 10-year risk. The adaptation involved re-estimating the underlying population event rate (ie, the baseline hazard) but did not change the included risk factors. A similar approach has been used in other validation studies with restricted follow-up. 13 It is possible that a de novo risk model designed explicitly to predict 5-year risk could achieve greater accuracy than ours by incorporating a different set of risk factors more strongly associated with 5-year risk. Other work [38] [39] [40] has suggested that including additional risk factors (eg, biomarkers) may provide modest gains in prediction accuracy, but we did not include this dimension because data on additional risk factors (such as coronary calcium or inflammatory markers) were sparse. The performance of the risk models we evaluated may have been affected by the fact that some risk factor values were missing or measured with error. In particular, HDL and total cholesterol were missing on %40% of subjects and had to be imputed. The proportion of missing lipid values has a strong gradient with age: it is quite high at younger ages and relatively low at older ages. Most younger individuals have relatively low risk, and hence the imputed lipid value does not change the risk predictions dramatically. We have performed similar analyses to the ones presented here wherein younger patients with missing lipid measurements were assigned a "normal" value, and model performance is similar to what is reported here. Missing data are a reality in the primary care setting where these models may be applied, so we feel it is important to characterize their performance when used with such "messy" data. Recent work 41 has taken the first steps toward establishing best practices for handling missing data in the context of risk model validation.
Comparisons of the FRS and PCE are complicated by the fact that the 2 models were designed using different coronary heart disease endpoint definitions, with the FRS using a more expansive definition that includes TIA, heart failure, and claudication as well as arteriosclerotic coronary vascular disease. In particular, risk categories that are clinically meaningful for 1 definition may not be for a different definition.
The validity of the time-to-event models underlying the FRS and PCE rests on the assumption that censoring and event times are independent given observed covariates. In other words, whether or not someone is censored does not depend on unobserved individual characteristics. This assumptionwhich cannot be evaluated empirically-is implicitly made in many papers that evaluate the performance of cardiovascular risk scores that use standard survival regression models, whether this evaluation is performed using data derived from longitudinal cohort studies or electronic health records. We argue that that assumption is plausible in our setting because the vast majority of censoring is induced by the end of the study period, with only a small fraction due to disenrollment from the health plan. Based on a random sample of 10 000 patients in our data set, %50% of event-free patients had less than 5 years of follow-up. We found that disenrollment accounted for 13.8% of these cases; in the remaining 86.2% of cases, the study period ended before 5 years of follow-up had accrued. We ran a logistic regression to assess the association between the reason for end of follow-up (disenrollment versus end of study) as a function of race, ethnicity, sex, age, SBP, BMI, HDL, total cholesterol, smoking status, diabetes mellitus status, and whether not patients were taking blood pressure-or cholesterol-lowering medications. The results are provided in Table S8 and suggest that the only major factor associated with disenrollment is race. Clearly, there are many unmeasured variables associated with race that may induce bias in the analysis. However, from the perspective of controlling bias, it is somewhat comforting that the proportion of unenrolled patients is relatively low overall, and imbalances appear to be concentrated in a variable that is explicitly stratified on in 1 of the 2 prediction models (PCE) we considered. We also note that some papers make even stronger assumptions than those we have presented: the recent paper by Rana et al 42 discards patients with less than 5 years of follow-up, an approach that is known to induce bias if there is any association between patient characteristics and censoring, regardless of whether those characteristics are observed or unobserved.
Our findings suggest that application of existing risk models within usual care settings is useful despite the constraints of missing data, imprecise measurement of variables such as blood pressure, and other limitations that often occur in nonresearch settings. Additional studies that specifically aim to improve the accuracy of such prediction approaches are, of course, necessary. However, the use of existing prediction models in conjunction with electronic health record data can guide both population-based public health policy and individual care in primary care settings.
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