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Abstract
We consider a system of equations governing the motion of a viscous, compressible, and
heat conducting liquid-like fluid, with a general EOS of Mie-Gru¨neisen type. In addition, we
suppose that the viscosity coefficients may decay to zero for large values of the temperature.
We show the existence of global-in-time weak solution, derive a relative energy inequality, and
compare the weak solutions with strong one emanating from the same initial data - the weak
strong uniqueness property.
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1 Introduction
The motion of a viscous, compressible, and heat conducting fluid in continuum mechanics is described
by a system of partial differential equations reflecting the three basic physical principles: The balance
(or conservation) of mass, momentum, and energy expressed in terms of the mass density ̺ = ̺(t, x),
the macroscopic velocity u(t, x), and the absolute temperature ϑ(t, x):
∂t̺+ divx(̺u) = 0, (1.1)
∂t(̺u) + divx(̺u⊗ u) +∇xp(̺, ϑ) = divxS(ϑ,∇xu) + ̺f , (1.2)
∂t
(
1
2
̺|u|2 + ̺e(̺, ϑ)
)
+ divx
[(
1
2
̺|u|2 + ̺e(̺, ϑ) + p(̺,u)
)
u
]
(1.3)
+divxq(ϑ,∇xϑ)− divx (S(ϑ,∇xu) · u) = ̺f · u,
where p = p(̺, ϑ) is the pressure, e = e(̺, ϑ) the internal energy, S = S(ϑ,∇xu) the viscous stress
tensor, q = q(ϑ,∇xϑ) the heat flux, and f the external driving force.
If the system is supplemented by conservative boundary conditions, say
u|∂Ω = 0, q · n|∂Ω = 0, (1.4)
2
equation (1.3) can be integrated over the physical domain Ω ⊂ R3 to obtain the total energy balance
d
dt
∫
Ω
(
1
2
̺|u|2 + ̺e(̺, ϑ)
)
dx =
∫
Ω
̺f · u dx. (1.5)
The thermodynamic functions p = p(̺, ϑ) and e = e(̺, ϑ) are interrelated through Gibbs’ equa-
tion
ϑDs(̺, ϑ) = De(̺, ϑ) + p(̺, ϑ)D
(
1
̺
)
, (1.6)
where the new quantity s = s(̺, ϑ) is called entropy. Alternatively, the energy balance equation (1.3)
can be written as and internal energy equation
∂t (̺e(̺, ϑ)) + divx [̺e(̺, ϑ)u)] + divxq(ϑ,∇xϑ) = S(ϑ,∇xu) : ∇xu− p(̺, ϑ)divxu (1.7)
or the entropy equation
∂t (̺s(̺, ϑ)) + divx [̺s(̺, ϑ)u)] + divx
(
q
ϑ
)
=
1
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
, (1.8)
with the entropy production rate
σ =
1
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
.
As a consequence of the Second law of thermodynamics, the entropy production rate σ is non-
negative for any physically admissible process - a stipulation that imposes certain restrictions on the
constitutive relations for S and q.
Our goal is to study the properties of system (1.1–1.3) provided the constitutive relations for p,
e, S, and q reflect the characteristic properties of liquids rather than gases. In particular, we assume
that:
• The pressure-density-temperature EOS is of Mie-Gru¨neisen type,
pF (̺, ϑ) = pc(̺) + ̺ϑG(̺, ϑ), (1.9)
where pc is the reference “cold” pressure, see [3], Shyue [21] among others;
• The viscous stress tensor takes the Newtonian form
S(ϑ,∇xu) = µ(ϑ)
(
∇xu+∇txu−
2
3
divxuI
)
+ η(ϑ)divxuI, (1.10)
where the transport coefficients µ and η are bounded functions of the absolute temperature
and may decay to zero for ϑ→∞.
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Remark 1.1 The fact that the viscosity coefficients may degenerate for ϑ → ∞ and the resulting
analytical difficulties are the main obstacles to be handled in the present paper.
Nonlinear systems like (1.1–1.3) are not known to possess global-in-time solution without imposing
some extra restrictions on smallness and smoothness of the data. Alternatively, we can interpret
the partial derivatives in the sense of distributions, and, following the seminal work of Leray [17],
introduce the weak solutions. The theory of weak solutions for the full Navier-Stokes-Fourier system
(1.1), (1.2), (1.7) or, alternatively, (1.1), (1.2), (1.8) was developed in [6] and [9], related results
were obtained by Bresch and Desjardins [1], [2], Hoff [15], Lions [18, Chapter 8, Section 8.5], among
others.
All the afore-mentioned results concern gases rather than liquids, in particular, the viscosity
coefficients are bounded below away from zero, and even unbounded for ϑ → ∞ as in [9]. Here we
focus on liquids, the properties of which will be reflected in our choice of the EOS as well as the
transport coefficients. Revisiting the abstract theory developed in [8], we first show that the problem
admits global-in-time weak solutions for any finite energy initial data, see Section 3. It is important
that the associated weak formulation includes the entropy balance (1.8) as the latter gives rise to
the associated relative energy inequality that is crucial for the existence of the so-called dissipative
solutions. On the basis of this observation, we show the weak-strong uniqueness principle in Section
4. Finally, in Section 5, we derive a conditional regularity result in the class of weak solutions.
2 Preliminaries, hypotheses
One of the principal and sofar unsurmountable difficulties in the theory of compressible fluid is
the (hypothetical) possibility of formation of vacuum zones - vanishing mass viscosity component
of a weak solution - even if the initial density is strictly positive. As the quantities in the time
derivatives in (1.2), (1.7) and/or (1.8) are always multiples of ̺, the fields u, e and/or s may
experience uncontrollable oscillations in the vacuum. Similarly to [9], we use the regularization effect
of thermal radiation to control the behavior of ϑ on the vacuum zone. Accordingly, the pressure as
well as the heat conduction are augmented by radiation components. Specifically, we consider the
pressure
p(̺, ϑ) = pF (̺, ϑ) + pR(ϑ), pR(ϑ) =
a
3
ϑ4, a > 0, (2.1)
and the heat flux vector q in the form
q(ϑ,∇xϑ) = −κ(ϑ)∇xϑ, (2.2)
where
0 < κ(1 + ϑ)α ≤ κ(ϑ) ≤ κ(1 + ϑ)α, α ≥ 3, (2.3)
cf. [9, Chapter 1].
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2.1 Constitutive relations
In accordance with (2.1) and (1.6), we write
e(̺, ϑ) = eF (̺, ϑ) + eR(̺, ϑ), eR = a
ϑ4
̺
, (2.4)
where pF , eF satisfy Gibbs’ relation (1.6) for a certain entropy sF . Moreover, we impose the hypoth-
esis of thermodynamic stability:
∂pF (̺, ϑ)
∂̺
> 0,
∂eF (̺, ϑ)
∂ϑ
> 0 for all ̺, ϑ > 0. (2.5)
Motivated by (1.9) and the abstract theory developed in [8], we suppose p ∈ C2((0,∞)2) ∩
C1([0,∞)2),
lim
̺→0+
pF (̺, ϑ) = 0 for any ϑ > 0, lim
ϑ→0+
pF (̺, ϑ) = pc(̺) for any ̺ > 0, (2.6)
with the “cold pressure” pc satisfying
p̺γ ≤ pc(̺) ≤ p(1 + ̺)γ , p > 0, γ > 3. (2.7)
In addition, we suppose
∣∣∣∣∣∂pF (̺, ϑ)∂ϑ
∣∣∣∣∣ ≤ c
(
1 + ̺γ/3 + ϑ3
)
for all 0 < ϑ < Θc(̺), (2.8)
where ̺ 7→ Θc(̺) is a continuous curve satisfying
Θc(̺) ≥ c̺γ/4 − 1 for a certain c > 0. (2.9)
As for the internal energy eF , we assume
eF (̺, ϑ) ≥ 0, lim
[̺,ϑ]→[0,0]
eF (̺, ϑ) = 0, (2.10)
cv(̺, ϑ) ≡ ∂eF (̺, ϑ)
∂ϑ
∈ C([0,∞)2), (2.11)
0 < c(1 + ϑ)ω ≤ cv(̺, ϑ) ≤ c(1 + ϑ)ω for all ̺, ϑ > 0. (2.12)
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2.2 Viscosity coefficients
The viscous stress S(ϑ,∇xu) is given by Newton’s rheological law (1.10), where µ, η ∈ W 1,∞[0,∞),
0 < µ(1 + ϑ)−β ≤ µ(ϑ) ≤ µ(1 + ϑ)−β , (2.13)
0 < η(1 + ϑ)−β ≤ η(ϑ) ≤ η(1 + ϑ)−β (2.14)
for all ϑ ∈ [0,∞) and a certain β ≥ 0.
Remark 2.1 In contrast with Newton’s hypothesis, we suppose that the bulk viscosity coefficient η
is strictly positive. This assumption can be relaxed in the case β = 0, for which the lower bound in
(2.14) can be replaced by η ≥ 0.
3 Existence theory
In this section, we introduced the concept of weak solution to the Navier-Stokes-Fourier system and
state out main existence result. To this end, we specify the initial conditions
̺(0, ·) = ̺0, ϑ(0, ·) = ϑ0, ̺0, ϑ0 > 0 in Ω, u(0, ·) = u0. (3.1)
3.1 Weak solutions
Following [9, Chapter 2] we introduce the weak solutions to problem (1.1–1.4), (3.1).
3.1.1 Equation of continuity - mass conservation
Equation (1.1) is understood in the sense of weak renormalized solutions introduced by DiPerna and
Lions [5]: ∫
Ω
[(
̺+ b(̺)
)
ϕ(τ, ·)−
(
̺0 + b(̺0)
)
ϕ(0, ·)
]
dx (3.2)
=
∫ τ
0
∫
Ω
[(
̺+ b(̺)
)
∂tϕ+
(
̺+ b(̺)
)
u · ∇xϕ+
(
b(̺)− b′(̺)̺
)
divxuϕ
]
dx dt
for any τ ∈ [0, T ], and b ∈ C1[0,∞), b′(̺) = 0 for ̺ >> 1, and any test function ϕ ∈ C∞c ([0, T ]×Ω).
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3.1.2 Momentum balance
Equation (1.2) is replaced by a family of integral identities∫
Ω
[̺u · ϕ(τ, ·)− ̺0u0 · ϕ(0, ·)] dx (3.3)
=
∫ τ
0
∫
Ω
[̺u · ∂tϕ+ ̺u⊗ u : ∇xϕ+ p(̺, ϑ)divxϕ− S(ϑ,∇xu) : ∇xϕ+ ̺f · ϕ] dx dt
for any τ ∈ [0, T ] and any ϕ ∈ C∞c ([0, T ]× Ω;R3).
3.1.3 Energy balance
A proper formulation of the energy balance is the cornerstone of the existence theory. Here, similarly
to [9, Chapter 2], we postulate the entropy inequality∫
Ω
[̺s(̺, ϑ)ϕ(τ, ·)− ̺0s(̺0, ϑ0)ϕ(0, ·)] dx (3.4)
≥
∫ τ
0
∫
Ω
[
̺s(̺, ϑ)∂tϕ+ ̺s(̺, ϑ)u · ∇xϕ+ q(ϑ,∇xϑ)
ϑ
· ∇xϕ
]
dx dt
+
∫ τ
0
∫
Ω
1
ϑ
[
S(ϑ,∇xu) + q(ϑ,∇xϑ) · ∇xϑ
ϑ
]
ϕ dx dt
for a.a. τ ∈ [0, T ] and any test function ϕ ∈ C∞c ([0, T ]× Ω), ϕ ≥ 0; together with the total energy
balance ∫
Ω
[(
1
2
̺|u|2 + ̺e(̺, ϑ)
)
ψ(τ)−
(
1
2
̺0|u0|2 + ̺0e(̺0, ϑ0)
)
ψ(0)
]
dx (3.5)
=
∫ τ
0
[∫
Ω
(
1
2
̺|u|2 + ̺e(̺, ϑ)
)
dx
]
∂tψ dt+
∫ τ
0
∫
Ω
̺f · u dxψ dt
for a.a. τ ∈ [0, T ] and any ψ ∈ C∞c [0, T ].
In addition to [9, Chapter 2], as a benefit of the method used in the present paper, we are able
to establish the thermal energy balance∫
Ω
[
̺
(
e(̺, ϑ)− ec(̺)
)
ψ(τ)− ̺0
(
e(̺0, ϑ0)− ec(̺0)
)
ψ(0)
]
dx (3.6)
≥
∫ τ
0
∫
Ω
̺(e− ec) dx∂tψ dt +
∫ τ
0
∫
Ω
[S(ϑ,∇xu) : ∇xu− (p− pc)divxu] dxψ dt
for a.a. τ ∈ [0, T ] and any ψ ∈ C∞c [0, T ], where we have set
ec(̺) = ̺
∫ ̺
1
pc(z)
z2
dz, pc(̺) = p(̺, 0),
cf. [8, Section 2.2].
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3.2 Global in time weak solutions
We are ready to state our main result concerning existence of global-in-time weak solutions.
Theorem 3.1 Let Ω ⊂ R3 be a bounded domain of class C2+ν . Suppose that the thermodynamic
functions p, e, satisfy the structural hypotheses (2.1), (2.4–2.12), where
γ > 3, 0 ≤ ω ≤ 1
2
, (3.7)
and that s is determined (modulo an additive constant) by Gibbs’ relation (1.6). Let S and q be
given by (1.10), (2.2), with the transport coefficients satisfying (2.3), (2.13), (2.14), where
0 ≤ β ≤ 4, α ≥ 16
3
+ β. (3.8)
Let
f ∈ L∞((0, T )× Ω;R3)
be a given external force. Suppose the initial data (3.1) satisfying
̺0, ϑ0 ∈ L∞(Ω), u0 ∈ L2(Ω;R3), ̺0 ≥ ̺ > 0, ϑ0 ≥ ϑ > 0 a.a. in Ω. (3.9)
Then the Navier-Stokes-Fourier system admits a weak solution [̺, ϑ,u] in the space-time cylinder
(0, T )× Ω in the sense specified in Section 3.1. The weak solution belongs to the class
̺ ∈ C([0, T ];L1(Ω)) ∩ Cweak([0, T ];Lγ(Ω)), ̺ ≥ 0 a.a. in (0, T )× Ω;
ϑ ∈ L∞(0, T ;L4(Ω)) ∩ L2(0, T ;W 1,2(Ω)) ∩ Lα(0, T ;L3α(Ω)), ϑ > 0 a.a. in Ω;
u ∈ Lq(0, T ;W 1,q0 (Ω;R3)) for a certain q > 1.
The rest of this section is devoted to the proof of Theorem 3.1. With the machinery developed in
[9, Chapter 3], the proof reduces basically to verification suitable uniform bounds (a priori estimates)
imposed on the solutions set by the constraints specified through the list of hypotheses in Theorem
3.1. We point out that these estimates apply to any weak solution of the problem enjoying the
properties specified in Section 3.1.
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3.2.1 Uniform bounds
Step 1: Energy estimates
In accordance with (3.2), the total mass
∫
Ω ̺ dx is a constant of motion; whence
̺ bounded in L∞(0, T ;L1(Ω)). (3.10)
Next, it follows from (3.5) and the hypotheses imposed on the data that the total energy
E =
∫
Ω
(
1
2
̺|u|2 + ̺e(̺, ϑ)
)
dx
remains bounded on any compact time interval [0, T ]. In accordance with (2.4), (2.10) we immediately
deduce
ϑ bounded in L∞(0, T ;L4(Ω)), ̺|u|2 bounded in L∞(0, T ;L1(Ω)). (3.11)
Since
0 ≤ eF (̺, ϑ)− eF (̺, 0) =
(
eF (̺, ϑ)− eF (1, ϑ)− eF (̺, 0)
)
+ eF (1, ϑ)
we may write
eF (̺, ϑ) = ec(̺) +
∫ ϑ
0
cv(1, s) ds +
∫ ̺
1
1
z2
(
pF (z, ϑ)− pF (z, 0)− ϑ∂pF (z, ϑ)
∂ϑ
)
dz (3.12)
and deduce exactly as in [8, Section 4.2],
̺ϑ1+ω bounded in L∞(0, T ;L1(Ω)), (3.13)
̺ bounded in L∞(0, T ;Lγ(Ω)), (3.14)
and
p(̺, ϑ) bounded in L∞(0, T ;L1(Ω)). (3.15)
Step 2: Dissipation estimates - entropy
Taking ϕ ≡ 1 in the entropy inequality (3.4) we obtain
∫
Ω
̺s(̺, ϑ)(τ, ·) dx ≥
∫
Ω
̺0s(̺0, ϑ0) dx+
∫ τ
0
∫
Ω
1
ϑ
[
S(ϑ,∇xu) + q(ϑ,∇xϑ) · ∇xϑ
ϑ
]
dx dt, (3.16)
where
s(̺, ϑ) = sF (̺, ϑ) + sR(̺, ϑ), sR(̺, ϑ) =
4
3
a
ϑ3
̺
, (3.17)
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and
sF (̺, ϑ) = sF (̺, 1) +
∫ ϑ
1
cv(̺, s)
s
ds, sF (̺, 1) = −
∫ ̺
1
∂pF (z, 1)
∂ϑ
1
z2
dz.
Repeating the arguments of [8, Section 4.3] we have
|sF (̺, 1)| ≤ c
(
1 + ̺−1 + ̺
γ
3
−1
)
, (3.18)
together with
c̺[lnϑ]+ ≤ ̺
[ ∫ ϑ
1
cv(̺, s)
s
ds
]+
(3.19)
≤
{
c̺(1 + ϑω), (if ω > 0)
c̺(1 + [log(ϑ)]+), (if ω = 0)
}
for all ̺ > 0, ϑ > 0.
In view of the energy bounds already established in (3.11–3.15), the left-hand side of (3.16) is
bounded from above in [0, T ] and we may infer
̺s(̺, ϑ) bounded in L∞(0, T ;L1(Ω)), (3.20)
S(ϑ,∇xu) : ∇xu
ϑ
,
κ(ϑ)
ϑ2
|∇xϑ|2 bounded in L1((0, T )× Ω), (3.21)
and
c̺[lnϑ]− ≤̺
[ ∫ ϑ
1
cv(̺, s)
s
ds
]
−≤ c
(
̺|s(̺, ϑ)|+ ̺e(̺, ϑ)
)
. (3.22)
Thus, making use of hypotheses (2.3), we may follow step by step the arguments of [8, Section
4.3] to obtain
̺ log(ϑ) bounded in L∞(0, T ;L1(Ω)), log(ϑ) bounded in L2(0, T ;W 1,2(Ω)), (3.23)
ϑα/2 bounded in L2(0, T ;W 1,2(Ω), (3.24)
where the last relation combined with the standard embedding W 1,2(Ω) →֒ L6(Ω) give rise to
ϑ bounded in Lα(0, T ;L3α(Ω)). (3.25)
Step 3: Dissipation estimates - internal energy
The thermal energy balance (3.6), together with the bounds (3.13), (3.14), yields
∫ τ
0
∫
Ω
S(ϑ,∇xu) : ∇xu dx dt ≤ c
(
1 +
∫ τ
0
∫
Ω
|p(̺, ϑ)− pc(̺)| |divxu| dx dt
)
. (3.26)
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Arguing as in [8, Section 4.3] we get
|p(̺, ϑ)− pc(̺)| ≤ c(1 + ϑ4 + ϑ̺
γ
3 ) for all ̺ > 0, ϑ > 0. (3.27)
Writing
|p(̺, ϑ)− pc(̺)| |divxu| = |p(̺, ϑ)− pc(̺)|ϑβ/2ϑ−β/2|divxu|
we observe easily that (3.26) combined with hypotheses (2.13), (2.14) will yield the desired conclusion
S(ϑ,∇xu) : ∇xu bounded in L1((0, T )× Ω) (3.28)
as soon as we establish a bound for
(1 + ϑ4 + ϑ̺
γ
3 )ϑβ/2 in L2((0, T )× Ω). (3.29)
To see (3.29), we interpolate between (3.11), (3.25) to obtain
ϑ bounded in Lq(0, T ;Lp(Ω)) whenever p =
12α
4λ− 3λα+ 3α, q ≤
α
λ
, λ ∈ [0, 1]. (3.30)
Consequently, for q = 8 + β, we have λ = α
8+β
with the corresponding
p = (8 + β)
12
4− 3α + 3(8 + β) ≥ 8 + β
whenever α, β satisfy hypothesis (3.8). Thus
ϑ4+β/2 bounded in L2((0, T )× Ω).
The last term in (3.29) can be handled in a similar fashion seeing that, in view of (3.25),
̺γ/3 bounded in L∞(0, T ;L3(Ω)), ϑ1+β/2 bounded in L2(0, T ;L6(Ω)).
We have shown (3.28), in particular,
(1 + ϑ)−β/2|∇xu+∇xut| = g bounded in L2((0, T )× Ω). (3.31)
Finally, using once more the estimates (3.11), (3.25), we deduce from (3.31) that
|∇xu+∇xut| bounded in L2(0, T ;Lq(Ω)), q = 8
β + 4
if β ≤ 4,
and
‖ϑβ/2g‖L6α/(3α+β)(Ω) ≤ ‖g‖L2(Ω)‖ϑβ/2‖L6α/β(Ω) = ‖g‖L2(Ω)‖ϑ‖β/2L3α(Ω);
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whence
|∇xu+∇xut| bounded in Lp(0, T ;Lr(Ω)), r = 6α
3α+ β
, p =
2α
α + β
.
Applying the standard Korn’s and Poincare´’s inequalities, we conclude

u bounded in L2(0, T ;W 1,q0 (Ω;R
3)), q = 8
β+4
if β ≤ 4,
u bounded in Lp(0, T );W 1,r0 (Ω;R
3)), r = 6α
3α+β
, p = 2α
α+β
.

 (3.32)
Step 4: Pressure estimates
The final estimates concern the pressure p sofar bounded only by (3.15). In order to improve
integrability with respect to time, the standard procedure based on the application of the so-called
Bogovskii’s operator is needed, see [8, Section 4.5], [9, Chapter 2, Section 2.2.5]. To perform this
step and also for construction of the weak solutions we need the convective terms to be belong to
the Lebesgue space Lp for some p > 1. It turns out, see [8, Section 5], that the velocity field must
satisfy, at least
u bounded in Lq(0, T ;Ls(Ω;R3)) for certain q > 1, s > 4. (3.33)
Revisiting (3.32) we need W 1,r(Ω) →֒ L4(Ω), meaning
18α
3(α + β)
> 4 i.e. α > 2β,
which is in agreement with hypothesis (3.8). We conclude, exactly as in [8, Section 4.5],
p(̺, ϑ)r bounded in L1((0, T )× Ω) for some r > 1. (3.34)
3.2.2 Proof of Theorem 3.1
We have collected all the ingredients necessary for the proof of Theorem 3.1. This can be carried
over as follows.
• We consider the problem with the shear viscosity coefficient augmented, specifically,
µε(ϑ) = µ(ϑ) + ε(1 + ϑ), ε > 0.
Adapting the construction performed in [9, Chapter 3] we obtain a family of approximate
solutions {̺ε,uε, ϑε}ε>0.
• It is easy to check that {̺ε,uε, ϑε}ε>0 admits the uniform bounds established in Section 3.2.1
• Having established all the necessary estimates, we apply the compactness arguments of [8,
Section 5] to pass to the limit for ε→ 0 in {̺ε,uε, ϑε}ε>0.
We have proved Theorem 3.1.
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4 Relative energy and weak strong uniqueness
We study stability properties of the class of weak solutions, the existence of which was proved
in Theorem 3.1. In particular, we recall the relative energy inequality and show the weak-strong
uniqueness principle. For the sake of simplicity, we take
f ≡ 0.
4.1 Relative energy
The relative entropy/energy and the associated concept of dissipative solutions was introduced in
the pioneering paper by Dafermos [4] and later developed by Leger and Vasseur [16], Masmoudi [19],
Saint-Raymond [20], among others. In particular, the problem of weak-strong uniqueness for the
compressible Navier-Stokes and the Navier-Stokes-Fourier system were addressed by Germain [14]
and finally solved in [10], [11], [12].
We recall the relative energy associated to the Navier-Stokes-Fourier system
E
(
̺, ϑ,u
∣∣∣r,Θ,U) = ∫
Ω
[
1
2
̺|u−U|2 +HΘ(̺, ϑ)− ∂HΘ(r,Θ)
∂̺
(̺− r)−HΘ(r,Θ)
]
dx, (4.1)
where
HΘ(̺, ϑ) = ̺
(
e(̺, ϑ)−Θs(̺, ϑ)
)
.
As shown in [9, Chapter 3, Proposition 3.2], the functional E represents a “distance” between the
quantities [̺, ϑ,u] and [r,Θ,U]. Specifically, for any compact sets K,K ′, K ′ ⊂ int(K) ⊂ (0,∞)2,
there exists a positive constant c = c(K,K ′), depending solely on the structural properties of the
thermodynamic functions e and s, notably on the lower bounds for the derivatives appearing in the
thermodynamics stability hypothesis (2.5), such that
E
(
̺, ϑ,u
∣∣∣r,Θ,U) ≥ c


|̺− r|2 + |ϑ−Θ|2 + |u−U|2 if [̺, ϑ] ∈ K, [r,Θ] ∈ K ′
1 + ̺|u−U|2 + ̺e(̺, ϑ) + ̺|s(̺, ϑ)| if [̺, ϑ] ∈ (0,∞)2 \K, [r,Θ] ∈ K ′.
(4.2)
Any weak solution [̺,u, ϑ] of the Navier-Stokes-Fourier system in the sense of Section 3.1 that
belongs to the regularity class specified in Theorem 3.1 satisfies the relative energy inequality
[
E
(
̺, ϑ,u
∣∣∣r,Θ,U)]t=τ
t=0
(4.3)
+
∫ τ
0
∫
Ω
Θ
ϑ
(
S(ϑ,∇xu) : ∇xu− q(ϑ,∇xϑ) · ∇xϑ
ϑ
)
dx dt
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≤
∫ τ
0
∫
Ω
̺(u−U) · ∇xU · (U− u) dx dt
+
∫ τ
0
∫
Ω
S(ϑ,∇xu) : ∇xU dx dt−
∫ τ
0
∫
Ω
q(ϑ,∇xϑ)
ϑ
· ∇xΘ dx dt + λ
∫ τ
0
∫
Ω
u ·U dx dt
+
∫ τ
0
∫
Ω
̺
(
s(̺, ϑ)− s(r,Θ)
)(
U− u
)
· ∇xΘ dx dt
+
∫ τ
0
∫
Ω
̺
(
∂tU+U · ∇xU
)
· (U− u) dx dt−
∫ τ
0
∫
Ω
p(̺, ϑ)divxU dx dt
−
∫ τ
0
∫
Ω
(
̺
(
s(̺, ϑ)− s(r,Θ)
)
∂tΘ+ ̺
(
s(̺, ϑ)− s(r,Θ)
)
U · ∇xΘ
)
dx dt
+
∫ τ
0
∫
Ω
((
1− ̺
r
)
∂tp(r,Θ)− ̺
r
u · ∇xp(r,Θ)
)
dx dt
for any trio of (smooth) test functions [r,Θ,U] such that
r, Θ > 0 in Ω, U|∂Ω = 0, (4.4)
see [10].
4.2 Weak-strong uniqueness
Our goal is to show the following result.
Theorem 4.1 In addition to the hypotheses of Theorem 3.1, let
0 ≤ β < 1, α ≥ 8
5(1− β) . (4.5)
Suppose that the Navier-Stokes-Fourier system (1.1–1.4) admits a strong (classical) solution
[ ˜̺, ϑ˜, u˜] in [0, T ]× Ω. Let [̺,u, ϑ] be a weak solution emanating from the same initial data.
Then
̺ ≡ ˜̺, ϑ ≡ ϑ˜, u ≡ u˜ in [0, T ]× Ω.
The rest of this section is devoted to the proof of Theorem 4.1. We point out that similar results
proved in [10] lean heavily on the assumption that the viscosity coefficients are coercive, in particular,
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µ(ϑ)→∞ as ϑ→∞. This is not the case in our setting which makes the proof more delicate. The
main idea is to combine the relative energy inequality with the bounds obtained via the thermal
energy balance (3.6), specifically, (3.32).
Step 1:
We start by introducing the notation:
h = [h]ess + [h]res,
where
[h]ess = Φ(̺, ϑ)h, Φ ∈ C∞c ((0,∞)2),
0 ≤ Φ ≤ 1, Φ = 1 in an open neighborhood of a compact K ⊂ (0,∞)2
where K is chosen to contain the range of the strong solution [˜̺, ϑ˜], specifically,
[ ˜̺(t, x), ϑ˜(t, x)] ∈ K for all x ∈ Ω, t ∈ [0, T ].
Now, we take r = ˜̺, Θ = ϑ˜, U = u˜ as test functions in the relative energy inequality (4.3). After
a bit tedious manipulation performed in detail in [7, Section 6] we obtain
[
E
(
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜)]t=τ
t=0
(4.6)
+
∫ τ
0
∫
Ω
[(
ϑ˜
ϑ
− 1
)
S(ϑ,∇xu) : ∇xu+
(
ϑ
ϑ˜
− 1
)
S˜(ϑ˜,∇xu˜) : ∇xu˜
]
dx dt
+
∫ τ
0
∫
Ω
[(
S(ϑ,∇xu)− S(ϑ˜,∇xu˜)
)
: (∇xu−∇xu˜)
]
dx dt
+
∫ τ
0
∫
Ω
[(
1− ϑ˜
ϑ
)
q(ϑ,∇xϑ) · ∇xϑ
ϑ
+
(
1− ϑ
ϑ˜
)
q(ϑ˜,∇xϑ˜) · ∇xϑ˜
ϑ˜
]
dx dt
+
∫ τ
0
∫
Ω
[(
q(ϑ,∇xϑ)
ϑ
− q(ϑ˜,∇xϑ˜)
ϑ˜
)
·
(
∇xϑ˜−∇xϑ
)]
dx dt
≤
∫ τ
0
χ
[
E
(
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜)+ ∫
Ω
|[p(̺, ϑ)]res| dx
]
dt
∫ τ
0
∫
Ω
([
1 + ̺+ ̺|s(̺, ϑ)|
]
res
)([
1 + |u− u˜|
]
res
)
+
∣∣∣[ϑ− ϑ˜]
res
∣∣∣ dx dt
where χ ∈ L1(0, T ), see [7, Section 6, formula (71)].
Step 2:
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We can write(
ϑ˜
ϑ
− 1
)
S(ϑ,∇xu) : ∇xu+
(
ϑ
ϑ˜
− 1
)
S(ϑ˜,∇xu˜) : ∇xu˜+
(
S(ϑ,∇xu)− S(ϑ˜,∇xu˜)
)
: (∇xu−∇xu˜)
=
ϑ˜
ϑ
S(ϑ,∇xu) : ∇xu+ ϑ
ϑ˜
S(ϑ˜,∇xu˜) : ∇xu˜− S(ϑ,∇xu) : ∇xu˜− S(ϑ˜,∇xu˜) : ∇xu
and a similar identity can be derived also for the heat flux. Thus we have to handle expressions in
the form
ϑ˜
ϑ
ν|A|2 + ϑ
ϑ˜
ν˜|A˜|2 − (ν + ν˜)A : A˜ = ν
∣∣∣∣∣∣
√
ϑ˜
ϑ
A
∣∣∣∣∣∣
2
+ ν˜
∣∣∣∣∣∣
√
ϑ
ϑ˜
A˜
∣∣∣∣∣∣
2
− (ν + ν˜)


√
ϑ˜
ϑ
A

 :


√
ϑ
ϑ˜
A˜

 (4.7)
= ϑ˜
ν
ϑ
(
A− ϑ
ϑ˜
A˜
)2
+ (ν − ν˜)
(
A− ϑ
ϑ˜
A˜
)
: A˜
≥ ϑ˜ν
ϑ
(
A− A˜
)2
+ 2ϑ˜
ν
ϑ
(
1− ϑ
ϑ˜
) (
A− A˜
)
: A˜+ (ν − ν˜)
(
A− A˜
)
: A˜+ (ν − ν˜)
(
1− ϑ
ϑ˜
)
|A˜|2,
with the transport coefficient ν = ν(ϑ), ν˜ = ν(ϑ˜). If ν is a continuously differentiable function of ϑ,
we get ∫
Ω
[
ϑ˜
ϑ
ν|A|2 + ϑ
ϑ˜
ν˜|A˜|2 − (ν + ν˜)A : A˜
]
ess
dx (4.8)
≥ c1
∥∥∥[A− A˜]
ess
∥∥∥2
L2(Ω;R3×3)
− c2
∫
Ω
|[ϑ− ϑ˜]ess|2 dx
≥ c1
∥∥∥[A− A˜]
ess
∥∥∥2
L2(Ω;R3×3)
− c3E
{
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜} .
On the other hand, by the standard interpolation argument,
∥∥∥A− A˜∥∥∥2
LΛ(M,R3×3)
=
∥∥∥∥∥∥
√
ϑ
ν
√
ν
ϑ
(
A− A˜
)∥∥∥∥∥∥
2
LΛ(M,R3×3)
(4.9)
≤
∥∥∥∥∥ϑν
∥∥∥∥∥
La(M)
∫
M
ν
ϑ
∣∣∣A− A˜∣∣∣2 dx, a = Λ
2− Λ , 1 ≤ Λ ≤ 2
for any measurable set M ⊂ Ω. Thus for Λ = 8
5+β
(cf. hypothesis (4.5)) we get
∥∥∥[A− A˜]
res
∥∥∥
LΛ(Ω;R3×3)
≤
(∫
Ω
ϑ4 dx
)(1+β)/4 ∫
Ω
µ(ϑ)
ϑ
∣∣∣[A− A˜]
res
∣∣∣2 dx. (4.10)
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In accordance with the energy estimates (3.11), the norm ‖ϑ‖L4(Ω) is uniformly bounded in time
for any weak solution, in particular, relations (4.8), (4.10) yield
∫ τ
0
∫
Ω
[(
ϑ˜
ϑ
− 1
)
S(ϑ,∇xu) : ∇xu+
(
ϑ
ϑ˜
− 1
)
S˜(ϑ˜,∇xu˜) : ∇xu˜
]
dx dt (4.11)
+
∫ τ
0
∫
Ω
[(
S(ϑ,∇xu)− S(ϑ˜,∇xu˜)
)
: (∇xu−∇xu˜)
]
dx dt
≥ c1
∫ τ
0
‖u− u˜‖2W 1,Λ0 (Ω;R3) dt− c2
∫ τ
0
E
(
̺, ϑ,u| ˜̺, ϑ˜, u˜
)
dt, Λ =
8
5 + β
, c1 > 0.
Now, we apply the same arguments to the temperature dependent dissipative terms on the left-
hand side of inequality (4.6) to obtain:
∫ τ
0
∫
Ω
[(
1− ϑ˜
ϑ
)
q(ϑ,∇xϑ) · ∇xϑ
ϑ
+
(
1− ϑ
ϑ˜
)
q(ϑ˜,∇xϑ˜) · ∇xϑ˜
ϑ˜
]
dx dt (4.12)
+
∫ τ
0
∫
Ω
[(
q(ϑ,∇xϑ)
ϑ
− q(ϑ˜,∇xϑ˜)
ϑ˜
)
·
(
∇xϑ˜−∇xϑ
)]
dx dt
≥ c1
∫ τ
0
[∥∥∥ϑ− ϑ˜∥∥∥2
W 1,2(Ω)
+
∥∥∥∇x(log(ϑ)− log(ϑ˜))∥∥∥2
L2(Ω;R3)
]
dt− c2
∫ τ
0
E
(
̺, ϑ,u| ˜̺, ϑ˜, u˜
)
dt,
c1 > 0, see [7, Section 6, formula (78)]. Moreover, in view of (3.19), (3.22), we have∫
Ω
̺|[log(ϑ)]res| dx ≤ c
∫
Ω
([1]res + ̺|[s(̺, ϑ)]res|+ ̺[e(̺, ϑ)]res) dx; (4.13)
whence, as a consequence of (4.2), and the generalized Korn’s inequality (cf. [9, Appendix, Theorem
10.17])
‖v‖W 1,2(Ω;R3) ≤ c
(
‖∇xv‖L2(Ω;R3×3) +
∫
Ω
̺|v| dx
)
,
the ∇x log(ϑ)-norm can be replaced by the W 1,2−norm.
Going back to (4.6) and using (4.11), (4.12) we may infer that
[
E
(
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜)]t=τ
t=0
(4.14)
+c
∫ τ
0
[∥∥∥ϑ− ϑ˜∥∥∥2
W 1,2(Ω)
+
∥∥∥log(ϑ)− log(ϑ˜)∥∥∥2
W 1,2(Ω)
+ ‖u− u˜‖2W 1,Λ0 (Ω;R3)
]
dt
≤
∫ τ
0
χ
[
E
(
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜)+ ∫
Ω
|[p(̺, ϑ)]res| dx
]
dt
17
∫ τ
0
∫
Ω
([
1 + ̺+ ̺|s(̺, ϑ)|
]
res
)([
1 + |u− u˜|
]
res
)
+
∣∣∣[ϑ− ϑ˜]
res
∣∣∣ dx dt
where
χ ∈ L1(0, T ), Λ = 8
5 + β
.
Step 3:
In accordance with the energy estimates (3.12) and the coercivity properties of the relative energy
stated in (4.2), several terms on the right-hand side of (4.14) are dominated by E
(
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜).
Accordingly, (4.14) reduces to [
E
(
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜)]t=τ
t=0
(4.15)
+c
∫ τ
0
[∥∥∥ϑ− ϑ˜∥∥∥2
W 1,2(Ω)
+
∥∥∥log(ϑ)− log(ϑ˜)∥∥∥2
W 1,2(Ω)
+ ‖u− u˜‖2W 1,Λ0 (Ω;R3)
]
dt
≤
∫ τ
0
χE
(
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜) dt + ∫ τ
0
∫
Ω
[
̺|s(̺, ϑ)|
]
res
[
|u− u˜|
]
res
dx dt.
Consequently, our ultimate goal is to “absorb” the last integral on the right-hand side of (4.15)
via a Gronwall type argument. In accordance with (3.18), (3.19) we have to estimates the integral∫ τ
0
∫
Ω
[
̺γ/3 + ̺ϑω + ̺| log ϑ|+ ϑ3
]
res
[u− u˜]res dx dt.
First, we observe that ∫
Ω
[
̺γ/3 + ̺ϑω
]
res
[u− u˜]res dx
≤ 1
2
∫
Ω
̺|u− u˜|2 dx+ 1
2
∫
Ω
[
̺ϑ2ω + ̺1+2γ/3
]
res
dx.
As 0 ≤ ω ≤ 1/2 and γ ≥ 3, the second integral is dominated by E
(
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜).
Next, we estimate∫
Ω
[̺| log(ϑ)|]res |u− u˜| dx ≤ ‖
√
̺‖L3(Ω) ‖[log(ϑ)]res‖L6(Ω) ‖
√
̺(u− u˜)‖L2(Ω;R3)
≤ c
(
δ ‖[log(ϑ)]res‖2W 1,2(Ω) + c(δ)
∫
Ω
̺|u− u˜|2 dx
)
,
where the last integral is dominated by the terms on the left-hand side of (4.15) for δ > 0 small
enough.
Finally, by Ho¨lder’s inequality,∫
Ω
[
ϑ3
]
res
|u− u˜| dx ≤ ‖u− u˜‖La(Ω;R3)
( ∫
Ω
[ϑ4]res dx
)1/2 ( ∫
Ω
ϑb dx
)1/b
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≤ δ‖u− u˜‖2La(Ω;R3) + c(δ)‖ϑ‖2Lb(Ω)E
(
̺, ϑ,u
∣∣∣ ˜̺, ϑ˜, u˜)
where a = 24
7+5β
is determined from the Sobolev embedding W 1,Λ ⊂ La, δ > 0 is arbitrary, c(δ) > 0,
1
a
+ 1
2
+ 1
b
= 1 and ‖ϑ‖2Lb(Ω) ∈ L1(0, T ) by virtue of (3.25) provided
α ≥ 8
5(1− β) , 0 ≤ β < 1.
We have proved Theorem 4.1.
5 Conditional regularity
Similar to [13], the weak-strong uniqueness principle established in Theorem 4.1 can be used to
deduce a regularity criterion in the class of weak solutions:
Theorem 5.1 In addition to the structural restrictions imposed in Theorem 4.1 on the transport
coefficients µ, η, and κ, assume that there exists a constant k > 0 such that
µ(ϑ) = kη(ϑ). (5.1)
Let [̺,u, ϑ] be a weak solution to the Navier-Stokes-Fourier system (1.1)-(1.3) in the time interval
(0, T ), satisfying the boundary conditions (1.4), the initial conditions (3.1), where
̺0, ϑ0 ∈ W 3,2(Ω), u ∈ W 3,2(Ω;R3), ̺0 ≥ ϑ > 0, ϑ0 ≥ ϑ > 0, (5.2)
with suitable compatibility conditions. If
ess sup
t∈(0,T )
‖∇xu(t, ·)‖L∞(Ω;R3×3) <∞, (5.3)
then [̺,u, ϑ] is in fact a classical solution.
If, in addition, β = 0, meaning µ, η are positive constants independent of ϑ, then the regularity
condition (5.3) can be relaxed to
∫ T
0
‖∇xu(t, ·)‖2L∞(Ω;R3×3) dt <∞. (5.4)
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In view of the weak-strong uniqueness principle, we only need to establish the following blow up
criterion for a strong solution [˜̺, u˜, ϑ˜] with the initial data [̺0,u0, ϑ0]. We note that the existence
of (local) strong solution is guaranteed by the result of Valli [22], [23].
Proposition 5.1 Given [̺0,u0, ϑ0] satisfying (5.2), suppose [ ˜̺, u˜, ϑ˜] is a strong solution to the
initial boundary value problem for the Navier-Stokes-Fourier system (1.1)-(1.3) in the time in-
terval (0, T˜ ), such that
˜̺, ϑ˜ ∈ C([0, T˜ ),W 3,2(Ω)), u˜ ∈ C([0, T˜ ),W 3,2(Ω;R3)).
If (5.3) (or (5.4) if µ, η are constants) holds with u replaced by u˜, then [ ˜̺, u˜, ϑ˜] can be continuously
extended beyond the time T˜ .
To prove Proposition 5.1 we can follow step by step the proof in [13], Section 4, keeping in mind
the following observations.
1. In [13] we assume η = 0. However this does not hold anymore in our present setting. Condition
(5.1) ensures that the Lame´ operator
µ(ϑ)∆xu+
(
η(ϑ) +
1
3
µ(ϑ)
)
∇xdivxu
to be an elliptic operator with constant coefficients after divided by η(ϑ). See also remarks in the
final section in [13].
2. Note that assumption (5.3) is only used to control the divergence part of the term h1 in order
to yield estimates (4.15) in [13], due to the dependence of µ on ϑ. If µ(and η) is a constant, then
this divergence term disappears and one can replace (5.3) with (5.4).
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