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Abstract 
In this paper we investigate dge partition problems of the countable triangle free homogeneous 
graph. As consequences of the main result, we obtain the following theorems. For every coloring 
of the edges of the countable triangle free homogeneous graph 0//with finitely many colors there 
exists a copy of q/in q/whose edges are colored with at most two of the colors. The countable 
triangle free homogeneous graph 0//is weakly edge indivisible, that is, for every coloring of the 
edges of og with two colors, say red and blue, the following holds: If there is a finite triangle 
free graph ff so that every copy of ff in q/contains a red edge, then there is a copy of q/ in 
~//which has red edges only. (~) 1998 Published by Elsevier Science B.V. All rights reserved 
1. In t roduct ion  
Fred Galvin proved that for every coloring of the two element subsets of  the rationals 
with finitely many colors there exists a subset of  the rationals which is order isomorphic 
to the rationals and whose two element subsets are colored with at most two of the 
colors. This and many other results of a similar nature are discussed in a paper by 
Todorcevic [12]. An extension of  the theory to homogeneous structures has proven to be 
difficult. It is easy to see that the Rado graph is vertex indivisible. This means that for 
every partition of  the vertices of the Rado graph into two classes there is an embedding 
of the Rado graph into one of the two classes. It turned out that it is quite difficult to 
show that the countable triangle free homogeneous graph is vertex indivisible, a result 
obtained by Komj~th and R6dl [10]. Subsequently there were several more results by 
E1-Zahar and Sauer showing that the countable Kn-free homogeneous graphs are vertex 
indivisible [3], characterizing vertex indivisible directed homogeneous graphs [4] and 
various types of  homogeneous hypergraphs [5]. 
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Partition results for two element subsets of homogeneous structures where not ob- 
tained except for an early success by Erdrs et al. [7]. They proved that the Rado graph 
is weakly edge indivisible. A graph ~' is weakly edge indivisible if for every coloring 
of the edges of d with two colors, say red and blue, the following holds: If there is 
a finite subgraph f# of ~¢ so that every copy of f# in ~¢ contains a red edge, then there 
is a copy of d in d all of whose edges are red. They also constructed a coloring 
of the edges of the Rado graph with two colors such that for every copy of the Rado 
graph in the Rado graph the edges are colored with both colors. They actually showed 
that every countable graph f# has an edge coloring such that every copy in ~ of the 
complete bipartite graph has edges of both colors. 
Recently Pouzet and Sauer [11] sharpened this result in the following sense. Consider 
all colorings of the edges of the Rado graph with n E~o colors. Partially order all those 
colored Rado graphs by graph embeddings which preserve the color of the edges. It 
is clear that if this partial order has a coinitial set consisting of finitely many minimal 
elements of the partial order then a complete description of this coinitial set will con- 
stitute a complete understanding of the divisibility situation with respect o the edges 
of the Rado graph. In [11] such a set of minimal elements, a Ramsey basis, is con- 
structed. Of course this idea generalizes to other relational structures. For example the 
statement that the partial order of infinite countable graphs ordered under embeddings 
has a coinitial set consisting of exactly two minimal elements, the complete graph and 
its complement, is equivalent to the ordinary Ramsey statement, lq0 ~(R0) 2. In [11] 
the Ramsey basis of the partial order of n-edge colored Rado graphs is determined. 
The countable triangle free homogeneous graph ~//= (U; o--o) is the unique countable 
triangle free graph which has the mapping extension property, that is: 
For every finite set F of vertices of ql and every independent subset 1 c F there 
are infinitely many vertices of ql which are adjacent with every vertex in I and 
not adjacent o any vertex in F -  I. 
For more information on homogeneous structures ee [8] or [1]. For Kn-free homo- 
geneous graphs see [3]. The paper [9] by Hajnal provides some more background 
information and the thesis by Devlin [2] gives a proof of the theorem of Galvin em- 
bedded in a more general theorem for coloring the n-element subsets of the rationals. 
In [6] implications for finite partition relations and related properties of homogeneous 
structures are discussed. 
It is an easy consequence of the mapping extension property that every countable 
triangle free graph can be embedded into the countable triangle free homogeneous graph 
and in fact that any two countable triangle free graphs having the mapping extension 
property are isomorphic. Hence the complete bipartite graph can be embedded into the 
countable triangle free homogeneous graph. It follows then from the result of Erdrs 
-K2 et al., mentioned above, that it is not possible to obtain a result of the form q/ (0//)2 • 
What is still possible is that there is a 'partition' of the set of edges E(q/) of q/ 
into two sets, say E<(q/) and E>(q/), such that for every coloring of E<(~) with 
two colors there is a copy C of q/ in 0// such that all of the edges in E<(C) have 
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the same color; and that the same holds for E>(q/). We will express this by writing 
q /~ q/2 r2sE< and q /~ q/2 r2ce> . (See Section 2 for a more precise definition of this 
notation.) Another consequence of the mapping extension property is that for every 
two edges (a,b)E E(q/) and (al,bl)E E(q/), there is an automorphism of q/mapping 
a to al and b to bl. This implies that we cannot define the sets E<(q/) and E>(q/) 
without imposing some further structure on og. 
Assume that the set of vertices of the countable triangle free homogeneous graph q/ 
is o9. Associate with every vertex n E 09 a 0, 1-sequence An of length n + 1 as follows. 
For every i E n put An(i) equals to 1 if the vertices n and i are adjacent and equal 
to zero otherwise. For every n E co put An(n):= 1. The lexicographic ordering of the 
sequences An is a total order. Let E< be the set of edges {n,m} of q/ for  which n<m 
implies that An is smaller in the lexicographic ordering than Am. Denote all of the 
other edges by E>. We will prove, Theorem 3, that 
Which means that for every coloring of the edges of q/ with two colors there is an 
embedding a from oR into q/ such that all of the edges of ~(E<) have the same 
color. Furthermore this embedding ~ preserves the order on co and the lexicographic 
ordering. Hence the image of E< under ~ are those edges of the copy of q/ for  which 
the lexicographic order and the order in co agree. (In both possible meanings of the 
lexieographic order on the elements of the copy.) For a more detailed explanation see 
the section on notation. An analogous result holds for E>. 
We will then deduce from the results above that the countable triangle free homo- 
geneous graph q/ is weakly edge indivisible and that for every coloring of the edges 
of og with finitely many colors there is a copy of °g in 0// whose edges are colored 
with at most two of the colors. 
1.1. How to read this paper 
We will need to develop many unfamiliar notions and construct from those notions 
a complicated logical formula with many alternating quantifiers. But the basic idea of 
the proof is not very difficult. We suggest herefore to the reader, who wishes to obtain 
this basic idea before working through the excruciating details, to read the section on 
coideals next and then the section on Galvin's theorem, before returning to the section 
on notation. Readers very familiar with constructions for countable homogeneous struc- 
tures may actually be able to finish the argument for the homogeneous triangle free 
graph after reading the section on Galvin's proof and looking at some of the definitions 
in the remainder of the paper. 
2. Notation 
Let f# = (G---co; o--o) be a graph defined on co. We obtain a structure (o9; 0--% < ), 
fo 
where < is the natural order on co, and define the lexicographic order < on the set 
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of vertices co of (¢. In order to do this we first associate with every n E co a function 
An: n ~ 2 such that for i E n we have An(i)= 1 if and only if io-o n. The lexicographic 
ordering of  the 0, 1-sequences An yields the lexicographic order, which we will denote 
o)  
by <,  on 09. The detailed definition given below will be appreciated later on. 
Extend each of the functions An to a function from co to 2 using the following 




if i<[a l=n;  
i f i= Ia [=n;  
if i>[ai=n. 
Let n, m C co and a : n ~ 2 and b : m ~ 2 two functions, then 
to  
a < b :+-~toa(min({i E 09; toa(i) Ctob(i)}) = O. 
to  o2 to  
We will write n < m, or n <~m if the distinction is required, if A n < Am. That 
is n -~ m if the sequence An is lexicographically smaller than the sequence Am. (The 
functions o~An are used to order pairs of functions like {(0,0)} and {(0,0),(1,0)}.) 
Note that ~ is a total order on the base set co of f¢ = (09; o--o). 
Let LP= (A; o--o) be a countable graph and {An; n C 09} an 09-enumeration of the 
vertices of  £P. The graph with 09 as set of vertices such that no--o m if and only An o--o Am 
will be denoted by £Pto. We will write An < Am if and only if n <m and will write 
An ~.~ Am if and only if n ~ m. We obtain the structure (A; 0--% <,  ~ ). By misuse 
of notation we will often denote this new structure by £P as well. The order ~ in the 
enumerated graph ~q = (A; o--% <,  ,~ ) is called the lexicographic order of ~.  I f  the 
to  
distinction is required we will also denote it by <.~. 
Given a graph ff = (A; ~-o) with edge relation o--o. An enumeration of f~ is a struc- 
ture f f=(A ;  0--% <,  ,~) where A= {An; n G 09} is enumerated in such a way that 
(O 
An<Am ~n<m and the structure (A; o--o) is isomorphic to f~. I f  fg- - (A;  0--% <,<)  
is a given enumeration of a graph and we wish to name explicitly the structure aris- 
to  to  
ing from f f=(A ;  0-% <,  < ) by forgetting the relations < and < we will write 
(~forget ~---(A, o---o). The notation f~= (A; 0--% <,  ~ ) always implies that the enumer- 
ation A = {An; n C co} is such that Vn, m E 09 (n <m --* An <Am). 
Assume that 5¢=(A;  o--o) is a countable graph and A= {An; n E 09} an 09-enumeration 
to  
of the vertices of ~a so that we obtain the structure ~ = (A; 0-% <,  < ) and the struc- 
ture 5eto= (o9; 0--% <,  ,~ ). Then we can associate with each n E o9 the 0, 1-sequence 
o)  
An defined as above and in a natural way the graph ff =(A;  0--% <,  < ) on the set 
A of 0, 1-sequences o obtained. The functions which associate with each An the 
to  
number n and then the sequence An are isomorphisms from 5e = (A; 0--% <,  < ) to 
o)  
~L~ato =(co; 0--% <,<)  and to ~=(A;  o-% <,  ,~). Note that in ff the vertices Am and 
An with n<m are adjacent if and only if Am(n)= 1. 
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A graph L,e =(A;  o--o, <, ~ ) such that the structure o~ f°rget = (A; o--o) is a count- 
able triangle free homogeneous graph will be called an enumerated countable triangle 
free homogeneous graph. We will work with a canonical representation q/a-~(A; 0-% 
(o 
<, < ) of the enumerated countable triangle free homogeneous graph whose vertices 
are 0, 1-sequences such that the vertices Am and An with n <m are adjacent in q/a if 
and only if Am(n)= 1. 
I f  ,~¢ and ~ are two relational structures of the same type then an embedding from 
d into :~ is an injection from the base set of d into the base set of ~ which is 
an isomorphism to the image of the injection. If  every relation of d corresponds to 
a relation of ~,  but ~ might have more relations, then an embedding from ~¢ into :~ 
is an embedding from ~¢ into ~*  where :~* is the relational structure arising from 
after forgetting the relations of M which do not correspond to a relation of d .  For 
O9 (O 
example, let 5(' = (A; 0-% <, < ) and ~ = (qb; 0-% <, < ) be graphs with enumerations 
A = (An; n E ~) and #- - (~n;  n E ~o) as above. Then an embedding from ~ = (A; o-o) 
69 
into ~ = (q~; 0--% <, < ) is just a graph embedding which need not respect he orders 
co o)  o )  
< and < while an embedding from ~ = (A; 0_-% <, < ) to ~f~ = (q~; 0-% <, < ) must 
o) 
also respect he orders < and <. If d and :~ are two relational structures then a copy 
of ,~¢ in ~ is the image of an embedding from ~'  into :~. 
o) 
Let ~ =(A; 0_% <, <)  be an enumerated countable triangle free homogeneous 
graph and assume that N is an infinite subset of ~o. The set of vertices of the subgraph 
c~ of ~//~, induced by the set {An; n EN}, is ordered by the natural ordering of N. 
m 
As before this gives rise to a lexicographic ordering, denoted by <,  of the vertices 
~o N 
of ~. Note that the orderings < and < need not agree on the vertices of ~. (On 
first reading the following paragraphs before the definition of E< and E> should be 
omitted.) 
We will need to determine when a subset of the enumerated countable triangle 
free homogeneous graph q/a = (A; o-oog, <, ~u)  is a copy of an enumerated countable 
triangle free homogeneous graph c~=(A; o-o~, <,  ~, ) .  The situation requires some 
o)  
additional care because the relation < is definable from the relations o--o and <. For 
O9 
any subset of A there are two ways of interpreting the relation <. If  the given subset is 
a copy of an embedding of an enumerated countable triangle free homogeneous graph 
into q/~ then both interpretations have to agree. The details are explained below. 
Given are the enumerated countable triangle free homogeneous graph q/z = (A; o--o~, 
o) 
<, < ~g) and an enumerated countable triangle free homogeneous graph c~ = (A; o--~, 
<,  <~)  and an infinite subset N C_~o. Denote by AN the set AN :=  {An: n CN} and 
by O the unique order preserving bijection from o) to N. We wish to determine when 
AN is a copy of ~ under an embedding e from f# into q/A. 
First a short nontechnical explanation. The test for the lexicographic order depends 
on the initial intervals of the graph. That is a precedes b lexicographically if the 'first' 
k which is only adjacent o one of a and b is adjacent o b. For an embedding of 
the full structures the lexicographic orders have to agree. This implies that the test for 
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lexieographic ordering, when applied to a, b E N, should come out the same whether k 
is taken to range over all numbers < a or only over those in N. 
Because ~ preserves the order < it follows that Vn E o ct(An) = Ao(n). Of course also 
to to 
Vn, m E 09 ((An o--o~ Am ~ Ao(n) o--o~ do(m)) A (An < ~ Am ~ Ao(n) <~u AO(m)) ). On the 
other hand @ is an enumeration of  N giving rise to the structure ovfto = (09; o--o~vo,, < ,  
to 
< zeo ) where Vn, m E 09 (n o--o~ m ~ On °--°~u @m) and < is the natural order on 09 and 
to N 
<go~ is the lexicographic order determined by o--oaeo and <.  Put o~ff := (O; o--o~, <,  < ) 
N to N 
where we define Vn, mE09 On < @m~n <g,om and put q/aN :----(AN; o--o~, <,  <) .  
N to 
That is < is the lexicographic order <ae of the enumerated graph 9ff as defined 
N 
before. For later use we wish to rename it to < in the case of  the copy of some 
enumerated countable triangle free homogeneous graph induced by an infinite subset 
N_C 09. 
The lexicographic order ~ of q/tiN on AN is determined by the structure (As; o__o~, <) 
which is isomorphic via ~-1 to the structure (A; o--o~¢, < ). It follows that Vn, m E co (An 
to N 
<~Ar~Ao(n)  < Ao(m)). Hence the injection ~ with image AN=~(A)  is an em- 
bedding from ~ to q/a if it preserves the edge relation and the order < and if 
¢o N 
Vn, mEN (dn <~# Am ~--~ An < Am). 
N 
In order to define the relation < directly we first associate with every n E N a func- 
tion NAn from 09 to 2 as follows. Let a be a function from n--~ 2 then 
a(i), if i<[a[ =n/XiEN;  
Na(i) := 1, if i---- la[ = n; 
0, if i>[al=nViq~N. 
For two functions a and b from elements of  09 to 2 we define 
N 
a < b :~--~Na(min({i E 09; Na(i) 5~Nb(i)}) =O. 
N N 
It is easy to see that the order < defined here agrees with the order < on AN defined 
N N 
above. Note that if q/0 =(AN; o--% <,  <)  is a copy of o//a in q/~ the orders < and 
o) 
<~ agree on AN. 
to 
I f  q/--- (A; ~--o, <,  < ) is the enumerated countable triangle free homogeneous graph 
represented on A then we define 
E< -----E< (°//):= {{a,b} E E(q/); a<b--*a ~ b}, 
E> =E>(°ll):= {{a,b}EE(°ll); a>b---~a ~ b}. 
Assume that for every relational structure ~¢ of some set of  relational structures and 
a relational structure K we associate a set E(~¢) of copies of  K E z~'. Then for ~ and 
elements of  the set of  structures the formula 
~¢ ~ (~)~ 
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means that for every function f :E (z¢)~ 2 there exists a copy ~0 of ~ in ~¢ such 
that f is constant on E(~0). 
O9 
Our main result, Theorem 3, states that if ag = (A; o--% <, < ) is a representation f 
the countable triangle free homogeneous graph of A = {An; n E ~} then 
and 
where K2 is the complete graph having two vertices. 
In this special case the symbol q/~(q/)~2~e( means that for every coloring 
09 CO 
f :E<(q/)--~2 there is a copy C=(C;  o--% <, <~)  of °g=(A; 0-% <, <~)  in q /= 
CO 
(A;o--% <, <~)  such that f is constant on E<(C). An embedding ~from q/=(A;o--o, 
CO CO (.0 
<, <~)  to q/_- (A;o--o, <, <~)  preserves the relations o--% < and <~. Let N be such 
N 
that cg = {An; n EN}. For C to be a copy of q/we further equire that < agrees with 
~ on the set {An; n CN}. Hence E<(Cg) C_E<(q/) and E>(Cg)CE>(q/). This means 
that the orientation, that is being in E<() or in E>(), of an edge in C is the same 
whether the edge is considered to be in og or in C. 
Starting with the main result it is not difficult, Theorem 4, to find a Ramsey basis 
containing n2 elements of the partial order of all n-edge colored countable triangle free 
homogeneous graphs and to show, Theorem 5, that for every coloring of the edges of 
the countable triangle free homogeneous graph ag = (U; o--o) with finitely many colors 
there is a copy of q/ in og whose edges use at most two of the colors. Also Theorem 6, 
which says that the countable triangle free homogeneous graph q /= (U; o--o) is weakly 
edge indivisible, follows. 
Finally we will investigate how the different representations of the triangle free 
homogeneous graph on co relate to each other. We will not use this later on but 
O) 
it might be of independent interest. Let ag = (o9; 0--% <, < ) be a representation f the 
triangle free homogeneous graph on ~o and ~ff = (H; o--o) the triangle free homogeneous 
graph on some set H. Denote by G//forget he structure ff//f°rget z (U,  o---o) derived from 
ag by forgetting the relations < and ~. It follows from q /~ (q/)~:2~e< that the set of 
subsets S of E(,g ~) such that there is no embedding ~:°h'f°rget ~ ~ with a(E< (q/)) C S 
is a proper ideal, say I<, of subsets of E (~) .  Similarly it follows from ag ~ (a//)2K2~e> 
that the set of subsets T of E(~,~cf) such that there is no embedding ~:ff//forget__+ 
with ~(E>(q/)) C T is a proper ideal, say I>, of subsets of E(Jt°). Then 1< NI> is a 
proper ideal of subsets of E(~/F). 
Let 7 be a bijection from H to co; then 7 projects the relation o--o to ~o. The structure 
(D 
~f~y =(7(H);  o--% <, < ) is a representation f the triangle free homogeneous graph 
on 09. We denote by E~<(~)CE(~)  the set 7 -1 (E<(~) )  and by Er>(~)CE(~ff )  
the set 7-1(E>(~r)) .  It is not difficult to prove directly and also follows as a special 
case from Theorem 1, that there is an embedding ~from ~f~7 into ~//such that 7 maps 
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E<(~CCr) into E<(q/). Hence it follows from Lemma 12 that there is no embedding fl
from o~/forget into ~ such that fl maps E>(q/) into Er<(Jt ~) and from Lemma 13 that 
there is no embedding fl from q/forget into o'¢t ~such that fl maps E<(q/) into E~>(~). 
If 7 and 6 are two bijections from H to o9 and fl is an embedding from q/forget into 
9¢t ~ which maps E>(O//) into E~<(Jct°)UE~<(9~) then fl-1 can be used to define a two 
coloring on E>(q/). Using Theorem 1 we can construct an embedding fl which either 
maps E>(q/) into E~<(A '~) or maps E>(q/) into E~<(~), a contradiction. 
It follows that if (7i; i E n E co) are bijections from H to o9 then there is no embed- 
ding fl from q/forget into g such that fl maps E>(q/) into r' Uien E< (~f~). Similarly if 
(7i; i E n E 09) are bijections from H to 09 then there is no embedding fl from q/forget into 
such that fl maps E< (q/) into UiEn g~ (~) .  We conclude that if (~i; E n E o9) and 
(6i; i E m E 09) are bijections from H to 09 then Ui~n E~ (~)  M UiEm E~ (~)  E I< M I>. 
Using the fact that for every bijection 7 from H to 09 the sets E~<(~) and EY>(~) are 
complements in E(~)  we get that E(~et ~) - (Nicn E~ (~)  U Ni~m E~ (~) )  E I< N I>. 
Denote by 8<(~)  the set S of subsets of E (~)  for which there is a bijection y 
from H to co such that S--E~<(~).  Define 6r>(~) accordingly. The considerations 
above show that the sets g<(Jg) and ~>(~)  are 'complementary in E(~gg) modulo 
the ideal I< M I>'  in an obvious sense. Also, it is not difficult to see that any two 
elements in ~<(~)  have a symmetric difference which is in I< ~I> and any two 
elements in ~>(9~) have a symmetric difference which is in I< MI>. Note that the 
ideal I< ~ I> is independent of the particular choice of q/. Those considerations might 
justify a notation like q /~ ~r~< and q/-~ ~:~> ~2 ~2 • 
3. Coideals 
A coideal s4 of a set A is a set of subsets of A such that 
(i) CCBCAACgE~BE~¢,  
(ii) BUC E d---~(B E ~VCK E ~FF). 
If in addition A E ~q¢, or equivalently ~¢ ~ 0, then the coideal ~¢ is a proper coideal. 
Let ~={~a;  aEA} be a set of coideals of a set B and ~¢ a coideal of the set A. 
Then 
I I~ :={LCB;{aEA;  L E~a} E ~},  
(Fubinis product of ideals.) 
Lemma 1. Let ~={~a;  aEA} be a set of coideals of a set B and ~t a coideal of 
the set A. Then I-L, ~ is a coideal of B. The coideal I-L¢ ~ is proper if and only if 
the set of all a E A such that ~a is proper is an element of ~[. 
ProoL If LCKCB and LE I-L¢ ~. Then {aEA; LEna} E~¢ and because {aEA; 
LEna} C {a E A; K E ~a} it follows that {a E A; K E ~a} E ~¢ which in turn implies 
that KE 1-L¢ ~. 
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If the union of two subsets S and T of B is an element L of 1-L¢ ~ put L A := {a EA; 
L E ~a}. It follows that Va E LA(S U T E ~a). This implies that Va E LA(s E ~a V T E 
~a) and hence {aELA; SE~a}E~CV{aELA; TE~}E~¢ and in turn {aEA; 
SE~} E~CV {aEA; TE~a E.~} and therefore SE I - I~  or TE l ' [g ~.  
The coideal Hg  ~ is proper if BE I-L¢ ~ which is the case if and only if the set 
of all a E A such that B E ~a is an element of ~¢. Hence I-[~t ~ is proper if and only 
if the set of all a E A for which ~a is proper is an element of ~1. [] 
We will make use of this product construction i  the following setting. Assume that 
A xBC_E, LC_E and aEA. Then we define FL(a):={bEB; (a,b)EL}. Let ~1 be a 
coideal on A and assume that for each a E A there is a coideal ~'a on B. We associate 
with every a E A the coideal ~a := {L C_E; FL(a)NB E ~'a} of subsets of E and put 
:= {~a; a E A} to obtain the coideal I-I~ ~. Note that a subset L C E is an element 
of I - I~  if the set of elements aEA, for which FL(a) is an element of the coideal 
Ma, is an element of e~¢. 
Let (P; ~< ) be a partial order. For a E P we define a T :--{b E P; a ~< b} and denote 
by (P; ~< )+ the set 
(P; ~<)+ :={SC_P; 3aEPVbEaT(b t r iSe0)} .  
That is S is cofinal beyond a. The elements of (P; ~< )+ are called the locally cofinal 
subsets of (P; ~< ). (Readers familiar with Baire-category notions might recognize the 
locally cofinal sets as sets with are dense in an interval.) 
Lemma 2. For every partial order (P; ~< ) with P ¢ 0 is the set (P; ~< )+ of locally 
cofinal subsets of (P; <~ ) a proper coideal of P. 
Proof. I f  S C T C P and S E (P; ~< )+ then there is an element aEP such that Vb E a T 
(b T n S ~ 0). Then Vb E a T (b T (1 T ¢ ~) and hence T E (P; ~< )+. 
If S U T E (P; ~< )+ then there is an element a E P such that Vb E a T (b T M (S U T) 
0) which implies that 
VbEa T (bTMS¢OVbTMT¢O). (i) 
I f  some c >~ a has no element of S above it then (1) implies that T is cofinal above c. 
I f  not then S is cofinal beyond a. 
The fact that VbEP (bCb T) implies that VaEPVbEa t (bTNp#O)S. Hence if 
P ~ 0 then (P, ~< )+ is proper. [] 
I f  ~={~p;  pEP} is a set of coideals on a set B indexed by the elements of a 
partial order (P; ~< ) then I-I(e; ~<)+ ~ is a coideal of B. Note that a subset L of B is 
an element of the coideal I-I(e, ~<)+ ~ just in case there is an element a in P such that 
for all b in a T there exists an element c in b T such that L is an element of the coideal 
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~c. Put formally: 
3aEP VbEa T 9cEb ~ (LE~c) .  
This construction will be very important. Some of the instances will look as follows. 
Given are two sets A and B. We are interested in a set L(A) of subsets of A and in 
a set L(B) of subsets of B and the partial order ~=(P ;  D) whose elements are pairs 
(A',B') with A' EL(A) and B' EL(B). Also (A',B') D (A",B") i fA '  DA" and B' DB". 
With each pair (At,B~)EP there is associated a coideal ~(a,~') on some set E. The 
set of those coideals is denoted by ~.  Then ~+ ~ is a coideal on E. We will need to 
describe the elements of the coideal ~a,+ ~.  Translating from the definitions we have: 
The set L is an element of the coideal I-L,+ ~ if and only if there is a pair (At,B ') 
of P such that for all pairs (A",B") which are above, _D, of (At,B ~) there is a pair 
(A"',B"') above (A't,B '') such that L is an element of the coideal ~(A'",B'"). 
Formally 
3(At, 8 t) E P V (At', B") ~ (At, ~')T 3(Attt, 8 ttt) ~ (At', ~t')T(L ~ ~(A'",B'")). 
We will need to translate further for a more explicit description. The set L is an 
element of the coideal ~+ ~ if and only if 
~,  c_a 9B' C_B(A' c L(A)/x B t ~L(B) 
A VA t' c_ A' VB tt C_ B'(A" E L(A)/x B 't E L(B) 
--+3A "t C_ A t' 3B m c B"(A m E L(A) /X B m E L(B) 
/x (L ~ ~(A,,,.8,,,))))). 
In formulas which look like the one above we will often omit the large parentheses. 
They are understood to have been put as above. 
If (P, ~< ) is a partial order then for each element a E P the cone (aT; ~< ) is again 
a partial order. Coideals of the form (aT; ~<)+ will be used later on. If  (C; ~<) is a 
total order of type co then (C; ~< )+ is the set of all infinite subsets of ¢g. Hence if we 
associate with every cEC a coideal ~c on a set B then I~(c;<)+{~c; EC} is the 
set of all subsets L C_ B such that for infinitely many c E C we have L E ~c- 
If (A; ~< ) is an antichain with A ~ 0 then (A ~< )+ is the set of nonempty sub- 
sets of A. Hence if we associate with every a E A a coideal ~a on a set B then 
H(A;~)+{~a; aEA} is the set of all subsets LC_B such that 3aEA (LE~) ,  which 
implies that if A is a nonempty antichain then I-I(a; ~<)+{Ma;  EA} = UaEA ~a. 
Of course there is a natural dual of the coideal (P; ~< )+ obtained by reversing the 
order ~< of the partial order. We will use this in situations of the following form. 
Let ~ be a set of subsets of a set S. Assume that for each element A E ~ there is 
a coideal ~ of subsets of a set E. The set P is naturally ordered by C to give the 
partial order (P; C). The set of subsets LEE  for which there exists a set AEP so 
that for all B E P with A _D B there exists a (g E P with B _D C and L E 8c is a coideal 
of E. It is the product coideal of the set of coideals ~ for A E P over the coideal 
(p; _z)+, I-i(e,_~)+{~; AE~}. 
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4. Galvin's theorem and an outline of the main proof 
Let p be the order type of the rational numbers. Well order ~/ into an co sequence 
and denote by P< the set of all two element subsets of p for which both orders agree. 
We will prove that 
P ~ [P )2  " 
This means that for every coloring of the elements of P< with two colors there exists 
a copy of p in r/ such that all of the two element subsets of this copy, that are in P<, 
have the same color. A copy of p is the image of an embedding from p into p which 
preserves the order of p and the well order. 
Remarks. A very similar argument shows that p ~ tP)2 . A proof of both of those 
statements i  implicit in a very general result of [2] which takes more than 100 pages 
of argument. The proof we present here resembles the proof in [11]. But there we did 
not use the idea of coideals. The unpublished theorem of Galvin, namely that for every 
coloring of the two element subsets of p with finitely many colors there exists a copy 
of p in p so that the two element subsets of this copy are colored with at most two 
of the colors, follows. After presenting the proof we will discuss its relevance to the 
proof of the corresponding statements for the triangle free homogeneous graph. 
Proof that r /~  (~/)~-~e,. The subsets of p which are dense in a nonempty open interval 
are called large subsets of p. The large subsets of p form a coideal on 7. If A C_ p 
we denote by large(A) the set of large subsets of A. For two subsets A and B of p 
we write A<B if for all aEA and all bEB we have a<b. If LC_P< and aEp then 
EL(a):={bEp" {a,b}EL}. 
Let A,B E large(v) with A <B. Associate with every a EA the coideal ~¢a of subsets 
LC_P< so that FL(a) is a large subset of B. We denote by Coo(A,B) the coideal 
FIa~A Ma. Then Co0(A,B) is the set of all LEP< such that 
{a E A: FL(a) fq B E large(B) }E large(A). 
Let A,BElarge(p) with A<B. The partial order ,~ consists of all pairs of the 
form (A',B') with A'E large(A) and B'E large(B). The ordering of ~ is D, that is 
(A",B") ~_ (A',B') if A 'D  A' and B"D B'. Consider the coideal ~+ and associate with 
every element (A',B') of ~ the coideal Co0(A',B'). Then the coideal COl(A,B) is the 
coideal 
Col(A,B) := 11 Co0(A',B'). 
~+ 
It follows that Col(A,B) is the set of all LEP< such that 
~A' E large(A) 3B' E large(B)VA" E large(A')VB" E large(if) ~tA'" E large(A") 
3B"' E large(B") (L E Co0(A'",B'")). 
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Let A Elarge(q) and 3 ~ the antichain whose elements are the pairs (A',B') of large 
subsets of A with At<ft .  We denote by C02 the product of the coideals Col(At,if) 
with (At,B t) in 3 ~ over the coideal ~+. Then C02(A) is the coideal of all LEP< such 
that 
3A t E large(A) 3B' E large(A) (A' <B'/xL E C01(At,Bt)). 
Let ~ be the partial order of large subsets of q ordered by 2 .  Taking the product 
of the coideals C02(A) for A Elarge(q) over 3 ~+ we obtain the coideal C03. It follows 
that C03 is the coideal of subsets LC_P< such that 
U E large(q) V V E large(U) 3 W E large( V ) (L E C02 (W)). 
If follows that if L E C03 then 
~L :---- 3UElarge(q) \/VElarge(U) 
3A, B E large(V) (A < B) A VA t E large(A) VB t E large(B) 
{a EA': FL(a) MB t E large(if)} E large(At). 
We abbreviate the last two lines of the formula ~kL to 7L(A,B), that is 
7L(A, B) := VA t E large(A) VB t E large(B) 
{a E A': FL (a) fq B' E large(B t) } E large(A t ) 
and then 
~bL := 3UElarge(q)VVElarge(U) 
qA,BElarge (V) (A <B)/XyL(A,B). 
Note that for A1 Elarge(A) and B1 Elarge(B) 
7c(A,B) implies 7L(A1,B1 ). 
We will refer to this property of 7t as property(.). 
We are now set to prove 
, ~o--o E P< 
rl ---~ tq )2 . 
To this end suppose that f:q~--~o9 is a bijection and that LUF=P<. (The two 
element set {a,b} is an element of P< if and only i fa<b in q implies that f (a )<f (b )  
in o9.) Then because P< EC03 either L or F, say L, is an element of C03. 
We use ~kL and obtain U E large(q) such that 
'v'V Elarge(U) 3A, BElarge(V) (A <B)ATL(A,B). 
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An extension problem is a set S of elements, say (ai; iEnCrn), of r/ and a set T 
of large subsets, say (Ai; iEn + 1), of U such that 
(i) Ao<{ao}<A1 <{al}<A2< ""  <{an- l}<An for the order of q, 
(ii) 7L(Ai,Aj) for i<j<~n, 
(iii) AjE FL(ai) for i <j <~ n, 
(iv) {ai, aj}EL for i<j<n and f(ai)<f(aj) for the order of e). 
A solution of the extension problem in the interval i is a triple consisting of an 
element aEAi, with f(a)>maxjcn f(aj), and large subsets B and C of Ai such that 
B < {a} < C and with the additional property that S U {a} together with T U {B, C} is 
again an extension problem. 
The main idea now is: I f  we can show that every extension problem has a solution 
in every one of its intervals then we can construct step by step an embedding from 
into r/ which, in particular because of item (iv), has all of the required properties. 
To begin the process we start with the extension problem for which the set S is empty 
and T is the set {U}. 
Let i E n + 1. We will construct a solution of the extension problem above in the 
interval i. 
Because AiElarge(U) there exist Mo,Ml,M2clarge(Ai) with Mo<MI<M2 and 
7L(Mi,Mj) for i<j. Observe that because of property(,), 7L(Aj,Mt) for j< i  and lE3. 
Also 7L(Mt,Aj) for l c3  and i<j. 
Consider again the definition of 7l and property(,). We can successively find subsets 
of M1 in large(M1 ), M1 _DM( _~ Y/+l _~ Y/+2 D. . .  _~ Y, so that 
TL (x) n K C large(K) 
holds for all xEYn and KE{Mz,Ai+1,Ai+2 . . . . .  An}. Choose aEYn. Note that if j< i  
then {aj, a}EL since AiC_FL(aj). Then for S':=SU{a} and 
T' :=(T-{Aft  i<~j<~n})U{Mo, FL(a)MM2}U{Fz(a)MAj; i<j  <~n} 
it is easy to check that S ~ together with T I is an extension problem. [] 
The corresponding proof for the triangle free homogeneous graph q/ is in several 
ways an extension of this proof for q. We will first enumerate q/ into an co sequence 
and define a lexicographic order on q/, which corresponds to the ordering of 11 in the 
proof above. Depending on whether the lexicographic order agrees with the enumeration 
or not we will partition the set of edges of q/ into two classes, E< and E>. 
In order to prove that q/--~ (q/)~K2ee<} we will define large subsets of q/. (Actually, 
those large subsets of q/are dense subsets of intervals in a properly constructed setting.) 
Using those large subsets we will construct 'stronger' and ever 'stronger' coideals on 
E<. Until eventually we arrive at a coideal with the property that a set LEE< is an 
element of this coideal just in case there exists an embedding ~ from og into og such 
that c~(E< ) is a subset of L. Of course one of the essential points is that we must prove 
that the coideal has this property. That is we have to prove, that if L is an element of 
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this coideal, then there is an embedding ~ from q/ into q/ such that cffL)C_E<. What 
are intervals in the case of the rational numbers will be 'orbits' in the case of the 
triangle free graph. 
The reader who is very familiar with homogeneous structures hould now be in 
a position to see how the corresponding theorem for the universal graph, the Rado 
graph, can be proven. This has actually been done in [11]. The proof for the Rado 
graph follows very closely the proof above. One just has to take care of the fact that 
there are edges and nonedges. 
The added difficulties for the triangle free homogeneous graph are twofold. For 
one, q/has more structure and hence the sequence of strengthenings of the successive 
coideals constructed is much longer. Because we need to translate into logical formulas, 
(a description in terms of ordinary English would be forbiddingly complicated and 
long), we arrive at formulas with long chains of alternating quantifiers, which are 
inherently difficult to understand. 
The other difficulty is actually more serious. In q/there are pairs A, B of large subsets 
which are 'not compatible', that is there cannot be any edges from A to B because 
otherwise we would have a triangle. There are pairs A,B which are 'compatible', that 
is there are edges from A to B. It is possible that A and B are compatible and A t is a 
large subset of A and B t is a large subset of B yet A t and B t are not compatible. In the 
construction we need to keep very careful control over which pairs of large sets are 
compatible and which are not. The difficulty is that the logical formulas we need to 
use contain existential quantifiers, which provide us with large subsets of given large 
sets but under certain circumstances, with the wrong compatibility relations. On first 
reading it may seem that there are shortcuts to the arguments. I have thought so too. 
But then the compatibility problem would raise its ugly head. 
Another explanation for the complicated setup may be that there are triangle free 
graphs which are embedded into the homogeneous triangle free graph but their edge 
sets have to be partitioned into more than two classes in order to obtain a Ramsey 
result. Certain shortcuts of the given proof would then provide a proof that the edge 
sets of those subgraphs need only be partitioned into two classes. That is, in a cer- 
tain sense, there are counterexamples to some ideas for producing a more streamlined 
argument. 
Given a copy of a graph ff in (#. Then an edge of f#, whose endpoints are in the 
copy, will be an edge of the copy and an edge of the copy is an edge of (q. This 
simple property of the edge relation may not hold for other relations. If for example, 
we say that two points are related if there exists a third adjacent o both, then two 
points of the copy might be so related in fq but not so related in the copy. 
The partition of the edges of q/into two parts E< and E> is such a defined relation. 
That is, an edge of a copy of q/ may be in E< in q/, but in E> seen from the point 
of view of the copy. This situation is made worse by the fact that the partition into 
E< and E> depends on an arbitrary enumeration. Because the type of Ramsey theorem 
proven depends on the notion of embedding some care must be taken. There is no great 
loss, on first reading, in omitting the places in the proof and the definitions which are 
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concerned with this point. Once the main ideas of the proof are grasped it should be 
fairly easy to extend them to incorporate the omitted parts. 
5. Representing the homogeneous triangle free graph on a set of sequences 
We will work within the set UnEwn2, the set of finite 0,1-sequences ordered by c_. 
Then 
is the binary tree of height ~. The level of height n is the set n2, the set of sequences t 
with Itl =n. If t EU,~6O"2 and i E Itl, that is i< Itl, we denote by t(i) the ith component 
of t and define 
supp(t):={iE [tl; t ( i )= 1). 
Two elements a, b E Un~2 are compatible, symbolically a ~ b, if supp(a)n supp(b)= (~. 
If [a I < Ib[ and b([a[)= 1 we say that the elements a and b are adjacent, in symbols 
ao--~b. In other words, an element bE"2 is adjacent o an element in level m<n of 
Unc6o "2 if and only if m E supp(B). It is then adjacent to all of the elements in level m. 
6o, n2 The lexicographic order, < on U,~6o is the total order on UnE6o n2 such that for 
o)  o9 
every a,b, tEU,~6on2, with tCa, tcb,  a(it l)=0 and b(Itl)= 1, we have a<t<b.  Here 
6O 
is another definition of <: 
With every aEU~,o"2 we associate the function 6oa:~o-~2 given by 
a(i), if i<lal; 
6oa(i) := 1, if i=[al; 
0, if i > la I. 
The lexicographic order, ~,  on Un~6o n2 is then given by 
6o 
a < b:*-*~oa(min({iE~o; 6oa(i)¢o~b(i)}))=O. 
A subset A C_ U,E6O n2 is transversal if 
VnE~o 3!aEA(lal=n ). 
That is A C_U~E6O"2 is transversal if and only if A intersects every level of U,~6o n2 in 
exactly one element. For a transversal A and n Eco we denote by A~ the element for 
which { A, } := A A"2 and define for a E Un~6o n2 
Supp~(a) =Supp(a):= {b E A; Ibl E supp(a)}. 
Note that b E Supp(a) if and only if b E A and Ibl < lal and bo--o a. The element t E UnE,n2 
is a type for A if all the elements of the set Supp(t) are compatible with t. 
152 N. Sauer/Discrete Mathematics 185 (1998) 137-181 
Let 
Every transversal A C_Un~ton2 induces a subgraph of the graph (Un~to"2; ~--o). We 
~/f°rget:(A ; ~--o). Note that (An; nEco) is an enumeration will denote this graph by  
o?/f°rget--fA" o---o). Write 3n<A m if n<m. We obtain the of the vertices of the graph ~a -~,  
to d//f°rget--tA" ~--~). Note that for two enumeration q/a := (A; 0-% <, < ) of the graph ~a -- to, 
to  
elements A,, Am E A the definition in the introduction of A, < Am for the enumeration 
to  
q/A-----(A; o--~, <, <)  Ac ~,forget / z  o--o) chosen in such a way that it agrees with ol te d = kza; was 
to  
the relation < in Un~to"2. For i< j  the element A i is adjacent o the element A j, 
Ai~--oAj, if and only if Aj( i)= 1. The transversal A is called triangle free if the graph 
(A; 0-o) does not contain a triangle. 
Every enumerated triangle free homogeneous graph v//= (A; ~-% <, ~ ) has a natu- 
ral interpretation via An ~ An, that is the association between the elements An of q/' 
and the corresponding 0,1-sequences An, as a transversal subgraph of U,eto n2. Also 
every transversal which has the mapping extension property is a representation f the 
triangle free homogeneous graph on UnEto n2' (On  first reading the following text up 
to the paragraph beginning with 'From now on we fix a triangle free ...' should be 
omitted.) 
Lemma 3. The followin9 are equivalent 
(i) the transversal A is triangle free, 
(ii) Va, bEA (ao--ob---~a~b), 
(iii) tEAi---~t is a type. 
Proof. (i)---~ (ii): Assume for a contradiction that for two elements a,b E A with a~-o b 
and [al < Ibl there is an i<  lal such that a( i )= 1 =b(i). Then a,b and Ai would form a 
triangle. 
(ii)---~(iii): Let tEA ~ be given and assume that aEA with lal<ltl is such that 
t( lal)=l,  that is aESupp(t). There is a bEA such that tCb and hence b(lal)---1, 
which implies that ao--o b. It follows that a ~ b and hence that a ~ t. 
( i i i )~(i) :  Assume for a contradiction that for three elements a,b and c of A we 
have ao--~bo--oco--oa and that Icl<lal<lbl. Then bEA ~ and hence b is a type but 
aESupp(b) and a ~ b because a([cl)= l--b(Icl). [] 
Lemma 4. For any triangle free transversal A the followin9 are equivalent: 
(i) the 9raph (A; ~-o) has the mappin9 extension property, 
(ii) t is a type ~ tEA ~. 
Proof. (i)--~(ii): Assume that t is a type. Then no two elements of Supp(t) are ad- 
jacent in A. Put F:={aEA; [al <[tl}. Using the mapping extension property there is 
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an element bEA such that [tl<lb I and b is not adjacent o any of the vertices in 
F -Supp( t )  but is adjacent o all of the vertices in Supp(t). Hence tC_b. 
( i i )~( i ) :  Let F be a finite subset of A and IC_F a set of vertices of A which are 
pairwise not adjacent. Let nEco be such that for all xEF  we have Ixl <n. It will be 
sufficient o prove that there is bE A with n < [b I such that b is adjacent o all of the 
vertices in I and not adjacent to any of the vertices aE A - I  with la[ < n. Let t E UnE,o n2 
be such that Itl=n and for iEn we have t ( i )= l  if and only if AiEL Because I is 
independent we get that t is a type and hence there is a b E A with t C b. Clearly b is 
then adjacent o all of the elements of I and to none of the elements in lbI-L [] 
It follows from the previous two lemmas that the graph (A; ~--~) is isomorphic to the 
countable triangle free homogeneous graph if and only if it does not contain a triangle 
and the set of types of A is equal to the set A ~. 
Let us consider some of the consequences of Lemmas 3 and 4 for the subtree 
(A~; C_) of UnEo)n2 in the case that A is a triangle free transversal of Undo)n2 which 
has the mapping extension property. The tree (A+; C_) does not contain any endpoints, 
contains A as a cofinal subset, has root ~ and whenever tEA l and sEUn~on2 with 
s C_ t then s E A J. For every element  E A * the element sE UnEo~ n2 with Is[ = It I + 1 and 
tC_s and s([t l )=0 is an element of A ~. There are meet irreducible lements in (A~; C_), 
that is elements tEA + such that the element sEUn~n2 with [sl=lt I + 1 and tC_s and 
s(it])= 1 is not an element of A 1. Let us denote the set of meet irreducible elements 
of (A;; C_) by irreducible(A+) and all the other elements of A~ by reducible(A~). 
It follows from Lemma 4 that for every tEA ~ there exists an aEreducible(A+) such 
that tea .  It follows that the tree (Al; C) never 'ends' in a chain of type co. For 
t E A 1 we denote by reducible(t) the element sE reducible(A ~) with t C s for which Is[ 
is minimal. Note that Vt E A ~ supp(t) = supp(reducible(t)). 
Assume that A is a transversal of UnEcon2 and that ~/f°rget=(A; o---o) is the 
fO 
homogeneous triangle free graph. Consider the structure ~//a=(A; o--% <, <). The 
fO 
bijection 7:A ~co  with 7(An)=n produces a representation ~=q/ := (co; 0-% <, <)  
of the homogeneous triangle free graph on co such that 7 is an isomorphism from 
fO fO ¢O 
~//z = (A; o--~, <, < ) to ~//~ =~/= (co; ~-o, <, < ). The definitions of the relation < on 
A and on the vertices co of o//A are such that for n, mEco with n<m we get An ~ Am 
O) 09 fO 
in ~//z =(A; ~--o, <, <)  if and only i fn  < m in ~'=(co; 0--% <, <). 
fO 
On the other hand if we start with a representation //= (co; o--~, <, < ) of the homo- 
geneous triangle free graph on co, associate with each n E co the sequence An E UnE~on2 
with IAnl=n given by An(i)=l if and only if n is adjacent in ~// to i. It is easy to 
see that the set A={An; nEco} is a transversal of UnEj2,  that the function A given 
09 60 
by n~--~An is a graph isomorphism, that n<m---~ IA.I < IAml, that n < m---~An < Am and 
that the function 7 described above is the inverse of the function A. We will call A 
(D 
the natural representation of q/= (co; o-% <, <)  on UnEj2.  
From now on we fix a triangle free transversal A which has the mapping extension 
property. Denote by q/A the structure '~/z :=(A; 0-% <, ~ ). Observe that if a o--~b then 
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a ~ b, that is the edge relation in (A+; o--o) is a subset of the ~ relation. We define 
for tEA ~ 
tT:={sEa~; tO_s}, 
t T° :-- {s E A ~; t C_ s A supp(t) = supp(s)}. 
Note that the partial order (tt°; _C) is order isomorphic to co with minimal element . 
It follows from the tree structure of (AI; C_) that every subset A _C A + with A ¢ 
has a unique meet, that is an element A A E A + such that 
(Va EA(AA C a)) A (Vb D AA 3a EA (b ~a)). 
Of course AA~=O and (~ is the root of the tree (A+; C_) and OT =A ~. Two subsets 
A,BC_ A are compatible, symbolically A ~ B, if A A ~ AB. I fA C_ A then the support 
of A, symbolically supp(A), is the set supp(A(A)). We define A T :=(AA)t ;At° := 
~o (o 
(AA)T°;A < B :~  A A < AB. Note that a set with ~ support is compatible with 
every subset of A. 
Fix an element i C 09 and a set A C_ A. If i~< [A A[ then A iA := A A and i f />  [A A] 
then AiA is the unique element cA t° such that It[ = i. Let BC_A and leo  with 
[A B[ < l. Then brancho(l,B) := (At+~(B)) T NB and branchl(/,B) : :  (AI-I(B) u {(l, 1 ), 
(l + 1,0)}) t MB. (To understand this definition ote that the elements of Uns~on2 are 
0, 1-sequences and hence functions, and therefore sets of pairs, from elements of 09 to 
the set {0, 1}. In other words branchl(l,B) is the set of all elements of B above the 
sequence: A t- I(B) concatenated with the sequence ( 1, 0). Hence branchl(l, B) : = (A t- 1 
(B)^(1,0)) t M B if we use sequence notation and not function notation). 
It follows that [a[ < [A branch0(ia[,B)[ and [a] < IA branchl([aI,B)[. For a E A we will 
often write brancho(a,B) to mean brancho(ia[,B) and branchl (a, B) to mean branchl 
([aI,B). We will use the functions brancho(a,B) and branchl(a,B) in the context where 
[a[ >AB and B is a large subset of (AB) T. (So mentioned earlier the exact definition 
of large will follow later.) Observe that then brancho(a,B) is not empty and indeed is 
a large subset of At+I(B). Also branchl(a,B) ¢ ~ if and only if a ~ B. 
Let E(qla)=E:= {{a,b} C [A]2; ao-ob} and ~'(~//a)=E:= [A]2 -E  and assume that 
L E [A] 2. We define 
E<(V//),j =E< := {{a,b} EE; a ~ b ~ lal<lbM 
o) 
E>(~//d) =E> := {{a,b} EE; b < a --~ lal<lbl}. 
If LC_[A] 2 and aEA and 
with [AB[<Ia[ we have 
b E branchl(Ia[,B)} C_E. 
FL(a):--{bEA; {a,b}EL}. Note that for aCA 
{{a,b};bEbrancho(la[,B)}C_E and that {{a,b}; 
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6. Coideals of [A] 2 
Fix a triangle free transversal A of Uncco n2 which has the mapping extension prop- 
fD 
erty and denote by agA the structure q/~ = (A; o--o<, < ). The elements of the proper 
coideal (A; ___)+ will be called locally cofinal sets. Hence S is a locally cofinal set if 
there is a t in A ~ such that for all s in t T there is an element of S above s. 
A set A C_ A with nonempty support is large if 
Vs EAt(s T NA # 0). 
Note that every large set is an element of the coideal (A; _D) + of locally cofinal sets 
and is cofinal in the partial order (AT; C_). The set of locally cofinal sets is the closure 
of the set of large sets under C_. This means that if A is large and A C_ B then B 
is locally cofinal and every locally cofinal set contains at least one large set as a 
subset. It follows that if for two large sets A and B we have A ~ B then A n B = 0. If 
not then we can assume without loss that AA _CAB with supp(AA) ¢ 0 and hence 
supp(A) n supp(B) ¢ 0. Similarly it follows from A ~ B that AA ¢ AB. Remember 
that large sets and locally cofinal sets are subsets of A. 
Let A be a large set. We denote by large(A) the set of all large subsets of A. It 
follows from the definitions that for t CA T the set t r n A is again large. Also for ev- 
ery level lEco there is a large set B C_ large(A) with /<IAB].  Clearly if B61arge(A) 
and C 6 large(B) then C C large(A). Observe that for i C ~o the set (AiA) T NA is again 
a large set and abbreviate largei(A):=large((]\iA) T n A). Note that AA c_ AiA c_ ]~ 
((A iA) T n A) C_ reducible(AiA) and that supp(/~A)=supp(]~iA)=supp(A ((A~A) t n 
A) )= supp(reducible(AiA)). Hence for l>  IAAI we get supp(branch0(l,A))= supp(A) 
and supp(branchl(l,A))= supp(A)tO {l}. It follows that irA and B are two large sets 
with A ~ B and l 6 co with l > IA A I and l > I A B I then branch0(l, A) ~, branch1 (l, B). 
Observe that for I ce )  and I>IAA I the set branch0(/,A) is a large set and if a ~A 
with a E A and la[ > IAAI then branChl(a,A) is a large set. Note that the locally cofinal 
subsets of A form a proper coideal of subsets of A. 
Later on we will have to use explicitly or implicitly the following domination rule. 
VX, Y, Zo, Z1 6 large(A )
X E large(Y) A Y C larger(Z0)/~ r > I]~ ZII/X Z0 ~ Z1 ---+ (domination rule) 
Y ~ Z1/xX ~ Z1. 
Let A and B be two large subsets of A with A ~ B and IAA[>[ABI. Because 
(o  O) 
/~ A ¢ A B either A < B or B < A. In the first case we will construct a proper eoideal 
of subsets of E< and in the second case a proper coideal of subsets of E> as follows. 
Denote by ~¢ the coideal of locally cofinal subsets of A and associate with each 
a EA the proper coideal, say ~a, of locally coflnal subsets of branChl(a,B). (Note that 
branchl(a,B) is a large set because a CA with [A I > IBI and A ~ B implies that la I > IBI 
and a ~ B.) By ~*  we denote the coideal of all subsets L of the set of edges E of q/a 
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so that Fa(L) is in the coideal ~a. The set ~*  is a proper coideal of subsets of E<, 
~*" CA} is called the weak coidealfrom the or E> respectively. The product IL¢{ a, a 
large set A to the large set B. Observe that the weak coideal from A to B is defined 
o) 
in such a way that if A < B then the weak coideal from A to B is a coideal of subsets 
(D 
of E< and if B < A then the weak coideal from A to B is a coideal of subsets of E>. 
Because every locally cofinal set has a large subset it follows that a subset L C_ E<, 
or L C E> respectively, is an element of the weak coideal from A to B if and only if 
~4' E large(A)Va E A ' 3B a E large(branch1 ( a,B ) ) ( B a C FL ( a ) ). 
Let A and B be two large subsets of A with A ~-, B and hence A A ¢ A B. Then 
(D O) 
either A < B or B < A. In the first case we will construct a proper coideal of E< and 
in the second case a proper coideal of E>. In both cases we will call this coideal the 
restricted coideal from A to B. 
To this end we consider the partial order ~=~(A,B)  of pairs (A',B') of large 
subsets A' E large(A) and B' E large(B) with A' ~ B' and IAA'I > IAs'I. The order 
in ~(A,B)  is given by (A',B')<~(A~,B]) if A]E large(A') and B~ E large(B'). Observe 
that ~(A,B)  is not empty. Associate with each element (A%B t) of the partial order 
the weak coideal from A ~ to B ~ and let ~ be the set of those weak coideals. The 
o) 
restricted coideal from A to B is defined to be the product H~+ "w. Note that if A < B 
then for every element (A ' , f f )  E ~ we have A' co ft .  o~ < If B < A then for every element 
o At.  ~o (A',8') E ~ we have 8' < Hence if A < 8 then the restricted coideal from A to 
co 
B is a coideal of subsets of E< and if B < A then the restricted coideal from A to B 
is a coideal of subsets of E>. 
It follows that a subset L C E<, or L C E> respectively, is an element of the restricted 
coideal from the large set A to the large set B with A ~ B if and only if 
3(A', 8') ~ ~ V(A", 8") 2(A', 8') ~(A'", 8"') _~(A", 8") 
(L is an element of the weak coideal from A"' to B") ,  
or stated more explicitly 
3A' E large(A) 3B' E large(B)(A' ~ B' A IAA'I > IAB'IA 
Vii" E large(A')VB" E large(B')(A" ~ B" A IAA"I > IAs"I -~ 
~L4"' E large(A") 3B"' E large(B")(A'" ~ B"' A IAA'"l > IA 8"'l/x 
~1"" E large(A"')Va E A"3BPa ''' E large(branchl (a, B"') )(B~a "' C_ FL(a))))). 
This condition can be reworded a bit, in particular so because we will not need its 
full strength. Also, we wish to rename some of the variables and we will supress the 
large parantheses, a habit we will indulge in from now on for other similar formulas. 
To this end let X and Y be two large sets with X ~ Y and A x ¢ A Y. It follows that 
if L C_ E<, or L C_ E> respectively, is an element of the restricted coideal from X to Y 
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then 
~3A E large(X) 3B E large(Y)A ~ B A IAAI > lAB IA  
VA' E large(A)VB' E large(B)A ~- B A IAAI > IABI -~ 
3.4" E large(A') 3B"E large(B')A" ~ B" A IA"I > IB"I 
~/a E Art 3B a. E large(branchl(a,B") )BPa ' C rL(a). 
We define for A,B E large(A). 
A -e B :~-~ A ~ B A 
VA' E large(A)VB' E large(B)A ~ B A IAAI > IABI --, 
3A" E large(A') 3B" E large(B')A" ~ B" A IA"I > In"l 
" " large(branchl(a,B"))B~ ~ C_ Fc(a). (2) Va E A 3B a E 
It follows that if X and Y are two large subsets of A with X ,-- Y and if L is an 
element of the restricted coideal from X to Y then 
~A E large(X) 3B E large(Y)A--~ B. 
Note that if A--e B and A' E large(A) and B' E large(B) with A' ~, B' then also AL-e B t. 
We will use this inheritance of the relation --e to large subsets extensively. Of course 
if A ,,~ B then the set of all pairs (A',B')  with A' E large(A) and B'Elarge(B) and 
A' ~ B' A [AA'[ > lAB'[ is empty. The relation A-e B implies A ~ B. The set of all 
pairs (A,B) with A' E large(A) and B' E large(B) and A' ~ B'A IAA'[ > ]A B'[ is infinite 
in this case. 
co 
The restricted coideal from a large set A to a large set B with A ~ B and A < B is a 
proper coideal of subsets of E< because for every A' C A and B' C_ B we have A' ~ B ~ 
and hence we associate with each pair (A',B')  with A' E large(A) and B' E large(B) and 
A' ~ B' and [AA'[ < IAB'I a proper coideal of subsets of E<, the weak coideal from 
A t to B', as a factor of the product coideal. The restricted coideal from a large set 
(D 
A to a large set B with A ~ B and B < A is proper because we associate with each 
pair (A',B')  with A' E large(A) and B' E large(B) and A ~ B and tAA[ < lAB[ a proper 
coideal of subsets of E>, the weak coideal from A' to B t, as a factor of the product 
coideal. We will write rcoideal(A,B) for the restricted coideal from A to B. 
o) 
We will use the symbol Ae-  B to mean B-e A and A -~ B to mean A--e BAA < B 
andA ~--B to meanA-e  BAB ~ A and similar. I fA -eB  then A A ¢AB and 
(O 09 fD 
hence eitherA -eB  orA -~B depending on whetherA < B orb  < A. I fA  < B 
and A n B = ~ then every pair of subsets A' of A and B' of B inherits those relations 
between A and B, that is A' ~ B' and A' n B t = ~. It follows that the relations A -~ B 
and A ~ B will be inherited to large subsets A' and B' of A and B with A' ~ B ~. 
Given a coloring of the edges in E< (q/~) with two colors we will construct a copy 
C of @/A in q/~ such that the edges of E<(C) have only one of the two colors. Also, 
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given a coloring of the edges in E> (~//z) with two colors we will construct a copy 
C of q/a in q/z such that the edges of E>(C) have only one of the two colors. Both 
constructions are very similar. In the case of E< we will use restricted coideals from 
¢o 
A to B with A < B and hence subsets of E< only. In the case of E> we will use 
co 
restricted coideals from A to B with B < A and hence subsets of E> only. Note that 
all of the coideals we define are either sets of subsets of E< or of E>. In the first 
case they will be used for the first construction and in the second case for the second 
construction. 
to  
Finally we define the coideal from a large set A to a large set B. If A < 
B and A ~B associate with every hEco with h>[AA I + lAB[ the proper coideal 
rcoideal(A, brancho(h,B)). Note that A ~ branch0(h,B) because supp(branch0(h,B)) = 
supp(B). The coidealfrom A to B is the product of the coideals rcoideal(A, branch0 
(h,B)) over the coideal of infinite subsets of co. We conclude that if LEE< is an 
element of the coideal from A to B then there is an infinite subset I C_ co such that 
< h Vh E 13.4 h E large(A), ~B h E largeh(B)(A h -/~ B ), 
which implies that 
< h Vh E co 3.4 h E large(A), 3B h E largeh(B)(A h -e-, B ). 
I f  A ~ B and A ~, B then E< is an element of the coideal from A to B and the coideal 
from A to B is a proper coideal of subsets of E<. 
to  
I fB  < A and A ~B associate with every hEco with h>IAA [ + lAB[ the proper 
coideal rcoideal(brancho(h,A),B). As before we define: The coidealfrom A to B is 
the product of the coideals rcoideal(branch0(h,A), B) over the coideal of infinite subsets 
of co. We conclude that if LEE> is an element of the coideal from 
A to B the there is an infinite subset 1 C co such that 
Vh E13,4 h E largeh(A) 3B h E large(B)(A h ~ Bh), 
which implies that 
Vh E co ~4 h E largeh(A) 3B h E large(B)(A h ~ Bh). 
I f  B ,~ A and A ~ B and A f7 B = 0 and then E> is an element of the coideal from A 
to B and then coideal from A to B is a proper coideal of subsets of E>. 
Lemlna 5. Let Jg and ~ and ~= and (9 be finite sets of large subsets of A with 
of" = 9f ~ U ~ U (9 and X E large(A) and L C E such that 
(a) VG E c~(X--~ G), 
(b) VF c S~ U ~(X  ~ F). 
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Then there is a set Xar E large(X) and for  each x EXjc 
VH C~.vt '~3H(x)  E large(H) 
VF E ~ qF(x ) E large(F) 
V G E fff 2G( x ) E large(G) 
such that 
(i) VG E ffVg E G(x) ((x,9) EL A IA G(x)l > Ixl), 
(ii) VF E ~ Vf  E F(x)  ((x, f )  E E A I A F(x)[ > [xl ), 
(iii) VH E gVh EH(x)  ((x,h) EE A [AH(x)[ > Ix[), 
(iv) VK E J{ 'VH E fff (K ~ H --*K(x) ~ H(x)).  
Proof. We may assume without loss of generality that VG C (~VH C 9¢F(IA GI > IAH[) 
and that VK E J~ff(IAxI > IAK[). Otherwise choose i C co such that VKC3f'( i> [/~KI) 
and replace each G C ff by G' := brancho(i, G) and put (~' := {G': G E (~}. Then let 
j>Zc~ ~[A0(i,G)I and replace X by branch0(j,X). Then for G E (¢ it follows from 
X--e G that X ,-~ G and hence that branch0(j,X) ~ brancho(i, G) which in turn implies 
that the relation brancho(j,X)-~ brancho(i, G) is inherited from the relation X-~ G. 
Of course if X ~ F then branch0(/+ 1 ,X)~ brancho(i,F). Also if for G E(¢ and 
H E 9(f we have G ~ H then brancho(i, G),-, H. Hence conditions (a) and (b) will 
hold after the replacement as well. It is easy to see that if we establish the lemma 
for ~/ := (¢~ tA ~ U 7f  together with X ~ then the Lemma for ~ together with X will 
follow. 
Let ~ C_ 7{" and assume that there is a set X~ E large(X) such that for each x CX~ 
and 
VII E 7 f  M ~H(x)  = branch0(x, H)  
VF E ~ M ~F(x  ) = branchl(x,F) 
VG c f f  n ~3G'  E large(G) 3G(x) E large(branchl(x, G')). 
such that 
(i) VG E ff M ~Vg E G(x) ((x, 9) E L), 
(ii) VF E ~ N ~Vf  E F(x)  ((x, f )  E E), 
(iii) VH E 7g A ~Vh E H(x)  ((x, h) E E), 
(iv) VD E ~VH E 9f ~ A ~(D ~, g --~ D(x) ~ H(x)), 
(v) VD E ~VH E ~,~ (D ,-, H ~ D(x) ~ H).  
The emptyset is such a set ~ and if ~- -3f"  we are done. Also [xl < Ibrancho(x,H)[ 
and Ix] < [branchl(x,F)l and if G(x) E large(branchl(x, G)) then [xl < [/~ G(x)[. 
Assume that there is a set Ho E our- 9.  Put for x E X~ the set Ho(x) : = branch0(x, H0 ). 
For X~u{/to} :=X~ and the given choice of Ho(x) the requirements (i) and (ii) are ob- 
viously satisfied. Condition (iii) is satisfied because Ho(x)= brancho(x, H0). To see that 
condition (iv) is satisfied for ~ U {H0} choose D E ~ with D --, Ho and choose x EX~. 
It follows from condition (v) that D(x) ~ Ho and because Ho(x)=brancho(x, Ho) that 
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supp(Ho(x)) = supp(Ho) and hence D(x) ~ Ho(x). To see that condition (v) is satisfied 
choose H E Jt ° with Ho ~ H. Again, because Ho(x) = brancho(x, Ho) we get Ho(x) ~ H. 
Assume there is a set FoE~- -  9.  Note that from X ~'Fo and IAxI>IAFol and 
X~ Elarge(X) it follows that X~ ~Fo and IAX~l>l/~Fol. Put, for xEX~, the set 
Fo(x):=branchl(x, Fo). For Xeu{~} :--X~ and the choice of Fo(x) the requirements 
(i) and (iii) are obviously satisfied. Condition (ii) is satisfied because Fo(x)----branchl 
(x, Fo). To see that conditions (iv) and (v) are satisfied choose H E 9ff with H ~ Fo 
and choose x EX~. Because Fo(x)=branchl(x, Fo) it follows that supp(Fo(x))N Ixl = 
supp(F0) and hence because [An[ <IAXI~<IAX~I we obtain IAHI<Ixl and there- 
fore we deduce from H ~ Fo that H ~, Fo(x) which proves (v). I f  H E 9f ~ fl ~ then 
H(x)=brancho(x,H). I f  H~Fo it follows that brancho(x,H)~branchl(x, Fo) 
hence H(x) ,~ Fo(x). 
Assume there is a set GoEfq - 9.  It follows from X ~ Go that X ~ Go and 
because lAX[ > [A Go[ and X~ E large(X) it follows in turn that X~ ~ Go. Of course 
IAX I > Gol. Hence we can use (2) and obtain sets X~u{6~} E large(X~) and G6 E 
large(Go) with X~u{G~) ~ G~ and [X~u{6~} > 1661 such that for all x EX~u{G~} there 
exists a set G6(x) E large(branchl(X, G~)) such that G6(x) C FL(x). 
For the given choice of X~u{c~} and G6(x) for x EX~u{G~} conditions (ii) and (iii) 
are obviously satisfied and condition (i) is satisfied because G~(x)c_ FL(s). Choose 
HE Jg  with H ~, Go and choose xEXmu{c~}. Because IAHI<IAG~I and G~(x)E 
large(G6) it follows that G6(x) ~ H which proves (v). I f  H E Yt ° fq ~ then H ~ G~o(X) 
together with H(x)=brancho(x,H) implies H(x) ~ G6(x). [] 
7. Unbounded sequences of large sets 
I f  A is a large set we denote by 6(A) the smallest number in the support of A. An 
unbounded sequence of large sets, say A, is a sequence A_ = (Ai; i E 09) of large sets 
such that the sequence (6(Ai); i E 09) is strictly increasing to infinity. 
The large sets A,- are the components of the unbounded sequence of large sets 
A = (Ai; i E 09). Given two unbounded sequences S and T of large sets we write S ~ 7" 
if there is a strictly order preserving map 7:09 H 09 such that for every i E 09 we have 
T~ E large(S~(i)). I f  S is an unbounded sequence of large sets we denote by S T the set of 
all unbounded sequences of large sets T such that S ~< T. Note that if I C_ co is infinite 
and (Ai; i E 09) is an unbounded sequence of large sets then the sequence (Ai; i E I)  
is also an unbounded sequence of large sets. 
Let A_ be an unbounded sequence of large sets and 1E 09. Choose n E 09 minimal so 
that 6(A,)> l. Then we define brancho(l,A_) to be the unbounded sequence B of large 
sets such that VIE09 Bi=Ai+n. Note that ViEcolABi]>l. It follows that if A_ is an 
unbounded sequence of large sets and D a large set and B=brancho(iAD[,A_) then 
(.O 
Vi E 09 Bi < D A I A Bsl > I A D I and Bi ,,, D. 
We just saw that if A = (As; i E co) is an unbounded sequence of large sets and B 
CO 
a large set then there is n E 09 such that Vi E 09 with i > n we get As ~ B and A i < B. 
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(An n E 09 with 6(An)>]A B I will suffice.) Hence by taking the product of the coideals 
`0  
from A i to B with Ai ~ B and A~ < B over the coideal of infinite subsets of 09 we obtain 
the proper coideal, 11(`0; <.)+{coideal(Ai,B); iE09} of subsets of E<. Observe that if 
L E 11(`0; ~)+{coideal(A~,B); i E 09} then there is an infinite subset I C oJ such that 
ViEIVhE09 
SA~ E large(Ai) 3Bi E largeh(B ) A~ -~-~Bi, 
which, if we denote by f2 the set of all order preserving injections from co into 09, in 
turn implies 
3zEQVpEO 
3T EA T Vi E 09(Ti E large(Ar¢i)) A ~Bi E largep(i)(B)(T/-~Bi)). 
(The element z is the unique element in t2 which has image I and T is the unbounded 
T,. _ ao(i) ~ If L E 11(,o; .<)+ {coideal(Ai,B); i E o9} sequence of large sets with Vi E 09 -- '~ )') 
then L C_ E< and it is also the case that E< is an element of 11(o; ~<)+ {coideal(Ai,B); 
i E 09}. Hence 1-I(co; <.)+{coideal(Ai,B); i E oJ} is a proper coideal of subsets of E<. 
In order to construct the corresponding coideal of subsets of E> we form the product 
coideal 1-](`0; .< )+ {coideal(B,A i); i E 09} of subsets of E>. Observe that if L E 11(`0; ~)+ 
{coideal(B, Ai); i E oJ} then there is an infinite subset I C_ 09 such that 
Vi E I Vh E 09 
3A~ E large(Ai) 3Bi E largeh(B ) Ahi ~Lei, 
which in turn implies 
3zEOVp~Q 
3T E A T Vi E 09 (T/E large(At(i)) A 3Bi E largep(i)(B) (T~. ~- Bi)). 
If L E I-I(`0; .<)+ {coideal(B, Ai); i E oJ} then L C E> and E> is an element of 11(,o; .<)+ 
{coideal(B, Ai); i E09}. Hence ~(`0; <.)+{coideal(B, Ai); iE09} is a proper coideal of 
subsets of E>. 
Let A_ be an unbounded sequence of large sets and P be a large set and L C E<. 
Then we define A_--e P and for L C_ E> we define A ~ P: 
A-e P : ~--~ d.-L-- P : ~--~ 
VB E A T VP' E large(P) VB E A T VP' E large(P) 
3C E B t 3Q E large(P) and BC E B T 3Q E large(P) 
LE 11 {coideal(Ci, Q); iE09} LE 11 {coideal(Q, Ci); iE09}. 
(` 0; ~< )+ (` 0; ~< )+ 
(3) 
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It follows that 
A__--e P ~ 
VB E4 T VP' E large(P) 
SC E B T SQ E large(P') 
SzEOVpEO 
ST E C T Vi E co T~ E large(C+(o) A
< 
SQi E largep(i)(Q) T/-L-~Qi 
A ~- p---+ 
VB E A T VP ~ E large(P) 
SC E B T SQ E large(P ~) 
and (4) 
SzE~VpEQ 
ST E C T Vi E ~o T~ E large(C~(i))/X 
SQi E largeo(o(Q) T, ~--Qi. 
Note that if D EA T and R E large(P) and A_--r-~ P then the relation -~ is inherited 
by D and R, that is we have D-z -~ R. If DEA T and RElarge(P) and A ~ P then 
the relation ~ is inherited by D and R, that is we have D ~ R. 
Let A_ be an unbounded sequence of large sets and P be a large set. Then denote 
by ~ the partial order of pairs (B,Q) such that B EA T and Q E large(P). Two such 
pairs are ordered by (B, Q)~< (C,R) if C E B T and R E large(Q). The coideal 9enerated 
by A and P, coideal(A,P), is 
c°ideal(A-'P):= 1-I { I I~+ (co; .<)+ {coideal(Bi, Q); iEog};(B,Q)E~} 
and 
{ {coideal(Q, Bi); iEog};(B,Q)E~}. coideal(P,A) := 1-!+ (J-I<)+ 
We get from definition (3) that 
L E coideal(A, P) ~ 3A_* E A T 3P* E large(P) (A* --e P* ), 
L E coideal(P,A_) ~ 3A_* E A T 3P* E large(P) (A_A* ~ P* ). 
Of course if L E coideal(A_,P) then L C_E< and coideal(A,P) is a proper coideal of 
subsets of E<. If L E coideal(P,A_) then L C_E> and coideal(P,A_) is a proper coideal 
of subsets of E>. 
The set of all L C_ E< with 
Si E o9 (L E coideal(A, Ai)) 
is for every unbounded sequence A_ of large sets a proper coideal. We see this as 
follows. Associate with every element i of the antichain with elements in 09 the proper 
coideal coideal(A_,Ai). Then take the product of coideal(A_,Ai) over the locally cofinal 
subsets of the antichain. Remember that the set of locally cofinal subsets of the an- 
tichain is the set of nonempty subsets of the antichain. Similarly, the set of all L C_ E> 
with 
3i E o9 (L E coideal(Ai,A_A)) 
is a proper coideal. 
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Taking the product of those coideals over the coideal of locally large subsets of 
the partial order A T ordered by 9, that is B~C if C E B T, we obtain coideal<(A), 
a proper coideal of subsets of E<, and coideal > (A__), a proper coideal of subsets of E>. 
It follows that 
L E coideal < (A) ~ SB E A T VC E B T 3D E C T 3i E 09 (L E coideal(D, Di )), 
L E coideal> (A__) ~ 3B EA T VC EB T 3D E C T 3i E 09 (L E coideal(D/,D)). 
For later use we abbreviate for any unbounded sequence B of large sets 
< T C T (L E coideal(D, Di )), B -L-~B :~-+ VC E B ::qDE ~iE09 
> 
B_ -~ B_ :~--~ VC E B T SD E C T 3i E 09 (L E coideal(Di, D)). 
We substitute to obtain 
B -'~B ~ VC E B T BD E C T 3i E 09 3D* E D T 3D~ E large(Di) (D* --~ D~), 
> 1" C T D T 3D~ E large(Di) (D* ~ D i ), B -L-~B-----~VCEB 3DE 3 iE093D*E 
and in turn for later use by changing the variable names B to A_ and D* to B and D~ 
to P and eliminating D we get 
< T C T large(C/) (B__--e P), A--c--~A---*VCEA 3BE qiE093PE 
(5) 
A ~L-~A--~VCEA T 3BE C T 3iE 09 3PE large(G) (B,4:- P). 
It follows from the definitions that 
L E coideal < (A) ~ qB E A T (B -~B) and L E coideal> (A) --~ 3BEA (B -~B). 
(6) 
< < 
Note that if B -L-~B then it follows from the definition that if A E B T then also A -L-~A, 
that is the relation -~ is inherited by the elements of B T. If B -~ B__ then it follows 
> 
from the definition that i fA EB T then also A -L-'d, that is the relation -~ is inherited 
by the elements of B T. 
We are aiming to prove that for any coloring of the edges of E<, or of E> respec- 
tively, with two colors there is a copy of the homogeneous triangle free graph in A 
in which all of the edges of E<, or of E> respectively, have the same color. This 
requires two different constructions. The two constructions are so similar that it seems 
to be inappropriate o present he two versions consecutively. Only on some occasions 
a symbol has to be replaced by a similar one. We will therefore use the following con- 
vention. Text which refers only to the construction for E< and not to the construction 
of E> is immediately followed by similar text in between [ and ] brackets which refers 
only to the construction for E>. For example: 'Because A E large(A) and B E large(B) 
it follows from A -~ B ~A ¢-- B] that also A ~ B IA ¢-- B]'. When reading the con- 
struction for E< the sentence: 'Because d E large(A) and B E large(B) it follows from 
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A ~ B that also ` 4--~ B' should be extracted. When reading the construction for E> 
the sentence: 'Because .4 E large(A) and B E large(B) it follows from A ~ B that also 
`4 ~ B' should be extracted. 
Lemma 6. Let {Rj; j En E o2} be a finite set of large sets and A an unbounded 
sequence of large sets and L C_E<, IL C E>I, such that Vj En (A-e Rj), IVj En (`4 e- 
Rj)]. Then there exists a monotone increasing and unbounded sequence q~ E £2 and for 
every j E n a Pj Elarge(Rj) with Vj, I E n (Rj ~Rt---~Pj ~Pt )  such that 
~CEA T ViEco 
Vj, l E n SQi, j E larg%(0(Pj) A
(Rj ~ ez ~ Qij ~ Q~,~) A (I/~ Cd > IA Q~,jI) A ( C~ -~I "e-lag, j). < 
Proof (By induction on n). Assume that {Rj; j E n+ 1 E o} is a finite set of large sets 
and A an unbounded sequence of large sets and L c_ E< [L C_ E> l such that Vj E n + 
1 (A_e- Rj) [VjEn + 1 (A ~ Rj) I. Then for each j En  put J~j :=branch0(lAR.l,Rj). 
This will imply supp(Rj)=supp(Rj) and IAk'jI>IAR.[ and hence for all j En  and 
1E n that if Rj ~ Rt then/~j ~, Rt and if Rj ~,, Rn and X E large(Rj) then X ~ Rn. 
Assume there exists a monotone increasing and unbounded sequence ~ E f2 and for 
every j E n a Pj E large(Rj) with Vj, l E n (Rj ~ [~t ---~Pj ~ Pt) such that 
3BEA T ViEco 
Vj, l E n 30i, j E large¢(i)(Pj) A






Choose J~. E largem(Rn). Because A--~R. [A "~--R. l and B E A T and J~n E large(R.) we can 
use formula (4) with B and J~n for P. Formula (4) provides us with a C E B T and 
a Q E large(R.) and a z E 12. Let fl E g2 be such that Vi E o Ci E large(B00)). Choose 
a sequence p E 12 such that for i E m 
p(i) > ~ IA 0flo~(i), il + 0(fl o z(i)). (8) 
jEn 
We continue the use of formula (4) and supply the function p E I2 to obtain T E ~T 
and for each i E co a 
Qi,~ c largep(o(Q) (9) 
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with 
Ti ~ I  ~--lO-i,.. (10) 
It is also the case that Vi E o9 (T/C large(Cz(i))) A T/C large(B/~o~(i)). Put Pn := Q. 
Let 7CO and aEQ be such that 7=f lozoa  and IA QI--IAP,I. Then of 
course 
Vi E o9 (~(7(i))> lAP.I). 
Let C E T t be such that 
(11) 
Vi E o9 ( Ci E largelA0~(,)..i + l( T~(i) ). (12) 
Because Ta(i) ~ large(B/~o¢(~(i))) and 7 = fl o z o a it follows from (12) that 
Vi C 09 (G  c large(By(i))). (13) 
For all i C o9 put 
~p(i) := ~(7(i)) and Vj E n (Qi, j := O_.~(i),j) and Qi. := O_.~(i),.. (14) 
From (8) and (14) it follows that p(a( i ) )>O( f l  o ~ o a( i))  = ~(7(i)) = ~0(i) and hence 
if X is a large set then 
larg%(~(i))(X) C_ larg%(i)(X). ( 1 5 ) 
It is obvious that the sequence q~ E f2 is monotone increasing and unbounded, that 
P. c large(R.) and that C CA T. Hence in order to finish the proof it suffices to see that 
ViCo9Vj ,  lEn+ 1 
(i) (Rj ~ Rt--*Pj ~ Pl), 
(ii) Qi, j E larg%(o(Pj), 
(iii) (Rj ~ Rt ~ Qi, j ~ Qi, t), 
(iv) IA c,I > IA Q,41, 
< < 
(v) G -~I ~lQi, j- 
(i) Let Rj ~ Rt. I f  j, l C n then/~j ~/~l and hence Pj ~ PI. I f j  C n and l = n we can 
use the domination rule and obtain Rj ~ gn ----+ R j  ~" R. --* Pj ~ R. ~ Pj ~ Rn ---* Pj ~ P.. 
(ii) For i E 09 and j  E n we get from (7) and (14) that Qi, j = Qr(i),j E large,~(r(i))(P j) = 
larg%(i)(Pj). For leo9 we get from (14), (15) and (9) that Qi,. = Q~(i),. E largep(.(i)) 
(Q ) = largep(.(i))(p . ) c_ larg%ci)(p . ). 
(iii) Let Rj ~Rt  and leo9. I f j ,  l En  then we get from (7) and (14) that Rj ~Rl---~ 
Rj ~" RI ~ Or(i),j ~ O~(i),t --* ai, j ~ ai, l. I f j  E n and l = n we already know that Pj - P.. 
We get from (7) and (11) that Or(i),j E larg%(r(i))(Pj) with 0 (7(0)> lAP.I, From (4) 
we have Oa(i),n C largep(~(i))(Pn) and from (8) that p(a( i ) )  > I A 0#o¢o.(i),j[ = ]A O.ici),jl. 
Then using the domination rule Pj ~ P. --~ Oe(i),j ~ Pn ---* O~(i),j ~ O*(i),n ~ Qi, j ~ ai, n. 
(iv) Choose i E o9. Remember that Ci Elarge(B~(i)) according to (13) and that IABw) I 
> ]A O~,(i),jl according to (7). Hence ]A cil > IA Or(i),j] and therefore we get from (14) 
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that IAGI > IAQi, jl. Because G E largel/~0.,),.l+l(To(i)) according to (12) it follows 
that [A Ci[ > [A Qo(i),n[ and hence it follows from (14) that [A Ci[ > [A Qi,.I. 
(v) Choose i E o9. If j E n then from (13) and [A By(i)[ > [A 0y(i)j[ and By(i) .~ Oy(i),j, 
because Br( 0 -~ Qy(;),j ~By(0 ~ 0r(0,j], it follows that C~ ~ 0y(0,j. It follows that the 
relation Ci-e O-y(i),j ICi .-r- Qr(o,j] is inherited from the relation By(i) -~ 0y(i),j ]By(i) 
Oy(i),j]. Using (14) we conclude that Ci -~ Qi, j [Ci ~ Qi,j]. Looking at (12) we see 
that Ci E largelAO.<,,,.l+l(T~(o ). Because also To(;) ~ 0~(0,~, from To(i) -~ 0~(O,n ]To(o 
Oa(i),nl from (10), it follows by domination that C~ ~ Q~(i),n. Hence the relation 
Ci -~ Oo(i),n [Ci "~ 0o(i),n] is inherited from the relation To(i) "~ Oo(i),n ]To(i) 
0~(i),.]- We conclude using (14) that Ci -~ Qi,. ICi "~ Qi,.]. [] 
Lemma 7. Let {Rj; j E n E co} be a finite set of large sets and A_ an unbounded se- 
< > 
quence of large sets and L C_ E<, [L C_ E> ], such that A -~ I -~ ] A_A_ A Vj E n (A --e 
< > 
I'-e-] Rj). Then there is BEA r with B -~ I -~ ] B and there is a large sub- 
set P of a component of A with B-~ [ ~ ] P and for each j E n there is a set 
< < 
Qj E large( Rj ) such thatVj, I E n Vi E Og( Rj ~ RI ---+ Qj ~ Qt ) A P -~ ] "L-- ] Qj A B-~ 
o.) 69 
< < I ~ ] Qj A Bi P A Bi Qj ). 
Proofi From Lemma 6 we obtain a CEA r and for each iEo9 and j En  a Qi,/E 
large(R j) so that 
< < 
Vj, I E n (R/ ~ Rt --+ Qi,/ ~ Qi, t A IA CiI > [A Qi,yI/x Ci ~ I "L'- ] Qi, J )" 
From A_ ~ I -~ ] A_ and C EA T using (5) we obtain B E C T and i E o9 and P E large(Ci) 
so that B--~ [ ~ ] P. Put the set Qj :-- Qi, j. We have to prove that Vj E n(P -~ [ 
]Q j) which is easy because PElarge(C/) with IAc/ I>IAQj l  and because Ci "-" Qj 
from Ci -~ [ ~ ] Q/ i t  follows that P ~ Qj. Therefore P -~ [ ~ ] Qj is inherited 
from cj ] ] Qj. 
< > < > 
Finally it follows from BEA* and A_ -~ [ -~ ]A_A_ that B -~ I -~ ] B. For jEn  
it follows then from A_-~ ]~ JR/ and Q/Elarge(Rj) that B--~ ]'+- ] Qj. There are 
o) co 
only finitely many i E o9 such that ~(Bi < P) or  ~(B i < Qj) for some j E n. Removing 
those components from B_ will leave all the other desired properties unchanged. [] 
8. Orbits 
If N C o9, finite or infinite, we denote by N T the set N T := {i E o9; Vn E N(n < i)} by 
AN the set AN := {Ai; i E N}. Clearly, if N is infinite then N T = 0. For finite N _C o9 
we denote by bI the smallest element of N T and if N is infinite then N is o9. If also 
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M c o9 we say that N is an initial subset of M if N N M = N. Of course if N is an 
initial subset of M then N _C M and if in addition N is infinite then N = M. 
For a, bEAN~ we write 
N 
a ~ b :~  supp(a) fq supp(b) nN = O. 
Note that if a ~ b then a U b. IfA, BCANT and AAEANT and ABEANr then we 
write A U B for AA u /~ B. 
With every N C_ 09 and a E A l we associate the function Na:O9--+2 given by 
a(i); i f i< la lA iEN;  
1; if i=N Ai<<.tal; 
Na(i):= 1; if i=lalAlal<9; 
0; i f  i>  lal; 
0; if i~NU{N}.  
N 
The relation, < ,  on d ~ is given by 
N 
a < b :+--~ Na ¢ Nb A Na(min({i E Og;N a(i) ¢ Nb(i)}) : O. 
Note that ~ is a total order on A N U ANT if and only if N is an infinite subset of  o9 
U 
and that then N T = 0. Note also that if N is infinite then the relation < defined here 
is the same as the one defined in the introduction. 
Another easy consequence of the definitions is the fact that if N is an initial subset 
N M N M 
of M, finite or infinite, and a < b then a < b, that is < C <.  To see this it is sufficient 
to consider the case where M =NU (l} with l>~' .  For every a E A the functions ua 
N M 
and Ma agree on N. I f  a < b and min{i; Na(i) ~ Nb(i)} <N then a < b. Otherwise, if 
N 
a < b and min{i; Na(i) ¢Nb(i)} >>-]V, then lal <N ~ l, Na(N) = 0, Nb(N) -- 1 and Na and 
M 
Nb agree on all xEN.  It follows that Vi>~N(Ma(i)=O) but b ( l )= l .  Hence a < b. 
Assume that the sequence No C N1 C_ N2 C .. • of finite subsets of  o9 is such that for all 
leo9 is Ni an initial subset of  Ni+l and put N=UiEcoNi. Then ~ C ~ C_ ~ C_ . . .  
N, N 
and Ui~o~ < = <.  
If  N is finite then the function a~--~Na has finite range. For all aEAN and all 
N 
b E AN U ANT with b ¢ a we always have Na ~ Nb and hence in particular is < a total 
order on AN. We will say that two elements a, b E ANT are equivalent if ga=Nb. The 
equivalence classes in the set ANt of this equivalence relation are called the orbits 
of N. I f  O is an orbit of N we denote by NO the function NX with x E O and write for 
two orbits Oo and O1 of N that O0 N O1 if x N ~ y with x E Oo and y E O1. It follows 
that two elements a, b E ANT are in the same orbit of N if and only if 
VnEN (ao--o An +--~bo--~ An). 
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Also if B0 C O0 and B1 C_ O1 are large subsets of two different orbits O0 and Oa with 
N N 
NO0 <NO1 then we will write B0 <B1. Observe that if [ABo[>~" and [ABI[~>~" 
N N 
then B0 < B~ if and only if A Bo ~ ]~ B1 if and only if Vbo E Bo Vbl E B1 b0 < bl. 
It follows that if ~ is a set of subsets of ANT such that every orbit of N contains 
exactly one of the elements of ~ as a subset, then the set AN U ~ is totally ordered 
N 
under <. If in addition for each BE~ we have that [AB[~>N then first of all AB 
restricted to N is the same function as b restricted to N for any b E B. Secondly assume 
that Bo E M is a subset of the orbit O0 of N and B1 E ~ is a subset of the orbit O1 
of N. Then Bo ~ BI ~ O0 U O1. 
The orbit of N which contains all of the elements of ANT which are not adjacent 
to any of the elements in A N is the unrestricted orbit of N and all of the other orbits 
are restricted orbits of AN. It follows that if a is an element of the unrestricted orbit 
of N and b an element of a restricted orbit of N then a ~ b. Furthermore the set of 
N 
orbits of N is totally ordered under <. 
Let .~ be a finite set of large sets and B an unbounded sequence of large sets and N 
a finite subset of o~. We say that the set .~ together with B is contained in the orbits 
of N if 
(i) every component of B is a subset of the unrestricted orbit of N and for every 
Q E .~ there is an orbit, say OrbN(Q), of N with Q c OrbN(Q), 
N o9 a~ 
(ii) VQo, Q1 E .~ Vi E co (OrbN(Q0) < OrbN(Q1 ) --* Qo < Q1/x Bi < Qo), 
(iii) VQ0, QI E .~ ((orbN(Qo) u orbu(Q1 )/~ Qo ¢ Q1 ) ~ Q0 ~" Q1 ), 
(iv) Vi E ~o ([A Bi[ >~]V)/~ VQ E .~ ([A QI ~>N). 
If in addition for every orbit O of N there is exactly one element Q E .~ with 
Q c O we will say that ~ together with B is strictly contained in the orbits of N. 
Note that if ~ together with B is contained in the orbits of N and Qo, Q1 E-~ with 
N o~ 
orbN(Qo) ~ orbN(Q1) then Q0 < Q1 ~ OrbN(Q0) ~ OrbN(Ql ) ~ Q0 < Q1 and Qo N Q1 
OrbN(Qo) U OrbN(Q1)~ Qo ~ Qa. Note also that if -~ together with B_B_ is contained 
in the orbits of N and if .~ _C ~ and B ~ E B T then ~ together with f f  is contained in 
the orbits of N. 
Lemma 8. Let the finite set .~ of large sets together with the unbounded sequence B
of large sets be contained in the orbits of the finite subset N of oJ. Assume that for 
every Q E ~ we associate a number f (Q) E ~o. Then for every Q E ~ there are large 
sets (cci(O) E large(Q); i E f (Q) )  with (i,j E f (Q)  A i <j)  ~ COl(Q) ~ ~j(Q) such that 
the set {~i(Q); Q E ~ A i E f (Q)} together with B is contained in the orbits of N. 
Furthermore if f (Q)  = 1 then so(Q) = Q. 
Proof. Observe first the following general fact. Given is a finite set ~ of large sets 
which together with B is contained in the orbits of N. Choose P0 E ~ and i E 09 with 
i>[AP  I for all PE~.  Then choose ~(Po)Elargei(Po ) and [3(Po)Elargei(Po ) with 
co(P0) ,~/~(P0). The set ~:=(~ - {Po})U{~c(Po),~(Po)} together with B will then 
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be contained in the orbits of N. Beginning with 9 we apply this construction step by 
step to every QE2.  [] 
Let N be a finite subset of co and for xEA with ]xl>N put M:=NU{Ix[}.  We 
will need to understand how the orbits of N relate to the orbits of M. Assume that X 
is the orbit of N with x EX and denote by -~N the set of orbits of N and by -~a4 the 
set of orbits of M. Let ~ be the set of orbits O E -~N with O ~X.  Then if O is an 
orbit of N in AN -- ~ and a any element in O it follows that a ~, x and hence that a 
is not adjacent o x. In other words for every aEO with lal>lxl we have a(Ixl)=0 
which implies that {a E O; lal > Ixl} is an orbit of -~M. On the other hand if O E 
then there are elements a E O with lal > Ix[ and a(Ixl) : 0 and there are elements a E O 
with lal > Ixl and a(lx[) = 1. This means that the set of all elements a E O with ]a[ > [xl 
is partitioned into two orbits of M, namely the orbit {a E O; lal > Ixl Aa(Ixl)= 0} and 
the orbit {aEO; lal>lxl Aa(Ixl)---- 1}. 




The unbounded sequence A of large sets together with the finite set ~ of large sets 
and the finite set N C_ o9 form an extension problem for the subset L C_ E< [E> ] if 
together with A are strictly contained in the orbits of N and 
< > N N 
A -~ I 4-~ ~ A_A VRo,R1 E ~t (A---e I ~ ~ Ro A ((Ro ~" Rx ARo < RIIRI < Ro~) 
I "t--lRl))" 
Va E AN VR E ~ Vr ER ((a,r) E E< ~E>] ~ (a,r) EL). 
N (o N o 
(iii) VaE AN VRE~ (a < R--~a < RAR< a---~R < a). 
N ¢o 
(iv) Va, b E AN(a < b ~ a < b). 
(v) Va, b E Au((a, b) E E< IE> 1 ~ (a, b) E L). 
The orbits of N will also be called the orbits of the extension problem. 
Given is the unbounded sequence A of large sets and the finite set ~ of large sets and 
the finite subset N C_ o9 which form an extension problem for the subset L C_ E< IE> 1. 
Let O be an orbit of the extension problem. The element x E ANT f-) 0 is a solution of 
the extension problem in the orbit 0 if there is a C EA T and a set of large sets 5 f, 
such that for every S E 5 e there is a R E ~ with S E large(R), which together with 
N tA {Ixl} form an extension problem for L CE< ~E> 1. 
Lemma 9. Every extension problem has a solution in every one of its orbits. 
Proof. Let the unbounded sequence A of large sets and the set ~ of large sets and 
the subset N c_ co be an extension problem for L C E< ~E>] and choose an orbit O* 
of N. We construct first a new extension problem such that every solution to the new 
problem is a solution of the given problem and for which there is a large set P with 
some useful properties. 
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Lemma 7 gives an unbounded sequence B EA T and a large set P in the unrestricted 
orbit of N and for each R E ~ a QR E large(R) such that 
B_B_ -~ I -~ ]B__AB-~ ~'-t= ~P A (Vi Eco Bi ~ P)A 
VRo,R1E~(Ro "~R1--~QRo ~QR~AP ~ I ~- ] QRo AB---e ["z-- ] QRo 
£9 
A (Vi E ~o (Bi < QRo)). (16) 
It follows that B together with {QR; R E ~} is strictly imbedded in the orbits of N. 
Conditions (i), (ii) and (iv) for B to be together with {QR; R E ~} contained in the 
orbits of N are easy to cheek. For condition (iii) assume that orbN(Qn0) ~ orbu(Qnl ). 
Then orbu(R0)~ orbu(R~), hence R0 ~R1 which in turn implies Qso ~ Qn,. This 
proves (iii). Because P is a large subset of a component of A_ it follows from (ii) 
O9 < < 
-~  I ~]Q~)we that VR E ~ (P < QR). From VR E ~ (P get VR E ~ (P ~ Qn) 
which together with the fact that B together with {QR; R E~} is contained in the 
orbits of N implies that B _ together with {QR; R E ~} U {P} is contained in the orbits 
of N. 
Claim. The set B__ tooether with .~ := {QR; R E ~} and N forms an extension problem 
for L and B--e ~ "-L- ]P A VQ E .~P -~-~ I ~- ~ Q A P ~ Q. 
Proof. Because of (16) the only thing left in order to establish is (QRo ~ QR1 A QRo 
N N < > 
< QR, [QR, < QR0]) ~ QRo -~ [ -~ ~ Q~,. Choose R0,R1E~ such that QRo ~ QRI AQRo 
N N N N 
<QR~ IQR~ <QRo]. Then Ro~R1ARo<R1 JR1 <R0] and hence R0 -~ ~ ~ JR1. 
Hence the relation aRo -~ H ~ ] QRI is inherited from the relation R0 -~ [ ~- ] R1. 
Conditions (ii) and (iii) are satisfied because VR E ~ (QR E large(R)AorbN(R)= 
orbN(QR)) and conditions (iv) and (v) are not affected by the change from R to QR. 
O9 
That VQE .~P < Q follows from the fact that there is i E o9 with P E large(Ai) and 
o) 
R E ~ with Q E large(R) and Ai < R. [] 
Note that every solution for the extension problem B together with ~ and N for L 
is also a solution for the extension problem A_A together with ~ and N for L. We will 
construct a solution for the extension problem B, .~, and N for L. The advantage we 
gained is the existence of the large set P in the unrestricted orbit of N with the property 
to 
that B--~ I-~-- ]P  and for all QE.~(P-~ [.L-- ~ QAP <Q).  Denote the element of 
.~ which is a subset of the unrestricted orbit of N by T. Remember that B together 
with .~ O {P} is contained in the orbits of N and that P ~z T. Because T is in the 
unrestricted orbit of N we have that VQ E-~-{T} (T ~ Q) and hence VQ E .~ P ~ Q. 
As a first step we apply Lemma 8 to B together with ~ U {P} and N. Remember 
that O* is the chosen orbit in which we wish to find a solution of the given extension 
problem. There is a unique Q* E .~ such that Q* c_ O*. If O* is a restricted orbit of N 
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then we use Lemma 8 to obtain for every Q E -~- Q* for which orbN(Q) is a restricted 
(D 
orbit of N two large subsets ~(Q)E large(Q) and fl(Q)E large(Q) which ~(Q) < fl(Q) 
and three large subsets ct(Q*)E large(Q*), X E large(Q*) and fl(Q*)E large(Q*) with 
~(O* ) ~ X ~ fl(O*) and such that B together with {ct(O); O E -~} U {fl(Q); a E ~} U 
{X,P, T} is contained in the orbits of N. In this case we put ct(T):=P and fl(T):= T. 
If Q*--T we use Lemma 8 to obtain for every Q E ~ with orbN(Q) a restricted 
o) 
orbit of N large sets ~(Q)Elarge(Q) and fl(Q)Elarge(Q) with ~(Q)< fl(Q) and 
for P two large sets X E large(P) and ~(T) E large(P), (yes c~(T) E large(P) is as in- 
(0  
tended), with ct(T) < X such that B together with {ct(Q); Q E ~-T}  U {fl(Q); Q E -~- 
T} U {~(T),X, T} is contained in the orbits of N. In this case we put fl(T) = T. Note 
(o o )  
that then ~(T) < X < fl(T), that ~(T) E large(P) and that due to Lemma 8 and (iii) 
we have X ~ fl(T). Put 
~fl(~) := {~(Q); a 6 ~} U {fl(Q); Q E .~}. 
In either case it follows that 
B together with ~tfl(~)U {X} is contained in the orbits of N. (17) 
We will argue next that 
VQ0, Q1, Q E 
N N 
(~(Q0) ~ fl(Q1)Act(Qo) < fl(al) Ifl(al) < a(Oo)~)~ ct(Q0) -~ [ ~ l ~(Ol) 
/~ (x ~ fl(O) ~X -~ I ~- ] fl(O). (18) 
Assume that Qo, Q1 and Q in ~. If ~(Qo) E large(P) then from P -~ I-'~-] Q1 according 
to (16) and from ~(Q0) ~ fl(Ql) it follows that the relation 0t(Q0) -~ ['~--] fl(Q1) is 
inherited from P ~ I ~]  01. If ~(a0) ~ large(P) then (~(Q0) ~ fl(Ol ) A ~(a0) N fl(Q1 ) 
N < 
I fl(Ol) < ~(a0)n) ~ Q0 ~ Q1 ~ Q0 ~ [~]  Q1 ~(a0)  ~ [~]  fl(Q1). (We have used 
(i) of the definition of an extension problem and the fact that B together with .~ and N 
forms an extension problem for L.) Also if X ~ large(P) then X ~- fl(Q) ~ Q* ~ Q 
Q* ~ ~@] O ~x ~ [@] fl(Q). I fX  E large(P) then from X ~ fl(O) and P ~-~ ['~--] a 
the relation X ~ I@] fl(Q) is inherited. 
Note that if X~Q then X~fl(Q). 
We define 
o~¢g := {0t(a); Q E~}, 
~- ~f~]:= {fl(Q); QE.~AX ~ Q AQ ~ x},  (19) 
f# [o~]:={fl(Q); QE.,~AX ~ Q AX ~ a}. 
Put ~ := oug u ~ u f¢. 
We are now in the 
defined. Condition (b) 
position to apply Lemma 5 with ~,  act ~, ~-, f¢, X and L as 
of Lemma 5 is directly satisfied because of the definition of 
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and ft. I f  GEf f  then it follows from (18) that X -~ I~]  G. Using Lemma 5 we 
obtain a set Xyc so that for every element x E Xar 
VII E ~ SH(x) E large(H) 
VF E ~- ~F(x) E large(F) 
'v'G E (~ 3G(x ) E large(G) 
(20) 
and 
(i) VG E f i r9  E G(x)((x,9) EL AIA G(x)l > Ixl), 
(ii) VF E ~Vf  EF(x)((x,f) EE AIAF(x)I > Ixl), 
(iii) vii  E ~Vh EH(x)((x,h) E EAIAH(x) I  > Ix]), 
(iv) VK E ~VH E ~(K  ~ H --*K(x) ,,, H(x)). 
(21) 
Choose x E X~c, put M:= N U { Ixl}, oU(x):= {X(x); K E J l} ,  let l>  ~-]~/~c Jc I/k K(x)l 
+ Ix[. We argue first that the set J~f(x) together with D _:=branch0(l,B) is strictly 
contained in the orbits of M. 
(i) Every component of B is a subset of the unrestricted orbit of N and hence 
every component of D:=branch0(/,B) is a subset of the unrestricted orbit of 
M due to the choice of the number l. In order for a set, say C, to be a subset 
of an orbit of M it is necessary and sufficient hat for every m E M either all 
elements of C are adjacent o m or no element of C is adjacent o m. Hence if 
cg is already a subset of an orbit of N then C will be a subset of an orbit of 
M if either all elements of ff are adjacent o x or no element of C is adjacent 
to x. 
In the case of the set a(T)(x) we have a(T)E o~¢t ~ and hence from condition 
(iii) of (21) that no element of a(T)(x) is adjacent to x. Because a(T) E large(P) 
and P is a subset of the unrestricted orbit of N it follows that a(T)(x) is in 
the unrestricted orbit of M. For Q E-~ and Q ¢ T is the set a(Q)(x) a subset 
of Q and hence a subset of orbN(Q). No element of a(Q)(x) is adjacent o x 
and hence a(Q)(x) is a subset of an orbit of M. If  fl(Q) E f f  U f# then fl(Q) 
is a subset of Q and hence a subset of orbu(Q). All elements of fl(Q)(x) are 
adjacent o x and hence fl(Q)(x) is a subset of an orbit of M. 
M 
(ii) Assume that for two elements K and J of ~ the relation orbM(K(x)) < OrbM 
(J(x)) holds which if orbu(K(x))~orbu(J(x)) implies orbu(K(x)) N orbu(J(x)) 
N 
and hence orbu(K) < orbu(J). Note that OrbN(K(x)) = OrbN(K)  and orbu(J(x)) 
= orbu( J ) .  Because o f  c aft(S) and aft(S) together with B is contained in the 
orbits of N by (17) we obtain from condition (ii) of the definition of being con- 
(D O) 
tained that K < J  which implies K(x)<J(x). I f  orbu(K(x))= orbN(J(x)) then 
orbu(K) = orbN(J) and hence for some Q E ~ we get K = a(Q) and J = fl(Q). 
Because a(Q) ~ fl(Q) we get that K(x) = a(Q)(x) ~ fl(Q)(x) = J(x). 
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That for all i E ~o and K E ~( we have Di <K(x)  follows from the choice of  
the number l. 
(iii) Assume that for two elements H and K of  o~( the relation OrbM(H(x))MorbM 
(K(x)) holds. It follows that the elements of one of the two orbits orbm(H(x)) 
and orb~t(K(x)), say OrbM(H(x)), are all not adjacent to x. Hence H E ~t ~. 
It follows from orbm(H(x)) M orbm(K(x)) that OrbN(H) N OrbN(K) and in 
turn from condition (iii) of  being contained that H ~ K. Then we obtain from 
condition (iv) of  (21) that K(x)~ H(x). 
(iv) That Vi E ~olADi [ > Ix[ follows from the choice of l. That VK E x lAg(x ) l  > Ixl 
follows from (20). 
We prove next that for every orbit O of M there is exactly one K E oct" such that 
K(x) C O. Every orbit O of N contains either one or two orbits of  M as subsets and 
every orbit of  M is a subset of  exactly one orbit of N. We will show that for every 
orbit O of  N the orbits of M which are subsets of  O contain exactly one element of 
~ .  Let O be an orbit of  N. Assume that Q is the unique element of .~ with Q c_ O. If 
O contains exactly two orbits O0 and O1 of M as subsets assume that O0 C O is the 
orbit of M whose elements are not adjacent o x and that Ol c_ O is the orbit of M 
whose elements are adjacent o x. 
We need the following fact. If for two orbits, say O' and O", of N there is a E O' 
and c E O" with a o---o c then O' ~ O". For assume not then there would be a b E AN 
with a o--o b o--o coo  a in contradiction to A being triangle free. 
If O is a restricted orbit of  N and if O contains two orbits of M then because 
O contains elements adjacent o x we have OrbN(X)N OrbN(Q) and hence because 
c¢/~(.~) U {X} together with B is contained in the orbits of  N, from (17), we get X ~Q.  
Then both ~(Q) and/~(Q) are elements of ~ with ~(Q)(x) the unique element of ~d 
such that ~(Q)(x) c_ Oo and ~(Q)(x) the unique element of ~ such that ~(Q)(x) c_ 01. 
I f  O is the unrestricted orbit of N and O* # O then O N O* and hence X ~ T and 
hence both ~(T)E large(P) and/~(T) = T are in ~# with ~(T)C O0 and/~(T) COl .  If 
O is the unrestricted orbit of  N and O=O* then X~[3(T)  and hence ~(T)C_ O0 and 
fl(T) C 01. 
In order to investigate the case where 0 contains only one orbit of  M we need first 
the following. Assume that for two orbits 0 ' ,  01' of  N we have 0 'N  O" then for every 
c E 0"  there are a,d E 01 with a oo c and ~(d ~ c). Choose any c E 0" .  We claim 
that there is an a E O' with ao-oc. In order to prove this choose an element b E 0 ~ and a 
t E Un~ n2 with Itl = Ic[+l and such that t(Icl) = 1 A Vi < Icl(i E X --~ t(i) = b(i) A i f[N 
---~ t(i) =0) .  Then t is a type because o 'No  ''. Hence by Lemma 4 we get that tEA  ~. 
There is then an element a E A with t C a. Clearly a E O' and a oo c. We claim next that 
there is an element d E O' which is not adjacent o c. Choose b E O' and a t E U,e~ n2 
with Itl = Icl + 1 and such that t(Icl) = 0 A Vi < Icl( i E N ~ t( i ) = b( i ) A i ~ N ~ t( i ) = 0). 
As before t E A *. Hence there is a d E A with t C_ d. Clearly d E O' and ~(do--oc). We 
conclude that if ONorbN(X)  then there is an element a E O which is adjacent o the 
element x and an element d E O which is not adjacent o x. 
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N 
If O contains exactly one orbit O0 of M then O¢~orbN(X) for otherwise O would 
contain elements adjacent o x and elements not adjacent o x and hence two orbits 
N N 
of M as subsets. From O~orbN(X) we get Q~X and hence Qr<X and fl(Q)c~x 
which in turn implies that only ~(Q) and not fl(Q) is an element of ~.  Of course then 
o¢(Q)(x) c_ 0o. 
We will be finished in showing that x is a solution of the given extension problem if 
we can show that D = branch0(/,B) together with M =N U {x}, o,~(x) and L satisfies 
conditions ( i ) -(v) of the definition of an extension problem. 
(i) From B -~ I-~] B the relation D ~ I~]  D is inherited. Similarly for K E o,ug 
is D--e [~]  K(x) inherited from B--e [~1 Y for all Y E ~/3(.~) which in turn is 
inherited from B--e I~] Q for all Q E 2. 
N N 
Assume that for K,J E o~ff we have K(x)~ J(x)AK(x)<J(x)[J(x)<K(x)]. 
Either there is QK E~ with K Elarge(QK) and Qj E~ with J Elarge(Qj) or 
for one of K and J,  say K, we have K E large(P) and there is Qj E ~ with 
J E large(Qj) and hence K(x)E large(P) and J(x)E large(Qj). In the first case 
we are done if we can prove that QK -~ ~ 3]  Qj because then this relation is in- 
< N N 
herited to K(x) ~ I ~ J(x). We get (K(x) ~ J(x)/X K(x) <J(x)  IJ(x) <K(x)]) 
N N N N 
---~(K ~,, J A K <J ~J <KI)---~(Q K ~, aj A QK < Qj IQj < QKI)---~QK ~ ~'~--] Oj---+ 
K (x ) -~ I~]  J(x). In the second case we have P -~ ~'~-~ Qj ~ K (x ) -~ [ ~ ~ Qj. 
(ii) Choose aEAM and rEK(x) with KEffF and (a,r)EE< IE>~. If a(lAu then 
a =x. From (x,r)E E< ~E>] it follows from (19) and (20) that K Ef¢ and hence 
that (x,r)EL from condition (i) of (21). Assunae that a E Au. There is a Q E 
with K(x)Elarge(Q). Hence r EQ with (a,r)EE< IE>[. This implies, because 
B together with ~ and N is an extension problem for L, that (a, r )E  L. 
M 
(iii) Choose aEAM and KEffF with a<K(x). If a~AN then a=x. If x=a and 
M 
K(x) are in the same orbit of N and Q*= T then it follows from x<K(x) that 
O9 O9 
K=/~(T).  Hence from X</~(T) we obtain x<K(x). If x and K(x) are in the 
M 
same orbit of N and Q* ¢ T then it follows from x <K(x) that K =/~(Q* ). Hence 
from X~(Q*)  we obtain x~K(x). I f x=a and K(x) are in different orbits of 
N 
N then x <K(x). This, because D together with ~//(.~)U {X} is contained in the 
O9 O9 
orbits of N, implies that X<K(x) and hence x<K(x). 
N 
If aCx then a<K(x). (The elements of N together with the orbits of N 
N N M 
are totally ordered under < and from K(x)<a would follow that K(x)<a.) 
M 
Because x <K(x) it is not possible that K E large(P) and hence there is a Q E 
such that K(x) E large(Q). Then a ~ Q. Because B__ together with ~ and N forms 
an extension problem for L it follows from condition (iii) of the definition of 
O9 O9 
extension problem that a <Q and hence that a<K(x). 
M 
If K(x)<a and ariAN then a=x. If K(x) and x are in the same orbit of 
M 
N and Q*= T then it follows from K(x)<x that K=~(T)E  large(P). Then 
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(iv) 
(v) 
P ~ T --+ P ~X ~ K(x) ,~x. I f  x and K(x) are in the same orbit of N and Q* # T 
M co 
then it follows from K(x)<x that K = ~(Q*). Hence from ~(Q*)<X we obtain 
o) N 
K(x)<x. I f  x=a and K(x) are in different orbits of N then K(x )< x. This, 
because D together with ~fl(.~)U {X} is contained in the orbits of N, implies 
that K(x) <x. 
N N to to 
If a # x then K(x) < a. If K E large(P) then from T < a we get T < a and P < T 
(o co 
implies that P<a which in turn implies K(x)<a. I f  K ~ large(P) then there is a 
N 
Q E .~ such that K(x) E large(Q). Then Q<a. Because B together with .~ and N 
co tD 
forms an extension problem for L it follows that Q < a and hence that K(x)<a. 
M N 
Choose a E AN with a <x. Then a <x which implies a N Q,  which in turn implies 
O~ CO M N Q, U Q,  o~ 
a<Q* and hence a<x. I f x<a then x<a and a which implies <a and 
(D 
hence x < a. 
Assume that for a E As we have (a,x) EE< ~E>]. We have x E Q* E -~. The 
unbounded sequence B of large sets together with .~ and N forms an extension 
problem for L. Hence we can apply (ii) of the definition of extension problem 
with x for r and Q* for R and arrive at the conclusion that (a,x)E L. 
10. Results 
< 
Assume that ,4 is an unbounded sequence of large sets and L C_ E< IE> ] with ` 4 
I-~l  ` 4. Then using (5) there is an unbounded sequence BEA T of large sets with 
B_ -~ I-~] B _ and a large set P with B__--e ~,-e-] P. Put B' :=branch0(I / \P l+l ,B).  It follows 
that B~ < B' B__~ t < < -~ [-'~] and -~ l,e-] P and Vi E o9 B~ ,~ P. Because the empty set has only 
one orbit, namely A which is the unrestricted orbit of 0, it follows that {P} together 
with B' is strictly contained in the orbits of 0. Checking the conditions for being an 
extension problem we see that B' together with {P} and 0 is an extension problem for 
L. Denote this extension problem by (~0 and put No := 0. Lemma 9 provides a solution 
which is an extension problem ~l and a set N1 C co consisting of one element. Assume 
that for n E o9 we have already constructed extension problems (~i; i E n) and finite 
sets (Ni C_ o9; i E n A Igil = i) then we can choose any orbit of Nn-1 and use Lemma 9 
to continue the process. We will obtain a set N := Uieo~Ni and a triangle free graph 
N 
~//a(N) := (AN; ~--% <, < ) with the following properties. 
N, N N 
(i) I f  a, b E Ni with a < b then a < b, that is the relation < is the union of the relations 
Ni 
< for i E 09. (The set Ni is an initial subset of Ni+l for every i E o9 and hence of 
Ni+2 and so on and finally of N.) 
09 N 
(ii) The relations < and < agree on the set AN and hence E<(u//d(N))CE<(O//~) 
IE> (o//a(N)) C_ E> (q/a)]. 
(iii) I f  a,b E AN with (a,b) EE< IE>] then (a,b) EL. 
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In the construction above we were free at every step, when we applied Lemma 9, 
to choose an arbitrary orbit. As a consequence we obtain the following lemma. 
Lemma 10. Let A C_ U.~o n2 be a trianole free transversal of Un~ "2 which has the 
mappin9 extension property, L C E< ~E> ] a set of edoes of the 9raph ORa = (A; 0--% <, 
) and B an unbounded sequence of laroe sets with B -~ [~] B. Then for every repre- 
sentation of the trianole free 9raph f¢ = (A; 0-% <, .~)  with A = (A,,; n E co) there is 
a set N C co, such that if7 is the orderpreservin 9 bijectionfrom ~o to N, then thefunc- 
o) 
tion ~: A ~ A 9iven by ~(An)= Ar(n) is an embeddino from f~=(A; o--,,, <, <~)  into 
o9 N N 
ORa =(A; 0--% <, <~u), with image oRa(u) = (An; o---o, <,  <),  such that Va, bEAu((a<b 
£o 
a <b)  A ((a, b) E E< (ORA(N)) ~E> (ORA(u))] ~ (a,b) EL)). 
The set of types s E A 1 with supp(s) = 0 form an co-chain under C_ and to each i E co 
there is an si E A ~ with supp(si)= ~ and [sil =i. Associate with every i E co the large 
set Ai such that for all a E Ai we have [si[ < lal A a(rsi l )  --  1. Then A_ := (Ai; i E co) is 
an unbounded sequence of large sets. I f  we color the edges in E< [E>] of ORa with 
two colors, say red and blue, that is we have two subsets Lr and Lb of E< ]E>] 
with Lr O Lb = E< IE> ], then either Lr E coideal(d) or Lb E coideal(A_). This implies 
> 
that either for Lr there exists B EA t such that B ~ I~]  B or for Lb there exists B EA t 
> 
such that B -~ [ ~]  B. Hence we are in the position to apply Lemma 10, either for the 
red or for the blue edges. 
For the purpose of stating the results we will from now on abstain from the con- 
vention of treating the cases E< and E> simultaneously, distinguishing them by the 
use of [and]. I f  there is a difference in the result of E< from E> we will either write 
two different lemmas or theorems or state the difference in the same lemma or theorem 
consecutively. 
fO 
Remember that for every representation OR= (co; 0--% <, < ) of the countable triangle 
o9 
free homogeneous graph on co there is a unique representation ORa = (A; 0--% <, < ) of 
OR on Un~o~ n2 via the isomorphism for which n ~-+ An. Hence we obtain the following 
theorems. 
(2) CO 
Theorem 1. Let oR=(co; 0--% <, <~)  and f f=(co; 0--% <, <~)  be two representa- 
tions of the triangle free homogeneous graph on co and assume we have a partition 
of the edges in E< (OR) of OR into two sets Lr and Lb. Then either for Lr or Lb, 
say Lr, there is an embedding r l from the 9raph f~ = (co; 0-% <, <~) into the 9raph 
O9 
oR=(co; 0--% <, <~),  such that 
Vi, j E co((i,j) E E< (~) --+ 01(0, q(J)) E Lr). 
¢o 
Corollary. Let OR = (co; 0--% <, < ) be a representation of the countable triangle f¢ee 
homooeneous graph on co and assume we have a partition of the edges in E< (°R) of 
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ql into two sets Lr and Lb. Then either for L~ or Lb, say Lr, there & a copy C of 
O9 ¢o 
o//=(6o; 0-% <, <)  in q/=(co; o-% <, <)  such that E<(C)C_L~. 
O9 
Theorem 2. Let q/=(~o; ~--% <, <~) and f#=(og; o--% <, <~) be two representa- 
tions of the triangle free homogeneous graph on 09 and assume we have a partition 
of the edges in E>(q/) of ~ll into two sets Lr and Lb. Then either for Lr or Lb, 
o9 
say Lr, there is an embedding ~l from the graph f¢ = (~o; ~-% <, <~) into the graph 
O9 
q/= (09; 0-% <, <~), such that 
Vi, j E o9((i,j) E E> (f~) ---* (r/(i), q(j)) ELr). 
Corollary. Let q/= (to; 0--% <, ,~ ) be a representation of the countable triangle free 
homogeneous graph on 03 and assume we have a partition of the edges in E> (°ll) of 
all into two sets Lr and Lb. Then either for Lr or Lb, say Lr, there is a copy C of 
60 60 
q/= (m; o-% <, <)  in ~//= (~o; 0--% <, <)  such that E>(C)C_Lr. 
Theorem 3. Let q/= (A; 0--% <, ,~ ) be an enumeration of the triangle free graph. 
Then 
[d~/) K2 EE< (~)  ' 
d~/ __~ ~, 2 
g0ff )K2 EE> (q/) 
ff~/ ---'> ~- 2 
Proof. Follows immediately from the two corollaries above. [] 
(o 
Lemma 11. Let o//= (~o; ~-~, <, < ) be a representation of the countable trianole free 
homogeneous graph on o9 with edge set E and ~t an embedding from q/forget= (o~; ~--o) 
60 
into q/=(eg; o--% <, <). I f  f#=(V; ~--~) is a triangle free finite graph with ver- 
tex set V={vi;  i EnEm} then there is an embedding fl from f~=(V; ~--~) into 
co 
q/=(~o; ~--~, <, <)  such that fl(v0)=0 and 
(1) (i, jEn  A i< j )  ~ fl(vi)<fl(vj), 
(2) (i En -- 1 Ax~f l (~ i )  A (X, fl(Vi+l)) E E ) --+ ~j E i + 1 (x=vj),  
(3) (i, j En A i < j )  ~ ~(fl(vi))<o~(fl(vj)). 
Proof. We build the mapping fl step by step beginning with fl(vo)= 0. If for i C n -  1 
the numbers fl(Vo),fl(Vl ).... ,fl(vi) have been chosen then it follows from the mapping 
extension property that there are infinitely many choices for fl(vi+l ) so that conditions 
(1) and (2) are satisfied. Because condition (3) excludes only finitely many choices 
we can find an appropriate value for fl(vi+l). [] 
fO 
Lemma 12. Let °ll = (¢o; 0-% <, < ) be a representation of the triangle free homoge- 
neous graph on o~ with edge set E. There is no embedding ~from 0~/forget = ((D; o---o) 
into 8/= (co; 0-% <, .~ ) such that ~(E> ) C E<. 
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Proof. Assume for a contradiction that there is such an embedding ~ from q/forget= 
(D 
(09; o--o) into q /= (09; 0--% <, < ). 
Choose a triangle free finite graph fC=(V; o--o) such that the chromatic number 
of ff is larger than at(0). Let the set of vertices of (~ be V = {vi; i E n E 09}. We 
construct a new graph f¢* =(W; o--o). The set of vertices if* =(W; o--o) is the set 
W= {wi; i E2n+2}. The function 7 from the vertices of ff to the vertices of f#* 
with ~(vi):= Wn+2+i is a graph embedding from ff = (V; ~-o) into i f *= (W; ~-o). The 
vertex wl has valence n+ 1 and is adjacent to w0 and all vertices wj with 2<~j<~n+ 1. 
The vertex w0 has valence 1. Every vertex wj with 2 <~j~n + 1 has valence 2. It is 
adjacent to Wl and to Wj+n. Note that f#* is again triangle free. 
Let fl be an embedding from f¢* = (W; o--0) into q /= (co; 0--% <, ,~ ), satisfying con- 
ditions (1)-(3)  as described in Lemma 11. Then every edge of f~* adjacent to a vertex 
in {wj; 2~j<~n+ 1} is mapped by fl to an edge in E>. It follows that every edge of 
if* adjacent to a vertex in {wj; 2<~j<~n+ 1} is mapped by ~of l  to an edge in E<. 
This implies that every vertex in a o fl o ~(ff) is adjacent to a vertex i E ~(0). Because 
the chromatic number of f~ is larger than ~(0) it follows that there is an i E a(0) which 
is adjacent to two adjacent vertices in ~ o fl o 7(f#). This is a contradiction because q/ 
does not contain a triangle. [] 
Lemma 13. Let q/= (09; 0--% <, ~z ) be a representation of the triangle free homoge- 
neous graph on o9 with edge set E. There is no embedding ~ from q/forget= (09; o--o) 
(1) 
into q/= (09; 0--% <, < ) such that ~(E< ) C_ E>. 
Proof. Assume for a contradiction that there is such an embedding • from d~/forget = 
(09; ~--o) into q /= (09; 0--% <, ~ ). 
Choose a triangle free finite graph fC=(V; o--o) such that the chromatic number of 
is larger than a(0). Let the set of vertices of f¢ be V = (v;; i E n E 09). We construct 
a new graph if* =(W; o--o). The set of vertices of f¢* is the set W=(wi; i E2n+ 1). 
The function y from the vertices of ff = (V; ~--*) to the vertices of (¢* = (W; o--~) with 
7(Vi) :=Wi+l is a graph embedding from f¢=(V; o--o) into f¢* =(W;  o--o). The vertex 
w0 has valence n and is adjacent to every vertex in the set {wj; n+ 1 <<.j<~2n}. Every 
vertex in the set {wj; n+ 1 <<.j<<.2n} has valence 2 and is adjacent to w0 and to wj-n. 
Note that f¢* is again triangle free. 
Let fl be an embedding from f f *=(W;  ~-~) into q/=(09; ~--o, <, ~z), satisfying 
conditions (1)-(3) as described in Lemma 11. Then every edge of f¢* in the set 
{(wi,wi+n); 1<~i<~n} is mapped by fl to an edge in E<. It follows that every edge of 
if* in the set {(wi, wi+,); l~i<~n} is mapped by ~tofl to an edge in E>. This implies 
that every vertex in ~t o fl o 7(ff) is adjacent to a vertex i E ct(0). Because the chromatic 
number of f¢ is larger than ct(0) it follows that there is an i E ct(0) which is adjacent 
to two adjacent vertices in ~ o fl o 7(f¢). This is a contradiction because q/ does not 
contain a triangle. [] 
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Lenuna 14. Let q/= (~o; ~--% <, < ) be a representation of the triangle free homo- 
geneous graph on co with edge set E and let (¢=(V; ~--o) be a finite triangle free 
graph. Then there exists an embedding 7 from (# into oll such that the set of edges 
of f# gets mapped into E> by 7. 
Proof. Assume that the set of vertices of (~ is V = {v/; i E n E co}. We will construct 
the embedding 7 step by step in such a way that 
(i) 7(v0)>n A {iEn; (i,7(Vo))EE }={0}, 
(ii) (i,j E n A i <j)  + 7(vi) < 7(vj), 
(iii) ( iEn -- 1 /\X-~.<7(Vi) A (x,y(vi+l))EE) ~ ( (3 jE i  + 1 x=v j )Vx=i+ 1), 
(iv) Vi E n(i, 7(vi)) E E. 
It follows from the mapping extension property that such an embedding 7 can be 
constructed. Clearly every edge of ff gets mapped by 7 to an edge in E>. [] 
to  
Lemma 15. Let q/= (co; 0-% <, < ) be a representation of the triangle free homo- 
geneous graph on co with edge set E and let f~=(F;  ~--~) be a finite triangle free 
graph. Then there exists an embedding 7 from (# into °1l such that the set of edges 
of f# gets mapped into E< by 7. 
Proof. Assume that the set of vertices of ff is V = {v/; i E n E co}. We will construct 
the embedding 7 step by step in such a way that 
(i) 7(Vo)>nA {iEn; ( i ,7(Vo))EE}={n-  1}, 
(ii) (i, j En  A i<j)  ---+ 7(vi)<7(vj), 
(iii) ( i  E n - 1 Ax ~< 7(vi ) A (x, y(Vi+l )) E E)  --+ ( (3 j  E i + 1 x = vj ) Vx  = (n  --  1 ) -- ( i  + 1 )), 
(iv) Vien((n - 1) - i,7(vi))EE. 
It follows from the mapping extension property that such an embedding 7 can be 
constructed. Clearly every edge of f~ gets mapped by 7 to an edge in E<. E3 
to  
If ~//= (co; 0-% <, < ) is a representation f the triangle free homogeneous graph on 
co with edge set E and f a coloring of the edges such that f is constant on E<(q/) 
and also constant on E>(q/) then we say that the edges of ~' are lexicographically 
colored by f .  Using n colors there are n 2 ways to lexicographically color the edges of 
q/. Let d~/forget ~___ (co; ,>---o) and ~, be the set of all colorings f :E(O~ ¢f°rget) ~ n E co. For 
f ,  g E ~ we will write f ~< g if there exists an embedding ~ from 0~forget into q/forget 
such that for all e EE(c~ tf°rget ) we have f (e)=g(~(e)) .  A Ramsey basis of q/forget is 
a set R of elements of the partial order ~ such that for all f E ~n there is a g E R 
such that g ~< f and for any two different elements f ,  g E R we have f ~ g. It follows 
from Lemmas 12 and 13 that if f and g are two different lexicographical colorings 
of the edges of °k' then f ~ g. Theorem 3 implies that for every f E ~ there exists a 
lexicographic coloring g E ¢~ such that g ~< f .  Hence we obtain 
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Theorem 4. Let q/= (09; 0--% <, < ) be a representation f the triangle free homoge- 
o)  
negus graph on 09. Then the set of n 2 lexicographic olorings of q/= (09; 0--% <, < ) 
form a Ramsey basis of the graph q/forget= (09; o--o). 
Theorem 5. Let q/=(U;  o--o) be the countable triangle free graph and f :E (q / )  H 
n E 09 a coloring of the edges of q~ with n E 09 colors. Then there is a copy C of q~ 
in q~ such that If(E(C))[ <<.2. 
(i) 
Proof. Assume that q /= (09; ~--o, <, < ) is a representation f the homogeneous count- 
able triangle free graph on 09. Then by repeated application of Theorem 3 we first 
oJ  (D o )  
obtain a copy C0 =(C0; o--~, <, <)  of q/=(09; 0--% <, <)  in q/=(09; 0--% <, <)  in 
o)  
which f is constant on E<(C0). Then we obtain a copy C1=(C1; 0--% <, <)  of 
o) co 
C0=(C0; 0-% <, <)  in C0=(C0; 0--% <, <)  such that f is constant on E>(C1). Be- 
cause E<(C1)C_E<(C0) the coloring f is also constant on E<(C1). [] 
Theorem 6. The countable triangle free homogeneous graph q~ is weakly edge indi- 
visible. 
o) 
Proof. Choose a representation q/=(09; 0-% <, <)  of the homogeneous triangle 
free graph on 09, a finite graph ~=(V;  o-o) and a coloring f of the edges of 
q/ with the colors red and blue. Assume that there is no copy of f¢ = (V; o-o) in 
O3 
q/= (09; 0-% <, < ) which contains only red edges. 
o)  
It follows from Theorem 3 that there is a copy C = (C; o-% <, < ) of q /= (09; 0-% 
<, <)  in q/=(09; 0-% <, <)  such that f is constant on E<(C) and constant on 
E>(C). From Lemmas 14 and 15 we get that f is not the constant map to red on 
E<(C) and not the constant map to red on E>(C). This implies that all of the edges 
of C are colored blue by f .  [] 
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