A stationary sequence of random variables with exponential marginal distributions and the correlation structure of an ARMA (1,1) process is defined. The process is formed as a random linear combination of i.i.d. exponential random variables and is very simple to generate on a computer. Moments and joint distributions for the sequence are obtained, as well as Uniting properties of sums of the random variables and of the point # ov#1
showing that the marginal distribution of the X 's, like those of the * n 'S' is exponential with parameter >.
However, the X 's are not independent, as seen by the following calculation of the covariance between X and X ^j.
Ignoring terms which cancel, we get
By induction arguments we get and Therefore, the serial correlation p(k) * c .
When p * 0 we have the correlation for the EMA1 model given by Lawrence and Lewis (1975) . When ß = 0 we get the correlation for the autoregressive model EAR1 given by Gaver and Lewis (1975) . By (2.3) and (2.4) the first order correlation is nonnegative and bounded above by 1. Note that, if It is useful to write the multiplier of p ,c " 1 /^, in (3.1)
as a polynomial in p and a polynomial in 0 and we then have
Similarly we get for
Again (3.3) can also be written as polynomials in ß and p. When k = 1 we get
The fact that C 2 1 (k) ? C 1 2 (k) indicates that the (X ) sequence is not time reversible. This can hopefully be exploited, as in the EMA1 process, to estimate 6« and, in particular, differentiate between the cases p,ß and P,(1-0).
Higher order moments, e.g. C-j^)* are useful in deriving the asymptotic variances of sample serial correlations for the model. This will be discussed elsewhere.
The above third-order joint moments are special cases of the third order joint moments with two lags, j and k, whose double Fourier transform will give the bispectrum of the {X n } sequence.
For j * 1* k * 1, and p < 1, similar calculations to those above show that
Me give this expression for completeness and because it
is clear that second-order joint moments do not describe completely a process which is as non-normal as the EARMAd»!) described here. It is felt, however, that the special cases Despite its relatively simple form, this transform does not lend itself to easy derivation of moments, e.g. E I X n X n<fl^'
EfX n X* +1 l, or E f X n X n+i^' or of conditional moments, as for the EMA1 case (P«0) in Lawrence and Lewis (1975) ; nor is it invertible to give approximate likelihoods for the process.
When s, = s 2 = s we get the transform of the sum X n + Vl " 
HX+&8) . X(l-e)(A't'Bs
For the sum T we qet the transform ., lim rV , T L = Um 1 +2(1-6) 2 ^-^-« -.
THE VARIANCE-TIME CURVE AND SEQUENCE
Thus the process is overdispersed relative to the Poisson process fot which lim J » 1. In particular, if an observed process had exponentially distributed marginal distributions for the X-but lim J. was much greater than one, the EARMA x r r (1,1) process could be a candidate as a model.
As a byproduct of (5.2), for P < 1 we get values for the slope of the variance time curve, lim V'U) » vM*), the initial points of the spectrum of counts q^(u)) and the spectrum of intervals f + (u)) as for p < 1, (Cox and Lewis, 1966, 4.6 .12).
The relationship f + (0+) can be verified directly from (2.5); (5.5) says, using (5.2), that the initial point of the spectrum g + ((*)) is greater than its value -for a Poisson process.
LIMIT THEOREMS
In this section we will study the mixing properties of {X }, obtain strong laws and Thus we have shown that if we start generating the sequence {X } with a random variable A 0 that has an arbitrary (and possibly degenerate) distribution, the distribution function of X will converge to the exponential distribution as n -» oo .
We will now study the mixing properties of (x ) when A» is exponentially distributed. Let F be the a-algebra generated and 9 ^ ^2 (G m^k 
by (6.2). • -t I *• ~" E(g' | A^-Ddi if 0 < p < 1.
Thus, for 0 « p .< 1
Using the Holder inequality again we have .
Hence from (6.3) and (6.4) To obtain a central limit theorem for {T ) we note that, n using (5.2), the hypothesis of Theorem (20.1) in Billingsley (1968) is satisfied by (6.6) with variance -r-.
Renewal type theorems
We will now turn our attention to renewal type limit theorems for EfN.) as t -► •.
For any Borel set B in R + , t * 0, and x * 0, let Q(x,B # t) = pr(A 1 < B, ^ < t | AQ = x) . for all x * 0. This is a Blackwell-type renewal theorem for the EARMA(1,1) process.
The intensity function
We will now show that the intensity function for the counting process exists and its limit as t • ' is A. Let
Consider the Markov renewal equation, (MRE), f(x,t) » q(x,t) +j | Q(x,dy # ds)f(y,t-8). Note that subsequent intervals are, in the limit, not exponentially distributed. Following Cox and Lewis (1966, Ch. 4) call these intervals LwL-,..* • Their marginal and joint distributions can, in theory, be obtained from results of Section 3 using Palm-Khinchine relationships. We note only that their means are, (Cox and Lewis, 1966, Ch. 4) , EILJ = ElX n l{l + C 2 (X n )p(i)}, (i»l,2,...). 1 2 Since ElX 1 = f and C (X ) ■ 1, using the expressions (2.3) n A n and (2.4) for p(i) we get
This decays geometrically to y. When p = 0 and we have only the two-dependent EMA1 process, the bias does not extend beyond EfLjl, as would be expected from the construction of the process.
EXTENSIONS AND CONCLUSIONS
The EARMA (1,1) process described here is a generalisation of the EAR1 and EMA1 processes and has the correlation structure of a mixed-moving average-autoregressive process of order ( for doing this are discussed by Lewis (1975) .
