Abstract. Multiparametric magnetic resonance imaging (mpMRI) of the prostate aids in early diagnosis of prostate cancer, but is difficult to interpret and subject to interreader variability. Our objective is to generate probability maps, overlaid on original mpMRI images to help radiologists identify where a cancer is suspected as a computer-aided diagnostic (CAD). We optimized the holistically nested edge detection (HED) deep convolutional neural network. Our dataset contains T2, apparent diffusion coefficient, and high b-value images from 186 patients across six institutions worldwide: 92 with an endorectal coil (ERC) and 94 without. Ground-truth was based on tumor segmentations manually drawn by expert radiologists based on histologic evidence of cancer. The training set consisted of 120 patients and the validation set and test set included 19 and 47, respectively. Slice-level probability maps are evaluated at the lesion level of analysis. The best model: HED using 5 × 5 convolutional kernels, batch normalization, and optimized using Adam. This CAD performed significantly better (p < 0.001) in the peripheral zone (AUC ¼ 0.94 AE 0.01) than the transition zone. It outperforms a previous CAD from our group in a head-to-head comparison on the same ERC-only test cases (AUC ¼ 0.97 AE 0.01; p < 0.001). Our CAD establishes a state-of-the-art performance for predicting prostate cancer lesions on mpMRIs.
Introduction
With more than 200,000 new cases diagnosed each year in the United States, prostate cancer is the most common form of nonskin cancer among men. 1 Over 27,000 men die from this disease each year. 1, 2 A key contributor to the disease burden and mortality rate is the underdiagnoses of aggressive cancers through the traditional transrectal ultrasound (TRUS) biopsy which randomly samples the prostate. [3] [4] [5] Multiparametric magnetic resonance imaging (mpMRI) is increasingly used in the early diagnosis of prostate cancer because of its ability to identify lesions for image-guided biopsy. Furthermore, this imaging modality can stratify patients into risk categories owing to development of the prostate imaging reporting and data system (PI-RADS) scale. 6, 7 Conducted with a T2-weighted image (T2WI) and diffusion-weighted sequences, mpMRI has an 80% sensitivity in both the peripheral and transition zones; its negative predictive value is nearly 98%. 8 As such, mpMRI-guided biopsies can significantly improve the sensitivity and specificity of cancer detection over the random TRUS biopsy: mpMRI biopsies are more likely to detect aggressive cancers and less likely to detect indolent cancers. 5, 9, 10 Despite the several clear clinical advantages of mpMRI, there are several barriers to its full implementation. MR scans can be of varied quality interfering with diagnosis. Interpreting mpMRI requires expertise that the general radiologist may not possess.
Furthermore, interpretations of even good quality scans can vary considerably, depending on mpMRI acquisition parameters, tumor visibility, and the experience and opinions of radiologists. 11 Although guidelines such as PI-RADS v2 attempt to standardize many of these variables, they are inherently subjective and are associated with a high degree of interreader variation. 7, [12] [13] [14] [15] The result is that value of the mpMRI is compromised in many cases.
One step toward capturing the full value of mpMRI in prostate cancer is computer-aided detection (CAD). Applied to prostate cancer detection and other medical imaging tasks, CAD tools have been shown to reduce interobserver variation. [16] [17] [18] [19] [20] To achieve this success, CAD systems employ machine learning methods. At a high level, these methods use a myriad of mathematical functions to create a quantitative feature set from which predictions about tumor location and malignancy are made using a classification algorithm that is trained against a specific subset of training examples. In this research, we developed a CAD system that automatically detects suspicious lesions in mpMRIs of the prostate that readers can use as a reference to reduce interpretation time and interreader variability.
Most of the successful CAD systems developed for prostate cancer use a handcrafted set of several numerical features that were historically developed specifically for natural or otherwise nonmedical images; classification is typically performed using a random forest or similar method. 16, 17, [21] [22] [23] However, such methods are limited by the features they use. Thus, they perform differently on mpMRI scans from different institutions and even from different machines of the same magnetic field strength within a single institution. [24] [25] [26] While such methods tend to work well on most problems, even with default parameters, their performance tends to saturate as the training set size grows. 21, 27 An alternative approach that has enjoyed much recent success is deep learning. 28 These systems directly learn from the training images a set of discriminative features for a given learning task, such as classification. Due to the success of deep learning methods, we investigated a deep convolutional neural network (DCNN) to find a solution to prostate cancer detection on mpMRI. Using fully supervised learning, our proposed CAD system aims to determine precisely where there is likely to be cancer at the pixel level. As such, we train our model against a database of pixelwise annotations or segmentations for known prostate cancer. We generate probability maps that can be overlaid on the original T2WI, apparent diffusion coefficient (ADC) map, and/or high b-value images to help radiologists identify regions where a cancer is suspected. We chose to create such a CAD because a recent international, multireader study by Greer et al. 29 showed that a probability map can significantly improve the sensitivity of readers to more subtle lesions.
Greer et al. 29 also found that the CAD substantially reduced radiologists' specificity, which may be related to its performance. It is also possible that using probability maps to present lesion proposals to radiologists is responsible. There is yet no published comparison of presenting lesions using probability maps versus other methods. As the purpose of our research is to assess whether deep learning can improve the detection of individual prostate cancers (lesion level of analysis), we consider the problem of how to present probability maps to radiologists out-of-scope. Thus, we aim to develop a new CAD system that outperforms the Ref. 21 CAD on the probability map task.
Only a few prostate CAD systems utilize deep learning to detect lesions in mpMRI images. Three studies published in 2017 to 2018 used deep learning to characterize whether a specific image patch contains a cancerous lesion or is noncancerous tissue, [30] [31] [32] an entirely different problem than the one our research aims to address. Specifically, the DCNN models proposed by Le at al. 30 and Liu et al. 31 used modified VGG16 architectures that do not generate probability maps or any another predictive tool that could be immediately used to help radiologists interpret mpMRI images in the manner that Greer et al. 29 have shown to be successful. The only deep learning system we could find in the published literature that produces probability maps was developed by Tsehay et al. 33 to predict biopsy points. Although their scope is different from ours, their research demonstrated that directly applying the holistically nested edge detector (HED) architecture, initially developed for analyzing natural images, to the problem of prostate cancer detection can yield good predictions. 33 The HED DCNN 34 is a neural network architecture that has been implemented to segment a variety of anatomic structures from CT images including the pancreas, lymph node clusters, and the lungs. [35] [36] [37] We aim to improve on the HED-based architecture to produce probability maps that are clinically meaningful. To this end, we compare the performance of our system to the random forest-based CAD system of Lay et al. 21 that was used in the Greer et al. multireader study 29 for two primary reasons: (1) Lay et al. evaluated their CAD in the exact same way as our proposed system, although the training and testing data sets used by our study differ from theirs and (2) because the Lay et al. CAD demonstrably helps radiologists, matching (or besting) their performance by their same metrics with a deep learning CAD would indicate that this new CAD would be similarly impactful in the real world.
To unearth insights that may help overcome the many challenges present in developing a robust system to automatically detect prostate cancers from mpMRI, we take an iterative, incremental approach toward optimizing the HED-based architecture. This research implements three specific methodologies: (1) Rician normalization, instead of histogram normalization, of the raw mpMRI images of the prostate, as Ref. 38 indicates that this improves the performance of a random forest prostate CAD system; (2) batch normalization during training which is widely shown to improve the generalization of DCNNs; 39 and (3) larger convolutional kernels, which effectively increases the receptive field (amount of local image context) our DCNN uses to make predictions about where there is or is not prostatic cancer. 40, 41 2 Methods and Materials
Patient Cohort
The patient cohort consists of 186 patients, each of whom underwent mpMRI scanning wherein T2WI, diffusion weighted imaging with ADC, and high b-value axial image volumes of the prostate were obtained. For all mpMRIs, an expert radiologist and a dedicated prostate MRI fellow provided reference standard segmentations of the whole prostate, the transition zone, and tumors. It was required that all segmentations correlate with radical prostatectomy whole mount specimens. Pathologists provided tumor contours on H&E-stained histopathology to the radiologists who used this information to manually draw tumor contours on T2WI sequences. The mpMRI scans of these patients were performed at six institutions across three continents and multiple scanner manufacturers ( Table 1 ). All mpMRI images were acquired using 3T MR scanners using the anterior half of a 32-channel SENSE cardiac coil when applicable. When an endorectal coil (ERC) was utilized, the balloon of each coil was distended with ∼45 mL of perfluorocarbon or an equally The CAD by Lay et al. was trained exclusively on mpMRI images taken with the insertion of an ERC. These systems are unlikely to perform well on images without an inserted ERC, because the coil enhances the resolution of the prostate and changes the noise distribution but also distorts the shape of the normal prostate.
Training, Validation, and Testing Splits
The 186-patient cohort was split randomly into training (n ¼ 120, 65%), testing (n ¼ 47, 25%), and validation (n ¼ 19, 10%) sets at the patient level (Table 1 ).
Image Preprocessing
It is well known that prostate images are heterogeneous, with absolute intensity values and MRI noise distributions varying significantly between institutions, scanners, and the insertion of an ERC. 24, 42 As such the interpretation of absolute intensity values and differences vary among patients. This phenomenon can adversely affect machine learning programs which require absolute differences to have a consistent meaning. 27 To overcome this problem, we first segment the prostate, thereby removing all nonprostate anatomy from the MRI sequence. We then convert the raw intensity values to a Z-score using Rice-normalization. We invoke this normalization method because theoretical and experimental evidence suggests that an MRI scan's noise distribution can be described by a Rician distribution. 43 This ensures that a relative difference of, for example, three units in the Rice-normalized image has the same meaning across all patients. Furthermore, this normalization technique can be thought of as analogous to a Z-score from a normal distribution, in the sense that it does not alter substantially the underlying distribution of intensity values. This is specifically because 3 T mpMRI images have a relatively high signal-noise ratio, a condition under which the Rician distribution approximates a Gaussian distribution. We calculate the Rician Z-scores at the patient level to the intensity of all pixels in the prostate across all the slices, ignoring the intensities of all pixels outside the prostate. We apply this normalization to the T2W, ADC, and high b-value sequences separately. For each patient, the T2W, ADC, and high b-value images are registered using the spatial coordinates of the scanner to ensure the ðX; Y; ZÞ coordinates of any pixel in one sequence map to the same anatomic location in another sequence.
After subtracting nonprostate background and applying a Rician normalization, the images are cropped around the prostate in the same way as Ref. 33 . We crop in three-dimensions (3-D) around the center of the prostate. This results in prostate-only volume that perfectly encloses the prostate, where at least one pixel touches a face of the bounding cube and no prostate pixels exist outside the cube. Naturally, the XY extent of this resulting volume will be different for each patient-a fact that will pose problems for the HED deep learning system under investigation. To standardize the XY extent of each patient's cropped prostate volume, we apply a bicubic upsampling to create a volume that is 382 × 382 pixels in dimension. We pad 0s around the border of this upsampled volume to give a final dimension of 384 × 384. This process of cropping and resampling is applied to the T2W, ADC, and high b-value sequences. We crop the ground-truth segmentations using the same bounding cube and apply a linear upsampling to rescale the tumor segmentation in the same way as the acquired MRI sequences. Just as was done in Ref. 33 and is now common in the field of medical computer vision, we consider the T2W, ADC, and high b-value sequences as different channels of a 3-D volume. This preprocessing protocol is applied to all the images and reference tumor segmentations in the training, validation, and test images.
Neural Networks
All the neural networks described are built using the PyTorch 0.30 deep learning framework in Python 2.7 on an Ubuntu 14.7 computer with a NVIDIA Tesla K40 graphics card. They are all initialized using the He initialization, which is the default in PyTorch. 44 Fig . 1 Illustration showing the HED network producing outputs of reduced scale at each layer and the final fused image. 34 The fused image is generated by up sampling the side-outputs and using 1 × 1 convolutions.
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Holistically Nested Edge Detector
The holistically nested edge detector is a neural network architecture that was initially developed for detecting edges in natural images 34 and has since grown in popularity for use in anatomy segmentations from CT scans. [35] [36] [37] The original network has five main layers, each of which produces a segmentation map, but at reduced scales, as shown in Fig. 1 . These so-called side-outputs are fused together in a separate layer to give rise to the output image. Training is performed in a deeply supervised fashion wherein an error against the ground-truth is calculated and backpropagated from all the side-outputs and the fused image. In other words, each layer has its own loss function. At test and validation time, only the final fused image is used to render a segmentation map. In the original network, each layer is comprised of two (layers 1 and 2) or three (layers 3, 4, and 5) 3 × 3 convolutions followed by ReLU activation. Between each layer, a twofold downsampling operation is performed. Bilinear interpolation is applied to rescale each side-output to the original input dimensions as Xie and Tu found this gave better results than other learnable methods. 34 The HED network is end-to-end, taking a full three channel image as an input and outputting the corresponding probability map. As the network is designed to output two-dimensional (2-D) probability maps, we train the network and generate outputs at the slice level.
Modifications to the HED Network

Gradient Descent Methods
The HED network is trained using stochastic gradient descent (SGD) with learning rate ¼ 1e − 8, momentum ¼ 0.9, and weight decay ¼ 0.0002, which mirrors the parameters used in Ref. 33 . We compared this native HED trained using SGD with the same network architecture trained using the Adam gradient descent method with learning rate ¼ 2e − 4. Finding the Adam method optimized the HED network 50 times faster than the SGD method, we implemented it in all subsequent experiments.
Batch Normalization
Batch normalization is a technique to normalize the inputs of each layer in a neural network so that the activations follow a standard normal distribution. This procedure has been shown to improve the generalization of neural networks. For prostate mpMRI images, where the input data in the ADC and high b-value images may be quite noisy, this procedure is likely to be of significant help. We implemented batch normalization before every ReLU activation in every layer of the HED network. Finding that adding batch normalization improved performance, we used it in all subsequent experiments.
Kernel Size
Increasing kernel size increases the effective receptive field of each layer in the network, which is shown to improve performance because each convolution effectively uses more local context to determine if a pixel is or is not a part of a cancerous tumor. 40, 41 The original HED architecture uses convolutions with 3 × 3 kernels everywhere; we call this the HED 3 × 3 network. We constructed an HED network with 5 × 5 kernels in every convolution and compared its performance to the original network to increase local context at all levels and call this HED 5 × 5.
We do not consider an HED network with 7 × 7 kernels in every convolution. Because each 7 × 7 kernel has 49 parameters (compared to 25 for HED 5 × 5 and 9 for HED 3 × 3), such a network has a substantially increased complexity. This increases the putative HED 7 × 7 model's propensity to over-fit the training data and impedes its generalization. Moreover, training such a network is too computationally expensive (over 20 min to train each epoch), as there are twice as many arithmetic operations using 7 × 7 convolutions than 5 × 5.
Instead, we created a network that emphasizes increased local context at the top of the network, where the receptive field is initially the smallest, and retain the 3 × 3 convolutions at the bottom of the network, where the receptive field is largest due to natural downsampling from the HED architecture. This network uses 7 × 7 kernels in the first layer, 5 × 5 kernels in the second and third layers, and 3 × 3 convolutions in the last two layers; this is our HED 7 × 7, 5 × 5, 3 × 3 network which we abbreviate as HED 7,5,3.
Training
We train the HED network on a binary classification task of identifying whether a given pixel in the image belongs to a prostate cancer or noncancerous tissue-a similar task as the network was initially designed for. As such, the HED network uses a sigmoid as its output layer and is trained using binary cross-entropy loss. The loss function is weighted so that the weight for cancerous pixels is the same as the weight for noncancerous pixels. These weights are determined at the batch level of six 2-D slices per batch. We train our system only on image slices that have prostate cancer and ignore slices without prostate cancer. Table 1 shows the number of slices used to train, validate, and test the DCNNs. We perform data augmentation by flipping slices about the vertical axis. This training paradigm is identical to that used by Ref. 33. 7 Statistical Analysis
Direct Evaluation
We evaluate the trained HED model at the patient level against all mpMRI slices that contain the prostate following preprocessing. Receiver operating curve (ROC) analysis is computed on the output probability maps in 3-D: if (1) the predicted probability scores from the CAD lie within the volume of a groundtruth tumor contour segmentation and (2) the 90th percentile of the probability scores are larger than a threshold value, then the lesion is considered detected. To determine false positives, the CAD probability map is divided into 3 × 3 voxel cells; we define a false positive if (1) the 90th percentile of probability scores within a cell exceeds the threshold and (2) the cell is more than 3 mm away from the ground-truth segmentation volume. We primarily report lesion detection in the entire prostate. In addition, we report lesion detection in the transition zone and peripheral zones separately, using segmentations of these zones that were drawn by an expert radiologist. The evaluation methodology and reporting of CAD performance in the entire prostate plus its two major anatomic zones are identical to that used by Ref. 33 .
Only one model state for each network is evaluated at test time. We select the model state that attains the best performance on the validation set. To estimate the variance of CAD Our HED models are trained and evaluated on cases with and without an ERC. Thus, a fair head-to-head comparison of our deep-learning CAD system with the random forest is only possible on cases with an ERC. To perform this evaluation, we construct a new test set that only contains the 26 cases used by Lay et al. to evaluate their CAD, and obtain their performance on these cases as described in Ref. 21 . Of these head-to-head evaluation cases, 19 were in our original training set, 1 was in the validation set, and 6 were in the test set. This necessitated retraining the HED 5 × 5 architecture. To retrain the neural network, we first created a test list containing all 26 cases from Ref. 21 . We substituted the overlapping case in our validation set with a randomly chosen case (i.e., a case not in the new test set). This helped ensure that we picked the optimal model state posttraining in the same way as before. All the remaining 142 patient cases were used to train the HED 5 × 5 model. We reported performance on the head-to-head comparison using the ROC evaluation described above.
Performance on Images With and Without an ERC
Because prostate mpMRIs are often acquired with or without an ERC-there is no clinical best-practice for the routine use of an ERC 47,48 -it is important that our new CAD system perform equally well on both image types. In general, images taken without an ERC are of lower quality than images with one. To ensure we have a sufficiently large number of cases (n > 30) acquired with and without an ERC, we pool our test and validation cases together (n ¼ 66 cases). We then evaluate our CAD against cases in this dataset that were acquired with an ERC (n ¼ 35) and cases acquired without an ERC (n ¼ 31). We use the bootstrapping method and a Student's t-test as described above to assess statistical significance.
Postprocessing
No postprocessing is performed, as the goal of this study is to evaluate the raw efficacy of the proposed neural networks in the task of producing probability maps to detect prostate cancer. We do not apply a threshold when rendering probability maps nor do we suppress predictions made outside of the prostate. Predictions outside the prostate are likely an artifact from upsampling and convolving the lower-resolution images from the lower layers of the HED neural network.
Results
Gradient Descent
In every case, the SGD trained model (following the approach of Tsehay et al.) predicted tumors with a probability 1.0 across most of the prostate and much of the background outside the prostate, while the Adam trained model gave predictions in only a few specific regions. Furthermore, the SGD model failed to converge after 150 epochs (∼30 h of training time) whereas the Adam model converged after just three epochs (∼30 min of training time). Thus, we used the Adam method.
Batch Normalization
Both gradient optimization methods used to train the HED neural network give "probability map" outputs that are almost exclusively binary: predictions are either exactly 1 or 0. Introducing batch normalization solves this problem, as there is a far better distribution of values across the [0, 1] interval, which is an observed limitation of the CAD proposed in Ref. 33 . This also significantly improves the AUC performance (Table 2) . Qualitatively, the introduction of batch normalization gives probability maps that use a wider range of colors, allowing a reader to clearly distinguish areas that the network has strongly predicts are cancerous from areas that it predicts as less likely. Without batch normalization, this information is lost (Figs. 1 and 2, e and f). Because it improves the performance of the base HED CAD system both quantitatively and qualitatively, we modified the base HED architecture, implementing batch normalization before every ReLU activations when training subsequent models.
Kernel Size
By increasing the size of the kernels used in every convolutional layer, we sought to reduce the aforementioned type of false positives (Figs. 2 and 3 ). We show that increasing kernel size reduces false-positive predictions. However, the general qualitative locations where lesions are predicted within the prostate The lesion is clearly hypointense in ADC and TWI and hyperintense in B2000. The probability maps generated by the original HED are a binary mask of either ones or zeroes with many false-positive predictions. With batch normalization, the HED 3 × 3, 5 × 5, and HED 7,5,3 models correctly identify the lesion in the anterior midline lesion with minimal false positives. do not change, as shown in the false-positive case (Fig. 4) and the failure cases (Figs. 5 and 6 ). Quantitatively, a kernel size of 5 × 5 gives the best performance, while the HED 7,5,3 gives the worst (Table 2 ; Fig. 7 ). Our HED 5 × 5 system significantly outperforms all our other systems (p < 0.001).
Performance in Prostate Zones
Every HED model performed significantly better in the peripheral zone than the transition zone at the (p < 0.05 all) using a t-test (Table 2) . This difference was most pronounced in the All three HED systems miss the lesion, although the HED 3 × 3 system gives a low probability prediction near the lesion.
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Performance on Cases Acquired With and Without an Endorectal Coil
The original HED network performs significantly better (α ¼ 0.05) on the cases acquired with an ERC, likely because these images are higher quality. Curiously the HED 7,5,3 network performs better on the lower-quality images acquired without an ERC. HED 3 × 3 and HED 5 × 5 perform do not perform differently on images with and without an ERC at the α ¼ 0.05 confidence level (Table 3) . Both the HED 7,5,3 and the original HED networks are significantly outperformed by the HED 5 × 5 and HED 3 × 3 on both types of images at the α ¼ 0.01 confidence level. Our best system, the HED 5 × 5 is the highest performer on both methods for acquiring images (AUC ¼ 0.91 for both scans with and without an ERC). 
Successful Qualitative Performance
The lesion in the patient shown in Fig. 2 is clearly hypointense in ADC and TWI and hyperintense in B2000. The probability maps generated by the original HED are a binary mask of either ones or zeroes and have numerous false-positive predictions.
With batch normalization, the HED 3 × 3, 5 × 5, and HED 7,5,3 models correctly identify the lesion in the anterior midline lesion. The larger kernels used by the HED 5 × 5 and 7,5,3 models remove the false positives on the patient's left. Increasing kernel size generally improves the shape of the prediction, as the HED 7,5,3 prediction quite closely resembles the shape of the ground-truth tumor annotation.
False-Positive Qualitative Performance
In many cases, the CAD will correctly detect the real lesion and make false predictions. The patient in Fig. 3 is one such case, where the false-positive predictions in the posterior prostate appear because the ADC image is strongly hypointense at the left and right apex of the posterior prostate; the B2000 sequence in this region is patchy with some hyperintense regions. The HED 3 × 3 and 5 × 5 models make false-positive predictions in this region. The large false-positive prediction in the right posterior prostate from the HED 5 × 5 model is in a less patchy hypointense ADC and hyperintense B2000 region. The medial posterior prostate shows another region that is hypointense in ADC and hyperintense in B2000, but this is a falsepositive lesion. The HED 3 × 3 and HED 7,5,3 model detect this region, with the latter detecting this false positive strongly and ignoring the apical false-positive regions. Another example is shown in Fig. 4 , where the CAD systems weakly propose the ground-truth lesion. In this patient, the HED 3 × 3 model predicts part of the ground-truth lesion in the left peripheral zone while the HED 5 × 5 predicts the lesion's shape more accurately. In addition, the HED 5 × 5 probability map creates better separation between predictions-the large anterior false positive and posterior true positive are more disconnected in (4E) than in (4F). Curiously, the HED 7,5,3 model hardly predicts the lesion at all, suggesting that local context is not the only key factor to perfectly accurate probability maps. The large false-positive region in the anterior region of the image is patchy and only intermediately hypointense in ADC and hyperintense in B2000. Performance on this case, with a large false positive and weakly predicted ground-truth tumor, highlights a very rare, but impactful shortcoming of this CAD system.
False-Negative Qualitative Performance
The lesions the CAD fails to detect are difficult to observe in mpMRI (Figs. 5 and 6 ). For the patient in Fig. 5 , the ground-truth lesion in the right anterior transition zone is only marginally hypointense in the T2 and ADC sequences and ambiguous in the b-1500 sequence. All three HED systems miss the lesion, although the HED 3 × 3 system gives a low probability prediction near the lesion. The large false-positive prediction in the medial transition zone is clearly hypointense in the both T2WI and ADC sequences, and ambiguous in the b-1500 sequence. For the patient in Fig. 6 , the tumor itself is intermediately hypointense on T2WI, ambiguous in b-1500, and largely ambiguous on ADC. All three CAD systems make a strong false-positive prediction in the left lateral center region that is driven by the strong ADC hypointensity (6B) and b-1500 hyperintensity (6C). The HED 7,5,3 network makes weak predictions in a region that overlaps with the tumor that is much larger and of higher probability than the HED 3 × 3, which only weakly detects a small part. The HED 5 × 5 system misses the lesion entirely. It is possible the increased context provided to the HED 7,5,3 network improves its ability to recognize this lesion. In both cases, the expert radiologists among us (BT, PLC, and RMS) unanimously agreed that a clinician reading these two cases prospectively would have great difficulty interpreting them correctly. Together, they highlight an uncommon occurrence that some tumors confirmed by histopathology are not visible in mpMRI. Clinically, it is more acceptable for the CAD to miss these lesions, as they are generally associated with low-risk cancer.
50,51
Comparison to Random Forest
Due to its superior qualitative performance and similar, but statistically significantly different quantitative performance, we propose HED 5 × 5 as the best deep learning model tested here. We compare the performance of a retrained HED 5 × 5 architecture (trained on more cases, validated on 19), against the performance of the random forest by Lay et al. against the exact same cases (Fig. 8) . Our model gives an AUC ¼ 0.97 AE 0.01, Performance on scans acquired with and without the insertion of an ERC is significantly different at the α ¼ 0.05 level for only the original HED system and the HED 7,5,3 system-our two lowest performing systems. The HED 3 × 3 and HED 5 × 5 systems perform similarly on scans acquired with or without a coil, demonstrating the robustness of this CAD system. . Taken together, these results strongly indicate our deep-learning system establishes a new state-of-the-art performance standard in the task of yielding probability maps to predict prostate cancer lesions. Our models are the first deeplearning models to achieve such performance on this task of prostate cancer detection from mpMRI images. The original HED network proposed by Xie et al. 34 and used by Tsehay et al. 33 to produce probability maps from prostate mpMRI images was constructed without batch normalization and was trained using SGD gradient descent at a learning rate of 10 −8 . We deviated from this approach, demonstrating that (1) Adam optimization method converges more rapidly without compromising generalizability and (2) batch normalization produces qualitatively and quantitatively superior probability maps (Fig. 3 and Table 2 ). The advantageous effects of Adam and batch normalization are well described. 39, 52 While it is possible batch normalization simply provides an insensitivity to network initialization, we consider this unlikely because all networks are initialized using the widely accepted He method. 44 Compared to the HED 3 × 3 model, the HED 5 × 5 and HED 7,5,3 models show fewer predictions in the posterior part of the prostate away from the ground-truth lesion [ Fig. 3(f)-3(h) ]. In the HED 7,5,3 probability maps, there are generally far fewer regions of dark red (very high probability prediction) than the HED 5 × 5 and HED 3 × 3; this indicates the model with the largest kernels is generally the least confident about where is a lesion. The HED 5 × 5 model on the other hand predicts a large, very dark region near the ground-truth [ Fig. 3(g) ]. Furthermore, the general spatial areas where these three HED models predict cancers are largely the same. Consider the failure case in Fig. 4 , where there is a clear lesion in the left posterior peripheral zone that is hypointense in the ADC and hyperintense in the b-2000 sequences. The HED 5 × 5 predicts the shape of the lesion better than the HED 3 × 3 network but has less confidence that this region is cancerous. Together, these results suggest that increasing local context can improve the CAD's ability to predict the shape of a detected lesion, but it reduces the confidence with which a CAD system might predict a lesion, even when the lesion is rather plainly visible. This conclusion is confounded by the fact that the HED 5 × 5 model has twice as many parameters as HED 3 × 3. Determining whether local context or a more complex model is specifically responsible for this finding remains to be determined. The decreased performance by the HED 7,5,3 network suggests the context captured by 5 × 5 convolutional kernels in all layers of the HED network is at least partially responsible for the performance improvement.
In failure cases, increasing kernel size changes little. The patient shown in Fig. 5 has a lesion in the right anterior of the transition zone that all models fail to predict correctly. In this case, the HED 3 × 3 and HED 7,5,3 probability maps look quite similar. Both predict a large false positive in the medial transition zone that is clearly hypointense in the T2WI and ADC sequences. Both these models tend to clearly predict the shape of this false-positive region. The HED 5 × 5 model makes false-positive predictions with high probability in a similar region, but of distinctly different shapes. The strong similarity between the HED 3 × 3 and HED 7,5,3 models may be because the 3 × 3 kernels are used in the last two layers in the HED 7,5,3 model. In some failure cases (Fig. 6) , the increased local context may improve lesion detection, and the HED 7,5,3 gives the best detection.
In both the failure cases (Figs. 5 and 6), it should be noted that the ground-truth lesion is very difficult to observe. These two images are representative of situations in which the CAD fails to detect a lesion. All "obvious" lesions that are hypointense in the T2WI and ADC sequence and hyperintense in the high b value sequence are correctly identified by the HED 3 × 3 and HED 5 × 5 systems for all patients in the test and validation datasets. This shows that the CAD is at minimum detecting the mpMRI image features that are correlated with prostate cancer. Figures 2 and 3 provide an example of what we consider an "obvious" case and how the CAD performs on them. The expert radiologists among us consider the lesion in Fig. 2 to be easier to detect than the lesion in Fig. 3 . The only case where these CAD systems fail to mark an "obvious" lesion with a very strong probability is shown in Fig. 4 -we present this case because it highlights a rare but potentially clinically important limitation of CAD performance.
One of the key challenges to developing a robust prostate cancer CAD system remains the heterogeneity and noisy behavior of prostate mpMRI images. Chiefly, the absolute meaning of intensity values is not consistent across mpMRI scans. We address this challenge at several junctures in the development of our CAD, starting with the application of a Rice normalization to the raw mpMRI images. Using batch normalization throughout the network to ensure that numerical values have a consistent absolute interpretation led to a substantial performance improvement that converts a CAD that generated a binary mask into a CAD that yields meaningful probability maps. We believe these two modifications are important to the successful development of future prostate CAD systems.
While the CAD is trained on a relatively large variety of cases coming from six institutions, this data set is still eclipsed by those used in other deep learning systems by several orders of magnitude. 27, 34, 53 Most (∼75% of test and 85% of train cases) come from one institution, limiting our ability to generalize performance across all institutes globally. Furthermore, the data are inherently limited by varying quality issues such as image resolution and artifacts. This consequently limits the performance of our CAD. Privately developed CAD systems and privacy issues with medical image data also pose reproducibility and comparability challenges. Publically available datasets such as the one published for the ProstateX challenge use biopsy points as a ground-truth instead of tumor segmentations, which is an entirely different task than the segmentation-like task considered in this research. Weakly supervised learning may be a possible solution, but we do not explore this topic in this work. The paucity of cases and corresponding tumor segmentations is further complicated by nonstandard evaluation methodology across various prostate CADs in the literature. We can only compare the performance of our CAD system with reported numbers in the literature. Selecting HED 5 × 5 for the head-to-head comparison with Ref. 21 CAD could be biased if the reason for selecting HED 5 × 5 over HED 3 × 3 was based purely on the former's higher test set performance. This was not the case. Our reason for selecting HED 5 × 5 was more holistic, considering both qualitative and quantitative factors. Qualitatively, we have shown that HED 5 × 5 made fewer false-positives where the ADC sequence was hyperintense and the high b-value sequence was hypointense. In general, this made the probability maps from HED 5 × 5 easier to interpret in the opinions of the expert radiologists among us. It is because of the holistic (qualitative and quantitative) performance of the HED 5 × 5 network that we propose this as the best of our deep-learning networks and thus why we elected to compare it to Ref. 21 CAD. Potential bias is further reduced because the HED 5 × 5 network used in the head-to-head comparison was retrained and evaluated on largely new cases. In retraining, the optimal model state was chosen based on a validation set that differed from the original comparison by only one case, which helped ensure we picked the best set of learnable hyperparameters in a consistent way. Both the retraining and reasons for selecting HED 5 × 5 for the head-to-head comparison help to minimize the effects of bias in our conclusion that this CAD architecture establishes a new state-of-the-art performance in prostate cancer detection.
A final limitation of our system is the general lack of interpretability of deep learning systems. This is exemplified by the large false-positive prediction in the apical anterior midline transition zone seen in Fig. 4 , a region that is patchy and only mildly hypointense in ADC and hyperintense in the high b-value sequence. Regrettably, this is a limitation inherent to all machine learning systems, and deep learning in particular as robust methods to interpret neural networks have not yet been developed. 27 , 53 
Conclusions
In this research, we have presented one of the first deep learning systems to successfully produce probability maps for prostate cancer detection on mpMRI. These maps are of similar clinical utility to those evaluated by Greer et al. 29 Evaluated on identical cases, our best model, the HED 5 × 5 network, significantly outperforms the state-of-the-art random forest CAD 21 that was clinically evaluated. 29 Moreover, the HED 5 × 5 CAD performs identically overall to the random forest on a much broader set of mpMRI images, spanning six institutes worldwide and images acquired with and without an ERC. Furthermore, it performs equally well on cases acquired with an ERC or without one, which is crucial because there is no clinical best practice for ERC usage. For these reasons, our best CAD system establishes a new state-of-the-art performance benchmark for prostate cancer prediction. The probability maps generated by our system have high clinical utility, as they outperform a clinically evaluated CAD system. 
