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Introduction
Making use of simulations to perform non-Bayesian inference in models for which the likelihood is neither analytically solvable nor computationally tractable has a well-established methodology that finds its roots at least in the seminal papers of Diggle and Gratton (1984) and Gourieroux et al. (1993) . This approach bypasses explicit likelihood functions by simulating from an implicit statistical model -that is, a model defined in term of a stochastic generating mechanism.
In the Bayesian setting, there has been a growing interest in implicit statistical models for demographic inference in population genetics (Marjo- Approximate Bayesian estimation algorithms -that were originally all based on rejection algorithms -can be classified into three broad categories, resembling the mainstream methods that are applied in standard computational Bayesian statistics (Gelman et al. 2003 ). The first class of methods relies on the direct rejection algorithm as described in the previous paragraph Nevertheless, a severe limitation of rejection-based generative algorithms arises when the dimensionality of the set of summary statistics increases.
Because the three classes of methods attempt to sample from a small multidimensional sphere around the observed summary statistics, all of them suffer from the curse of dimensionality (see e.g. Härdle et al. 2004 ). To overcome this problem, Beaumont et al. (2002) allowed larger acceptance rates in the rejection algorithm, ranging up to 20 percent of the simulated values, and then performed local linear adjustment in order to correct for the discrepancy between the simulated and the observed statistics. Here, we address the curse of dimensionality issue by adopting a machine learning perspective constructing a functional relationship between the generated set of summary statistics and the model parameters. Assuming perfect construction, this relationship could ideally be utilized to produce samples from the posterior distribution by exploiting information not restricted to a subset of generated values, but to the extended set.
In the first stage, our approach infers the functional relationship linking the summary statistics to the model parameters by considering a flexible nonlinear conditional heteroscedastic (NCH) model. Flexible regression models, like neural networks, are exploited to reduce dimension and to better account for the correlation within the set of summary statistics. In the second stage, we introduce an adaptive version of the NCH (ANCH) algorithm using importance sampling. The rationale of the adaptive algorithm is to iteratively limit the discrepancy between the sampling distribution and the posterior distribution, which may be particularly useful when the prior distribution is vague. In two historical examples of demographic inference in population genetics and in an example of a queueing process, we provide evidence that the NCH and the ANCH algorithms reduce the computational burden when compared to ABC with rejection and to ABC with local linear adjustment.
Method
Rejection and weighting. In ABC, we assume that there is a multidimensional parameter of interest φ, and the observed value s of a set of summary statistics S is calculated for the data. To make statistical inference, a rejection-sampling method generates random draws (φ i , s i ) where φ i is sampled from the prior distribution, and s i is measured from synthetic data, simulated from a generative model with parameter φ i . Setting the tolerance error to a value δ and denoting by . the Euclidean norm, only parameters φ i such that s − s i ≤ δ are retained. Because the summary statistics may span different scales, norms that use rescaled distances are often considered in place of the Euclidean distance. In our application of ABC, we rescale distances by the median absolute deviation of the simulated summary statistics s i , i = 1, . . . , M. For this basic rejection algorithm, the accepted φ i form a random sample from the approximate posterior distribution defined as
where p(φ) denotes the prior distribution. Compared to the exact expression of the posterior distribution, the likelihood is replaced by
If the summary statistics are sufficient with respect to the parameter φ, the approximate posterior distribution converges to the true posterior distribution as δ goes to 0. In addition, the approximate posterior distribution corresponds to the prior distribution when δ is large. Note that more generic interpretations of the ABC algorithm can be found in Wilkinson (2008) . 
Although this was not originally stated, it can be seen that it corresponds to the Nadaraya-Watson estimator, a classic approach to nonparametric regression (Nadaraya, 1964; Watson 1964) . Note that the Nadaraya-Watson smoother is known to be subject to the curse of dimensionality since the rate of convergence of the estimator decreases dramatically as the dimension of the summary statistics increases (see e.g. Härdle et al. 2004) . 
where α is an intercept, β is a vector of regression coefficients, and the ζ i 's are independent random variates with mean zero and common variance. We further refer to this algorithm as the LocL ABC model. In the LocL model, the parameters (α, β) are inferred by minimizing the weighted least-squares
If equation (1) 
Weighted by K δ ( s i − s ), the φ * i 's, i = 1, . . . , M, provide an approximate sample from the posterior distribution. In this approach, the choice of δ involves a bias-variance trade-off: Increasing δ reduces variance thanks to a larger sample size for fitting the regression, but also increases bias arising from departures from linearity and homoscedasticity.
A nonlinear conditional heteroscedastic model. In this study, we introduce an important modification on the previously described adjustmentbased ABC method for conditional density estimation. In order to minimize departures from linearity and homoscedasticity, we propose to model both the location and the scale of the response parameter, φ i , in equation (1) (see e.g. Fan and Yao 1998) . The new regression model takes the form of a nonlinear conditional heteroscedastic model The conditional expectation can be estimated asm(s i ) by fitting a flexible non-linear regression model. The variance term is then estimated using a second regression model for the log-residuals
where the ξ i 's are independent random variates with mean zero and common variance. In our forthcoming examples, we consider feed-forward neural network (FFNN) regression models (Ripley 1996; Bishop 2006 ). This choice is motivated by the fact that FFNNs include the possibility to reduce the dimensionality of the set of summary statistics via internal projections on lower dimensional subspaces (Bishop, 2006) .
In FFNN regression models, linear combinations of the inputs -i.e. the summary statistics -are transformed to compute the values z j , j = 1, . . . , H
at the H hidden units
where 
where the w
j 's, j = 0, . . . , H, are the weights of the second layer of the neural network. Note that logistic regression can easily be performed within the FFNN framework by transforming the linear combination of equation (7) with a logistic function. The extension to general discrete parameters is obtained using a softmax transformation (see Bishop 2006 ).
We use FFNNs for fitting both m(s i ) and log σ 2 (s i ) (Nix and Weigend 1995) . The weights w of a first FFNN are found by minimizing the regularized least-squares criterion
where λ represents the regularization parameter, called weight-decay parameter in the neural network literature. The weights of a second FFNN estimating the conditional variance, are found by minimizing
Similarly to equation (3), parameter adjustment under the NCH model can be performed as follows
Assuming that φ i = m(s i ) + σ(s i )ζ i corresponds to the true relationship between φ i and s i , then (φ * i ) forms a random sample from the distribution p(φ|s) provided thatm could be considered equal to m andσ equal to σ.
to warrant that the adjusted parameters, φ * i , obtained from equation (3) or (8) The adaptive NCH algorithm can be described as follows: Starting from a sample (φ 1 i ) obtained from a first NCH ABC run, the adaptive step of the algorithm consists of estimating the support ∆ 1 of the sample. Then new parameters are proposed from the conditional prior distribution p ∆ 1 given that they fall in ∆ 1 . This can be implemented using a simple rejection step.
For φ having a moderate number of dimension, this is usually achieved at a computational cost which can be considered significantly lower than the cost of simulating from the generating distribution, p(s|φ). Using this new set of parameters, a second sample, (φ 2 i ), can be formed using the NCH method again. To compensate for the fact that we do not sample from the prior distribution, each value φ 2 i should in principle be weighted by p(φ
Here, the importance weights need not to be computed because we have
, which means that the ratio p(φ den units and the weight-decay regularization parameter was set equal to λ = 0.001. Increasing the weight-decay parameter will increase the bias of the estimator, but it will also decrease its variance. At this stage, crossvalidation might be a useful alternative approach to the choice of a FFNN model, but the previous values for λ and H proved to work well in the examples considered here. In the ANCH algorithm, the support of the conditional density was estimated using a SVM ν-regression algorithm (ν = 0.005) as implemented in the R package e1071 based on the public library libsvm 
2007
). In these applications, the inference of demographic and genetic parameters depends on the so-called coalescent approximation which describes, in a probabilistic fashion, the ancestry of genes represented in a sample. Coalescent models provide good examples of implicit statistical models for which a straightforward stochastic generating mechanism exists, but the likelihood is usually computationally intractable (see the Supplementary Material for further information). Example 1. Given a set of n DNA sequences, the first problem concerns the estimation of the effective mutation rate, θ > 0, under the infinitelymany-sites model. In this model, mutations occur at rate θ at DNA sites that have not been hit by mutation before. If a site is affected by mutation, it is said to be segregating in the sample. In this example, the summary statistic, s, is computed as the number of segregating sites. Note that s is not a sufficient statistic with respect to θ (Fu and Li 1993). The generating mechanism for s can be described as follows.
1. Simulate L n , the length of the genealogical tree of the n sequences, as the sum of independent exponential random variables of rate (j − 1)/2, j = 2, . . . , n.
Generate s according to a Poisson distribution of mean
The simulation of L n can be derived from the formula L n = n j=2 jY j that gives the total length of the tree as a function of the inter-coalescence times denoted by Y j , j = 2, . . . , n. The inter-coalescence times correspond to the times during which the sample has j ancestors, j = 2, . . . , n (Tavaré et al. 1997) . In a wide range of models in population genetics, the intercoalescence times form independent random variables distributed according to the exponential distributions of rate j(j − 1)/2, j = 2, . . . , n. A more detailed description of the coalescent process can be found in (Tavaré 2004 ).
We computed the posterior distribution of the effective mutation rate θ given the observation of s = 10 segregating sites in a sample of n = 100 DNA sequences. The prior distribution for the parameter θ was taken to be the exponential distribution of mean 50, which was meant to represent a vague prior. An sample from the posterior distribution was obtained using a direct rejection algorithm accepting only parameters that produced 10 segregating sites exactly. Ten millions of replicates were generated resulting in a sample of size 39, 059 after rejection.
For the ABC algorithms, we performed inference of the posterior distribution using a total of 2,000 simulations of the bivariate vector (θ, s). We In addition, we measured the discrepancy between each approximate distribution and the empirical posterior distribution using the sum of the RMAE's over all quantiles. In the ANCH algorithm, the support was estimated as the range of the empirical distribution -i.e., the (0, max) interval -obtained after a first run. A total of 1,000 replicates were used in the first run and the tolerance rate, denotes as P δ , was set to 75%.
Comparisons with standard rejection algorithms were first conducted.
We found that the posterior distribution obtained from the rejection methods deviated from the empirical posterior distribution significantly for tolerance rates larger than 10% ( Figure 1A The generating mechanism for the implicit model can be described as follows.
1. Simulate candidate coalescent genealogies with n tips in a growing population for each marker, 2. Superimpose mutations on the tree branches according to a specific mutation model.
Step 1 requires simulating coalescence times in a coalescent model with varying population size (see Tavaré 2004 ). In step 2, we used the single-step mutation model, that can be viewed as a simple random walk for which the +1 and -1 steps are equally likely (Ohta and Kimura 1973).
To capture the pattern of genetic variation, we computed six summary statistics previously reported to be sensitive to the genetic diversity in the sample and to the intensity of the demographic expansion. The amount of genetic diversity was measured by the mean (over the loci) of the variance in the number of repeats and by the mean of their heterozygosities (Pritchard and Feldmann 1996) . For the demographic pattern, we used two imbalance indices studied by King et al. (2000) , the interlocus statistic introduced by Reich and Goldstein (1998) , and the expansion index of Zhivotovsky et al. (2000) . We also computed a seventh summary statistic based on an observation of Shriver et al. (1997) who studied the distribution, S K , of pairwise comparisons that differ by K repeat units. This distribution has its peak at the value 0 for a recent expansion, and the peak shifts to the value 1 for older expansions. To compute the seventh statistic, we averaged the quantity S 1 − S 0 over all the loci.
We took a uniform prior distribution ranging from 0 to 100,000 years for the onset of the expansion, a uniform distribution over the interval (0, 10,000) for the ancestral population size, and a uniform distribution over the interval (1, 6) for − log 10 (α).
One hundred test data sets were generated using t 0 = 18, 000 years for the date of onset of the expansion, N A = 1, 500 for the ancestral population For the three algorithms, we generated samples from the posterior distribution using 2,000 replicates from the implicit model. We recorded the quartiles and the 0.025 and 0.975 quantiles of the output distributions for the three ABC algorithms, and we compared these 5 values for the conditional distributions of each parameter t 0 , N A , and α. The median value of each quantile was then computed over 100 runs. To further compare the performances of the NCH model and its ANCH variant, we studied a particular simulated data set corresponding to the same ground truth as before. After running the three algorithms 100 times for each tolerance rate, the variance of each quantile in the posterior distribution was of order three times higher in the NCH model than in the ANCH algorithm (2,000 simulations for each algorithm, Table 1 ). Clear evidence of the stabilization phenomenon was also obtained under the infinitely-many-sites model. Given s = 10 segregating sites, we ran the ANCH algorithm using 200 simulations of the implicit model at each step (tolerance rate P δ = 85%). To compare estimations obtained after the initial step with those obtained after adapting the support, we replicated the estimation procedure 100 times. The reduction in variance ranged from a factor 2.7 to a factor 34.7. The highest reduction in variance was obtained for the estimation of the upper quantile. The model considered in (Heggland and Frigessi 2004 ) was a queueing system with a first-come-first-serve single-server queue (G/G/1). The service times were uniformly distributed in the interval [θ 1 , θ 2 ], and the inter-arrival times had exponential distribution with rate θ 3 . Let W n be the inter-arrival time of the nth customer and U n be the corresponding service time. The process of inter-departure times {Y n , n = 1, 2, . . .} can be described by the following generative algorithm
Bayesian inference on (θ 1 , θ 2 , θ 3 ) was done by assuming that only the interdeparture times were observed. Because the inter-arrival times were unobserved, likelihood-based inference would involve high-dimensional integration.
We generated a test data set with n = 50 successive inter-departure time observation using θ 1 = 1, θ 2 = 5, and θ 3 = 0.2. We set a uniform prior over [0, 10] for θ 1 , θ 2 − θ 1 , and for θ 3 . To investigate the sensitivity of the NCH model to the number of summary statistics, we ran the ABC-NCH algorithm using 5, 10 and 20 summary statistics. Here, the set of summary statistics included the minimum and the maximum of the inter-departure times and the 3, 8 and 18 equidistant quantiles of the inter-departure times. We used 10,000
replicates and the tolerance rate was set to the value P δ = 50% resulting in a posterior sample of size 5,000. Figure 3 shows that posterior distributions of the 3 parameters had their mode and median values close to the ground truth values whatever the number of summary statistics. This provided evidence that the NCH ABC algorithm was robust to an increase in the dimensionality of the set of summary statistics. In addition, we found that the posterior distributions were more concentrated around the true values when 20 summary statistics were used.
To investigate the variability of the ABC algorithms from one run to the other, we ran the LocL, NCH and ANCH algorithms 100 times on the same data set. We used 2,000 replicates (a rather small number) in order to observed an exaggerated variability, and we varied the tolerance rate from 0 to 1. A second justification for using feed-forward neural networks is their ability to implement probabilistic outputs, hence allowing a unified Bayesian treatment of model choice. Indeed model choice may be performed by considering the model itself as an additional parameter to infer. Beaumont (2007) proposed to estimate the posterior probability of each candidate model by an approach based on a weighted multinomial logistic regression procedure.
This approach is an extension of logistic regression to more than two categories, and it is equivalent to the use of a multinomial log-linear model. As they pertain to a more flexible class of models, neural networks may achieve equal or better predictive values than multinomial logistic regression (Ripley 1996 ).
The ABC approach has been recently used in connected domains like The posterior quantiles of θ 1 , θ 2 , and θ 3 , using the NCH ABC method, with 5, 10, and 20 summary statistics. The vertical lines correspond to the true values of the parameters that were used when simulating the data set. The tolerance rate was set at 50% and a total of 10,000 simulations were performed. The benefit of adapting the support. Infinitely-many-sites:
Ratios of variances for the quantiles estimated after the first NCH step and the second NCH step of the ANCH algorithm (acceptance rate P δ = 85% in each step). Expansion model: Ratios of variances for the quantiles estimated by the NCH and the ANCH algorithm (2,000 simulations in each algorithm, 
