We present a Bayesian framework that combines motion (optical ow) estimation and segmentation based on a representation of the motion eld as the sum of a parametric eld and a residual eld. The parameters describing the parametric component are found by a least squares procedure given the best estimates of the motion and segmentation elds. The motion eld is updated by estimating the minimum-norm residual eld given the best estimate of the parametric eld, under the constraint that motion eld be smooth within each segment. The segmentation eld is updated to yield the minimum-norm residual eld given the best estimate of the motion eld, using Gibbsian priors. The solution to successive optimization problems are obtained using the highest con dence rst (HCF) or iterated conditional mode (ICM) optimization methods. Experimental results on real video are shown.
Introduction
Robust motion estimation and segmentation are fundamental to such applications as multiple object tracking, object-based video compression, and machine vision. Motion estimation establishes correspondence between two consecutive frames on a pixel or subpixel level. Motion segmentation refers to grouping together pixels that belong to independently moving objects in the scene. Clearly, motion estimation and segmentation are interrelated since good motion segmentation requires good motion estimation, and vice versa. In recognition of this fact, this paper proposes a novel Bayesian approach to simultaneous motion estimation and segmentation based on modeling the 2-D motion eld as the sum of a parametric eld and a residual eld.
Almost all optical ow estimation methods combine the so-called optical ow constraint (that the intensity of a particular pixel in the image remains constant along the motion trajectory) with a proper regularization constraint. A common regularization technique is to impose a global smoothness constraint among the ow vector estimates, either in a deterministic form as proposed by Horn and Schunck 1] or in a stochastic form implemented by Gibbs random elds. However, a global smoothness 1 This work is supported in part by a National Science Foundation SIUCRC grant and a New York State Science and Technology Foundation grant to the Center for Electronic Imaging Systems at the University of Rochester, and a grant by Eastman Kodak Company. constraint ignores the motion discontinuities between independently moving objects; thus, blurring the ow vectors around object boundaries. To this e ect, the oriented-smoothness constraint 2] and line elds 3, 4] have been introduced for the deterministic and Bayesian methods, respectively. However, the computational complexity of motion estimation increases signi cantly with the inclusion of the line elds. As a simpler alternative, Iu 5] proposed an outlier-rejection algorithm that relaxes the smoothness constraint at object boundaries. Yet another alternative is to introduce a segmentation label eld, such as in 6, 7] . Whereas a line eld is de ned on the dual lattice (whose sites are located between pixel sites) to model discontinuities, a segmentation eld occupies the same lattice as the pixel sites, and models similarity between motion vectors. However, Stiller's algorithm 6] performs segmentation using the motion vectors rather than a parametric description of them; thus, it does not handle motion segmentation in the presence of rotations and scaling well.
Various approaches to motion segmentation exist in the literature, including dominant motion analysis 8{10], clustering 11] and Bayesian methods 12], which are based on parametric descriptions of the motion eld. A Bayesian method has been proposed by Murray and Buxton 12] , which uses Gibbsian priors to encourage connectivity among the segmentation labels to avoid small, isolated regions. There appear to be two major problems with all of the above methods: i) their performance is limited by the accuracy of the 2-D motion estimation, which is itself an ill-posed problem, and ii) ambiguities may arise in parameter estimation using small windows (e.g., rotation may be well approximated by translation over a small aperture).
In order to overcome the aforementioned limitations of existing methods, we propose a combined motion estimation and segmentation method within a Bayesian framework, based on modeling the motion eld as the sum of a parametric eld and a nonparametric residual eld. There are several novelties o ered by our simultaneous Bayesian approach: 1) A piecewise-smooth motion vector eld is obtained without introducing line elds, which results in simpler algorithms. The segmentation is de ned on the basis of a parametric model, providing physically meaningful regions as compared to 6].
2) The segmentation map de nes the parametric part of the motion eld. We impose an additional constraint on the optical ow estimation by searching for the minimum norm residual motion eld.
3) The interdependence between the optical ow estimates and the segmentation map has been reinforced iteratively within a Bayesian framework in a mutually bene cial manner. The proposed modeling and algorithm has been developed independently of Hsu et al. 13 ] and Stiller 6] as evidenced in 7] . Other work on simultaneous motion estimation and segmentation includes a successive re nement approach reported by Cloutier et al. 14]. Section 2 presents the formulation of our simultaneous approach. Issues related to the implementation of the method are discussed in Section 3. Experimental results including comparisons with the existing methods are presented in Section 4.
Theory
This section rst describes our motion eld model, and then presents the problem formulation.
Motion Field Model
Let d(m; n) = (u(m; n); v(m; n)) denote a 2-D motion vector from the current frame to the search frame at the pixel site (m; n); and u and v denote vectors obtained by lexicographic ordering of u(m; n) and v(m; n), respectively. We assume that there are K independently moving, opaque objects, and that a segmentation label x(m; n) assigns each motion vector d(m; n) to one of the K classes. Let the motion of each object be approximated by a parametric mapping, , such as an 8-parameter perspective or bilinear mapping or a 6-parameter a ne mapping 15]. Then, we have
where d p (m; n) denotes the parametric component of the motion vector, which clearly depends on the segmentation label x(m; n), and d r (m; n) denotes the residual motion vector at the site (m; n). In the following, u p , v p and u r , v r will denote the lexicographic ordering of the x and y components of the parametric and residual motion elds, respectively.
Problem Formulation
Given two frames g k (current frame) and g k?1 (search frame), we wish to compute the maximum a posteriori probability (MAP) estimate of the motion eld, u and v, and the segmentation eld x (composed of lexicographic ordering of the labels x(m; n)). Using the Bayes rule, the a posteriori probability density function (pdf) of u, v, and x given g k and g k?1 can be expressed as p(u; v; xjg k ; g k?1 ) = p(g k ju; v; x; g k?1 )p(u; vjx;
where the denominator is constant with respect to the unknowns. Thus, the MAP estimates are (û;v;x) = max u;v;x p(g k ju; v; x; g k?1 )p(u; vjx; g k?1 )p(xjg k?1 ):
The least squares estimates of the mapping parameters for each class can be computed in closed-form given the best estimates of the motion eldû,v and the segmentation eldx.
The conditional pdf p(g k ju; v; x; g k?1 ) quanti es how well the motion and segmentation estimates t the given frames. It is modeled by a Gibbs distribution with the potential function
where (m; n) = j g k (m; n) ? g k?1 (m + u(m; n); n + v(m; n)) j; (5) is the displaced frame di erence (DFD). This probability density is maximized when the ow eld minimizes the DFD function, indicating that accurate optical ow estimates are obtained.
The second term in the numerator in (2) is the conditional pdf of the displacement eld given the motion segmentation and the search frame. Neglecting the dependence on the search frame g k?1 , we model this pdf also by a Gibbs distribution with the potential function
x(m; n) ? x(i; j)); (6) and N m;n is the set of neighbors of the site (m; n). The rst term in (6) calls for a minimum norm estimate of the residual motion eld u r = u ? u p and v r = v ? v p . That is, it aims to minimize the deviation of the motion eld u and v from the parametric motion eld u p and v p , while u and v minimize the DFD. Note that the parametric components u p and v p are functions of x and the mapping parameters , which is in turn a function of u, v, and x. The second term in (6) is a piecewise smoothness constraint of the 2-D motion estimates, imposed only when the neighboring pixels share the same segmentation label. The scalars and control the emphasis of these two terms. Neglecting the dependence on the search frame g k?1 , the third term represents the a priori probability of the segmentation. In order to encourage formation of contiguous regions, it is modeled by a Gibbs distribution with the potential function U 3 (x) = X (m;n) X (i;j)2Nm;n V 2 (x(m; n); x(i; j));
where controls the relative emphasis of this term in (2), and
denotes two-pixel clique potentials.
Based on (4, 6, 7), the a posteriori pdf (2) 
Substituting U 1 ( ), U 2 ( ), and U 3 ( ) into (9) 
where the individual terms have been de ned in (4), (6), (7), and (8).
Relationship with Existing Approaches
Several existing motion analysis algorithms can be formulated as special cases of the proposed framework. If we retain only the rst and third terms in (10) , and assume that all sites possess the same segmentation label, i.e., (x(m; n) ? x(i; j)) = 1 for all (m; n) and (i; j), we have Bayesian motion estimation with a global smoothness constraint 15]. The motion estimation algorithm proposed by Iu 5] utilizes the same two terms, but replaces the ( ) function by a local outlier rejection function. The algorithm proposed by Stiller 6] involves the rst, third, and the fourth terms in (10), and yields an estimated motion eld u, v and a region label eld x. However, the segmentation labels in Stiller's algorithm are used merely as tokens to allow for a piecewise smoothness constraint on the ow eld, since the second term in (10), involving mapping parameters, is not present in 6]. On the other hand, the motion segmentation algorithm proposed by Murray and Buxton 12] employs only the second and fourth terms in (10) to model the conditional and prior pdf, respectively. Wang and Adelson 11] relies on the second term to compute the motion segmentation. However, they take the DFD of the parametric motion vectors into consideration if this term exceeds a threshold.
Implementation
The MAP estimates are obtained by minimizing the energy function (10) . In general, this energy function is nonconvex due to the nature of the problem. Furthermore, the parametric motion model introduces region-based interactions, which are non-local in the MRF neighborhood sense. Therefore, we employ suboptimal deterministic optimization schemes, such as the iterated conditional modes (ICM) 15] and highest con dence rst (HCF) 16] methods (with lesser computational requirement), as opposed to asymptotically optimal stochastic optimization algorithms, such as simulated annealing and Gibbs sampling 15], which rely on MRF neighborhood interactions for convergence.
Optimization
Direct minimization of (10) with respect to all unknowns is an exceedingly di cult problem. To this e ect, we perform the minimization of (10) 
which contains all terms in E u;v;x (10) that depend on u and v. The rst term in (11) 
The rst term again imposes the minimum norm of the residual constraint; however, this time u, v are given. Because u p and v p are dependent on the segmentation eld, this implies that the segmentation eld should be updated such that the norm of the residual motion eld is minimum given u and v. The second term is related to the prior probability of the con guration of the segmentation labels.
The optimization of E x is also carried out using the HCF method. The mapping parameters are updated by least squares estimation at the conclusion of the segmentation step. In order to improve the mapping parameter estimation, rejection of outliers in the optical ow estimates has been implemented as in 11], where ow vectors that deviate signi cantly from the mapping parameters are not used in mapping parameter estimation.
Parameter Determination
There are three free parameters in the proposed algorithm, ; , and , which control the weight of the second, third, and the fourth terms relative to the rst term in (10), respectively. The determination of these parameters is a design problem. For example, if we have a scene that can be well approximated by K planar surfaces, then the resulting motion eld can be well modeled by K sets of mapping parameters. In this case, the second term in (10) can be emphasized by choosing large, provided that the value of K can be correctly estimated. Otherwise, a smaller value for may be more appropriate. In the following, we employed the following procedure for parameter selection: Given the initial estimates of the motion and segmentation elds, compute the mapping parameters for each segment. (Initialization of the algorithm will be discussed in the next section.) Then, compute the initial values of the four terms in (10) , which provides an indication of the goodness of t of the parametric models. Since, the optimization is implemented in two steps as described in Section 3.1, rst choose and to equalize the contributions of the three terms in (11) . Then, select the value of to equalize the contributions of the three terms in (12) . It is generally desirable to select 1 = 5, depending on how well the motion eld conforms to a piecewise-parametric model. It is important to note that the highest sensitivity is expected with variations in . If is too small, isolated regions may appear. On the other hand, if is too large, oversmoothing may have adverse e ects on the parametric component of the motion eld. One may therefore consider to start at = = 5 and decrease it as the iterations progress.
Initialization
The initial motion estimates are obtained by using Bayesian motion estimation with a global smoothness constraint 15], whose performance is comparable to that of the Horn-Schunck algorithm 1]. Given the initial motion eld, a complete procedure for initialization of the segmentation eld has been proposed in 11]. This procedure starts by dividing the image into small blocks. A set of a ne parameters is estimated for each block B. The a ne models in blocks with acceptably small residuals residual = X (m;n)2B jjd(m; n) ? d p (m; n)jj 2 (13) are treated as candidate models. To determine the appropriate number of seed models, hence the regions, the a ne parameters of the candidates are clustered in the 6-dimensional parameter space under a distance measure. This results in K regions, each with an initial set of a ne parameters.
Experimental Results
This section demonstrates the performance of the proposed algorithm and compares it with some other Bayesian approaches. The experiments have been performed on a synthetic sequence where the motion and the region boundaries are known, and two real sequences, \Mobile and Calendar" and \Salesman." Our parametric motion model is a 6-parameter a ne model.
Synthetic Sequence
Two frames of the synthetic sequence that we used in our examples are shown in Figs. 1a and 1b . There are four independently moving segments in this image: the top left portion and the bottom portion follow di erent rotations, and the two parts of the top right portion undergo opposing translations. The ideal (parametric) motion eld between these two frames is depicted in Fig. 1c illustrating the magnitude and direction of the ow vectors. In this example, we set = = 10, and = = 5 since the motion eld is clearly piecewise-parametric. When a global smoothness constraint is applied in the Bayesian estimation, shown in Fig. 2a , the ow vectors are coherent but the boundaries between each segment are blurred, such as the boundary between the two regions in the top right corner. The result of Stiller's algorithm is shown in Fig. 2b , and that of our proposed algorithm is shown in Fig. 2c (both initialized with the estimate shown in Fig. 2a ). These results are rather similar, and are signi cantly closer to the ideal ow eld in Fig. 1c , suggesting that a constraint based on segmentation is favorable.
Among the motion segmentation methods, Murray-Buxton algorithm obtains the MAP estimate of the segmentation through simulated annealing with the temperature schedule given in 12] and an initial temperature of 1000. The resulting segmentation after 1000 iterations is shown in Fig. 3a . This segmentation is not close to the ideal segmentation because: the input motion eld (Fig. 2a) is not perfect, and the ideal temperature schedule for simulated annealing (which is unpractically slow) cannot be followed. We input the same motion eld to the Wang and Adelson algorithm and obtain the segmentation shown in Fig 3b. Clearly, this result resembles the original segmentation closely. Our proposed algorithm yields a segmentation (Fig. 3d ) that further improves upon that of Fig. 3b . The Stiller algorithm, however, tends to generate more segments as shown in Fig. 3c . The reason for this is that it ignores the underlying higher level motion, such as a large area of rotation.
Real Video
We now turn our attention to two frames, seventh and eight, of the MPEG test sequence \Mobile and calendar", shown in Figs. 4a and 4b. There are three independent moving objects in this scene, which can be reasonably well-represented by parametric models. To this e ect, we have used the same parameter set as in the case of the synthetic sequence. Bayesian motion estimation based on a global smoothness constraint, shown in Fig. 5a , is the initial estimate in our algorithm. The results of Stiller's and our proposed methods are shown in Figs 5b and 5c, respectively, for comparison purposes. The visible improvements are around the boundaries of the ball. The Murray-Buxton segmentation, shown in Fig. 6a , performs better than in the previous example, while the Wang and Adelson's (Fig. 6b) is satisfactory. The method of Stiller, shown in Fig. 6c , fails to capture the individual objects, but rather isolates patches in the ow eld that undergo smooth motion. The segmentation eld generated by our proposed algorithm, shown in Fig. 6d , provides the best separation of the objects in the scene.
Finally, to illustrate the choice of parameter values with di erent sequences, the proposed algorithm has been applied to two frames, sixth and nineth, of the \Salesman" sequence , shown in Figs. 7a and 7b. Here, we observe multiple local motions of the arm (due to movements of the shirt). Hence, in order to classify the entire arm as a single segment, we need to emphasize the spatial connectivity term compared to the residual motion term in (15) . To this e ect, we have set K = 5 and = = 1: It can be seen that our proposed algorithm yields satisfactory motion and segmentation elds with these choices of the parameter values, as shown in Figs. 8a and 8b, respectively.
Conclusion
We have introduced a framework for simultaneous Bayesian motion estimation and segmentation, which is based upon modeling the motion eld by the sum of a parametric and a residual eld. The proposed method provides a dense motion eld, a motion segmentation eld, and a set of mapping parameters.
The dense representation of the residual motion eld, in this paper, has been proposed for improved motion segmentation. In object-based coding, it is possible to model a single residual motion vector per 8 8 or 16 16 block of pixels (in addition to a parametric model per object). In other words, the number of residual motion vectors per frame can be varied from application to application. Therefore, the number of bits required for motion representation in the proposed modeling may not be any more than those of the standard block-based schemes.
List of Figures   Fig. 1 The synthetic sequence: a) the initial frame, b) the search frame, and c) the ideal parametric eld. 
