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Abstract
In the time series literature one can often nd the claim that the periodogram ordinates of an
iid sequence at the Fourier frequencies behave like an iid standard exponential sequence. We
review some results about functions of these periodogram ordinates, including the convergence
of extremes, point processes, the empirical distribution function and the empirical process. We
show when the analogy with an iid exponential sequence is valid and study situations when it
fails. Periodogram ordinates of an innite variance iid sequence are also considered. c© 2000
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1. Introduction
Dene the periodogram of any sequence (Xt) of random variables by
In;X () =
 1pn
nX
t=1
Xte−it

2
;  2 [−; ];
and write
j =
2j
n
; j = 0;1; : : : ;[n=2];
for the Fourier frequencies. (Here [y] is the integer part of the real number y.) Also
dene
q= qn =maxf j: 0<j < g:
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Consider an iid sequence (Zt) with Z = Z0; EZ = 0 and EZ2 = 1. In the time series
literature one can often nd a vague statement: The sequence of periodogram ordi-
nates (In;Z(j))j=1; :::; q behaves very much like an iid sequence of standard exponential
random variables. In the sequel, we write (Ej)j>1 for such an iid standard exponential
sequence.
It is our aim to give a review of the asymptotic properties of the sequence
(In;Z(j))j=1; :::; q (Section 2) and to consider the limit behaviour of various functions
thereof. This includes its extremes (Section 3), its empirical distribution function and
empirical process (Section 4), the point process constructed from (In;Z(j)− ln q)j=1; :::; q
(Section 3) and weighted sums of the In;Z(j)’s (Section 5). We show that in some
cases (extremes, point processes, empirical distribution function) these results very
much parallel the ones for an iid standard exponential sequence, whereas in other
cases (empirical process and weighted sums) the comparison with an iid exponential
sequence is not of much use. We conclude with Section 6, where we briey mention
results for an iid innite variance sequence (Zt) (Section 6.1) and discuss extensions
of the results for iid Zt’s to a more general stationary sequence (Section 6.2). We
summarize our ndings in Section 7.
2. The CLT for a nite number of periodogram ordinates
The periodogram of a sequence (Xt)t=1; :::; n admits the representation
In;X () = C2n;X () + S
2
n;X (); (2.1)
where
Cn;X () =
1p
n
nX
t=1
cos(t)Xt and Sn;X () =
1p
n
nX
t=1
sin(t)Xt
denote the cosine and sine transforms of (Xt)t=1; :::; n, respectively. If the Xt’s are un-
correlated, EXt = 0 and EX 2t = 1, then straightforward calculation and the elementary
facts that
n−1
nX
t=1
eit(j−k ) =

1 if j = k;
0 if j 6= k;
and (cf. Gradshteyn and Ryzhik, 1980, pp. 30{31)
nX
t=1
cos2(tj) =
nX
t=1
sin2(tj) = 0:5; j = 1; : : : ; q;
show that
Cn;X (1); Sn;X (1) ; : : : ; Cn;X (q); Sn;X (q) (2.2)
constitute a sequence of uncorrelated random variables with
ECn;X (j) = ESn;X (j) = 0 and EC2n;X (j) = ES
2
n;X (j) = 0:5; j = 1; : : : ; q:
If the random variables Xt = Zt are iid N(0; 1), then the random variables in (2.2) are
iid N(0; 0:5), hence, by (2.1), the corresponding quantities In;Z(j) are iid 0:522, or
equivalently, they are iid standard exponential.
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Clearly, this fact does not remain valid for a general sequence (Zt) of iid random
variables with EZ1 = 0 and EZ21 = 1. However, consider the xed frequencies
0<!1<   <!m < :
Then the multivariate Lindeberg{Feller CLT (see the proof of (10:3:8) on pp. 344{345
in Brockwell and Davis, 1991) implies that the vector
(Cn;Z(!1); Sn;Z(!1); : : : ; Cn;Z(!m); Sn;Z(!m))
has a normal N(0; 0:5I2m) weak limit. This fact and the continuous mapping theorem
imply that the vector of periodogram ordinates (In;Z(!j))j=1; :::;m converges in distribu-
tion to the vector (Ej)j=1; :::;m of iid standard exponential random variables.
A similar asymptotic result remains valid for a vector of periodogram ordinates at the
Fourier frequencies. To be precise, let i1 ; : : : ; im be any distinct Fourier frequencies in
(0; ). (The Fourier frequencies clearly depend on n, but we suppress this dependence
in our notation.) The multivariate Lindeberg{Feller CLT shows again that the vector
(Cn;Z(i1 ); Sn;Z(i1 ) ; : : : ; Cn;Z(im); Sn;Z(im))
has an N(0; 0:5I2m) weak limit, hence (In;Z(ij))j=1; :::;m converges in distribution to the
vector (Ej)j=1; :::;m of iid standard exponential random variables. This is an amazing
result insofar that the frequencies ij = 
(n)
ij can be chosen arbitrarily from the interval
(0; ). For the convergence of the periodogram ordinates it is irrelevant whether the
frequencies ij = 
(n)
ij are close to each other or not. In this sense, the random vari-
ables In;Z(ji), i = 1; : : : ; m, are asymptotically independent and standard exponentially
distributed. This property is the rationale for many results on the asymptotic behaviour
of the periodogram of a stationary sequence. The asymptotic independence property is
also supported by the fact that
var(In;Z(j)) =
(
n−1(EZ4 − 3) + 2 if j = 0 or ;
n−1(EZ4 − 3) + 1 if 0<j < :
cov(In;Z(i1 ); In;Z(i2 )) = n
−1(EZ4 − 3) if i1 6= i2 ;
provided EZ4<1; see Brockwell and Davis (1991, Proposition 10:3:2). This, together
with the asymptotic iid property shows that the In;Z(j)’s exhibit some kind of an
\exchangeability" property for every nite n, although these periodogram ordinates are
not exchangeable in a strict sense for non-Gaussian Zt’s; these ordinates do not even
have the same distribution if n is xed.
3. Results involving extremes and point processes of periodogram ordinates
One of the classical results in time series analysis and extreme value theory is
Fisher’s g-test for hidden periodicities. Fisher (1929) tested the null hypothesis that
(Zt) is a Gaussian white noise against the alternative that (Zt) contains an added
deterministic periodic component of an unspecied frequency. He calculated the exact
distribution of the test statistic
gn =
Mn
Tn
; (3.1)
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where
Mn = max
j=1;:::; q
In;Z(j) and Tn =
qX
j=1
In;Z(j):
See Brockwell and Davis (1991, Corollary 10:2:2) and Priestley (1981, Section 6:1:4),
for an extensive discussion.
If the Zt’s are not Gaussian, one can try to construct an asymptotic test based
on the limit distribution of the properly normalised statistic gn. For (Zt) iid N(0; 1)
we have
Mn
d= max
j=1;:::; q
Ej:
Under this assumption, it is a well-known fact (see, for example, Embrechts et al.,
1997, Section 3:3:3, in particular Example 3:3:19 and Proposition 3:3:25) that
Mn − ln q d! Y; (3.2)
where Y has Gumbel distribution
P(Y6x) = expf−e−xg; x 2 R:
Results on maxima and extremes are very sensitive with respect to the tails of the
underlying distribution. If Z is non-Gaussian, the tails P(In;Z(j)>x) deviate from
expf−xg. Therefore it is quite surprising that (3.2) remains valid under much more
general conditions:
Proposition 3.1 (Davis and Mikosch, 1999). Assume EZ=0; EZ2 =1 and EjZ js <1
for some s> 2. Let
In; (q)6   6In; (1)
denote the ordered version of the sample (In;Z(j))j=1; :::; q. Then
P(In; (1) − ln q6x1; : : : ; In; (k) − ln q6xk)! P(Y (1)6x1; : : : ; Y (k)6xk);
where (Y (1); : : : ; Y (k)) has density
expf−e−x1 − (x1 +   + xk)g; xk6   6x1:
Proposition 3.1 allows us to nd the asymptotic distribution of Fisher’s g-statistic
(3.1) under very weak moment conditions. It is easy to verify (see Lemma A.4) that
if EZ2 = 1 and EjZ js <1 for some s> 2 then
1
q
qX
j=1
In;Z(j) = 1 + oP(1=ln q):
Hence, by Proposition 3.1,
qgn − ln q d! Y;
where Y has a Gumbel distribution.
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The same limit distribution as in Proposition 3.1 occurs for the k upper order statis-
tics of an iid standard exponential sample (Ej)j=1; :::; q; see Embrechts et al. (1997,
Example 4:2:10). The main reason for this analogy is that
P(In;Z(i1)>x; : : : ; In;Z(ik)>x) (3.3)
can be approximated by
P(E1>x; : : : ; Ek >x) = e−kx;
uniformly for any set of distinct non-zero Fourier frequencies i1 ; : : : ; ik , and x-values
such that jxj=o(nc) for some small constant c> 0. This is a large deviation result for
the probabilities (3.3). See Davis and Mikosch (1999), in particular Theorem 2:8 and
its proof, for details.
For the sequence (Ej) we also have the convergence of the underlying point processes
qX
j=1
(j ; Ej−ln q)
d! ;
where x is Dirac measure at x;  is a Poisson process on [0; ]  (−1;1] with
intensity measure E = −1e−x(dt  dx) and d! denotes convergence in distribution in
the space Mp(E) of Radon point measures on E relative to the vague topology, see
Resnick (1987, Section 4:4:2).
Keeping Proposition 3.1 in mind, it is perhaps not completely surprising that the
following limit result holds (see Davis and Mikosch, 1999, Theorem 2:8):
n =
qX
j=1
(j ; In; Z (j)−ln q)
d! : (3.4)
Let xk <   <x1 and
Ni;n = n([0; ] (xi;1)) = #f j6q : In;Z(j)− ln q>xig:
Then
fIn; (1) − ln q6x1; : : : ; In; (k) − ln q6xkg= fN1; n = 0; N2; n61; : : : ; Nk;n6k − 1g;
and so Proposition 3.1 is an immediate consequence of (3.4). Proposition 3.1 and (3.4)
justify the claim that any weak convergence result which involves a nite number of
upper order statistics of an iid exponential sample has some analogue for the upper
order statistics of the sample (In;Z(j))j=1; :::; q.
Various results were also obtained for maxima ~Mn = max2[0;] In;Z(). Davis and
Mikosch (1999, Proposition 2:11), proved the law of large numbers
lim
n!1
1
ln n
max
2[0;]
In;Z() = 1 a:s:; (3.5)
provided EZ = 0; EZ2 = 1 and EjZ js <1, for some s> 2. This result was proved by
An et al. (1983) under more stringent conditions. In particular, condition (A.2) in the
Appendix was assumed. We mention that the analogous result holds for iid standard
exponentials (see Embrechts et al. 1997, Example 3:5:6):
lim
n!1
1
ln n
max
j=1;:::; n
Ej = 1 a:s:
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A renement of (3.5) was obtained by Turkman and Walker (1990) in the iid
Gaussian case. Turkman and Walker (1984) also obtained a weak convergence result
for ~Mn which is similar to (3.2), but a slight modication of the centring constants was
necessary. Thus the maximum ~Mn on [0; ] has essentially the same limit behaviour
as the maxima Mn over the Fourier frequencies.
We conclude this section by establishing the weak convergence of
max
−K66K
In;Z(n−1+ j) (3.6)
in Corollary 3.3 below. Proposition 3.2 below states that the weak limits of the peri-
odogram ordinates In;Z(!), considered as a function of ! 2 [j − K=n; j + K=n], and
any Fourier frequency j, are in general dependent. This result is another manifestation
of the fact that the periodogram ordinates at the Fourier frequencies have properties
which are not shared with the periodogram at other frequencies; if the distance between
the frequencies is less than 1=n, the limits of the corresponding periodogram ordinates
are heavily dependent.
For xed K > 0, given a Fourier frequency j and  2 [−K; K], dene the processes
COn() = CO
( j)
n () =
1p
n
nX
t=1
cos((n−1+ j)t)Zt;
SIn() = SI( j)n () =
1p
n
nX
t=1
sin((n−1+ j)t)Zt:
Notice that COn and SIn are processes with values in C[−K; K], the space of real-valued
continuous functions on [−K; K] endowed with the sup-norm. In what follows, we write
(C[ − K; K])2 for the space of R2-valued continuous functions on [ − K; K] endowed
with the sup-norm.
Proposition 3.2. Assume EZ = 0 and EZ2 = 1.
(A) Let j>1 and K < 2j be xed. Then the process (COn; SIn) converges weakly
in (C[ − K; K])2 to a mean-zero Gaussian stochastic process (fCO; eSI) with the limit
covariances of (COn; SIn) provided in part A of Lemma A:3.
(B) Let j= jn !1 and K be an arbitrary xed positive number. Then (COn; SIn)
converges weakly in (C[−K; K])2 to a mean-zero stationary Gaussian process (CO; SI)
with the limit covariances of (COn; SIn) provided in part B of Lemma A:3.
Remark. (1) The stationary processes CO and SI, when extended to R, have auto
covariance functions sin =2; > 0, and so exhibit long memory.
(2) It is also possible to prove a similar functional CLT (FCLT) for the processes
n−1=2
nX
t=1
(cos((n−1+ j)t)− cos(jt))Zt;  2 [−K; K];
and for the corresponding processes with all cosines replaced with sines.
Proof. The proof of the convergence of the nite-dimensional distributions follows
from an application of the multivariate Lindeberg{Feller CLT and the asymptotic co-
variance structure of the processes (COn; SIn) is given in Lemma A.3. For the proof
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of the tightness it suces to show that both, (COn) and (SIn) are tight in C[− K; K].
This follows from the following argument and Billingsley (1968, Theorem 12:3). We
restrict ourselves to the processes COn.
E[COn()− COn(0)]2
= n−1
nX
t=1
[cos(n−1(+ 2j)t)− cos(n−1(0 + 2j)t)]2
= n−1
nX
t=1
[2sin(0:5(n−1(+ 0 + 4j))t)sin(0:5n−1(− 0)t)]2
6 const n−1
nX
t=1
sin2(0:5n−1(− 0)t)
6 constj− 0j2:
An immediate consequence of Proposition 3.2 and the continuous mapping theorem
is the following result.
Corollary 3.3. (A) Let j>1 and K < 2j be xed. Then
max
−K66K
In;Z(n−1+ j)
d! max
−K66K
([fCO()]2 + [ eSI()]2):
(B) Let j = jn !1. Then for any K > 0
max
−K66K
In;Z(n−1+ j)
d! max
−K66K
([CO()]2 + [SI()]2):
4. The empirical distribution function of the periodogram ordinates
In this section we consider the empirical distribution function
Fn;Z(x) =
1
q
qX
j=1
I[0; x](In;Z(j)); x>0;
based on the sequence of periodogram ordinates (In;Z(j))j=1; :::; q. Recalling from
Section 2 that a vector of the In;Z(j)’s at distinct Fourier frequencies in (0; ) is
asymptotically iid standard exponential, we might expect that the empirical distribu-
tion function Fn;Z(x) converges in some sense to the standard exponential distribution
function
FE(x) = 1− e−x; x>0:
However, the empirical distribution function Fn;Z involves an increasing (with n) num-
ber of periodogram ordinates, and therefore its convergence is not a straightforward
consequence of the nite-dimensional CLT.
It is a consequence of Theorem 3 in Freedman and Lane (1980) that if EZ2=1 then
sup
x>0
jFn;Z(x)− FE(x)j P! 0: (4.1)
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An et al. (1983) proved under additional conditions that this convergence can be relaxed
to almost sure convergence. Since they used an asymptotic expansion argument for
the joint distribution of the In;Z(j)’s, they needed a smoothness condition on the
characteristic function of Z ; see condition (A.2) in the Appendix. It is not clear whether
such a condition is really needed.
In what follows, we give another proof of (4.1) which seems to be simpler and
also gives some insight into the probabilistic mechanism which makes an increasing
number of periodogram ordinates behave like an iid standard exponential sample. The
basic tool is taken from another paper by Freedman and Lane (1981); see Lemma A.1
in the appendix.
Proposition 4.1. Assume (Zt) is an iid sequence with EZ = 0 and EZ2 = 1. Then the
empirical distribution function Fn;Z of the sample (In;Z(j))j=1; :::; q converges uniformly
in probability to the standard exponential distribution function; i.e. (4:1) holds.
Proof. We will prove that
Fn;Z(x)
P!FE(x) for every xed x> 0: (4.2)
Convergence in probability is equivalent to the fact that every subsequence contains
a subsequence along which the convergence holds almost surely. Now, switching to a
subsequence along which this convergence holds almost surely and using the mono-
tonicity of Fn;Z and FE , the same arguments as in the proof of the classical Glivenko{
Cantelli theorem (cf. Billingsley, 1995, Theorem 20:6) give (4.1) along a subsequence
almost surely, hence in probability.
For xed x, denote
pj1 ;:::; jk = P(In;Z(j1 )6x; : : : ; In;Z(jk )6x): (4.3)
To show Fn;Z(x)
P!FE(x) it suces to prove that
EFn;Z(x) =
1
q
qX
j=1
pj ! FE(x) (4.4)
and
var(Fn;Z(x)) =
1
q2
qX
j1=1
qX
j2=1
(pj1 ; j2 − pj1pj2 )! 0: (4.5)
Since EZ2<1,
1X
t=1
P(jZt j>
p
t) =
1X
t=1
EIfjZt j>
p
tg<1:
Therefore
P1
t=1 IfjZt j>
p
tg<1 a.s., and since n!1, this implies that
Pn
t=1 IfjZt j>
p
ng
=0 a.s. for suciently large n. Thus it suces to consider the periodogram of the
truncated random variables
~Zt = ~Z
(n)
t = ZtIfjZt j6
p
ng; t = 1; : : : ; n:
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Since
Pn
t=1 expfijtg= 0, we have In; Z(j) = In; ~Z(j), where
Zt = Z
(n)
t = ZtIfjZt j6
p
ng − EZIfjZj6png; t = 1; : : : ; n:
Keeping this fact in mind, we can write
pj1 ; j2 = P(In; Z(j1 )6x; In; Z(j2 )6x)
+P(In;Z(j1 )6x; In;Z(j2 )6x; jZt j>
p
n for some t 2 f1; : : : ; ng)
= : pj1 ; j2 + rn; j1 ; j2 :
Since EZ2<1; rn; j1 ; j26nP(jZ j>
p
n)! 0, hence rn; j1 ; j2 = o(1) uniformly for j1; j2,
so we may replace pj1 ; j2 with pj1 ; j2 in the limit relations (4.4) and (4.5). Observe that
we can write
EFn; Z(x) = P(In; Z(2Uq)6x);
where Uq is uniformly distributed on j=n; j=1; : : : ; q, independent of (Zt). Thus (4.4)
will follow if we can show that
In; Z(2Uq)
d!E1: (4.6)
Since
In; Z(2Uq) = C2n; Z(2Uq) + S
2
n; Z(2Uq)
it suces to show that
(Cn; Z(2Uq); Sn; Z(2Uq))
d! N (0; 0:5I2):
For this reason, consider the joint characteristic function
fn; Z(y1; y2) = Ee
iy1Cn; Z (2Uq)+iy2Sn; Z (2Uq)
= E exp
(
i
1p
n
nX
t=1
Zt[y1 cos(2Uqt) + y2 sin(2Uqt)]
)
=
1
q
qX
j=1
nY
t=1
E exp

i
1p
n
Z[y1 cos(jt) + y2 sin(jt)]

:
Now proceed in the same way as in the classical proof of the Lindeberg{Feller theorem,
by using a Taylor expansion argument for the characteristic function; see, for example
Feller (1971, Proof of Theorem 1 in Section XV.5). This argument yields
fn; Z(y1; y2)
=
1
q
qX
j=1
exp
(
− 1
2n
nX
t=1
E[ Z[y1 cos(jt) + y2 sin(jt)]]2 + o(1)
)
=
1
q
qX
j=1
exp
(
− 1
2n
nX
t=1
[y21 cos
2(jt) + y22 sin
2(jt) + y1y2 sin(2jt)] + o(1)
)
:
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The o(1)-relation in the exponents holds uniformly for j. Using the periodicity of the
trigonometric functions and the denitions of j and q, it is not dicult to see that the
right-hand side can be written as
1
n
nX
j=1
exp
(
− 1
2n
nX
t=1
[y21 cos
2(jt)+y22 sin
2(jt)+y1y2 sin(2jt)]+o(1)
)
+o(1):
An application of Lemma A.1 (with k=1) immediately gives the limit of fn; Z(y1; y2):
exp
(
−1
2
Z 1
0
[y21 cos
2(2u) + y22 sin2(2u) + y1y2 sin(4u)] du
)
=exp

−1
4
[y21 + y
2
2]

;
which is the characteristic function of an N (0; 0:5I2) random vector. This proves
relation (4.4).
To show (4.5) we can proceed in exactly the same way. In view of (4.4) it suces
to show that
1
q2
qX
j1=1
qX
j2=1
pj1 ; j2 = P(In; Z(2U
(1)
q )6x; In; Z(2U (2)q )6x)! F2E(x):
Here U (1)q ; U
(2)
q are iid random variables with the same distribution as Uq, independent
of (Zt). Thus it suces to show that
[In; Z(2U (1)q ); In; Z(2U (2)q )]
d! (E1; E2); (4.7)
or, more generally, that
[Cn; Z(2U (1)q ); Sn; Z(2U (1)q ); Cn; Z(2U (2)q ); Sn; Z(2U (2)q )]
d!N(0; 0:5I4):
The same argument with the characteristic function of the vector on the left-hand side
and an appeal to Lemma A.1 (with k = 2) give the desired relation (4.5).
Remark. In the course of the proof it was shown that (4.6) and (4.7) hold. A contin-
uous mapping argument shows that these relations remain valid when ( Zt) is replaced
with (Zt). Since the limit distribution function is continuous this clearly implies
sup
x>0
1q
qX
j=1
P(In;Z(j)6x)− FE(x)
! 0;
sup
x1 ; x2>0
 1q2
qX
j1=1
qX
j2=1
[P(In;Z(j1 )6x1; In;Z(j2 )6x2)− FE(x1)FE(x2)]
! 0:
The corresponding relations in higher dimensions also hold by virtue of the same argu-
ments. This shows that, in some averaging sense, the probabilities pj1 ; pj1 ; j2 ; pj1 ; j2 ; j3 ,
etc., are uniformly close to FE(x); F2E(x); F
3
E(x), etc. A similar result can be obtained
without using Lemma A.1, by exploiting a Berry{Esseen-type bound in the multivariate
CLT for independent non-identically distributed random vectors.
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We also mention that (4.1) implies the convergence of all power moments of Fn;Z(x)
to the corresponding powers of FE(x). Indeed, Fn;Z(x) is bounded by 1, hence
E[Fn;Z(x)]k ! FkE(x) for all k>1:
The natural question arises:
Can the convergence in (4:1) be rened to a FCLT?
This means: does the relation
(
p
q[Fn;Z(x)− FE(x)])x>0 d! (G(x))x>0 (4.8)
hold? Here d! stands for the convergence in the Skorodhod space D[0;1) endowed
with the J1-topology (see Billingsley, 1968; Pollard, 1984) and G is a Gaussian process,
preferably a time-transformed Brownian bridge with the covariance function
cov[G(x); G(y)] = FE(x)− FE(x)FE(y) for x6y: (4.9)
If we replaced in the empirical distribution function Fn;Z the random variables In;Z(j)
with iid exponential random variables Ej, it is well-known (see again Billingsley, 1968;
Pollard, 1984, p. 97) that (4.8) holds with (4.9). In particular, if Z is N (0; 1), the
random variables In;Z(j) are iid standard exponential (see Section 2), and so the
FCLT applies to Fn;Z .
The aforementioned analogies between the sequence (In;Z(j))j=1; :::; q and an iid stan-
dard exponential sequence suggest that (4.8) is valid. This intuition is further supported
by various results of the type
1
q
qX
j=1
g(In;Z(j)) =
Z 1
0
g(x) dFn;Z(x)!
Z 1
0
g(x) dFE(x) =
Z 1
0
g(x)e−x dx;
(4.10)
where the convergence is in probability or almost surely. Under additional smoothness
conditions on the distribution of Z (mostly expressed in terms of the characteristic
function of Z ; see condition (A.2) in the Appendix) and higher moment conditions,
several authors proved (4.10), or modied versions thereof, for example for the tapered
periodogram. Among others, we mention Chen and Hannan (1980), Franke and Hardle
(1992), Dahlhaus and Janas (1996), who considered functions g of polynomial growth.
Chen and Hannan (1980) also considered the function g(x) = ln x which arises in
the context of estimating the one-step linear prediction error of linear time series.
Relations of type (4.10) naturally occur in the context of the bootstrap in the frequency
domain, in particular, if one wants to prove the consistency of a bootstrap procedure.
The bootstrap in the frequency domain is motivated by the Glivenko{Cantelli theorem
(4.1) and the asymptotic independence of a nite number of periodogram ordinates
which suggest that re-sampling from the empirical distribution function Fn;Z might be
reasonable to do. To make it comparable with classical bootstrap procedures (see for
example, Hall, 1992, for the case of iid samples), it would be desirable to obtain rates
of convergence in (4.1).
However, Chen and Hannan (1980) commented on a possible FCLT for Fn;Z : Though
it seems that this could be established by the methods of this paper; when the Zt’s are
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Gaussian; in the non-Gaussian case no result of this kind; that would be suciently
simple to be useful; seems possible; because of eects from higher cumulants. The
authors refer here to the case of stationary Gaussian processes; the case of iid normal
Zt’s is trivial in view of the above discussion.
In order to understand the relevance of this remark, we calculate the limits of the
moments E(
p
q [Fn;Z(x) − FE(x)])k as n ! 1 for some integers k>1. This requires
rened versions of the convergence of the probabilities pj1 ; pj1 ; j2 ; : : : ; (see (4.3)) to
FE(x), F2E(x), etc. The classical bounds in the multivariate CLT (Berry{Esseen bounds;
see the Remark above) provide an approximation to these probabilities with rate 1=
p
n.
In order to obtain further renements, one has to assume that the moment structure of
Z is close to that of a normal random variable. In particular, one has to require that the
rst few moments of the approximating multivariate sum and of the limiting normal
vector coincide. Under these conditions one can improve the rate of convergence in
the multivariate CLT. This is the basic idea of the approach via asymptotic expansions,
which was extensively used in Chen and Hannan (1980) and An et al. (1983). A brief
introduction to asymptotic expansions is given in the Appendix.
Proposition 4.2. Assume that the characteristic function fZ of Z satises condition
(A:2) in the Appendix and EZ2 = 1.
(A) If EZ4<1; then
lim
n!1
p
q [EFn;Z(x)− FE(x)] = 0: (4.11)
(B) If EjZ j5<1 and the rst 4 moments of Z coincide with those of a standard
normal random variable; then
lim
n!1 qE[Fn;Z(x)− FE(x)]
2 = FE(x)[1− FE(x)]: (4.12)
(C) If EjZ j6<1 and the rst 6 moments of Z coincide with those of a standard
normal random variable; then
lim
n!1 q
3=2E[Fn;Z(x)− FE(x)]3 = 0:
Remark. Notice that the right-hand side of (4.12), as expected, is the variance of
the time-transformed Brownian bridge dened by (4.9). The limit covariances can be
derived in a similar way. If one assumes that higher moments of Z coincide with those
of an N (0; 1) random variable, then the limits of qk=2 E[Fn;Z(x)−FE(x)]k exist as well.
If this assumption is not satised, it is not clear whether the limits of the moments
exist, are nite or coincide with the corresponding moments of a Brownian bridge. In
a simulation study we considered the weak limit behaviour of
p
q [Fn;Z(x)−FE(x)] for
several xed values of x and a few non-normal variables Z . The simulations did not
show signicant deviations from normality, but for random variables Z whose moments
do not satisfy the assumptions of Part (B) of Proposition 4.2 relation (4.12) no longer
holds; standard goodness-of-t tests clearly reject the hypothesis that the distribution ofp
q [Fn;Z(x)−FE(x)] is normal with variance FE(x)[1−FE(x)]. Simulations suggest that
the nite-dimensional distributions converge to a normal distribution, but the limiting
covariances depend on the distribution of Z . However, we did not gain any further
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theoretical insight into the limit behaviour of
p
q [Fn;Z(x) − FE(x)], and so it remains
an open question whether the FCLT holds.
Proof. We start with the proof of (4.11). We use the asymptotic expansion of Lemma
A.2 in the Appendix with EZ4<1, i.e. i = 1, and we also use the notation of that
lemma. Notice that
FE(x) =
Z
B(2)x
2(y) dy: (4.13)
Having (4.13) in mind, we can write
p
q [EFn;Z(x)− FE(x)] = 1pq
qX
j=1
[pj − FE(x)]
=
1p
q
qX
j=1
Z
B(2)x
q(2)n (y) dy−
Z
B(2)x
2(y) dy

=
1p
q
qX
j=1
Z
B(2)x
p(2)n;1(y) dy−
Z
B(2)x
2(y) dy

+O(n−1=2):
A glance at (7:20) on p. 56 in Bhattacharya and Rao (1976) convinces one that the
integral of P1 (essentially the second term in the expansion p
(2)
n;1) over B
(2)
x is zero. This
follows by an application of Fubini’s theorem. Thus Lemma A.2 gives an approximation
of the form
p
q [EFn;Z(x)− FE(x)] = O(n−1=2):
This proves (4.11).
We proceed in a similar way to show (4.12) with EjZ j5<1, i.e. i = 2 in
Lemma A.2. Straightforward calculation shows that the expression on the left-hand
side of (4.12) can be written in the form
Q1 + Q2 =
1
q
qX
j=1
[pj(1− 2FE(x)) + F2E(x)]
+
1
q
X
16j1 6=j26q
[pj1 ; j2 − 2FE(x)pj1 + F2E(x)]:
Using (4.4), we obtain
Q1 ! FE(x)[1− FE(x)]:
For the convergence of Q2 we use the same method as in the rst part of the proof.
An application of Lemma A.2 with i = 2 gives the asymptotic expansion
Q2 =
1
q
X
16j1 6=j26q
Z
B(4)x
q(4)n (y) dy− 2FE(x)
Z
B(2)x
q(2)n (y) dy+ F
2
E(x)

=
1
q
X
16j1 6=j26q
Z
B(4)x
p(4)n;2(y) dy− 2FE(x)
Z
B(2)x
p(2)n;2(y) dy+ F
2
E(x)

+O(n−1=2)
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=
1
qn
X
16j1 6=j26q
Z
B(4)x
P2(−4 : ;n)(y) dy
−2FE(x)
Z
B(2)x
P2(−2 : ;n)(y) dy

+O(n−1=2):
Notice that the latter expression is an average over a smooth function which depends
on an average of cumulants. However, these cumulants are nothing but functions of
cos(j1 t); sin(j1 t), cos(j2 t); sin(j2 t) and the rst 4 moments of the standard normal
distribution, and therefore we can apply Lemma A.1 to conclude that Q2 converges to
Q = 2
Z
B(4)x
P2(−4 : )(y) dy− FE(x)
Z
B(2)x
P2(−2 : )(y) dy:
Here P2(−2 : )(y) is dened in a way as in (A.5): replace the average ;n with 
which is the joint cumulant of order  of Z(cos(2U ); sin(2U )), where U is uniform
on (0; 1) and independent of Z . The quantity P2(−4 : )(y) is dened analogously:
replace ;n with  which is the joint cumulant of order  of
Z (cos(2U (1)); sin(2U (1)); cos(2U (2)); sin(2U (2)));
where U (1); U (2) are iid uniform U (0; 1) random variables, independent of Z . The
quantity Q only depends on the rst 4 moments of the standard normal distribution,
in which case we know that Q = Q2 = 0.
Part C with EZ6<1 can be handled in the same way. Use Lemma A.2 with i=3
and apply Lemma A.1.
5. Results involving sums of periodogram ordinates
Sums of the form
q−1
qX
j=1
In;Z(j)g(j) (5.1)
are discrete analogues of the integrated periodogram
R 
0 In;Z()g() d. Sums and in-
tegrals of this type appear in many statistical procedures, so for example in Whittle
estimation (see Brockwell and Davis, 1991, Section 10:8), estimation of the spec-
tral distribution function (see, for example, Dahlhaus, 1988; Mikosch and Norvaisa,
1997), goodness-of-t tests for the spectral distribution (see, for example, Anderson,
1993; Grenander and Rosenblatt, 1984; Kokoszka and Mikosch, 1997), in spectral
change-point point analysis (see, for example, Giraitis and Leipus, 1992; Kluppelberg
and Mikosch, 1996a; Picard, 1985). In the recent review of Mikosch (1998) the links
between these seemingly dierent areas are stressed.
In what follows we want to give a simple example in order to show that replacing the
sequence (In;Z(j))j=1; :::; q in (5.1) with an iid standard exponential sequence (Ej)j=1; :::; q
does not contribute to the understanding of the limit behaviour of the weighted sums
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(5.1). We consider a special case with g() = I[0; x](), x 2 [0; ]. The limit behaviour
of the empirical spectral distribution functionZ 
0
In;Z()I[0; x]() d=
Z x
0
In;Z() d; x 2 [0; ]; (5.2)
is well understood. For details and further references we refer to Anderson (1993)
or Mikosch (1998). Using analogous methods, one can show that the Riemann sum
approximation to the integrals (5.2), i.e.
Gn;Z(x) =
2
n
X
j: 0<j6x
In;Z(j); x 2 [0; ];
has the same weak limit as (5.2) in the space D[0; ] endowed with the sup-norm:
Theorem 5.1. Assume EZ4<1 and EZ2 = 1. The following limit relation holds in
D[0; ] endowed with the sup-norm:
p
n(Gn;Z(x)− x)x2[0;] d!
 p
var(Z2)N0 + 2
1X
t=1
sin(xt)
t
Nt
!
x2[0;]
; (5.3)
where (Nt)t=0;1; ::: is an iid N(0; 1) sequence.
The proof of this theorem is rather technical; it is given in Section A.4 of the
Appendix. We mention that the limit result (5.3) can be taken as the theoretical basis
for testing the goodness of t for an iid sequence. In practice, one usually replaces the
continuous version of the empirical spectral distribution function (5.2) with the discrete
analogue Gn;Z , and (5.3) gives a theoretical justication.
Now assume EZ=0; EZ2 =1 and EZ4 =3. These moments coincide with those of a
normal N (0; 1) random variable. Then var(Z2)=2 and (5.3) turns into the Paley{Wiener
representation of Brownian motion; see for example Hida (1980). Hence
p
n (Gn;Z(x)−
x)x2[0;] converges weakly to a Brownian motion. But if EZ4 6= 3 the limit process
is a non-familiar Gaussian process. This dependence on the fourth moment cannot be
explained by a simple replacement of the In;Z(j)’s in Gn;Z(j) with Ej’s. If we proceed
with this replacement, we always obtain Brownian motion in the limit.
6. Miscellenea
6.1. The innite variance case
There is a small but steadily increasing number of papers on the behaviour of the
periodogram and related statistical techniques for innite variance stationary processes;
see Mikosch (1998) or Chapter 7 in Embrechts et al. (1997) and references given
there.
For simplicity, we consider a sequence (Zt) of iid symmetric -stable (SS) random
variables with characteristic function
fZ(t) = EeitZ = e−jtj

; t 2 R; (6.1)
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where  2 (0; 2). The latter condition implies that P(Z >x)  const x−, hence Z
has innite variance. The consideration of the limit behaviour of In;Z() and related
quantities requires a dierent normalisation. In this section, the periodogram and the
cosine and sine transforms are dened as follows:
In;Z() = C2n;Z() + S
2
n;Z();
Cn;Z() = n−1=
nX
t=1
Zt cos(t) and Sn;Z() = n−1=
nX
t=1
Zt sin(t):
The crucial point in the understanding of the limit distribution of In;Z() is the joint
weak limit behaviour of Cn;Z() and Sn(). Kluppelberg and Mikosch (1993) investi-
gated the limit behaviour of a nite number of periodogram ordinates at xed frequen-
cies in (0; ). They showed that the weak limit is a SS vector; see Samorodnitsky
and Taqqu (1994) for a general reference to stable processes. However, in contrast to
the nite variance case, the components of the limit vector are dependent in a peculiar
way; the dependence structure depends very much on whether or not the underlying fre-
quencies are rationally dependent or independent. Recall that real numbers 1; 1; : : : ; r
are rationally independent if there do not exist rational numbers ri, not all of them
vanishing, such that
r0 + 1r1 +   + krk = 0:
The result in Kluppelberg and Mikosch (1993) is based on Weyl’s (1916) theorem on
the uniform distribution of sequences of real numbers. We show now that an analogous
limit result holds for the vector (In;Z(ij))j=1; :::; k , where the ijs are any k distinct
Fourier frequencies in (0; ). The result again follows by an application of Weyl’s
theorem. The limit vector is expressed in terms of an integral with respect to a SS
random measure, see Section 3:3 of Samorodnitsky and Taqqu (1994) for details on
SS random measures.
Proposition 6.1. Suppose Z is an SS random variable with characteristic function
(6:1) for some 0<< 2.
(A) Consider distinct Fourier frequencies ji 2 (0; ); i=1; : : : ; k; such that for any
choice of integers mi; i = 1; : : : ; k; not all of them vanishing;
j1m1 +   + jkmk 6= nl for all large n; any l 2 Z: (6.2)
Then the following limit relation holds:
(Cn;Z(j1 ); Sn;Z(j1 ); : : : ; Cn;Z(jk ); Sn;Z(jk )) (6.3)
d!(R (W (x1));I (W (x1)); : : : ;R (W (xk));I (W (xk)))=: Ak ; (6.4)
where
W (x) =
Z
E
e2iyx M (dy);
x1; : : : ; xk are distinct numbers in I0; a countable set of rationally independent irrational
numbers of the interval (0; 0:5); and M is an SS random measure on E = (0; 1)I0
endowed with the Borel -eld and control measure ⊗x2I0 dyx.
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(B) Let Uq be a random variable which is uniformly distributed on j=n; j=1; : : : ; q
and independent of (Zt). Then
(Cn;Z(2Uq); Sn;Z(2Uq))
d!(R (W (x1));I (W (x1)))
for any x1 2 I0.
Remarks. (1) A sucient condition for (6.2) is that ji=n ! i; i = 1; : : : ; k, where
1; 1; : : : ; k are rationally independent.
(2) The limit vector Ak is SS in R2k with characteristic function
Eei(t;Ak ) = exp
(
−
Z
(0;1)k

kX
l=1
(t2l−1 cos(2yl) + t2l sin(2yl))


dy
)
; t 2 R2k :
(6.5)
(3) The limit distribution of a nite number of periodogram ordinates immediately
follows from Proposition 6.1 and the continuous mapping theorem. Indeed, from (A)
we immediately have
(In;Z(ji))i=1; :::; k
d! (jW (xi)j2)i=1; :::; k :
This means that the limit distribution is independent of the choice of the Fourier
frequencies j1 ; : : : ; jk . This is analogous to the case when EZ
2<1. However, the
form of the characteristic function of Ak shows that the components of the limit vector
are dependent.
(4) The vector (6.3) has exactly the same limit distribution as
(Cn;Z(21); Sn;Z(21); : : : ; Cn;Z(2k); Sn;Z(2k)); (6.6)
where 1; 1; : : : ; k are rationally independent numbers in (0; 0:5); see Kluppelberg and
Mikosch (1993).
(5) The arguments in Part (A) of the proof show that condition (6.2) is necessary
and sucient for weak convergence of the vector (6.3) with limit distribution (6.4).
However, when linearly combining the j1; : : : ; jk in a suitable way, one can show that
(6.3) may then have a dierent weak limit. This amounts to showing (6.8) with a
limit vector which has a uniform modulo 1 distribution on a subset of (0; 1)k . This
is similar to the argumentation at the end of Section 7:1 in Billingsley (1968); see
also Kluppelberg and Mikosch (1993) for a treatment of the weak limit of (6.6) for
rationally dependent i’s.
Proof. (A) Consider the characteristic function fn(t) of the vector (6.3):
fn(t) =
nY
s=1
E exp
(
iZn−1=
kX
l=1
[t2l−1 cos(jls) + t2l sin(jls)]
)
= exp
(
−n−1
nX
s=1

kX
l=1
[t2l−1 cos(jls) + t2l sin(jls)]

)
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= exp
(
−n−1
nX
s=1

kX
l=1
[t2l−1 cos(2fjls=ng) + t2l sin(2fjls=ng)]

)
= exp
(
−E

kX
l=1
[t2l−1 cos(2U (l)n ) + t2l sin(2U (l)n )]

)
; (6.7)
where the vector (U (1)n ; : : : ; U
(k)
n ) has a uniform distribution on the points
(fj1s=ng; : : : ; fjks=ng); s= 1; : : : ; n:
We want to show that
(U (1)n ; : : : ; U
(k)
n )
d! (U (1); : : : ; U (k)); (6.8)
where U (1); : : : ; U (k) are iid U (0; 1) random variables. This and the continuous mapping
theorem, together with the form of the characteristic function of Ak , see (6.5), then
conclude the proof.
From Billingsley (1968, pp. 50{51), we see that (6; 8) holds if and only if for any
choice of integers m1; : : : ; mk , not all of them vanishing,
Eei2(m1U
(1)
n ++mkU (k)n ) = n−1
nX
s=1
ei2n
−1s(m1j1++mkjk )
! Eei2(m1U (1)++mkU (k)) =
Z
(0;1)k
ei2(m1y1++mkyk ) dy:
Notice that the right-hand side is always zero. Given that (6.2) holds, the left-hand
side can be written as
n−1
 
ei(1+n
−1)2(m1j1++mkjk ) − 1
ein−12(m1j1++mkjk ) − 1 − 1
!
which is zero whatever the choice of m1; : : : ; mk . This proves Part (A).
(B) This part is due to Freedman and Lane (1981). The characteristic function of
(Cn;Z(2Uq); Sn;Z(2Uq))
is nothing but the average of all characteristic functions fn(t), taken over all possible
values j1; : : : ; jk 2 f1; : : : ; qg. An application of Lemma A.1 yields that this character-
istic function converges to (6.5).
The dependence in the limit vector of the In;Z(j)’s causes the behaviour of func-
tions of these periodogram ordinates which is completely dierent from the behaviour
of the same functions of iid random variables. This was observed by Freedman and
Lane (1981) who proved that the empirical distribution of the sample (In;Z(j))j=1; :::; q
converges to a random measure; see also Knight (1991) for an alternative proof.
Also the maxima of the periodogram exhibit a weak limit behaviour completely
dierent from the maxima of an iid sequence (see Mikosch et al., 2000), and this also
applies to the integrated periodogram, see Mikosch (1998) for a review.
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6.2. The periodogram of a linear sequence
Until now, we restricted ourselves to the case of iid random variables Zt . However,
most of the results mentioned above can be modied for the periodogram ordinates
In;X () of a linear process
Xt =
1X
j=−1
 jZt−j;
where the coecients have to satisfy various conditions, depending on whether Z is
heavy- or light-tailed. The power transfer function of the linear lter ( j) is given by
2fX ():=j (e−i)j2:=

1X
j=−1
 je−ij

2
;  2 [0; ]:
This quantity is well-dened if
P
j  
2
j <1. Notice that fX is the spectral density of
the stationary process (Xt), provided that EZ2<1. If one assumes that fX ()> 0
for all  2 [0; ], most results which were proved for the periodogram ordinates of iid
Zt’s remain valid for the normalized periodogram In;X ()=fX (), both in the nite and
innite variance case. This is due to the relation
fX () = fZ()j (e−i)j2
whose analogue in terms of the periodograms, as estimators of fX and fZ , can be
written as
In;X () = In;Z()j (e−i)j2 + Rn():
Hence
In;X ()
2fX ()
= In;Z() +
Rn()
2fX ()
:
It can be proved under general conditions that Rn()=fX () is asymptotically negligible,
uniformly in . In certain cases, the proof requires very delicate estimates; for details
see the references mentioned above or Walker (1965).
7. Concluding remarks
The above examples and discussion show that the vague statement \the periodogram
ordinates of an iid sequence behave like iid standard exponential random variables"
has to be interpreted with care. However, the limit behaviour of various functions of
the ordinates In;Z(j) is surprisingly close to the behaviour of the same function of iid
standard exponentials. The examples in the above discussion show when such analo-
gies occur: the proofs of these results involve only a nite number of In;Z(j)’s. This
is, trivially, the case for the CLT in Section 2. A close inspection of the results on
extremes and point processes in Section 3 shows that the same remark applies. The
proof of the uniform convergence of the empirical distribution function based on the
In;Z(j)’s involves an increasing number of such periodogram ordinates as n ! 1.
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The results by Freedman and Lane (1981) (see Lemma A.1) on averages of trigono-
metric functions are the key tools in this case.
In more complex situations, when all In;Z(j)’s are involved, the rule of thumb
\replace In;Z(j)’s with Ej’s" may fail. This seems to be related to the fact that the
Ej’s cannot explain the inuence of higher-order moments on the limit process or
limit distribution. A convincing example is given in Section 5 on sum processes
of periodogram ordinates. The discussion in Section 4 on the empirical process of
the sample (In;Z(j))j=1; :::; q indicates that the higher-order moments of Z essentially
determine the limiting behaviour of this process.
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Final comment
After this paper was accepted for publication we learnt about the paper by Fay
and Soulier (1999) in which they give a positive answer as to whether a FCLT with
Gaussian limiting process for the empirical distribution function of the periodogram
ordinates holds. Using the results of Gotze and Hipp (1978) on Edgeworth expansions
for moments of smooth functions and utilizing the method of moments, they show this
nice result under mild conditions on the distribution of Z .
Appendix A
A.1. Convergence of averages of trigonometric functions
The following lemma is due to Freedman and Lane (1981, Corollary 3, p. 24). It
is very much in the spirit of Weyl’s theorem on the uniform distribution of fractional
parts of integer multiples of irrational numbers; see Weyl (1916).
Lemma A.1. Let F be a family of complex-valued continuous functions on [0; 1]k
which is precompact in the sup-norm. Let  be a bounded continuous function on a
closed disk in the complex plane which contains f(x); for all f in F and x 2 [0; 1]k .
Then; as n!1;
n−k
X
x2N (k)

0@1
n
nX
j=1
f(fx1j=ng; : : : ; fxkj=ng)
1A! Z
[0;1]k
f(x) dx

;
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where fyg denotes the fractional part of a real number y and N (k) is the set of
k-tuples x= (x1; : : : ; xk) with integer coordinates between 1 and n inclusive.
A.2. Asymptotic expansions
We want to recall some facts about asymptotic expansions of the density of mul-
tivariate sums of independent random variables. We are interested in the probabilities
pj1 ;:::; jk (see (4.3)) which can be re-written in the following form:
pj1 ;:::; jk = P(S
(2k)
n 2 B(2k)x );
where
S(2k)n =

2
n
1=2 nX
t=1
Zt [cos(j1 t); sin(j1 t); : : : ; cos(jk t); sin(jk t)] (A.1)
and
B(2k)x = fy= (y1; : : : ; y2k): y21 + y2262x; : : : ; y22k−1 + y22k62xg:
Since S(2k)n is a sum of independent random vectors with values in R2k , expectation
ES(2k)n = 0 and covariance matrix cov(S
(2k)
n ) = I2k , it is natural to approximate the
probabilities P(S(2k)n 2 B(2k)x ) by
2k(B(2k)x ) =
Z
B(2k)x
2k(y) dy= FkE(x);
where
2k(y) = (2)−ke−0:5jjyjj
2
; y 2 R2k ;
denotes the standard normal density. This idea can be made to work as shown by Chen
and Hannan (1980); see Lemma A.2 below. Their approach is based on asymptotic
expansions of the distribution of S(2k)n as provided in the monograph by Bhattacharya
and Rao (1976). Before we can formulate this result we have to introduce some notation
and conditions.
In what follows we assume that Z has characteristic function fZ satisfying the con-
dition Z
R
jfZ(t)jp dt <1 for some p>1: (A.2)
Chen and Hannan called this condition B which is stronger than their condition A:
lim sup
t!1
jfZ(t)j< 1: (A.3)
The latter condition is usually called Cramer’s condition and is commonly used when
proving local limit theorems or asymptotic expansions; see, for example, Petrov (1975).
Condition (A.2) ensures the existence of a density of Z , and in turn, the existence of
a density q(2k)n of S
(2k)
n for suciently large n. (The dependence of q
(2k)
n on the Fourier
frequencies is suppressed in the notation.) The density q(2k)n can be expanded in a series
whose rst terms are given by
p(2k)n; i (y) = 2k(y) +
iX
j=1
n−j=2 Pj(−2k : ;n)(y):
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The notation closely follows Bhattacharya and Rao (1976) and Chen and Hannan
(1980). Here ;n is the average cumulant of the joint cumulants of the summands in
S(2k)n of order =(1; : : : ; 2k) where the i’s are non-negative integers; see Bhattacharya
and Rao (1976, pp. 46, 52 and 71). The quantities Pj; j=1; 2; 3, are dened as follows:
P1(−2k : ;n)(y) = 3(y); (A.4)
P2(−2k : ;n)(y) = 4(y) + 1223(y); (A.5)
P3(−2k : ;n)(y) = 5(y) + 4(y)3(y) + 1633(y); (A.6)
where on setting ! = 1!    2k !; jj= 1 +   + 2k ,
k(y) =
X
jj=k
;n
!
2kY
j=1

@
@yj
j
2k(y);
Lemma A.2. Assume EZ = 0; EjZ j3+i <1 for some i 2 f1; 2; 3g and (A:2). Then
sup
y2R2k
(1 + jjyjj3+i)jq(2k)n (y)− p(2k)n; i (y)j=O(n−(1+i)=2):
The convergence is uniform for any choice of frequencies j1 ; : : : ; jk .
The proof of Lemma A.2 for i=2 is given in Chen and Hannan (1980, Lemma 2),
under condition (A.2). The case i = 3 is used in An et al. (1983), under the weaker
condition (A.3), but still referring to the same proof in Chen and Hannan (1980). A
check of the proof in the latter paper conrms that (A.2) is needed. In the cases i=1
and i=3 one can follow the lines of proof of Lemma 2 of Chen and Hannan (1980).
A.3. Some auxiliary results
In this subsection we provide some auxiliary results. We start with one which is
needed in the proof of Proposition 3.2. We use the notation of that proposition. The
proof of this lemma is elementary.
Lemma A.3. (A) Let j be xed. Then for ; 0 2 (−2j; 2j)
cov(COn();COn(0)) 
8>><>>:
sin(− 0)
2(− 0) +
sin(+ 0)
2(+ 0 + 4j) if  6= 
0;
1
2
+
sin(2)
4(+ 2j) if = 
0:
cov(SIn(); SIn(0)) 
8>><>>:
sin(− 0)
2(− 0) −
sin(+ 0)
2(+ 0 + 4j) if  6= 
0;
1
2
− sin(2)
4(+ 2j) if = 
0:
cov(COn(); SIn(0)) 
8>>><>>>:
sin2((+ 0)=2)
+ 0 + 4j +
sin2((− 0)=2)
− 0 if  6= 
0;
sin2()
2(+ 2j) if = 
0:
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(B) Let j = jn !1. Then for any real ; 0
cov(COn();COn(0))  cov(SIn(); SIn(0)) 
8><>:
sin(− 0)
2(− 0) if  6= 
0;
1
2
if = 0:
cov(COn(); SIn(0)) 
8<: sin
2((− 0)=2)
− 0 if  6= 
0;
0 if = 0:
The second result establishes a bound on the average of the periodogram ordinates
at the Fourier frequencies.
Lemma A.4. Consider an iid sequence (Zt) with EZ2 = 1 and EjZ js <1 for some
s> 2. Then
1
q
qX
j=1
In;Z(j) = 1 + oP(1=ln n):
Proof. Write
n;Z(h) =
1
n
n−jhjX
t=1
ZtZt−h; h 2 Z:
and assume w.l.o.g. that EZ = 0. It is easy to see that
In;Z() =
X
jhj<n
e−ih n;Z(h) = n;Z(0) + 2
n−1X
h=1
cos(h)n;Z(h): (A.7)
Hence
1
q
qX
j=1
In;Z(j) = n;Z(0) + 2
n−1X
h=1
n;Z(h)ah;
where (cf. (A.11)) for small  2 (0; 1)
ah =
1
q
qX
j=1
cos(jh) and jahj6n−1 const
8<:
1 if n6h6(1− )n;
(1− h=n)−1 if h> (1− )n;
n=h if h<n:
Observe that by virtue of the Marcinkiewicz{Zygmund strong law of large numbers
(cf. Petrov, 1975, Theorem 17, Chapter IX),
n;Z(0)− 1 = 1n
nX
t=1
(Z2t − EZ2) = O(n2=s−1) a:s: (A.8)
Moreover, the random variables n;Z(h); h=1; : : : ; n−1, are uncorrelated, and therefore
var
 
n−1X
h=1
n;Z(h) ah
!
=
n−1X
h=1
var(n;Z(h)) a2h
6
1
n
n−1X
h=1
(1− h=n) a2h6 const n−1: (A.9)
A combination of (A.8) and (A.9) proves the result.
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A.4. Proof of Theorem 5.1
Without loss of generality assume EZ = 0. In what follows we write for x 2 [0; ]
j(x) = maxf j: j6xg ; (x) = j(x):
Recall (A.7). Hence
p
n (Gn;Z(x)− x) =
p
n [n;Z(0)− 1] x +
p
n((x)− x) n;Z(0)
+2
n−1X
t=1
[
p
nn;Z(t)]
2
n
j(x)X
j=1
cos(jt): (A.10)
Calculation shows that
2
n
j(x)X
j=1
cos(jt) =
2
n
cos((j(x) + 1)t=n) sin(j(x)t=n)
sin(t=n)
=

n

−1 + sin((2j(x) + 1)t=n)
sin(t=n)

=

n

−1 + cos((x)t) + sin((x)t) cos(t=n)
sin(t=n)

(A.11)
=
sin((x)t)
t
+O(1=n) (A.12)
uniformly for t=n= o(1) and for all x 2 [0; ]. Under the assumptions of the theorem,
p
n(n;Z(0)− 1; n;Z(i); i = 1; : : : ; m) d!(
p
var(Z2)N0; Ni; i = 1; : : : ; m); (A.13)
where (Nt) is an iid N(0; 1) sequence. This limit result follows from the theory for
sums of mixing sequences provided by Billingsley (1968, Chapter 4). Thus we may
conclude from (A.13) and (A.12) in combination with the continuous mapping theorem
that for every xed m>1,
p
n [n;Z(0)− 1] x +
p
n ((x)− x) n;Z(0) + 2
mX
t=1
[
p
nn;Z(t)]
2
n
j(x)X
j=1
cos(jt)
d!
p
var(Z2)N0 + 2
mX
t=1
sin(xt)
t
Nt ;
where d! denotes weak convergence in D[0; ] (in the sup norm). Moreover, standard
theory for random series (e.g. Ledoux and Talagrand, 1991) shows thatp
var(Z2)N0 + 2
mX
t=1
sin(xt)
t
Nt
converges in C[0; ] (this fact is also well known because of the Paley{Wiener
construction of Brownian motion). A glance at (A.10) shows that it remains to
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verify that
lim
m!1 lim supn!1
P
0@

n−1X
t=m+1
p
nn;Z(t)
2
n
j()X
j=1
cos(jt)

>
1A= 0 for all > 0;
(A.14)
where jj  jj is the sup-norm in D[0; ]; cf. Billingsley (1968, Theorem 4:2). The
decomposition (A.11) yields
n−1X
t=m+1
[
p
nn;Z(t)]
2
n
j(x)X
j=1
cos(jt)
=
n−1X
t=m+1
[
p
nn;Z(t)]

n

−1 + cos((x)t) + sin((x)t) cos(t=n)
sin(t=n)

: (A.15)
Notice that
var
 
1
n
n−1X
t=m+1
p
nn;Z(t)
!
=
1
n2
n−1X
t=m+1
n− t
n
! 0 (A.16)
uniformly in m, so the rst term in decomposition (A.15) is asymptotically negligible.
Next we show that the second term in decomposition (A.15) is asymptotically
negligible, uniformly for x 2 [0; ]. It suces to show that
1
n
n−1X
t=m+1
p
nn;Z(t)cos(t) P! 0 (A.17)
in C[0; ]. To show this we follow the lines of the proof of Theorem 3:2 in Kluppelberg
and Mikosch (1996b, pp. 1873{1876). As in Kluppelberg and Mikosch (1996b), for
the sake of simplicity of representation, we assume that
n= 2b+1 − 1 and m= 2a − 1
and we dene
p = 2−p= for some > 2:
Then, for xed > 0 and a chosen suciently large, the calculations on p. 1874 of
Kluppelberg and Mikosch (1996b) show that
I = P
 
1n
n−1X
t=m+1
p
nn;Z(t) cos(t)

>
!
6
bX
p=a
X
k=1;:::;2p
Ip;k ;
where
Ip;k = P
0@ max
j2f(k−1)2p+1;:::; k2pg
sup
x2(( j−1)2−2p; j2−2p]
1n
2p+1−1X
t=2p
p
nn;Z(t) cos(xt)
>p
1A :
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Writing
cos(xt) = cos([x − (j − 1)2−2p]t)cos((j − 1)2−2pt)
−sin([x − (j − 1)2−2p]t)sin((j − 1)2−2pt);
we obtain
Ip;k6
k2pX
j=(k−1)2p+1
P
0@∥∥∥∥∥∥1n
2p+1−1X
t=2p
p
nn;Z(t) cos(t) cos((j−1)2−2pt)
∥∥∥∥∥∥
[0;2−2p]
>p=2
1A
+
k2pX
j=(k−1)2p+1
P
0@∥∥∥∥∥∥1n
2p+1−1X
t=2p
p
nn;Z(t) sin(t) sin((j − 1)2−2pt)
∥∥∥∥∥∥
[0;2−2p]
>p=2
1CA
=Ip;k;1 + Ip;k;2:
where jjjj[0;2−2p] is the sup-norm in C[0; 2−2p]. We restrict ourselves to the estimation
of Ip;k;1; Ip;k;2 can be bounded in the same way. For x; y 2 [0; 2−2p] one has
cos(xt)− cos(yt) = 2 sin((x + y)t=2)sin((x − y)t=2): (A.18)
Applying the Cauchy{Schwarz inequality, using the orthogonality of the random
variables n;Z(t) and utilizing (A.18), we obtain
P
0@1n
2p+1−1X
t=2p
p
nn;Z(t)[cos(xt)− cos(yt)] cos((j − 1)2−2pt)
>p=2
1A
6
4
n22p
var
0@2p+1−1X
t=2p
p
nn;Z(t)[cos(xt)− cos(yt)] cos((j − 1)2−2pt)
1A
=
4
n2 2p
2p+1−1X
t=2p
n var(n;Z(t))[cos(xt)− cos(yt)]2 cos2((j − 1)2−2pt)
6
const
n2 2p
(x − y)2
2p+1−1X
t=2p
n− t
n
t26const n−2 −2p (x − y)2 23p: (A.19)
This, a maximal inequality (Theorem 12:2 in Billingsley, 1968) and exactly the same
arguments as in Kluppelberg and Mikosch (1996b, p. 1876) with  = 2, show that
Ip;k;16const −2p n
−2:
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Thus we obtain
I6const n−2
bX
p=a
2p(1+2=) ! 0
as n ! 1 for every xed suciently large m and  large. This proves (A.17). By
virtue of (A.15){(A.17) it remains for (A.14) to show that for every > 0,
lim
m!1 lim supn!1
P
 
n
n−1X
t=m+1
p
nn;Z(t) sin(t) cos(t=n)sin(t=n)

>
!
= 0: (A.20)
We start with the following decomposition for small  2 (0; 1):

n
n−1X
t=m+1
p
nn;Z(t) sin(t) cos(t=n)sin(t=n)
=
hnX
t=m+1
p
nn;Z(t)
sin(t)
t
+
hnX
t=m+1
p
nn;Z(t)
sin(t)
t

t
n
cos(t=n)
sin(t=n) − 1

+

n
[n(1−)]X
t=hn+1
p
nn;Z(t) sin(t) cos(t=n)sin(t=n)
+

n
n−1X
t=[n(1−)]+1
p
nn;Z(t)sin(t) cos(t=n)sin(t=n)
= In;1() + In;2() + In;3() + In;4():
Here (hn) is an integer sequence such that hn !1 and hn=n! 0. Notice thattn cos(t=n)sin(t=n) − 1
6const(t=n)2 ! 0 (A.21)
uniformly for t6hn. Following the lines of the proof of Theorem 3:2 in Kluppelberg
and Mikosch (1996b), but using the Cauchy{Schwartz inequality on p. 1876 with =2
instead of Theorem 6:9:4 of Kwapien and Woyczynski (1992) (i.e. proceeding as in
the rst part of the proof), we obtain that
In;1() d!
1X
t=m+1
Nt
sin(t)
t
(A.22)
in C[0; ], where (Nt) is an iid sequence of standard normal random variables. Now
we turn to In;2. We intend to show that
In;2() P! 0 (A.23)
in C[0; ]. In view of (A.21), the convergence of the nite-dimensional distributions
follows from the fact that
var(In;2(x))6 const
hnX
t=m+1
t−2

t
n
cos(t=n)
sin(t=n) − 1
2
6 const
hnX
t=m+1
t−2(t=n)46const
h3n
n4
! 0:
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Then In;2(x)
P! 0 is immediate. Observe that for x<y,
var[In;2(x)− In;2(y)]6 const
hnX
t=m+1
t−2[sin(xt)− sin(yt)]2

t
n
cos(t=n)
sin(t=n) − 1
2
6 const
hnX
t=m+1
t−2[t(x − y)]2(t=n)4
6 const (x − y)2 h
5
n
n4
:
Now choose (hn) such that hn=n4=56const for all n. Then for all n and x<y,
var[In;2(x)− In;2(y)]6const (x − y)2:
It follows from Billingsley (1968, Theorem 12:3) that (In;2) is tight in C[0; ] which
fact together with the convergence of the nite-dimensional distributions implies (A.23).
For the proof of
In;3() P! 0 (A.24)
in C[0; ], notice that
In;3() =
[n(1−)]X
t=hn+1
p
nn;Z(t)
sin(t)
t
at;n;
where jat;nj6const uniformly for t6[n(1− )]. Using this fact, one can again follow
the lines of proof of Theorem 3:2 in Kluppelberg and Mikosch (1996b) to show that
(A.24) holds. We omit details.
It is more delicate to bound In;4 since, in this case, at;n is not uniformly bounded,
in particular,
jat;nj6const (1− t=n)−1 ; [(1− )n]6t6n− 1: (A.25)
However, the increase of at;n gets compensated by the decrease of var(
p
nn;Z(t)) =
1 − t=n as t " n. We again use the idea of proof of Theorem 3:2 in Kluppelberg and
Mikosch (1996b). Assume w.l.o.g. that n= 2p. Then for > 0,
P
( jjIn;4()jj>
=P
0@

n−1X
t=[n(1−)]+1
p
nn;Z(t)
sin(t)
t
at;n

>
1A
6
X
k=1;:::;2p
P
 
max
j2f(k−1)2p+1;:::; k2pg
sup
x2( j−1)2−2p; j2−2p]


n−1X
t=[n(1−)]+1
p
nn;Z(t)
sin(xt)
t
at;n
>
1A
=:
X
k=1;:::;2p
Jp;k :
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For x 2 ((j − 1)2−2p; j2−2p] we have
sin(xt) = sin

x −  j − 1
22p

cos

 j − 1
22p

+ cos

x −  j − 1
22p

sin

 j − 1
22p

And therefore (see p. 1875 in Kluppelberg and Mikosch, 1996b, for an analogous step)
Jp;k6Jp;k;1 + Jp;k;2;
where
Jp: k;1 := P
0@ max
j2f(k−1)2p+1;:::; k2pg


n−1X
t=[n(1−)]+1
p
nn;Z(t)
 sin(xt)
t
cos

 j − 1
22p

at;n


[0;2−2p]
>=2
1A ;
Jp: k;2 := P
0@ max
j2f(k−1)2p+1;:::; k2pg


n−1X
t=[n(1−)]+1
p
nn;Z(t)
cos(xt)
t
sin

 j − 1
22p

at;n


[0;2−2p]
>=2
1A :
We restrict ourselves to bound Jp;k;2. As on p. 1876 in Kluppelberg and Mikosch
(1996b) we want to apply the maximal inequality of Theorem 12:2 in Billingsley
(1968), and therefore one has to control the probabilities (see the rst display on
p. 1876; the use of the contraction principle on p. 1875 was for simplicity only,
therefore the additional factors in it) for x<y,
P
0@
n−1X
t=[n(1−)]+1
p
nn;Z(t)t−1[cos(yt)− cos(xt)]sin(2−1(j − j0)2−2pt)
cos(2−1(j + j0 − 2)2−2pt)at;nt
>=2
1A :
An application of the Cauchy{Schwartz inequality to this probability yields the bound
6 const
n−1X
t=[n(1−)]+1
(1− t=n)t−2(cos(xt)− cos(yt))2sin2(2−1(j − j0)2−2pt)a2t; n
6 const (x − y)2n2j(j − j0)2−2pj2
n−1X
t=[n(1−)]+1
(1− t=n)−1:
A double application of Theorem 12:2 in Billingsley (1968) (cf. p. 1876 in Kluppelberg
and Mikosch, 1996b) yields that
Jp;k;26const 2−4pn22−2p
[n]X
t=1
t−16const n−4 ln n:
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Hence for every > 0,
P(jjIn;4()jj>)6const 2pn−4 ln n= const n−3 ln n! 0:
This proves In;4
P! 0 in C[0; ] and concludes the proof of the theorem.
Remark. The methods of proof also work for the self-normalised periodogram, i.e.
~I n;Z() =
 1pn
nX
t=1
~Zte−it

2
= 1 + 2
n−1X
t=1
n;Z(t)cos(t);
where
~Zt = Zt=
p
n;Z(0); t = 1; : : : ; n;
and
n;Z(t) = n;Z(t)=n;Z(0); t = 0; 1; : : : ;
are the sample autocorrelations of the Z-sequence. Dene
~Gn;Z(x) =
2
n
X
j: 0<j6x
~I n;Z(j); x 2 [0; ]:
Then
p
n(Gn;Z(x)− x) =
p
n((x)− x) + 2
n−1X
t=1
p
nn;Z(t)
2
n
X
j: 0<j6x
cos(j)(t):
Similar arguments as above show that(p
n(Gn;Z(x)− x)

x2[0;]
d!
 
2
1X
t=1
Nt
sin(xt)
t
!
x2[0;]
;
in D[0; ], where (Nt) is an iid N (0; 1) sequence. The limit process is a Brownian
bridge on [0; ]. The advantage of this approach is that the limit process does not
depend on the values of var(Z2) and var(Z). Moreover, in the proof one only needs
the joint weak convergence
p
n(n;Z(i); i = 1; : : : ; m)
d! (Ni; i = 1; : : : ; m)
for all m. For this fact a nite second moment is sucient.
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