In real-time systems, correctness depends on the time at which events occur. Examples of real-time systems include timed protocols and many embedded system controllers. Timed automata are an extension of finite-state automata that include real-valued clock variables used to measure time. Given a timed automaton, an equivalent finite-state region automaton can be constructed, which guarantees decidability. Timed model checking tools like Uppal, Kronos, and Red use specialized data structures to represent the real-valued clock variables. A different approach, called integer-discretization, is to define clock variables that can assume only integer values, but, in general, this does not preserve continuous-time semantics. This paper describes an implicit representation of the region automaton to which ordinary model checking tools can be applied directly. This approach differs from integer discretization because it is able to handle real-valued clock variables using a finite representation and preserves the continuous-time semantics of timed automata. In this framework, we introduce the GoAbstraction, a technique to reduce the size of the state space. Based on a conservative approximation of the region automaton, GoAbstraction makes it possible to verify larger systems. In order to make the abstraction precise enough to prove meaningful properties, we introduce auxiliary variables, called Go variables, that limit the drifting of clock variables in the abstract system. The paper includes preliminary experimental results showing the effectiveness of our technique using both symbolic and bounded model checking tools.
time triggered systems, and timed protocols. In fact, most safety critical systems are real-time systems as they require guarantees on the timing of events. For instance, in order for the braking system of a car to be correct, it is not sufficient for the correct output to be produced, but it has to be produced within a given time bound.
Model checking is widely used in the semiconductor industry and it has been successful for software. For example, the model checker Slam [3] is the basis for the Driver Verifier, which is currently being distributed by Microsoft as part of their Device Driver Software Development Kit. Moreover, all device drivers must be verified using the Driver Verifier in order to be certified by Microsoft's Windows Hardware Quality Labs. However, finite-state model checking cannot be applied directly to real-time systems because time is modeled as a continuous, realvalued quantity. The success of finite-state model checking has spurred the development of model checking techniques for infinite-state systems, including real-time systems.
Real-time systems are often modeled using timed automata [2] . Timed automata are an extension of finite-state automata that include a set of clock variables to keep track of time. The transitions of a timed automaton are labeled with clock constraints that must hold when a transition is taken, and sets of clock variables to be reset after a transition occurs. To specify properties of timed automata, extensions of ordinary temporal logics, e.g., Timed Computation Tree Logic (TCTL) [1] , have been proposed.
In recent years, there has been extensive work on verification of realtime systems. Alur et al. [1, 2] developed the theoretical foundations for much of the work in this area. They introduced timed automata, an extension of finite-state automata that can be used to model realtime systems. They proposed the region graph construction, which maps questions about an (infinite-state) real-time system into questions about a corresponding finite-state automaton. Many tools and techniques for real-time verification are based on this work but employ specialized data structures to represent clock variables: Difference Bounded Matrices [7] , Region Encoding Diagrams [17] , Clock-Restriction Diagrams [20] , and Difference Decision Diagrams [13] , just to name a few. Henzinger and Kupferman [9] showed how to reduce the problem of checking a timed temporal logic property of a timed automaton to checking an (untimed) temporal logic property of a property of the region automaton. Therefore, from now on, we will only consider untimed temporal logic properties. Other approaches have also been proposed. For instance, extensive work has been done on integer discretization based techniques [5, 10, 4, 11] , where real-valued clock variables are replaced by integer-valued vari-ables. While these techniques in general do not preserve the continuoustime semantics of timed-automata, they are sound for a class of real-time systems and properties [10] .
In this paper, we explore techniques for the verification of timed automata that are based on the region graph construction but do not use specialized data structures to represent clock variables. Preliminary work in this area is due to Gōllü et al. [8] , however, no implementation or experimental results were presented by the original authors. These techniques are usually referred to as discretization techniques, but they are radically different from the integer-discretization techniques mentioned above. The main difference is that the former provide a finite (discrete) representation for sets of real-valued clock variables while the latter is able to handle only integer-valued clock variables. In this paper, we describe a new implicit representation of the region automaton. The representation is implicit in that we do not enumerate regions or transitions explicitly. The resulting system can be verified using existing model checking tools. Our representation of clock regions is similar to the one of Wang et al. [18] , however, their approach is based on a specialized data structure for symbolic model checking and it cannot be used with other model checking tools.
The region graph construction [1] is a well known technique for model checking timed automata. A state of a timed automaton is defined as a pair made of a location and a valuation of the clock variables. A clock region is a (possibly infinite) set of clock valuations. The region graph construction defines a bisimulation between the states of a timed automaton and a finite set of clock regions. The result of the construction is a region automaton, a finite-state automaton that is bisimilar to the original timed automaton. The bisimulation defined in [1] preserves temporal logic properties. Verification of a property of a timed automaton is reduced to the verification of the same property on the corresponding region automaton. The region automaton is, by construction, finite, therefore, ordinary model checking techniques can be applied to it. However, since the region automaton can be exponential in the size of the original timed automaton, existing tools like Uppaal [12] , Kronos [21] and Red [19] treat clock variables differently from discrete state variables and use specialized data structures to represent clock regions.
Since the region automaton is, in the worst case, exponential in the number of clock variables [2] , we introduce a new abstraction technique called GoAbstraction that addresses this blow up. Approaches that use a representation similar to ours, e.g. [8, 18] , do not have a similar abstraction technique.
Abstractions have been widely used in hardware and software model checking to improve the performance of verification. Predicate abstraction has been applied to timed automata by Möller et al. [14] and Sorea [15] . This approach is based on identifying a set of predicates that is sufficient to discriminate between any two clock regions and uses abstraction/refinement to find a minimal subset of these predicates that is sufficient to perform the verification. Tripakis and Yovine [16] define an abstraction that removes the actual value of the delays to obtain a timeless system, which is finite-state. Our approach, instead, is based on merging clock regions that differ only in the ordering of fractional parts.
In the region graph construction, a clock region corresponds to a set of clock valuations that are equivalent according to the bisimulation relation presented in [1] . One of the conditions necessary for two clock valuations v and v ′ to be equivalent is that the ordering of the fractional parts of each pair of clock variables is the same in both valuations. For instance, if the fractional part of clock c 1 is less than the fractional part of clock c 2 in v, the same must hold for v ′ , even if the actual values may differ. This is necessary to precisely compute the successors of a given clock region. However, given n clock variables, there are n! possible orders of their fractional parts, and, in principle, n! different clock regions. This can cause an exponential blow up in the number of states in the region automaton, which can lead to intractability.
Our approach abstracts the relative ordering between the fractional parts. By doing so, we obtain an over-approximation of the behavior of the system, where precise information is lost. Regions that differ only because of the ordering of the fractional parts of some clock variables are merged into a single abstract clock region. By reducing the number of clock regions, we decrease the number of states in the region automaton and, therefore, we obtain a smaller state space. However, while the abstraction is safe and it is guaranteed to preserve the validity of properties, it may introduce spurious counterexamples.
The abstraction scheme as presented so far is too coarse. The problem is that, as we discard the relative ordering between clock variables, we allow them to drift apart unboundedly. In order to make the abstraction more precise, we introduce auxiliary variables, called Go variables, that keep track of the way clock variables evolve and limit the drifting to at most one time unit.
In our preliminary experiments, we show how GoAbstraction is sufficient to prove properties for a real-time protocol, namely Fischer's mutual exclusion protocol, that could not be established with a naive abstraction scheme that did not make use of the Go variables.
The reminder of the paper is organized as follows. Section 1 recalls some useful definitions. Our discretization is presented in Section 2, and GoAbstraction is introduced in Section 3. Section 4 contains some preliminary experimental results and Section 5 gives conclusions and directions for future work.
Preliminaries

Timed Automata
Timed automata are a formalism used to model real-time systems. They are an extension of finite-state automata that include a set of realvalued clock variables used to measure time. Transitions of a timed automaton are labeled with a clock constraint and a set of clock variables known as the reset set. A transition can be taken only if the clock constraint associated with it is true in the current state. After a transition is taken, the values of the clock variables in the reset set are set to zero.
Definition 1 (Clock Constraints)
A clock constraint is a Boolean combination of equalities and inequalities involving a single clock variable x and an integer constant c (i.e., x < c, x ≤ c, x = c, x ≥ c, and x > c).
The set of all possible clock constraints over a set of clock variables X is denoted by C(X).
Definition 2 (Clock Valuations)
A clock valuation over a set of clock variables X is a function v : X → R + that assigns to every clock variable in X a non-negative real value.
The set of all possible clock valuations over a set of clock variables X is denoted by V (X). Let v 0 , called the zero clock valuation, be the clock valuation that assigns the value zero to all clock variables. Given a clock valuation v ∈ V (X) and a non-negative real value δ ∈ R + , we denote by v + δ ∈ V (X) the clock valuation that maps every clock variable x ∈ X to the value v(x) + δ. Given a clock valuation v ∈ V (X) and a reset set λ ⊆ X, we denote by v[λ = 0] ∈ V (X) the clock valuation that maps every clock variable x in λ to zero and every clock variable x not in λ to the same value v does. Given a clock constraint g ∈ C(X) and a valuation v ∈ V (X), v satisfies g if and only if the expression obtained by replacing in g every occurrence of a clock variable x with the value v(x) evaluates to true.
Definition 3 (Timed Automaton)
A timed automaton is a 5-tuple A = (Q, X, q 0 , I, T ) where Q is a finite set of locations; X is a finite set of real-valued clock variables; q 0 ∈ Q is an initial location; I : Q → 2 V (X) is a location invariant, a function that assigns to every location a set of valid valuations; and T ⊆ Q × C(X) × 2 X × Q is a set of discrete transitions, such that (q, g, λ, q ′ ) ∈ T if and only if there is a discrete transition from location q to location q ′ labeled with the clock constraint g and the reset set λ.
The state of a timed automaton A is a pair (q, v) such that q ∈ Q is a location and v ∈ V (X) is a clock valuation. Timed automata allow two types of transitions: (i) time transitions, which correspond to the passing of time; and (ii) discrete transitions, which correspond to the discrete transitions of the automaton. A time transition is labeled by a positive real value δ and maps state (q, v) into state (q, v + δ) if for all non-negative real values δ ′ ≤ δ, v + δ ′ belongs to the invariant I(q). A discrete transition is labeled by (q, g, λ, q ′ ) ∈ T and maps state (q, v) into state (q ′ , v[λ = 0]) if v satisfies the clock constraint g and v[λ = 0] belongs to the invariant I(q ′ ).
Region Graph Construction
A state of a timed automaton is a pair made of a location and a clock valuation. Therefore, the set of possible states is infinite, as the clock variables are assigned values from R + . Model checking was developed as a technique for automatically verifying properties of finite-state systems. As such, it is not directly applicable to timed automata, since they may have an infinite number of states.
Alur et al. [1] proposed the region graph construction as a way to make verification of real-time systems feasible. Given a timed automaton, the region graph construction produces a region automaton, a finite-state automaton that is bisimilar to the original timed automaton. Model checking can then be performed on the region automaton, which satisfies the same set of properties as the original timed automaton.
Given a timed automaton A, for each clock variable x ∈ X, let M x be the largest constant against which x is compared in the clock constraints associated with the discrete transitions of A. We call M x the maximum constant value of clock variable x in the timed automaton A. Let ⌊x⌋ be the integer part of clock variable x, and x = x − ⌊x⌋ be its fractional part.
Definition 4 (Equivalent Clock Valuations) Given a set of clock variables X and their maximum constant values M x , two clock valuations
if and only if:
For all x ∈ X, either ⌊v 1 (x)⌋ = ⌊v 2 (x)⌋ or both v 1 (x) and v 2 (x) are greater than M x ;
For all x ∈ X such that v 1 (x) ≤ M x , v 1 (x) = 0 if and only if v 2 (x) = 0; and
As an example, consider Figure 1 . Each point on one of the two diagrams corresponds to a clock valuation, each shaded area to a set of equivalent clock valuations. The shaded area on the left shows the clock valuations such that ⌊x⌋ and ⌊y⌋ are equal to 1 and y is smaller than x . The shaded area on the right represents the clock valuations such that ⌊x⌋ = 2, ⌊y⌋ = 1, y < x , and x = 0. The shaded area in each diagram represents a set of equivalent clock valuations.
The first two conditions of Def. 4 guarantee that given two equivalent clock valuations, they satisfy the same set of clock constraints. Given a clock constraint x ⊳ c, the validity of the constraint can be decided by knowing the integer part of x and whether the fractional part of x is equal to zero.
The third condition is needed to guarantee that, given two equivalent clock valuations, as time passes, they will reach clock valuations that are equivalent. Consider again Figure 1 . For all clock valuations represented by the shaded area in the diagram on the left y < x . As a consequence, as time passes, since both variables are incremented at the same rate, clock variable x will reach the value 2 before clock variable y does. Therefore, the set of clock valuations such that ⌊x⌋ = 2 ∧ ⌊y⌋ = 1 ∧ x < y ∧ x = 0 is reachable. The shaded area in the diagram on the right represents this set of clock valuations. If we did not know the ordering of the fractional parts of x and y, two other sets of equivalent clock valuations would also be reachable, ⌊x⌋ = ⌊y⌋ = 2 ∧ x = y = 0 and ⌊x⌋ = 1 ∧ ⌊y⌋ = 2 ∧ 0 = y < x . Definition 5 (Clock Region) A clock region µ is an equivalence class of the relation ≈ defined above.
Let the set of clock regions of the automaton A be denoted by Γ(A). Γ(A) is finite by construction. Since all valuations in a clock region satisfy the same set of clock constraints, a region µ satisfies a clock constraint c if and only if every clock valuation v ∈ µ satisfies c. Given a clock region µ, we define µ ′ = µ[λ = 0] to be the clock region such that, for all clock valuations v ∈ µ, v[λ = 0] belongs to µ ′ .
Definition 6 (Time Successor) Given a clock region µ, a clock region µ ′ = µ is a time successor of µ if and only if there exists a clock valuation v ∈ µ and a positive real value δ, such that v + δ ∈ µ ′ and for all non-negative real values δ ′ < δ, v + δ ′ belongs either to µ or µ ′ .
Notice that each clock region µ has at most one time successor because of the way we defined the equivalence relation ≈ on clock valuations.
Definition 7 (Region Automaton) Given a timed automaton A, the corresponding region automaton is a finite-state automaton R(A) = (S, s 0 , R) where S = Q × Γ(A) is a finite set of states; s 0 = (q 0 , µ 0 ) is an initial state, where µ 0 is the clock region containing the zero clock valuation v 0 ; and R ⊆ S × S is a finite transition relation such that ((q 1 , µ 1 ), (q 2 , µ 2 )) belongs to R if and only if either:
is the time successor of µ 1 , and µ 2 satisfies I(q 1 ); or there exists a discrete transition (q 1 , g, λ, q 2 ) such that µ 1 satisfies g, µ 2 = µ 1 [λ = 0], and µ 2 satisfies I(q 2 ).
The region automaton captures the behaviors of the original timed automaton exactly, i.e., they satisfy the same sets of properties.
Discretization
In this section, we give a representation of the region automaton. The representation is implicit as, in the model we construct, time transitions are not enumerated explicitly but are represented by two transitions called the from-integer and the to-integer time transitions.
Given a timed automaton A, let M x be the maximum constant values in A. For each clock variable x ∈ X, let us introduce two variables: an integer part variable I x and a fractional order variable F x .
The integer part variable represents the integer part of a clock variable. For a clock variable x, I x is equal to ⌊x⌋ if x ≤ M x and M x otherwise. Therefore I x is an integer ranging between 0 and M
The fractional order variables are integers ranging between 0 and n, where n is the number of clock variables. The order between fractional parts is maintained by the fractional order variables, i.e., given two clock variables x and y such that x ≤ M x and y ≤ M y , F x ⊳ F y if and only if x ⊳ y , for ⊳ ∈ {<, =, >}. While clock variable x ∈ X is a real-valued variable, I x and F x are discrete (cf. Fig. 2 ). Definition 8 (Discrete Clock Valuations) Given a set of clock variables X, a discrete clock valuation is a function v d that, for each clock variable x ∈ X, assigns to I x a value from {0, . . . , M x } and to F x a value from {0, . . . , n}.
Let V d (X) be the set of discrete clock valuations defined for a set of clock variables X. Given a clock valuation v ∈ V (X), the corresponding discrete clock valuation v d assigns values to each integer part and fractional order variables as described above. Given a clock variable x ∈ X, we will denote by
The states of the region automaton can be represented by a pair made of a location and a discrete clock valuation. Now that we have defined discrete clock valuations, a representation for clock regions, and discrete states, we define how transitions between states in the region automaton map to transitions between discrete states in the discrete timed system. The region automaton defines two types of transitions: time transitions and discrete transitions.
Time transitions are represented by two transitions: (i) the frominteger time transition, which is taken when one of the clock variables has an integer value; and (ii) the to-integer time transition, which leads to a state where one of the clock variables has an integer value. Each time transition represents a set of actual transitions. We use two types of time transitions to capture two possible scenarios: (i) the case where at least one clock variable has an integer value (cf. Figure 3) ; and (ii) the case where none of the clock variables has an integer value (cf. Figure 4) . In the figures, the diagrams at the top, represent the clock regions as shaded area as before. The bottom shows a discrete clock valuation by assigning an integer part and a fraction order to each clock variable.
The from-integer time transition can be taken only if there exists at least one fractional order variable equal to zero. When this transition is taken, all fractional order variables are incremented by one, while all integer part variables remain unchanged. The example in Fig. 3 contains two clock variables x and y. The maximum constant value of x is 3 and the one of y is 2. A point in one of the diagrams at the top of the figure represents a clock valuation, which assigns the corresponding values to x and y. The thin lines split the clock valuations into regions. A shaded area is used to represent a specific clock region. Initially the discrete value of x is (1, 1) and the one of y is (1, 0). The shaded area in the diagram at the top-left of the figure shows the region corresponding to this discrete state. As time progresses, clock variable y will become greater than 1 before clock variable x reaches 2, and it will have the smallest, non-zero fractional part. Therefore, its discrete value will be (1, 1). At the same time, variable x will still have integer part equal to 1, but its fractional part will become the second smallest one and, therefore, its discrete value will be (1, 2). The shaded area in the diagram at the top-right of the figure shows the region corresponding to the new state. Evolution of a region and the corresponding discrete valuation due to the from-integer time transition. Each shaded area represents the clock valuations belonging to a region.
The to-integer time transition can be taken only if none of the fractional order variables is equal to zero. The fractional order variables with the largest value (there might be more than one) are set to zero and the corresponding integer part variables are incremented by one. All other integer part and fractional order variables remain unchanged. The example in Fig. 4 contains clock variables x and y as before. Initially the discrete value of x is (1, 2) and the one of y is (1, 1) . The shaded area in the diagram at the top-left of the figure shows the region corresponding to this discrete state. As time progresses, variable x will be the first one to reach an integer value, because it has the largest fractional part. Its new value will be (2, 0) and the next value of y will remain (1, 1), since y still has the smallest, non-zero fractional part. The shaded area in the diagram at the top-right of the figure shows the region corresponding to the new state.
The clock variables x ∈ X such that the integer part variable I x is equal to M x and the fractional order variable F x is greater than zero are treated differently: their integer part and fractional order variables are not updated by the from-integer or the to-integer time transitions. This is because, in the region graph construction, the order between fractional parts is relevant only for those clock variables that are smaller than the corresponding maximum constant value.
Each discrete transition of the region automaton is mapped into a corresponding discrete transition between discrete clock valuations. A discrete clock valuation satisfies a clock constraint g if the corresponding clock region does. Since clock variables are only compared against integer constants, it is possible to determine if a discrete clock valuation satisfies a clock constraint by looking only at the integer part and fractional order variables. After a transition is taken, the clock variables in the reset set λ must be set to zero. If clock variable x belongs to λ, both the corresponding integer part and fractional order variables are set to zero.
Given a timed automaton A, the result of our discretization is the discrete timed system A d , a system made of two asynchronous processes and containing, for each clock variable x, two discrete variables I x and F x . The first process, called the discrete-transition process has the same locations and transitions as the original timed automaton, where clock constraints are mapped into expressions over I x and F x and reset sets are mapped into resets of these variables, as described above. The second process, called the time-transition process, defines the from-integer and to-integer time transitions. The system is modeled using two asynchronous processes: one process defines the time transitions, the other defines the discrete ones. The time transitions can occur at any location of the timed automaton. Having two asynchronous processes allows us to use a smaller representation: time transitions are defined only once but, by virtue of the asynchronous composition, they can be taken at any location of the timed automaton. The idea of separating discrete transitions and time transition into two asynchronous processes has been used by Lamport [11] in his integer discretization based approach for realtime systems. However, as with other integer discretization techniques, this approach handles only integer-valued clock variables and, therefore, does not capture the continuous time semantics of timed automata.
Theorem 10 (Discrete Equivalence) Given a timed automaton A, the discrete timed system A d and the region automaton R(A) are equivalent.
The main advantages of this construction are: (i) the construction is implicit, it does not enumerate the clock regions or the time transitions between them; (ii) the resulting system can be checked using any of the existing model checking tools and therefore exploit the recent advances in this domain; (iii) this approach can easily be extended to the composition of a set of timed automata: since they need to synchronize over the time transitions, we can represent the composition using a discrete-transition process for each automaton and a single instance of the time-transition process.
3.
GoAbstraction
The discretization given in the previous section makes it possible to verity properties of timed automata using standard model checking tools. However, in the worst case, the region automaton can be exponential in the number of clock variables and the largest constant. Therefore, even if our construction does not explicitly enumerate the clock regions, model checking might not terminate because of the size of the state space.
In this section, we introduce a new abstraction technique, called GoAbstraction, which aims at reducing the size of the state space. This is a conservative approximation of the behaviors of the system, i.e., each behavior of the original system is maintained in the abstraction, but it may introduce spurious counterexamples.
In the construction given in Section 3, for each clock variable x, the fractional order variable F x is used to represent the ordering relation between the fractional parts of the different clock variables. Keeping track of this ordering, however, may lead to a number of different permutations that is exponential in number of clock variables. For some applications, this can cause the verification to be intractable.
We propose an abstraction that discards part of the ordering relation between clock variables. In the previous construction, the fractional order variables ranged between 0 and n, where n is the number of clock variables. In the abstraction, we replace the fractional order variables F x with abstract fractional order variables F α x . These variables assume values in the abstract domain F α = {0, α}, where 0 represents clock variables whose fractional part is equal to zero, and α represents all other possible fractional order values (cf. Fig. 5 ).
Definition 11 (Abstract Clock Valuations) Given a set of clock variables X, an abstract clock valuation is a function v α that, for each clock variable in x ∈ X, assigns to I x a value from {0, . . . , M x } and to F α x a value from F α .
Let V α (X) be the set of abstract clock valuations defined for a set of clock variables X. Given a clock variable x ∈ X, we will denote by
Definition 12 (Abstraction Function) The abstraction function h : V d (X) → V α (X) maps discrete clock valuations into abstract clock valuations and is defined as:
Given the abstraction function h, it is possible to construct an abstract timed system A α using a technique called existential abstraction [6] . Existential abstraction produces an over-approximation of the concrete system that is guaranteed to preserve universal CTL (∀CTL) properties. The abstract timed system A α is analogous to the discrete timed system A d but uses the abstract fractional order variables instead of the (concrete) fractional order ones. Each transition of A d is mapped into an abstract transition of A α as described below.
The from-integer abstract time transition can be taken only if there exists at least one abstract fractional order variable equal to 0. When this transition is taken, all fractional order variables equal to 0 are set to α.
The to-integer abstract time transition can be taken only if all abstract fractional order variables are equal to α. When this transition is taken, any non-empty subset of the fractional order variables can be set to 0 and the corresponding integer part variables are incremented by one. Notice that the transitions represented by the to-integer abstract time transition can be non-deterministic.
Each discrete transitions is mapped into an abstract discrete transition. The validity of a constraint can be determined by knowing the value of the integer part variables and whether the abstract fractional order variables are equal to zero. The reset of a clock variable can be done by setting both the integer part and the abstract fractional order variables to zero.
Given a timed automaton A, the result of our abstraction is the abstract timed system A α , a system made of two asynchronous processes and containing, for each clock variable x, two discrete variables I x and F α x . The first process, called the abstract discrete-transition process has the same locations and transitions as the original timed automaton, where clock constraints are mapped into expressions over I x and F α x and reset sets are mapped into resets of these variables, as described above. The second process, called the abstract time-transition process, defines the from-integer and to-integer abstract time transitions.
Theorem 13 (Abstraction Preservation) Given a timed automaton A, the abstract timed system A α is an over-approximation of the discrete timed system A d , i.e., every trace of A d corresponds to an equivalent trace of A α .
The abstraction above, however, is too coarse. Given two clocks that are assigned the same value, it is possible for them to drift apart arbitrarily, i.e., there exists a sequence of abstract time transitions such that the difference between the two clocks grows unboundedly (cf. Fig. 6 ). Given two clock variables initially equal, they can drift apart by means of an appropriate sequence of from-integer and to-integer abstract time transitions. This is because, in the abstraction, we discarded the order between the fractional parts and introduced non-determinism in the to-integer abstract time transition. It is possible to increment one of the clock variables multiple times before incrementing the others.
In order to prevent this and obtain a more precise abstraction, for each of the clock variables x ∈ X, we introduce in our model the Boolean variable Go x . The purpose of this variable is to keep track whether a clock variable has been already incremented.
Initially, all Go x variables are set to true. This means that all variables can be incremented. Once a clock variable x has been incremented, the variable Go x is set to false. This prevents the same clock variable from being incremented again. When all Go x variables are false, i.e., every variable has been incremented once, they are set to true simultaneously. Fig. 7 illustrates the behavior of the Go x variables. They guarantee that two clock variables cannot drift apart by more than one time unit, making the abstraction more precise. We can now construct the GoAbstraction timed system A α Go , which is obtained by introducing the Go x variables and updating the abstract transitions.
The from-integer GoAbstraction time transition is analogous to the from-integer abstract time transition, but it also updates the Go x variables. If for all clock variables x such that I x < M x and F x = α the corresponding variable Go x is false, then the Go x variables of all clocks are set to true; otherwise the Go x variables of the clocks whose abstract fractional order variable is equal to 0 are set to false and all other Go x variables are left unchanged. The to-integer GoAbstraction time transition is analogous to the to-integer abstract time transition, but only clock variables whose Go x variable is true can be updated by this transition.
Given a timed automaton A, the result of GoAbstraction is the GoAbstraction timed system A α Go , a system made of two asynchronous processes and containing, for each clock variable x, three discrete variables I x , F α x , and Go x . The first process, called the GoAbstraction discrete-transition process has the same locations and transitions as the original timed automaton, where clock constraints are mapped into expressions over I x and F α x and reset sets are mapped into setting I x and F α x to zero and Go x to true. The second process, called the GoAbstraction time-transition process, defines the from-integer and to-integer GoAbstraction time transitions, and the GoAbstraction reset transition. Theorem 14 (GoAbstraction Preservation) Given a timed automaton A, the GoAbstraction timed system A α Go is an over-approximation of the discrete timed system A d , i.e., every trace of A d corresponds to an equivalent trace of A α Go .
Moreover, the GoAbstraction timed system is more precise than the abstract time system defined above, that is:
Theorem 15 (Refined Abstraction) Given a timed automaton A, the abstract timed system A α is an over-approximation of the GoAbstraction timed system A α Go , i.e., every trace of A α Go corresponds to an equivalent trace of A α .
Experimental Results
In this section, we give some preliminary experimental results that we obtained by applying GoAbstraction to Fischer's mutual exclusion protocol.
This protocol guarantees mutual exclusion by imposing minimum and maximum delays for the execution of some statements. We modeled such delays by means of clock constraints in the timed automaton. We model checked the protocol using Cadence SMV both as a symbolic model checker and a bounded model checker. The results for symbolic model checking are presented in Table 1 . The first column shows the value of the timing parameter k, a parameter of the protocol. The second and third columns report the time required by SMV to perform the verification. The model used for the second column corresponds to the discrete timed system A d (cf. Section 2) and the one used for the third column corresponds to the GoAbstraction timed system A α Go (cf. Section 3). In both cases, SMV was able to verify mutual exclusion, which demonstrates that GoAbstraction is precise enough to verify the property. Moreover, by using GoAbstraction, we were able to reduce the running time of the model checker by an order of magnitude. Table 2 shows the results obtained by performing bounded model checking on the same models. Since bounded model checking is mostly aimed at detecting property violations, instead of checking for mutual exclusion, we checked if one of the processes is unable to reach the critical section. Since the protocol is correct, every process is guaranteed to eventually reach the critical section and the model checker reports a counterexample. The first column in the table contains the value of the timing parameter k. The next two columns contain three values: the running time and the depth l at which a valid counterexample was found, and the running time of the verification for depth l − 1, at which no error can be found. As it can be seen from the results, GoAbstraction has the side effect of reducing the depth at which an error can be detected: this is because all the intermediate steps needed to increment the fractional order variables of the different clocks are removed by the abstraction. Moreover, the running times are reduced again by one order of magnitude.
While these are only preliminary results, they show how, in this case, GoAbstraction is precise enough to prove interesting properties, and it is effective in reducing verification time.
5.
Conclusions and Future Work
We described an implicit representation of the region automaton that can be used to perform verification of real-time systems using existing state-of-the-art model checking tools. Since the size of the region automaton can be exponential in the number of clock variables, we introduced GoAbstraction, a new abstraction technique that, by making use of auxiliary variables, is precise enough to preserve interesting prop-erties of real-time systems. We demonstrated this technique on a typical real-time example.
In our experiments, we manually checked whether a counterexample was spurious. However, this process can be automated, and we would like to do so in future work. While GoAbstraction was sufficient for the example we considered, we would like to develop a counterexampleguided abstraction/refinement framework for timed automata based on GoAbstraction.
Moreover, we would like to develop additional techniques for the verification of real-time systems based on the representation we presented. Specifically, we would like to develop additional abstractions that can be used to address the verification of real-time properties of large systems.
