Abstract. We present a general framework for the rigorous numerical analysis of time-fractional nonlinear parabolic partial differential equations, with a fractional derivative of order α ∈ (0, 1) in time. It relies on three technical tools: a fractional version of the discrete Grönwall-type inequality, discrete maximal regularity, and regularity theory of nonlinear equations. We establish a general criterion for showing the fractional discrete Grönwall inequality, and verify it for the L1 scheme and convolution quadrature generated by BDFs. Further, we provide a complete solution theory, e.g., existence, uniqueness and regularity, for a time-fractional diffusion equation with a Lipschitz nonlinear source term. Together with the known results of discrete maximal regularity, we derive pointwise L 2 (Ω) norm error estimates for semidiscrete Galerkin finite element solutions and fully discrete solutions, which are of order O(h 2 ) (up to a logarithmic factor) and O(τ α ), respectively, without any extra regularity assumption on the solution or compatibility condition on the problem data. The sharpness of the convergence rates is supported by the numerical experiments.
1. Introduction. Time-fractional parabolic partial differential equations (PDEs) have been very popular for modeling anomalously slow transport processes in the past two decades. These models are commonly referred to as fractional diffusion or subdiffusion. At a microscopic level, the underlying stochastic process is continuous time random walk [32] . So far they have been successfully applied in a broad range of diversified research areas, e.g., thermal diffusion in fractal domains [35] , flow in highly heterogeneous aquifer [6] and single-molecular protein dynamics [20] , just to name a few. Hence, the rigorous numerical analysis of such problems is of great practical importance. For the linear problem, various efficient time stepping schemes have been proposed, which include mainly two classes: L1 type schemes and convolution quadrature (CQ).
L1 type schemes approximate the fractional derivative by replacing the integrand with its piecewise polynomial interpolation [24, 26, 37, 3] and thus generalize the classical finite difference method. The piecewise linear case has a local truncation error O(τ 2−α ) for sufficiently smooth solution, where τ denotes the time step size. See also [31, 33] for the discontinuous Galerkin method. CQ is a flexible framework introduced by Lubich [27, 28] for constructing high-order time discretization methods for approximating fractional derivatives. It approximates the fractional derivative in the Laplace domain and automatically inherits the stability property of general linear multistep methods. See [10, 39, 40, 16] for CQ type schemes. Optimal error estimates have been derived for both spatially semidiscrete and fully discrete schemes, including problems with nonsmooth data [10, 14, 31, 16] .
However, up to now, there has been very few work on the rigorous numerical analysis of nonlinear time fractional diffusion equations. In this paper, we present a general framework for analyzing discretization errors of nonlinear problems. The error of the numerical solution can be split into a linear part and a nonlinear part. While the linear part has been carefully studied, the analysis of the nonlinear part requires different mathematical machineries, in order to derive sharp error estimates. Besides regularity estimates for the nonlinear problem, it requires discrete maximal ℓ p regularity, and a fractional version of the discrete Grönwall's inequality for time stepping schemes. The former gives a bound on the discrete fractional derivative due to the nonlinear part, whereas the latter allows combining the nonlinear part with the linear part to obtain a global error estimate.
To the best of our knowledge, a fractional version of discrete Grönwall's inequality for time stepping schemes is still unavailable in the literature. We shall establish such discrete Grönwall's inequality for both L1 scheme and CQs generated by backward difference formulas (BDFs) up to order 6 in Theorem 2.6. Further, in Theorem 2.5, we present a general criterion under which the fractional discrete Grönwall's inequality holds.
To illustrate the main idea of this framework, we consider the following nonlinear problem in a bounded convex polygonal domain Ω ⊂ R (Ω) be the continuous piecewise linear finite element space subject to a quasi-uniform shape regular triangulation of Ω, with a mesh size h, and let ∆ h : S h → S h denote the Galerkin finite element approximation of the Dirichlet Laplacian ∆, defined by (∆ h w h , v h ) := −(∇w h , ∇v h ), ∀ w h , v h ∈ S h . Let 0 = t 0 < t 1 < . . . < t N = T be a uniform partition of the time interval [0, T ], with grid points t n = nτ and step size τ = T /N . Upon rewriting the Caputo derivative ∂ α t u as a Riemann-Liouville one [19, pp . 91], we consider a linearized time-stepping scheme: for the given initial value u
), (1.3) where P h denotes the L 2 projection onto the finite element space S h , and∂ α τ u n h denotes either the CQ generated by the backward Euler method or L1 scheme; see (2.8) and (2.9) below. These methods are popular for discretizing the fractional derivative in time.
After proving the fractional discrete Grönwall's inequality in Section 2 and the regularity estimate in Section 3, we present an error analysis for the fully discrete scheme (1.3) in Section 4. By introducing an intermediate spatially semidiscrete Galerkin problem
we split the error into two parts: 
where ℓ h = log(2 + 1/h). These estimates are sharp with respect to the regularity of the solution in Theorem 3.1 (up to a logarithmic factor ℓ h ), and are confirmed by the numerical experiments in Section 6. Besides, we show how to simplify the analysis of nonlinear problems by applying the fractional-type discrete maximal ℓ p -regularity established in [17] , an extension of the discrete maximal ℓ p -regularity of standard parabolic equations [18, 21, 25] , which has been applied to numerical analysis of nonlinear parabolic equations in the literature [1, 2, 22] .
Last we mention the interesting works [10, 34] on integro-differential equations, where a Riemann-Liouville fractional integral operator appears in front of the Laplacian. These models are closely related to (1.1), but have different smoothing properties. Cuesta et al [10] proposed the CQ generated by the second-order BDF for a semilinear problem, and proved an O(τ 2 ) error bound of the temporal error. In [34] , a Crank-Nicolson type method for a semilinear problem with variable time step size was studied. In these works, a variant of the discrete Grönwall's inequality due to Chen et al [8] plays a crucial role, which differs substantially from the discrete Grönwall's inequality we shall establish below.
Throughout this paper, the notation c denotes a generic constant, which may vary at different occurrences, but it is always independent of the mesh size h and time step size τ .
2. Discrete Grönwall's inequality for time-fractional diffusion. In this section, we establish a fractional version of Grönwall's inequality and its discrete analogue for time stepping schemes. These inequalities are crucial in analyzing numerical schemes for nonlinear subdiffusion equations, and are of independent interest.
Continuous
Grönwall's inequality. We begin with the continuous Grönwall's inequality for fractional differential equations in a general Banach space setting.
Theorem 2.1 (Fractional Grönwall's inequality). Let X be any given Banach space. For α ∈ (0, 1) and
for some positive constants κ and σ, then
where the constant c is independent of σ, u and X, but may depend on α, p, κ and T .
Proof. Due to the zero initial condition u(0) = 0, the Riemann-Liouville and Caputo fractional derivatives coincide. Hence, the function u(t) can be expressed in terms of ∂ α t u (cf. [19, pp. 96 
Upon taking the supremum with respect to t ∈ (0, s) for any s ∈ (0, T ] in (2.3), we obtain
where ǫ > 0 can be arbitrary. By choosing ǫ = 1 2κ , the L ∞ -norm on the right-hand side can be eliminated by the left-hand side, and the last inequality reduces to
That is, we have u(s) X ≤ c κ s 0 u(ξ) X dξ+cσ for s ∈ (0, T ]. Now the standard Grönwall's inequality yields
Substituting it into (2.1) yields (2.2). The proof of Theorem 2.1 is complete.
Discrete
Grönwall's inequality. In this part, we establish the discrete analogue of the Grönwall's inequality in Theorem 2.1 for time stepping schemes that approximate the fractional derivative ∂ α t v(t n ) by a discrete convolution:
where v n is an approximation of v(t n ), and K j , j = 0, 1, 2, . . ., are the weights independent of the time step size τ . Throughout, we denote by K(ζ) the generating function of the discrete fractional derivative∂ α τ , defined by
which is an analytic function in the (open) unit disk D := {z ∈ C : |z| < 1}, continuously differentiable up to the boundary ∂D\{±1}, except for the two points ±1. Then we have
Example 2.1. The CQ generated by the k th -order BDF [27, 10] is given by (2.4), where the coefficients K j , j = 0, 1, . . . , are determined by the power series expansion
The special case k = 1, i.e., the backward Euler CQ, is very popular and commonly known as Grünwald-Letnikov approximation, and the coefficients K j , j = 0, 1, 2, . . ., are given by
Example 2.2. The popular L1 scheme [26] is also of the form (2.4) with [17, pp. 8]
where
p is the polylogarithmic function, which is well defined for |z| < 1 and can be analytically continued to the split complex plane C \ [1, ∞) [11] .
Now we turn to the discrete Grönwall's inequality. For 1 ≤ p ≤ ∞, we denote by ℓ p (X) the space of sequences v n ∈ X, n = 0, 1, . . . , such that (
, by setting v n = 0 for n > m. The following theorem is a discrete analogue of Theorem 2.1 for the backward Euler CQ. It is foundational to the proof of the discrete Grönwall's inequalities for other time-stepping schemes.
Theorem 2.2 (Discrete fractional Grönwall's inequality: backward Euler). Let X be any given Banach space, and let∂ α τ denote the backward Euler CQ given by (2.4) and (2.8).
If α ∈ (0, 1) and p ∈ (1/α, ∞), and a sequence v n ∈ X, n = 0, 1, 2, . . . , with v 0 = 0, satisfies
for some positive constants κ and σ, then there exists a τ 0 > 0 such that for any τ < τ 0 there holds
where the constants c and τ 0 are independent of σ, τ , N , X and v n , but may depend on α, p, κ and T .
To prove Theorem 2.2, we need a technical lemma, which gives a discrete analogue of the Hardy type inequality (2.3).
Lemma 2.3 (Discrete Hardy type inequality). Let α ∈ (0, 1), and X be any given Banach space. If v n ∈ X and w n ∈ X, n = 0, 1, 2, . . . , satisfy
in the sense that both sides are analytic in D, then for p ∈ (1/α, ∞), there holds
where the constant c is independent of τ , m, N and X, but may depend on α, p and T .
Proof. We define φ n , n = 0, 1, . . . , to be the coefficients of the power series expansion
Then direct calculations yield φ 0 = 1 and
With p ′ = p p−1 , the last identity yields
(2.14)
Hence, (2.14) reduces to
where we have used the fact τ (n + 1) ≤ 2T in the last inequality. Since the last inequality holds for all n = 0, . . . , m, it follows that (2.13) holds. Now we are ready to prove Theorem 2.2. Proof of Theorem 2.2. For the backward Euler CQ we have
, and the identity (2.6) can be written as
By choosing ǫκ = 1/2 and collecting terms, and using the fact v 0 = 0, we obtain
Then the standard discrete Grönwall's inequality gives, for sufficiently small step size τ ,
Substituting this into (2.10) yields (2.11). The proof of Theorem 2.2 is complete.
To analyze other time-stepping schemes, we shall need the following lemma of discrete Mikhlin multipliers, which is a simple consequence of Blunck's multiplier theorem [7, Theorem 1.3] through the transform ζ = e −iθ . Here, a UMD space X denotes a Banach space such that the Hilbert transform
, and L q (Ω), 1 < q < ∞, and their closed subspaces (e.g. the finite element space S h equipped with the L q (Ω) norm). Lemma 2.4 (Discrete Mikhlin multipliers). Let X be a UMD space and let M : D → C be an analytic function, continuously differentiable up to ∂D\{±1}, such that the set
is bounded, and denote its bound by c R . Then for any 1 < p < ∞ and any sequence
, the coefficients u n ∈ X, n = 0, 1, . . . , in the power series expansion
where the constant c p,X is independent of the operators M (ζ), ζ ∈ D. Now other time-stepping schemes can be connected to the backward Euler CQ. The next result gives a general criterion for the discrete fractional Grönwall's inequality.
Theorem 2.5 (General criterion for discrete fractional Grönwall's inequality). Let X be a UMD space. If the generating function
then the discrete fractional Grönwall's inequality holds: if α ∈ (0, 1) and p ∈ (1/α, ∞), and a sequence v n ∈ X, n = 0, 1, 2, . . . , with v 0 = 0, satisfies
where the constants c and τ 0 are independent of σ, τ , N and v n , but may depend on α, p, κ, X and T .
Proof. First, we note that∂
. . , are the coefficients in the power series expansion
where F n , n = 0, 1, . . . , are the coefficients in the expansion
By applying Lemma 2.3 to (2.19), we obtain
Let m be fixed and define E n =∂ α τ v n if n ≤ m and E n = 0 if n > m. Let F n be the coefficients of the power series
1−ζ τ α and applying Lemma 2.4 to equation (2.21), we obtain
which further implies
where the constant c is independent of m. The last inequality and (2.20) yield
Substituting (2.16) into the last inequality gives
where ǫ > 0 is arbitrary. By choosing ǫκ = 1/2, we obtain
This together with (2.16) and (2.22) yields (2.17). The proof of Theorem 2.5 is complete. By Theorem 2.5, the discrete fractional Grönwall's inequality can be proved for the L1 scheme and general BDF CQs. Theorem 2.6 (Discrete Grönwall's inequality for L1 scheme and BDF CQ). Let X be a UMD space. For both L1 scheme and CQ generated by the k th -order BDF, with 1 ≤ k ≤ 6, the discrete fractional Grönwall's inequality holds: if α ∈ (0, 1) and p ∈ (1/α, ∞), and a sequence v n ∈ X, n = 0, 1, 2, . . . , with v 0 = 0, satisfies
Proof. By Theorem 2.5, it suffices to show that the generating functions K(ζ) of the L1 scheme and CQ satisfy (2.15). We discuss them separately. First, for the L1 scheme,
Li α−1 (ζ) converges for ζ ∈ ∂D\{1} and has the following asymptotic expansion (cf. [11, Theorem 1] , or [17, equation (4.6) 
If ζ ∈ ∂D\{1} is sufficiently close to 1, then
Meanwhile, we recall the following series expansion (cf. [17, equation (4.5) 
Overall, the first inequality of (2.15) holds for the generating function K(ζ) of the L1 scheme. The second inequality of (2.15) has been proved in [17, Lemma 4.3] . This shows the assertion for the L1 scheme.
Next we turn to the CQ. For the CQ generated by the k th -order BDF, the generating function K(ζ) satisfies
Since the function 
This proves the first inequality of (2.15). Note that
and so for any ζ ∈ ∂D\{±1}, there holds
where the last inequality holds, since the denominator
This shows the second part of (2.15), completing the proof of the theorem.
Remark 2.1. In Theorems 2.5 and 2.6, if we assume
i.e., the index on the right-hand side is slightly changed, then we have
without any restriction on the step size τ .
3.
Regularity of the solution. Now we discuss the existence, uniqueness and regularity for the solutions to (1.1) and (1.4). These results are needed in the numerical analysis in Section 4. The main result of this section is the following theorem.
Theorem 3.1.
, and let f : R → R be Lipschitz continuous. Then problem (1.1) has a unique solution u such that
Similarly, problem (1.4) has a unique solution u h such that
The constant c above is independent of the mesh size h, but may depend on T .
Remark 3.1. For smooth initial data and right-hand side, in the absence of extra compatibility conditions, the regularity results (3.1)-(3.2) and the h-independent estimates (3.3)-(3.4) are sharp with respect to the Hölder continuity in time. The regularity (3.1) was shown in [36] for linear subdiffusion equations and in [29] for a semilinear problem with Neumann boundary conditions under certain compatibility conditions. However, we are not aware of any existing results such as (3.2) and (3.3)-(3.4) for semilinear problems without compatibility conditions, which are important for the numerical analysis in Section 4. 
To analyze u(t) and u h (t) in a unified way, we consider the following abstract problem:
where the notation (X, D, A, u, P, u 0 ) denotes either (L 2 (Ω),
, with I denoting the identity operator. In a bounded convex polygonal domain Ω, the norm of D is equivalent to the graph norm, i.e.,
Let · X→X be the operator norm on the space X. Then the operator A satisfies the following resolvent estimate [4, Example 3.7.5 and Theorem 3.7.11]:
where for φ ∈ (0, π), Σ φ := {z ∈ C\{0} : |arg(z)| < φ}. This further implies
Let g(t) = P f (u(t)), and w := u − u 0 . Then w satisfies the following equation
, with w(0) = 0. By means of Laplace transform, denoted by , we obtain
which together with (3.7) implies w(z) = (z α − A) −1 (z −1 Au 0 + g(z)). By inverse Laplace transform and convolution rule, the solution w(t) to (3.8) is given by
where the operators F (t) : X → X and E(t) : X → X are defined by
respectively. Clearly, we have E(t) = F ′ (t). The contour Γ θ,δ is defined by
oriented with an increasing imaginary part, where θ ∈ (π/2, π) is fixed. In view of (3.9), u is the solution of problem (3.5) if and only if it is the solution of
The next lemma summarizes the mapping properties of the operators F and E. These are partially known [36, Section 2] and [30] . We only sketch the proof for completeness.
Lemma 3.2. For the operators F and E, the following properties hold.
(Ω) and A = ∆. By setting f (u(t)) ≡ 0 and A = ∆ in (3.12), [36 
, the resolvent estimate (3.7), and change of variables z = s cos ϕ + is sin ϕ, we have (with |dz| being the arc length element of Γ θ,δ ) Since E(t) = F ′ (t), the last inequality yields (i) and (iii). The continuity of F (t) : X → D and E(t) : X → D for t ∈ (0, T ] follows from the equivalent norm in (3.6), showing (iv). Now we are ready to present the proof of Theorem 3.1.
Proof of Theorem 3.1. The proof is divided into four steps.
Step 1: Existence and uniqueness. We denote by C([0, T ]; X) λ the function space C([0, T ]; X) equipped with the following weighted norm:
which is equivalent to the standard norm of C([0, T ]; X) for any fixed parameter λ > 0. Then we define a nonlinear map M : 
By choosing a sufficiently large λ, the last inequality implies
Hence, the map M is contractive on the space C([0, T ]; X) λ . The Banach fixed point theorem implies that M has a unique fixed point, which is also the unique solution of (3.12).
Step 2: C α ([0, T ]; X) regularity. Consider the difference quotient for h > 0
(3.14)
A simple consequence of Lemma 3.2(i) is that h −α F (t + h) − F (t) X→X ≤ c, which implies I 1 (t, h) X ≤ c. By appealing to Lemma 3.2(iii), we have
By the Lipschitz continuity of f , we have
By substituting the estimates of I i (t, h), i = 1, 2, 3, into (3.14) and denoting
where the last inequality can be derived in the same way as (3.13). By choosing a sufficiently large λ and taking maximum of the left-hand side with respect to t ∈ [0, T ], it implies max
where the constant c is independent of h. Thus, we have proved u C α ([0,T ];X) ≤ c.
Step 3: C([0, T ]; D) regularity. By applying the operator A to both sides of (3.12) and using the identity AF (t) = t 0 AE(t − s)ds, cf. Lemma 3.2, we obtain 
Lemma 3.2(iv) implies that I 5 (t) is continuous for t ∈ (0, T ], and the last inequality implies that I 5 (t) is also continuous at t = 0. Hence I 5 ∈ C([0, T ]; X). Moreover, Lemma 3.2(ii) gives I 4 ∈ C([0, T ]; X) and 
Step 4: Estimate of u ′ (t) X . By differentiating (3.12) with respect to t, we obtain
By multiplying this equation by t 1−α , we get
which together with the L ∞ stability of P h [38, Lemma 6.1] directly implies that
where the last line follows similarly as (3.13). By choosing a sufficiently large λ and taking maximum of the left-hand side with respect to t ∈ [0, T ], it implies max
c, which further yields (3.2). The proof of Theorem 3.1 is complete.
4. Error estimates. Now, we derive error estimates for the numerical solutions of problem (1.1) using the discrete Grönwall's inequality from Section 2 and discrete maximal ℓ p -regularity from [17] . To illustrate the general framework for the numerical analysis of nonlinear time fractional diffusion equations, we focus on the L1 scheme and backward Euler CQ. Other time stepping schemes can be analyzed similarly. The convergence rates we show below are sharp (up to a logarithmic factor) with respect to the solution regularity in Theorem 3.1, and also confirmed by the numerical experiments in Section 6.
Preliminaries on the linear problem.
First we recall some error estimates for the following linear subdiffusion equation:
where g is a given function. The semidiscrete FEM for (4.1) seeks v h (t) ∈ S h such that
with v h (0) = R h v(0), and the fully discrete scheme seeks v 
The solution v n h of the fully discrete scheme (4.3) satisfies the following error estimate. For the backward Euler CQ, it was proved in [16, Theorems 3.5 and 3.6], while the proof for the L1 scheme will be given in Section 5.
Lemma 4.2 (Fully discrete solutions of linear problems). For the fully discrete solutions v n h to problem (4.3) with the L1 scheme or backward Euler CQ, there holds Lemmas 4.1 and 4.2 will be used below in the analysis of the nonlinear problem.
4.2.
Error estimates for the nonlinear problem. Now we can present error estimates for problem (1.1). Like in the linear case, we discuss the spatial error and temporal error separately. First, we derive the spatial discretization error.
, and f : R → R be Lipschitz continuous. Then the semidiscrete problem (1.4) has a unique solution
Proof. By Theorem 3.1, the existence and uniqueness of the solution u h hold. It remains to establish the estimate (4.4). To this end, we define v h (t) as the solution of
This together with Lemma 4.1 yields the following estimate for t ≥ 0
Meanwhile, we note that ρ h := v h − u h satisfies the following equation
Then, by the Lipschitz continuity of f and the maximal L p -regularity of fractional evolution equations [5, Corollary 1] , we obtain the following estimate for any p ∈ (1, ∞)
Then by the fractional Grönwall's inequality in Theorem 2.1, we have
This and (4.5) directly imply the desired result.
Next we give the temporal discretization error.
, and f : R → R be Lipschitz continuous. Then the fully discrete scheme (1.3), with either the L1 scheme or backward Euler CQ for time discretization, has a unique solution u n h ∈ S h , n = 1, . . . , N , and the solutions satisfy (4.6) max
3) is essentially a linear system with a symmetric positive definite matrix, and thus it has a unique solution u n h ∈ S h . It suffices to establish the estimate (4.6). Like before, we decompose the fully discrete solution u , we obtain that for all 1 < p < ∞:
By the Lipschitz continuity of f and the triangle inequality, we arrive at
, where the last inequality follows from (4.9) . Similarly, by the Lipschitz continuity of f and the a priori estimate
Combining the preceding three estimates yields
By choosing p > 1/α and applying the discrete Grönwall's inequality (with X = L 2 (Ω) in Theorem 2.6), we obtain 5. Proof of Lemma 4.2 for the L1 scheme. The L1 scheme was analyzed in [15] only for the homogeneous problem. Below we give a proof for the general case.
First, we assume that g is time-independent, i.e., g(t) ≡ g(0). Then using Laplace transform, one can derive the following error representation (cf. [15, eq. (2.7) and (2.9)]):
where the contour Γ θ,δ is defined in (3.11), Γ 
By using (5.1)-(5.2), direct calculations yield
Now we split the error v h (t n ) − v n h into two components, i.e., v h (t n ) − v n h = I 1 + I 2 , where
By using (5.3) and (3.7), and choosing δ ≤ 1/t n , the argument from [15] yields
Second, we consider the case v(0) = g(0) = 0. Then Taylor's expansion gives
In view of (3.9), the semidiscrete solution v h (t n ) can be represented by
Similarly, we have
Hence the fully discrete solution v n h can be represented by v n h = n j=0 E n−j τ P h g(t j ), and the second inequality of (5.2) implies
, where δ tn−ǫ is the Dirac-Delta function concentrated at t n − ǫ, with ǫ ∈ (0, τ ). Then v n h can be rewritten as
The representations (5.6) and (5.8) yield
Using Laplace transform and Cauchy's integral formula, we deduce (lim
Then using the estimate (5.3) we obtain (5.10) (lim
It remains to prove the following extension of the estimate (5.10):
Then this and (5.9) yield the second part on the right-hand side of (4.2), and completes the proof of Lemma 4.2.
To prove (5.11), we consider the Taylor expansion of (E(t) − E τ,ǫ (t)) * 1 at t = t n , i.e., (5.12)
In view of Lemma 3.2 (iii), there holds Substituting (5.10) and the last two inequalities into (5.12) yields (5.11).
6. Numerical experiments. In this section, we present numerical examples to verify the theoretical results in Theorems 4.3 and 4.4. We consider problem (1.1) with a diffusion coefficient 0.1 in the unit square Ω = (0, 1) 2 , with the following two sets of problem data: (a) u 0 (x, y) = xy(1 − x)(1 − y) ∈ H 1 0 (Ω) ∩ H 2 (Ω) and f = √ 1 + u 2 ; (b) u 0 (x, y) = x(1 − x) sin(2πy) ∈ H 1 0 (Ω) ∩ H 2 (Ω) and f = 1 − u 3 . In the computation, we divided the domain Ω into regular right triangles with M equal subintervals of length h = 1/M on each side of the domain. The numerical solutions are computed by using the Galerkin FEM in space, and the backward Euler (BE) CQ or the L1 scheme in time. To evaluate the convergence, we compute the spatial error e t and temporal error e s , respectively, defined by e s = max 1≤n≤N u h (t n ) − u(t n ) L 2 (Ω) and e t = max
Since the exact solution to problem (1.1) is unavailable, we compute reference solutions on a finer mesh, i.e., the continuous solution u(t n ) with a fixed time step τ = 1/1000 and mesh size h = 1/1280, and the semidiscrete solution u h (t n ) with h = 1/10 and τ = 1/(64 × 10 4 ). In case (a), since the nonlinearity f is Lipschitz continuous, the theory in Section 4 applies. The numerical results for case (a) are shown in Tables 1 and 2 , where the numbers in the bracket in the last column refer to the theoretical predictions from Section 4. We observe an O(h 2 ) rate for the spatial error e s , and an O(τ α ) rate for the temporal error e t for both backward Euler CQ and L1 scheme. These observations fully confirm Theorems 4.3 and 4.4. 6.89e-2 2.00e-2 5.34e-3 1.37e-3 3.31e-4 ≈ 2.01 (2.00) 0.6 7.06e-2 2.05e-2 5.58e-3 1.42e-3 3.44e-4 ≈ 2.01 (2.00) 0.8 7.59e-2 2.18e-2 5.80e-3 1.48e-3 3.57e-4 ≈ 2.01 (2.00) In case (b), the nonlinear source f is not Lipschitz continuous. Nonetheless, one observes an O(h 2 ) and O(τ α ) convergence rate for the spatial and temporal errors, respectively, cf. Tables 3 and 4 . This concurs with the discussions in Remarks 3.1 and 4.2. Further, the absolute accuracy of the L1 scheme and backward Euler CQ is comparable with each other for both cases (a) and (b). Interestingly, the spatial error e s increases slightly with the fractional order α, but the temporal error e t decreases with α. 
