On the ordering of graphs with respect to their matching numbers  by Gutman, Ivan & Zhang, Fuji
Discrete Applied Mathematics 15 (1986) 25-33 25 
North-Holland 
ON THE ORDERING OF GRAPHS WITH RESPECT TO THEIR 
MATCHING NUMBERS 
Ivan GUTMAN 
University of Kragujevac, Kragujevac, Yugoslavia 
Fuji ZHANG 
Xinjiang University, Urumchi, China 
Received 8 July 1985 
Revised 24 December 1985 
The number of k-matchings in a graph G is denoted by re(G, k). If for two graphs G 1 and G2, 
m(Gl,k)>_m(G2,k ) for all k, then we write G 1 >G 2. Six classes of graphs are ordered with 
respect o the relation >. 
Introduction 
In the present paper  we consider graphs without loops and mult iple edges. I f  G 
is such a graph, then re(G, k) will denote the number of  k-matchings in G, that is 
the number of  selections of  k independent edges in G. It is both consistent and con- 
venient to define re (G,0)= 1 for all gaphs G. 
I f  for two graphs G 1 and G 2 the relations m(G1, k )> m(G 2, k) are fulfi l led for all 
k, then we say that G1 is m-greater than G2 and write G1 > G2 or G2 < G1. I f  both 
Gl > G2 and G 2 > G1 hold, then G l and G2 are said to be m-equivalent,  G 1 - G 2. I f  
neither G1 > G2 nor G2 > GI holds, then G1 and G2 are m- incomparable .  
The relation > induces a quasiorder ing in any set of  graphs. l  This quasiordering 
has been studied in var ious classes of  graphs: acyclic [6, 8], unicyclic [9], bicyclic [9] 
and tricyclic [10] graphs with a given number of  vertices. For  these classes the max- 
imal and minimal  elements (with regard to the relation >) could be determined. 
In the present paper we shall examine six further classes of  graphs and show that 
in them the order ing with respect o > is complete.  
The idea to define the relation > comes from theoretical  chemistry. 
First,  let the graph G represent the carbon-atom skeleton of  a hydrocarbon mole- 
cule [2]. Then the total  number of  matchings in G, namely 
l In the general case the relation > does not induce a partial ordering of graphs ince from G l > G 2 and 
G 2 > G 1 it does not follow that G 1 and G 2 are isomorphic. There exist numerous pairs of non-iso- 
morphic m-equivalent graphs. The triangle and the star with four vertices provide the simplest example 
of this kind. 
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z(o)= E m(G,k) 
k 
has been shown to be a monotone function of various thermodynamic properties 
of the corresponding hydrocarbon: boiling point [13, 14], entropy [15] etc. [16]. 
Therefore the ordering of molecular graphs according to Z(G) is of certain interest 
in chemical thermodynamics. It is evident hat G1 > GE implies Z(G1)-> Z(G2) with 
equality if GI and G2 are m-equivalent. 
Second, within a certain model of aromaticity [1,11], the zeros xl,xE,...,x n
(xi>_xj for i<j) of the matching polynomial [4, 5, 7] 
a (G)= ~ (-1)km(G,k)x n-2k 
k 
need to be calculated and then the sum ER(G), 
In/21 
ER(G)=2 ~ Xi 
i=1 
is interpreted as the energy of a certain reference structure. It can be shown [6] that 
ER(G) is a monotone increasing function of the numbers m(G,k). Therefore 
G1 > G2 implies ER(G1)>ER(GE) with equality if G 1 and G 2 are m-equivalent. 
More details on the chemical applications of the numbers re(G, k) and the quasi- 
ordering > can be found in [31 and [121. 
The main results of the present paper are Theorems 1-6. In order to formulate 
them we need to define certain types of graphs. 
Notation 
P. and C. will denote the path and the circuit with n vertices. Their vertices are 
labeled by Ol, 02 .. . . .  On so that oi and oi+ 1 are adjacent, i= 1, 2 . . . . .  n -  I. In addi- 
tion, the vertices Ul and o. of C. are also adjacent. 
Let G and H be two graphs whose vertex sets are disjoint. If o is a vertex of 
G and w a vertex of H, then G(o, w)H is the graph obtained by identifying the ver- 
tices o and w. In particular, the graph Pn(ur, o)G is obtained by identifying the 
vertex Or of Pn with the vertex v of G. The graph Pn (Or, v)G(vs, w)H is obtained by 
identifying the vertex Vs of Pn(vr, v)G with the vertex w of H, s~er. The graph 
C,(vr, v)G(Vs, w)H is obtained by identifying the vertices Vr and Vs of C, with the 
vertices v and w of G and H, respectively, r¢:s. 
Let u and v be two vertices of the graph G. Then G(u, v)(a, b) denotes the graph 
obtained from G by attaching a pendant vertices to the vertex u and by attaching 
b additional pendant vertices to the vertex v. The graph G(u, v)(Pa, Pt,) is obtained 
by joining the terminal vertices of Pa and Pb to u and v, respectively. Note that 
G(u, v)(P a, Po) =Pa+ l(Vl, u)G and G(u, o)(Po, Po) =Pb+ I(Vl, v)G. 
By W. we shall denote a graph possessing at least n + 6 vertices, whose vertices 
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Ul, U 2 . . . . .  U n are of  degree two, u 0 and Un+ 1 are of  degree greater than two and u i 
and ui+ l are adjacent, i = 0, 1 . . . . .  n. Then W,(ur, o)G is the graph obtained by iden- 
tifying the vertex u r of W~ with the vertex v of  G. 
Two vertices u and o of  the graph G will be called equivalent if the subgraphs 
G-u  and G-u  are isomorphic. 
The main results 
Theorem 1. I f  o is an arbitrary vertex of  the graph G, then for  n = 4k + i, i 
{-1,0 ,  1,2}, k_>l, 
Pn (Vl, v)G > Pn (v3, v)O ~"" > Pn (V2k + 1, o)G ~ Pn (VEk, v)G 
> Pn (02k- 2, v)G >... > P~ (02, o)G. 
Theorem 2. Let w be an arbitrary vertex of  the graph H. Then all relations given 
in Theorem 1 in which r<_n/2 + 1 remain valM if  the symbol P,(vr, v)G is replaced 
by Pn+l(Vr, v)G(vn+l, w)H. 
Theorem 3. Let v be an arbitrary vertex of  the graph G. I f  the vertices u o and u n + l 
o f  W~ are adjacent and equivalent, then all relations given in Theorem 1 remain 
valid if  the symbol P,(Vr, v)G is replaced by Wn(u r, v)G. 
Theorem 4. I f  v and w are arbitrary vertices of  the graphs G and H, respectively, 
then for n=4k + i, ie{0,1,2,3},  k_>l, 
Cn(Ol, o)G(o2, w)H ~ Cn(Ol, o)G(o4, w)H ~ "" ~ Cn(O1, o)G(Ozk + 2 , w)H 
> Cn (01, o)G(Ozk + 1, w)H ~ C n (D1, o)G(o2k_ 1, w)H 
• "" ~ Cn(Ol, o)G(o3, w)H. 
Theorem 5. I f  the vertices u and o of  the graph G are equivalent, then 
G(u, o)(0, n) < G(u, o)(1, n - 1) < . . .  < G(u, o)([n/2], n - In/21). 
Theorem 6. I f  the vertices u and o of  the graph G are adjacent and equivalent, then 
fo rn=4k+i ,  ie{0,1,2,3},  k_>l, 
G(u, o)(Po, Pn) )~ G(u, o)(Pz, Pn_ 2) )~ "" )" G(U, o)(P2k, Pn_ 2k ) 
> G (u, v)(P2k + ~, P .  - 2k- x) )" G(u, v)(P2k- ~, P .  - 2k + ~) 
)~ ... )" G(u, o)(PI,Pn_I). 
Theorems 1-6 describe certain sets of  graphs, whose elements are completely 
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ordered with respect o the relation ~,. The following result enables the construction 
of an infinite number of ordered pairs of graphs, provided one such pair is known. 
Theorem 7. I f  u and 0 are vertices of the graph G and if P2(Ol, u)G > P2(ol, o)G, 
then for an arbitrary graph H and an arbitrary vertex w in 11, G(u, w)H > G(o, w)H. 
Proofs 
In order to demonstrate he validity of the above theorems we need a few auxiliary 
results. 
Let GUH denote the graph whose components are G and H. 
Lemma 8. 
k 
m(GUH, k)= 
h=O 
m(G, h) m(H, k -  h). 
Lemma 9. I f  E n is the graph with n vertices and without edges, then GUEn-G. 
Lemma 10. I f  H is a subgraph of G, then G is m-greater than H. 
Lemma 11. I f  e is an edge of G, connecting the vertices u and o, then for all k>_ 1, 
m(G,k) =m(G-e ,k )+ m(G-u-  o ,k -  1). 
Lemmas 8-11 are well-known results [3, 4, 5, 7]. In particular, Lemma 11 is the 
consequence of the fact that there are m(G-  e, k) k-matchings of the graph G which 
do not contain the edge e whereas the number of k-matchings of G which contain 
the edge e is equal to the number of (k -  1)-matchings of G-u -o .  
Lemma 12. Let G and H be graphs with disjoint vertex sets. For o and w being ver- 
tices of G and H, respectively, and for all k, 
m(G(o, w)H,k)=m(GO H-  w,k) + m(G-oU H, k ) -m(G-oO H-  w,k). 
Proof. Denote the vertex obtained by identifying o and w by z. Among the k- 
matchings of G(o,w)H there are m(GUH-w,k )  k-matchings in which z is not 
matched with a vertex of H, re(G- oUH, k) k-matchings in which z is not matched 
with a vertex of G, and m(G-  o U H-  w, k) k-matchings in which z is not matched 
with the vertices of either G or H. Lemma 12 follows now by applying the exclusion- 
inclusion principle. 
Lemma 13. I fn=4k+i ,  ie{0,1,2,3}, k_>l, then 
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Pn > P2UPn-2 )> P4UPn-4  ~> "'" > P2kUPn-2k )" P2k+lUPn-2k -1  
> P2k_lUPn_2k+l >"" > P3UPn_3 > PIUPn_I. 
Lemma 13 can be proved by induction on the number n of vertices of the graphs 
PaUPn-a. For details see [6,81. 
Proof of Theorem 1. Applying Lemma 12 to Pn(vr, v)G we obtain 
m(Pn(or, o)G,k)=m(Pn UG-o ,k )  + m(Pr- l O Pn-rUG, k) 
-m(Pr_ lUPn_rUG-o ,k )  
which by Lemma 8 becomes 
m(Pn(v ~, v)G,k) =m(PnUG-  u,k) 
k 
+ ~. m(Pr_ lUPn_ ,h ) [m(G,k -h ) -m(G-v ,k -h ) ] .  (1) 
h=0 
From Lemma 10 it follows that re(G, k - h)  - m(G - v, k - h )  is always non-negative 
and since the first term on the r.h.s, of (1) is independent of the parameter r, we 
see that m(Pn(o r, o)G, k)> m(P n (Us, o)G, k) whenever P~_ l kJPn_ r is m-greater than 
Ps_1UP~_s. 
Theorem 1 is now an immediate consequence of Lemma 13. [] 
Proof of Theorem 2. Consider the graph Pn+l(Vr, o)G(v~+l, w)H. By means of 
Lemma 12 one arrives at the equality 
m(P~+ 1(Or, o)G(On+ 1, w)H, k) = m(Pn+ l(Or, o)GU H-  w, k) 
+ m(Pn(Or, o)GU H, k ) -  m(Pn(Or, o)GU H-  w,k). 
Using a similar argument as in the previous proof we conclude that 
P~+ 1(o, o)G(o~+ 1, w)H is m-greater than Pn+ l(Os, °)G(vn+ 1, w)H whenever both 
relations Pn+ 1(o, o)G > P,+ l(os, o)G and Pn(or, o)G > Pn(vs, v)G are simultaneously 
obeyed. 
Theorem 2 then follows from Theorem 1. [] 
Proof of Theorem 6. Suppose that a_>b_ 1 and apply Lemma 11 to a pendant 
vertex of the graph G(u, o)(Pa, Pb): 
m(G(u, o)(Pa, Po ), k) = m(G(u, o)(Pa, Pb- 1) U EI, k) 
+ m(G(u, o)(P~, Pb-2), k - 1). 
Similarly, 
m (G(u, o)(P~ + 1, Po - 1 ), k) = m (G (u, v)(P a, Pb - 1 ) U El, k) 
+ m(G(u, v)(P,_ l,Pb_ l ) , k -  1). 
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Bearing in mind Lemma 9 one obtains 
m (G(u, o)(Pa, Pb), k) - m (G(u, o)(Po + 1, Po-  l), k) 
= - [m(G(u, o)(P a_ l, Pb-  1), k - 1) - m(G(u, o)(P~, Pb- 2), k - 1)]. 
Repeating the same argument an additional b -  1 times one finally arrives at 
m(G(u,  o)(Pa, Pb), k) - m(G(u, o)(P a + 1, Pb-  l), k) 
= ( -  1) b [m (P,_ o + 1(ol, u)G, k -  b) - m (Po_ b + 2(Ol, u)G - o, k -  b)l 
which for even values of b implies that the relation 
G (u, o)(Pa, Pb) > G (u, o)(P a + 1, Pb- 1 ) (2) 
holds if and only if 
Pa-b+ l(Ol, lOG ~> Pa-b+ 2(Ol, u)G - o. (3) 
If b is odd, then the reverse is true, namely 
G(u, o)(Pa,Pb) < G(u, o)(Pa+ l,Pb l) (4) 
if and only if (3) is valid. 
Since the vertices u and o are required to be connected and equivalent, he graph 
P~_b+2(o l ,u )G-o  is isomorphic to the graph obtained from Po-b+l(Ol, U)G by 
deleting the edges incident o o, except he edge connecting u with o. Then according 
to Lemma 10, P~-~+l(Ol, o)G is m-greater than its subgraph P~_b+2(o l ,u )G-o .  
On the other hand, because of the assumed equivalence of the vertices u and o, 
Pa_b+l(o 1, o)G is isomorphic to Pa-o+ 1(°1, u)G. 
Hence, under the conditions of Theorem 6 the relation (3) is always valid. There- 
fore (2) holds for all even values of b and (4) for all odd b. 
In order to complete the proof of Theorem 6 we have to show that 
G(u, o)(P2j_ 2, Pn_ 2j+ 2 ) > G(u, o)(P2j, Pn_ 2j ) (5) 
for 1 <j<k,  and 
G(u, o)(Po, Pn) )" G(u, o)(/°2, Pn -2)" (6) 
From Lemma 11 we have 
m (G(u, o)(P2j_ 2, P ,  - 2j + 2), k) = m (G (u, o)(PEj_ 2, P , -  2j) U P2, k) 
+ m(G(u, 0)(P21-2, P,,- z j -  1) UE1, k -  1). 
Similarly, 
m (G(u, o)(PEj, P,  _ 2j), k) = m (G (u, o)(PEj_ 2, Pn - 2j) t3 P2, k) 
+ m(G(u, o)(Pzj_3, Pn_zj)I,.JEI, k-  1). 
From (2) and Lemma 9 we have further 
Therefore 
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m(G(u,  o)(P2j- 2, Pn-  2j-1)to E1, k-  1) 
>_m(G(u, o)(P2j_ 3, Pn_ 2j)tO E I ,k -  1). 
m (G(u, o)(P2j_ 2, IOn- 2j+ 2), k) - m(G(u, v)(P2j, P~- 2j), k) 
= m(G(u,  o)(P2j_2, Pn_ 2j-1) UE1, k - 1) 
- m(G(u,  u)(P2j_ 3, Pn_ z j )U E I ,k -  1)->0 
which results in (5). 
By Lemmas 9 and 11, 
m (G(u, v)(Po, P,,), k) = m (G(u, v)(Po, Pn-  2) tO P2, k) 
+ m(Pn_2(Ol, o)GtOE 1, k - 1), 
m (G(u, o)(P2, P,,- 2), k) = m (G(u, o)(Po, P~- 2) tO P2, k) 
+ m(Pn- l (o l ,  v)G - utOE 1, k -  1) 
and 
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m (G (u, v)(Po, Pn), k) - m (G (u, v)(P2, P,  - 2), k) 
= m(P  n _2(v 1, v)G, k - 1) - m(Pn - ,(vl, v)G - u, k - 1). 
Because of (3), the r.h.s, of the latter equation is non-negative and we arrive at (6). 
This completes the proof of Theorem 6. [] 
Proof of Theorem 3. From Lemma 12 we obtain the identity 
m(Wn(U ~, o)G,k) =m(WntoG-  o ,k )+ m(Wn-  UrtoG, k) 
- m(Wn-  u~to G-  v ,k  ). 
In full analogy to (1) we have 
m(W~(Ur, V )G,k )=m(W~UG-  o,k) 
k 
+ ~ m(Wn-Ur ,  h ) [m(G,k -h ) -m(G-o ,k -h ) ]  
h=0 
and therefore W n (u r, v)G 7 W n (u s, o)G whenever W n - Ur is m-greater than W n - u s. 
Now, the graph Wn-u  r is just of the form G(u,o)(Pa, Pb) with u=u o, o=u~+ I,
a=r -1  and b=n-r .  Since, in addition, u 0 and Un+ l are required to be adjacent 
and equivalent, Theorem 6 can be applied and Theorem 3 follows. [] 
Proof of Theorem 4. Consider the graph C,,(ol, o)G(or, w)H and apply Lemma 12 
to the vertex obtained by identifying Or with w. This yields 
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m(Cn(Ol, o)G(or, w)H, k) = m(Cn(Ol, o)GU H-  w, k) 
+ m(Cn(o  1, o )G  - orUt-I~ k) - m(Cn(O l ,  o)G - Or l . JH -  w, k). 
The first term on the r.h.s, of the above equality is independent of the parameter 
r and consequently, Cn(o1, v)G(vr, w)H > Cn(vl, v)G(Vs, w)H holds if Cn(Vl, v)G - Vr 
is m-greater than C,(Vl, o)G-Vs.  
Now, Cn(vI, V )G-o  r is isomorphic to P,- l (Vr_ l ,V)G and Theorem 1 can be 
used. [] 
Proof  of Theorem 5. Consider an edge of the graph G(u, v)(a, b), which connects 
o with a pendant vertex. Lemma 11 gives then 
m(G(u, v)(a, b), k) = m(G(u, o)(a, b - 1) UE  1, k) 
+ m(G(u,a) - oUE~_ l, k -  1) 
where G(u,a) denotes the graph obtained by attaching a pendant vertices to the 
vertex u of G. 
In a similar manner we get 
m(G(u, o)(a + 1, b - 1), k) = m(G(u, o)(a, b - 1) LIEI, k) 
+m(G(o ,b -  1 ) -uUEa,  k -  1). 
Taking into account Lemma 9, one deduces 
m(G(u, o)(a, b), k) - m(G(u, o)(a + 1, b - 1), k) 
=m(G(u ,a ) -o ,k -  1 ) -m(G(o ,b -  1 ) -u ,k -  1). (7) 
Because of the equivalence of the vertices u and o, the graph G(u, a) - o is isomor- 
phic to G(o, a) - u. Then, of course, G(o, b - 1) - u is a subgraph of G(u, a) - o when- 
ever b -1  __<a. Hence, whenever a>b-1 ,  the r.h.s, of (7) is non-negative for all k 
and then G(u, o)(a, b) is m-greater than G(u, o)(a + 1, b -  1). 
This implies Theorem 5. [] 
Proof  of Theorem 7. Lemmas 11 and 9 yield 
m(P2(o l, u)G, k) = m(G, k) + m(G - u, k - 1) 
and therefore Pz(ol, u)G ~ P2(ol, o)G holds if and only if G -  u ~ G-  o. From Lem- 
mas 12 and 8 we get 
m(G(u, w)H, k) - m(G(o, w)H, k) 
k 
= ~ [m(G-u ,h ) -m(G-u ,h ) ] [m(H,k -h ) -m(H-w,k -h ) ] .  (8) 
h=0 
From Lemma 10 and the condition G-  u > G - o we see that all terms in the summa- 
tion on the r.h.s, of (8) are non-negative and hence G(u,v)H is m-greater than 
G(v, w)H. [] 
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