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In this paper a large class of multivariate densities and frequency functions, 
including the multivariate Poisson distribution and the compound multivariate 
Poisson distribution, are shown to have the decreasing in transposition property 
introduced by Hollander, Proschan, and Sethuraman (1977, Ann. Statist. 5, 
722-733). Sample applications in ecology and reliability are given; other 
applications to cumulation of damage and component down times are mentioned, 
but are not presented in’detail. 
1. INTRODUCTION AND PRELIMINARIES 
In this paper we derive a basic theorem (Section 2, Theorem 2.1) showing 
that a large class of multivariate probability densities and frequency 
functions possess the decreasing in transposition (DT) property 
(Definition 1.3) introduced by Hollander, Proschan, and Sethuraman (HPS) 
[4]. Probability densities possessing the DT property are of interest and have 
application in rank order problems, as shown in detail in [4]. Of particular 
interest are the multivariate Poisson distribution and the compound 
multivariate Poisson distribution treated in Section 3. In Section 3 we present 
two applications, one in ecology and one in reliability. Other applications to 
cummulation of damage and component down times exist, but are not 
explicitly presented. In the remainder of this section we give some 
preliminaries, including definitions and theorems, which will be useful in the 
sequel. 
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HPS define a partial ordering on n-dimensional Euclidean space (R”) 
presented in Definition 1.2 below. 
DEFINITION 1.1. A vector x = (x1,..., x,) is said to be a simple 
transposition of a vector x’ if x and x’ agree in all but two coordinates, say i 
andj, i<j,x,<xj,x~=x,,andx;=xi; we writex>‘x’. 
Thus x’ is obtained from x by performing an inversion of a single pair of 
coordinates that occur in their natural order in x. 
DEFINITION 1.2. Let x and x’ be two n-dimensional vectors such that 
there exists a finite number of vectors x0, xl,..., xk in R” satisfying x = x0 >’ 
x’ >* ... >’ xk = x’; i.e., x’ is obtained from x by a finite number of simple 
transpositions. We say that x’ is a transposition of x. 
HPS then define a class of functions as follows: 
DEFINITION 1.3. Let a = (,I, ,..., A,), where Jr < AZ < . . . < 1, are n 
ordered values in R ‘. We say that f(A, x) is decreasing in transposition (DT) 
if: 
indicL;)l {(An, x”) =f(k, x) for each permutation a = (xc1 ,..., n,) of the 
,..., n, where 1” = (A, ,,..., A,.) and xn = (x, ,,..., x,“). 
(b) ’ x >‘x’ implies thatf(l, x) >f(A, x’). 
The familiar concepts of majorization and Schur functions will be used in 
this paper, and for completeness we recall their definitions. 
DEFINITION 1.4. Let xtr, > . . . > xIn, be a decreasing rearrangement of 
the coordinates of the vector x. Let x and y satisfy 
j j 
F’ x > Y Y],], 
fz, [*I ’ ” 
j = l,..., n - 1, 
I=1 
n 
-y‘x -\’ 
l?-, ‘d - ,i, YIil. 
Then x is said to majorize y (we write x >” y). 
DEFINITION 1.5. A function f from R” into R ’ is said to be Schur- 
convex (Schur-concave) if x >” y implies f(x) > (<) f(y). 
HPS derive basic properties of DT functions and show their relationship 
to other classes of functions. They show [4, Lemma 2.21 that whenf@,, x) is 
of the form g(A - x),f& x is a DT function if and only if g(y) is a Schur- ) 
concave function. They ,also show [4, Theorem 3.2) that the DT property is 
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preserved under positive mixtures and 14, Theorem 3.61 that the DT property 
is preserved under products of positive DT functions. They also prove a 
“composition” theorem for DT functions [4, Theorem 3.31 and a “preser- 
vation” theorem [4, Theorem 3.71 for Schur-concave functions under an 
integral transform where the kernel is DT. 
By restricting g,(y, z) in the HPS “composition” theorem to be of the form 
g(y - z), where g(w) is Schur-concave, we have the following. 
THEOREM 1.6. Let g,(x, y) be a DT function and g(w) be a Schur- 
concave function such that 
fk z) = j g,h y) dy - z) 44y) 
is well defined, where p is a positive permutation invariant measure. Then 
f (x, z) is a DTfunction. 
Theorem 1.6 generalizes the following result of Marshall and Olkin [7, 
Theorem 2.11. 
THEOREM 1.7 (Marshall and Olkin [7]). Let gl(x) and g*(x) be Schur- 
concave functions such that 
f(x) = 1 g,(x - Y> g,(y) d/t(y) 
is well defined, where ,u is as in Theorem 1.6. Then f (x) is a Schur-concave 
function. 
2. DT PROPERTY OF OVERLAPPING SUMS 
In this section we state and prove our main theorem. For k = 2, 3,..., n, let 
I, = (1: I is a subset of size k from ( l,..., n} }, 
Ik+i = (I E I,: i E I}. 
(2.1) 
THEOREM 2.1. Let x = (X, ,.-a, X”), (X,,IE Ik}, k = 2 ,..., n, be 
independent collections of random variables. Let X have a DT density 
function. Let the random variables in {X,, I E I,} be i.i.d. and have a 
common log-concave density g,, k = 2 ,..., n. For i = l,..., n, let 
(2.2) 
Then Z = (2, ,..., 2,) has a DT density function. 
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Remark 2.2. Note that the summands in the Z1,..., Z, overlap 
considerably. For example, Xi, appears in the expressions for Z, and Z,, 
XLz3 appears in the expressions for Z, , Z,, and Z,, etc. Thus the inheritance 
of the DT property of Z from that of X is complicated by the overlapping of 
the Xis. 
Remark 2.3. Theorem 2.1 takes on added interest if we note that the 
tempting conjecture that “the convolution of DT functions is DT” is false. 
An even more tempting conjecture that “the convolution of a DT density and 
an exchangeable density is DT” is also false. These facts point up the need 
for the log-concavity of the g, density in the statement of Theorem 2.1. 
Remark 2.4. Random variables Z I ,..., Z, of the type specified in (2.2) 
arise routinely in shock models, inventory problems, biometric models, and 
elsewhere in multivariate statistics, where the occurrence of an event 
simultaneously affects two or more random variables of interest. A classical 
example is the multivariate exponential of Marshall and Olkin [6], where a 
shock of type (i1, i, ,..., i,J results in the simultaneous failure of components 
’ I, )...) Ik. In Section 3, we give illustrative examples from reliability theory, in 
particular, in which the main theorem would apply. 
To prove the main result, we shall find it helpful to have available the 
following lemma: 
LEMMA 2.5. For some k > 2, let {X,, I E Z,} be i.i.d. random variables 
with a common log-concave density function g (with respect to the counting 
measure on a lattice or the Lebesgue measure). Let 
wi= x XI, i=l n. ,***, (2.3) 
IEIk.i 
Let f (w, ,..., w,J be the density function of W = (W, ,..., W,,). Then f is a 
Schur-concave function. 
Proof We will now give a proof for the case where g and f are density 
functions with respect to counting measures. The proof for the case where g 
and f are density functions with respect to Lebesgue measures is similar and 
will be omitted. 
Notice first that W, ,..., W, are exchangeable and hence f (w, ,..., w,) is 
permutation invariant. Fix We,..., w, and define 
A w,,w2 = ( w, = W,) w, = w*, w, = wj ,...) w, = wn}. 
TO show that f is Schur-concave, in view of a result of Hardy, Littlewood, 
and Polya [2, p. 471 that (We ,..., w;) can be derived from (w ,,..., w,) by a 
finite number of pairwise averages of components when w  >, nr,,, it suffices 
to show that 
P(A w,,w,) G wL;,w*) (2.4) 
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whenever 
i.e., whenever 
Ogp<a(w*, P-5) 
where 
w,=w*+a, w, = w* - a, w;=w*+p, w;=w*-/I. 
The following classes of subsets of (l,..., n} will help us to divide the 
elements of Z into those that contain both 1 and 2, those that do not contain 
either 1 or 2, and those that contain exactly one of 1 and 2. Define 
P  ^ = ( V: V is a subset of size (k - 2) from (3,..., n \ j, 
% = (U: U is a subset of size (k - 1) from (3,..., n} }, 
and 
y = (S: S is a subset of size k from (3,..., n)}. 
Any Z in Zk is of the form 12V, IV, 2U, or S. Fix numbers x12y, YE y, xs, 
S E 9, and xU, U E P, and define the event B as follows: 
B = (Xnv =xlzvv VE~,X,=X,,SE~,X,~+X*“=~X~,UE~}. (2.6) 
Let 
2Y” =x,” -x2”, UEP. 
Then the density function of { YU, U E P } conditional on B is 
n, &u + Yu) gG% - YJ 
c y(,,,UEV I-I” &c/ + Y”> g(xu - YLJ’ (2.7) 
and the conditional probability of A wI,wI given B is 
P@ W,,W2 I B) 
cz y,=a r-I” &” + vu) tz(X” - Y”) 
= CYU,LIEI l-I, &” + Y”) &u - Y”) 
if wj= C xlzv + c xu + c xs j=3,4,...,nandw*=Cx,,v+~x” 
jeV U:jeU S:jeS V u 
= 0 otherwise. 
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Now for each xU, g(xu + yu) g(xU - yU) is symmetric and log-concave in 
y,. The numerator in the expression for P(A,,,,* ] B) is therefore a 
convolution of symmetric log-concave densities and hence from Theorem 1 
of Karlin and Proschan [5] is symmetric and log-concave in a. Thus 
PV W,rW2 1B} is decreasing for a > 0 and so if (2.5) is satisfied, we obtain 
W w,.w> I B) G J’@,I.~I I W 
Inequality (2.4) now follows by unconditioning, and thus we have 
established that f is Schur-concave. 1 
We now present the proof of the main theorem. 
Proof of Theorem 2.1. Let 
X!k’ = -v x I y  I, 
‘EIk.1 
i = l,..., n, k = 2,..., n. 
Let XCk’ = (X(‘) ,..., XLk’), k = 2 ,..., n, and X = (Xi ,..., X,). Then 
z = x + x’*’ + . . . + x(n). 
From Lemma 2.5, the density functions of X(*),..., XC”) are all Schur- 
concave. Since the density function of Z is the convolution of a DT and 
several Schur-concave densities, it follows from Theorems 1.6 and 1.7 that 
the density function of Z is DT. i 
3. APPLICATIONS 
In this section we present models from reliability and ecology in which the 
main theorem would be used to establish the DT property of probability 
densities of interest. The subsequent exploitation of the DT property to 
obtain results in rank order statistics has been described in [4] and will not 
be repeated here. 
3.1. Multivariate Exponential of Marshall-Olkin 
Marshall and Olkin [6] introduce the widely used multivariate exponential 
in which a shock of type Z causes the simultaneous failure of components in 
Z, where Z is a subset of { 1, 2 ,..., n). The shocks of type Z are governed by a 
Poisson process with rate AI. The 2” - 1 such Poisson processes are assumed 
mutually independent. 
Numbers of replacements, amounts of damage cumulated, and down times 
for components. Assume failed components are immediately replaced. Then 
the numbers ZCR) , ,..., Zf,!’ of replacements in a fixed interval of time have a 
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joint multivariate Poisson distribution. (See Teicher [8] and Dwass and 
Teicher [l].) IfI,<A,< +.. < 1, ; A,, = A(‘) for all pairs i < j. A , Uk = At3’ for 
all triplets i < j < k, etc., then from Theorem 2.1 we deduce that 
(Zy%.., ZcR’) has a DT frequency function. 
One obnvious consequence is that the most likely outcome is Zy’< 
zy’& *** ,<z (R) Moreover, a partial ordering of likelihoods of outcomes is 
given by the ST-partial ordering. 
In a similar way, under the hypotheses of Theorem 2.1, we can show that 
vector of cumulative damages ZiD),..., ZLD’ experienced respectively by 
components l,..., n, is governed by a DT density. 
Similarly, the joint density of component down times is DT. 
Note that although we have chosen the well-known Marshall-Olkin MVE 
for illustrative purposes, the DT property obtained holds for a far larger 
class of underlying multivariate densities and frequency functions. 
3.2. Compound Multivariate Poisson 
The compound multivariate Poisson distribution described below 
generalizes the compound bivariate Poisson distributions considered by 
Holgate (31 in the context of certain ecological situations. Let Z,, Z2,..., Z, 
denote the number of individuals of type 1, 2,..., n, respectively, in a quadrat 
of land. We suppose that these individuals arise from independent clusters 
and assume that the number of clusters N is a Poisson random variable with 
parameter m. In clusterj, there are 
individuals of type i, i = l,..., n, where Xi, X1, Z E Z,, k = 2 ,..., n, are 
independent Poisson random variables with parameter mi, m,, k = 2,..., n, 
respectively, and satisfying mI = rnz for Z E Zk, k = 2,..., n, for each cluster j. 
We have already stated that the clusters are assumed to be independent. 
Thus Z’ = (Z( ,..., Z’,) has a multivariate Poisson distribution. The vector Z 
of the number of individuals of the different types in the quadrat is given by 
z=z’+ ..* +ZN 
and is said to have a compound multivariate Poisson distribution. We now 
show that the density of Z is DT. Conditional on N = N,, Z is the sum of N, 
i.i.d. multivariate Poisson vectors and therefore is multivariate Poisson from 
the closure under convolution property of the multivariate Poisson 
established by Dwass and Teicher [ 11. Thus the conditional density of Z is 
also DT. This proof also shows that the random number of clusters N could 
be any random variable taking values on the positive integers. 
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