ABSTRACT. We study a combination of the refracted and reflected Lévy processes. Given a spectrally negative Lévy process and two boundaries, it is reflected at the lower boundary while, whenever it is above the upper boundary, a linear drift at a constant rate is subtracted from the increments of the process. Using the scale functions, we compute the resolvent measure, the Laplace transform of the occupation times as well as other fluctuation identities that will be useful in applied probability including insurance, queues, and inventory management.
INTRODUCTION
In this paper, we study what we call the refracted-reflected spectrally negative Lévy process. Its dynamics can be understood as follows: given a spectrally negative Lévy process and two boundaries, we reflect the path of the process at the lower boundary while, whenever it is above the upper boundary, a linear drift at a constant rate is subtracted from the increments of the process.
This process can be seen as a combination of a Lévy process reflected at the lower boundary and the refracted Lévy process, introduced by Kyprianou and Loeffen [11] , with the upper boundary being the refraction trigger level. The former is well-studied and is known to be expressed as the difference between the underlying Lévy process and its running infimum process. The latter moves like the original process below a fixed level while it behaves like a drift-changed process above it. Various fluctuation identities have been developed for reflected and refracted Lévy processes via the use of scale functions. We refer the reader to [1, 19, 20] and [11, 14] for a review on the study of the former and the latter, respectively.
Our study of the refracted-reflected Lévy process is motivated by its potential applications in applied probability, as exemplified by insurance mathematics and queueing theory.
In insurance, the classical Cramér-Lundberg model uses a compound Poisson process with negative jumps as the surplus of an insurance company. Nevertheless, very recent studies motivated by insurance risk have seen preference in working with a general spectrally negative Lévy process, partly thanks to the development of the fluctuation theory of Lévy processes and scale functions. See for example [1, 4, 5, 6, 8, 9, 13, 21, 22, 23] . In particular, in de Finetti's optimal dividend problem, an insurance This version: June 13, 2017. company aims to maximize the expected net present value (NPV) of the total dividends paid until ruin. It is shown, under a certain condition (see [15] ), that the barrier strategy is optimal and the resulting controlled surplus process becomes the Lévy process reflected at an upper boundary; see, among others, [1] and [15] .
To this classical setting, there are two existing extensions. First, in the bail-out model, it is assumed that the capital must be injected to prevent the surplus process from going below zero. In this setting, Avram et al. [1] showed that it is optimal to reflect at zero and at some upper boundary, with the optimally controlled process being the doubly reflected Lévy process of [18] . Second, under the restriction that the rate at which the dividends are paid is bounded and, instead, absolutely continuous, Kyprianou et al. [12] showed that, if the Lévy measure has a completely monotone density, it is optimal to pay dividends at the maximal rate as long as the surplus is above some fixed level. The optimally controlled process becomes then the refracted Lévy process. Naturally, it is of great interest to think of a joint problem with both capital injection and an absolutely continuous assumption; a refracted-reflected Lévy process is an obvious candidate for the optimally controlled process.
In queues and inventory management, a Lévy process is also a main tool in modeling. As an important characteristic of queues and inventories, they have a lower bound at zero, and hence it is common to model them as those reflected at zero. As a more realistic model, queues with abandonments take into account the well-studied phenomenon that a customer is not patient enough to line up if the queue is too long; consequently the rate of increments of a queue decreases when the current level is high. On the other hand in inventory management, the rate of replenishment must be decreased when the inventory level is high; this is due to the fact that there is a limited capacity of inventory and it is necessary to reduce future unsalable stock. In these settings, refracted-reflected Lévy processes are again a natural choice to model these processes.
In this paper, we construct and study the refracted-reflected process when the underlying process is a spectrally negative Lévy process. Our objective is to compute several fluctuation identities including the resolvent measure, the expected NPV of capital injection (in the insurance context described above) and the Laplace transform of the occupation time above and below the level of refraction.
Given that this type of processes constitute an extension of the refracted case, we apply and adopt several techniques used in [11] . We shall first consider the bounded variation case, and then by an approximation scheme we study the unbounded variation case. In order to avoid complicated expressions in terms of the Lévy measure, we obtain several formulae to simplify the expressions of the obtained fluctuation identities.
Our challenges are mainly caused by the negative jumps. There are essentially three regions that determine the movement of the process: (1) the refraction region above the upper boundary, (2) the reflection region below the lower boundary, and (3) the waiting region between these. Due to negative jumps, the process can potentially jump from the refraction region to any of the other remaining regions.
We shall show, nevertheless, that the fluctuation identities can be obtained and can be simplified by the formulae discussed above.
The rest of the paper is organized as follows. Section 2 gives a construction of the refracted-reflected process. Section 3 reviews the theory of scale functions and develops new simplifying formulae that will be useful in the sequel and are potentially beneficial in future work. Section 4 computes the resolvent measure and, as special cases, we obtain the one-sided exit identity as well as the expected NPV of dividends in the insurance context. In Section 5, we obtain the expected NPV of capital injection. Finally, in Section 6, we study the occupation time of the process above and below the refraction level.
2. REFRACTED-REFLECTED SPECTRALLY ONE-SIDED LÉVY PROCESSES 2.1. Spectrally negative Lévy processes and their reflected/refracted processes. Let X = (X t ; t ≥ 0) be a Lévy process defined on a probability space (Ω, F , P). For x ∈ R, we denote by P x the law of X when it starts at x and write for convenience P in place of P 0 . Accordingly, we shall write E x and E for the associated expectation operators. We let (F t ) t≥0 be the filtration generated by X. In this paper, we shall assume throughout that X is spectrally negative, meaning here that it has no positive jumps and that it is not the negative of a subordinator. This allows us to define the Laplace exponent
given by the Lévy-Khintchine formula
where γ ∈ R, σ ≥ 0, and Π is a measure on (−∞, 0) called the Lévy measure of X that satisfies
It is well-known that X has paths of bounded variation if and only if σ = 0 and (−1,0) xΠ(dx) is finite. In this case X can be written as
where
and (S t ; t ≥ 0) is a driftless subordinator. Note that necessarily c > 0, since we have ruled out the case that X has monotone paths; its Laplace exponent is given by
The Lévy process reflected at the lower boundary 0 is a strong Markov process written concisely by
The supremum term pushes the process upward whenever it attempts to down-cross the level 0; as a result the process only takes values on [0, ∞).
The refracted Lévy process is a variant of the reflected Lévy process, first introduced by Kyprianou and Loeffen [11] . Informally speaking, a linear drift at rate δ > 0 is subtracted from the increments of the underlying Lévy process X whenever it exceeds a pre-specified positive level b > 0. More formally, it is the unique strong solution to the stochastic differential equation given by
In deriving the fluctuation identities, it is important that the drift-changed process
is again a spectrally negative Lévy process that is not the negative of a subordinator. Hence, in [11] and [12] , the standing assumption (with c defined as in (2.1)) (H) δ < c, if X has paths of bounded variation, is imposed. The reader is referred to Bertoin [3] and Kyprianou [10] for a complete introduction to the theory of Lévy processes and their reflected processes. For refracted Lévy processes, see [11] , [12] , [14] , and [21] .
2.2.
Refracted-reflected Lévy processes. For the rest of the paper, we fix b > 0 and δ ≥ 0 such that condition (H) above holds. We define the refracted-reflected Lévy process as follows. While the process is above b a linear drift at rate δ is subtracted from the increments of process. On the other hand, when it attempts to down-cross 0, it is pushed upward so that it will not go below 0.
The process can be formally constructed by the recursive algorithm given below:
Construction of the refracted-reflected Lévy process V under P x
Step 0: Set V 0− = x. If x ≥ 0, then set τ := 0 and go to Step 1. Otherwise, set τ := 0 and go to
Step 2. Step 1: Let { A t ; t ≥ τ } be the refracted Lévy process (with refraction level b) that starts at the time τ at the level x, and τ := inf{t > τ : A t < 0}. Set V t = A t for all τ ≤ t < τ . Then go to Step 2.
Step 2: Let { U t ; t ≥ τ } be the Lévy process reflected at the lower boundary 0 that starts at time τ at 0, and τ := inf{t > τ : U t > b}. Set V t = U t for all τ ≤ t < τ and x = b. Then go to Step 1.
Let us define the nondecreasing and right-continuous processes R t and L t that represent, respectively, the cumulative amounts of modification up to t that pushes the process upward when it attempts to go below 0 and that pushes downward when it is above b. Then, we have a decomposition
where we can write
In particular, for the case of bounded variation,
Here and for the rest of the paper, we define ∆ξ t := ξ t − ξ t− , t ≥ 0, for any right-continuous process ξ.
2.3.
Applications. As discussed in the introduction, the process V can model the surplus of a dividendpaying company under the bail-out setting: they receive an injection of capital so as to prevent the process from going below the default level 0, while they also pay dividends at a fixed rate δ > 0 whenever the surplus is above the level b. Under this scenario, it is clear from the construction above that L is the cumulative amount of dividend payments whereas R is that of injected capital.
As we have reviewed in the introduction, V can also model queues with abandonments as well as inventories. In the former, L models the number of customers who decide not to line up because it is too long. In the latter, R models the lost sales due to the lack of stock.
Motivated by these applications, it is thus of great interest to compute the expected NPV's:
We compute these values as corollaries to the fluctuation identities of V ; see Sections 4 and 5.
In addition, it is worth studying further the length of the time {s ≥ 0 : V s > b}. In particular, in the queues with abandonments, it is important to compute the distribution of the occupation times 1 {Vs>b} ds and 1 {Vs<b} ds where the former is the length of the busy period where customers may decide not to line up and the latter is that of the non-busy period; we obtain their Laplace transforms in Section 6.
2.4.
Approximation of the case of unbounded variation. As has been done in [11] , our approach first obtains identities for the case in which X is of bounded variation and then extends the results to the unbounded variation case. In order to carry this out, we need to show that the refracted-reflected Lévy process V associated with the Lévy process X of unbounded variation can be approximated by those of bounded variation.
Following Definition 11 of [11] , given a stochastic process (ξ s ; s ≥ 0), a sequence of processes
s | = 0 for any t > 0 a.s. As is well-known (see Definition 11 of [11] and page 210 of [3] ), for any spectrally negative Lévy process X, there exists a strongly approximating sequence X (n) with paths of bounded variation. We shall obtain a similar result for the refracted-reflected Lévy process.
Proposition 2.1. Suppose X is of unbounded variation and (X (n) ; n ≥ 1) is a strongly approximating sequence for X. In addition, define V and V (n) as the refracted-reflected processes associated with X and X (n) , respectively. Then V (n) is a strongly approximating sequence of V .
Proof. See Appendix A.1.
REVIEW OF SCALE FUNCTIONS AND SOME NEW IDENTITIES
In this section, we review the scale function of spectrally negative Lévy processes and develop some new identities that will be used to simplify the expression of the fluctuation identities in our later arguments.
Fix q ≥ 0. Following the same notations as in [11] , we use W (q) and W (q) for the scale functions of X and Y (see (2.4) for the latter), respectively. Namely, these are the mappings from R to [0, ∞) that take value zero on the negative half-line, while on the positive half-line they are strictly increasing functions that are defined by their Laplace transforms:
where ψ Y (θ) := ψ(θ) − δθ, θ ≥ 0, is the Laplace exponent for Y and
In particular, when q = 0, we shall drop the superscript. By the strict convexity of ψ, we derive the inequality ϕ(q) > Φ(q) > 0 for q > 0 and ϕ(0) ≥ Φ(0) ≥ 0. We also define, for x ∈ R,
Noting that W (q) (x) = 0 for −∞ < x < 0, we have
In addition, we define W (q) , Z (q) and Z (q) analogously for Y . The scale functions of X and Y are related, for x ∈ R and p, q ≥ 0, by the following equalities
which can be proven by showing that the Laplace transforms on both sides are equal.
Regarding their asymptotic values as x ↓ 0 we have, as in Lemma 3.1 of [7] ,
and, as in Lemma 3.3 of [7] ,
and
where in the case ψ ′ (0+) = 0 or ψ ′ Y (0+) = 0, the right hand side, when q = 0, is understood to be infinity.
The increments of the refracted-reflected Lévy process can be decomposed into those of Y and U that are defined in (2.4) and (2.2), respectively. Here, we summarize a few known identities of these processes in terms of the scale function that will be used later in the paper.
For the drift-changed process Y , let us define the first down-and up-crossing times, respectively, by
here and throughout, let inf ∅ = ∞. Then, for any a > b and x ≤ a,
,
In addition, the q-resolvent measure is known to have a density written as
see Theorem 8.7 of [10] .
It is known that a spectrally negative Lévy process creeps downwards (i.e.
if and only if σ > 0 (see Exercise 7.6 of [10] ). Hence, for the case of bounded variation, the above identity (3.8) together with the compensation formula (see Theorem 4.4 of [10] ) gives, for any b < a and a nonnegative measurable function l,
Similar identities can also be computed for the reflected Lévy process U as in (2.2). Let
By Theorem 1 (i) of [19] , for any Borel set B,
In particular,
In addition, if we define, for t ≥ 0,
see page 167 in the proof of Theorem 1 of [1] . It is noted that (3.12) and (3.13) hold even for x < 0 by (3.2).
Remark 3.1. Suppose (X (n) ; n ≥ 1) is a strongly approximating sequence for X and (W (q) n ; n ≥ 1) and (W (q) n ; n ≥ 1) are the corresponding scale functions of X (n) and Y (n) := (X (n) t − δt, t ≥ 0) respectively. Then, by the continuity theorem, as is discussed in Lemma 20 of [11] 
This observation together with Proposition 2.1 is used to extend the result from the case of bounded variation to that of unbounded variation.
We conclude this section with some new identities that will simplify the expressions of our results and will help us avoid the use of the Lévy measure. In particular, the first item below is a generalization of (4.17) in [11] .
Lemma 3.1. Suppose X is of bounded variation. For any p, q ≥ 0 and v ≤ b ≤ x, we have
(ii)
Proof. The formulae (i) and (ii) can be derived directly using (3.9) and Lemma 1 of Renaud [21] , which obtains (3.17) below and the same expression with Z (p+q) replaced with W (p+q) . For the proof of (iii), see Appendix A.2.
These expressions are to be frequently used in later arguments. In particular, by (3.9) and (3.15), as obtained in Lemma 1 of Renaud [21] , for x ≥ b, and p, p + q ≥ 0,
As its special case, we have
Note that similar expressions to (3.17) and (3.19) with Z replaced with W and Z can be computed using (3.14) and (3.16), respectively.
RESOLVENT MEASURES
In this section, we study the resolvent measure and, as its byproducts, we also obtain the Laplace transform of the up-crossing time and the expected NPV of L as defined in (2.5). Let us define the following set of stopping times .6) and (3.10), respectively. Almost surely, under P x for any x ∈ R, we have T 
where, for all 0 ≤ z ≤ a,
Proof. We shall prove the result for q > 0 because the case q = 0 can be obtained by monotone convergence and the continuity of the scale function in q as in Lemma 8.3 of [10] .
(i) Suppose X is of bounded variation, and let f (q) (x, a; B) be the left hand side of (4.1).
For x < b, using the strong Markov property, Remark 4.1, (3.11), and (3.12),
On the other hand, for x ≥ b, again by the strong Markov property and Remark 4.1, together with (3.8) and (3.9),
Here, by setting x = b, dividing both sides by
, and
In particular, by Fubini's theorem and (3.14), 
Substituting (4.6) in (4.2), the claim holds for x < b. For x > b, the equation (4.3) gives
where the second integral equals, by (3.14), (3.19) , and (4.5),
Substituting these identities in (4.7) and after some computations, we obtain that the term involving W (q) (x − b)/W (q) (a − b) vanishes, and the claim follows.
(ii) We now extend the result to the case of unbounded variation. Let V (n) be the refracted-reflected process associated to X (n) and T + a,n its first passage time above a, of a strongly approximating sequence (of bounded variation) for X as in Proposition 2.1.
First, it can easily be shown that T + a,n and T + a are both finite a.s. because these are bounded from above by the upcrossing times at a for the reflected process of the drift-changed process Y (without refraction) as in (2.2) with X replaced with Y (which are known to be finite a.s.); this will be confirmed in Corollary 4.2 below. Now in order to show T + a,n n↑∞ −−→ T + a holds a.s, as in page 212 of [3] , it suffices to show
Indeed, for 0 < ε < a − b, because when the process takes values in (b, a) then V is a spectrally negative Lévy process Y , we have
where θ is the time-shift operator. The process {τ + s ; s ≥ a − ε} is a subordinator (that is a.s. continuous at time a) and hence (τ Proof. We will show that the result holds for the case x < b; the case x ≥ b can be shown similarly.
Let us define a sequence of stopping times 0 =:
Then we have
P x (V t = y) = P x V t = y, t ∈ [0, S + b (1)) + n≥1 P x V t = y, t ∈ [S + b (n), S − b (n)) + P x V t = y, t ∈ [S − b (n), S + b (n + 1)) .
By Remark 4.1 and (3.11), we have
WithÃ t being a refracted process starting at b that is independent of F S
Similarly, we have P x V t = y, t ∈ [S − b (n), S + b (n + 1)) = 0. Summing up these, we have that P x (V t = y) = 0 for a.e. t > 0.
By this lemma, P x {V t ∈ ∂B} = 0 for a.e. t > 0. The proof of P x {sup 0≤s≤t V s = a} = 0 can be similarly done using the fact that P{sup 0≤s≤t A s = a} = 0 for a.e. t > 0 as proved in Theorem 6 of [11] .
Remark 4.2. In particular, when δ = 0 or a = b in Theorem 4.1, we recover (3.11).
By taking a to ∞ in the previous result, we shall obtain the following. (i) For q > 0,
(ii) For q = 0 and ψ
For q = 0 and ψ ′ Y (0+) ≤ 0, it becomes infinity given Leb(B) > 0.
Proof. (i) We have
Here the convergence follows by dominated convergence thanks to the bound W (q) (a−y)/W (q) (a−b) ≤ e −ϕ(q)(y−b) by (3.5), and from Exercise 8.5 (i) in [10] and by (3.5) , that for all z ∈ R,
(ii) By monotone convergence we shall take q → 0 in (i). We have
On the other hand, using (8.20) of [10] ,
Combining these, we have the result for q = 0.
Another corollary can be obtained by setting B = [0, a] in (4.1).
Corollary 4.2 (One-sided exit).
For any q ≥ 0 and x ≤ a, we have
.
In particular, T
Hence,
Therefore, substituting the above expression in (4.1) with B = [0, a], we get
The result follows by noting that E x e −qT
(ii) The finiteness of T + a holds by setting q = 0 and noting that r (0) (x) = r (0) (a) = 1.
Remark 4.3. In particular, when δ = 0 in Corollary 4.2, we recover (3.12).
We conclude this section with the expression of the expected NPV of L as discussed in Section 2.3; these are immediate by Theorem 4.1 and Corollary 4.1. Corollary 4.3. For any q ≥ 0 and x ≤ a, we have
Corollary 4.4. Fix x ∈ R. For q > 0, we have
For q = 0, it becomes infinity.
COSTS OF CAPITAL INJECTION
In this section, we derive the expression for the second item of (2.5), which corresponds to the NPV of capital injection in the insurance context. 
Proof. (i) Assume that X is of bounded variation, and let g (q) (x, a) be the left hand side of (5.1). For x < b, by an application of the strong Markov property, Remark 4.1, (3.12), and (3.13),
Now in the case where x ≥ b, we obtain using (5.2), Remark 4.1, and the fact that R stays constant on
Here, by using (3.9) and (3.16), we obtain
Substituting (3.7), (3.19) , and (5.4) in (5.3), we get, for x ≥ b,
Hence we have
By substituting (5.6) in (5.2), we obtain (5.1) for x < b; on the other hand, by using (5.6) in (5.5), we get (5.1) for x ≥ b.
(ii) We now extend this result to the case X is of unbounded variation. Let
, and T + a,n are those for X (n) (of bounded variation) of a strongly approximating sequence for X. Without loss of generality, we can choose such sequence so that the Poisson random measure N (n) (ds, du) of X (n) , for all n ∈ N, coincides with the Poisson random measure N(ds, du) of X for u < −1 a.s. Recall also, as in the proof of Theorem 4.
In view of the expression (5.1) for the bounded variation case and by Remark 3.1, we have
n (y, a) < ∞.
< −M} and consider the decomposition, for M > 0,
(1) We shall first show that the second expectation can be made arbitrarily small uniformly in n ≥ N by choosing M, N sufficiently large. We have, with (F (n) t ; t ≥ 0) being the natural filtration of X (n) ,
(5.8)
Bounded convergence gives
This means, for any arbitrary ε > 0, we can choose sufficiently large N ∈ N and M > 0 such that
Namely, the left hand side of (5.8) can be made arbitrarily small by choosing sufficiently large N and M.
(2) Consider now the first expectation in (5.7).
s is bounded. Furthermore, by noting that ∆R 
By N(ds, du) = N (n) (ds, du) for u < −1 and with Y the running infimum process of Y , we have
which is integrable because, by the assumption that ψ ′ (0+) > −∞,
s is bounded in n by an integrable random variable. Hence, Fatou's lemma gives
Combining with (1) and Fatou's lemma, we have that
To see how the last inequality holds, by Fatou's lemma, for any ε > 0, we can choose sufficiently large M such that
(3) In order to finish the proof, in view of (5.10), it remains to show that almost surely
Integration by parts gives
In view of Proposition 2.1, we have R 
/q, and hence we recover (3.13).
By taking a to ∞ in identity (5.1), we obtain the following result.
Corollary 5.1. Assume ψ ′ (0+) > −∞ and q > 0. For any x ∈ R, we have
Proof. We have, by (3.5),
Here, because
This shows the claim.
OCCUPATION TIMES
In this section, we are interested in computing the occupation time of the process V above and below the level of refraction b. Namely, for a > 0, we compute the joint Laplace transform of the stopping time T 
where R (p,q) is defined as in (3.18) and
In particular, for
Proof. (i) We will show the result for the case in which X is of bounded variation; the case of unbounded variation can be obtained by Remark 3.1 and dominated convergence. Let us define, for each x ≤ a, h (p,q) (x) as the left hand side of (6.1). First, consider the case x < b.
By an application of the strong Markov property, Remark 4.1, and (3.12),
Second, for the case x ≥ b, we obtain, again by the strong Markov property and Remark 4.1,
In order to compute the expectation on the right hand side, by (3.17) and (6.3),
Substituting this in (6.4) gives
Setting x = b and solving for h (p,q) (b, a), we have
This together with (6.3) and (6.5) completes the proof of (6.1).
(ii) By Lemma 4.1 it is clear that
and hence the equation (6.2) follows directly from (6.1).
By setting δ = 0, we can obtain the same identity for the reflected process U.
Corollary 6.1. For any p ≥ 0, q ≥ −p, a, b > 0 and x ≤ a,
APPENDIX A. PROOFS A.1. Proof of Proposition 2.1. We shall first show the following lemma.
Lemma A.1. Fix t > 0. Let (x s ; 0 ≤ s ≤ t) and (x s ; 0 ≤ s ≤ t) be the paths of two different Lévy processes such that, for some ε > 0,
Fix z,z ∈ R and 0 ≤ t 0 < t.
(i) Define reflected paths u s (z, t 0 ) andũ s (z, t 0 ) on [t 0 , t] of the shifted paths (z+(x s −x t 0 ); t 0 ≤ s ≤ t) and (z + (x s −x t 0 ); t 0 ≤ s ≤ t), respectively. In other words, for all t 0 ≤ s ≤ t, let (ii) Similarly, define refracted paths a s (z; t 0 ) andã s (z; t 0 ) on [t 0 , t] that solve, for all t 0 ≤ s ≤ t, a s (z, t 0 ) = z + (x s − x t 0 ) − δ We will see in later arguments that, for all n ≥ n, this bound guarantees that T (ω) and T (ω) can act as switching times for both V (ω) and V (n) (ω) (so that, on each interval [T k (ω), T k (ω)] and [T k (ω), T k+1 (ω)], both V (ω) and V (n) (ω) are refracted and reflected paths, respectively).
Let us fix n ≥ n and
Now we define a sequence (η k ; 0 ≤ k ≤ K(ω)) such that η 0 = 0 and
The latter gives η k+1 − η k = 2(η k − η k−1 ), and hence η k − η k−1 = 2 k−1 (η 1 − η 0 ) = 2 k+1 ε. Therefore, η k = (η 1 − η 0 ) + · · · + (η k − η k−1 ) = 4(2 k − 1)ε, and by (A.4)
We will show that 
(ii) Fix k ≥ 1. Suppose T k (ω) < t (or k ≤ K 1 (ω)) and
such that (A.7) holds. Then,
