Abstract. Generalizations and extensions of a first order autoregressive model of Lawrance and Lewis (1981) are considered and characterized here.
This investigation is motivated by the possibility whereby the AR(1) sequence {X n } is composed of k independent AR(1) sequences {Y i,n } , i = 1,2, …., k, and where for each n>0 integer Y i,n , i = 1,2, …., k are identically distributed. That is, for each n, X n
and Y i,n , i = 1,2, …., k are i.i.d, k being a fixed positive integer. For example, the variable X n could be the quantity of water collected in a dam in a week or the income from the sales of a particular item by an agency having k different outlets. In these cases the resultant observation X n is either the sum of the quantities Y i,n , i = 1,2, …., k (=7) of water collected in each of the 7 days or the sum of the incomes Y i,n , i = 1,2, …., k from the sales in k different outlets. has generalized the AR(1) scheme of Gaver and Lewis (1980) on the above lines to characterize gamma-semi-stable and gamma-maxsemi-stable laws. In this generalization of the AR(1) model we make a fruitful application of two approaches to the distribution of sums and maximums in samples of random size.
Here in section.2 we generalize the AR(1) model (1) where the observations X n are the sum of k i.i.d r.vs, and then extend it to the maximum scheme in section.3. In section.4 we discuss another possible approach to the generalization.
A Generalization of the AR(1) Additive Scheme.
Harris(a,k) law on {1, 1+k, 1+2k, ….} is a generalization of the geometric law (when k=1) and is described by its probability generating function (PGF)
, k>0 integer and a>1.
The stability properties of the Harris(a,k) law in the minimum and maximum schemes were studied by Satheesh and Nair (2004) . Distributional and divisibility properties, simulation and estimation of Harris(a,k) law are discussed in Sandhya, et al. (2005) . 
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for all n>0 integer. An assumption here (and in similar structures to follow) is that the with probability p is independent of {ε i,n }.
In terms of characteristic functions (CF) and assuming stationarity (2) is equivalent to;
Theorem.2.1 A sequence {Y i,n } defines the model (2) that is stationary for some 0<p<1 iff Y i,n is a Harris(a,k)-sum and the innovation sequence is the components in the Harris(a,k)-sum, a= p 1 .
Suppose we demand (2) to be satisfied for each 0<p<1. That is, for each 0<p<1 there exists a sequence {ε i,n,p } of i.i.d r.vs, so that (2a) is true for each 0<p<1 with f ε (t)
replaced by f ε,p (t). To discuss this we need the notion of N-ID laws of Gnedenko and Korolev (1996, p.137-152 ) that generalizes the geometrically ID laws as follows. Let N = {N θ ,θ∈Θ} be a family of positive integer valued r.vs having finite mean with PGF {P θ , θ∈Θ}, {θ∈Θ} being the parameter space. A CF f(t) is N-ID if for each θ∈Θ there exists a CF f θ (t) such that
Of course, an underlying assumption is that the distributions corresponding to P θ and f θ are independent for each θ∈Θ. Their approach also required that the family of PGFs {P θ :
θ∈Θ} formed a commutative semi-group with respect to the operation of convolution.
where ϕ is a Laplace transform (LT) and h(t) is the CF of an ID law. They also showed that {P θ : θ∈Θ} formed a commutative semi-group iff P θ and ϕ are related by
Now, if (2a) is to be true for each 0<p<1 with f ε (t) replaced by f ε,p (t), what we require is that
, the LT of the gamma law,
is the PGF of the Harris(a,k) law. Hence; 
Theorem.2.2 A CF f(t) is Harris-ID iff f(t) =
k t h / 1 )) ( log 1 ( 1 − , k>0 integer,
The AR(1) Maximum Scheme and its Generalization.
The max-analogue of the AR(1) model of Gaver and Lewis (1980) was introduced and characterized in . The max-analogue of (1) is X n = ε n , with probability p = X n-1 ∨ ε n , with probability (1-p).
In terms of d.fs and assuming stationarity (3) is equivalent to;
, which proves; (3a)
Theorem.3.1 {X n } defines the model (3) that is stationary for some 0<p<1 iff the d.f of X n is a geometric maximum and the innovation sequence has the distribution of the components.
Suppose we demand (3) to be satisfied for each 0<p<1, then (3a) is true for each 0<p<1 with F ε (x) replaced by F ε,p (x). Hence by Rachev and Resnick (1991) X n must be max-geometrically-ID. Hence we have;
Theorem.3.2 {X n } defines the model (3) that is stationary for each 0<p<1 iff X n is max-
Remark.3.1 Strictly speaking, H(x) above should be max-ID, but then in the univariate case every d.f is max-ID.
Next consider the generalization of (3) as done in (2) as follows. 
In terms of d.fs and assuming stationarity we have (as done to arrive at (2a)); Suppose we demand (4) to be satisfied for each 0<p<1, then (4a) is true for each 0<p<1 with F ε (x) replaced by F ε,p (x). To discuss this we need the max-analogue of the notion of N-ID laws in Gnedenko and Korolev (1996) which we develop now.
Definition.3.1 Let ϕ be a LT and N θ a positive integer-valued r.v having finite mean with
Theorem.3.4 The limit of a sequence of N-max-ID laws is N-max-ID.
Proof. Follows as in the proof of property.4.6.2 in Gnedenko and Korolev (1996, p.145) .
Theorem.3.5 Let ϕ be a LT, a n >0 are constants and G n are d.fs.
Proof. We closely follow the proof of theorem.4.6.2 in Gnedenko and Korolev (1996, p.146) . The "if part" follows by noting that for each a>0,
being a mixture of Poisson maximums of G(x)'s where the mixing law has LT ϕ. Further,
Thus 
, for each θ∈Θ and ∀x∈R.
is also a d.f for each θ∈Θ.
in the arguments used in the proof of the "if part" we can see that the d.f
is N-max-ID and by the properties of the function ϕ (a LT)
which completes the proof. 
Another Look at the Models (2) and (4).
A problem in the above development is how to identify the CF h or the d.f H. This motivates us to take another look at the models (2) and (4) by using the notions of ϕ-ID and ϕ-max-ID laws from Satheesh (2002 Satheesh ( , 2004 . In the terminology used in the above 
Assuming the existence of the classical limit of sums (maximums) , where p↓0 through a sequence {p n }.
Notice that the Harris PGF is P(s) = sϕ( θ 1 (1-s k )), where ϕ(s) is the LT is the weak limit of F ε,p 's as p↓0 through {p n }. H(x) being univariate we only need that H(x) is a proper d.f so that it is max-ID. Hence we have:
