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Nowadays, meta-heuristic optimization algorithms have been extensively 
applied to a variety of Machine Learning (ML) applications such as classification, 
recognition, prediction, data mining and web mining, combinatorial optimization and 
so on. The majority of them imitate the behavior of natural phenomena to find the 
best solution. The algorithms find promising regions in an affordable time due to 
exploration and exploitation ability. Although the mentioned algorithms have 
satisfactory results in various fields, none of them is able to present a higher 
performance for all applications. Therefore, searching for a new meta-heuristic 
algorithm is an open problem. In this study, an improved scheme of Particle Swarm 
Optimization (PSO) based on Newtonian’s motion laws called Centripetal 
Accelerated Particle Swarm Optimization (CAPSO) has been proposed to accelerate 
learning process and to increase accuracy in solving ML problems. A binary mode of 
the proposed algorithm called Binary Centripetal Accelerated Particle Swarm 
Optimization (BCAPSO) has been developed for discrete (binary) search space. 
These algorithms have been employed for problems such as non-linear benchmark 
functions, Multi-Layer Perceptron (MLP) learning and the 0-1 Multidimensional 
Knapsack Problem (MKP). The results have been compared with several well-known 
meta-heuristic population-based algorithms in both continuous (real) and binary 
search spaces. From the experiments, it could be concluded that the proposed 
methods show significant results in function optimization for real and binary search 

















Kini pengoptimum algoritma meta-huristik sudah digunakan dengan 
meluasnya dalam pelbagai aplikasi mesin pembelajaran (ML) seperti 
pengklasifikasian, pengecaman, ramalan, pencarian data dan pencarian jaringan, 
pengoptimum kombinasi dan sebagainya. Kebanyakan aplikasi ini meniru keadaan 
fenomena semulajadi bagi mendapatkan penyelesaian terbaik. Algoritma akan 
mendapatkan ruang yang sangat sesuai dalam jangkamasa tertentu mengikut 
keupayaan eksplorasi dan eksploitasi. Walaupun algoritma tersebut memberi 
keputusan yang memuaskan di dalam banyak bidang, namun tidak satu pun 
diantaranya dapat mneghasilkan prestasi yang lebih tinggi untuk semua aplikasi. 
Maka, untuk mencari algoritma meta-huristik yang baru merupakan suatu cabaran 
yang nyata. Di dalam kajian ini, skim Particle Swarm Optimization (PSO) yang 
diperbaharui berdasarkan hukum gerakan Newtonian yang dipanggil Centripetal 
Accelerated Particle Swarm Optimization (CAPSO) telah dicadangkan bagi 
mempercepat proses pembelajaran dan meningkatkan ketepatan untuk menyelesaikan 
masalah-masalah ML. Mod binari algoritma  yang dicadangkan yang dinamakan 
Binary Centripetal Accelerated Particle Swarm Optimization (BCAPSO) 
dibangunkan untuk pencarian ruang diskret (binari). Kesemua algoritma tersebut 
telah digunakan bagi mengatasi beberapa kesulitan seperti fungsi penanda aras bukan 
linear, pembelajaran Multi-Layer Perceptron (MLP) dan 0-1 Multidimensional 
Knapsack Problem (MKP). Keputusan telah dibandingkan dengan beberapa 
algoritma meta-huristik berdasarkan populasi yang terkenal carian ruang nyata dan 
binari. Daripada eksperimen, boleh disimpulkan bahawa kaedah yang dicadangkan 
menunjukkan hasil yang signifikan bagi fungsi pengoptimum untuk nyata dan 
pencarian ruang binari, pembelajaran MLP bagi masalah-masalah klasifikasi dan 
penyelesaian MKP untuk pencarian ruang binari. 
