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Classical polarizable force fields parametrized from ab initio
calculations
Abstract
A computationally efficient molecular dynamics implementation of a polarizable force field
parametrized from ab initio data is presented. Our formulation, based on a second-order expansion of
the energy density, models the density response using Gaussian basis functions derived from density
functional linear response theory. Polarization effects are described by the time evolution of the basis
function coefficients propagated via an extended Lagrangian formalism. We have devised a general
protocol for the parametrization of the force field. We will show that a single parametrization of the
model can describe the polarization effects of LiI in the condensed phase.
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A computationally efficient molecular dynamics implementation of a polarizable force field
parametrized from ab initio data is presented. Our formulation, based on a second-order expansion
of the energy density, models the density response using Gaussian basis functions derived from
density functional linear response theory. Polarization effects are described by the time evolution of
the basis function coefficients propagated via an extended Lagrangian formalism. We have devised
a general protocol for the parametrization of the force field. We will show that a single
parametrization of the model can describe the polarization effects of LiI in the condensed phase.
© 2002 American Institute of Physics. @DOI: 10.1063/1.1487822#I. INTRODUCTION
The accurate simulation of chemically complex systems
is one of the goals of modern computational chemistry. Den-
sity functional theory ~DFT!1 is a reliable tool for investigat-
ing structural properties and chemical behavior in a wide
variety of systems, including catalysts and biomolecules.2
However, the high computational cost of DFT methods dras-
tically limits both the size and the time accessible by simu-
lations. On the other hand, techniques based on classical
force fields can afford one access to simulations of large
systems for relatively long times. Classical force fields have
proven to be reliable for many applications; the most note-
worthy are liquid water and ionic solids and melts. The ap-
plication of many conventional empirical models is limited
by the description of particles as simple point charges; no
polarization or many-body effects are accounted for.
The development of approaches aimed to model the re-
sponse of the electron density to changes of chemical envi-
ronment is a active area of research. Moreover, progress in
this area is crucial for mixed quantum mechanical-molecular
mechanical methodologies. The impetus for this effort is to
provide a computational framework that allows the accurate
and efficient classical simulation of systems such as biologi-
cal systems, highly polarizable ionics, and oxides that lie
outside the scope of the simple rigid-ion model.
Many methodologies have been proposed to treat polar-
a!Electronic mail: gloria@fis.unico.it
b!Electronic mail: mundy2@llnl.gov
c!Electronic mail: hutter@pci.unizh.ch
d!Electronic mail: parrinello@cscs.ch1410021-9606/2002/117(4)/1416/18/$19.00
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general scheme that provides a general parametrization and
treats ions on the same footing as neutral species. We present
here an efficient molecular dynamics ~MD! implementation
of a novel ab initio parametrized polarizable force field
model. This model achieves the goal of compromise between
chemical accuracy and low computational costs. Further-
more, this effort represents a step towards a polarizable
model of general applicability and simple parametrization.
We achieve this by considering the density response to an
applied electric field. This density response is described in
terms of basis functions that are obtained from ab initio den-
sity functional linear response ~DFT-LR! calculations on a
chosen reference state. The remaining parameters of the
model are calculated by a least-squares fit of an empirical
force field to the forces obtained from a series of Car–
Parrinello ~CP! simulations. Borrowing ideas from the Car–
Parrinello method3 and from previous work in the field of
empirical polarizable models,4–7 the extra degrees of free-
dom related to polarization are treated as additional dynami-
cal variables in an extended Lagrangian scheme.
Before discussing our method, let us briefly review some
of the polarizable models reported in the literature. It is
known since the early 1940’s8 that rigid-ion models can sat-
isfactorily account for the static properties of an ionic crystal,
but provide a rather poor dynamical description of crystal
lattices. In particular, significant discrepancies with experi-
ment are found for the optical branches of the phonon dis-
persion curves.9,10 In fact, the electronic distribution of ions
in a crystal responds to variations in the electrostatic and
short-range potentials arising from changes in the instanta-6 © 2002 American Institute of Physics
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interact among each other giving rise to polarization effects,
whose contribution to the system’s energetics significantly
affects thermodynamic properties ~e.g., bulk moduli, lattice
energies, phase-transition pressures!.11
One of the first attempts to go beyond a rigid-ion de-
scription and to try to describe polarization was the shell
model ~see, e.g., Cochran9 or Sangster and Dixon12!. In its
simplest form,13 it describes an ion as a point charge joined
to a shell by a harmonic spring. The force constant of the
spring and the shell charge are the field parameters, which
are obtained by fitting to experimental data ~usually dielec-
tric constants and the transverse optic frequency!, with the
constraint that the sum of the shell and the core charges must
match the full ionic charge. Further extensions of the model,
allowing changes in size ~breathing!14 and anisotropic
deformation15 of the ion’s density distribution, have been
extensively applied in the lattice dynamics calculation. This
allowed for a significant improvement of the phonon disper-
sion curves of ionic oxides and halides. Moreover, shell po-
tentials have been incorporated in MD taking the shells to be
massless and relaxing the shell positions at each time step by
steepest descent16,17 or conjugate gradient18 techniques.
Implementations adopting shells with a fictitious mass19 have
also been proposed.
The advantage of shell potentials lies in the rather small
number of parameters to be fit; on the other hand, they are
not flexible enough to account for an accurate representation
of the induced density deformations and, as a consequence,
they lack transferability. This limitation was overcome, in
particular, by the compressible ion model20 and the polariz-
able ion model,21 which analyzed the different types of de-
formations that a ion embedded in a crystal may undergo,
and tried to independently represent the effect of each defor-
mation using suitable potential forms. Specifically, the in-
crystal ionic density can be distorted by spherical breathing
~isotropic compression!, by the induction of multipoles as a
result of both Coulomb and short-range ~overlap! interac-
tions, and by anisotropic shape deformation.21 The param-
eters of the model, which are related to the change of ionic
radius, the dipole and quadrupole moments and the shape of
the ion repulsion curve, are obtained by fitting to high quality
ab initio cluster calculations of the induced multipole mo-
ments. Such procedures account for the effects of the overlap
with the neighboring ions and the lattice confining potential
~‘‘environmental effects’’! on the ion’s polarizability and al-
lows one to distinguish between pure Coulomb and short-
range contributions.22–24 This class of models has proved to
give excellent agreement with experiment for many closed
shell oxides and halides.25–28 In addition, potential param-
eters are transferable between chemically related materials.
On the other hand, these methods work very well only for
systems which can be described as composed by interacting
closed-shell ions with formal charges. The parametrization
procedure is complex, even though in some recent develop-
ments a more simple charge density overlap model29 for the
exchange repulsion was adopted.30
Among the many methods proposed to date to model
interactions in ionic materials,31 we mention, e.g., the fullyDownloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject toionic model of Pyper.32–34 This model generates in-crystal
anion wave functions able to provide accurate cohesive en-
ergies. The potential-induced breathing model35 assumes that
the breathing motion of the ion is directly coupled to the
Madelung potential. Another example, the modified electron
gas,36,37 is based on the assumption that the crystal density is
the sum of the densities of individual ions, which are calcu-
lated from first principles. Its extension, the polarization-
induction electron gas,38 can also describe nonspherical dis-
tortions of the anion’s density.
A point of view, different from the previously presented
models is offered by the fluctuating charge methods
~fluc-q!,7,39–47 which are particularly suited to treat water in
the condensed phases45 or complex molecules in the gas
phase such as alanine dipeptide.41 While in conventional MD
simulations the charges on the subsystems ~atoms or mol-
ecules! are held fixed; in the fluc-q method they depend on
the instantaneous configuration of the system, and are al-
lowed to vary in response to changes in the chemical envi-
ronment. The charges are treated as additional dynamical
variables whose time evolution is governed by Newton’s
equations of motion. The equilibrium values of the charges
are computed as to equalize the electrochemical potential of
the system ~electronegativity equalization principle!.48 This
method can treat charge transfer between subsystems, thus
allowing the simulation of polyenes and conjugated
molecules42 but, in its simplest implementations, anisotropic
polarization is not accounted for. The most recent extensions
of this type of model, the ‘‘fluctuating charge-fluctuating
dipole’’ 41,46 or the induced charge method,47 can incorporate
dipole polarizability but the price to pay for this improve-
ment is again a more involved parametrization.
A significant advance was achieved by the chemical po-
tential equalization ~CPE! method,49–52 that can be consid-
ered as a generalization of the fluc-q approach. In contrast to
the fluc-q models, the CPE models the electronic density
response, dr, to a small perturbation in the external potential
dn. The response density is expanded in a finite basis set and
the optimal expansion coefficients are obtained from a con-
strained minimization of the energy functional. This class of
methods is, in our opinion, the most promising one in view
of our purposes, because it provides a DFT-based framework
for the treatment of the density response, allows one to rep-
resent anisotropic polarization, and treats neutral species on
the same footing as charged species.
Our model exploits the CPE idea of expanding dr into a
finite basis set, but differs from previous work in the choice
of the basis functions. In our formulation the basis functions
are obtained from ab initio density functional linear response
~DFT-LR! calculations53–56 on a chosen reference state. The
use of this type of basis function automatically enforces
charge conservation ~e.g., in DFT-LR the response functions
are guaranteed to fulfill the condition *dr dr50! and thus
no constrained minimization needs to be performed in ob-
taining the optimal expansion coefficients. Such coefficients AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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are expressed as additional degrees of freedom in an ex-
tended Lagrangian and propagated in time within a CP ap-
proach. Still, the implementation we present here suffers a
limitation; namely the impossibility of treating charge-
transfer effects. However, the underlying theory is general
enough to incorporate this improvement.
The article is organized as follows: In Sec. II we present
a procedure to obtain the parameters of a rigid-ion model
from a fit to ab initio forces obtained from a reference CP
simulation. Such an idea will also be employed in the param-
etrization of the polarizable force field. In Sec. III the theo-
retical details of the model are elucidated. Section IV reports
the MD implementation, while Sec. V outlines a general pro-
cedure to obtain the parameters from ab initio, with particu-
lar attention focused on the choice of basis set for the density
response.
The method has been tested on a rather simple system,
LiI, that nonetheless contains a highly polarizable anion that
cannot be simply represented as a rigid ion and, therefore,
requires the explicit treatment of the density response in or-
der to properly describe polarization effects. One of the sa-
lient features of our parametrization scheme is that we are
able to reproduce ab initio results in both the liquid and solid
phases. Thus, although LiI is a simple test, the proof-of-
concept for transferability of the model among different
phases is demonstrated. Moreover, the relative stability of
three possible LiI crystal structures ~rocksalt, wurtzite, and
CsCl! has been examined and some thermodynamic proper-
ties have been calculated and compared with experiment.
After presenting our results, we will discuss advantages and
shortcomings of our approach, present some open problems,
and indicate possible routes for their solution and for the
improvement of the model.
II. RIGID-ION PARAMETERS FROM ab initio FORCES
Empirical potentials for conventional classical MD
simulations are usually obtained by a least-squares fit of the
potential parameters to a series of experimental properties. In
this work we show how to obtain force field parameters by a
least-squares fit of the parameters to a set of reference ab
initio forces. Such a ‘‘force-matching’’ procedure was first
proposed by Ercolessi et al.57,58 where they obtained an ac-
curate and transferable potential for Al and Mg by fitting the
parameters to experimental data and to a large database of ab
initio forces calculated for various geometries at different
simulation temperatures. These authors showed that an ex-
tensive sampling of configurations corresponding to different
structures and physical phases, ranging from bulk solid to
clusters and surfaces, is sufficient to obtain a high degree of
accuracy and transferability of the empirical potential.
Since our main focus is to develop of a polarizable force
field with accuracy comparable to ab initio simulations, we
have simplified and generalized the force-matching proce-
dure in order to transform it into a quick and efficient com-
putational tool that can provide reasonable parameters for
traditional MD simulations. We will show later that such a
simplified recipe can be quickly and straightforwardly imple-Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject tomented to obtain the parameters of the polarizable force field
that cannot be deduced from ab initio calculations.
We illustrate how this method works on NaCl, an ionic
solid that can be accurately described by a simple rigid-ion
model with two-body exponential potentials of the Born–
Mayer form59 as in the Tosi-Fumi parametrization.60 This
system, although very simple, is a binary ionic, hence the
parameters for the Na–Na, Cl–Cl, and Na–Cl interactions
need to be obtained from the fit ~a total of nine parameters
for the Born–Mayer functional form!. Moreover, electro-
static repulsion keeps the ions with like charges far apart.
Hence, regions corresponding to the repulsive part of the
Na–Na and Cl–Cl potential energy curves are not sampled at
all at moderate temperatures. This contributes to the diffi-
culty of fitting the Born–Mayer repulsive parameters of like
ions.
To our knowledge, the original force matching method
was applied only to elemental systems and offers no pre-
scription to tackle this additional complication. Moreover, its
application to NaCl would have required a huge effort only
to collect the ab initio database. For this reason, we have
chosen to adopt a more simple and less time consuming ap-
proach; at the same time use physical intuition as a guide to
reduce the number of parameters that need to be fit. We
restrict ourselves to an empirical force field that can provide
a good description of the NaCl structure in bulk condensed
phases. Our force database is a collection of configurations
obtained from CP simulations on solid NaCl at 300 K, and
on NaCl melts at temperatures of 1500, 3000, and 6000 K. In
the ab initio MD simulations we remained within the local
density approximation for the functional; norm conserving
pseudopotentials61 with p nonlocality were used for both Na
and Cl.
The configurations obtained in the 6000 K run are very
different from those encountered under less extreme condi-
tions. However, their inclusion in the database is justified by
the need to achieve sampling of the repulsive nonelectro-
static Na–Na and Cl–Cl interactions. In fact, at very high
temperatures, the kinetic energy is high enough to overcome
the Coulomb repulsion and to allow like ions to approach at
distances where the short-range repulsion, described in the
exponential part of our chosen empirical potential, plays a
significant role.
As alluded to above, we have used a potential of the
form
Vi j5
ZiZ j
ri j
1Ai j exp~2Bi jri j!2
Ci j
ri j
6 , ~1!
where Zi represents the fixed charge of the ion, taken to be
61, and ri j the interatomic distance. Ai j , Bi j , and Ci j are
the empirical parameters, $p%, that must be obtained from the
fit. We search for the parameters that make the forces pre-
dicted by the classical potential as close as possible to the ab
initio forces in a least-squares sense. This corresponds to a
minimization with respect to $p% of the function
F~$p%!5
1
3( j51
Nc N j
(j51
Nc
(
i51
N j
N juFi j
p 2Fi j
refu. ~2! AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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the number of atoms in each configuration. We have em-
ployed the downhill simplex method62 ~DSM! to perform the
minimization, which is particularly well suited for cases
where the number of parameters to be fit is large and the
possibility of many local minima exists. On the other hand,
this minimization scheme treats all the parameters on a equal
footing and cannot prevent them from taking nonphysical
values. Therefore, to avoid this unwanted side effect, we
have restricted the DSM to fit to only positive values of the
unknown parameters by fitting to the square roots of A, B,
and C.
In addition, even though at 6000 K ions of like charge
come within proximity of each other, the main contribution
to the global forces on ions is still given by the Coulomb
interaction and the Na–Cl interactions. We have observed
that in fitting all nine parameters to our ab initio forces, the
DSM convergence was often achieved with values of the
repulsive parameters ANa–Na and ACl–Cl close to zero, or with
values of the like-ions dispersion parameters CCl–Cl , CNa–Na
much larger than those predicted using the Slater–Kirkwood
formula63
Ci j5
3
2
a ia j
~a i /Pi!1/21~a j /P j!1/2
, ~3!
where a are dipole polarizabilities and P effective electron
numbers ~see Table I!. This corresponds to an attractive
Born–Mayer potential for like ions. Of course, such poten-
tials when tested with classical MD on liquid NaCl did not
provide stable dynamics. One concludes that in order to use
the DSM for an unconstrained and unbiased fit of the nine
parameters, a far more extensive force database would be
required in which the repulsive Born–Mayer interaction be-
tween like ions is appropriately sampled. In addition, a more
flexible functional form for the dispersion interaction includ-
ing a damping factor for short interatomic separations should
be used.20,34 However, if we give up the idea of the ‘‘black
box’’ fit and try to use physical grounds to aid the fitting
procedure, reasonable empirical parameters for classical
rigid-ion MD can also be obtained starting from this re-
stricted force database and this simple potential form.
First, we start from the sensible hypothesis that in con-
densed bulk phases the Na–Cl interaction and the Coulomb
repulsion between ions of like charges are dominant. As a
first approximation, only the Born–Mayer parameters of the
Na–Cl interaction were fit, while the remaining six param-
eters were constrained to zero. A second DSM run was per-
formed to obtain the parameters of the Na–Na and Cl–Cl
Born–Mayer interactions, keeping the parameters of the
Na–Cl interaction fixed to the converged values obtained in
the aforementioned run. To avoid the risk of getting a purely
attractive potential for Na–Na and Cl–Cl, we made the stark
approximation of neglecting the like-ion’s dispersion terms
by constraining the CNa–Na and CCl–Cl to be zero under the
reasonable assumption that the Coulomb repulsive interac-
tions between ions of like charge are sufficient to reproduce
most the physics of the system at our specified simulation
conditions. We are now left with only four parameters to fit.
In Fig. 1, the Na–Cl Born–Mayer potential obtainedDownloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject tofrom the DSM fit is compared with the corresponding poten-
tial parametrized by Tosi and Fumi.60 The only significant
difference is the fact that at large distances the Tosi–Fumi
potential is slightly attractive, while for our potential, the
short-range attractive contribution is almost negligible. The
values of the parameters obtained from the constrained fit are
also reported in Table I, together with those obtained in the
unconstrained fit and the Tosi–Fumi values. One should note
by constraining the CNa–Na and CCl–Cl to zero we obtain a
CNa–Cl value significantly lower than the unconstrained
value. Thus, the application of constraints in the DSM pro-
cedure leads to a global underestimation of the dispersion
interaction term between unlike ions.
However, the unconstrained fit of CNa–Cl turns out to be
lower than the value estimated by the Slater–Kirkwood for-
mula ~using the in-crystal polarizabilities calculated by
Fowler and Madden64 for Na1 and Cl2 and the electron
numbers reported in Ref. 34!. The reason for such a large
discrepancy lies mainly in the well known limitation of
FIG. 1. Representation of the Na–Cl rigid-ion potential obtained with the
DSM fit ~solid line!. The Na–Cl rigid-ion potential of Tosi and Fumi ~Ref.
60! ~dashed line! is also reported for comparison. Distances are in Å, ener-
gies in K.
TABLE I. Values of the empirical parameters of the rigid-ion Born–Mayer
force field obtained for NaCl with the DSM fit. Lines 1–3: Parameters from
the unconstrained fit. Lines 4–6: Final DSM parameters from the con-
strained fit. Lines 7–9: Tosi–Fumi parameters. Lines 10–12: Values of the
dipole dispersion parameters C from the Slater–Kirkwood formula.
A ~K! B ~A21! C (K3Å6)
Na–Na 5.3883107 3.097 7.7733107
Na–Cl 2.5503107 3.361 1.1163102
Cl–Cl 3.4063107 2.377 7.0773107
Na–Na 1.0323108 3.748 0.00
Na–Cl 2.1443107 3.306 1.17931022
Cl–Cl 8.1063107 4.481 0.00
Na–Na 4.9163106 3.155 1.2173104
Na–Cl 1.4563107 3.155 8.1123104
Cl–Cl 4.0443107 3.155 8.4023105
Na–Na 1.0973104
Na–Cl 9.3543104
Cl–Cl 1.2283106 AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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long-range interactions resulting from density fluctuations in
distant, nonoverlapping regions.65 Therefore, the rather poor
description of dispersion interactions given by the reference
LDA calculations does not allow the fitted potentials to sat-
isfactorily account for dispersion. In addition, we recall that
a large portion of our force database ~20 configurations out
of a total of 25! contain configurations taken from the 6000
and 3000 K simulations of the NaCl melt. One can then
argue that the anion polarization, which is strongly influ-
enced by the environment, under extreme conditions might
significantly differ from the in-crystal value used in the
Slater–Kirkwood formula.
The reliability of our parameters was tested on structural
properties of bulk NaCl phases ~solid at 300 K and liquid at
1500 K!. In Figs. 2 and 3, the Na–Na, Cl–Cl, and Na–Cl
radial distribution functions are displayed from both the
rigid-ion classical MD simulation using empirical parameters
of Eq. ~1! determined from the DSM and the corresponding
CP simulation. This comparison is evidence that our param-
etrization scheme can well reproduce the ab initio structure
predicted for NaCl. Moreover, the results indicate that a
force-matching fit procedure based only on a limited data-
base of reference forces can lead to a set of parameters able
to account for the structural properties of a simple binary
system. This was just the proof-of-concept we needed in
FIG. 2. Radial distribution functions calculated for liquid NaCl at 1500 K
from the classical MD simulation with the rigid-ion potential from DSM fit
~solid lines! and from the ab initio MD simulation ~dashed lines!. Top:
Na–Cl g(r); middle: Cl–Cl g(r); and bottom: Na–Na g(r). Distances are
in Å.Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject toview of the application of this protocol to the polarizable
model outlined below.
Of course, we are aware of the fact that we have made a
quite drastic approximation in neglecting the dispersion term
between like ions and consequently we do not expect that the
rigid-ion potentials here obtained can satisfactorily repro-
duce properties such as lattice energies and bulk moduli. In
fact, dispersion interactions represent a non-negligible con-
tribution to the crystal cohesion energy which is often deter-
minant in establishing, for instance, the most stable crystal
structure at a given pressure.32 In order to obtain more accu-
rate potentials, which could also reproduce the above men-
tioned thermodynamic properties, a further refinement of the
fitting procedure is needed. This could be achieved, for in-
stance, by constraining Ci j and Cii to the values calculated
using the Slater–Kirkwood approximation, thus evaluating
by force matching only the $A, B% restricted set of parameters
of the short-range repulsion.
III. ENERGY FUNCTIONAL FOR THE POLARIZABLE
MODEL
Now that we have established that a force-matching pro-
cedure can reliably reproduce a known potential for a binary
ionic, we turn our attention to the derivation of our polariz-
FIG. 3. Radial distribution functions calculated for solid NaCl ~fcc struc-
ture! at 300 K from the classical MD simulation with the rigid-ion potential
from the DSM fit ~solid lines! and from the ab initio MD simulation ~dashed
lines!. Top: Na–Cl g(r); middle: Cl–Cl g(r); and bottom: Na–Na g(r).
Distances are in Å. AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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pansion of the energy functional in terms of the change of
external potential dn, and the response density, dr, as first
described by York and Yang50 ~YY! and related CPE
models.51,52 We begin by representing our system as a col-
lection of N interacting subsystems ~ions, atoms, or mol-
ecules!. Each subsystem is modeled by a core charge density
and an electronic density distribution. The total electronic
density of the system is defined as the sum of the reference
density r0 and of the density response dr:
r~r!5r0~r!1dr~r!. ~4!
The reference density is a superposition of optimal densities
representing the unperturbed charge distributions of the iso-
lated subsystems. In addition, we assume that the total den-
sity response, dr, can be written as the sum of individual
contributions describing the response of each subsystem to
changes in the external potential. Such potential changes can
arise, for instance, from the movements of other subsystems
or from applied external fields:
r0~r!5(
i
r i
0~r!, ~5!
dr~r!5(
i
dr i~r!. ~6!
The energy functional of the total system is
E@r ,n#5F@r#1E r~r!n~r!dr1VNN . ~7!
Here, n(r) is the external potential ~typically, the Coulomb
potential of the nuclei!, VNN is the nuclear–nuclear interac-
tion energy, and F@r# is the density functional.
This energy expression can now be expanded up to
second-order in changes of the density and of the external
potential:
E@r01dr ,n01dn#
5FF(
i
r i
0G1(
i
E r i0~r!n0~r!dr1VNN
1(
k
E dEdrk~r! drk~r!dr1E
dE
dn~r!
dn~r!dr
1(
kl
1
2 E E drk~r!S d
2E
drk~r!dr l~r8!
D dr l~r8!dr dr8
1(
k
E E drk~r!S d2Edrk~r!dn~r8! D dn~r8!dr dr8
1
1
2 E E dn~r!S d
2E
dn~r!dn~r8! D dn~r8!dr dr8. ~8!
Performing the functional derivatives and evaluating them at
the reference state @for r(r)5r0(r) and n(r)5n0(r)# we
obtain
E@r01dr ,n01dn#Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject to5FF(
i
r i
0G1(
i
E r i0~r!n0~r!dr1VNN
1(
k
E dFdrk~r! drk~r!dr1(k E drk~r!n0~r!dr
1(
i
E r i0~r!dn~r!dr1(
kl
1
2 E E drk~r!
3S d2Fdrk~r!dr l~r8! Ddr l~r8!dr dr81(ik E E drk~r!
3S d2~r in!drk~r!dn~r8! D dn~r8!dr dr8. ~9!
As previously discussed, the total electronic density and the
total potential are the sum of a reference and a response
contribution:
r~r!5(
i
@r i
0~r!1dr i~r!# , ~10!
n~r!5n0~r!1dn~r!. ~11!
Introducing these definitions and evaluating the derivatives,
the energy expression simplifies to
E@r01dr ,n01dn#
5FF(
i
r i
0G1E r~r!n~r!dr1VNN
1(
k
E dFdrk~r! drk~r!dr1(kl
1
2 E E drk~r!
3S d2Fdrk~r!dr l~r8! D dr l~r8!dr dr8. ~12!
At this point, it is convenient to split F in two distinct con-
tributions: the classical electrostatics, i.e., the Hartree term,
and a short-range ~SR! term describing the nonclassical
short-range contributions to the energy:
F@r#5FSR@r#1
1
2 E E r~r!r~r8!ur2r8u dr dr8, ~13!
where FSR@r#5T@r#1Fxc@r# is the short-range functional.
Introducing these definitions in the first and second func-
tional derivatives of F, we obtain the following expressions:
dF
drk~r!
5
dFSR
drk~r!
1E r~r8!ur2r8u dr8, ~14!
d2F
drk~r!dr l~r8!
5
d2FSR
drk~r!dr l~r8!
1
1
ur2r8u
. ~15!
The first term on the right-hand side in Eq. ~14! is the short-
range first-order kernel representing the nonelectrostatic in-
teractions between unperturbed electronic densities and re-
sponse densities. In analogy to Eq. ~14!, the corresponding
term in Eq. ~15! is the second-order short-range kernel, and
describes the nonelectrostatic interactions between response
densities. It is clear that, since these nonclassical short-range
terms are explicitly included in the functional, this method AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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ing the aforementioned definitions, the energy expression be-
comes
E@r01dr ,n01dn#
5FSRF(
i
r i
0G1E r~r!n~r!dr1VNN
1
1
2 E E r~r!r~r8!ur2r8u dr dr81(k E dFSRdrk~r! drk~r!dr
1(
kl
1
2 E E drk~r!S d
2FSR
drk~r!dr l~r8!
D dr l~r8!dr dr8.
~16!
Up to now we have made no assumption about the form
of the external potential. For the sake of simplicity, and with-
out loss of generality, we assume now that no external field
acts on the system. Rather, the external potential is due to the
core charges alone. We replace the nuclear point charges
with a series of localized density distributions rc ,i(r) cen-
tered on atomic nuclei. The total core charge density of the
system rc(r) is the sum of these individual core distribu-
tions, and the corresponding external potential is given by
n~r!5E rc~r8!ur2r8u dr8. ~17!
Defining the total charge distribution as
r tot~r!5r
0~r8!1dr~r!1rc~r!, ~18!
and collecting all the electrostatics terms, we obtain
E@r01dr ,n01dn#
5FSRF(
i
r i
0G1(
k
E dFSRdrk~r! drk~r!dr
1
1
2 E E r tot~r!r tot~r8!ur2r8u dr dr81(kl 12 E E drk~r!
3S d2FSRdrk~r!dr l~r8! D dr l~r8!dr dr8. ~19!
Equation ~19! gives the energy of the system and must
be solved for dr. To solve for dr we expand the density
response in a finite basis set
drk~r!5(
a
ca ,kwa~r!, ~20!
with the required property of linear response theory
E wa~r!dr50. ~21!
In the work of YY, the basis functions ~i.e., the response
densities! are normalized to unity, and the total charge of
system is constrained to a fixed value. In Ref. 52 un-
normalized basis functions were adopted such that the inte-
gral of the response density on each molecule is constrainedDownloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject toto be zero. Our approach follows the criteria required by
linear response theory, namely, Eq. ~21!. This automatically
assures that
E dr~r!dr50. ~22!
It will be shown that our basis set can be derived from DFT-
LR. We believe that such a choice, apart from offering the
advantage of a nonconstrained minimization of the energy
functional, is more consistent from a formal point of view
with the theoretical approach. The procedure to obtain these
functions will be outlined in Sec. V.
The basis set representation of the kernels @see Eqs. ~14!
and ~15!# of the short-range functional are introduced below,
where the additional indices for the subsystems have been
dropped for clarity:
ta5E dFSRdr~r! wa~r!dr, ~23!
Nab5E E wa~r!S d2FSRdr~r!dr~r8! Dwb~r8!dr dr8. ~24!
Here, N is related to the hardness matrix1,66–71 by
hab5Nab1E E wa~r!wb~r8!ur2r8u dr dr8. ~25!
The hardness matrix describes the interaction between re-
sponse densities. Using the above definition, the total energy
can be written in matrix form:
E@c#5FSR1cTt1EH@c#1
1
2c
TNc, ~26!
where EH denotes the Hartree-like term, and $c% is the set of
variational parameters. Upon minimization of the above
functional with respect to $c% one obtains the optimal expan-
sion coefficients for the response density.
IV. CLASSICAL MOLECULAR DYNAMICS
IMPLEMENTATION
In order to have an efficient implementation of a polar-
izable MD scheme based on the fundamental expression re-
ported above, we need to introduce suitable approximations
for the first- and second-order short-range kernels @Eqs. ~23!
and ~24!, respectively#. We start from the assumption that t is
a pure subsystem property and does not depend on the
atomic position R. For the second-order kernel, we adopt, as
in YY,50 an extended Hu¨ckel approximation:
Nab5 12~Fa1Fb!E wa~r!wb~r!dr ~27!
where the Fa’s are empirical parameters to be determined.
This choice of Eq. ~27! is motivated by the fact that the
corresponding energy term depends on the overlap between
basis functions, and it will be shown that our basis functions
are contracted Cartesian Gaussian functions. Since literature
provides excellent recursive procedures to calculate analyti-
cal overlap integrals between Cartesian Gaussians,72 the use
of Eq. ~27! leads to an efficient MD implementation.
The total unperturbed charge distribution is r01rc . As
discussed above, the ionic charge density, rc can be replaced AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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charge r01rc to a set of atom centered Gaussians leading to
the expression
r01rc5(
i
r˜ i , ~28!
where r˜ i is the effective charge density of the ith subsystem.
Collecting all the electrostatic contributions to the energy
arising from the interactions between charge distributions
~both effective and response densities! in a single term
E˜ H@c,R# ~where the R’s represent the ionic positions!, and
introducing a force field F@R# that represents all remaining
unaccounted for terms in FSR , the energy expression takes
the form
E@c,R#5F@R#1cTt1E˜ H@c,R#1 12cTN@R#c. ~29!
Equation ~29! is one of the key results of this manuscript.
The minimization of the Eq. ~29! functional provides the
optimal expansion coefficients. It is these optimal coeffi-
cients that will be propagated in time via an extended La-
grangian formalism, as in the CP method.3
The extended Lagrangian for the system can be written
as
L@c,R#5 12(
I
M IR˙ I
21 12(
a
m c˙a
2 2E@c,R# , ~30!
where M I are the atomic masses, m is the fictitious mass
associated to the density coefficients, and the second term in
the Lagrangian represents the fictitious kinetic energy of the
coefficients. From this Lagrangian, the following equations
of motion for the particles and for the fictitious dynamical
variables c are obtained:
M IR¨ I52
]E@c,R#
]RI
, ~31!
m c¨a52
]E@c,R#
]ca
. ~32!
In a CP simulation of a nonmetallic system adiabaticity
is ensured by the presence of the energy gap. This gap guar-
antees separation between ionic and electronic characteristic
frequencies. In the model presented above, there is no quan-
tity that plays an analogous role. Therefore, we follow well
known procedures of performing CP simulations for metals
in order to prevent energy exchange between the ionic and
the fictitious degrees of freedom. The latter should be kept at
temperatures close to 0 K. This can be achieved by applying
a separate Nose´–Hoover thermostat to the coefficients.73,74
Since the thermostats remove the heat transferred to the fic-
titious subsystem, adiabaticity is preserved for long times.
The optimal value for the fictitious mass of the coefficients
should be a reasonable compromise between values that
maintain adiabaticity and values with which the MD time
step is not compromised. We have observed that for this
polarizable model optimal values for the m are found in the
range 1–10 a.u.
A last remark concerns the electrostatic interactions
that are typically the most CPU intensive part of classicalDownloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject toMD simulations. In the present implementation, all long-
range interactions, including contributions from all the effec-
tive and response charge densities, are calculated with a
modified particle mesh Ewald approach ~PME! described in
Appendix A.
V. PARAMETRIZATION
In order to have a transferrable polarizable model, not
only an efficient computational implementation is needed,
but also a general and straightforward parametrization pro-
cedure. For the sake of clarity, we rewrite the energy func-
tional of the total system in full form:
E@c,R#5F@R#1EH@ r˜#
1(
a
caE E r˜~r!wa~r8!ur2r8u dr dr81(a cata
1
1
2 (ab cacbE E wa~r!wb~r8!ur2r8u dr dr8
1(
ab
1
2 cacbNab . ~33!
In Eq. ~33!, the first term is the empirical force field ~i.e., of
the Lennard-Jones or Born–Mayer analytical form! repre-
senting all the contributions that are not explicitly described
in our model. EH@ r˜# represents the electrostatic energy of
the unperturbed system. The third term describes the Cou-
lomb interaction between effective densities and response
densities and therefore is the electrostatic energy to first or-
der. The second-order electrostatic contribution to the energy
~i.e., long-range interactions between response densities! is
described by the fifth term in Eq. ~33!. Finally, the contribu-
tions to the short-range nonelectrostatic interactions at first
and second order are represented by the fourth and sixth term
in Eq. ~33!, respectively. The parameters that need to be de-
termined are:
~i! response basis functions wa(r);
~ii! parameters Fa of the second-order SR kernel;
~iii! first-order SR kernels ta;
~iv! effective charge distributions r˜ i ;
~v! parameters of the two-body empirical force field.
As alluded to earlier, we have chosen basis functions
which can be expressed as contracted Cartesian Gaussian
functions ~CCGE! $wa(r)% of the form
wa~r!5(
m
bm ,axm~r!, ~34!
where xm are the primitive Cartesian Gaussian functions and
bm are the contraction coefficients. The basis function pa-
rameters are, therefore, the exponents of the primitive Gaus-
sians and the contraction coefficients. We choose to use
CCGF’s of s- and p-type. The presence of the latter in the
basis set is crucial to describe the response to a perturbation
of quantum number L51 ~dipole perturbation!. In the for-
mulation presented here, basis functions of d-type are not
included in our basis set. AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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DFT-LR calculation of the hardness and generalized hard-
ness matrix of a chosen reference subsystem. The details of
such a calculation are reported in Appendix B. Originally in
a plane wave basis, the response densities are expanded in a
finite localized basis set:
dr~r!’wa~r!5(
m
bm ,axm~r!. ~35!
Basis functions for the polarizable force field wa satisfy the
requirement
E wa~r! dr50. ~36!
The second-order empirical parameters $Fa% in the term Nab
can be obtained from the diagonal hardness elements haa :
haa5Fa^wauwa&1^wau
1
ur2r8u
uwa& , ~37!
Fa5
1
(mnbm ,abn ,a^xmuxn&
3S haa2(
nm
bm ,abn ,a^xmu
1
ur2r8u
uxn& D . ~38!
The overlap and electrostatic integrals in the previous equa-
tion involving primitive Cartesian Gaussian functions, are
easily calculated analytically.72
The first-order kernel is
ta5E dFSRdr~r! wa~r!dr ~39!
5E dTdr~r! wa~r!dr1E dFxcdr~r! wa~r!dr ~40!
5E @m2VH~r!2n~r!#r~r!dr ~41!
52E S VH~r!2 dEextdr~r! D r~r!dr. ~42!
Here we have used the definition of the chemical potential
~m!, the normalization of the basis functions, and where Eext
is the external energy. In calculations with nonlocal pseudo-
potentials the external energy is not a simple function of the
electron density and the derivative dEext /dr is not acces-
sible. Therefore, we have chosen to evaluate t from the ki-
netic energy and exchange and correlation energy function-
als. To do this we use the Thomas–Fermi approximation for
the kinetic energy functional @Eq. ~40!#. In an all-electron
calculation, Eq. ~42! would have been easier to evaluate and
its use would have not introduced additional approximations.
The effective charge density can be obtained by a least-
square fit to the ab initio electronic charge distribution and
core charge distribution calculated for the reference sub-
system. The core charge distribution was assumed to be a
Gaussian with a width of 1 a.u. The effective charge density
r˜ also takes the form of a CCGF.Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject toWhat remains is to evaluate the parameters of the two-
body force field F, in which are lumped all the contributions
that are not explicitly described by the polarizable force
field. Since these contributions depend strongly on the inter-
actions between subsystems, the remaining empirical param-
eters are obtained applying the force-matching method pre-
sented in Sec. II. First, a database of ab initio forces
calculated for different configurations of the system in the
liquid and solid phase is collected. For each configuration,
the polarization energy functional is minimized with respect
to the coefficients ca. These optimum coefficients are then
used to calculate the contribution of the polarization to the
total force on the particles. The sum of the polarization
forces and electrostatic forces at zeroth order is then sub-
tracted from the corresponding reference ab initio forces.
The resulting forces should now represent the contribution of
the short-range nonclassical interaction at zeroth order. We
try to model all nonclassical contributions that are not de-
scribed explicitly by our polarizable force field, with a
simple two-body potential. Hence, the parameters of F have
a different physical meaning with respect to the conventional
rigid-ion two-body force field that models the total short-
range interaction and in an effective way takes into account
the polarization contributions. The force-matching method is
then straightforwardly applied to the ‘‘corrected’’ forces pre-
viously outlined, and the optimal parameters of F are evalu-
ated by the DSM. Of course, as in the rigid-ion case, the
DSM fit procedure should not be used as a ‘‘black box.’’ The
same assumptions adopted for NaCl have been employed to
find the parameters of F for LiI, which is the example we
have chosen to illustrate our polarizable model.
VI. RESULTS AND DISCUSSION
Lithium iodide is the alkali halide characterized by the
largest difference in size between the cation and the anion,
being the ionic radii ratio 3.6 and the mass ratio 18.3. Al-
though the Li–I interaction can be considered Columbic, the
structural and thermodynamic properties of this system in
condensed phases are not properly described by a Tosi–Fumi
potential. In fact, iodine is the largest and most polarizable
among the halides, and its electronic cloud can be signifi-
cantly perturbed by the interaction with the Li1 cation, that
shows the largest charge-volume ratio among the alkali cat-
ions and has, therefore, the highest polarizing ability. It is
clear that a rigid-ion model is not able to capture such fea-
tures and to provide a satisfactory description of this system.
On the other hand, the presence of an highly polarizable
anion such as I2 makes LiI an optimum example to test the
reliability of the approach presented here.
The parameterization of the polarizable force field has
required a series of ab initio calculations of LiI in the con-
densed phases ~crystal and liquid! and the reference sub-
systems of the individual ions. This choice of reference sub-
system is justified by considering LiI as an ionic system.
Linear response density functional calculations have been
run on the charged subsystems and the basis set for the den-
sity response, together with the kernel parameters Fa and t,
have been obtained. Owing to the spherical symmetry of the
subsystems, the density response basis set consists only of AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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introduced. These calculations were performed with the
~CPMD! code,75 expanding the wave functions up to a cutoff
of 30 Ry, using a local density functional and normconserv-
ing pseudopotentials for both Li1 and I2. Since pseudopo-
tential calculations on negatively charged systems may lead
to nonbonded states, we have checked that the spread of the
Wannier functions of the isolated I2 is small enough to en-
sure bound electronic states for the anion. A response basis
set of a single s CCGF ~with degree of contraction 5! and 3p
functions ~degree of contraction 2! was obtained for iodine,
while for lithium only a single s CCGF ~degree of contrac-
tion 5! was employed. The exponents and coefficients of the
basis functions are reported in Table II, while the corre-
sponding kernel parameters are shown in Table III. More-
over, s primitive CGFs that integrate to 11 and 21 have
been used for the unperturbed charge distribution of Li and I,
respectively ~see Table II!.
To test our model, we proceed by trying to reproduce the
energy vs distance curve of the Li-I dimer in the gas phase.
Here we describe explicitly only the density response of I2
~i.e., response functions lie on iodine and not on lithium!
under the assumption that, for this system, polarization ef-
fects are significant only for the anion. In addition, we
adopted a two-body force field FLi–I of the Born–Mayer
form whose parameters are reported in Table IV. The Born–
TABLE II. Parameters of the basis functions obtained from DFT-LR calcu-
lations and used in the polarizable force field simulations on LiL z represent
the exponents of the primitive CGF’s, and b are the contraction coefficients.
Also the parameters of the Gaussians describing the effective charge distri-
butions of Li and I are reported.
z I,drs 0.1 0.5 1.0 2.0 4.0
b I,drs 0.005 737 20.129 2 0.2312 20.1500 0.047 09
z I,drp 0.368 1.041
b I,drp 0.023 44 0.117 5
zLi,drs 0.1 0.5 1.0 2.0 4.0
bLi,drs 20.000 368 0.038 00 20.1619 0.5437 20.941
z I,r˜ 0.308 5
b I,r˜ 20.030 77
zLi,r˜ 0.308 5
bLi,r˜ 0.030 77
TABLE III. Kernel parameters for LiI. The first three rows show the param-
eters obtained by DFT-LR. Rows 4–6 are adjusted parameters adopted in
the condensed phase polarizable force field simulations using the restricted
basis set ~i.e., response basis functions only on iodine!. The last three rows
contain the parameters adopted in the PFF simulations with the extended
basis set ~i.e., response functions on both Li and I!.
t F
I,drs 20.269 21.707
I,drp 0.0 26.134
Li,drs 20.808 13.72
I,drs 20.269 21.707
I,drp 0.0 23.067
Li,drs 0.0 0.0
I,drs 20.269 21.280
I,drp 0.0 22.454
Li,drs 21.212 27.45Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject toMayer parameters were obtained from a DSM least-squares
fit to the ab initio forces calculated for 30 configurations of
the LiI dimer in the gas phase ~care was taken in order to
achieve an accurate sampling of the repulsive short-range
interaction!. The energy vs distance curve obtained with our
polarizable force field is compared to the corresponding ab
initio result in Fig. 4. The dimer energy curve calculated with
a classical Born–Mayer rigid-ion potential, whose param-
eters ~reported in Table IV! have been obtained from a DSM
fit to the same forces database is also shown. It is clear that,
at this level, our force field satisfactorily describes the gas
phase dimer, while the rigid-ion potential underestimates the
depth of the minimum. We then considered the condensed
phase system. The parameters of the interactions between
like ions, F I–I and FLi–Li , were obtained from a fit to ab
initio forces of 34 configurations of liquid LiI at 3000 K, and
8 configurations of the crystal at ambient temperature. The
ab initio reference simulations were performed on a system
of 32 LiI formula units, using the same density functional,
pseudopotentials and energy cutoff adopted for the sub-
systems. The simulation cell for the crystal contains four fcc
unit cells ~LiI at ambient temperature and pressure has the
NaCl structure!, and the experimental unit cell parameters
were adopted,76 while for the liquid a cubic cell of 13.5 Å
corresponding to a density of 2.892 ~Ref. 76! was used.
We first performed a polarizable MD simulation on con-
densed phase systems with the same size super cell of the
corresponding ab initio calculations and using the aforemen-
tioned pair potential parameters and the basis functions and
kernel parameters adopted for the gas phase dimer. Such a
force field was not able to describe a stable crystalline phase
for LiI. It is, however, easy to understand why such a poten-
TABLE IV. Values of the parameters of F for LiI obtained by DSM fit for
the polarizable force field and for the rigid-ion model. The first three rows
are the polarizable force field parameters fitted to the gas phase dimer and
associated to the kernel parameters from LR-DFT. Rows 4–6 correspond to
the kernel parameters reported in rows 4–6 of Table III ~response basis
functions only on iodine!. In rows 7–9 the parameters associated with the
kernel parameters in rows 7–9 of Table III adopted in the simulations with
response functions on both Li and I are reported. Parameters in rows 10–12
were obtained assuming a rigid-ion Born–Mayer type potential for both Li
and I and fitting to the gas-phase dimer forces. The rigid-ion parameters
calculated by fitting to the condensed-phase forces are reported in rows
13–15.
A ~K! B ~Å!21 C (K3Å6)
Li–Li 0.0 0.00 0.00
Li–I 3.18233106 1.782 0.00
I–I 0.0 0.00 0.00
Li–Li 0.0 0.00 0.00
Li–I 3.4223106 2.082 0.00
I–I 7.6353105 1.598 0.00
Li–Li 5.3213103 5.46 0.00
Li–I 3.8033106 2.091 0.00
I–I 2.1963106 2.067 0.00
Li–Li 0.0 0.0 0.00
Li–I 5.8533106 2.640 2.08031023
I–I 0.0 0.0 0.00
Li–Li 2.0453105 6.303 0.00
Li–I 4.0833106 2.478 1.8323104
I–I 2.3403106 1.565 0.00 AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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description of LiI in condensed phases. We have chosen as
reference state for iodine the isolated anion in the gas phase.
As already remarked in the Introduction, anions in con-
densed phase environments are known from both experiment
and calculation to be very different from their isolated coun-
terparts. In the condensed phase the electronic distribution is
more contracted, thus they are less polarizable and more
strongly bound.11,22,31,33,64,77 For instance, the oxide anion is
unstable in the gas phase but confinement due to electrostatic
and short-range interactions leads to a bound state for the
in-crystal O22 anion. The above discussion allows us to con-
clude that our DFT-LR calculation on the isolated anion un-
derestimates its hardness ~or, equivalently, overestimates its
polarizability! with respect to the ‘‘proper’’ value exhibited
in condensed phases. Therefore, in order to guarantee a reli-
able description of the condensed phase properties, we must
take into account the change in hardness that occurs when an
isolated I2 is ‘‘embedded’’ into a solid for liquid environ-
ment.
This could be achieved in different ways. For instance
using a iodine embedded in a LiI crystal unit cell as refer-
ence state instead of an isolated anion. In this case, the linear
response calculation provides a basis set composed of mixed
spn functions. This considerably complicates both the imple-
mentation of the model and the description of the system. An
alternative solution, that preserves the spherical symmetry of
the reference state, is to embed the iodine in a confining
potential that models the crystal environment. This would
imply, however, the introduction of ~at least! two additional
empirical parameters to characterize the confining potential.
We have solved the problem in a more straightforward way.
Equation ~25! shows that the elements of the hardness matrix
depend on the basis functions and on the kernel parameters
Fa . We choose to keep as basis functions those obtained in
FIG. 4. Energy vs distance curve for the LiI dimer in the gas phase. Open
circles represent the ab initio energy curve ~CPMD!. Open triangles are
those obtained from classical rigid-ion potentials ~RI!. Filled diamonds rep-
resent the energy curve from the polarizable force field with empirical pa-
rameters fitted to the forces of gas phase dimer configurations ~PFF0!. As-
terisks denote the curve from the polarizable force field with the adjusted
kernel parameters and the empirical parameters of F fitted to the forces of
the condensed phase configuration ~PFF1!. Energies are in atomic units,
distances in Å.Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject tothe DFT-LR calculations of the isolated anion and to con-
sider the kernel parameters as a ‘‘good guess’’ that could
require further refinement. For each set of kernel parameters,
a corresponding set of two-body parameters can be obtained
by a DSM fit. The joint set of t, Fa , and F that leads to the
absolute minimum of Eq. ~2! is the optimal set of parameters
that accounts for the change in the I2 polarization properties
in passing from the isolated anion to the condensed phase
system. Such a corrected potential, whose parameters are re-
ported in Tables III and IV, was tested again on the dimer by
recalculating the energy vs distance curve ~see Fig. 4!. The
plot clearly shows that the modified potential provides a
worse description of the gas phase dimer. This result was,
however, expected because the kernel parameters were ad-
justed with the purpose of modeling the density response in
condensed phases. In addition, the parameters of the two-
body force field are those fit to the forces calculated from the
condensed phase CPMD simulations. However, even though
our corrected potential describes the dimer with lower accu-
racy than the force field generated using gas phase data, the
description is still better than that provided by the rigid
dimer potential fit to the isolated dimer.
The new force field parameters were then used to per-
form the polarizable MD simulations on both the solid and
liquid LiI. Each simulation was run for about 50 ps using a
time step of 0.6 fs. Since our main concern was to check how
closely our polarizable force field can reproduce the ab initio
structural properties of LiI, we compared the Li–Li, I–I, and
Li–I radial distribution functions with the corresponding
quantities calculated from CPMD simulations and classical
MD using rigid-ion potentials from DSM fit on the
condensed-phase forces database ~Table IV!. Let us examine
first Fig. 5 where we report the radial distribution functions
of solid LiI at 300 K. While the rigid-ion potential overesti-
mates both the height and the position of the first peak of the
Li–I radial distribution function, the polarizable force field
brings a significant improvement. Even though the position
of the first peak is still off by 0.15 Å, the height of both the
first and the second maximum are much closer to the corre-
sponding ab initio values. The comparison among radial dis-
tribution functions between like ions is even more satisfac-
tory. According to CPMD results, the first maximum in the
Li–Li radial distribution function is much broader than that
of the I–I radial distribution function. Such behavior, which
is not present in the radial distribution function obtained
from classical rigid-ion potential, is well reproduced by our
polarizable force field. It seems clear that our model can
account for the differences in polarization between I2 and
Li1 and their manifestation in the structural properties of this
alkali halide.
The radial distribution functions calculated for the liquid
phase are reported in Fig. 6. While the ab initio Li–I radial
distribution function is well reproduced by both the rigid-ion
and the polarizable potential, some attention should be fo-
cused on the Li–Li and I–I radial distribution functions. The
distinct shape of the ab initio Li–Li and I–I radial distribu-
tion function is partially reproduced by the polarizable force
field, whereas the rigid-ion potential is not able to account
for these features. It is worth pointing out that the ab initio AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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at short distances from both the polarizable and rigid-ion
models.
In order to reduce the previously mentioned discrepancy
with the Li–Li radial distribution functions, we have tried to
improve our polarizable force field by increasing the flexibil-
ity of our basis set, i.e., including into the basis set the den-
sity response functions of the lithium. The new parameters of
the force field, obtained with the same procedure outlined
above are reported in Tables III–IV, and the corresponding
radial distribution functions are shown in Figs. 7 ~solid! and
8 ~liquid!. The extension of the basis set allows further im-
provement to the structural description of LiI in the solid
phase; in particular, the Li–Li radial distribution function is
nearly identical to the corresponding quantity calculated
from CPMD simulations. On the other hand, even this new
parameterization does not fully reproduce the features at
short Li–Li distances as depicted in the ab initio Li–Li radial
distribution function. A preliminary analysis of the ab initio
data strongly supports the idea that this behavior could be
due to the formation of multicenter bonds involving at least
two I2 anions and two neighboring Li1. More specifically, a
portion of the electronic density initially concentrated on io-
dine anion is transferred in regions closer to lithium cations,
FIG. 5. Radial distribution functions calculated for solid LiI ~fcc structure!
at 300 K from the polarizable force field MD simulation with the restricted
basis set ~PFF, thick solid lines!, from the ab initio MD simulation ~CPMD,
thick dashed lines!, and from the classical MD simulation with rigid-ion
potential from DSM fit ~RI, thin solid lines! Top: Li–I g(r); middle I–I
g(r); and bottom: Li–Li g(r). Distances are in Å.Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject tothus partially neutralizing the repulsion between like charges
and allowing them to stay, on average, much closer to each
other than in the solid phase. Work is currently in progress to
understand the nature of this multicenter bond in molten LiI.
However, as stated earlier, a complex chemical event ~e.g.,
charge transfer! of this class is out of the scope of our current
implementation of the polarizable force field model.
We remark that the focus of this research was the devel-
opment of a classical polarizable ion model based on a
simple and general parameterization protocol that could re-
produce the structural properties predicted by first-principles
MD for systems in which polarization effects play a relevant
role. This is indeed the basic requirement to be fulfilled in
the perspective of interfacing this model to ab initio MD in
mixed QM-MM simulations. For this reason, we took ab
initio results as a target and directed our efforts in reproduc-
ing them rather than an extended set of experimental thermo-
dynamic properties. The results presented above show that
our goal has been achieved and encourages future research in
this direction.
On the other hand, previous work in the field of empiri-
cal potentials has based its validation on comparison with
experiment. In order to assess the reliability of the present
FIG. 6. Radial distribution functions calculated for liquid LiI at 3000 K
from the polarizable force field MD simulation with the restricted basis set
~PFF, thick solid lines!, from the ab initio MD simulation ~CPMD, thick
dashed lines!, and from the classical MD simulation with rigid-ion potential
from the DSM fit ~RI, thin solid lines! Top: Li–I g(r); middle: I–I g(r);
and bottom: Li–Li g(r). Distances are in Å. AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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vestigate if and up to what extent our ab initio parametrized
potentials for LiI can account for experimental findings.
Therefore, some representative thermodynamic properties
were calculated and compared with the corresponding ex-
perimental values and with those predicted by other models
in literature. Moreover, these additional tests could help us to
take awareness of possible limitations of the model that do
not show up when attention is only focused on structural
properties at ambient pressure.
We start by comparing the structure of the LiI melt with
the experimental data available in literature, i.e., an x-ray
diffraction study by Levey et al.78 The above discussed liq-
uid phase simulations were run at a temperature of 3000 K in
order to allow comparison with our reference CP simulation
performed at the same temperature. Since such a temperature
was too high for comparison with experiment, we performed
a new simulation of the melt at 800 K. The resulting maxima
of gLi–I(r), gLi–Li(r), and g I–I(r) are found at 2.65, 4.25,
and 4.25 Å, respectively. The coordination number for unlike
ions, calculated at the first minimum of gLi–I(r), is 3.9. This
fact, together with the increase of the ratio of the first peak
positions of gLi–I(r) and g I–I(r) in passing from the solid to
the liquid phase ~1.50 versus 1.61! suggest that a change of
FIG. 7. Radial distribution functions calculated for solid LiI ~fcc structure!
at 300 K from the polarizable force field MD simulation with the extended
basis set ~i.e., response basis functions on both Li and I! ~PFF, thick solid
lines!, from the ab initio MD simulation ~CPMD, thick dashed lines!, and
from the classical MD simulation with rigid-ion potential from DSM fit ~RI,
thin solid lines! Top: Li–I g(r); middle: I–I g(r); and bottom: Li–Li g(r).
Distances are in Å.Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject tocoordination from octahedral (n56) to tetrahedral (n54)
should occur at melting. The experimental value for the po-
sition of the gLi–I(r) peak is 2.85 Å, with a coordination
number of 5.6, significantly higher than our prediction. How-
ever, both the coordination number and the peak positions
are in close agreement with other simulation studies predict-
ing a tetrahedral coordination for the LiI melt.79–81 More-
over, the experimentally observed increase of molar volume
of 18% at melting ~from 36.6 to 43.05 cm3!81,82 seems to
support the change of coordination predicted by simulations.
We then examined the relative stabilities of three pos-
sible LiI crystal structures namely, rocksalt ~B1!, which is
experimentally found at ambient pressure, the cesium chlo-
ride ~B2!, and the wurtzite ~B4! structures. Using the latest
set of parameters we performed energy minimizations for
different values of the cell parameter keeping the ions fixed
to their ideal lattice position. For the wurtzite structure, two
cell parameters ~a and the c/a ratio! need to be varied. In
order to get continuous energy versus volume curves, a
reciprocal-space cutoff larger than that used in the MD simu-
lations ~30 a.u. versus 4 a.u.! was chosen. In addition, a
larger simulation cell was adopted, containing 108, 125, and
48 LiI units for the rocksalt, CsCl, and wurtzite structure,
respectively. The resulting curves are plotted in Fig. 9. First,
FIG. 8. Radial distribution functions calculated for liquid LiI ~fcc structure!
at 3000 K from the polarizable force field MD simulation with the extended
basis set ~i.e., response basis functions on both Li and I! ~PFF, thick solid
lines!, from the ab initio MD simulation ~CPMD, thick dashed lines!, and
from the classical MD simulation with rigid-ion potential from the DSM fit
~RI, thin solid lines!. Top: Li–I g(r); middle: I–I g(r); and bottom: Li–Li
g(r). AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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ture, namely B1, which is more stable than both the B2
(DUB2/B150.006 a.u.) and the B4 (DUB4/B150.017 a.u.)
structures. The nonempirical electron gas model by Cohen
and Gordon36 estimates an energy difference DUB2/B1 of
0.02 a.u. This is indeed a remarkable result, if we recall that
no empirical potential proposed to date has achieved the pre-
diction of the experimentally found LiI structure. For in-
stance, the Born–Mayer potential parametrized by Tosi and
Fumi does not even provide a stable crystal structure. Fur-
thermore, the breathing-shell model proposed by Ghosh
et al.83 predicts B2 to be the ground state structure.
A stronger test of the model is the study of pressure
induced phase transitions. To our knowledge, no high pres-
sure B1/B2 phase transition has been experimentally ob-
served yet up to 10 GPa, but the aforementioned electron-gas
model predicts a phase transition at a pressure of 18.4 GPa.36
Our calculated curves show that no B1/B4 transition occurs.
Since the B2 minimum occurs at a lower molar volume than
the B1 structure, a pressure induced phase transition between
these two phases should take place. However, attempts to
locate the phase transition pressure failed, because the slope
of the rocksalt curve is smaller than the B2 curve at decreas-
ing molar volumes. This indicates that our polarizable poten-
tials are too ‘‘soft’’ in the short-range repulsive contribution
to fully account for the correct behavior of solid LiI under
high applied pressures. In general, care is to be taken when
handling these potentials under conditions which are very far
from the equilibrium ones. We may attribute such a result to
FIG. 9. Crystal energies as a function of molar volume for LiI. Top: B4;
center: B2; bottom: B1.Downloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject tothe fact that no pressure dependence has been taken into
account in the parametrization procedure. In other words, our
reference force database is mainly composed of configura-
tions taken from the melt, characterized by a density signifi-
cantly lower than that occurring under high pressures. We
expect, therefore, that a new parametrization on a more ex-
tended force database including the present configurations as
well as crystal ones corresponding to very small molar vol-
umes should better account for compression effects. Another
source of error could be that in our implementation we have
taken the ta terms defined in Eq. ~23! to be independent of
atomic positions. Such an approximation may break down at
high pressures when very short interatomic separations are
likely to be found. Attempts to overcome this limitation, for
instance introducing a position dependent damping factor for
this term, are currently under investigation.
From the stability curve of the rocksalt structure it is also
possible to obtain the equilibrium lattice constant, the lattice
energy, and the bulk moduli. Our polarizable potentials pre-
dict a lattice constant of 3.36 Å, which is off by 12% from
the experimentally determined value76 of 3.005 Å. As dis-
cussed above, the discrepancy may be largely attributed to
the dominant weight of the low-density melt’s configurations
in the force database adopted for the parametrization.
The lattice energy is defined as the difference between
the molar energy of the crystal and the sum of the energies of
the isolated ions. The isolated ions serve as our reference
state and we take them as the zero of energy. The total en-
ergy obtained from our calculations must then be corrected
for the energy cost of putting linear response polarization
functions on the ions, namely, to distort the electronic distri-
bution to a proper form for the condensed phase environ-
ment. This quantity, closely related to the ‘‘rearrangement
energy’’ introduced by Pyper,31,32,34 was calculated for the
isolated ions using the linear response parameters reported in
Tables III and IV providing a value of 0.723 a.u. This leads
to a lattice energy of 0.251 a.u. Compared to the experimen-
tal value of 0.286 a.u.84 a discrepancy of the order of 12% is
found.
The bulk modulus B was estimated from the second de-
rivative of the rocksalt structure volume curve and the molar
volume at the minimum using the following formula:
B5Vm
0 S ]2U]2VmD V
m
0
. ~43!
We obtained a bulk modulus of 20.7 GPa, which differs by
14% from the value of 24 GPa ~Ref. 85! extrapolated at 0 K
from the experimental data by Smith and McLean.86
The results reported above indicate that our model can
also reproduce, with rather reasonable accuracy, experimen-
tal thermodynamic data. On the other hand, the agreement is
far from perfect, and empirical rigid-ion potentials obtained
by fitting to such experimental properties perform signifi-
cantly better in this respect.80,81,87 For example, the empirical
force field proposed by Michielsen et al.81 predicts for LiI a
lattice energy of 0.282 a.u., with a discrepancy of only 1.7%.
However, it is interesting to note that recent Hartree-Fock
self-consistent field results ~SCF! calculations on LiI ~Ref. AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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than the values reported by Michielsen. This fact should not
be surprising, given that empirical potential parameters are
being fit only to the aforementioned thermodynamics prop-
erties. Keeping in mind that no experimental data were used
as input in the present parametrization, we consider our re-
sults to be promising. In particular, the ability to predict the
correct crystal structure of LiI is a strong statement of the
validity of the present approach and gives us impetus to-
wards its improvement.
On the whole, we can assert that the classical polarizable
force field model presented here provides a fairly good de-
scription of this highly polarizable alkali halide. Remarkably,
it has proved to be able to represent structural features pre-
dicted by CPMD that, to our knowledge, are absent in other
classical force field implementations.79–81 From this point of
view, we consider our approach to be successful in modeling
polarization effects in LiI. On the other hand, in order to
improve agreement with experiment and to tackle situations
in which charge-transfer effects and/or formation of bonds
are dominant, modifications of the present approach are re-
quired. Moreover, other materials in the alkali halide series
need to be investigated with the present approach for assess-
ing the transferibility of polarizable potentials among chemi-
cally related systems.
VII. SUMMARY AND CONCLUSIONS
In this work, we have presented a classical polarizable
force field and a general procedure to achieve its parametri-
zation from ab initio data. The basic equations of the model
are derived by expanding an energy functional in terms of
variations in the density and the external potential. A type of
basis function, consistent with the requirements of linear re-
sponse theory, has been adopted for the expansion of the
density response into a finite basis set. The expansion coef-
ficients, which represent the dynamical variables related to
polarization, are evolved in time via an extended Lagrangian
formalism. The model has been applied to the study of
lithium iodide, and has been proved to describe the structural
properties of such polarizable ionics with an accuracy com-
parable to that provided by CPMD simulations. However, this
approach still suffers from some limitations. In the present
implementation, the choice of reference states is restricted to
subsystems of spherical symmetry, e.g., atoms or isolated
ions. In order to adopt as a reference state a molecule or an
ion embedded into a crystal, an upgrade of our computa-
tional tool is needed. A more severe problem is the fact that
the hardness calculated for the isolated reference subsystems
is not straightforwardly transferable to the interacting system
in the condensed phase. Thus, further refinement of the pa-
rameters is needed in order to have a reliable description of
the system of interest. This feature is common to other
implementations of polarizable force fields proposed to date
~see Refs. 42, 43, and 51!. We believe that the use of a more
complex reference state that can model, at least partially,
interactions between subsystems could represent a consider-
able step forward to alleviating this second refinement of the
parameters. The solution employed here to refine the param-
eters obtained from the hardness calculation is a systematicDownloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject toway to account for these intersubsystem interactions. Finally,
the present approach does not incorporate charge transfer
among subsystems. Work is currently in progress towards
this goal.
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APPENDIX A: DESCRIPTION OF THE MULTI-GRID
METHOD
One challenge is to perform the calculations outlined in
the manuscript in an O(N) fashion. The bottle neck lies in
the efficient implementation of the electrostatics. To date, the
most effective and widely used method in molecular dynam-
ics is the smooth-particle-mesh Ewald ~SPME!.88,89 The suc-
cess of SPME lies in the formulation of the reciprocal-space
term in the standard Ewald sum ~see Ref. 89!. Consider the
electrostatic energy modulo constant factors, E:
E. (
g<gcutoff
rˆ~g!rˆ*~g!
g2 . ~A1!
Here, g represents a reciprocal-space vector, and rˆ is the
Fourier transform ~FT! of the electrostatic density expressed
as
rˆ~g!5(
i
exp~2g2/4a2!exp~ ig"ri!. ~A2!
Again, i denotes the particle index and a is a empirical con-
stant. The Gaussian contribution in Eq. ~A2! can be factored
yielding the familiar expression
E. (
g<gcutoff
exp~2g2/4a2!
g2 U(i Sˆ i~g!U
2
, ~A3!
where Sˆ i(g)5exp(ig"ri) and is usually called the structure
factor. Thus, SPME makes use of the fact that one needs only
to compute the term exp(2g2/4a2)/g2 once, and use efficient
b-Euler splines (bE) to evaluate Sˆ i(g).88
The algorithm for SPME is as follows:88,89 First, assign
Si(r) using the bE splines for all i. Perform a fast Fourier
transform ~FFT! to obtain the total reciprocal-space structure
factor Sˆ (g). Compute the electrostatic potential in reciprocal
space @Fˆ (g)# . Inverse FFT to obtain the real space potential
@F(r)# and compute the electrostatic energy. The efficiency
of SPME lies in the assignment function to obtain S(r) ~typi-
cally 53 points are needed for each particle!, and the use of
FFT’s to obtain the potential. Enormous speedup is obtained
with this algorithm. An interesting feature of the SPME is
that the assignment function used is indirectly based on the AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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fied Green’s function must be used to compensate for
this.88,89 Thus, there is no limit where SPME will give ex-
actly the standard Ewald result. With this in mind, we discuss
the method that is employed in the present study.
We will need to evaluate Eq. ~A1! where, in principle,
every site has a different Gaussian charge distribution and we
are not afforded the factorization leading to Eq. ~A2!. If one
were to follow the prescription for SPME, we would need a
special Green’s function for every particle ~in the most gen-
eral case!. This bookkeeping would be a formidable task.
Our approach is to choose an assignment function that yields
the exact reciprocal-space density as determined by the stan-
dard Ewald method. Recall, the standard Ewald method can
be described by taking a Gaussian for the electrostatic distri-
bution in real space and taking its FT yielding the reciprocal-
space density as in Eq. ~A2!. Symbolically, this can be seen
as
r~r!)
FT
rˆ~g!. ~A4!
SPME, relies on the FFT of the electrostatic density that was
assigned to a grid by the bE spline. As previously men-
tioned, its resulting reciprocal-space density is not equal to
that of the standard Ewald method:
rbE~r! )
FFT
rˆbE~g!Þrˆ~g!. ~A5!
In our method we rely on using FFT interpolation to assign
our real-space electrostatic density to the grid. We do this in
such a way as to ensure we obtain reciprocal-space density
derived via standard Ewald @see scheme ~A4!#
FFT21@ rˆ~g!#[r˜~r! )
FFT
rˆ~g!. ~A6!
The use of the FFT, in the context of scheme ~A6! certainly
yields an O(N) algorithm. However, if the FFT grid for the
interpolation is equal to a full grid, the prefactor to scheme
~A6! would render this algorithm impractical. Thus, we
modify scheme ~A6! with the following approximation:
FFTsmall
21 @ rˆ~g!#5 r˜~r! )
FFT
r¯~g!. ~A7!
Here r¯(g)5 rˆ(g) in the limit that the ‘‘small’’ grid is equal to
the full grid ~which is the standard Ewald result!. Our find-
ings are that the ‘‘small’’ grid corresponds to a cutoff of
urˆ(g)u>1026 and a grid of 103 points where the FFT gives
peak performance. The aforementioned scheme also gives
rise to energy conservation of 1025 in the application pre-
sented here.
The Ewald manifestation of this algorithm can be de-
scribed as follows: First naively put r05exp(2g2/4a2) on a
grid subject to the previously mentioned cutoff conditions.
This first step is done once and determines the cutoff ~in
reciprocal space! of the full grid. Second, for every particle
an efficient multiplication of the structure factor and r0 is
performed followed by FFTsmall
21 to yield the real-space as-
signment of the electrostatic density. The rest of the algo-
rithm follows exactly as that of the SPME. ImplementationDownloaded 30 Jul 2008 to 130.60.136.208. Redistribution subject toof scheme ~A7! corresponds to significant speed up. Al-
though we do not obtain the increase that follows the use of
the SPME algorithm, the generality and simplicity of this
algorithm certainly gives scheme ~A7! noteworthy utility.
Details of useful ‘‘tricks’’ to optimize this algorithm and its
comparison in speed and accuracy to an optimized SPME
will appear in a later article.
APPENDIX B: PARAMETERIZATION
OF THE HARDNESS MATRIX
To show how the basis functions are calculated in the
present polarizable force field model, we further elaborate on
the concept of the hardness matrix and generalized hardness
matrix. The hardness matrix measures the first-order change
of an energy eigenvalue with respect to the change in the
orbital occupation number. Teter first introduced this quantity
as70
h i j5
1
2
]e i
] f i 5
1
2
]2E
] f i] f j . ~B1!
Equation ~B1! can be calculated within the Kohn–Sham
theory by application of the Hellmann–Feynman theorem,
namely,
h i j5^c iu
]
] f j @T1Vc1Vhxc#uc i&5^c iu
]Vhxc
]r
]r
] f juc i&.
~B2!
Here,
r~r!5(
i
f iuc i~r!u2, ~B3!
and c i(r) are the Kohn–Sham orbitals. The change of den-
sity with respect to the occupation numbers has two contri-
butions. The frozen wave function term, coming from the
explicit dependence of the density on the orbital occupation
numbers, and the self-consistent term, arising from the relax-
ation of the wave function with occupation change. The latter
requires the use of DFT-LR. For the atomic reference state
with spherical symmetry, the response density generated by
this scheme will preserve the symmetry. However, when an
atom is embedded in a physical environment ~e.g., at a sur-
face!, the external potential is strongly anisotropic. To be
able to include these nonspherical effects a generalization of
the hardness-matrix formalism is needed.71 Following Ref.
71, we start from a generalization of the definition of the
Kohn–Sham density:
r~r!5(
i j
f i jc i~r!*c j~r!5(
a
f ara~r!. ~B4!
Here the f i j are the nondiagonal occupation numbers. Thus,
the generalized hardness matrix depends on four orbital in-
dices:
h i j ,kl5
1
2
]2E
] f i j] f kl 5
1
2
]2E
] f a] f b 5ha ,b . ~B5!
Introducing the generalized Kohn–Sham eigenvalues e i j : AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp
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]E
] f i j , ~B6!
the generalized hardness matrix elements can now be written
h i j ,kl5
1
2
]e i j
] f kl 5^cku
]Vhxc
]r
]r
] f i juc l& . ~B7!
Here, ck and c l are ground-state Kohn–Sham orbitals. The
derivative of the density with respect to the generalized oc-
cupation numbers gives the density variation c i(r)*c j(r)
@or ra(r), where we have replaced the orbital indices ij by a
‘‘response density’’ index a#. The corresponding change in
the potential is given by
v i j~r!5E S 1ur2r8u 1 ]mxc]r Dc i~r8!*c j~r8!dr8. ~B8!
Finally, the FW contribution to the hardness is
h i j ,kl~FW!5^ckuv i juc l&. ~B9!
The potential is determined @as described in Eq. ~B8!# and
the first-order wave function and thus the response density,
defined as
dr~r!5(
i
c i
~0 !*~r!c i
~1 !~r!1c i
~1 !*~r!c i
~0 !~r!, ~B10!
~where the c i
(1) are first-order Kohn–Sham orbitals!, is cal-
culated via DFT-LR. Once vSC is computed, the self-
consistent contribution to the hardness can be obtained via
h i j ,kl~SC!5^ckuv i j
SCuc l&. ~B11!
The sum of these two contributions gives the hardness matrix
elements.
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