We prove two isomorphism-invariance theorems for groupoids associated with ultragraphs. These theorems characterize ultragraphs for which the topological full group of an associated groupoid is an isomorphism invariant. These results extend those of graph groupoids to ultragraph groupoids while providing another concrete example where the topological full group of a groupoid is a complete isomorphism invariant.
Introduction
Ultragraphs are versatile combinatorial objects that encompass graphs. Introduced by Mark Tomforde in [22] as an object to unify the study of graph and Exel-Laca algebras, ultragraphs have connections with branching systems [5] , infinite alphabet shift spaces [6, 7, 8] , chaos [9, 10] , Leavitt path algebras [11] , KMS states [3] , AF algebras [13] , groupoids [14] , topological quivers [12] , and are also interesting objects to study on their own. In this paper we will focus on the connections with topological dynamics and groupoids. More precisely, we will use the recent description of topological full groups of ample groupoids with locally compact unit spaces given in [18] to describe isomorphism of groupoid ultragraphs (under Condition (RFUM)) in terms of isomorphism of their respective topological full groups.
The use of topological full groups as invariants for a certain form of equivalence between orbits of dynamical systems ranges from its application in Cantor minimal systems [4] , to ample groupoids [16, 18] , passing through Cuntz-Krieger algebras [15] and graph algebras [18] (to name a few). In the groupoid setting, recent results connect continuous orbit equivalence, diagonal preserving isormorphism and groupoid isomorphism (see [2] for example) and in [18] the authors add topological full groups (of groupoids with locally compact unit space) to the list.
Beyond the general study of full groups, it is important to study them in specific cases. In fact, in [18] the authors mention in the introduction that their initial goal was to study the topological full groups of general graph groupoids and add them to the list of invariants for continuous orbit equivalence between graphs. Our paper moves in this direction, as we characterize the full groups associated to ultragraph groupoids and use the general results in [18] to describe the topological full groups of ultragraph groupoids as invariants for isormorphism of such groupoids. As with the graph case, due to results in [2, 21] , our results connect topologicall full groups with continuous orbit equivalence of ultragraph shift spaces and diagonal preserving isomorphism between ultragraph C*-algebras.
The paper is organized in the following way. Section 2 contains basic definitions and background on ultragraphs, the edge shift space of an ultragraph, and ample groupoids and their topological full groups.
In Section 3 we associate a topological groupoid with an ultragraph that satisfies condition (RFUM). We show that the topology of the associated groupoid has a basis of compact open sets, so that the associated groupoid is ample. In Proposition 3.6 we characterize the isolated points of these groupoids and in Proposition 3.7 we describe when the groupoid is effective. We conclude Section 3 with a characterization of the elements of the topological full group of the groupoid associated with an ultragraph (Proposition 3.13).
In Section 4 we prove our two main results, Theorem 4.7 and Theorem 4.13. To motivate our results, we give an example of an ultragraph satisfying the conditions of Theorem 4.7, and whose associated C * -algebra cannot be realized as a graph C * -algebra.
Preliminaries
In this section we recall key definitions and set up notation regarding ultragraphs, groupoids and topological full groups. We start with ultragraphs.
Ultragraphs and the edge shift space
Ultragraphs first appeared in [6] , as defined below.
Definition 2.1. An ultragraph is a quadruple G = (G 0 , G 1 , r, s) consisting of two countable sets G 0 , G 1 , a map s : G 1 → G 0 , and a map r : G 1 → P (G 0 ) \ {∅}, where P (G 0 ) is the power set of G 0 .
A key object when studying ultragraphs are generalized vertices, which we define below. Definition 2.2. Let G be an ultragraph. Define G 0 to be the smallest subset of P (G 0 ) that contains {v} for all v ∈ G 0 , contains r(e) for all e ∈ G 1 , and is closed under finite unions and nonempty finite intersections. Elements of G 0 are called generalized vertices. Next we set up notation that will be used throughout the paper. This agrees with notation introduced in [14] and [6] .
Let G be an ultragraph. A finite path in G is either an element of G 0 or a sequence of edges e 1 . . . e k in G 1 where s (e i+1 ) ∈ r (e i ) for 1 ≤ i ≤ k. If we write α = e 1 . . . e k , the length |α| of α is k. The length |A| of a path A ∈ G 0 is zero. We define r (α) = r (e k ) and s (α) = s (e 1 ). For A ∈ G 0 , we set r (A) = A = s (A). The set of finite paths in G is denoted by G * . An infinite path in G is an infinite sequence of edges γ = e 1 e 2 . . . in G 1 , where s (e i+1 ) ∈ r (e i ) for all i. The set of infinite paths in G is denoted by
For n ≥ 1, we define p n := {(α, A) : α ∈ G * , |α| = n, A ∈ G 0 , A ⊆ r (α)}. We specify that (α, A) = (β, B) if and only if α = β and A = B. We set p 0 := G 0 and we let p := n≥0 p n . We embed the set of finite paths G * in p by sending α to (α, r(α)). We define the length |(α, A)| of a pair (α, A) to be |α|. We call p the ultrapath space associated with G and the elements of p are called ultrapaths. Each A ∈ G 0 is regarded as an ultrapath of length zero and can be identified with the pair (A, A). We extend the range map r and the source map s to p by declaring that r ((α, A)) = A, s ((α, A)) = s (α) and r (A) = s (A) = A.
We concatenate elements in p in the following way: If x = (α, A) and y = (β, B), with |x| ≥ 1, |y| ≥ 1, then x · y is defined if and only if s(β) ∈ A, in which case,
x · y := (αβ, B).
Also we specify that:
where, if x = (α, A), |α| ≥ 1 and if y ∈ G 0 , the expression x y is defined to be (α, A ∩ y). Given x, y ∈ p, we say that x has y as an initial segment if
We extend the source map s to p ∞ , by defining s(γ) = s (e 1 ), where γ = e 1 e 2 . . .. We may concatenate pairs in p, with infinite paths in p ∞ as follows. If y = (α, A) ∈ p, and if γ = e 1 e 2 . . . ∈ p ∞ are such that s (γ) ∈ r (y) = A, then the expression y · γ is defined to be
Remark 2.3. To simplify notation we omit the dot in the definition of concatenation, so that x · y will be denoted by xy.
Given α, β ∈ G * we say α is an initial segment of β, written as α < β, if there is a γ ∈ G * with |γ| > 0 such that β = αγ. Similarly, for α ∈ G * and β ∈ p ∞ , in which case γ ∈ p ∞ . The paths α and β are disjoint if neither one is an initial segment of the other. Definition 2.4. For each subset A of G 0 , let ε (A) be the set {e ∈ G 1 : s (e) ∈ A}. We say that a set A in G 0 is an infinite emitter whenever ε (A) is infinite.
The key concept in the definition of the shift space X associated to an ultragraph without sinks G is that of minimal infinite emitters. We recall this below. Definition 2.5. Let G be an ultragraph and A ∈ G 0 . We say that A is a minimal infinite emitter if it is an infinite emitter that contains no proper subsets (in G 0 ) that are infinite emitters. For a finite path α in G, we say that A is a minimal infinite emitter in r(α) if A is a minimal infinite emitter and A ⊆ r(α). We denote the set of all minimal infinite emitters in r(α) by M α .
Associated to an ultragraph with no sinks, we have the topological space X = p ∞ ∪ X f in , where
and the topology has a basis given by the collection
where for each (β, B) ∈ p we have that
and, for (β, B) ∈ X f in and F a finite subset of ε (B),
, which is closed because it is a difference of a closed set [7] and a union of open sets. Also
which is an open set. We recall Condition (RFUM) below. Condition (RFUM): For each edge e ∈ G 1 its range can be written as
where A n is either a minimal infinite emitter or a single vertex.
It was shown in [7] that under Condition (RFUM), the shift space X has a basis of open, compact sets. Since having a basis of compact open sets is an important feature in our work, we make the following assumptions for the remainder of this paper: all ultragraphs are assumed to have no sinks and satisfy Condition (RFUM).
Remark 2.6. The basis considered in [7] does not included the sets D (β,B),F when (β, B) / ∈ X f in and F = ∅. However as seen above they are open and closed (and thus compact under condition (RFUM)). We will include these sets in the basis in order to simplify some of the proofs in this paper.
We associate to the space X a shift map:
Definition 2.7. The shift map is the function σ : X → X defined by
We call X together with the shift map the edge shift space.
Remark 2.8. Notice that we do not define the shift map for elements of X of length zero, differently to what is done in [6, 7, 8, 9, 10] , since the shift map may fail to be continuous on paths of length zero, and then it will have all the 'nice' continuity properties that we require on paths of length greater than zero to build anétale groupoid from the shift ([6, Proposition 3.16]).
Groupoids and their topological full groups
In this section we gather necessary definitions and background on the topological full group of an ample groupoid, closely following [18] .
A groupoid G is a small category of isomorphisms. A topological groupoid is a groupoid equipped with a topology making the operations of multiplication and taking inverse continuous. The elements of the form gg −1 are called units. We denote the set of units of G by G (0) , and refer to G (0) as the unit space. We think of the unit space as a topological space equipped with the relative topology from G. The source and range maps are given by s(g) = g −1 g and r(g) = gg −1 , for g ∈ G. These maps are necessarily continuous when G is a topological groupoid.
Anétale groupoid is a topological groupoid G such that its unit space G (0) is locally compact and Hausdorff and its range map is a local homeomorphism (this implies that the source map and the multiplication map are also local homeomorphisms). A bisection of G is a subset B ⊆ G such that the restriction of the range and source maps to B are injective. A bisection U is called full if we have s(U) = r(U) = G (0) . Anétale groupoid is ample if its unit space has a basis of compact open sets or, equivalently, if the arrow space G has a basis of compact open bisections.
The isotropy group of a unit x ∈ G (0) is the group G x x = {g ∈ G | s(g) = r(g) = x}, and the isotropy bundle is
We say that G is effective if the interior of G ′ equals G (0) . We call G topologically principal if the set of points in G (0) with trivial isotropy group are dense in G (0) . If x ∈ G (0) , then the orbit of x is defined by
We say that G is non-wandering if G (0) has no non-empty clopen wandering subsets.
To each bisection U ⊆ G in anétale groupoid we associate a homeomorphism π U : s(U) → r(U)
given by r |U • (s |U ) −1 . Whenever U is a full bisection, π U is a homeomorphism of G (0) . For a topological space X we denote the group of self-homeomorphisms of X by Homeo(X). By an involution we mean a homeomorphism (or more generally, a group element) φ with φ 2 = id X . For a homeomorphism φ ∈ Homeo(X), we define the support of φ to be the (regular) closed set {x ∈ X | φ(x) = x}, and denote it by supp(φ). We also define Homeo c (X) = {φ ∈ Homeo(X) | supp(φ) is compact open}. Definition 2.9. Let G be an effective ample groupoid. The topological full group of G, denoted G , is the subgroup of Homeo G (0) consisting of all homeomorphisms of the form π U , where U is a full bisection in G such that supp(π U ) is compact. We will denote by D( G ) its commutator subgroup.
In the topological full group, composition and inversion of the homeomorphisms correspond to multiplication and inversion of the bisections, that is, Lemma 3.7] Let G be an effective ample groupoid, and let π U ∈ G . Then we have a decomposition 
Ultragraph groupoids and their topological full groups
In this section we define an ample groupoid associated with an ultragraph with no sinks and satisfying condition RFUM. We use this groupoid to extend some known results about graphs to the general setting of ultragraphs. In Proposition 3. 13 we characterize the open bisections and describe the elements of the topological full group of the groupoid associated with an ultragraph, analogous to that of graphs ( [18] ). This section is based on and extends [18, Section 9] to groupoids of ultragraphs.
Throughout this section we fix an ultragraph G which satisfies condition RFUM and has no sinks. Let (X, σ) denote the edge shift space associated to G (see Definition 2.7).
We begin by describing the groupoid associated to an ultragraph and its topology. For any non-zero m ∈ N we let X ≥m = {y ∈ X | |y| ≥ m}. Define
The set of composable pairs is given by
Then G σ is a groupoid with composition and involution given by 
To get a topology on G σ we define
where U ⊆ X ≥m and V ⊆ X ≥n are open sets such that σ m | U and σ n | V are injective and σ m (U) = σ n (V ). The sets Z(U, m, n, V ), ranging over U and V that satisfy these conditions, form a basis for a locally compact Hausdorff topology on G σ . This topology is a direct analogue of the topology for the boundary path groupoid of directed graphs, which is well-known to be anétale groupoid (see for example [20] ).
Remark 3.1. Notice that the C*-algebra associated to the groupoid defined above coincides with the usual ultragraph C*-algebra, see [21] for details.
We aim to characterize the topology on G σ in terms of a different basis, which will be helpful to show that G σ is an ample groupoid. For this we use the cylinder sets defined in Section 2.1 and the following lemmas.
, a contradiction. The same argument, with the roles of M α and M β reversed, proves the converse.
Without loss of generality we may assume that there exists a vertex v ∈ B\A. Since G has no sinks, there is an element
For the converse assume that A = B and let γ ∈ σ |α| (D (α,A) ). Then there exists x ∈ X such that x = αγ. Either γ ∈ X f in or γ ∈ p ∞ . We consider these cases separately.
First B) ). For the second case, assume that γ ∈ p ∞ . Then s(γ) ∈ A = B. Thus βγ ∈ p ∞ , which implies that σ |β| (βγ) = γ ∈ σ |β| (D (β,B) ).
The above shows that σ |α| (D (α,A) ) ⊆ σ |β| (D (β,B) ), and the same argument with with the assumption that γ ∈ σ |β| (D (β,B) ) gives the reverse inclusion. Hence σ |α| (D (α,A) ) = σ |β| (D (β,B) ), completing the proof.
We now give an alternative description of the topology on G σ in terms of the cylinder sets that define the topology on X. Let α, β ∈ G * , A ∈ G 0 such that (α, A), (β, A) ∈ p and let U, V ⊂ X. We define Let W ⊆ G σ be an open set with (x, k, y) ∈ W . Then there exists a basis element Z(U, m, n, V ) of the topology on G σ such that (x, k, y) ∈ Z(U, m, n, V ) ⊆ W . Then k = m − n for some m, n ∈ N with σ m (x) = σ n (y) ∈ X. Let z := σ m (x) = σ n (y). Hence there exists α, β ∈ G * such that |α| = m, |β| = n and αz, βz ∈ X. Note that r
Finally we show that each Z(U, α, A, β, V ) ∈ C is a compact set. To see this, take any net
Then the first and third coordinates will each have a convergent subnet due to the compactness of U and V , say to x and y, and the middle coordinate stays constant for all i. Thus the net has a subnet converging to {(x, |α| − |β|, y)}, showing compactness. Now, since G σ is anétale groupoid with a basis of compact open sets, it follows that G σ is ample.
Next we extend some known results of graphs to ultragraphs that relate the properties of the graph with certain topological properties of its associated groupoid. We begin with some
that is, the loop does not pass through s(α 1 ) multiple times. An exit for a loop α = α 1 . . . α n is either of the following:
1. an edge e ∈ G 1 such that there exists an i for which s(e) ∈ r(α i ), but e = α i+1 , 2. a sink w such that w ∈ r(α i ) for some i.
Remark 3.5. Since we are working only with ultragraphs that have no sinks, in this paper an exit for a loop takes only form 1. above.
An ultragraph G satisfies Condition (L) if every loop has an exit. An infinite path x ∈ p ∞ is called eventually periodic if x = αγ ∞ for some finite path α and some loop γ, where γ ∞ denotes the infinite path γγγ . . ..
The next proposition characterizes all the isolated points in X.
Proposition 3.6. Let G be an ultragraph with no sinks that satisfies condition RFUM and let X be its associated edge shift space.
1. An eventually periodic path x = αγ ∞ ∈ p ∞ is an isolated point if and only if γ does not have an exit.
2.
A wandering path x ∈ p ∞ is isolated point if and only if x has a semi-tail.
These are the only isolated points.
Proof. 1. Assume that x = αγ ∞ ∈ p ∞ is isolated, but that γ has an exit. Since G has no sinks there is an edge e ∈ G 1 such that s(e) ∈ r(γ i ) for some 0 < i ≤ |γ| and e = γ i+1 . Let D (β,A)F be any basic open neighborhood of x. Then β < x and thus there is n ∈ N such that β < αγ n . Let y = αγ n γ 1 . . . γ i e. Then D (y,r(e)) ⊂ D (β,A)F and contains a point distinct from x. Hence every neighborhood of x contains a point different from x, which contradicts that {x} is open.
For the converse, assume that x = αγ ∞ ∈ p ∞ and that γ has no exits. Since G has no sinks and γ has no exits, it follows that |r(γ i )| = 1, for every i = 1, . . . , |γ|. Therefore D (αγ,r(γ)) only contains infinite paths in X. Moreover, there is exactly one infinite path, namely x, implying that {x} = D (αγ,r(γ)) and is thus open.
2. Let x ∈ p ∞ be a wandering isolated point. Let D (β,A)F be any basic open neighborhood of x. Hence β < x. If x does not have a semi-tail, then there is an i > |β| + 1 such that |r(x i )| > 1 or |ε(s(x i ))| > 1. If |r(x i )| > 1 then, since G has no sinks, there is an edge e ∈ G 1 , e = x i+1 , such that s(e) ∈ r(x i ). Then there is an infinite path (distinct from x) x 1 . . . x i e . . . ∈ D (β,A)F . If |ε(s(x i ))| > 1 then there is an edge e = x i such that s(e) = s(x i ) and hence there is an infinite path x 1 . . . x i−1 e . . . ∈ D (β,A)F (distinct from x). Therefore every neighborhood of x contains a point different from x, which contradicts that {x} is open.
Conversely, assume that x ∈ p ∞ is wandering and has a semi-tail. Then there is n 0 ∈ N such that |ε(s(x n ))| = 1 and |r(x n )| = 1 for all n > n 0 . Hence D (x 1 ...x n+1 ,r(x n+1 )) = {x} for all n > n 0 and thus {x} is open.
Finally, we show that these are only types of isolated points. Let x be an isolated point. We claim that x ∈ p ∞ . To see this claim, suppose that x is not an infinite path and let D (α,A)F be any neighborhood of x. Then, since we do not have any sinks, we can extend x to an infinite pathx =x 1x2 . . . such thatx |α|+1 / ∈ F . Thenx ∈ D (α,A)F , contradicting the fact that x is an isolated point. Hence x must be an infinite path if it is an isolated point. If x = x 1 x 2 . . . ∈ p ∞ is neither eventually periodic nor wandering, then there exists v ∈ G 0 such that |{i ∈ N : s(x i ) = v}| = ∞. Let D (α,A)F be any neighborhood of x, and let m, n be any indices such that m < n, s(x m ) = s(x n ) = v and |α| < |x 1 · · · x m |. Note that γ := x m · · · x n−1 is a loop. Then x and y := x 1 · · · x m−1 γ ∞ are two distinct points and both are contained in D (α,A)F . However, this contradicts that x is an isolated point, since D (α,A)F is arbitrary.
Proposition 3.7. Let G be an ultragraph with no sinks and that satisfies condition RFUM. Then the following are equivalent:
1. The groupoid G σ is effective.
2. The ultragraph G satisfies condition (L).
3. The set of all elements in X which are not eventually periodic is dense in X.
4.
The groupoid G σ is topologically principal.
Proof. (1) ⇒ (2): Assume that G σ does not satisfy Condition (L). Let γ be a loop without an exit. By Proposition 3.6(1), γ ∞ is an isolated point. Then |r(γ i )| = 1 for i = 1, . . . , |γ|. Hence, for all n ∈ N, the only point in D (γ n ,r(γ)) is γ ∞ . Thus Z(D (γ 2 ,r(γ)) , γ 2 , r(γ), γ, D (γ,r(γ)) ) = {(γ ∞ , |γ|, γ ∞ )} is an open subset of the stabilizer subgroup at (γ ∞ , 0, γ ∞ ), which is not contained in G (0) σ and thus G σ is not effective.
(2) ⇒ (3): Assume that G satisfies Condition (L). Let γ ∞ ∈ X and D (α,A)F any neighborhood of γ ∞ . Then there exist e ∈ G 1 such that s(e) ∈ r(γ i ) for some 0 ≤ i ≤ |γ| and also n ∈ N such that D (γ n γ 1 ...γ i e,r(e)) ⊂ D (α,A)F . Let y ∈ D (γ n γ 1 ...γ i e,r(e)) . Then y is distinct from x. If y is also eventually periodic, then we repeat the process above of taking an exit and forming a new neighborhood contained in D (α,A)F . In this way we obtain an infinite path that is not eventually periodic contained in D (α,A)F . Hence the neighborhood D (α,A)F of γ ∞ has non-empty intersection with the subset of X consisting of points which are not eventually periodic, showing that this set is dense in X.
(3) ⇒ (4): Assume the set of elements in X which are not eventually periodic is dense in X. Suppose that (x, 0, x) ∈ G σ be an open neighborhood of (x, 0, x). Then there is a (y, 0, y) ∈ U such that y in infinite and not eventually periodic. Since (y, 0, y) ∈ G (0) σ has non-trivial isotropy if and only if x is eventually periodic and infinite, it follows that (y, 0, y) has trivial isotropy, which shows that G σ is topologically principal.
(4) ⇒ (1): This is a general fact for locally compact Hausdorff groupoids [1] .
Let α, β ∈ G * and A ∈ G 0 such that (α, A), (β, A) ∈ p and let F ⊆ ε(A) be finite . Define
Note that all the sets Z(α, β, A, F A ) are compact open, since they are in C . Our next goal is to prove that the sets Z(α, β, A, F A ) also forms basis for the topology on G σ (Lemma 3.11 ). This basis will allow us to characterize the open bisections and the elements of the topological full group of G σ (Proposition 3.13). In addition, if α = α ′ , then
Proof. We have the following four cases:
. In this case we also have that
(ii) Suppose α < α ′ , then α ′ = αγ with |γ| > 0 and such that γ 1 ∈ ε(A)\F A . Then Proof.
Since U is open and the topology on X is second-countable, we can express U as a countable union of basic open cylinder sets. Since U is compact, this union may be taken to be finite, say
If D (α i ,A i )F i ∩ D (α j ,A j )F j = ∅ for some i = j, then α i ≤ α j or α j ≤ α i , by Lemma 3.8. We may assume without loss of generality that α i ≤ α j . If α i < α j , then D (α j ,A j )F j ⊆ D (α i ,A i )F i , and we may omit D (α j ,A j )F j from the union in Equation (2) . 
In addition, if α = α ′ , β = β ′ , then we also have that
By Lemma 3.8 we may assume without loss of generality that α ≤ α ′ . The same applies to D (β,A)F A ∩ D (β ′ ,B)F B . We claim that α = α ′ if and only if β = β ′ , and also that α < α ′ if and only if β < β ′ . To see this, first assume that α = α ′ . Then |α| = |α ′ |, which together with
A similar argument gives the converse.
Assume that α < α ′ . Then |α| ≤ |α ′ | and |α| − |β| = |α ′ | − |β ′ | imply that |β| ≤ |β ′ |. Similarly to above D (β,A)F A ∩ D (β ′ ,B)F B = ∅ implies that β ≤ β ′ or β ′ ≤ β. However, if |β| ≤ |β ′ | then β ≤ β ′ . The converse follows from a similar argument.
Next we show that Z(α, β, A, F A ) ∩ Z(α ′ , β ′ , B, F B ) is equal to one of the sets in (1)-(4). If α ′ < α and (necessarily) β ′ < β, then by Lemma 3.8 we have
and gives (2) . Similarly, if α < α ′ and (necessarily) β < β ′ , then Lemma 3.8 implies that Z(α ′ , β ′ , B, F B ) ⊂ Z(α, β, A, F A ), which gives (3). Finally, if α = α ′ and β = β ′ , then applying Lemma 3.8 again gives (4) . The union in (4) is clear from Lemma 3.8. In all other cases we have the empty set, which completes the proof. 
Since σ |α| and σ |β| are injective on U and V , it follows that
Now, since T is a basis for the topology on G σ , any compact open set can be written as a union of elements from T , which in turn can be written as a disjoint union by applying Lemma 3.10 to non-empty intersections.
The following lemma describes the bisections in G σ . 
Proof. Since U is a compact open bisection, we can write
and the fact that the range and source maps restricted to U are injective, and hence preserve disjoint unions.
We now characterize elements of the topological full group of the groupoid G σ associated with an ultragraph that satisfies Condition (L) (that is, G σ is effective by Propostion 3.7). Proposition 3.13. Let G be an ultragraph with no sinks and that satisfies Conditions RFUM and (L). If π U ∈ G σ , then the full bisection U ⊆ G σ can be written as
where, for i = 1, . . . , N, we have
The paths α 1 , . . . , α N are pairwise disjoint, as are the paths β 1 , . . . , β N , and α i and β i are distinct for each 0 ≤ i ≤ N. The homeomorphism π U : s(U) → r(U) is given by π U (β i x) = α i x for β i x ∈ D (β i ,A i )F A i and the identity otherwise.
Proof. The proof follows directly from Lemma 3.12 and Lemma 2.10.
Equivalence of groupoid and topological full group isomorphisms
In this section we prove our main results, Theorem 4.7 and Theorem 4.13, which give conditions under which ultragraph groupoids are isomorphic if and only if their topological full groups are (algebraically) isomorphic. These generalize [18, Theorem 10.10 and Theorem 10.11] from graphs to the ultragraphs. The techniques and ideas in this section are based on [18] , but adapted to ultragraphs. Throughout we highlight some of the subtle differences between the graph and ultragraph case.
We begin by defining three conditions for ultragraphs that generalize that of [18, Definition 10.1]. Fix an ultragraph G with no sinks and that satisfies Condition RFUM. If A, B ∈ G 0 , then we let
• G satisfies Condition (K) if for every v ∈ G 0 , there is either no simple loop based at v or at least two simple loops based at v.
• G satisfies Condition (W) if for every wandering path α = α 1 . . . ∈ p ∞ , we have that, for some i ∈ N,
• G satisfies Condition (∞) if for every minimal infinite emitter A ∈ G 0 we have that |{e ∈ ε(A) : r(e)pA = ∅}| = ∞.
Remark 4.1. We remark on some subtleties in conditions (K),(W) and (∞) for ultragraphs when compared with graphs. Firstly, in contrast to graphs, a simple loop α 1 , . . . , α n in an ultragraph may have r(α i ) ∩ r(α j ) = ∅. Secondly, Condition (W) is intended to provide us with an arbitrary number of disjoint paths on a wandering path with no cycles. For this the condition that β = α 1 . . . α i in (4) is crucial, because edge ranges can be sets. For example,
, v 2 }) are two distinct ultrapaths in s(α)ps(α i+1 ), but not disjoint as required later on. So, unlike graphs the cardinality of the set in (4) may be be infinite, but with only one path (as opposed to an ultrapath).
The following lemmas provide us with an arbitrary number of disjoint paths when Conditions (K) and (W) are satisfied. Proof. Suppose i < j. Then ρ = α i . . . α j−1 is a loop, since s(ρ) = s(α i ) = s(α j ) ∈ r(α j−1 ) = r(ρ).
If there are two distinct simple loops based at a vertex in a graph, then these loops are necessarily disjoint. This is not the case for ultragraphs. For example, if G 0 = {v 1 , v 2 , v 3 }, G 1 = {e 1 , e 2 } with s(e i ) = v i , r(e 1 ) = {v 1 , v 2 } and r(e 2 ) = {v 1 , v 3 }. Then e 1 and e 1 e 2 are two distinct simple loops based at v 1 , but they are not disjoint. However, we can still find infinitely many disjoint loops as the following lemma illustrates. Proof. Since ρ is a loop Condition (K) implies that there are at least two distinct simple loops τ 1 and τ 2 based at s(ρ) (but possibly not disjoint).
Suppose τ 2 has minimal length between all simple loops based on s(ρ). If τ 1 and τ 2 are disjoint, then τ 1 , τ 2 τ 1 , τ 2 2 τ 1 , . . . are disjoint and s(τ 1 ) = s(τ 2 ) ∈ r(τ 1 ) = r(τ n 2 τ 1 ) for every n ∈ N. Otherwise, τ 1 = τ 2 β for some β ∈ G * . We claim that τ 2 τ 2 β and τ 2 β are disjoint. If τ 2 β is a initial segment of τ 2 τ 2 β, then β is a initial segment of τ 2 β. In this case s(β) = s(τ 2 ) = s(ρ), and since r(β) = r(τ 1 ), β would be a loop based on s(ρ). Since τ 2 has minimal length, we have that |τ 2 | ≤ |β|, which would imply that β = τ 2 α for some α ∈ G * and that τ 1 = τ 2 τ 2 β, which contradicts the fact that τ 1 is a simple loop. Now, repeating the argument above for τ 2 τ 2 α and τ 2 β gives the required result.
If an infinite path in a graph is wandering and has no loop based at any vertex on this path, then the infinite path necessarily has a semi-tail, and hence it is an isolated point. This need not be the case in ultragraphs:
Then |{j ∈ N | s(α j ) = s(α i )}| = 1 for every i ∈ N and α is wandering. However, even if there are no loops based at s(α 1 ), v 1 , s(α 2 ), v 2 . . ., then α does not have a semi-tail, because |r(α i )| > 1 for every i ∈ N, and is not an isolated point, because we can deviate from the path at any r(α i ). Hence we need to consider this situation as well to ensure that we have ample disjoint paths available when Condition (W) is satisfied.
Lemma 4.4. Let G be an ultragraph that satisfies condition (W) and α a wandering path such that |{j ∈ N | s(α j ) = s(α i )}| = 1 for for every i ∈ N. Then for any given N ∈ N there exists n ∈ N and N + 1 disjoint paths in s(α)ps(α n+1 ).
Proof. Condition (W) implies that there exists i ∈ N such that |{(γ, A) ∈ s(α)ps(α i+1 ) | γ = α 1 . . . α i }| ≥ 1. Thus, there is (β, B) ∈ {(γ, A) ∈ s(α)ps(α i+1 ) | γ = α 1 . . . α i } such that (α 1 . . . α i , r(α i )) and (β, B) are disjoint. Hence the statement is true for N = 1. Note that s(α i+1 ) ∈ B ∩ r(α i ). Now consider the path α i+1 , . . ., which is also wandering without any loops on. Hence we can again find a j ∈ N and two disjoint paths (γ, C), (α i+1 . . . α j , r(α j )) ∈ s(α i+1 )ps(α j ). Then (α 1 . . . α j , r(α j )), (βα i+1 . . . α j , r(α j )) and (α 1 . . . α i γ, r(γ)) are three disjoint paths in s(α)ps(α j ). Continuing in this way we can find a n ∈ N and N + 1 disjoint paths in s(α)ps(α n+1 ).
Suppose that G satisfies conditions (K),(W) and (∞). We want to employ [18, Theorem 6.2] to show that we have an equivalence between isomorphisms of ultragraph groupoids and isomorphisms of their topological full groups. For this we need to show that the class of all pairs (Γ, X), where Γ is a subgroup of G σ containing the commutator subgroup and X is the edge shift space, is a faithful class of space-group pairs (see Definition 2.12). By [18, Theorem 6.6] for such a class to be faithful it is sufficient to show that the following properties are satisfied (see also [18, Definition 6.3] ):
(F1) For x ∈ X and any clopen neighborhood A ⊂ X of x there exists an involution φ ∈ Γ such that x ∈ supp(φ) and supp(φ) ⊆ A.
(F2) For any involution φ ∈ Γ\{1}, and any non-empty clopen set A ⊆ supp(φ), there exists a ψ ∈ Γ\{1} such that supp(ψ) ⊆ A ∪ φ(A) and φ(x) = ψ(x) for every x ∈ supp(ψ).
(F3) For any non-empty clopen set A ⊂ X, there exists φ ∈ Γ such that supp(φ) ⊆ A and φ 2 = 1.
Let K F denote the class of all space-group pairs that satisfy Conditions F1, F2 and F3 above.
The following theorem extends [18, Theorem 10 .3] to ultragraphs. The structure of the the proof is essentially the same as that of [18, Theorem 10.3] (which is based on Matui's proof [17, Proposition 3.6] ), since we now have the description of the full bisections and topological full group of G σ in an ultragraph context (Proposition 3.13). Proof. We first show that Conditions (K) and (W) imply Conditions (F2) and (F3), and then that (K), (W) and (∞) are necessary and sufficient for (F1) to hold.
Assume Conditions (K) and (W) are satisfied. We first show (F3). Let A ⊂ X be a nonempty clopen set. Then there is x ∈ A and a cylinder set D (β,B)F ⊆ A containing x, for some (β, B) ∈ p and finite set F ⊂ ε(B). Since G does not have sinks, there is an edge e ∈ G 1 with s(e) ∈ B. Then D (βe,r(e)) ⊆ D (β,B)F . So we may assume without loss of generality that for any non-empty clopen set A ⊂ X there is an ultrapath (β, B) ∈ p such that D (β,B) ⊆ A (without a set F ⊂ ε(B)). Since G has no sinks, we have that β must connect to at least one infinite path x ∈ p ∞ with s(x) ∈ B. Then either there are i, j ∈ N such that s(x i ) = s(x j ), in which case β connects to a loop by Lemma 4.2, or x is a wandering path such that |{j ∈ N | s(α j ) = s(α i )}| = 1 for for every i ∈ N. In the first case we may assume that the loop is based at B = r(β) by extending β if necessary. In both cases there are three disjoint paths α 1 , α 2 , α 3 based at B such that C = r(α 1 ) ∩ r(α 2 ) ∩ r(α 3 ) = ∅, by Lemmas 4.3 and 4.4. Let V = Z(βα 1 , βα 2 , C, ∅) and W = Z(βα 2 , βα 3 , C, ∅), and define πV and πŴ as in Lemma 2.11. Now define Λ = [πV , πŴ ]. Let y ∈ X be such that s(y) ∈ C. Then Λ(βα 3 y) = βα 2 y, Λ(βα 2 y) = βα 1 y and Λ(βα 1 y) = βα 3 y (under the convention that [g, h] = g −1 h −1 gh). Hence Λ 2 = id and Λ 3 = id. Also, since D (βα i ,C) ⊆ D (β,B) ⊆ A for i = 1, 2, 3, it follows that supp(Λ) ⊆ A. Hence (F3) is satisfied.
Next we show that (F2) is satisfied. Let τ ∈ Γ\{1} and let A ⊆ supp(τ ) be a non-empty clopen set. It follows from Proposition 3.13 that τ = π U where U is a full bisection in G σ and can be written as
Similarly to the first part of the proof we can find an ultrapath (γ, B) ∈ p such that D (γ,B) ⊆ A ∩ D (β j ,A j )F A j for some index 1 ≤ j ≤ N, and two disjoint paths λ 1 and λ 2 based at B such that C = r(λ 1 ) ∩ r(λ 2 ) = ∅. We may assume without loss of generality that |γ| > |β j |, so that γ = β j ρ for some ρ ∈ G * with |ρ| ≥ 1 and ρ 1 / ∈ F A j . Define the following bisections V = Z(β j ρλ 1 , β j ρλ 2 , C, ∅) ⊔ Z(α j ρλ 1 , α j ρλ 2 , C, ∅) W = Z(α j ρλ 1 , β j ρλ 2 , C, ∅).
Since τ = π U is an involution we have that τ (β j x) = α j x, for β j x ∈ D (β j ,A j )F A j , and τ (α j x) = β j x, for α j x ∈ D (α j ,A j )F A j . Define Λ = [πV , πŴ ]. Then Λ ∈ Γ, and
Since both τ and Λ interchange the initial paths α j and β j , it follows that they agree on supp(Λ). Hence (F2) is satisfied. Next we show that (F1) holds if and only if Conditions (K), (W) and (∞) hold. Since properties (F1) and (F3) fail in the presence of isolated points, we assume for the remainder of the proof that that G has no sinks, satisfies RFUM, has no semi-tails and satisfies Condition (L) (see Proposition 3.6), and we fix an x ∈ X and a clopen neighborhood A ⊂ X of x.
Assume that Conditions (K), (W) and (∞) hold. First assume that x = x 1 x 2 . . . is in p ∞ . If x is a non-wandering path, then x contains an infinite number of loops, by Lemma 4.2. By choosing m big enough we may assume that D (x 1 ...xm,r(xm)) ⊂ A and that x m+1 . . . x n is simple loop based at s(x m+1 ). Then by Lemma 4.3 we can find three mutually disjoint loops β (1) , β (2) and β (3) based at s(x m+1 ) and all disjoint from x m+1 . . . x n . On the other hand, if x is a wandering path, then there is a m such that D (x 1 ...xm,r(xm)) ⊂ A and |{j ∈ N | s(x j ) = s(x i )}| = 1 for i ≥ m. Then by Lemma 4.4 we can also find (using the same notation as the non-wandering case) three mutually disjoint paths β (1) , β (2) , β (3) ∈ s(x m+1 )ps(x n+1 ), all of which are also disjoint from x m+1 . . . x n . Now, in both the wandering and non-wandering cases, we put α (1) (1) , α (2) , B, ∅) ⊔ Z(α (3) , α (4) , B, ∅), and W = Z(α (1) , α (3) , B, ∅).
Then π = [πV , πŴ ] ∈ Γ with supp(π) = ⊔ 4 i=1 D (α (i) ,B) ⊆ D (x 1 ...xm,r(xm)) ⊂ A, π 2 = id and x ∈ D (α (4) ,B) ⊆ supp(π). Hence (F1) is satisfied.
Secondly, assume that x = (β, B) ∈ X f in . Since B is a minimal infinite emitter, there is a finite set F ⊂ ε(B) such that D (β,B)F ⊆ A. Condition (∞) implies that |{e ∈ ε(B) : r(e)pB = ∅}| = ∞. Hence we can find three disjoint loops α (1) , α (2) , α (3) based at B such that the edges α
1 , α
1 } and define V = Z(βα (1) , β, B, H) ⊔ Z(βα (2) , βα (3) , B, H), and W = Z(βα (1) , βα (2) , B, H).
Next assume properties (F1)-(F3) hold. We show this implies conditions (K),(W) and (∞). We do this separately for each. We begin with Condition (K). Assume that G dos not satisfy condition (K). Then there is a vertex v ∈ G 0 with a single simple loop γ based at v. Since G satisfies condition (L) the loop γ has an exit. However, since we assume that there are no sinks, there exits an edge e ∈ G 1 such that s(e) = s(γ i ) and e = γ i , for some i ∈ N. Let x = γ ∞ and A = D (γ,r(γ)) . We show that (F1) does not hold for this pair. Assume there is a π U ∈ G σ such that γ ∞ ∈ supp(π U ) ⊆ D (γ,r(γ)) . Then there is a basic open neighborhood Z(α, β, B, ∅) ⊆ U (Proposition 3.13) with (α, B), (β, B) ∈ p, α = β and γ ∞ ∈ D (β,B) ⊂ D (γ,r(γ)) . Hence β = γ m ρ, for some m ∈ N and ρ ∈ G * with |ρ| < |β|. Therefore, by extending α and β if necessary we may assume that β = γ m . Similarly, D (α,B) ⊂ D (γ,r(γ)) and we may assume that α = γ n . However, since α = β and γ is the only simple loop based at v, it follows that m = n. Let z ∈ ε(r(e)). Then (π U ) 2 (γ 2m ez) = γ 2n ez = γ 2m ez. Hence π U is not an involution, which implies that (F1) is not satisfied.
We show next the necessity off Condition (W) for (F1) to be satisfied. Assume that Condition (W) does not hold. Then there is an infinite wandering path x = x 1 x 2 · · · such that
for every i ∈ N. Put A = D (x 1 ,r(x 1 )) , and suppose that π U ∈ G σ is such that x ∈ supp(π U ) ⊆ D Proof. The proof is exactly the same as [18, Lemma 10.9].
We can now state the first main result of this section. Theorem 4.7. Let G and F be ultragraphs with no sinks that satisfy Conditions RFUM, (K), (W) and (∞). Let Γ be a subgroup of G σ containing the commutator subgroup D( G σ ) and let Λ be a subgroup of F σ containing the commutator subgroup D( F σ ). Then the following are equivalent:
Then G is given by a countable number of vertices, say {v i }, and a countable number of edges, say {e i }, such that s(e i ) = v i for all i, r(e 1 ) = {v i : i = 2}, r(e 2 ) = {v i : i = 1}, and, for n ≥ 3, r(e n ) = {v n−2 , v n }. It is straigtforward to check that G satisfies Condition (K). The only minimal infinite emitter is r(e 1 ) ∩ r(e 2 ) and Condition (∞) follows. Finally notice that G has no wandering path, and thus satisfies Condition (W).
Our next goal is to prove another isomorphism theorem with slightly weaker conditions than in Theorem 4.7. However, as a result of this weakening we loosing the isomorphism of subgroups (as is already evident in the case of graphs, [18, Theroem 10.11] ). If condition (L) does not hold, then X has isolated points, by Proposition 3.6, and thus G σ is wandering. Now, suppose Condition (T) is not true and let v be a vertex where the condition fails; that is, for each vertex w, either there is no path connecting v to w or there exists only one path connecting v to w. For (α, A) ∈ X such s(α) = v, since α connects v to any element of A, α is the only path with this property. So if (β, B) ∈ D ({v},{v}) ∩ Orb Gσ (α, A), then s(β) = v and B = A, so that β connects v to any element of A, and therefore β = α. And for an infinite path x ∈ X, the proof that (β, B) ∈ D ({v},{v}) = {x} is the same as in [18, Proposition 10.7] . We again conclude that G σ is wandering. Definition 4.11. Let G be an ultragraph with no sinks. We say that a minimal infinite emitter A ∈ G 0 is degenerate if it satisfies one of the two following conditions: IE1. v is a source for every v ∈ A.
IE2. There exists a unique v ∈ A such that v is not a source, and for this v we have that G 1 v = {e} and s(e) is a source.
And we say that a vertex v ∈ G 0 is degenerate if one of the following conditions is satsified: Proof. Recalling the definition of orbit given in Subsection 2.2, we see that y ∈ Orb Gσ (x) if and only if x and y have the same tail.
An element x such that |Orb Gσ (x)| = 1 must be of the form x = e ∞ , where s(e) is a degenerate vertex satisfying V1 from Definition 4.11, or it is of the form x = (A, A), where A is a minimal infinite emitter satisfying IE1 from Definition 4.11. Now, if x is such that |Orb Gσ (x)| = 2, then there are three possibilities for Orb Gσ (x), namely, {(A, A), (e, A)}, {e ∞ , f e ∞ } or {(ef ) ∞ , (f e) ∞ }, from where we get Conditions IE2, V2 and V3 of Definition 4.11, respectively. Theorem 4.13. Let G and F be ultragraphs with no sinks that satisfy Conditions RFUM, (L), (T) and (ND). Then the following are equivalent:
1. G σ ∼ = F σ as topological groupoids.
2. G σ ∼ = F σ as abstract groups.
Proof. Since the groupoids G σ and F σ are ample, the result follows immediately from Lemma 4.12 and [18, Theorem 7.10].
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