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FURTHER REMARKS ON QUANTUM







Further formulas are presented involving quantum mechanics, thermody-
namics, and integrable systems. Modications of dispersionless theory are de-
veloped.
1 INTRODUCTION
This paper is meant to be a sequel to [3] which in turn was based on the fundamental
paper [12]. We will expand on some of the development in [3] and introduce a number
of other heuristic formulas.
2 BACKGROUND





















write  = h=
p
2m (E is assumed real). In [3] we discussed the possible origin of this
from a Kadomtsev-Petviashvili (KP) situation L
2
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corresponding to the Schrodinger equation. For the approximation one assumes e.g.









) = V (X; T
i
)+O() (standard in dispersionless KP = dKP and
certainly realizable by quotients of homogeneous polynomials for example). Further,
when  
E























so in (2.2) we are neglecting an O() 
E







term is normally removed in dispersionless theory. Then for H
independent of 
2









=ih)   
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, which is (2.1). Since in
the QM problem one does not however run h! 0 (hence  6! 0) one could argue that
these O() terms should be retained, at least in certain situations, and we will keep
















and retain the 
^
V term along with S
XX





We list rst a few of the equations from [12], as written in [3], without a discussion















. The Wronskian in (2.1) is taken to
be W =  
0







2m=ih = 2=i and one has ( =  (X) and X = X( ) with
X
 

































( always means  
E
but we omit the subscript occasionally for brevity). Setting
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Although a direct comparison of (2.7) to the Gelfand-Dickey resolvant equation ((2.23)
below) is not evident (V
0
is lacking) a result of T. Montroy which expands F
   
shows





















which is (2.23) since  = j j
2
= 2F   (2X=i).
Next there is a so-called eikonal transformation (cf. [17]) which can be related to
[12] as in [3]. We consider real A and S with
 = Ae
(i=h)S
; p = ASin(
1
h





































































; p ^ q =  ^  = ~! (2.12)
Thus formally one has a Hamiltonian format with symplectic form as in (2.12). It is
interesting to write down the connection between the (S;A) or (; ) type variables
and the variables from [12]. Take now  = Aexp(iS=) ( = h=
p


























= P and there is an interesting relation




Further from  = (1=2)exp[ (2i=)S] and  
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Now the theory of the Seiberg-Witten (SW) dierential 
SW
following [1, 3, 7, 11, 13,
15, 16, 19] for example involves nding a dierential 
SW
of the form QdE or td!
0
(in the spirit of [15] or [11, 13] respectively) such that d
SW
= ! is a symplectic form
(cf. [7, 13] for some discussion). In the present context one can ask now whether
the form ~! of (2.12) makes any sense in such a context. Evidently this is jumping
the gun since there is no Riemann surface in sight (see [3] for a Riemann surface);
the motivation to consider the matter here comes from the following formulas which
express ~! nicely in terms of the duality variables of [12]. Thus a priori  = < + i= 
has two components which are also visible in  = Aexp(iS=) as A and S. The relation
P = (@S=@X) =  1 indicates a dependence between A and S
0
(but not A and S)















) =  2(A=A), whereas  =  2(A=A) + (i=)S.




) and =( = ) = (S=). The sensible thing
seems to be to look at the complex dependence of X( ) and  (X) in terms of two
real variables and  ^  will have a nice form in transforming to the variables
of [12]. In particular from  
2
 = (1=2) with  = 4  + 2 
2
 we obtain
( = ) = 2(=)  (=). Hence one can write


















 ^  (2.16)






) ) and in an exploratory spirit the dierentials
 = (i=2) 
2
or  = (i=2) 
2
, along with  = (i=2)





We refer now to [8, 9, 10, 20] for dispersionless KP (= dKP) and consider here
 = exp[(1=)S(X; T; )] instead of  = Aexp(S=) (more details are given in Section






= V   E but E 6= 
2
(unless otherwise stated) and
this does not dene S via P = S
X
unless we have a KdV situation (which is not a
priori desirable but will be used later with modications); thus generally  is the 
of S(T
n
; ) from KP theory and we recall that  always means  
E
as in [12]. One











































































=  (1=) and from F = (1=2) 

















































































In the present situation j j
2
= exp[(2=)<S] and 2 = exp[ (2i=)=S] can play the
roles of independent variables (cf. (2.19). The version here of P =  1 is =P =  1,
while  
2
 = (1=2)j j
2
= (1=2) again, and we obtain as above the formula (2.16).

























where M is the dispersionless Orlov-Schulman operator (cf. [6, 8, 20]) and  here is
the  of KP theory. Still another way to relate F and F follows from the Gelfand-
Dickey resolvant equation (cf. [5]) for  =  

































log(). This implies v =  2@
2









































We will see in Section 3 how to embellish all this with a modication of the dKP and
dKdV theory.
3 DISPERSIONLESS THEORY
3.1 Classical framework for KP
We give next a brief sketch of some ideas regarding dispersionless KP (dKP) following
mainly [8, 9, 10, 14, 20] to which we refer for philosophy. We will make various
notational adjustments as we go along and subsequently will modify some of the











) ! ~u(X; T
n



























). In terms of hierarchies the theory can be built around the pair
(L;M) in the spirit of [6, 8, 20]. Thus writing (t
n
) for (x; t
n











































and M is the Orlov-Schulman
operator dened via  

=M . Now one assumes u
n
(; T ) = U
n
(T ) +O(), etc. and


















































;M ]; [L;M ] = 1; L =
 ; @
















now, with P = S
X
, one obtains


















































and M !M. Note that one assumes also v
i+1
(; T ) =
V
i+1


































). We list a few additional formulas which are easily obtained













;Mg; f;Mg = 1 (3.4)







































































We sketch next a few formulas from [14] (cf. also [8]). First it will be important to
rescale the T
n


































































Now think of (P;X; T
0
n





































(recall the classical theory for variables (q; p) involves _q = @H=@p and _p =  @H=@q).
The function S(;X; T
n
) plays the role of part of a generating function
^
S for the



































































































This is compatible with (3.7) and Hamiltonians  Q
n





















































= P by constructions
and denitions. Consider
^













































. It follows that

















. If W is the gauge operator such that
L = W@W
 1

























from which follows that G =WxW
 1
! . This shows that G is a very fundamental
object and this is encountered in various places in the general theory (cf. [6, 8]).
7
3.2 Dispersonless theory for KdV








+ q = @
2































(v satises the mKdV equation). KdkV is Galilean invariant (x
0





= u+) and consequently one can consider L+@
2





; v =  
x
= ; and   
xx
= = q    or  
xx
+ q =  (with u
0
= u +  
q
0














































Next for  
00
  u =  k
2
 write  

 exp(ikx) as x! 1. Recall also the trans-















( k; x). Writing e.g.  
+














= ik + 
0





































































. Hence exp() ! c
21













































give rise to Hamiltonians H
n
(n odd). There are action angle variables P = klogjT j
and Q = arg(R
L




omit the second Poisson structure here).











+ q =  k
2
, and we write P = (1=2)P
2
+ p = (1=2)(ik)
2
with
q  2p  2u
2



























(cf. (3.3) with u
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+ 6q@ + 3q
x





+(1=2)qP to t the notation above. The Gelfand-Dickey resolvant coecients



































































































(scaling is needed in (3.13) here for comparison). Some further calculation gives for



























The development above actually gives a connection between inverse scattering and
the dKdV theory (cf. [8, 9, 10] for more on this).
3.3 Another look at dKP



















where t  (t
k








(; T ) = U
n+1
(T ) + O() as in Section 2. Then for  =













; ) (k  2). Here all the terms which are O() are passed to zero and in
view of  6! 0 in the QM situation where  = h=
p
2m one thinks of rewriting some
of the dKP theory in order to retain O() terms at least (and dropping O(
2
) terms).
We will call this dKP



































= P + P
1


























 , etc. along with
@( =
~














) from which (@) !  or
(@)
 1
 !  =
~
P in some sense. Continuing such calculations we obtain terms of O()
in (1= )(@)
 n

















Hence from L =  we get to rst order













































































have for  = exp(
~







































































). Both (3.24) and (3.25) have
P
X
terms which seem inappropriate in dealing with a HJ theory where (X;P ) are
considered independent and we will deal with this later.















































= with log =
(F=
2



























































Thus log = (1=
2


























































































































given by (3.26) and S
1




















is given by (3.31). Take  = exp[(1=)
~
S(X; T; )] now as in (2.17) and then































V but the connection here to F is not so clear
(actually in the dKdV

situation to be examined below this will require
^
V = 0 which
will be a constraint - see (4.17)). In fact one could formally insert some ad hoc 1=
terms in F=
2




in which case we modify (3.27) - (3.28) as follows.
























































































































, requiring some constraints on F
1
which we do




V = 0 one
gets no milage in this manner and F
1
= 0 is indicated). Evidently one can now carry
out such rst order calculations for all quantities arising in dKP and we will return
to this later.
4 HAMILTON JACOBI THEORY
We will see that dKdV

has some attractive features whereas dKdV is untenable. Thus
note rst that the equation F = (1=2) 

 +(X=i)  (1=2)exp[(2=)<S]+(X=i) has 
at various levels which is confusing. Moreover j j
2
= exp[(2=)<S] should be bounded
by 1 which suggests a dKP

























































=j) to be real. This suggests that it would be
productive to think of KdV after all with  = ik imaginary, T
2n





indicated below (so S
2n+1
= 0 and only 
 j
terms occur in (4.2) for j odd). Arguments
against dKdV are indicated below but dKdV
















which would be real for  = ik. Thus S
0
and P = S
0
X









are real. In order to exhibit this context in a broader sense we digress
here to the Hamilton Jacobi (HJ) picture as in [8, 14].
12
4.1 Interaction with HJ theory
Consider the Hamilton Jacobi (HJ) theory of Section 3.1 in conjunction with the
formulas of Section 2. As background let us assume we are considering a Schrodinger
equation which in fact arises from a KP equation (or KdV possibly) as indicated in
Section 2. Then one denes a prepotential F and it automatically must have relations























































(cf. (3.6), (3.7)) and this serves as another vehicle to put
X in the picture so that comparison with F can be made. We emphasize here the
strong nature of the dependence  =  (X) and X = X( ) with all other quantities
dependent on X or  in [12] (along with X = X(T ) arising in the HJ theory) and this
will introduce constraints. The action term S is given a priori as S(X; T; ) with 














are action-angle variables with d=dT
n




. For the moment









(U) should be real and the conditions under which the formulas
of [12] are valid with E = 
2
real involve  either real or pure imaginary. A little




=  E would seem
to work and we try this here to see what a KdV situation (rst without dKdV

)

























































































which is realistic (and imaginary).
13
Now we note that there is danger here of a situation where <P = 0 implies <S = 0
which in turn would imply j j
2
= 1 (going against the philosophy of keeping j j
2
as
a fundamental variable) and this is one reason we will need dKdV





























































= 0 and from a















































F = 0 for KdV.
Generally F will be real along with the F
mn
and we recall that the expression for
B
2m+1
arising from (4.8) is an alternate way of writing (4.5). For  = ik; P and
B
2m+1













will occur in (4.8). Thus <S 6= 0 and we have a perfectly respectable
situation, provided the T
2n
are real. However T
2n
imaginary as in KP1 (cf. [3]), or as
in (2.2), would imply <S = 0 and j j
2
= 1 which is not desirable. Another problem









necessarily be  1. Thus if dKdV




















does not require @B
n
to be real. However some
care with  is indicated since P
2




would require also P
2
to be real
if in fact this equation were used to dene S via S
X
= P and would force us back to
KdV with <S = 0 and j j
2



















which is KdV. Hence we would have
to go back to (2.1) with KPI and be sure to interpret it as an eigenvalue equation
ih@

 = H = E (we should also label  =  
E
as in [12], with variable  divorced
from E entirely).
14
Thus one could temporarily reject dKdV, substitute dKPI, and continue with



















(n  2). We could envision a symplectic form dX ^ dP on some phase
space M built from variables (X;P ) with P possibly complex. In fact there is no
admonition now to prevent taking P real except that =P =  1= so =P 6= 0 is
mandatory. In order to connect with [12] and Section 2 we recall in Section 3 one
goes from @
2
  U to P
2





  V and pass
to P
2
  V ; thus only U  V is required. The ensuing phase space contains an
element P not in the original quantum mechanical problem but P is connected to
S (P = S
X
) and to F . Given a connection of F to F as in (2.24) we expect that
M could possibly be expressed in terms of X and F or F alone. The symplectic
forms of Section 2 involve  = j j
2
and  = S=2 for  = j jexp(iS=), or

 and
 , or  and  = (1=2)exp( 2iS=), where a real S is used to measure phase. In the
KP formalism  = exp(S=) = exp(<S=)exp(i=S=) and we recall that P =  1
in (2.14) corresponds here to () (=P ) =  1 as in (2.21). Also j j = exp(<S=)
with  = exp(2<S=) = 2<F =  1==P (from (2.21)) and  = =S=2 is related to
 via 2 = exp( 4i) which implies log(2) =  4i or  = (i=4)log(2) again as in
(2.15). Then again  
2





 ^  as in (2.16), where  = (1=2)=S and  = j j
2
= exp(2<S=) with
 = 2<F =  1==P and =F =  (X=). Thus X =  =F and =P =  (1=2<F) =
 (1=) appear to be fundamental variables and one looks for P in terms of  and
 for example, or F . The condition P = iQ for dKdV was seen to be inappropriate
as above so <P = 0 with Q =  (1=2<F) seems untenable (but see below for dKdV

where it does work). In any event X =  =F and for a realistic situation <S 6= 0
with =P 6= 0 suggesting <P 6= 0 as well; this would imply that P is genuinely complex









= i  log(=P ) (4.12)




































The presence of all these  terms suggests strongly that we modify the HJ theory











for suitable  and this is
another constraint. In any case the variables are severely constrained for dKPI and
one does not seem to get nice formulas; hence we will momentarily reject this also.
15
4.2 HJ with dKdV

Let us now use some of the dKdV

expressions. In view of (4.1) - (4.3) there is
now no problem with <S
0
= 0 while happily <S
1
6= 0 and j j
2
 1 is realistic.
The equation (3.18) applies now with variations as in (3.23); we cannot write ik 
~







however since the P
X
terms will be missing. Note here also that








inverts (3.18) with P
n




=n here - cf.
[9] where there is an index shift in the P
n
); this shows that P = iQ. If we write (3.24)
for dKdV
































































































































(cf. (4.5)). We recall from (4.3) that =P
1
= 0 while P = iQ is purely imaginary
so
~













































































P =  1  j j
2
=P =  1 and this can be written
exp(2S
1





















V formula after (3.35) this gives
^











































































= 0 would work which
is perhaps analogous to
^
































































































































































could be envisioned (al-
though with diculty). We do not pursue this however since in fact the HJ theory is
















P = P + P
1
is correct and that is all that is needed for the






V = 0 mandated later. Thus we take now

2
=  E (cf. Section 4.1) and specify dKdV

. We can still label  as  
E
but now
one imagines a T
2
  variable inserted e.g. via  =  (X; T
2n+1
)exp(E=ih) (n  0)
with ih 





  V  =  E = 
2




V as in (3.35) and




4.3 Formulas based on Section 2
Consider F = (1=2) 






























































Thus the  \problem" has been removed from the j j
2
term but  still occurs as a
scale factor with X. Look now at (2.20) with P replaced by
~









= 0 which in fact is
true from (4.3). Thus j j
2
=P =  1 as before but P = S
0
X
now. Next for  =

 =2 
we have  = (1=2)exp[ (2i=)=S] and S
0
is imaginary as in (4.22) with S
1
real as










































One can also return to the discussion at the end of Section 4.1 and suggest again















are fundamental variables. Note also from (4.22), log(2) =  (2=)S
0
, so





















From dX ^ dP we obtain now as a possibly fundamental symplectic form








d(=F) ^ d(<F) (4.27)
which has a certain charm and seems intrinsically related to the duality idea based on
F (note this not dX ^ d
~








log P ). The constraint
j j
2










































F=(2n   1)) =  (F
1;2n 1
=(2n  1). This also seems to be
realistic and possibly interesting.
Let us compute the form ! =  ^  from (2.16) in one of its many forms.
First recall S
0
is imaginary and S
1
is real with log(2) =  (2=)S
0
=  4i and




). Therefore formally, via  =  (i=2)S
0
, we have















a priori. One is tempted to write e.g. X =
R
(dX=d )d , based on the
strong dependence X = X( ) and  =  (X) with 1 = (dX=d ) 
0






















which would imply perhaps dX = (=
~




P ). This would





P and might be exploitable.
5 QUANTUM MECHANICS VIA CLASSICAL
THEORY
We go now to a fascinating series of papers by Olave (cf. [18]) which develop quantum
mechanics (QM) via the density matrix and classical structures. We will simply look
at some equations here and refer to [18] for an extensive philosophy. There are a
number of possible connections with the theory of [3, 12] which we hope to explore
further in another paper. One starts from three axioms:
 Newtonian mechanics is valid for all particles which constitute the systems in
the \ensemble".
 For an isolated system the joint probability density function is conserved, i.e.
(|) (d=dt)F (x; p; t) = 0.
19
 The Wigner-Moyal innitesimal transformation dened by (7.1) below is ad-
equate for the description of any non-relativistic quantum system (note the




















(we use small x here to follow [18] and for comparison with [3, 12] or the rest of this
paper one should convert this to large X). Using these axioms one produces non-
relativistic QM (sort of); in any event this is the most thorough and penentrating
attempt we have seen using the density matrix. One can nd a few objections at
various points but heuristically at least the treatment seems very attractive and is
possibly correct (but we leave such judgements for people more versed in physics).

















One can then use dx=dt = p=m and dp=dt = f =  @V=@x in (5.2); then multiplying































and uses the fact that [F (x; p; t)exp(ipx=h)]
1
 1
= 0. Changing variables via y =
x + (x=2) and y
0












































where  will be called a probability amplitude (perhaps not the best terminology).



























































































































































where we have changed notation a bit in using ()  = R
2
= lim [x + (x=2); x  
(x=2)] as x ! 0; eventually we will want to refer to S
x
as P etc. with subsequent
adjustment to  or h as in Section 4. Here  is the standard probability density in




















= c = 0 (5.10)













which will be called Schrodinger's second equation (if  = Rexp(iS=h) is substituted
in (5.11) one obtains (5.9B)). In summary: If one can write (5.6A) then  given by
(5.6B) satises (5.11) along with the equation of continuity (5.9A).































(the apostrophe indicates operators acting on the density function; without the apos-
trophe operators act on the \probability amplitude").
21
REMARK 5.1. In [18] one summarizes by stating that the result of the oper-
ation upon the density function  of the momentum and position operators dened
by () represents, respectively, the mean values for momentum and position for the
ensemble components. Remarks are also made to the eect that mean values are
calculated within the limit x ! 0 as in (5.12) so that calculation of the density
function for innitesimally close points can be done without loss of generality. This
does not imply that only the element for which x = 0 contributes. The kinematic
evolution of the density function is governed by (5.3) which mixes all contributions.


























which is behind the terminology of continuity equation for (5.9A).
In order to nd the momentum operator action on the \probability amplitude"









































The same procedure applies to the position operator and one notes that the Hermitian
character of these operators is automatic. Thus we have dened
p^ (x; t) =  ih
@
@x
 (x; t); x^ (x; t) = x (x; t) (5.16)
as usual and the Hamiltonian operator is dened as
^







 (x; t) = ih
@
@t
 (x; t) (5.17)
Then Schrodinger's second equation has the operator form
^
H = ih(@=@t) . Note
that one has now [x^; p^] = ih and it can be shown that in fact (||) xp  h=2




] = 0 so xp  0 in this context.
This is natural since no hypotheses about the mean square deviations associated to
the classical function F were made. The uncertainty principle (||) results from
22
writing the density function as the product (5.6A). Thus instead of representing a
fundamental property of nature the uncertainty principle simply represents a limita-
tion of the description based on Schrodinger's second equation (5.11). Consequently
quantum mechanics as developed above is only applicable to problems where the den-
sity function can be decomposed as in (5.6A). Further one remarks that the dispersion
relations do not impose any constraint upon the behavior of nature but only upon
our capacity to describe nature by means of quantum theory. If e.g. qp < h=2 in
some situation then quantum theory does not apply or will not give good results.
REMARK 5.2. We note that for a stationary problem @
t
 = 0 the condition
(5.9) becomes P = c which is compatible with (2.14) where P =  1. The equation










) = 0 which
corresponds to
_
 = 0 in (2.12).
Now returning to (5.10) one can consider this as a Hamilton Jacobi (HJ) equation







































P ), a HJ equation
S
t
+ H(q; (@S=@q); t) = 0. Here H(q; S
q














P constant and S is called a generating function. For conservative
systems S = S(q;
^

































































when P and x are considered as independent variables. This material should be re-
lated to the HJ theory sketched earlier for dKP and/or dKdV. The integration of
(5.19) with P = S
x
will give a series of trajectories equivalent to the force lines asso-
ciated to V
eff
. The resolution method goes as follows: First Schrodinger's equation
23
must be solved in order to obtain the \probability amplitudes" referring to the ensem-
ble. Then the eective potential, which will act as a statistical eld for the ensemble
is constructed. This potential should not be considered as a real potential but a
cticious one which acts as a eld in reproducing through trajectories the statistical
results of the original equation (5.10).
REMARK 5.3. The Wigner-Moyal transformation (5.1) has a formal inverse


















Of course one knows that such a formula does not give a positive function F and in
fact it cannot be used here since x is an innitesimal quantity. The treatment for




































are the statistical weights (we omit details here). The operator ordering
problem can be thought of in terms of mapping a commutative ring into a noncom-
mutative ring and this is discussed at length in [18]. One obtains an unambiguous
procedure giving the same result as Weyl ordering.
Regarding thermodynamic behavior now, the idea is to let the systems (S) com-
posing an ensemble interact with a neighborhood (O) called the heat bath. The
interaction is considered suciently feeble so as to allow one to write a Hamiltonian
H(q; p) for S not depending on the degrees of freedom of (O). The system O is
necessary only as a means of imposing its temperature T upon S. Now in a state of
equilibrium there is a canonical probability distribution F (q; p) = Cexp( 2H(q; p))




being the Boltzmann constant, T the absolute temper-
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) (5.23)













































































) = 0 (5.26)
Writing  in the form (5.6A) one may take




























Comparing with (5.25) we see that around the point q where the function is being eval-






















= 0 (a mechanical equilibrium point when combined with ())
then one can take 
eq
= exp( 2V (q)) with  = 
eq
(q + (q=2)) = 
eq
(q   (q=2))
(Taylor expansion of V ). Thus in the present circumstance the characteristic function
can be considered as a probability density function when evaluated at points innites-
imally distant from the systems mechanical equilibrium situation. This connection
between the factorization of the characteristic function (which allows the derivation
of the Schrodinger equation) and the fact that we are dealing with systems innitesi-
mally near the mechanical equilibrium points, provide insight into the validity of the
Bohr postulates as formulated in the early days of QM.
Thus one asks rst which Schrodinger equation is related with (5.27). Putting




















































equilibrium point and NK
B
T represents the energy of the reservoir O. One can now
establish a connection between the microscopic entities of the quantum formalism and
the macroscopic description given by thermodynamics. Thus dene the free energy
F
G






(q) (q)) (for C
3












Suppose now we can write
f(q; p; p
0




















































































and one obtains the factorization (5.6A), i.e. (q + (q=2); q   (q=2); t) =  

(q  
(q=2); t) (q + (q=2); t). One notes here that (5.32) is compatible with the identi-

























Then in [18] it is shown how (5.32) creates a bridge between the present formalism
and the \old quantum theory" of Bohr-Sommerfeld.





































where all x variables here should be capitalized and t  T
n
(n  2). We recall that
in [12] the equation (2.5) j j
2
= 2F   (2X=i) is interpreted as describing the space
variable as a macroscopic thermodynamic quantity with the microscopic information
encoded in the prepotential. Then QM can be reformulated in terms of (2.5) with
the Schrodinger equation replaced by the third order equation (2.7). Here h can be
considered as the scale of the statistical system (cf. [2, 12]). These comments from
[12] seem completely adaptable to a connection such as (5.34) with the theory of [18].
Now suppose we dene
~
F as in (5.34) and use (5.6B) so that  = R
2
= lim[x +
(x=2); x   (x=2)] as x ! 0, leading to (5.11). Then
~
F ! F = (1=2) + (X=i)
with the mixing equation (5.3) in the background. Further if the t dependence is
restricted to t = t
2
of the form exp( iEt=h) for suitable t then the Schrodinger
equation (5.11) has the form (2.1). Now what about thermodynamic analogies? The
26




exp( V )exp( iEt=h) is attractive for the time dependence,







equilibrium point. Then for C
3






  ) =
 T
^

















log R. In the situation















<S=. However the \free energy" in





















[1] A. Bilal, hep-th 9601007
[2] G. Bonelli and M. Matone, hep-th 9602174
[3] R. Carroll, hep-th 9607219
[4] R. Carroll, Proc. First World Congress Nonlinear Analysts, 1992, deGruyter,
1996, pp. 241-252
[5] R. Carroll, Topics in soliton theory, North-Holland, 1991
[6] R. Carroll, Applicable Analysis, 49 (1993), 1-31; 56 (1995), 147-164
[7] R. Carroll, solv-int 9606005, Proc. Second World Congress Nonlinear Analysts,
North-Holland, to appear
[8] R. Carroll, Jour. Nonlin. Sci., 4 (1994), 519-544; Teor. Mat. Fizika, 99 (1994),
220-225
[9] R. Carroll and Y. Kodama, Jour. Phys. A, 28 (1995), 6373-6387
[10] R. Carroll, Proc. NEEDS'94, World Scientic, 1995, pp. 24-33
[11] R. Donagi and E. Witten, Nucl. Phys. B, 460 (1996), 299-334
[12] A. Faraggi and M. Matone, hep-th 9606063
[13] H. Itoyama and A. Morozov, hep-th 9511126, 9512161, 9601168
[14] Y. Kodama and J. Gibbons, Fourth Workshop on Nonlinear and Turbulent Pro-
cesses in Physics, World Scientic, 1990, pp. 166-180
[15] I. Krichever and D. Phong, hep-th 9604199
[16] M. Matone, Phys. Lett. B, 357 (1995), 342-348
[17] G. Marmo and G. Vilasi, hep-th 9605191
[18] L. Olave, quant-ph 9503020, 9503021, 9503022, 9503024, 9503025, 9509012,
9509013, 9511028, 9511039, 9601002, 9607002, 9607003, 9609003, 9609023
[19] N. Seiberg and E. Witten, Nucl. Phys. B, 426 (1994), 19-52
[20] K. Takasaki and T. Takebe, Inter. Jour. Mod. Phys. A, Supp. 1992, pp. 889-922;
Rev. Math. Phys., 7 (1995), 743-808
28
