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Abstrak—Makalah ini memaparkan hasil penelitian tentang 
estimasi beban listrik harian melalui dua pendekatan yaitu 
pendekatan statistik dan pendekatan softcomputing. 
Pendekatan statistik menggunakan metode moving average dan 
exponential smoothing,  sedangkan pendekatan softcomputing 
menggunakan algoritma feed forward backpropagation dari 
jaringan syaraf tiruan. Hasil perhitungan dengan kedua 
pendekatan tersebut kemudian dibandingkan dengan metode 
koefisien beban yang selama ini digunakan PLN. Hasil simulasi 
diperoleh bahwa estimasi lebih akurat dengan menggunakan 
pendekatan soft computing.  
Index Terms—Estimasi beban listrik harian; statistik; soft 
computing. 
I. PENDAHULUAN 
Operasi sistem tenaga listrik yang modern biasanya 
berhubungan dengan berbagai variasi prosedur perencanaan. 
Perencanaan operasi meliputi metodologi dan proses 
pengambilan keputusan di mana suatu sistem tenaga listrik 
disusun untuk memenuhi beban listrik dalam jaringan yang 
telah ditetapkan kriteria kinerja teknis serta kriteria kinerja 
ekonomisnya. Proses perencanaan operasi harus dimulai 
dengan proyeksi penyaluran beban listrik masa depan pada 
interval waktu tertentu, yaitu dengan melakukan peramalan 
beban (load forecasting). Peramalan beban listrik 
diklasifikasikan menjadi tiga bagian yaitu peramalan beban 
jangka pendek (short term load forecasting), jangka 
menengah dan jangka panjang. Setiap model peramalan 
beban menggunakan metode yang berbeda untuk memenuhi 
tujuan spesifiknya.  
Masalah utama dalam perencanaan adalah penentuan 
kebutuhan beban listrik dimasa depan, karena energi listrik 
tidak dapat disimpan. Peramalan beban yang benar akan 
sangat penting untuk kebutuhan investasi.  Peramalan beban 
jangka pendek menghitung estimasi beban listrik harian 
untuk setiap jam (bahkan per setengah jam) dan  menghitung 
beban puncak harian . Banyak metode yang dikembangkan 
untuk melakukan peramalan beban, tetapi umumnya 
menggunakan pendekatan berbagai metode statistik misalnya 
regresi linier, model Bob Jenkins, eksponensial smooting 
dan Kalman Filter. Metode-metode diatas tidak dapat 
mewakili masalah non-linier yang kompleks. Bahkan PT. 
PLN masih mengadopsi metode peramalan beban 
konvensional yaitu dengan pendekatan deret waktu yang 
dikenal dengan metode koefisien beban. Metode tersebut 
masih memberikan error prediksi yang sangat besar ( 
rentang 8-10%) sehingga diperlukan metode lain untuk 
memperkecil tingkat error prediksi tersebut. 
II. METODE PERAMALAN 
A. Metode Koefisien Beban 
Untuk membuat prakiraan beban listrik jangka pendek 
(beban harian), PLN menggunakan suatu metode yang sudah 
lama digunakan yaitu metode koefisien beban. Metoda ini 
digunakan untuk memprediksi beban harian dari suatu sistem 
tenaga listrik. Beban untuk setiap jam diberi koefisien yang 
menggambarkan besarnya beban pada jam tersebut dalam 
perbandingannya terhadap beban puncak. 
Algoritma untuk koefisien beban disusun sebagai 
berikut : 
1. Menyusun data-data beban masa lalu pada jam ke-t pada 
hari ke- , yang selanjutnya 
disimbolkan . Dimana t 
adalah waktu per setengah jam, maka  dan 
h adalah hari Senin sampai dengan Minggu. 
2. Menentukan beban puncak untuk setiap beban pada hari 
, untuk hari Senin sampai 
Minggu. 
3. Menentukan koefisien  untuk setiap jam  dengan cara 
membandingkan besarnya beban pada jam t, hari h 
dengan beban puncak pada hari  tersebut. 
  (1) 
Dimana : 
            : koefisien beban. 
 : beban pada jam t hari h, n minggu sebelumnya, 
( n = 1,2,...) 
: beban maksimum hari h, n minggu 
sebelumnya, ( n = 1,2,...) 
4. Menentukan pertumbuhan (β), yang dihitung dengan 
membandingkan beban pada jam t hari h dengan beban 
pada t yang sama dan hari yang sama sebelumnya. 
           (2) 
Dimana : 
 = pertumbuhan beban. 
5. Menghitung prakiraan beban pada jam t hari h dengan 
rumus : 
    (3) 
Yth = Prakiraan beban pada jam t hari h. 
Selanjutnya dari algoritma di atas, karena data beban 
masa lalu pada studi ini diambil 5 minggu sebelumnya maka 
model prakiraan beban PLN diperoleh sebagai berikut: 
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B. Moving Average 
Moving Averages tidak hanya berguna untuk 
melakukan penghalusan sebuah data deret berkala, metode 
ini merupakan metode dasar yang digunakan dalam 
mengukur fluktuasi musiman (Mason, 1999:328). Moving 
Averages semata-mata hanya memperhalus fluktuasi dalam 
data. Cara ini dilakukan dengan menggerakkan nilai rata-rata 
aritmetik melalui data deret berkala. 
Data “historis masa lalu” dapat diratakan dalam 
berbagai cara, antara lain rata-rata bergerak tunggal (single 
moving average) dan rata-rata bergerak ganda (double 
moving averages). 
Salah satu cara untuk mengubah pengaruh data masa 
lalu terhadap nilai tengah sebagai ramalan adalah dengan 
menentukan sejak awal berapa jumlah nilai observasi masa 
lalu yang akan dimasukkan untuk menghitung nilai tengah. 
Setiap muncul nilai observasi baru, nilai rata-rata baru dapat 
dihitung dengan membuang nilai observasi yang paling tua 
dan memasukkan nilai observasi yang terbaru. Secara 
aljabar, rata-rata bergerak dapat dituliskan sebagai berikut. 
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Keterangan :     
   : Peramalan untuk periode  
      : Data pada periode ke     
     : Jangka waktu perataan    
     : Peramalan untuk periode  
Metode single moving average ini biasanya lebih 
cocok digunakan untuk melakukan forecast hal-hal yang 
bersifat random, artinya tidak ada gejala trend naik maupun 
turun, musiman, dan sebagainya, melainkan sulit diketahui 
polanya. Metode single moving average ini mempunyai 2 
sifat khusus yaitu. 
1) Untuk membuat forecast memerlukan data historis 
selama jangka waktu tertentu. 
2) Semakin panjang jangka waktu moving average akan 
menghasilkan moving average yang semakin halus. 
 
C. Exponential Smoothing 
Penghalusan eksponensial (exponential smoothing) 
adalah suatu tipe teknik peramalan rata-rata bergerak yang 
melakukan penimbangan terhadap data masa lalu dengan 
cara eksponensial sehingga data paling akhir mempunyai 
bobot atau timbangan lebih besar dalam rata-rata bergerak. 
Metode penghalusan eksponensial orde satu (single 
exponential smoothing) sebenarnya merupakan 
perkembangan dari metode rata-rata bergerak (moving 
average) sederhana. Metode ini dipergunakan secara luas di 
dalam Peramalan (forecasting) karena sederhana, efisien di 
dalam perhitungan dan perubahan ramalan, mudah 
disesuaikan dengan perubahan data, dan ketelitian metode 
ini cukup besar.    
Kesalahan ramalan pada periode T adalah   
    (7) 
Jika α adalah kecil tertentu yang dimaksud maka 
taksiran yang baru  adalah :  
     (8) 
Jika  = , maka : 
   (9) 
     (10) 
Model (7) disebut penghalusan eksponensial sederhana 
(basic eksponential smoothing) atau penghalusan 
eksponensial orde pertama (single exponential smoothing).  
ST adalah rata-rata tertimbang dari semua pengamatan yang 
lampau.  Hal ini dapat diperlihatkan sebagai berikut: 
   (11) 
Jika substitusi  untuk k = 2,3, ..., T dilanjutkan 
maka akan diperoleh:  
  (12) 
Dimana S0 adalah penaksir awal dari a, yang dipakai pada 
awal proses. ST  dipakai sebagai penaksir parameter a yang 
tidak diketahui pada waktu T. . Nilai prediksi 
beban listrik untuk t waktu atau periode ke depan akan 
menjadi:   
  
 
D. ALGORITMA FEED FORWARD BACK 
PROPAGATION 
Algoritma feed forward backpropagation merupakan 
algoritma pembelajaran yang terawasi dan biasanya 
digunakan oleh perceptron dengan banyak lapisan untuk 
mengubah bobot- bobot yang terhubung dengan neuron – 
neuron yang ada pada lapisan tersembunyinya. Feed forward 
backpropagation menggunakan error output untuk 
mengubah nilai bobot – bobotnya dalam arah mundur 
(backward). Untuk mendapatkan error ini, tahap perambatan 
maju (forward propagation) harus dikerjakan terlebih 
dahulu. Pada saat perambatan maju, neuron – neuron 
diaktifkan dengan menggunakan fungsi aktivasi yang dapat 
dideferensiasi. 
       Feed forward backpropagation memiliki beberapa unit 
yang ada dalam satu atau lebih layer tersembunyi.  Gambar 1 
adalah arsitektur back propagation berbasis jaringan syaraf 
tiruan dengan n  buah masukan (ditambah sebuah bias), 
sebuah layar tersembunyi yang terdiri dari p  unit (ditambah 
sebuah bias), serta m  buah unit keluaran. 
KNTIA 2011 A3 
 
Gambar 1. Arsitektur Feed Forward Back Propagation 
jiv  merupakan bobot garis dari unit masukan ix  ke unit 
layar tersembunyi jz ( jov  merupakan bobot garis yang 
menghubungkan bias di unit masukan ke unit layer 
tersembunyi jz ). kjw merupakan bobot dari unit layar 
tersembunyi jz  ke unit keluaran ky ( kow merupakan bobot 
dari bias di layar tersembunyi ke unit keluaran kz ) (Jek, 
2005:98). 
Algoritma backpropagation dikerjakan dengan 
langkah-langkah sebagai berikut : 
1. Inisialisasi bobot (ambil bobot awal dengan nilai 
random yang cukup kecil). 
2. Tetapkan: Maksimum epoh, target error, dan learning 
rate (). 
3. Inisialisasi : Epoh = 0, MSE =1. 
4. Kerjakan langkah-langkah berikut selama (Epoh < 
maksimum Epoh) dan MSE > target error) : 
 Feedforward 
 Backpropagation 
5. Hitung MSE (Mean Squared Error).   
III. HASIL DAN PEMBAHASAN 
Peramalan beban hanya dibatasi untuk memprediksi 
beban listrik harian mulai hari senin sampai hari minggu. 
Selanjutnya beban dalam satu hari dibagi menjadi 48 yang 
disebut beban tiap setengah jam mulai dari tanggal 1 Mei 
2009 sampai dengan 11 Juni 2009. Data beban listrik yang 
akan dianalisis adalah data beban aktual lima minggu 
sebelumnya dengan menambah satu minggu berikutnya 
sebagai target pembanding. Selanjutnya hasil data tersebut 
akan di prediksi dengan model koefisien beban, moving 
average, exponential smoothing  dan feed forward 
backpropagation dan hasil prediksi yang diperoleh dari 
rumusan model tadi, akan dibandingkan dengan data beban 
aktualnya. 
Pola kegiatan konsumen pada setiap minggunya tidak 
banyak berubah, pola kegiatan konsumen akan berulang 
pada setiap minggunya. Pengulangan ini juga akan terjadi 
pada pola kurva beban dari minggu ke minggu, dimana hari 
yang sama pada suatu minggu mempunyai pola kurva beban 
yang mirip. 
 
Gambar 2. Pola Beban Harian 
Analisis terhadap pola beban harian : 
 Beban puncak selalu terjadi disekitar jam 19.00 yaitu 
pada malam hari. Ini berarti bahwa pemakaian tenaga 
listrik untuk keperluan penerangan masih lebih banyak 
dibandingkan pemakaian tenaga listrik untuk keperluan 
industri. 
 Pada pagi hari sekitar jam 05.30 pagi selalu ada kenaikan 
beban sebentar yang kemudian diikuti dengan penurunan 
beban pada sekitar jam 07.00 pagi. Hal ini disebabkan 
karena jam 05.30 pagi para pemakai tenaga listrik telah 
bangun, menyalakan lampu untuk sholat dan melakukan 
persiapan-persiapan untuk kerja. Setelah matahari terbit 
kira-kira jam 07.00 lampu-lampu dimatikan dan beban 
turun. 
 Pada siang hari antara jam 12.00 dan jam 12.30 ada 
penurunan  beban untuk setiap harinya, karena pada 
waktu tersebut perusahaan-perusahaan sedang istirahat. 
 Untuk hari Minggu dan hari libur saat terjadinya beban 
terendah ini lebih siang, disebabkan karena kegiatan 
masyarakat yang memerlukan tambahan tenaga listrik 
terjadi lebih siang pada hari Minggu dan libur 
dibandingkan pada hari-hari kerja. Untuk hari Senin dari 
gambar 2.2 tampak bahwa nilai beban terendah ini 
adalah paling rendah dibandingkan hari-hari kerja 
lainnya, hal ini mungkin disebabkan karena masih 
adanya pengaruh week end terhadap kegiatan pemakaian 
tenaga listrik. 
 Beban hari Sabtu untuk setiap jam yang sama adalah lebih 
rendah daripada untuk hari kerja lainnya. Hal ini 
disebabkan karena adanya perusahaan yang tidak bekerja 
pada hari Sabtu. 
 Beban hari Minggu untuk setiap jam yang sama adalah 
lebih rendah daripada beban hari kerja (termasuk hari 
Sabtu), hal ini disebabkan karena sebagian besar 
perusahaan tidak bekerja untuk hari Minggu. 
 
Perbandingan akurasi peramalan dengan metode 
koefisien beban dan eksponential smoothing 
Hasil peramalan beban listrik dengan menggunakan 
metode penghalusan eksponensial (exponential smoothing) 
telah dihasilkan dimana estimasi metode penghalusan 
eksponensial dengan alpha 0.5 lebih mendekati data 
aktualnya dibandingkan dengan alpha 0.1 dan 0.9, namun 
masih di bawah hasil estimasi dengan metode koefisien 
beban. 
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Hasil simulasi menyimpulkan bahwa estimasi beban 
listrik menggunakan metode penghalusan eksponensial 
dengan alpha 0.1, 0.5 dan 0.9 memberikan hasil estimasi 
yang kurang akurat dibandingkan dengan metode koefisien 
beban yang selama ini digunakan PLN. Hal ini dapat 
disebabkan karena fluktuasi data aktualnya tidak relatif 
stabil sehingga  mempengaruhi  forecast error-nya. Metode 
ini tidak cocok untuk data yang sifatnya fluktuatif.  
 
 
Gambar 3. Grafik Perbandingan Error PLN dan 
Exponential Smoothing Hari Senin 8 Juni 2009 
 
Optimasi metode peramalan beban menggunakan 
algoritma feed forward backpropagation 
Untuk mendapatkan hasil peramalan beban dengan 
jaringan syaraf tiruan, maka perlu dilakukan berbagai 
variabel antara : jenis arsitektur jaringan terutama jumlah 
hidden layer, variasi fungsi aktivasi dan setting learning rate.  
Tabel 1 memperlihatkan hasil optimasi variasi hidden layer 
dan fungsi aktivasi. 
 
Tabel 1. Variasi Hidden Layer dan Fungsi Aktifasi  
Jumlah 
Hidde
n 
Layer 
Fungsi Aktifasi Epoc
h 
Rata-
Rata 
Error 
(MW) 
2 Sigmoid biner – sigmoid 
biner 
1307 1,5237 
Sigmoid biner – sigmoid 
bipolar 
1344 1,5122 
Sigmoid bipolar – sigmoid 
biner 
2302 1,6710 
Sigmoid bipolar – sigmoid 
bipolar 
15000 3,7460 
3 Sigmoid biner – sigmoid 
biner - sigmoid biner 
664 1,5002 
Sigmoid biner – sigmoid 
biner - sigmoid bipolar 
5663 1,4539 
Sigmoid biner – sigmoid 
bipolar - sigmoid bipolar 
1344 1,3733 
Sigmoid biner – sigmoid 
bipolar - sigmoid biner 
401 1,6881 
Sigmoid bipolar – sigmoid 
bipolar - sigmoid bipolar 
3816 1,5408 
Sigmoid bipolar – sigmoid 
bipolar - sigmoid biner 
1439 1,5547 
Sigmoid bipolar – sigmoid 
biner - sigmoid biner 
5031 1,5447 
Sigmoid bipolar – sigmoid 
biner - sigmoid bipolar 
3008 1,5275 
 
Dari hasil optimasi maka untuk simulasi digunakan 
konfigurasi arsitektur dengan 3 hidden layer dengan variasi 
fungsi aktivasi Sigmoid biner – sigmoid bipolar - sigmoid 
bipolar. 
Untuk menentukan parameter training agar 
mendekati error paling kecil, dilakukan dengan beberapa 
percobaan nilai learningrate, yaitu antara 0,1-2,1. Berikut 
adalah tabel hasil percobaan parameter training 
learningrate: 
 
Tabel 2. Hasil Percobaan Variasi Learning Rate 
No Learning 
Rate 
Epoch mse Rata2error 
(MW) 
1 0,1 ~ 13169 216,13 
2 0,2 ~ 7146 177,16 
3 0,3 ~ 13169 216,13 
4 0,4 ~ 14421 232,88 
5 0,5 ~ 14840 226,33 
6 0,6 ~ 31181 385,06 
7 0,7 ~ 5995 173,63 
8 0,8 ~ 54597 496,21 
9 0,9 ~ 7146 177,16 
10 1 ~ 9791 188,01 
11 1,1 524 0,9995
9 
1,80 
12 1,2 11929 0,9965
6 
1,77 
13 1,3 ~ 9791 188,01 
14 1,4 ~ 9791 188,01 
15 1,5 524 0,9995
9 
1,80 
Dari tabel di atas, terlihat pada parameter training 
learning rate 1,2 menghasilkan rata-rata error paling kecil 
yaitu 1,77. Berarti parameter training learning rate 1,2 
digunakan seterusnya untuk peramalan beban listrik harian. 
Setelah dilakukan optimasi variasi hidden layer dan 
parameter learningrate di atas, maka arsitektur jaringan 
backpropagation yang dibangun adalah sebagai berikut : 
 Input layer terdiri dari 6 inputan (sesuai dimensi 
inputan yaitu 6 x 1). 
 Menggunakan 3 unit hidden layer. 
 Hidden layer pertama berisi 12 neuron dengan fungsi 
aktifasi sigmoid biner. 
 Hidden layer kedua berisi 10 neuron dengan fungsi 
aktifasi sigmoid bipolar. 
 Hidden layer ketiga berisi 5 neuron dengan fungsi 
aktifasi sigmoid bipolar. 
 Output layer terdiri dari 1 neuron dengan fungsi 
aktifasi adalah purelin. 
Parameter training yang diinginkan adalah sebagai 
berikut : 
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 Epoch maksimum adalah 15000 
 mse yang diharapkan adalah 0,0001 
 Learning rate yang digunakan adalah 1,2 
Perbandingan akurasi peramalan beban dengan metode 
koefisien beban, moving average dan algoritma feed 
forward backpropagation  
Gambar 4 dan gambar 5 masing-masing 
memperlihatkan perbandingan pola peramalan beban dan 
pola perbandingan error untuk masing-masing metode yang 
dikembangkan. 
 
Gambar 4. Perbandingan Peramalan  Beban Hari Jum’at 
 
 
Gambar 5.  Contoh perbandingan error peramalan  antara 
koefisien beban, moving average, dan backpropagation pada 
Hari Jum’at 
Dari simulasi dan perhitungan yang telah dilakukan, 
maka diperoleh beberapa informasi sebagai berikut: 
 Prakiraan beban harian dengan metoda koefisien beban 
menghasilkan rata-rata error secara keseluruhan sebesar 
15,96%, prosentase rata-rata error terbesar pada hari 
minggu yaitu 18,29%, sedangkan rata-rata error terkecil 
pada hari jum’at yaitu 14,94%. 
 Prakiraan beban harian dengan metoda moving average 
menghasilkan rata-rata error secara keseluruhan sebesar 
0,62%, prosentase rata-rata error terbesar pada hari 
jum’at yaitu 1,61%, sedangkan rata-rata error terkecil 
pada hari selasa yaitu 0,12%. 
 Prakiraan beban harian dengan metoda backpropagation 
menghasilkan rata-rata error secara keseluruhan sebesar 
0,15%, prosentase rata-rata error terbesar pada hari 
selasa yaitu 0,67%, sedangkan rata-rata error terkecil 
pada hari jum’at dan sabtu yaitu masing-masing 0,05%. 
 Dengan perbandingan rata-rata error dari Hari Senin 
sampai Minggu adalah 0,15% untuk backpropagation 
dan 0,62% , 15,96% masing-masing untuk moving 
average dan koefisien beban, maka tampak jelas bahwa 
algoritma backpropagation mempunyai kemampuan 
yang lebih baik dalam memprediksikan beban listrik 
harian. 
IV. KESIMPULAN 
Hasil simulasi peramalan beban membuktikan bahwa 
pendekatan soft computing memberikan hasil prediksi yang 
lebih baik daripada pendekatan statistik. Berbagai optimasi 
pada arsitektur jaringan syaraf tiruan memberikan dampak 
yang signifikan terhadap hasil prediksi.  
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