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The Cassini Ion Neutral Mass Spectrometer (INMS) has measured both neutral and ion species in Titan's upper atmosphere and ionosphere and the Enceladus plumes. Ion densities derived from INMS measurements are essential data for constraining photochemical models of Titan's ionosphere. The objective of this paper is to present an optimized method for converting raw data measured by INMS to ion densities. To do this, we conduct a detailed analysis of ground and in-flight calibration to constrain the instrument response to ion energy, the critical parameter on which the calibration is based. Data taken by the Cassini Radio Plasma Wave Science Langmuir Probe and the Cassini Plasma Spectrometer Ion Beam Spectrometer are used as independent measurement constraints in this analysis. Total ion densities derived with this method show good agreement with these data sets in the altitude region ($1100-1400 km) where ion drift velocities are low and the mass of the ions is within the measurement range of the INMS . Although ion densities calculated by the method presented here differ slightly from those presented in previous INMS publications, we find that the implications for the science presented in previous publications is mostly negligible. We demonstrate the role of the INMS ion densities in constraining photochemical models and find that (1) cross sections having high resolution as a function of wavelength are necessary for calculating the initial photoionization products and (2) there are disagreements between the measured ion densities representative of the initial steps in Titan photochemistry that require further investigation.
Introduction
[2] One of the main objectives of the Cassini Ion Neutral Mass Spectrometer (INMS) investigation is to characterize Titan's atmosphere and ionosphere as a function of altitude, latitude and local solar time, and the study of the interaction of the atmosphere with the plasma environment surrounding Titan [Waite et al., 2004] . Toward this end, INMS has observed Titan's ionosphere over 14 targeted flybys covering a range of altitudes, latitudes and local solar times (see Table 1 for a description of these flybys).
[3] The INMS instrument, illustrated in Figure 1 , consists of two separate particle sources for sampling ambient neutrals and ions, an electrostatic quadrupole switching lens [Mahaffy and Lai, 1990] that selects between the two sources, and a conventional quadrupole mass analyzer. At Titan, INMS operates primarily in two modes: closed source neutral (CSN) and open source ion (OSI).
[4] Cui et al. [2009a] and Magee et al. [2009] use two independent methods to analyze CSN data in order to derive the composition and dynamics of neutral species in Titan's upper atmosphere. These studies highlight the complexity of the data collected by INMS and the range of options for analyzing the data. Differences between the two sets of results emphasize the impact that the choice of methodology can have on the end product. The objective of this paper is to present the optimal methodology for producing ion densities from the raw Cassini INMS count rates based on a thorough evaluation of the in-flight calibration and comparisons with other Cassini investigations. We find that there is good agreement between the investigations, but that high mass ion densities are subject to significant errors due to the influence of ion velocities perpendicular to the spacecraft motion. This work has potential implications for future analysis of the Mars Atmosphere and Volatile Evolution Mission (MAVEN) mass spectrometer data because the MAVEN design will be based on the heritage of the Cassini INMS.
[5] The first OSI observations made by INMS were during the outbound portion of the T5 Titan flyby. Cravens et al. [2006] first presented the results of this flyby, reporting on the surprising complexity of the ionospheric composition. Application of atmospheric and ionospheric models following this work identified the importance of proton attachment [Vuitton et al., 2006 [Vuitton et al., , 2007 and ion-neutral chemistry [De La Haye et al., 2008] . Later papers compared INMS T5, T17, T18 and T21 data to detailed models of ionospheric chemistry [Carrasco et al., 2008a; Cravens et al., 2009a Cravens et al., , 2009b Robertson et al., 2009; Cui et al., 2009a Cui et al., , 2009b . A review of prior work on Titan's ionosphere, including pre-Cassini models can be found in Cravens et al. [2009a] .
[6] INMS ion densities used in each of these papers were derived using a method that was based on a limited understanding of ion transmission through INMS as a function of ion energy, due to lack of calibration data when the initial papers were written. Because ion density calculations must be carefully corrected for transmission loss, and because the ground calibration does not provide sufficient information to determine the appropriate correction, we have carried out a thorough evaluation of in-flight calibration data to determine the optimal method for transmission correction. We discuss the implications of our work for the results reported in the previous papers noted above, and conclude by presenting comparisons of photochemical models and INMS density results for two flybys that occurred on Titan's dayside using an updated configuration of the ionospheric model of De La Haye et al. [2008] . These comparisons indicate the areas where the physics represented in the model is sufficient to calculate densities that agree well with measurements and other areas where the models do not yet account for some major features in the data.
Methodology
[7] Calibration of the INMS ion measurements requires a thorough understanding of the path of the ions through the instrument and the influence that each step in that path plays on the number of ions measured by the instrument detector. Our approach for determining the optimal method for calculating ion densities based on the data collected in flight is as follows:
[8] 1. Use details of the path of the ions through the instrument to determine effects that instrument settings have on the count rate (Section 2.1).
[9] 2. Use ground calibration to determine the sensitivity of INMS to ions based on ion energy (Section 2.2).
[10] 3. Determine the optimal calibration coefficients for calculating ion transmission through the switching lenses as a function of ion energy and use these coefficients to correct for transmission loss through the switching lenses in the data taken in flight (Section 2.2).
[11] 4. Calculate the ion densities using the in-flight data, the sensitivity from ground calibration and the optimal calibration coefficients (Section 2.3).
[12] 5. Determine the influence of cross-track ion wind or drift velocity on the ion density measurements (Section 2.4).
[13] 6. Estimate the error in the ion density calculation based on the methodology presented (Section 2.5).
[14] 7. Determine the composition of the ionosphere based on the measurements made by INMS (Section 2.6).
The Path of Ions Through the INMS Open Source
[15] Figure 1 illustrates the INMS instrument. In OSI mode, ions enter INMS through the open source (section b in Figure 1 ) and are focused first by four deflector lenses and then by a series of four entry lenses, which are (purple OS Ion Optics in section b of Figure 1 ). These lenses are located in front of the quadrupole switching lenses (QLs; section c in Figure 1 ). This switching lens consists of 6 elements that deflect the ions by 90 [Mahaffy and Lai, 1990] , sending them through another series of focusing lenses located above the mass analyzer (section 3 in Figure 1 ) and then to the quadrupole mass analyzer. The fourth entry lens and first exit lens are functionally part of the quadrupole switching lens system, and also serve to focus ions transmitted to the mass analyzer.
[16] The probability of ion transmission through the switching lenses depends on the separation between the ion's energy and the energy of peak transmission for the INMS voltage settings during the measurement. A Gaussian distribution in energy, centered at an energy determined by the switching lens voltage, characterizes this transmission factor. In flight, this distribution is measured by scanning the quadrupole switching lens voltages during a Titan flyby. These voltage scans are labeled "energy scans" because the voltage settings are directly related to the energy of peak transmission. Since the duration of the scan is a few seconds, the factors that affect ion energy-spacecraft velocity, spacecraft potential, and wind velocity-are assumed constant. The energy scans show the optimal voltage settings for the ion energy, and since the ion energy is constant, the energy scans measure the instrumental broadening, defined as the transmission function, as the voltages vary with respect to the optimal settings. The measured transmission function is actually a convolution with thermal broadening, which is approximately half the width of instrumental broadening at 28 amu. The height of the distribution, shown in Figure 2 , corresponds to peak transmission while the location of the Figure 2 . (a) Raw energy scans that show the counts per IP as a function of V QL3 for mass 28 ions taken during the T23, T25, T28, T29, T32, T36 and T37 flybys. (b) Energy scan data from these flybys for mass 28 normalized by the signal amplitude and with the center voltages (V QL3 ) aligned to illustrate that the width of the curve is consistent for all of the flybys. The effect of an error in switching lens settings is shown here. If the actual quadrupole switching lens setting is the vertical gray line, there is a 20% reduction in signal.
peak in voltage, hereafter referred to as the "line center," is a linear function of the ion energy. The INMS team plans each observation so that the transmission factor is close to 1.0. However, errors in either the predicted energy or the onboard coefficients that convert the predicted energy to quadrupole voltages may cause the transmission factor to deviate from 1.0.
[17] The energy of ions measured by INMS is given by
where E is the ion's total kinetic energy in eV, m is the ion mass in amu, u s/c is the spacecraft velocity in km/s, u w is the ion wind velocity component parallel to the outward normal of the entrance aperture (hereafter referred to as along-track wind assuming that the angle between the INMS entrance aperture and spacecraft ram direction is small) in km/s, ef s/c is the energy imparted due to the spacecraft potential in eV and q is the angle between the INMS entrance aperture and the spacecraft ram direction. For mass in amu, velocities in km/s, and energy in eV, the constant, C 0 , is 5.18 Â 10 À3 , and includes 1/2 from the kinetic energy equation E = 1/2 mv 2 .
[18] The switching lens bends ion trajectories into the quadrupole mass analyzer only for the energies determined by the QL voltage settings. The quadrupole mass analyzer then passes the ions with the designated mass-to-charge ratio [Waite et al., 2004] . The QL voltage settings are a linear function of the total energy of the admitted ions (equation (1)). The onboard computer uses a predicted spacecraft velocity to determine the energy and calibrated settings to compute the voltages applied to the four QL's based on the QL number three (V QL3 )
where V QL3 is the voltage for QL3 and A 0 and A 1 are constants, with units V and V/eV respectively, determined using in-flight calibration of the predicted line center as a function of QL3 voltage. The values for the other three lenses, V QL1 , V QL2 and V QL4 , have a fixed relationship to V QL3 , which is used to represent all of the quadrupole voltage settings [Waite et al., 2004] .
[19] There are two significant, linked challenges in using the in-flight energy scans to calibrate INMS. The first challenge is that two of the variables on which ion energy depends, u w and f s/c , are not well known and must be measured by other instruments if data are available. The second challenge is to determine the optimal value of the constants A 0 and A 1 in equation (2). A least squares fit to the in-flight energy scan measurements provides values for A 0 and A 1 , but these values change from one set of measurements to the next due to the large variability in ion energy caused by the poorly know u w and 8 s/c . Using this least squares approach, errors in the parameters are on the order of 5-15%. In order to obtain a single set of these constants and to reduce errors, we obtain estimates of these parameters and their errors using data from other instruments. The optimal values-the single set that best represents actual INMS performance and produces the lowest overall errors in final density-are those that center the energy-transmission function on the energy of the incoming ions as specified in equation (1) . The ground calibration data are insufficient to provide these constants and the in-flight analyses are complicated by the uncertainty in the energy brought about by changes in the spacecraft potential or the winds (see equation (1)). We use statistical analyses to overcome the uncertainty in E and to determine the optimal voltage settings. The final calibration task is then to determine the transmission factor for each INMS measurement by estimating the difference between the actual ion energy at the time of the measurement and the optimal energy as determined by the quadrupole settings.
[20] The INMS aperture points along the -x-axis of the spacecraft and was estimated through detailed simulations [Swaminathan et al., 1996] and preflight calibration [Waite et al., 2004] to have an energy-dependent half-width halfmaximum conical-shaped field of view of 8.6
(energy not specified). In-flight data however, show that the angular response of ion transmission into the lens system decreases rapidly when the spacecraft motion is not in the -x direction and count rates are dramatically reduced when the angle is greater than 2 . Detailed simulations [Swaminathan et al., 1996] and preflight calibration [Waite et al., 2004] also showed that transmission loss at larger angles (>3 ) is greater with increasing mass. This effect occurs because the transmission of the ions through the instrument aperture is a function of the Mach number of the entering species (u s/c / u thermal ) [Comfort et al., 1982] .
[21] During a typical low-altitude Titan encounter, INMS records data in full rate mode, whereby counts are integrated over 31.104 ms (hereafter integration period or IP) for a single mass with a total sample period of 34 ms which allows a 2.9 ms period for voltage settlement prior to the next sample integration. A single telemetry frame contains 68 IP samples and forms the basic unit for programming mass and ion source sequences. At this rate, a mass scan from 1 to 8 and 12-99 amu requires $2.3 s including $0.2 s of dead time. Two mass scans, 2.3 s apart, cover the complete INMS mass range. INMS switches between neutral and ion scans in a cadence that produces a full ion mass spectrum every 5-10 s.
In-Flight Calibration
[22] The purpose of the in-flight calibration is to determine the constants that relate energy to the quadrupole voltages. These constants are used both to set the correct voltages for INMS measurements and to determine the transmission correction factor when the actual ion energy differs from the optimal energy as determined by the voltage settings. Determining the transmission factor also requires estimating the width of the Gaussian energy-transmission function, and that is an additional calibration effort.
[23] Ground calibration of the INMS engineering unit (EU) produced a derivation of the sensitivity (counts/s per particles/cm 2 /s) of INMS as a function of ion energy for ions entering at zero degrees ram angle
where E is the detected ion's energy in eV (equation (1)). C 1 = 1.36(0.13) Â 10 À3 (counts/s/particles/cm 2 /s) and C 2 = 1.84(0.14) Â 10 À4 (counts/s/particles/cm 2 /s/eV). The constants include the size of the aperture, the transmission through all lenses when all voltage settings are optimal, and the sensitivity of the detector that counts the ions. The error in these constants is about 10%. As seen in equation (1) and discussed above, E is determined by the spacecraft velocity relative to the atmosphere, spacecraft charging, and ion velocities due to coupling with the neutral wind or magnetospheric influences [Ma et al., 2006] .
[24] The QL voltage settings determine the energy of ions transmitted into the mass analyzer. In flight, the QL voltages are set to a value that is based on predicted instrument response (A 0 and A 1 in equation (2)) and predicted ion energy (equation (1)). Regular in-flight energy scans (scans over the QL voltages) have been conducted to determine the correlation between quadrupole voltages and ion energy, i.e., the constants A 0 and A 1 in equation (2). In an energy scan, the voltage settings for the quadrupole lenses (V QLs ) are scanned over a range that spans the predicted kinetic energy for a specific ion mass (cf., Figure 2a) . A plot of the counts versus V QL3 produces a Gaussian curve, the center of which represents maximum transmission, the "line center" described earlier, and is the optimal setting for the voltage of the third quadrupole switching lens. The width of the Gaussian curve is referred to as the "line width." Since all quadrupole voltages are adjusted together, V QL3 is a reference for the settings for all quadrupole voltages.
[25] Four factors can cause an offset between the optimal QL settings for the desired ion and the actual in-flight settings, and this offset causes the transmission factor to deviate from 1.0: 1) differences between the expected spacecraft velocity relative to actual spacecraft velocity, 2) errors in the A 0 and A 1 constants that convert the expected energy to the quadrupole voltages, 3) changes in ion energy due to spacecraft potential, and 4) changes in ion energy due to additional ion velocities caused by along-track winds. We will address all of these factors in the following sections.
[26] Early in the Cassini mission, the values of the constants A 0 and A 1 in equation (2) were changed several times based on in-flight energy scans in an attempt to improve the operational ion transmission. A re-analysis of energy scans from T23, T25, T28, T29, T32, T36 and T37 together allowed for selection of a single set of coefficients that have been used since T40. The measured transmission curves for mass 28 ions for these flybys are shown in Figure 2a . As Figure 2a shows, the peak count rate, as shown by the height of the Gaussian curve, varies from one flyby to the next. These differences are caused by the range of ion densities in Titan's ionosphere, which is driven primarily by the solar zenith angle [Ågren et al., 2009] . In Figure 2a the location of the line center varies due to the effects that different spacecraft velocity, spacecraft potential and along-track velocity have on ion energy. When the energy peaks are aligned and normalized to 1.0, transmission-as revealed by the count rate-is constant throughout a flyby and between different flybys, as shown in Figure 2b . This indicates that the parameters controlling the instrument's line width response (namely the settings of the ion optics before and after the switching lenses) are consistent over time. The line width is a power law function of the ion energy [see Waite et al., 2004, Figure 37] . The ultimate effect on transmission of a mistuning in quadrupole switching lens settings due to the effects described above is also illustrated in Figure 2b where a mistuning of 0.75 V in the V QL3 quadrupole switching lens settings results in a 20% reduction in transmission, which causes a 20% reduction in count rate.
[27] Correction for transmission loss accounts for errors in the predicted values for A 0 , A 1 and E in equation (2) and for variations in line width as a function of ion energy. The error in the predicted E is partially due to an inaccurate prediction of the spacecraft velocity when compared to the actual spacecraft velocity (see Table 1 ). Both the predicted velocity and the actual velocity are accurately known parameters, so the error in E due to this effect is a systematic error without an associated random error. Conversely, spacecraft surface charging (f s/c ) and ion wind (u w ) both introduce errors in the predicted E that are difficult to determine. Estimating spacecraft potential requires measurements by other Cassini instruments, RPWS and IBS, and estimating along-track ion velocity requires measurements by IBS. However, even after using RPWS and IBS data, uncertainties in spacecraft potential (f s/c ) and ion wind (u w ) remain major contributors to the overall uncertainty in calibrated ion densities.
[28] The line width is important for correction of the quadrupole switching lens error: the narrower the width, the greater the possible reduction in transmission or sensitivity when the voltage settings deviate from those that are optimal for the energy of the incoming ions. Since the instrument energy resolution (defined as DE/E) becomes larger with energy in a power law fashion, the line width increases with energy according to the following
where W QL is in volts, E is the ion energy described above, and B 0 (units of V/eV) and B 1 (dimensionless) depend on the instrumental response determined from the energy scan calibrations. The full-width half-maximum of the Gaussian is 2-3 V, so any combined error in the predicted line center of more than 2 V is enough to shift INMS measurements off of the transmission curve. In fact, because the transmission curve is relatively steep, any shift larger than 0.5 V has a significant impact.
[29] The total transmission, t, is the transmission value at the point on a general Gaussian where measurements are taken relative to the point of peak transmission
where V QL3optimal is the quadrupole voltage setting that corresponds to peak transmission for the energy of the incoming ions and V QL3flight is the quadrupole voltage setting during the measurement, and V err is the difference between these two voltages normalized to the width of the transmission curve.
[30] Results of all the energy scans are shown in Figure 3 . The fitted curves show that the line center is a linear function of ion energy and the line width is reasonably described by a power law, but the uncertainty in determination of the ion energy due to along-track ion motion and spacecraft charging produce a large uncertainty in determining the optimal values for the A 0 , A 1 , B 0 and B 1 coefficients from equations (2) and (4). The transmission correction required to accurately calculate the ion densities is highly sensitive to these coefficients and a small error in these values can change the densities of high mass ions by more than an order of magnitude. Due to this sensitivity, we developed a rigorous approach to determine the line center and width, which vary as a function of ion energy.
[31] The RPWS Langmuir Probe [Wahlund et al., 2005] provides two essential measurements for calibrating INMS: the spacecraft potential, f s/c , which reduces uncertainty in the in-flight ion energy, and the total electron density, which is used as the reference density when determining the calibration coefficients. RPWS measures the total electron density in Titan's upper atmosphere to within AE10% precision at the same time that INMS is taking ion density measurements in the OSI mode. The ionosphere is assumed to obey charge neutrality below the exobase, and therefore the ion densities match the total electron and negative ion densities Coates et al., 2007] . Thus, a comparison of INMS total ion density to RPWS electron densities in an altitude range where negative ion densities are negligible provides a means to cross-calibrate the two instruments and to evaluate the energy scan results.
[32] INMS and RPWS data from thirteen of the fourteen flybys listed in Table 1 (T21 was excluded due to extremely low spacecraft potential values) were used to calibrate INMS line center and width parameters. Data points were selected by interpolating RPWS densities to INMS time resolution and identifying four points of comparison for each data set for each flyby within the altitude range of 1150 to 1350 km. The lower bound of 1150 km avoids altitudes where ion densities are influenced flyby high-mass ions above the mass detection range of INMS [Crary et al., 2009; Wahlund et al., 2009] . The upper bound of 1350 km avoids altitudes where ion energies are modified by the large ion drift velocities Ma et al., 2006] from the Saturn magnetospheric interaction. Because the spacecraft software settings and ion energy conditions differed on each flyby (see Table 1 ) we were required to use the same number of points for each flyby to provide equal weighting for the flyby conditions. The maximum number of points per flyby that was available for every flyby was four data points.
[33] Determining the best values for the quadrupole-voltage coefficients, A 0 and A 1 , and for the transmission-width coefficients, B 0 and B 1 , is performed in two steps: 1) search for sets of coefficients that fit 90% of the energy-center and energy-width measurements from the energy scans (Figures 3a and 3b), and 2) from the sets identified in step one, determine which one produces the best least squares fit to the RPWS total densities for 60 different measurements, four each from thirteen flybys. The energy-scan data shown in Figure 3 are the result of fitting a Gaussian to the transmission curve measured for a specific ion mass/charge. Each point has an energy value, a line center value, and a line width value associated with it. The uncertainty in energy is 10% to 15% for most passes, while the uncertainties in the Gaussian fit for the line center and line width are 1-2%. In order to identify a complete set of A 0 and A 1 coefficients that are consistent with the energy-center data, a grid search was conducted over the range of possible values for the intercept (A 0 ) and slope (A 1 ) of the line center as a function of energy. The range and step size over which these parameters were evaluated are shown in Table 2 . If the line represented by the slope and intercept in the grid search fit within the error bars of 90% of the energy scan points of Figure 3a , the pair of A 0 and A 1 parameters was accepted as a potential solution (all potential solutions shown in gray on Figure 3a ). This grid search produced a set of 95 distinct pairs of possible values for A 0 and A 1 , with the likely validity of each pair assumed to be equal. Similarly, after adjusting the energy for each point to agree with each model for the A 0 and A 1 parameters, a grid search for possible values for B 0 and B 1 with step sizes of 0.011 V/eV and 0.01, respectively, was conducted to find a set of models for B 0 and B 1 that corresponded to each of the 95 models for A 0 and A 1 . All of the models for B 0 and B 1 used in this analysis are shown in gray in Figure 3b . These models are not centered on the data cloud because of the shift in energy to match the A 0 and A 1 prior to the grid search, which is most evident for energies below 7 eV where the shift in energy to line up with the A 0 and A 1 model is greatest. This procedure produced 2310 distinct, equally weighted sets of coefficients for A 0 , A 1 , B 0 and B 1 , or "models," to evaluate by testing their INMS ion-densities calculations against the RPWS measurements of the electron density.
[34] Total ion densities for each of the 60 points selected from the thirteen flybys were calculated for each of the 2310 models. A function was fit to the calculated INMS densities versus the RPWS densities and the set of coefficients that resulted in the lowest chi-square value was determined to be the best fit model for the coefficients. Errors in the best fit values are determined as the step size in the grid search, which is 0.4-3% (see Table 3 ). Table 2 lists the best fit "Random" errors are unpredictable, scattered about the true value and have an arithmetic mean of zero when the measurement is repeated several times. Many of the parameters used in calculating ion densities have errors that are due to poor statistical sampling during calibration (e.g., Sensitivity parameter) or due to interference of the environment with the measurement process (e.g., Constants A 0 and A 1 ). We classify non-random errors that exceed the Random error as "Systematic." For these errors we provide a limit on the unknown non-random contributions to parameter's error that bounds the true value of the parameter. parameters and they are plotted against the energy scan results in Figures 3c and 3d. 
Density Calculation
[35] To compute the density, the counts per IP are corrected for dead time according to the method outlined in Magee et al. [2009] and converted to counts per second. The sensitivity derived from the EU calibration (equation (4)) is applied to obtain a flux. Finally, the flux is divided by the spacecraft velocity and the transmission correction to yield the density, n, in particles/cm
where c is the signal (counts per IP corrected for dead time), t is the IP (0.031104 s), S is the sensitivity ([counts/s]/ [particles/cm 2 /s]) from equation (3), t is the transmission correction factor from equation (5) and u s/c is the measured (actual) spacecraft velocity in km/s. The factor 10 À5 converts from km/s to cm/s. A correction should also be made for cross-track ion velocities, but such a correction requires a better understanding of the INMS energy-angle response and measurements of cross-track ion velocities that are currently unavailable. The density is calculated without this correction, which must be left for future work if a method can be developed for estimating cross-track velocities with another Cassini instrument. The CAPS-IBS is designed for this capability, but a thorough study of the available data is necessary to determine if sufficient information is provided to calculate velocities.
[36] Ion transmission, t, (equation (5)) often falls below 0.5 and can be lower than 10 À3 . The lowest transmission occurs during large excursions of spacecraft charging that reduce f s/c from the common value of À0.5 V to values as low as À2 V or À3 V. Other causes of low transmission are ion velocity, coefficient, or charging errors that stack together, causing particularly high values of V err . An extreme transmission loss due to spacecraft potential is illustrated in Figure 4 for the inbound on flyby T32. Figure 4a shows that around 1200 km the spacecraft potential drops below À2.0 V. In Figure 4b , it is clear that INMS is on the extreme tail of the transmission curve because the count rate falls by nearly four orders of magnitude.
[37] Two Cassini instruments are capable of measuring the spacecraft potential during a Titan flyby: the Langmuir Probe on RPWS [Wahlund et al., 2005] and the CAPS-IBS when data are fit to INMS ion spectra [Crary et al., 2009] . A constant offset of 0.20 AE 0.15 V was observed between the spacecraft potential measurements of these two instruments and is illustrated in Figure 5 . RPWS measures the spacecraft potential applicable as an average value for the spacecraft as a whole, while the fits measure the spacecraft potential at the CAPS-IBS location. Because INMS is located on the same platform as CAPS-IBS and this platform has a special covering designed to minimize irregularities in the spacecraft potential and to minimize its effects, we assume that the spacecraft potential is best represented by the CAPS-IBS value which has a measurement error of 5-15%. Errors in the amount of spacecraft charging applied to the calculation have an increasing influence on the INMS ion densities when the spacecraft potential approaches À2.0 V, because these low values put the ion energy on the tail of the transmission distribution where an additional variation has a larger relative effect. The magnitude of the transmission correction due to a 0.2 V offset is only 3% (t ≈ 0.97) when the spacecraft potential is close to zero, while the magnitude of the transmission correction of the same offset increases to 10% (t ≈ 0.90) when the spacecraft potential is close to À2.0 V.
[38] The Cui et al. [2009b] analysis of the OSI data used a constant value of À0.5 V for the spacecraft potential. This approach can provide a fair approximation of the densities, but incorporating the measurements of f s/c when calculating the transmission factor reduces instances of large errors and uncertainties. The sensitivity of INMS density calculations to spacecraft potential varies according to the proximity of the quadrupole voltage settings to the optimal values for the energy of the targeted ions. For example, during T40 the ion This plot also shows that the RPWS time resolution is too low to provide correction for every INMS measurement. The INMS data show that count rates around 1200 km are below the correction threshold but at 1170 km are within a correctable region, an altitude separation that is not resolved in RPWS data.
energy was close to the optimal value as determined by the quadrupole voltage settings, so a variation in f s/c of 0.5 V has less than 1% effect on the density calculation below 1400 km because the actual spacecraft potential is close to À0.5 V below 1400 km. Above 1400 km, however, the spacecraft potential drops below À1.0 V and densities calculated using a spacecraft potential of À0.5 V are a factor of $2 lower than densities calculated using the measured spacecraft potential.
[39] Data from other instruments that are used in INMS density calculations have varying time resolution. CAPS-IBS rotates and faces closest to the INMS ram direction every 64 s, RPWS takes measurements every 24 s, and INMS measures a full ion spectrum in 5-10 s. A comparison of each flyby determines the exact offset of CAPS-IBS from RPWS. RPWS is then scaled by the offset. Spline interpolation between the RPWS scaled data points is then performed to obtain the same time resolution as INMS.
[40] The final input parameter used to correct for transmission loss due to errors in the QL voltage setting is the alongtrack velocity of the ions due to bulk plasma velocity with respect to an atmosphere that is nearly stationary in Titan's fixed-body coordinate system. INMS is not able to measure the along-track ion velocity directly, but fits of INMS data made to CAPS-IBS energy spectra have given estimates of along-track speeds averaging around 100 m/s [Crary et al., 2009] . The velocities measured by CAPS-IBS are interpolated to the time resolution of INMS and added to the spacecraft velocity as shown in equation (1), which modifies ion energy, thereby affecting transmission loss. The sensitivity of INMS densities to drift velocity varies depending on whether other factors have caused deviations between ion energy and the optimal energy as determined by the quadrupole settings. Figure 6 illustrates the INMS ion density calculated for Titan flyby T32 with and without the transmission correction (which increases the densities by a factor of 1.2-2.0. A comparison to RPWS electron densities is also included in the figure showing good agreement between the corrected densities in the altitude range from 1100 to 1350 km.
Cross-Track Ion Velocity
[41] Cross-track ion velocities are the components of the ion velocity that are in the plane perpendicular to the direction of motion of the spacecraft. Cross-track velocities shift the angle of intercept for ions entering the instrument by a value of
where u i is the cross-track component of the ion velocity and u s/c is the spacecraft velocity. The sensitivity loss due to this effect has an inverse dependence on mass, resulting in greater loss for higher masses due to the narrowing of the OSI field of view at higher masses. 
Ion Density Error
[42] The error in the ion densities determined using equation (7) is due to errors in the sensitivity (equation (3)), transmission correction (equation (5)), and count-rate statistics, which contribute errors of a few percent for most masses at the densities found in Titan's ionosphere. The error introduced by each component of the density calculation is summarized in (5)) and with (filled circle) the transmission correction for the ingress portion of Titan flyby T32. The RPWS electron density (stars) is shown for comparison. The upper and lower boundaries for the calibration altitudes are shown at 1100 and 1350 km. Table 3 . The combined errors for the sensitivity and the transmission correction lead to ion density errors of 10-40% depending on the statistical error of the counts measured (larger error for lower number of counts measured) and the mass (larger errors for higher masses). However, the dispersion in the total INMS densities, as determined by comparison to RPWS electron densities, is 27% (1-s), which includes all error sources. Due to the complexity of the process for determining the optimal coefficients for calculating the ion densities, we use the uncertainty of 27% (1-s) based on the comparison with RPWS, rather than propagating the uncertainty in each component through to the final density.
[43] If the transmission correction factor of equation (5) is less than 0.5, the ion densities are flagged as poor quality measurements and are not recommended for use in scientific research.
Composition Determination
[44] Once densities are calculated, INMS data provide mass spectra consisting of densities of ions with mass/charge up to 99 Daltons. Neutrals measured when INMS is in CSN mode dissociate to form cracking patterns as they are ionized prior to measurement [Cui et al., 2009a; Magee et al., 2009] . Ions measured in OSI mode are not dissociated and, therefore, do not form cracking patterns that can be used to determine composition. Each ion is measured in a single mass channel, but each mass channel could contain more than one species of ion. This ambiguity requires atmospheric chemistry models in order to derive the composition of the ionosphere based on INMS mass spectra [e.g., Cravens et al., 2006] .
[45] Early models predicted ionospheric composition to consist of HCNH + , and other nitrile and hydrocarbon ions including C 2 H 5 + , CH 5 + , C 3 H 5 + etc. [Fox and Yelle, 1997; Keller et al., 1998 ] (see the review by Cravens et al., 2009a] ). T5 INMS ion spectra showed a much more complex composition of the ionosphere than had been expected . In response to the complexity of the INMS mass spectra, several models have developed more complex reaction schemes [e.g., Vuitton et al., 2006 Vuitton et al., , 2007 Carrasco et al., 2008a] . In Section 4 we provide a review of models currently in the literature and present simulations using a coupled ion and neutral model compared with the INMS ion densities.
Results and Discussion
[46] INMS densities were calculated using the above transmission corrections for fourteen Titan flybys. The closest approach geometry for these flybys is described in Table 1 .
Ion Density
[47] Comparing INMS total ion density throughout the altitude range with RPWS electron densities and CAPS-IBS ion densities below 100 amu is a useful test of our transmission corrections and calibration described above. The method for calculating the ion densities using CAPS-IBS is described in Appendix A.
[48] Results of our density calculation show reasonable agreement with the two instruments with the following exceptions:
[49] 1. Ion densities measured by INMS (solid black circles in Figure 6 ) tend to be lower than RPWS (stars in Figure 6 ) below $1100 km on all flybys except for T26. This is the altitude region where ions heavier than the mass detection range of INMS become important [Crary et al., 2009; Wahlund et al., 2009] . The total ion density measured by CAPS-IBS shows the same tendency to decrease in comparison to RPWS in this altitude range, though not as quickly as INMS.
[50] 2. INMS ion densities are also less than the RPWS electron densities and CAPS-IBS ion densities below 100 amu on several flybys above 1300-1600 km. Because transmission loss due to onboard instrument configuration errors, spacecraft potential and along-track velocities have already been taken into account, the likely cause for reduced INMS sensitivity is a cross-track ion drift.
[51] 3. It is unclear why, but CAPS-IBS total ion density is unusually low when compared to both INMS and RPWS on T21 at low altitudes, T26 both ingress and egress and T32 ingress.
[52] To summarize, when calculated using the methodology described in Section 2, the total ion densities for T5, T17, and T18 agree to within 10% of the electron densities (and therefore with the total ion density) measured by the RPWS/LP instrument [e.g., Wahlund et al., 2005; Ågren et al., 2009] for altitudes between 1100 km and 1350 km, the range where INMS data are least subject to errors caused by ion winds, large excursions in spacecraft potential, and ions with masses higher than 99 Daltons. As discussed earlier, the INMS total ion density is typically less than the RPWS electron density at lower altitudes where ion species with mass numbers greater than 99 Daltons (not measured by INMS) start to become important [cf. Crary et al., 2009] or, in some places at higher altitudes where ion drift and spacecraft potential effects cannot be corrected for.
Composition
[53] The INMS mass spectrum is made up of seven groups of ions separated by approximately 12 amu. We divided the ion densities for the flybys outlined in Table 1 +. These sectors represent the dayside hemisphere, evening terminator, morning terminator and nightside hemisphere, respectively. We then created average spectra for each of these sectors at altitudes of 1100 and 1300 km by averaging all spectra in the sector within AE25 km of the target altitude, illustrated in Figure 7 . Individual measurements that had transmission below 50% were excluded from these calculations. It is clear from the average mass spectra in Figures 7a and 7b that the ion densities are highest during the day time (black line) and lowest at night (green line). These data also show a feature identified in Cui et al. [2009b] that the proportion of high mass to low mass ions is greater at night (green line) than during the day (black line), as illustrated in Figures 7c and 7d . This difference in composition between day and night has been suggested to be due to either of two possibilities. The first is transport of heavier ions, which have a longer chemical lifetime from the dayside to the night [Cui et al., 2009b] . This transport requires wind velocities representing superrotation in the upper altitudes. The second possibility is chemistry initiated by magnetospheric electrons and ions impacting the atmosphere [Cravens et al., 2010] .
[54] The average total ion density for these sectors is illustrated in Figure 8a with the horizontal error bars representing flyby-by-flyby standard deviation. Figure 8b illustrates the peak ion density measured by INMS and peak electron density measured by RPWS for the fourteen Titan flybys as a function of solar zenith angle. The peak ion density is clearly a function of solar zenith angle as first demonstrated by Ågren et al. [2009] using RPWS data.
[55] Tables 4-7 list the number of data points averaged for each of the mean densities illustrated in Figures 7 and 8 . The terminators at 1300 km are the least sampled of all the data sets, while dayside and nightside have several input data . The uncertainty is the 27% uncertainty associated with the density calculations, while the atmospheric variability is represented by the standard deviation for the data points used to calculate the mean densities. The 'Good points' are the number of points that were used in the mean density calculation for which ion transmission was required to be greater than 50%. The ions for each mass are identified according to the model results of Cravens et al. Significance of the ions is determined by their density at 1100 km (see Table 4 caption for detailed description).
points. The number of input data points decrease with mass because the high mass ions are more sensitive to sliding off the transmission curve. The dominant ion density at both altitudes and in each sector is found at mass 28. Most models suggest that the peak at mass 28 consists of a combination of HCNH + , N 2 + and C 2 H 4 + with HCNH + being the dominant species.
[56] The mean density, 27% error based on the comparison with RPWS and the standard deviation of the points averaged for the primary, major, intermediate and minor ion species are also provided in Tables 4-7. The standard deviation indicates how much the calculated densities vary within the atmosphere for that sector.
Comparison of Densities With Previously Reported INMS Densities
[57] We now make a brief comparison of the INMS ion densities presented in the current paper with data presented in several earlier papers: Cravens et al. [2006] , Waite et al. [2007] , Robertson et al. [2009], and Cui et al. [2009b] .
The review chapter by Cravens et al. [2009a] summarizes these papers. The first INMS OSI measurements were made for the T5 pass and these data have received the most attention, including its use in several modeling studies [e.g., Cravens et al., 2009b; Vuitton et al., 2006 Vuitton et al., , 2007 Krasnopolsky, 2009; Carrasco et al., 2008a] . The T5 pass took place deep on the nightside (sza ≈ 130 ). Two other passes for which INMS ion density data have been shown in some detail in the past are T17 (dayside with sza ≈ 40 ) and T18 (terminator with sza ≈ 85 for outbound) [Robertson et al., 2009] . Cui et al. [2009b] presented INMS ion densities as functions of altitude averaged for dayside and nightside conditions and for several ion species.
[58] For relative composition, ion densities for all masses are normalized to the density of a major ion species such as C 2 H 5 + at mass 29. For most species, the T5, T17, and T18 ion composition does not appear to be too different (15% change or less) from the values shown in the current paper. For example, the Table 5 (SZA between 80-90 ) densities at 1100 km normalized to m = 29 density compare well with Significance of the ions is determined by their density at 1100 km (see Table 4 caption for detailed description). Significance of the ions is determined by their density at 1100 km (see Table 4 caption for detailed description).
density values for T18 (outbound) and an altitude of 1100 km from the spectra given by Robertson et al. [2009, Figure 19] Waite et al. [2007] ), both Table 5 and Robertson et al. [2009] give a ratio relative to m = 29 of 0.03 and the updated T18 densities give a ratio of 0.04. The relative densities for T5 from Cravens et al. [2006] and Vuitton et al. [2006 Vuitton et al. [ , 2007 (or Robertson et al. [2009, Figure 19 ]) overall agree with Table 7 densities from the current paper (SZA > 105
) and with the updated relative T5 densities. For example, the agreement between the INMS densities reported earlier relative to mass 29 are within ≈12-13% for most mass numbers including m = 18, 30, and 54, although a few larger differences do exist (e.g., a difference of 50% for m = 66). This suggests that conclusions from Cravens et al. [2006] , Vuitton et al. [2006 Vuitton et al. [ , 2007 and Robertson et al. [2009] based on relative densities are still valid.
[59] Although data for T5, T17, and T18 reported earlier agree reasonably well with revised data, at least near 1100 km, the calibration approach in this paper includes correction for transmission effects and spacecraft potential or ion drift, and this calibration can therefore be used for a much larger number of flybys. As described in the next section, this revised calibration approach produced data that are now suitable for use in validation of photochemical models of Titan's upper atmosphere.
Constraining Photochemical Models With INMS Ion Densities
[60] Since INMS data became available, several studies have used INMS ion data to benchmark models that calculate the density and composition of ions in Titan's atmosphere (see the review chapter by Cravens et al. [2009a] ). In this section, we describe several studies that show the benefits of using ion densities based on the improved calibration presented earlier in this paper. The calibration revisions improve the accuracy in the INMS ion densities and make them a better tool for evaluating the effectiveness of models simulating the photochemical processes at work in Titan's ionosphere. As a baseline to compare different published models of Titan's photochemistry, we use INT12, an updated configuration of INT08 (our nomenclature), the Ion Neutral Thermal model presented originally in De La Haye et al. [2008] . Our principal findings, described in detail below, are (1) that the use of high-resolution photoabsorption cross-sections improves agreement with INMS ion densities; and (2) that several important ions densities are consistently overpredicted by photochemical models, including our baseline model, INT12.
[61] Models of the ionosphere of Titan incorporate as many factors that control densities as possible, but practical limitations such as the long computation time required for photochemical calculations in multiple dimensions and the large uncertainties associated with parameters such as reaction rates restrict the ultimate accuracy of all of the models. Some of the factors that control the density and composition of Titan's ionosphere are (1) the ionization sources that include solar photons, energetic electrons, and ions from Saturn's magnetosphere; (2) the structure and composition of the neutral thermosphere, including minor species; (3) the ion chemistry for both ion-neutral reactions and dissociative electron recombination reactions; (4) dynamical or transport processes such as those driven by thermal pressure gradients, the neutral wind, and magnetic forces; and (5) the electron and ion temperatures which help determine electron-ion dissociative recombination coefficients [Plessis et al., 2012] . These components of the physics and chemistry of the ionosphere in turn depend on variables such as altitude, solar zenith angle, latitude, and Titan's location in Saturn's magnetosphere (see the discussion in Sittler et al. [2009] ). Table 8 lists the photochemistry models of Titan's ionosphere that have been used in recent literature and illustrates the broad community that benefits from more accurate calculations of ion densities measured by INMS. Each of these models has strengths and limitations, some of which we list in the table and some that we examine below.
[62] To show the utility of accurate ion data, we seek to limit the complication of local-time effects by using dayside flybys (see De La Haye et al. [2008] for a more detailed treatment of local time effects). The chemical lifetime of ions are orders of magnitude shorter than a Titan day, so they are highly sensitive to the local time of the INMS measurement. On the other hand, neutral constituents in Titan's upper atmosphere have chemical lifetimes that bracket a Titan day, so neutrals produced by chemistry initiated by photons impacting the atmosphere on the dayside will survive to continue participating in chemistry on the nightside where the photon flux is reduced or absent. We focus on the two dayside flybys presented in this paper, T40 and T48, to evaluate the ion densities at the appropriate local time while reducing any effects of diurnal variations of the neutrals. Two models, VV06 and W12 in Table 8 , have detailed published data on T40, which we can compare directly to the baseline model, INT12. Before discussing results of the comparisons, we describe the relevant features and inputs required for modeling Titan's ions.
[63] One of the discriminators among photochemistry models is the method that a model uses to determine neutral density. Of the models listed in Table 8 , several do not include neutral chemistry, including VV06 and W12, the models we compare to the baseline, as well as C08 and KGC92. These models use fixed neutral densities that reflect either an assumed atmospheric density and composition (VV06), a modeled atmospheric density and composition (KGC92), or the INMS derived density and composition (C08 and W11), so they exclude neutral dynamics calculations and the errors associated with these missing dynamics. However, if a model uses the INMS densities to fix the neutral atmosphere it captures the current state of the atmosphere at the time of the ion density measurement. Since the ions in most cases have short lifetimes this snapshot of the state of the atmosphere is sufficient to accurately reproduce the measured ion densities through photochemical modeling. Another limitation of these fixed-neutrals studies is the absence of chemical feedback between ions and neutrals for the neutral production and loss. The strength of these studies is the focus on the numerous ion-molecule reactions that govern molecular growth in Titan's upper atmosphere . Some of the important results from these models are identification of the role of proton transfer in Titan ion chemistry [Vuitton et al., 2006 [Vuitton et al., , 2007 , of the sources of uncertainty in modeled ion densities resultant from the uncertainties in the rate coefficients in the chemical scheme [Carrasco et al., 2008a] , and of the need for additional ion-loss reactions in order to reproduce the INMS HCNH + densities . The models that couple the ion and neutral chemistry (T-GITM, KR09, INT08 and INT12) are more complex because they incorporate the vertical diffusion and escape of the neutral species. The global circulation models (GCM) extend neutral dynamics to three dimensions, but computation time limits the number of chemical reactions in a GCM.
[64] Dayside chemistry models require the extreme ultraviolet (EUV) solar flux, photoabsorption cross-sections, and branching ratios. The solar EUV flux model for aeronomic calculations (EUVAC) [Richards et al., 1994] is the most common solar-flux model but not all of the models in Table 8 use EUVAC (e.g., Robertson et al. [2009] , use a couple of solar flux models including EUVAC). Likewise, not all of the models listed in Table 8 apply the same cross sections and branching ratios, leading to significant differences, which we quantify later in this section. The photoabsorption cross-sections and branching ratios determine the production of neutral and ion fragments by photons impacting neutrals in Titan's atmosphere. Cross-sections and branching ratios are based on laboratory and theoretical studies that do not always agree and create a source discrepancy between models. For example, branching ratios for methane photodissociation at Lyman-a measured by Romani [1996] and Wang et al. [2000] differ by more than a factor of two in production of H 2 due to photodissociation. Gans et al. [2011] represent the most recent measurements of methane photodissociation quantum yields and primary products. They give a value for H 2 production 60% greater than Romani [1996] and 30% less than Wang et al. [2000] based on measurement of H production that have a 30% error. The lack of consensus leads to differences in the cross- sections and branching ratios employed in the models listed in Table 8 . Lavvas et al. [2011] (LV11 in Table 8 ) explored high-resolution cross-sections for N 2 and CH 4 and found that the fine structure in the N 2 cross-sections (illustrated in Figure 9 ) influenced the altitude profiles of N 2 and CH 4 photodissociation and photoionization products, which we confirm later in this section.
[65] To demonstrate the utility of the INMS ion densities derived as described in this paper to evaluate and improve models of Titan's atmosphere, we updated the model described by De La Haye et al. [2008] (INT08 in Table 8 ) by including chemical reactions from more recent publications [i.e., Vuitton et al., 2006 Vuitton et al., , 2007 Carrasco et al., 2008a; Krasnopolsky, 2009] and high-resolution temperature-dependent cross-sections for N 2 and its isotope 14 N 15 N computed here using the coupled-channel Schrödinger-equation technique [Lewis et al., 2005a [Lewis et al., , 2005b [Lewis et al., , 2008a [Lewis et al., , 2008b Haverd et al., 2005; Ndome et al., 2008; Heays, 2010] . Neither INT08 nor the updated model, INT12, determine errors associated with calculations based on uncertainties of different parameters used in the model such as rate constants, cross-sections, and branching ratios. These uncertainties are potentially larger than the 27% uncertainty in the INMS calibrated ion densities [e.g., Plessis et al., 2012] , so the INMS data are valuable as metrics by which to evaluate the INT models.
[66] In our comparison studies, we use several products from analysis of INMS neutral data to determine parameters used in INT12 or to assess its accuracy. Using the methods described in Bell et al. [2011] and Mandt et al. [2012] , we adjust the eddy diffusion profile until the simulated neutral nitrogen isotope ratios are consistent with INMS measurements. Figure 10 shows the INMS data used in the eddydiffusion analysis and the resulting simulated isotope ratio. INMS measurements of Ar at 1050 km, determined using the methods outlined in Magee et al. [2009] with the T40 and T48 data, are used as a secondary constraint for eddy diffusion and agree with the result derived using the nitrogen isotopes. The INMS altitude profiles of major neutral species depend primarily on the thermal structure and diffusion coefficients, so these parameters are adjusted in INT12 until the simulated densities agree with the INMS neutral densities, with the result shown in Figure 11 . The simulated H 2 densities do not agree well with either INMS or GCMS (not shown) measurements. This disagreement is not well understood but is discussed in Strobel [2010] . The lowerboundary mixing ratios, at 600 km, are determined by comparing the altitude profile with INMS measurements of the minor-species mixing ratios at 1050 km, as determined by the methods outlined in Magee et al. [2009] using the T40 and T48 data. The resulting lower-boundary mixing ratios are within reasonable agreement with the measurements by the Composite Infrared Spectrometer (CIRS) in the lower atmosphere [Coustenis et al., 2010] . INT12 includes nitrogen isotope chemistry up to the production and loss of HC 15 N to Figure 9 . High resolution photoabsorption cross-sections for 14 N 2 (black line) and 14 N 15 N at 150 K in the wavelength range 920-930 Å. The low-resolution cross-sections commonly used in photochemical models is nearly constant in this wavelength range and would assume no offset between the isotopologues. This offset leads to photochemical fractionation of the nitrogen isotopes in the photochemical production of HCN [Liang et al., 2007] Data from the Huygens Gas Chromatograph Mass Spectrometer (GCMS) sets the N 2 isotope ratio at low altitudes. High-resolution cross sections were used to simulate the HCN ratio represented by the solid green line and lowresolution cross sections were used to simulate the ratio represented by the dashed green line. Note that the nitrogen isotope ratios for HCN differ significantly depending on the cross sections used as demonstrated initially by Liang et al. [2007] .
evaluate the chemistry involved in producing HCN (also illustrated in Figure 10 ). Comparing the simulated HCN densities, which are the result of many reactions, to the low-altitude measurement by the Huygens Gas Chromatograph Mass Spectrometer (GCMS), provides an overall check on the INT12 chemical scheme and its multiple inputs. As originally shown by Liang et al. [2007] , the HCN isotope ratio determined using the high-resolution cross-sections is different from the ratio determined using the low-resolution cross-sections due to the offset in wavelength that the high-resolution cross-sections demonstrate (see Figure 9 ). In the INT12 simulations using the high-resolution cross-sections, we find good agreement with the ratio measured by CIRS [Vinatier et al., 2007] .
[67] For our model-comparison study, we simulate two dayside Titan flybys, T40 and T48, using two configurations of the INT12 model and compare the results to the INMS ion and neutral densities, shown in Figures 10-13 Figure 12 for both T40 and T48 conditions for both highand low-resolution cross sections. The N + modeled densities are a factor of $5 too high when compared to the data, a discrepancy that is discussed below. The CH 4 + modeled densities are within or just above the error bars of INMS when high-resolution cross-sections are used in the simulation, but are a factor of $2 too high when low-resolution cross-sections are used. The CH 4 + results appear to confirm the prediction by Lavvas et al. [2011] that high-resolution cross-sections are more appropriate for accurately representing these initial photochemical products. Vuitton et al. [2009] (the VV06 model in Table 8 ) and Westlake et al.
[2012] (W12) also evaluated ion-molecule chemistry for T40 and published model-data comparisons. Both models produced CH 4 + densities within the error bars of the INMS ion densities using low-resolution cross-sections [Vuitton Figure 6 ], but the N + ion densities in Vuitton et al. [2009] were a factor of $3 too high and in Westlake et al. [2012] were just above the INMS error bars. We also compare a secondary product of photoionization that is measured by INMS, CH 3 + , which is produced by the reaction of N 2 + with CH 4 . INT12 simulations for this ion are illustrated in Figure 12 , where lowresolution cross-sections overproduce the ion density by as much as a factor of two, but simulations using the highresolution cross-sections are within or just above the INMS error bars, particularly at the lower altitudes. Vuitton et al. [2009] overproduced this ion density by a factor of $2.5, but the simulations by Westlake et al. [2011] are within the error bars of the INMS measurements. The most significant difference between our INT12 simulations and Vuitton et al. [2009] and Westlake et al. [2012] are the neutral densities applied. Vuitton et al. [2009] state that the N 2 , CH 4 and H 2 densities are inferred from INMS measurements but do not state that they have been scaled by a factor of 3 as was done in Westlake et al. [2012] and do not provide a figure illustrating the densities used. The minor species mixing ratios applied by Vuitton et al. [2009] Westlake et al. [2012] ). Our minor species mixing ratios at 1050 km differ from those used by Westlake et al. [2012] by up to 65% (our HC 3 N is 65% greater than in Westlake et al. [2012] ) and by as much as an order of magnitude (the Vuitton et al. [2009] HC 3 N is an order of magnitude greater than ours) from those used by Vuitton et al. [2009] . Neutral densities and mixing ratios that are specific to the INMS neutral measurements from T40 provide the best constraints for comparing simulations of the T40 ions, and we feel that the INT12 simulated results from our two configurations confirm that high-resolution crosssections are necessary to properly represent the initial photodissociation and photoionization products for N 2 and CH 4 as first suggested by Lavvas et al. [2011] .
[69] In Figure 13 , we show how the INMS ion mass spectrum up to 35 amu for both flybys at an altitude of 1100 km compares to the modeled mass spectrum of the same two INT12 simulations described above. As discussed earlier, the modeled density of N + is high by a factor of $5, while CH 3 + and CH 4 + are closer to the measurements at this altitude. The simulation using high-resolution cross-sections has better agreement with INMS data for all three ions, although the improvement is marginal for N , are a factor of 2-10 higher than the measured densities of these ions. The major ion densities simulated by Vuitton et al.
[2009] (VV06) for T40 were a factor of 3-4 higher than the INMS measurements between 1015 and 1050 km, and Westlake et al. [2012] (W12) found that the major ion densities were a factor of 1.5-4 too high at 1100 km. Overproduction of N + in INT12 and Vuitton et al. [2009] is part of the cause of overproduction of the major ions because N + produces HCNH + through reactions with CH 4 , C 2 H 4 and C 2 H 6 , and it produces C 2 H 5 + through a reaction with C 2 H 6 . Increased production of C 2 H 5 + will further increase the abundance of HCNH + through a proton transfer from C 2 H 5 + to HCN. However, the disagreement is larger than what can be caused by the excess primary ions. Model densities of CH 5 + are too high by a factor of 3-10 (see Figure 13 ), which plays a role in production of C 2 H 5 + and HCNH + and may be the source of densities that are too high when compared with the data.
[ , that are directly involved in CH 5 + production. When high-resolution cross-sections are used, the CH 4 + density agrees with the data, but the CH 5 + density is still a factor of 2-3 higher than the measurement (see Figure 13) . N 2 H + is not measured by INMS because it is in the same mass channel as C 2 H 5 + , which is far more abundant. N 2 H + is primarily formed by reactions of N 2 + with H 2 , C 2 H 2 and C 2 H 4 , which are constrained in the model to agree with INMS minor neutral mixing ratios at 1050 km during the T40 flyby. The agreement between the CH 3 + densities and the data, particularly in the case where high-resolution cross-sections are used suggests that the N 2 + density in the model is calculated accurately, and, therefore, N 2 H + is likely accurate.
[71] These examples illustrate the importance of INMS ion densities in evaluating the accuracy of models and their inputs. The comparisons given here support two broad conclusions. The first result is confirmation that highresolution cross-sections are necessary for accurate simulations of ion densities, particularly the initial products of photoionization. The second result is that our INT12 simulations predict an overabundance of N + when constrained by the INMS measurements made on flybys T40 and T48 as does Vuitton et al. [2009] , while Westlake et al. [2012] does not overpredict this ion. This second result suggests several possibilities: (1) the photo-absorption cross-sections and branching ratios in INT12 and Vuitton et al. [2009] are overproducing N + , (2) the photon flux at wavelengths relevant to production of this ion are not accurately represented by the two models; (3) a loss process for N + is missing from the models; or (4) the densities of the primary and main ions are highly sensitive to the densities of minor neutrals used in model simulations. The INT12 low-resolution configuration and Westlake et al. [2012] have the same model heritage and, thus, apply similar photo-absorption cross-sections and branching ratios, the same photon flux and similar reaction schemes relevant to production and loss of N + . The primary difference between these two simulations is the minor species neutral densities applied in the simulation, suggesting that these ion densities are highly sensitive to the neutral densities used in the calculations. These results illustrate the importance of coupling ion and neutral chemistry in models such as INT12 to evaluate Titan's ionosphere.
Conclusion
[72] Ion density calculations from INMS ion measurements are highly sensitive to settings that control instrument response, spacecraft potential, and wind speed and direction, all of which have associated errors and uncertainties, including some that are mass dependent. By using IBS and RPWS data to determine adjustments to INMS count rate, and then comparing INMS total ion densities with RPWS electron density measurements, we have derived the parameters needed to calculate densities that are in reasonable agreement with both the total plasma densities measured by RPWS and the ion densities measured by CAPS-IBS. The parameters are used to improve INMS operational settings for future measurements and to adjust previous measurements obtained with sub-optimal settings. We have quantified and characterized errors sources and provided a practical approach for converting INMS measurements to ion densities. The ion composition, as measured by the INMS, provides an essential ingredient for advancing our understanding of the upper atmosphere and ionosphere of Titan, particularly when combined with the neutral composition and density measured by the INMS. For example, densities of lower mass ion species provide information on ionization processes and densities of higher mass species constrain our knowledge of the complex upper atmosphere chemistry.
[73] Through a model-data comparison of the primary and secondary photoionization products of Titan dayside flyby T40 and T48, we illustrate the value of these densities in constraining and evaluating ionospheric models, and we have identified areas where further investigation is needed: simulation of N + ion densities and calculation of the major species ion densities. The comparisons demonstrate that the high-resolution photoabsorption cross-sections are necessary for proper calculation of the primary products of photodissociation and photoionization, as first suggested by Lavvas et al. [2011] .
Appendix A A1. Calculation of CAPS-IBS Ion Densities
[74] The CAPS-IBS sensor measures the flux of ions as a function of their energy per charge and direction. The CAPS-IBS energy spectra measured at Titan are equivalent to low resolution mass spectra because the flow speed is much larger than the root mean square thermal velocity. CAPS-IBS uses three separate 150 Â 1.4 fans to measure the flux of ions within a 1.7% wide range of energies [Young et al., 2004] . The fields of view of these fans are tilted 30 with respect to each other, to provide information on the direction of ion beams [Bame et al., 1978] . In the present analysis, only one of these three detectors is used, since the second consistently measures a flux 25% lower than the first, and the third has displayed an angular response that is significantly different from that of the other two. During Titan observations, the energy is sampled through 255 adjacent energy steps producing energy spectra from 3 to 207 eV. The sensor is rotated back and forth across the direction of the ion beam and the field of view overlaps with INMS about every 52 s.
[75] In order to convert the CAPS-IBS energy spectra to mass spectra, the location of the peak flux from a given species is used:
where m is the mass of the ion species, u s/c the spacecraft speed, u w wind speed, V s/c the spacecraft potential and T the ion temperature. The width of each peak is approximately equal to the thermal velocity, so 1 2 m u s=c þ u w À Á 2 À V s=c ≫ 8kT . . The energy at which the peak appears provides a measure of the mass of the species producing the peak.
[76] In order to calculate densities from CAPS-IBS energy spectra, the counts measured in each energy bin must be converted to a flux
where F i is the flux of all ions in the energy range sampled by the ith bin, C is the counts measured in the ith bin, t i is the integration time of 6.8 ms, A 0 is the effective area of 0.34 Â 10 À4 m 2 and t d is the dead time correction factor of 7.9 ms.
[77] The correction factor needed to account for the ion temperature and the angular field of view of CAPS-IBS is
The densities are then calculated according to
The uncertainty in the CAPS-IBS ion densities is 5-15% based on counting statistics and uncertainty in the spacecraft potential. CAPS-IBS ion densities presented in this paper include total ion densities for all the bins measured and total ion densities for all the bins below 100 amu.
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