Abstract-We consider a distributed constrained convex optimization problem over a multi-agent (no central coordinator) network. We propose a completely decentralized and asynchronous gossip-based random projection (GRP) algorithm that solves the distributed problem using only local communications and computations. We analyze the convergence properties of the algorithm for a diminishing and a constant stepsize which are uncoordinated among agents. For a diminishing stepsize, we prove that the iterates of all agents converge to the same optimal point with probability 1. For a constant stepsize, we establish an error bound on the expected distance from the iterates of the algorithm to the optimal point. We also provide simulation results on a distributed robust model predictive control problem.
V |{i, j} ∈ E}. A distributed optimization problem is formally defined as the following:
where f i : R d → R is a convex function, representing the local objective of agent i, and X i ⊆ R d is a closed convex set, representing the local constraint set of agent i. As in [8] , [9] , the agents' task is to cooperatively solve problem (1) in a distributed way, whereby agent i handles f i and X i , and communicates only with its neighbors. Following [9] , we assume that each constraint set X i is defined as the intersection of a collection of convex sets, i.e., X i = j∈I i X j i , where I i is a set of indices and the superscript j identifies a component set (j ∈ I i ). Each component set X j i is assumed to be simple in the sense that the projection on the set has a closed form expression. Examples of such simple sets include hyperplanes, half-spaces and balls.
The work in [9] considers synchronous distributed algorithm with random projections for problem (1) , where all agents update synchronously. The synchronization of agent updates relies on a central clock that the agents can refer to, which allows agents to coordinate the stepsize selection (becomes globally known). The focus of this present paper is to desynchronize the agent updates by providing an asynchronous version of the algorithm in [9] whereby the agents do not coordinate their stepsize selection. In this paper, we desynchronize the actions of the agents by using a gossip-based protocol, and we investigating the effect of un-coordinated stepsize on the system performance. In particular, we consider the performance for two un-coordinated stepsize rules, a random diminishing stepsize and a constant stepsize. The contribution of this paper is mainly in two directions. First, we propose an asynchronous distributed algorithm that uses a gossip protocol and a random projection for decentralized, asynchronous, and computationally light operations to solve problem (1) . Second, we analyze the convergence and asymptotic error bound of the algorithm: we prove that the iterates of all agents converge to the same optimal point w.p.1 (for an agent-based diminishing stepsize) and we establish an error bound on the expected distance from the iterates of the algorithm to the optimal point (for a constant stepsize).
Motivation: A motivating example of problem (1) is a largescale classification or regression problem in machine learning. As modern machine learning problems handle more than a hundred thousand training samples, a single processor cannot save and process the samples as a whole. The training samples are often distributed over multiple machines, where inter-machine communication is available. Each training sample corresponds to a component half-space, and the whole constraint set X i (at machine i) consists of hundreds of thousands half-spaces. The projection onto X i is impractical, while the projection onto each training sample is simple.
Another motivating example can be found in distributed robust optimization, where constraints are implicitly given due to uncertainty
where a ∈ R d , b ∈ R are deterministic and ξ ∈ R d is a random perturbation with realizations in a bounded set Ξ ⊂ R d . Since the projection of a point on the uncertain set X i is impossible, a projection-based distributed algorithm cannot be directly applied. In this case, problem (1) can be written in its robust form for a well-structured uncertainty set Ξ, and existing distributed optimization algorithms can be applied. In the absence of favorable structures, a possible approach is to apply projection-based method, where the projection on X i is replaced with a projection on a randomly selected component X i (ξ) = {x ∈ R d | a +ξ, x ≤ b}. Literature Overview: Distributed projection-based algorithms for problem (1) have been studied in [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] for convex unconstrained problems, convex constrained problems with common (X = X i ) or distributed local constraint sets. The algorithms proposed in these papers assume that a complete projection is made on the entire constraint set X (or X i ) per iteration. Such an intensive computation often overburdens agents, especially those on wireless sensors. Furthermore, when some X i is uncertain due to noise or robustness assumption, a projection cannot be made directly. On a broader scale, the work in the paper is related to the centralized random projection algorithm [20] for a convex constrained problem, the centralized random projection method proposed by Polyak [21] for a class of convex feasibility problems, and the random projection algorithm [22] for convex feasibility problems. Finding probabilistic feasible solutions through random sampling of constraints for optimization problems with uncertain constraints has been proposed in [23] [24] [25] . Also, the related work is the literature for the consensus problem, for example, see [7] , [26] , [27] .
Notation: A vector is viewed as a column. We write x to denote the transpose of a vector x. The scalar product of two vectors x and y is x, y . We use 1 to denote a vector whose entries are 1 and x to denote the standard Euclidean norm. We write dist(x, X ) for the distance of a vector x from a closed convex set X , i.e., dist(x, X ) = min v∈X v − x . We use Π X [x] for the projection of a vector x on the set X , i.e., Π X [x] = arg min v∈X v − x 2 . We use E[Z] to denote the expectation of a random variable Z. We often abbreviate with probability 1 as w.p.1.
The rest of this paper is organized as follows. In Section II, we propose our gossip-based random projection algorithm and state assumptions on the problem and the network. Section III states the main results of the paper, while their proofs are provided in Section IV. We present the simulation results on a distributed model predictive control problem in Section V and conclude with a summary in Section VI. Appendix contains the proofs of the lemmas given in Section IV.
II. ALGORITHM AND ASSUMPTIONS
We propose a distributed optimization algorithm for problem (1) that is based on the random projections and the gossip communication protocol. Gossip algorithms robustly achieve consensus through sparse communications by randomly activating only one edge {i, j} in the network for communication at each iteration, and allowing agents i and j to exchange their values. From now on, we refer to our algorithm as Gossip-based Random Projection, abbreviated by GRP.
GRP uses the asynchronous time model from [28] . Each agent has a local clock that ticks at a Poisson rate of 1. The setting can be visualized as having a single virtual clock that ticks whenever any of the local Poisson clock ticks. Thus, the ticks of the virtual clock are captured by a Poisson random process with rate m. Let Z k be the absolute time of the kth tick of the virtual clock. The time is discretized according to the intervals [Z k−1 , Z k ) and this time slot corresponds to our discrete time k. Let I k denote the index of the agent that wakes up at time k and J k denote the index of a neighbor of agent I k that is selected for communication. The distribution by which J k is selected is characterized by a nonnegative stochastic vector π i that conforms with the graph topology G = (V, E), i.e., π ij > 0 only if {i, j} ∈ E.
Let x i (k) denote the estimate of agent i at time k. GRP updates these estimates according to the following rule. Each agent starts with some initial vector x i (0), which can be randomly selected. For k ≥ 1, agents other than I k and J k do not update
Agents I k and J k calculate the average of their estimates, and adjust the average by using their local gradient information and by projecting onto a randomly selected component of their local constraint sets, i.e., for
where α i (k) is a stepsize of agent i, and Ω i (k) is a random variable drawn from the set I i . We assume that the random variable Ω i (k) is independent from the random gossip process, and also independent from Ω j (k) for any j = i.
For an alternative representation of GRP we define a nonnegative matrix W (k) as follows:
where I is the m-dimensional identity matrix, e i ∈ R m is a vector whose ith entry is equal to 1 and other entries are equal to 0. Each W (k) is doubly stochastic, so E[W (k)] is also doubly stochastic. Using W (k), algorithm (2)-(3) can be equivalently represented as
where χ E is the characteristic-event function, i.e., χ E = 1 if E happens, and χ E = 0 otherwise. In computation of v i (k), one can use a different convex combination. We choose to work with 1/2 to somewhat simplify the expressions arising in the analysis. Our proof will work for other values, as long as the resulting matrix W (k) is doubly stochastic. We analyze algorithm (4a)-(4c) for two different stepsize choices, namely, a random diminishing stepsize and a constant deterministic stepsize α i (k) = α i > 0. A random diminishing stepsize is based on the frequency of the agent updates, i.e., α i (k) = 1/Γ i (k) where Γ i (k) denotes the number of updates that agent i has performed until time k. Since every agent i has access to a locally defined quantity Γ i (k), the agent stepsizes do not require any coordination.
We next discuss our assumptions, the first of which deals with the network.
Assumption 1: The underlying graph G = (V, E) is connected. Furthermore, the neighbor selection process is iid, whereby at any time agent i is chosen by its neighbor j ∈ N (i) with probability π ji > 0 (π ji = 0 if j ∈ N (i)) independently of the other agents in the network.
Our next assumption is on the properties of problem (1). Furthermore, for the functions f i and the sets X 
The gradients ∇f i (x) are bounded over the set X , i.e., there is a constant G f such that
A sufficient condition for Assumption 2(d) to hold is that the constraint set X is compact.
The next assumption states a rather general condition on the component sets X j i , j ∈ I i . Assumption 3: For all i ∈ V and for any random variable ω i ∈ I i with a positive probability distribution over the set I i , there exists a constant c i > 0 such that
We let c
Assumption 3 can be seen to hold if the constraint set X has a nonempty interior. This can be seen by using the ideas similar to that of [29] , in which case the constant c is inversely proportional to the radius δ of a ball that is contained in the interior of X (the largest such δ would give the best choice for c). In addition, Assumption 3 can be seen to hold when the index sets I i are finite, as long as the probability of selecting each component X j i is positive and the following set-regularity property holds for every i ∈ V
for some r > 0 and all x. The set-regularity holds, for example, when each of the sets X j i , j ∈ I i , is a half-space or a hyper-plane [30] . Generally speaking, one would expect that Assumption 3 holds (under appropriate distributions for index processes) whenever the set regularity condition in (3) is satisfied.
III. MAIN RESULTS
In this section, we state the main results of this paper. The detailed proofs of the results are given later in Section IV. We introduce the following notation regarding the optimal value and optimal solutions of problem (1):
Our first result shows the convergence of the method with probability 1 for a random diminishing stepsize. Specifically, the results states that the agents asymptotically reach an agreement on a random point in the optimal set X * , as given in the following proposition.
Proposition 1 (Convergence w.p.1): Let Assumptions 1-3 hold. Assume that problem (1) has a nonempty optimal set X * and the iterates {x i (k)} are generated by algorithm (4a)-(4c) with α i (k) = 1/Γ i (k). Then, the sequences {x i (k)}, for i ∈ V , converge to some random point x in the optimal set X * with probability 1, i.e., lim k→∞ x i (k) = x w.p.1 for all i ∈ V .
To get some insights into the asymptotic behavior, we consider a constant stepsize α i (k) = α i > 0 for i ∈ V , and establish a limiting error bound assuming that each f i is strongly convex over the set X with a constant σ i > 0. The bound will depend on the probabilities of agent updates, which we formally describe as follows. Let E i (k) = {i ∈ {I k , J k }} be the event that agent i updates at time k, and let γ i be the probability of the event E i (k). Then, γ i = (1/m) + (1/m) j∈N (i) π ji for all i ∈ V, where π ji > 0 is the probability that agent i is chosen by its neighbor j to communicate.
Proposition 1 just shows the asymptotic convergence of each agent (lim k→∞ x i (k) = x * for all i). Since the GRP algorithm works on networked systems, the algorithm's behavior should also depend on network topologies and communication balance. In the following proposition, we present such network dependance when GRP algorithm is applied with nondiminishing (but small enough) stepsizes. Additionally, we will use the following assumption on stepsizes.
Assumption 4:
Let the convexity requirement for f i in Assumption 2(b) be replaced by the requirement that each function f i is strongly convex with a constant σ i > 0 over R d . In addition, assume that the set X is compact and the stepsizes
Note that, in Assumption 4, each agent can select its own stepsize α i satisfying the condition 0 < α i σ i − 8α 
and c is the constant from Assumption 3.
Proposition 2 gives an error bound for the average of the expected distances between the iterates of the GRP algorithm and the optimal solution x * . The first term is an error term due to a combined effect of the distributed computations over the network, which is controlled by the spectral gap 1 − λ of the matrixW , and the non-diminishing stepsize (common to gradient algorithms). The last term involves an error term proportional to Δ γα = max i γ i α i − min j γ j α j due to the different values of γ i α i for different agents. We note that if γ i α i = ν for some ν ∈ (0, 1) and for all agents i, then this error would be 0. The condition γ i α i = ν will hold when the graph is regular, the contact probabilities π ij are equal-neighbor weights (γ i 's are the same) and all agents use the same stepsize α i = α. The last term captures the effect of using the random projections on supersets of X (unrelated to the network). Note that with diminishing stepsizes, the limit of the error in Proposition 2 goes to zero (as it is stated in Proposition 1) and we would not be able to observe such behavior.
IV. CONVERGENCE ANALYSIS
In this section, we state the technical challenges in analyzing the GRP algorithm and prove Proposition 1 and 2. While the random projection is the only random element in the algorithm of the paper [9] , the GRP algorithm has two additional random elements, random gossip communications and random stepsizes. The three random elements in GRP are all cross-dependent, but Markovian which allows us to use the supermartingale theorem for random variables. Furthermore, each random element has some special properties which are exploited in the analysis. These are summarized as follows.
Random Gossip Communications: The key observation is that the random matrices are independent of the random selection of the component sets. Furthermore, the matrices W (k) are independent (in time) and identically distributed, so we have E[W (k)] =W at all times k. Moreover, each W (k) is doubly stochastic, i.e., W (k)1 = 1 and 1 W (k) = 1 , soW is also doubly stochastic and λ 1 
The matrices D k are also iid and
with λ
Furthermore, in view of the connectivity of the underlying graph (Assumption 1), the incidence graph associated with the positive entries in the matrixW is also connected, with a self-loop at each node. Hence, we have λ < 1.
Random Stepsizes: Due to the gossip communications on a static graph G = (V, E), in a long run, the random stepsize α i (k) = 1/Γ i (k) exhibits the same behavior as the deterministic stepsize 1/k w.p.1. This enables us to approximate the random stepsize and separate it from the other randomness in the GRP method, at the expense of some additional error terms arising from the differences between α i (k) and 1/k.
Random Projections: A projection error is incurred at each iteration of the algorithm since the GRP projects onto one randomly selected set from the collection defining the overall constraint set X . However, due to the regularity property in the expected sense, as given in Assumption 3, the random projections drive the iterates toward the constraint set X w.p.1.
To assert the convergence of the algorithm, we need to show that the estimates of all agents arrive at consensus and the consensus point lies in the optimal set of the network optimization problem. The convergence proof rests on the supermartingale convergence result stated in Lemma 1. To accommodate the use of the supermartingale convergence result, we go by showing three crucial steps: 1) the estimates v i (k) are approaching the constraint set X asymptotically w.p.1; 2) the distances v i (k) − x i (k) which can be viewed as the difference between the combined opinion among neighboring agents (v i (k)) and the subsequent individual update of agent i to the combined opinion (x k (k)) diminish with probability 1; and 3) the agents' estimates x i (k) eventually arrive at a consensus point that lies in the optimal set X * . We have used the same steps in our analysis of the synchronous distributed random-projection method in [9] . However, the establishment of these steps for the GRP method is more involved due to the use of a random gossip and a random stepize, which pose additional challenges (especially the random stepsize). As a consequence, among other things, the analysis of GRP method requires the use of a filtration process F k that is different from the one used in [9] .
A. Basic Results for GRP
The analysis relies on the nonexpansive projection property (see [31] for its proof), stating that for a closed convex set
for all x ∈ R d and for all y ∈ X , and therefore, it is continuous. As an immediate consequence of the preceding relation, we have
We also use the following supermartingale convergence result for random variables [32, Lemma 11, .
Lemma 1:
We define the history of the algorithm as follows. Let F k be the σ-algebra generated by the entire history of the algorithm up to time k inclusively, i.e., for all k ≥ 1
We first establish a basic relation for the iterates of the GRP algorithm, which allows us to apply the supermartingale convergence result of Lemma 1, by letting
* 2 for some optimal point x * . In Lemma 2, we provide this relation for the iterates obtained after one step of algorithm (4a)-(4c) and a point in the constraint set X . The lemma relies on the fact that the event that agent i updates at any time is independent of the past.
Lemma 2 [Basic Iterate Relation]:
Let Assumptions 2-3 hold. Let {x i (k)} be the iterates generated by the algorithm (4a)-(4c). Then, for any q ∈ (0, 1/2) there is a sufficiently largê k, such that with probability 1, for allx ∈ X , k ≥k and i ∈ V
where
, a j > 0 are some constants, c is the scalar from Assumption 3, and γ i is the probability that agent i updates.
The proof of the lemma is in Appendix A, where the constants a i are also defined.
In the next lemma, we show that the error due to the random projections converges to zero. We first show that the distances between the estimates v i (k) and the constraint set X go to zero for all i, with probability 1 as k → ∞. We also show that the errors e i (k) = x i (k) − v i (k) converge to zero with probability 1.
Lemma 3 [Projection Error]:
Let Assumptions 2-3 hold. Then, with probability 1, we have (a)
Lemma 3(a) and Lemma 3(b) imply that lim k→∞ dist 2 (x i (k), X ) = 0 with probability 1 for all i ∈ V . However, the lemma does not imply that the sequences x i (k) converge, nor that their differences x i (k) − x j (k) are vanishing. A step toward this is provided by the following lemma, which shows a relation for the agent disagreements on the vectors v i (k).
Lemma 4 [Disagreement] : Let Assumptions 1-2 hold. Let {v i (k)} be generated by method (4a)
The proofs of Lemma 3 and Lemma 4 are, respectively, in Appendix B and Appendix C.
B. Proof of Proposition 1
Lastly, we show the agents' estimates x i (k) eventually arrive at a consensus point that lies in the optimal set X * using the lemmas established in Section IV-A. Note that Lemma 3 allows us to infer that v i (k) approaches the set X , while Lemma 4 allows us to claim that any two sequences {v i (k)} and {v j (k)} have the same limit points with probability 1. To claim the convergence of the iterates to an optimal solution, it remains to relate the limit points of {v i (k)} and the solutions of problem (1). This connection is provided by the iterate relation of Lemma 2, supported by the convergence result in Lemma 1. We start the proof by invoking Lemma 2 stating that for any q ∈ (0, 1/2), and allx ∈ X and k ≥k, w.p.1 we have
by the non-expansive projection property in (8), we obtain
where a 4 = a 1 + a 3 . Further, by the definition of v i (k) in (4a), the convexity of the squared-norm function and the doubly stochastic matrices W (k), we have for all
Summing relations in (9) over i and using (10) with x =x, yields w.p.1 for allx ∈ X and all k ≥k
Furthermore, using the convexity of each function f i , we obtain
Sincez(k) is a convex combination of z i (k) ∈ X , it follows thatz(k) ∈ X . Usingz(k) ∈ X and the uniform bound G f for the norms ∇f i (x) on the set X [Assumption 2(d)] we obtain
We next consider the term z i (k) −z(k) , for which by usinḡ z(k)
where the first inequality is obtained by the convexity of the norm and the last inequality follows by the projection property in (8) . Further, by lettingv(
Combining relations (14) and (13), and substituting the resulting relation in (12), we obtain
Finally, by using the preceding estimate in inequality (11) and lettingx = x * for an arbitrary x * ∈ X * , we have w.p.1 for any x * ∈ X * and k ≥k
Sincez(k) ∈ X , we have f (z(k)) − f * ≥ 0. Thus, in the light of Lemma 4, relation (16) satisfies all the conditions of Lemma 1. Hence, the sequence { x i (k) − x * 2 } is convergent for any i ∈ V and x * ∈ X * w.p.1, and
By Lemma 3(a), noting that
Since the sequence { x i (k) − x * } is convergent with probability 1 for any i ∈ V and every x * ∈ X * , in view of the relations (4a) and (18) , respectively, so are the sequences { v i (k) − x * } and { z i (k) − x * }, as well as their average sequences { v(k) − x * } and { z(k) − x * }. Therefore, the sequences {v(k)} and {z(k)} are bounded with probability 1, and they have accumulation points. From relation (17) and the continuity of f , the sequence {z(k)} must have one accumulation point in X * with probability 1. This and the fact that { z(k) − x * } is convergent with probability 1 for every x * ∈ X * imply that for a random point 
In view of relation (19) , it follows that:
By Lemma 4, we have lim inf
The fact that { v i (k) − x * } is convergent with probability 1 for all i and any x * ∈ X * , together with (20) and (21) implies that
Finally, by Lemma 3(b), we have lim k→∞
for all i ∈ V w.p.1, which together with the limit in (22) yields lim k→∞ x i (k) = x for all i ∈ V with probability 1.
C. Proof of Proposition 2
We start by providing a basic iterate relation for a constant stepsize α i (k) = α i > 0, which serves as a departure point of the analysis. The proof of the following result is in Appendix D.
Lemma 5: Let Assumptions 2-4 hold Then, for the iterates x i (k) of the method we have w.p.1 for any x ∈ X , and for all
The following lemma provides an asymptotic estimate for the disagreement among the agents. Its proof is given in Appendix E.
Lemma 6: Let Assumptions 1-4 hold.
The bound in Lemma 6 captures the variance of the estimates x i (k) in terms of the number of agents, the maximum stepsize and the spectral gap 1 − λ of the matrixW . With the use of the preceding two lemmas, we now prove Proposition 2.
Proof of Proposition 2:
The function f is strongly convex with a constant σ = m i=1 σ i and therefore, problem (1) has a unique optimal solution x * . The proof starts with the relation of Lemma 5 where we let
In view of the compactness of X (Assumption 4) implies that
Using the preceding relation and Lemma 5, we have for all k ≥ 1 w.p.1
Taking the expectation with respect to F k−1 and using the fact that the preceding inequality holds with probability γ i , and otherwise we have x i (k) = v i (k) with probability 1 − γ i , we obtain w.p.1 for all k ≥ 1 and i ∈ V
We note that under the assumption that
1). By adding and subtracting 2 min
where Δ γα = max j {γ j α j } − min j {γ j α j }, α = min i α i , and γ = min i g i . We can further estimate
where the inequality follows by compactness of X (Assumption 4). Summing relations in (23) over i, and using the preceding relation the estimate in (10) with x = x * , and
. (24) We now consider the sum
where the last inequality is obtained from the projection property (8) .
From the preceding relation, and using (10) with x =x(k − 1) (where we take the total expectation), we find that
From (25)- (27) and Lemma 6, we obtain
V. SIMULATIONS: DISTRIBUTED ROBUST CONTROL
We apply the GRP algorithm to a distributed robust model predictive control (MPC) problem [1] . Note that the example given in this section is mostly for illustrative purpose. For more practical experimental results, please refer to our paper [33] where we simulated the GRP algorithm with very large scale text classification problems under different parameter settings.
A linear, time-invariant, discrete-time system is given by the following state equation: The distributed optimization problem is given by
. . , m are the local objective functions of the agents and r > 0 is a control parameter. The constraint set X is a set of control inputs that satisfies the following constraints:
The constraint (30a) is just a box constraint, while the constraints in (30b) describe the system dynamics. The constraints in (30c) describe the random terminal conditions given by the linear inequalities (a + δ ) x(T ) ≤ b and the perturbations δ are uniform random vectors in boxes δ ∞ ≤ β for some given scalars β . Note that u(t), t = 1, . . . , T , are the only variables since x(t), t = 1, . . . , T, are determined from state equations (30b) when u(t), t = 1, . . . , T , are given. For this problem, we have X i = X for all i. The constraint set X is uncertain and not exactly known in advance since the perturbations are uniform random vectors in boxes. To apply the GRP algorithm (4a)-(4c) in solving this robust optimal control problem, at iteration k, each agent I k and J k draws a realization of one of the linear inequality terminal constraints, and each of them projects its current iterate on the selected constraint. Subsequently, they perform their projections onto the box constraint (30a). Since the uncertainty exists in a box, the problem (29) has an equivalent Quadratic Programming (QP) formulation. Note that the following representations are all equivalent:
Therefore, the inequality (30c) admits an equivalent representation of (31c) by a system of linear inequalities with additional variables t 1 and t 2
This alternative representation is available only because the uncertainty sets are simple boxes. We use m = 4, 10 agents with T = 10 and r = 0.1, and we solve the problem on three different network topologies, namely, clique, cycle and star (see Fig. 1 ). For the agent selection probability, we use uniform distribution, i.e., at each iteration, one of the m agents is uniformly selected and the selected agent uniformly selects one of its neighbors. We evaluate the algorithm performance by carrying out 100 Monte-Carlo runs, each with 40 000 iterations for m = 4 and 100 000 iterations for m = 10. For the stepsize, we use either a diminishing one (1/Γ i (k)) or a constant α i = 10 −5 for m = 4 and α i = 10
for m = 10. The optimal solution u * is obtained by solving the equivalent QP problem [i.e., problem (29) with constraints (30a)-(30b) and (32a)-(32b)] using a commercial QP solver. The QP is solved in the centralized setting (with an access to all z i 's). We compare the GRP algorithm with the Distributed Gossip Algorithm (DGA) in [15] that utilizes the complete projection on X at every iteration. Note that DGA solves the QP [(30a)-(30b) and (32a)-(32b)], whereas GRP solves the problem (30a)-(30c) as it is. This is because DGA cannot handle the uncertain constraints (30c). Fig. 2 depicts the averaged error (over Monte Carlo runs) for 40 000 iterations of the GRP with the constant and the diminishing stepsize when m = 4. We omit the results for the DGA as they almost overlap with the results of the GRP. We can observe for both cases that the errors keep going down, but the star graph in the case of constant stepsize converges slower than the other two regular graphs. To illustrate this, we list in Table I the second largest eigenvalue λ of the matrixW for the three network topologies and the number of agents m = 4, 10. As the second largest eigenvalue λ is relatively small when m = 4, the network balance term of the bound in Proposition 2 is more dominant. This demonstrates that more aggressive stepsize α i should have been used for the peripheral nodes. Fig. 3 shows the averaged error (over Monte-Carlo runs) for 100 000 iterations of the GRP and DRP methods with the constant or diminishing stepsize when m = 10. Even if the GRP uses random projections, we can observe that, for both cases, the GRP is comparable with or slightly slower than the DGA (which uses projections on the whole constraint set). Furthermore, we can see that the three different graphs in each algorithm show almost the same performance even in the case of the constant stepsize. In view of Table I , we see that λ is close to 1 for m = 10, indicating that the network topology term of the bound in Proposition 2 dominates the other two factors.
VI. CONCLUSION
We have considered a distributed problem of minimizing the sum of agents' objective functions over a distributed constraint set X . We proposed a completely decentralized and asynchronous gossip-based random projection algorithm for solving the problem over a network. We studied the convergence properties of the algorithm for a random diminishing stepsize and a constant deterministic stepsize. We established convergence with probability 1 to an optimal solution when the diminishing stepsizes are used and an error bound when constant stepsizes are used. We have also provided a simulation result for a distributed robust model predictive control problem.
APPENDIX

A. Proof of Lemma 2
We begin with a lemma which provides some basic relations for a vectorx ∈ Y, an arbitrary point z ∈ R d , and two consecutive iterates x and y of a projected-gradient algorithm. The auxiliary point z will be used to accommodate the iterations v i (k) of the GRP method which may not belong to the constraint set X , whilex will be a suitably chosen point in X . 
Proof: For part (a), from the relation defining y and the strictly non-expansive projection property in (7), we obtain for anyx ∈ Y
We next estimate the term 2α ∇φ(x), x − y . By using Cauchy-Schwarz inequality we obtain 2α ∇φ(x),
2 , which by the square-function property
2 . The preceding relation and the Lipschitz gradient property of φ imply
Therefore, from (33)- (35) we obtain
Next, we estimate the term 2α ∇φ(x), x −x using the convexity of φ
where z ∈ R d is some given point. It remains to bound the term φ(x) − φ(z), for which by convexity of φ we further have
By writing ∇φ(z) ≤ ∇φ(z) − ∇φ(x) + ∇φ(x) and using the Lipschitz-gradient property of φ, we obtain
Multiplying the preceding relation with 2α and using 2αL z −
Thus, from (36) -(38) it follows that:
thus proving the relation in part (a). The relation in part (b) follows similarly by using the strong convexity of φ in (37), i.e., ∇φ(x),
d . The proof of Lemma 2 relies on Lemma 7(a) and the fact that the event E i (k) = {i ∈ {I k , J k }} that agent i updates at any time is independent of the past. Due to this, the number of updates that any agent i has performed until time k behaves almost as 1/k when k is large enough. The long term estimates for the stepsize α i (k) = 1/Γ i (k) in terms of the probability γ i that agent i updates are given in the following lemma.
Lemma 7 (see [16] ):
Let π min = min {i,j}∈E π ij . Also, let q be a constant such that 0 < q < 1/2. Then, there exists a large enoughk (which depends on q and m) such that with probability 1 for all k ≥k and i ∈ V , (a)
2 ). According to this lemma, the stepsizes α i (k) exhibit the same behavior as the deterministic stepsize 1/k in a long run. The result is critical for dealing with the cross dependencies of the random stepsizes and the other randomness in the GRP method.
Proof of Lemma 2: Consider i ∈ {I k , J k }, and use Lemma 7(a) with the following identification:
where c 6 = c 2 + c 4 and c 7 = c 3 + c 5 . Using Assumption 3, we have
Thus, by letting η = c, from the preceding two relations we have w.p.1 for all k large enough
The preceding inequality holds with probability γ i (when agent i updates), and otherwise x i (k) = v i (k) with probability 1 − γ i (when agent i does not update). Hence, w.p.1 for anyx ∈ X , all i ∈ V , and all k large enough we have
Since γ i ≤ 1, the relation of Lemma 2 follows by letting a 1 = c 1 , a 2 = c 6 and a 3 = c 7 .
B. Proof of Lemma 3
The proof of this lemma and the proofs of the other lemmas often rely on the relations implied by the convexity of the squared-norm. In particular, by the definition of v i (k) in (4a), the convexity of the squared-norm function and the doubly stochastic weights W (k), we have for any
Similarly, by the convexity of the distance function x → dist 2 (x, X ) (see [31, p . 88]), we have
Proof of Lemma 3: To prove part (a), we start with Lemma 2, where we letx
Then, for all k large enough and all i ∈ V , we obtain w.p.1
where q ∈ (0, 1/2). By the definition of the projection, we have
. Using this relation in (44) and, then, summing the resulting relations over i and applying (43), we find that w.p.1 for all k large enough and
where γ = min i γ i . Therefore, for all k large enough, the conditions of Lemma 1 are satisfied (for a time-delayed sequence), so we conclude that
Taking the total expectation in relation (45), it also follows that For part (b), note that for e i (k) , using
Using the projection nonexpansiveness property of (8), we obtain 
where the last inequality follows by α i (k) ≤ 1 for all i and k and
Using the CauchySchwartz inequality and
where we also use γ i ≥ 1/m. Taking the expectation in (47) conditioned on F k−1 , I k , J k and noting that relation (47) holds with probability γ i , and x i (k) = v i (k) with probability 1 − γ i , we obtain w.p.1 for all k ≥k and i ∈ V
Furthermore, by relation (47) and part (a) we see that lim k→∞ e i (k) = 0 for all i w.p.1.
C. Proof of Lemma 4
The proof of this Lemma makes use of an additional result, which is given below.
Lemma 9: Let {W (k)} be an iid sequence of m × m symmetric and stochastic matrices. Consider a sequence {θ(k)} ⊂ R m generated by the following dynamics:
where λ < 1 is the second largest eigenvalue ofW = EW (k).
Proof: Define the sequences of averaged coordinate values as θ 
if i ∈ {I k , J k } and otherwise [δ (k)] i = 0. Since the matrices W (k) are doubly stochastic for all k ≥ 1, from Lemma 9 we obtain
where [x(k)] = (1/m)1 T y (k). We next consider δ (k) as given by (51), for which we have for all k ≥ 1
Letting z i (k)
and using the projection property in (8), we obtain
Applying the Cauchy-Schwartz inequality, we can obtain
The term ∇f i (v i (k)) 2 can be further evaluated by using the Lipschitz property and the bounded gradient assumption [Assumption 2(d)] 
From the preceding and relation (52), we obtain for all k ≥k with probability 1 
D. Proof of Lemma 5
Let i ∈ {I k , J k }. Then, using the definition of the iterate x i (k) in (4a)-(4c), and Lemma 7(b) with the following identification: Y = X
