We describe a method to explore the configurational phase space of chemical systems. It is based on the Nested Sampling algorithm recently proposed by Skilling [Skilling J. (2004) Bayesian inference and maximum entropy methods in science and engineering. In AIP Conference Proceedings, vol. 735, p. 395.; Skilling J (2006) Nested sampling for general bayesian computation. J of Bayesian Analysis 1:833-860.], and allows us to explore the entire potential energy surface (PES) efficiently in an unbiased way. The algorithm has a simple parameter that directly controls the trade-off between the resolution with which the space is explored and the computational cost. Within this framework, not only does the estimation of expectation values of arbitrary smooth operators at arbitrary temperatures become a simple post-processing step, but by analysing the topology of the samples we are able to visualise the PES in a new and illuminating way. This directly leads to the idea of identifying a discretely valued order parameter with basins and supra-basins of the PES allowing a straightforward and unambiguous definition of macroscopic states of an atomic system and the evaluation of the associated free energies. We demonstrate the use of Nested Sampling on Lennard-Jones clusters.
Introduction
The study of potential energy hypersurfaces (PES) by computational tools is one of the most rapidly developing areas within chemistry and condensed matter physics. The potential energy (or Born-Oppenheimer) surface describes the energy of a group of atoms or molecules in terms of the geometrical structure (the nuclear coordinates), with the electrons in their ground state [1] . The local minima of the potential energy represent metastable states and the global minimum corresponds to the stable equilibrium configuration at zero temperature. The saddle points (of index one) correspond to transition states that link neighbouring local minima and dominate the processes that involve structural change in the atomic configuration. The dimensionality of the PES scales linearly with the number of atoms, however the number of local minima is commonly thought to scale exponentially [2] , which makes exploration of the PES computationally very demanding. For soft matter, liquid and disordered systems, the physics is often dominated by entropic effects, and the calculation of free energies requires a sampling over large regions of the PES. For solid state systems, the unexpected discoveries of new low energy configurations in hitherto unexplored parts of the configurational phase space have consistently appeared prominently in leading scientific journals [3, 4, 5, 6, 7, 8, 9] .
The last decade has seen huge activity in designing simulation schemes that map out complex energy landscapes [10, 11] . Several methods have been developed to map different kinds of energy landscapes, optimised to discover different parts of the PES applicable to different sorts of problems. Global optimisation methods include Basin Hopping [12] , Genetic Algorithms (GA) [13, 14] and Minima Hopping [15] . Temperature Accelerated Dynamics [16] samples rare events while Parallel Tempering [17, 18] , WangLandau Sampling [19] and Metadynamics [20] enable the evaluation of free energies. Each method has its particular set of advantages and disadvantages, but what they have in common is that they (except for some implementations of GA) are all "bottom up" approaches, start from known energy minima and explore neighbouring basins. The essential difference between the methods is in how they move from one basin to another.
A new sampling scheme, Nested Sampling, was recently introduced by Skilling [21, 22] in the field of applied probability and inference, to sample probability densities in high dimensional spaces where the regions contributing most of the probability-mass are exponentially localized. Here we adapt this approach for exploring atomic configurational phase spaces and not only provide a new framework for efficiently computing thermodynamic observ-ables, but show a new way of visualising the pertinent features of a complex energy landscape. This is a "top-down" approach, which starts from a set of random configurations drawn from a uniform distribution, which are thus necessarily in the gas phase, and proceeds to squeeze the sample set to ever lower energies during the sampling process. Rather than just exploration, the aim is to sample the entirety of phase space in such a way that expectation values can be computed to a desired accuracy, using a priori specified computational resources. The data analysis method based on the same sampling scheme has already found use in the unrelated field of astrophysics [23] .
Configurational space
To compute the expectation value of an observable A in the canonical ensemble at a given temperature, in principle one would need to evaluate the
over the microstates of the system, where H is the Hamiltonian, x and p are the positions and momenta, respectively, β is the inverse thermodynamic temperature and Z is the partition function. The exponential Boltzmann factor represents the probability of occupying a given microstate. Let us consider estimating this sum directly by turning it into a sum over a set of sample points {x i },
where the w i are the set of weight factors that represent the relative phase space volume associated with each sample point, U is the potential energy function, and the sum over the momenta, Z p , is separated out as usual. The problem is to find a suitable set of sample points and associated weights.
There is a large degree of efficiency to be gained by sampling coarsely parts of phase space which contribute very little to the overall sum, i.e. those with relatively high energy, and conversely, by refining the sampling in thoseexponentially small-parts of phase space where the energy is low. If a suitable set of sampling points and associated weights is found, that same set can be used to estimate the expectation value of all well-behaved observables. 
Nested Sampling
First we choose the number of sample points, N , that we will be simultaneously working with: this is the basic control parameter of the scheme. Then the Nested Sampling procedure is as follows.
1. Pick N random configurations, drawn from a uniform distribution over the space of all configurations. This initialises the "live set".
2. Find the configuration with the highest energy in the live set, note this energy E i (initially i = 1), and remove this configuration from the live set.
3. Replace the removed configuration with a new one, x , drawn randomly from a uniform distribution over the space of configurations {x} with
4. Check to see if the series {E i } converged to the desired tolerance, if not, go to 2.
At the end, the historic sequence of configurations with energies {E i }, (i = 1, 2, . . .) forms the sample set which is used to estimate expectation values.
In order to calculate the appropriate relative phase space volume w i associated with the sample point having energy E i , we need to consider the probability distribution of the change in phase space volume represented by the live set before and after an iteration. Denoting the sequence of configurational phase space volumes by Γ i after iteration i, the algorithm compresses the volume to Γ i+1 in the next step by the ratio t = Γ i+1 /Γ i . In a given realization this compression ratio, and hence also the corresponding weight w i = Γ i − Γ i+1 in the partition function, is a random variable. Its probability distribution can be obtained from its cumulative distribution as follows. The probability that all N sample points in the next iteration (which are distributed uniformly in phase space inside volume Γ i ) have an energy value which corresponds to a given phase space ratio t is t N . Differentiating, we have P (t) = N t N −1 . To get the average value of the weighting factors, note that
Therefore the phase space volumes are given approximately and on average, by Γ i ≈ exp(−i/N ), and their successive differences, identified with the weights in equation 2, averages to
There are two key points to note about this algorithm. Firstly, the phase space volume represented by the live set decreases exponentially during the process and this allows the scheme to reach (and sample well) exponentially localised parts of phase space in a reasonable number of iterations.
Secondly, the above algorithm does not specify how to generate the new sample point in step 2, only that it should come from a uniform distribution.
Clearly, the cost of generating this new point will influence the efficiency of the method, and it is important that this cost does not rise in an unbounded way as the algorithm progresses. A simple way to generate the new point is to perform a random walk (starting from a randomly selected live point)
that is constrained to visit only points with energies lower than E i [21] . This is equivalent to constructing a Markov Chain with a Metropolis rule that accepts or rejects the trial step depending on whether its energy is less than or greater than E i , respectively. This point of view is helpful because it allows a comparison to searching the phase space using other top-down methods, e.g. simulated annealing [24] : there, the Markov Chain samples the Boltzmann distribution directly, but its efficiency in going over barriers is controlled by temperature, which, in turn, is a function of the annealing schedule.
Finally, note the absence of the temperature β in the sampling algorithm.
Due to the fact that exp(−βE) is a monotonic function of E, the above derivation of the sampling weights is independent of β. Thus the expectation value of any observable can be evaluated at an arbitrary temperature just by resumming over the same sample set, obviating the need to generate a new sample set specific to each desired temperature. Of course, the exponential refinement of the sampling for low energies becomes increasingly less relevant (but not incorrect) at higher temperatures, for which the low energy states contribute less to the partition function. This athermal aspect of the sampling scheme is similar to that of the Wang-Landau method [19, 25, 26] .
However, the convergence problems [27, 28] that typically arise for systems with broken ergodicity are not present in our case, due to the top-down nature of the method: the high energy samples are uniformly distributed, and the low energy samples are directly obtained from the higher energy ones. For a given live set size, Nested Sampling always converges, and this size determines the resolution with which we sample the basins of the PES.
If a particular basin in its energy range has a phase space volume ratio to the rest of the space that is smaller than about 1/N , the probability that a sample point will ever find that basin is small. Therefore, by increasing N , we are able to explore the PES with higher resolution. Notice how this limited resolution is related to an effective minimum temperature: if a sampling set explores basins whose phase space volumes are typically larger than some limit, then there will be a temperature above which these basins will dominate the behaviour of the system due to their entropy.
A toy model
To demonstrate the procedure of mapping an energy landscape, we show how it works on a simple toy model, a two dimensional potential energy surface
given by the sum of three Gaussians, shown in the top panel of Figure 1 .
This surface has two local minima in addition to the global minimum.
We performed a nested sampling run on this surface using 100 live points To carry out the topological analysis of the samples, we construct a graph, also shown in Figure 2 , in which the vertices are the sample points, and we connect them by edges based on the Cartesian distance between the configurations: each vertex is connected to its k nearest neighbours which have a higher energy than itself. Then we successively remove vertices and their associated edges from the graph in a decreasing order in energy. A vertex is identified with a transition state if its removal has resulted in the graph splitting into two or more disconnected subgraphs. Note that the The resulting subgraphs are analysed recursively using the same procedure.
If a subgraph is eliminated without splitting further, it represents a basin associated with a local minimum, and we identify the sample with the lowest energy in this basin as our estimate of the local minimum. In case of our two dimensional test surface we have chosen k = 6. To help visualise the saddle point identification process, in the bottom panel of Figure 2 we show the state of the graph just before it splits into two subgraphs corresponding to the two larger basins.
The main advantage of the nested sampling framework is that beyond the topology of the basins, the phase space volumes can also be estimated. This allows us to draw an energy landscape chart, shown in the bottom panel of Figure 1 , in which the width of the landscape at a given energy level represents the phase space volume enclosed by the subset of samples below that energy. Separate basins are drawn according to our graph analysis.
The usual way of depicting the topology of basins is the disconnectivity graph [29, 30] , or the scaled disconnectivity graph [31] , where the width of the graph is made proportional to the number of minima, while our diagram includes the additional phase space volume information on the shape of the overall energy landscape and the separate basins as well.
Nested Sampling naturally provides an estimate of the errors in the phase space volumes. The gray shading in Figure 1 represents one standard deviation error in the overall phase space volume of the live set. The error in the relative phase space volumes of split basins is estimated as the standard deviation of the multinomial distribution with generator probabilities equal to the relative basin sizes.
Lennard-Jones clusters
Moving beyond our toy model, we demonstrate the new framework in the context of Lennard-Jones (LJ) clusters, which is a favourite testing ground for new phase space exploration schemes, partly because the potential energy function is cheap to calculate and partly because an enormous amount of data has been amassed about the potential energy landscape [1, 12, 32, 33] .
We chose to use a random walk to generate the new configuration in step 3 with a step size that was adjusted during the run to maintain the Metropolis acceptance ratio at about 10%. The results below were generated using about a thousand steps in each random walk. We start by demonstrating the ease with which expectation values of observables can be evaluated by a post-processing step after the sampling run.
The partition function Z contains all the necessary information that is needed to evaluate thermodynamic observables, in particular, we will be interested in the heat capacity, because its peaks are signatures of phase transitions. The partition function is written, as
where
Converting the sum over the spatial microstates into the estimate provided by our sampling, we have
The heat capacity is given by
The expectation value of the energy can be written, using equation (8), in terms of the samples, as
and its derivative with respect to the temperature as
It is important to emphasize again that the sample set, which is expensive to generate, is independent from the temperature, so given the sample set, the heat capacity can be evaluated using the above expression for an arbitrary temperature. We performed Nested Sampling on number of LJ particles in a periodic box, corresponding to a low density of 2.31×10 −3 σ −3 , using a cutoff of 3σ, such that at low temperature the particles aggregate into a cluster.
The heat capacities of small LJ clusters are shown in Figure 3 . The number of live points was increased until convergence of the heat capacity was achieved, at about N = 10000 for the largest clusters (the number of energy evaluations performed during the calculations are shown in Table 1 ). For each size, a shoulder and a large peak is present, corresponding to the melting and the sublimation of the cluster. For our largest clusters with 36 and 38 atoms, the new peak at low temperature corresponds to the Mackay-antiMackay transition, in agreement with previous simulations [34, 35] . These results demonstrate not only that our framework is implemented correctly, but that it offers a general way of exploring complex energy landscapes and evaluating observables. There are only a few control parameters (the main one being the number of live points) and the results are straightforward to converge using them.
In order to construct the energy landscape charts for LJ clusters, a distance metric between the configurations has to be constructed that takes account of the exact symmetries of the Hamiltonian. The metric we use will be described elsewhere [36] , it is calculated in an auxiliary space in which configurations related by an exact symmetry (translations, rotations and particle permutations) are first mapped onto the same point by a continuous mapping. The resulting energy landscape charts are shown in Figure 4 for LJ 7 and LJ 8 . Note that in this case and in general for atomistic systems, in contrast to the toy model, the horizontal scale on which the phase space volume is represented has to be an exponential function of the energy in order to fit the diagram comfortably on a page. It is particularly notable in the top panel of Figure 4 that the two local minima with the highest energies correspond to configurations in which one atom is in the gas phase, and the others form LJ 6 . Such a configuration is a valid one for 7 atoms in a box, and naturally appear in a Nested Sampling run, because it samples the entirety of phase space. Because one atom is in the gas phase, the phase space volume associated with these local minima depends on the box size (in contrast to the phase space volume of the local minima of the complete cluster). For much larger boxes, the entropy of the gas atom would dominate, as expected: matter sublimates at all temperates in an infinite perfect vacuum. Figure 5 shows the energy landscape chart of LJ 13 , a cluster with a highly symmetrical global minimum. The landscape has previously been mapped extensively and has at least 1478 local minima [37] . Our sampling run had just 5000 live points in it, clearly too few to discover all of them, but this is not the aim here. The figure shows an overall view of the PES, with its deep and wide global minimum, very different from smaller clusters, LJ 7 or LJ 8 . The advantage of Nested Sampling is that using it we do not have to discover all local minima to be able to say something about the large scale features of the PES. For larger or more complex systems, which have immense numbers of local minima, such an approach will remain useful, as opposed to those which attempt to catalogue all minima one by one.
In case of the cluster LJ 36 , the Mackay-anti-Mackay transition and a small peak on the heat capacity curve can be observed at low temperature.
In order to see how these properties are reflected in the energy landscape, we calculated the expectation value of the energy (see equation (11)) at several temperatures around the heat capacity peak. According to these energy values we draw the relevant part of the energy landscape chart, as shown in Figure 6 . Near an energy value that corresponds to the temperature of the heat capacity peak, a widening of the energy landscape can be observed, indicating that the number of available states becomes suddenly larger. This suggest that the observed low temperature behaviour of LJ 36 cannot be simply explained in terms of a small number of local minima, but it is a more general property of the entire PES.
The ability to compute the partition function and hence the absolute Only 5000 live points were used, and therefore few of the known local minima appear explicitly, one of them is shown. Nevertheless, the overall structure of the energy landscape is evident, and is distinctly different from that of the smaller clusters. The gray region represents the one standard deviation error in the phase space volumes. Only 2000 live points were used, and therefore very few of the local minima appear explicitly, a few of them are shown, and all have a relative phase space volume that is smaller than the error. The insets show the heat capacity of the LJ 36 system on two different scales. The energy values corresponding to the specific temperatures are also shown on the energy landscape chart by blue lines, demonstrating how the widening of the landscape is related to the low temperature peak on the heat capacity curve. Table 1 : Number of energy evaluations needed to produce a converged nested sampling run (converged in terms of the heat capacity curve) of LennardJones clusters, at ρ = 2.31 × 10 −3 σ −3 , using a cutoff of 3σ
Number of atoms Number of energy evaluations 2-5 2.8 × 10 6 6-10 3.6 × 10 The band corresponding to LJ 13 is wider than its neighbouring bands, mostly obscuring the region corresponding to LJ 14 . LJ 19 is so much more favourable than LJ 20 that there is no region where the latter is stable and the former is not.
Free energy and a discrete order parameter
A large part of solid state physics, chemistry and materials science is concerned with the question of which phase a system is in under given conditions. The existence of thermodynamic phase transitions can be discovered using the appropriate response functions, as demonstrated above. The actual microscopic identification of the different phases however is much more subjective, since it requires some sort of externally defined order parameter, typically a collective function of atomic coordinates.
The degree of arbitrariness in the choice of order parameter becomes a major problem when dealing with phases that correspond to different atomic structures, e.g. the various local minima of clusters. Corresponding free en- The Nested Sampling framework suggests a natural solution to these problems. Having explored the energy landscape at a given resolution, we obtain a hierarchical tree of basins. We suggest that the order parameter that corresponds to the natural philosopher's question "Which state is the system in?" is simply the identity of an energy landscape basin or suprabasin (the latter is defined as a collection of basins each reachable from the others without having to traverse a configuration with higher energy than the highest escape barrier from the collection). Accordingly, we label each basin and supra-basin, and use this label as a discrete order parameter.
Since every sample point can then be assigned to a basin or supra-basin and therefore to a particular value of this order parameter, computing free energies is straightforward. An example of this is shown in Figure 8 for LJ 6 . The basin structure is labelled with three colours. The free energy corresponding to the two minima are calculated using the sample points in the corresponding basins only, while the free energy barrier is defined as the free energy of the states in the blue region-those above both basins. This identification is natural: in order to pass from one basin to the other, the system has to enter the region above them.
Note that the attempt to compute the same free energies and free energy barrier by running constrained molecular dynamics, using the distance between the atoms that are furthest in the global minimum as an order parameter, fails because the metastable state is degenerate. To explore starting from a known low energy minimum, say at E 0 , we use Nested Sampling in the following way. We choose an energy level above that of the starting configuration, say E 1 > E 0 and replicate it N times, where N is again going to determine the resolution with which we explore.
We let these N configurations perform random walks with the usual infinite energy barrier at E 1 . After equilibration, we perform the customary "topdown" Nested Sampling using the set of N points as a starting live set, and check energy landscape chart. If the final configurations are all back at E 0 ,
we have not found a new basin, and repeat the above with a new energy level E 2 > E 1 , and carry on until we find a new basin. At this point, we
have the necessary samples to compute the relative phase space volumes, and hence the relative free energies corresponding to the basins we found.
This procedure could in principle be carried out recursively, thus building up an energy landscape chart "bottom-up". The alternation of "top down"
and "bottom up" phases of this algorithm is necessary to get the correct relative phase space volumes at each energy level.
We carried out one cycle of the above "bottom-up" algorithm for LJ 38 .
As an illustration, our walkers are projected into two dimensions (using Q 6
and W 6 [39, 40] as axes) shown on Figure 9a . Even after 1 million steps, the distribution of walkers started from three different locations has not equilibrated yet, showing how extremely constricted the energy landscape is in this system even at the energy of −153 , where we carried out the random walk, some way above the lowest known transition energy between the two lowest minima [41] (which is at −165 ). After 20 million steps, the walker distribution has equilibrated (at least in this projection), and we take the approximation that the relative basin sizes measured at this energy level is the same as the one at the barrier. Because in this case the configurations are above the barrier between the icosahedral and octahedral supra-basins, our previous method of automatically identifying basins was not used, and we identified each configuration with a supra-basin by relaxing it and noting the resulting location on the Q 6 -W 6 diagram. Out of 28000 configurations, 25 was found to be truncated octahedral. The resulting relative free energy and barrier are plotted on Figure 9b as a function of temperature. Our value for Figure 9 : a) Scatter plot of 28000 random walkers after 1 million steps for the LJ 38 system at an energy of −153 , starting from three different initial configurations: global minimum (cyan), lowest energy icosahedral metastable minimum (black) and another icosahedral local minimum (magenta). The two axes represent the average Q 6 and W 6 parameters of the clusters; b) Free energy of the metastable local minimum of LJ 38 and the free energy barrier, referenced to the free energy of the global minimum. Dashed lines represent one standard deviation error. The inset shows the energy landscape chart, with the dashed red line representing the energy level where the measurement of the relative basin sizes, show in red, were carried out. The digit in parentheses represents the error in the last digit.
the crossover is markedly lower than the previous estimate of T = 0.12 [41] , corresponding to our lower estimate of the size of the octahedral basin.
Using the newly obtained samples, we can refine the heat capacity curve for LJ 38 , which now shows a new peak at very low temperature, corresponding to the octahedral/icosahedral transition (dashed line in Figure 3 ).
Conclusion
We described a new framework for efficiently sampling complex energy landscapes, based on Nested Sampling. This "top-down" approach is inherently unbiased and its resolution can be adjusted to suit the available computational resources. Although it can be used as a tool to search for specific local (or even global) minima, we expect that one of its main strengths will be that it can provide an approximate picture of the large scale features of the landscape using only modest resources. Beyond the qualitative description, the sample points form a "good" for evaluating expectation values of observables, especially at low temperatures corresponding to solid and liquid regimes of materials where the partition function is dominated by regions of phase space having exponentially small volume.
Furthermore, the topological analysis of the potential energy landscape can be used to discover large scale basins and identify them with the macroscopic states of the system. The associated order parameter thus takes a set of discrete values which simply index the basins. The knowledge of the phase space volumes associated with each such basin allows the direct evaluation of the free energy corresponding to each value of this order parameter, and hence give information on the relative stability of the macroscopic states.
