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We consider the existence of multiple positive solutions to the steady state reaction
diffusion equation with Dirichlet boundary conditions of the form:⎧⎨
⎩−u = λ
[
u − u
2
K
− c u
2
1+ u2
]
, x ∈ Ω,
u = 0, x ∈ ∂Ω.
Here u = div(∇u) is the Laplacian of u, 1
λ
is the diffusion coeﬃcient, K and c are
positive constants and Ω ⊂ RN is a smooth bounded region with ∂Ω in C2. This
model describes the steady states of a logistic growth model with grazing in a spatially
homogeneous ecosystem. It also describes the dynamics of the ﬁsh population with natural
predation. In this paper we discuss the existence of multiple positive solutions leading to
the occurrence of an S-shaped bifurcation curve. We prove our results by the method of
sub-supersolutions.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Consider the nonlinear boundary value problem⎧⎨
⎩−u = λ
[
u − u
2
K
− c u
2
1+ u2
]
=: λ f (u), x ∈ Ω,
u = 0, x ∈ ∂Ω,
(1)
where u = div(∇u) is the Laplacian of u, 1
λ
is the diffusion coeﬃcient, K and c are positive constants and Ω ⊂ RN
is a smooth bounded region with ∂Ω in C2. Here u is the population density and u − u2K represents logistics growth.
This model describes grazing of a ﬁxed number of grazers on a logistically growing species (see [8,9]). The assumptions
are that the ecosystem is spatially homogeneous and the herbivore density is a constant which are valid assumptions
for managed grazing systems. The rate of grazing is given by cu
2
1+u2 . This term saturates to c at high levels of vegetation
density as the grazing population is a constant. This model tries to capture the phenomena of bistability and hysteresis
and provides qualitative and quantitative information for ecosystem managements. This model has also been applied to
describe the dynamics of ﬁsh populations. In such cases the term cu
2
1+u2 corresponds to natural predation. For more details
see [8,10,12,14].
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Instead of working with the particular reaction term in (1) we will prove our results for a class of functions f which
satisfy the following hypothesis:
(H1) f ∈ C2([0,∞)), f (0) = 0, f ′(0) = 1, f (u) > 0 on (0, r0) and f (u) < 0 for u > r0.
Under this hypothesis it is well known that for λ > λ1(Ω) there always exists a positive solution where λ1(Ω) is the
principle eigenvalue of the operator − with Dirichlet boundary conditions. It is also trivial to prove that there is no
solution for λ  λ1(Ω). The main focus of this paper is to prove the existence of at least three positive solutions for a
certain range of λ and hence produce an S-shaped bifurcation curve originating from the trivial branch at (λ1(Ω),0) (see
Fig. 1). The study of S-shaped bifurcation curves for positone problems ( f (0) > 0) has a rich history (see [2,3,6,11]). Even
in the case of positone problems proving multiplicity results for nonlinearities with falling zeros is much harder and often
not possible (see example (iv) in [3]). Here we deal with a situation when f (0) = 0 and when f is a rather complicated
nonlinearity with a falling zero.
To precisely state our multiplicity result, for 0< a < b, let
Q (a,b,Ω) := max{λ1(BR),
b
f (b) (
N+1
N )
N+1 N2
R2
}
min{ a‖eΩ‖∞ f ∗(a) , 2NMf (b)R2 }
,
where BR = B(0, R) is the largest inscribed ball on Ω , eΩ is the unique positive solution of −e = 1 in Ω , e = 0 on ∂Ω
and f ∗(s) =maxt∈[0,s] f (t). We establish:
Theorem 1.1. Let m,M ∈ (0, r0) be such that f is non-decreasing in (m,M). Assume there exist b ∈ [m,M] and a ∈ (0,b) such that
Q (a,b,Ω) < 1. Then (1) has three positive solutions for λ ∈ (max{λ1(BR), bf (b) ( N+1N )N+1 N
2
R2
},min{ a‖eΩ‖∞ f ∗(a) , 2NMf (b)R2 }).
We will use the method of sub-supersolutions to prove our results. By a subsolution (supersolution) of (1) we mean a
function ψ ∈ W 1,2(Ω) ∩ C(Ω¯) that satisﬁes∫
Ω
∇ψ.∇q ()
∫
Ω
λ f (ψ)q,
ψ  () 0, x ∈ ∂Ω
for every q ∈ {η ∈ C∞0 (Ω): η 0 in Ω}. Then the following lemma holds (see [1]).
Lemma 1.2. Let ψ be a subsolution of (1) and φ be a supersolution of (1) such that ψ  φ . Then (1) has a solution u such that
ψ  u  φ .
To establish our main multiplicity result we use the following very useful result discussed in [1,13]. Note here that by
ψ1 < ψ2 we mean that ψ1 ψ2 and ψ1 
= ψ2.
Lemma 1.3. Suppose there exist a subsolution ψ1 , a strict supersolution Z1 , a strict subsolution ψ2 and a supersolution Z2 for (1) such
that ψ1 < Z1 < Z2 , ψ1 < ψ2 < Z2 and ψ2  Z1 . Then (1) has at least three distinct solutions u1,u2 and u3 such that ψ1  u1 <
u2 < u3  Z2 .
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We prove Theorem 1.1 in Section 2. In Section 3 we apply our results in the case when f (u) = u − u2K − c u
2
1+u2 . This
study is motivated by the results in [10,14] where such a multiplicity result for the case N = 1 was discussed. Here we
extend this study for the higher dimension case. In Appendix A we provide more detailed results for the case N = 1 using
the quadrature method discussed in [3,7].
2. Proof of Theorem 1.1
To establish the multiplicity result we have to construct a subsolution ψ1, a strict supersolution Z1, a strict subsolution
ψ2 and a supersolution Z2 for (1) such that ψ1 < Z1 < Z2, ψ1 < ψ2 < Z2 and ψ2  Z1.
Let BR be the largest inscribed ball in Ω . Deﬁne
ψ1(x) =
{
	˜φ1(x), x ∈ BR ,
0, x ∈ Ω − BR ,
where φ1 > 0 is an eigenfunction corresponding to λ1(BR) and 	˜ > 0. Then ψ1 ∈ W 1,2(Ω) ∩ C(Ω¯) and ψ1 = 0 on ∂Ω . Now
−ψ1 = −	˜φ1 = 	˜λ1(BR)φ1, x ∈ BR . (2)
Let H(s) = λ f (s)− λ1(BR)s. Then H ′(s) = λ f ′(s)− λ1(BR), H(0) = 0 and H ′(0) = λ− λ1(BR). Since we are interested in the
λ range λ > λ1(BR), clearly H ′(0) > 0. So for 	˜ ≈ 0 we have H(	˜φ1) = λ f (	˜φ1)−λ1(BR)(	˜φ1) 0. Hence from (2), for 	˜ ≈ 0
we have
−ψ1 = 	˜λ1(BR)φ1  λ f (	˜φ1) = λ f (ψ1), x ∈ BR ,
while outside BR we have −ψ1 = 0= λ f (0) = λ f (ψ1). Thus ψ1 is a positive subsolution.
For the large supersolution choose Z2 = r0. Then −Z2 = 0  f (r0) = f (Z2) making Z2 a positive supersolution. For
	˜ ≈ 0 clearly ψ1  Z2.
Now for the smaller strict supersolution deﬁne Z1 = aeΩ‖eΩ‖∞ , where eΩ is the unique positive solution of −e = 1 in Ω ,
e = 0 on ∂Ω . Since λ < a‖eΩ‖∞ f ∗(a) , −Z1 = a‖eΩ‖∞ > λ f ∗(a)  λ f ∗( aeΩ‖eΩ‖∞ )  λ f ( aeΩ‖eΩ‖∞ ) = λ f (Z1) in Ω . Here f ∗(s) =
maxt∈[0,s] f (t). Hence Z1 is a strict supersolution.
We will now construct the strict subsolution ψ2. Let
f˜ (u) =
{
fˆ (u), u <m,
f (u), u m
where fˆ (u) is deﬁned so that the function f˜ (u) is strictly increasing on (0,M) and f˜ (u) f (u) (see Fig. 2). Let
ρ(r) =
{1, r ∈ [0, 	],
1− [1− ( R−rR−	 )β ]α, r ∈ (	, R], α,β > 1.
Note that
ρ ′(r) =
{0, r ∈ [0, 	],
−αβ[1− ( R−rR−	 )β ]α−1( R−rR−	 )β−1, r ∈ (	, R], α,β > 1
and |ρ ′(r)| < αβ . Now deﬁne w(r) := bρ(r) andR−	
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{
ψ˜2, x ∈ BR ,
0, x ∈ Ω − BR ,
where ψ˜2 is the solution of⎧⎨
⎩−ψ˜
′′
2 (r) −
N − 1
r
ψ˜ ′2(r) = λ f˜
(
w(r)
)
, r ∈ (0, R),
ψ˜ ′2(0) = 0= ψ˜2(R).
Then ψ2 ∈ W 1,2(Ω) ∩ C(Ω¯) and ψ2 = 0 on ∂Ω . We will now establish that ψ˜2(r) ∈ (w(r),M] on [0, R). Then −ψ2 =
λ f˜ (w(r)) < λ f˜ (ψ˜2(r)) λ f (ψ2(r)) on [0, R) while outside BR we have −ψ2 = 0= λ f (0) = λ f (ψ2) and hence ψ2 will be
a strict subsolution.
First we will show that ψ˜2(r) M . Now(
rN−1ψ˜ ′2(r)
)′ = −λrN−1 f˜ (w(r)),
ψ˜ ′2(r) =
−λ
rN−1
r∫
0
sN−1 f˜
(
w(s)
)
ds,
ψ˜2(t) − ψ˜2(0) = −
t∫
0
λ
rN−1
{ r∫
0
sN−1 f˜
(
w(s)
)
ds
}
dr.
But ψ˜2(R) = 0. Hence we get
ψ˜2(0) =
R∫
0
λ
rN−1
{ r∫
0
sN−1 f˜
(
w(s)
)
ds
}
dr
 λ f˜ (b)
N
R∫
0
r ds
= λ f (b)
2N
R2
(
since bm and f˜ (s) = f (s) for sm).
But λ < 2NM
f (b)R2
. Hence ‖ψ˜2‖∞ = ψ˜2(0) < M .
Next to establish ψ˜2 > w on [0, R] we will show that ψ˜ ′2 < w ′  0 on [0, R]. This will be suﬃcient since ψ˜2(R) =
w(R) = 0. Now w ′ = 0 and ψ˜ ′2 < 0 in the interval [0, 	) and hence ψ˜ ′2 < w ′  0 in that interval. For r > 	 we have
−ψ˜ ′2(r) =
λ
rN−1
r∫
0
sN−1 f˜
(
w(s)
)
ds
 λ
rN−1
	∫
0
sN−1 f˜
(
w(s)
)
ds
= λ
rN−1
	∫
0
sN−1 f˜ (b)ds
(
since ρ(s) = 1, s < 	)
 λ f˜ (b)
RN−1
	∫
0
sN−1 ds
= λ f (b)
RN−1
	N
N
(
since bm and f˜ (s) = f (s) for sm).
We also know that |w ′(r)| bαβR−	 . Hence |ψ˜ ′2(r)| > |w ′(r)| if λ > αβ bf (b) NR
N−1
(R−	)	N . But min0<	<R
1
(R−	)	N = (N+1)
N+1
NN RN+1 and this
minimum is achieved at 	0 = NRN+1 . Since λ > bf (b) N
2
R2
( N+1N )
N+1 = bf (b) NR
N−1
(R−	0)	N0
we can choose 	 = 	0 and α,β > 1 such
that λ > αβ bf (b)
NRN−1
N . Hence |ψ˜ ′2(r)| > |w ′(r)| on (0, R). This implies w < ψ˜2. Thus ψ2 is a strict subsolution of (1) if(R−	0)	0
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b
f (b)
N2
R2
( N+1N )
N+1 < λ < 2NM
f (b)R2
. Moreover ψ˜2(0) > w(0) = b > a = ‖Z1‖∞ , i.e. ψ2  Z1. Hence by Lemma 1.3 Theorem 1.1
holds.
3. Results for the example f (u) = u − u2K − c u
2
1+u2
First we will analyze some properties of this nonlinearity. We will show that for large K we can ﬁnd values of c for
which the function f (u) = u − u2K − c u
2
1+u2 satisﬁes (H1) and we will also identify m,M such that f is increasing in (m,M).
Clearly f ∈ C2([0,∞)), f (0) = 0 and f ′(0) = 1. Now we will prove that the other assumptions in Theorem 1.1 hold in the
given example.
Proposition 3.1. If c > 8
3
√
3
then for K large there exist three points m1,m2 and m3 such that 0<m1 <m2 <m3 and f ′(mi) = 0 for
i = 1,2,3.
Proof. We have f ′(u) = 1 − 2uK − 2cu(1+u2)2 . So f ′(u) = 0 when 1 − 2uK = 2cu(1+u2)2 . Let g(u) := 2cu(1+u2)2 . Here 1 − 2uK is a line
passing through (0,1) and with slope − 2K . We will prove that for K  1, this line will cut g(u) at three different points.
We have g(u)  0, g(0) = 0 and limu→∞ g(u) = 0. Since g′(u) = 2c 1−3u2(1+u2)3 , we can see that g(u) achieves a maximum of
3
√
3c
8 at u = 1√3 , if maxx∈(0,∞)g(u) =
3
√
3c
8 > 1 then for K large the line 1 − 2uK will cut g(u) at exactly three different
points. Hence if c > 8
3
√
3
and K is large, then there are exactly three positive points m1 <m2 <m3 such that f ′(mi) = 0 for
i = 1,2,3. 
Proposition 3.2. If c < 2 then for K  1 there exists a unique r0 > 0 such that f (r0) = 0.
Proof. If c < 8
3
√
3
, then from the geometry discussed above it is clear that for K large f (u) has a unique positive zero. Now
consider the case 8
3
√
3
< c < 2. Since c > 8
3
√
3
by Proposition 3.1 we have for K large, there exist three positive numbers
m1,m2 and m3 such that f ′(mi) = 0 for i = 1,2,3. Clearly the function f (u) has a relative minimum at u = m2. We will
prove that f (m2) > 0 for K  1. This implies that f (u) has a unique positive zero. It is clear from Fig. 3 that there
exists a constant M2 such that m2 < M2 for all K . In fact m2 =m2(K ) is a continuous decreasing function of K such that
m2(K ) ∈ ( 1√3 ,M2). Also limK→∞ f (m2) = z− c
z2
1+z2 for some z ∈ ( 1√3 ,M2). But h(z) = z− c
z2
1+z2 > 0 for z > 0 if c < 2. Hence
limK→∞ f (m2) > 0. Thus for K large there exists a unique r0 >m3 such that f (r0) = 0. 
Thus given c ∈ ( 8
3
√
3
,2) we can ﬁnd K large so that f (u) is increasing on (m2(=m),m3(= M)) and there exists a unique
r0 > 0 such that f (r0) = 0, i.e. f (u) satisﬁes (H1).
Next we will select candidates for b ∈ [m2,m3] and a ∈ (0,b) using which later we will show that Q (a,b,Ω) < 1.
The point at which the function uf (u) has a minimum would be an ideal value for b (see Fig. 4). We have (
u
f (u) )
′ = f (u)−u f ′(u)
( f (u))2
.
Hence the critical points of u are given by f (u) − u f ′(u) = 0 and in particular the non-zero critical points are given byf (u)
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1
K − c1+u2 + 2c(1+u2)2 = 0. Solving for u we get the positive critical points as α =
√
cK−2−√cK (cK−8)
2 and β =
√
cK−2+√cK (cK−8)
2 .
Hence uf (u) has a relative minimum at β . Since β → ∞ as K → ∞ and m2 is bounded we have β ∈ [m2,m3] for large K .
Choose b = β . Next we choose a ∈ (m2,b) such that f (a) = f ∗(a) = f (m1). This is possible since f (m1) is bounded while
f (b) → ∞ as K → ∞. (See Proposition 3.3 which follows next where it will be established that limK→∞ bf (b) = 1. But
limK→∞ b = ∞. Hence f (b) → ∞ as K → ∞.)
Proposition 3.3.
(i) b
√
cK and m3 >
K
4 for K  1.
(ii) limK→∞ bf (b) = 1 and limK→∞ m3f (b) = ∞.
Proof. (i) We have b =
√
cK−2+√cK (cK−8)
2 =
√
cK−2+cK
√
(1− 8cK )
2 
√
cK . Now f ′(u) = 1 − 2uK − 2cu(1+u2)2 . So f ′( K4 ) = 12 −
cK
2(1+ K216 )2
> 0 and f ′( K2 ) = − cK
(1+ K24 )2
< 0 for K  1. Hence m3 > K4 for K  1.
(ii) We have limK→∞b = limK→∞
√
cK−2+√cK (cK−8)
2 = ∞. From (i) we have b 
√
cK . Hence limK→∞ bK 
limK→∞
√
cK
K = 0. Thus limK→∞ bf (b) = limK→∞ bb− b2K −c b21+b2
= limK→∞ 11− bK −c b1+b2
= 1. Finally limK→∞ m3f (b) 
limK→∞ K
4(b− b2K −c b
2
1+b2 )
= ∞. 
Now we will discuss the existence of at least three positive solutions for a certain range of λ (see Theorem 1.1) by
establishing that Q (a,b,Ω) < 1. In particular we will analyze the following two cases: (A) Ω is a ball in RN and (B) Ω is
a general bounded domain in RN .
(A) When Ω is a ball
We will now prove that when Ω is a ball of radius R (i.e. Ω = BR ) in RN with N < 8 there exist K  1 and c close to
2 such that Q (a,b, BR) < 1.
First for u ∈ [0,M2] and c = 2 we consider the function h(u) := limK→∞ f (u) = u − 2 u21+u2 . Note that h′(u) = 1− 4u(1+u2)2
and solving h′(u) = 0 we get m1 ≈ 0.2956 and m2 = 1. Solving f (u) = f (m1), u 
=m1, we get a ≈ 1.5437 (see Fig. 5). Hence
a
f ∗(a) = af (m1) ≈ 11.4445.
Our aim is to prove that for c = 2 − δ, where δ ≈ 0 and K  1, Q (a,b, BR) < 1. We have already seen that
b
f (b) → 1 and m3(=M)f (b) → ∞ as K → ∞. Hence Q (a,b, BR) < 1 if max{λ1(BR), ( N+1N )N+1 N
2
R2
} < a‖eBR ‖∞ f ∗(a) =
11.4445
‖eBR ‖∞ , i.e.
if λ1(BR)‖eBR ‖∞ < 11.4445 and ( N+1 )N+1 N
2
2 ‖eBR ‖∞ < 11.4445.N R
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Fig. 6. General domain Ω .
Next we evaluate ‖eBR ‖∞ . We have −e = 1 in BR , e = 0 on ∂BR . Then e is radial, radially decreasing and satisﬁes⎧⎨
⎩−e
′′(r) − N − 1
r
e′(r) = 1, r ∈ (0, R),
e′(0) = 0= e(R).
Solving this boundary value problem we obtain e(r) = 12N (R2 − r2). From this it follows that ‖eBR ‖∞ = e(0) = R
2
2N . Now the
principal eigenvalue λ1 when Ω is a ball of radius R is given by,
λ1(BR) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
π2
4R2
≈ 2.4674
R2
, N = 1,
j20,1
R2
≈ 5.7832
R2
, N = 2,
j N
2 −1,1
R2
, N  3,
where jn,1 is the ﬁrst zero of the Bessel function of order n (see [5]). From [4] we have jn,1 < (n + 1) 12 ((n + 2) 12 + 1) for
n > −1. Hence for N  3, we get λ1(BR)‖eBR ‖∞ =
j N
2 −1,1
2N 
( N2 )
1
2 (( N2 +1)
1
2 +1)
2N = 12√2 (
√
N+2
2N + 1√N ) < 1 <
a
f ∗(a) . We also have
λ1(BR)‖eBR ‖∞ = 2.46742 and λ1(BR)‖eBR ‖∞ = 5.78324 when N = 1 and N = 2 respectively. Thus λ1(BR)‖eBR ‖∞ < af ∗(a) for
all N .
Next we have N
2
R2
( N+1N )
N+1‖eBR ‖∞ = N2 ( N+1N )N+1. Further the function y = N2 ( N+1N )N+1 is increasing for positive N and
N
2 (
N+1
N )
N+1 < af ∗(a) (= 11.4445) for N < 8. Thus for N < 8, Q (a,b, BR) < 1 when c ≈ 2 and K  1.
(B) When Ω is a general bounded domain
When Ω is a general bounded region we will establish a suﬃcient condition on the geometry of the region for our
multiplicity result to hold. Let R1 > 0, R2 > 0 be such that BR2 = B(0, R2) ⊆ Ω ⊆ BR1 = B(0, R1) (see Fig. 6). Let −eBR1 = 1
in BR1 , eBR1 = 0 on ∂BR1 . Then eBR1 is a supersolution of the problem −eΩ = 1 in Ω , eΩ = 0 on ∂Ω . Hence ‖eΩ‖∞ ‖eBR ‖∞ .1
E. Lee et al. / J. Math. Anal. Appl. 381 (2011) 732–741 739As in the case when the domain is a ball, we will try to prove that for c = 2− δ (where δ > 0 is very small) and K  1,
Q (a,b,Ω) < 1. Now Q (a,b,Ω) < 1 if max{λ1(BR2 ), ( N+1N )N+1 N
2
R22
} < a‖eΩ‖∞ f ∗(a) = 11.4445‖eΩ‖∞ , i.e. if λ1(BR2 )‖eΩ‖∞ < 11.4445
and ( N+1N )
N+1 N2
R22
‖eΩ‖∞ < 11.4445.
For N  3, we get λ1(BR2 )‖eΩ‖∞  λ1(BR2 )‖eBR1 ‖∞ =
j N
2 −1,1
2N
R21
R22
 (
N
2 )
1
2 (( N2 +1)
1
2 +1)
2N
R21
R22
= 1
2
√
2
(
√
N+2
2N + 1√N )
R21
R22
<
R21
R22
.
If N = 1 we have λ1(BR2 )‖eΩ‖∞  λ1(BR2 )‖eBR1 ‖∞ = 2.46742
R21
R22
= 1.2337 R21
R22
and if N = 2 we have λ1(BR2 )‖eΩ‖∞ 
λ1(BR2 )‖eBR1 ‖∞ = 5.78324
R21
R22
= 1.4458 R21
R22
. Thus λ1(BR2 )‖eΩ‖∞ < af ∗(a) = 11.4445 for all N whenever
R21
R22
< 11.44451.4458 =
7.91569.
Next we have ( N+1N )
N+1 N2
R22
‖eΩ‖∞  ( N+1N )N+1 N
2
R22
‖eBR1 ‖∞ = N2 ( N+1N )N+1
R21
R22
. Hence in the general domain case if
R21
R22
<
min{7.91569, 2N ( NN+1 )N+111.4445} then Q (a,b,Ω) < 1 when c ≈ 2 and K  1. Note that 2N ( NN+1 )N+111.4445 > 1 when
N < 8.
Appendix A
Consider the two point boundary value problem
{−u′′ = λ f (u), x ∈ (0,1),
u(0) = 0= u(1), (3)
where f satisﬁes the following hypotheses:
(G1) f ∈ C2([0,∞)) and f (u) > 0 for 0< u < r0 for r0 > 0;
(G2) there exists k 0 such that f (u) − f (v)−k(u − v) for all u, v ∈ [0, r0) with u > v;
(G3) r0 < ∞ and f (r0) = 0.
Using the quadrature method the solution u = u(x) is deﬁned by
u(x)∫
0
dz√[F (ρ) − F (z)] =
√
2λx, 0< x<
1
2
,
where F (s) := ∫ s0 f (t)dt , provided
√
λ = √2
ρ∫
0
dz√[F (ρ) − F (z)] := G(ρ).
Here ρ = u( 12 ) = ‖u‖∞ . Since f (ρ) > 0 and F (ρ) > F (z) for all 0  z < ρ , it follows that G(ρ) exists for all ρ > 0. Infact
G(ρ) is a continuous function. We also have
G ′(ρ) = √2
1∫
0
H(ρ) − H(ρs)
[F (ρ) − F (ρs)] 32
ds
where H(u) = F (u) − u2 f (u). Then we have the following lemma from [3].
Lemma 4.1.
(a) If the bifurcation curve of (3) is S-shaped, then H ′(ρ) < 0 for some 0<ρ < r0 .
(b) If there exists positive ρ0 < r0 such that H(ρ0) < 0, then (3) has at least three solutions for a certain range of λ.
Consider the case f (u) = u − u2K − c u
2
1+u2 . Clearly, given c < 2 ﬁxed then for K  1 f satisﬁes (G1)–(G3) (see Proposi-
tion 3.2). Hence G(ρ) is deﬁned for all ρ ∈ S = (0, r0).
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Fig. 8. Bifurcation diagram with c = 1.5 and K = 10. Here r0 = 8.19687.
Fig. 9. Bifurcation diagram with c = 1.5 and K = 25. Here r0 = 23.4004.
Now we will show that there exists ρ0 ∈ (0, r0) such that H(ρ0) < 0. We have H(u) = F (u) − u2 f (u) = u
3
6K + c( u
3
2(1+u2) −
u + tan−1(u)) and H ′(u) = 12 ( f (u) − u f ′(u)). The zeros of H ′(u) are the same as the zeros of ( uf (u) )′ and in Section 4 we
have already found that the positive roots of ( uf (u) )
′ are α =
√
cK−2−√cK (cK−8)
2 and β =
√
cK−2+√cK (cK−8)
2 . Hence H(u) has
a maximum at u = α and a minimum at u = β . From Proposition 3.2 we have β < r0 for K  1. We will now show that
H(β) < 0 for K  1, giving H(u) the shape shown in Fig. 7.
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We have
H(β) = β
3
6K
+ c
(
β3
2(1+ β2) − β + tan
−1(β)
)
= β
2
6K
β + c
(
β2
2(1+ β2)β − β + tan
−1(β)
)
 c
6
β + c
(
β
2
− β + π
2
)
= c
(
−1
3
β + π
2
)
.
Clearly β → ∞ as K → ∞ and hence limK→∞ H(β) < 0. Hence by Lemma 4.1 we have the following theorem.
Theorem 4.2. Given c < 2 ﬁxed then for K  1 the boundary value problem (3) has at least three solutions for a certain range of λ.
We used Mathematica to compute
√
λ = G(ρ) in the case when f (u) = u − u2K − c u
2
1+u2 and plotted the bifurcation
diagrams. In Figs. 8 and 9 bifurcation diagrams for a certain value of c and K are given. In Fig. 10 the region of (c, K )-plane
that satisﬁes the hypothesis of Theorem 4.2 is given. For all values of c and K , that lies in the region enclosed by these
curves, the two point boundary value problem given in (3) will have at least three different solutions for a certain range of
λ values.
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