Abstract-This research work presents a low-level radio frequency (RF) control method based on the in-phase, I, and quadrature, Q, components of the RF signal. The proposed method uses only the main four arithmetic operations, i.e., addition, subtraction, multiplication, and division, which makes this control method suitable for implementation on the fieldprogrammable gate array. The control scheme is adaptive in the sense that it estimates the system response on-the-fly, and therefore, it is robust against changes in the loop phase and/or gain during the operation.
I. INTRODUCTION
L OW-LEVEL radio frequency (LLRF) systems provide control over accelerator beamlines by stabilizing the amplitude and phase of the accelerating field inside cavities. The high-power RF sources that feed the accelerating cavities must be precisely controlled against variations and disturbances to have best beam quality. The main control objective in the LLRF system is to keep the RF voltage as constant as possible against disturbances up to a certain frequency. To do this, the LLRF system measures the amplitude and phase of the cavity field to estimate the error, and feeds it back to the high-power RF source.
In LLRF systems that measure the I and Q components of the RF signal and act also on the I and Q values, there are two common control approaches to fulfill this requirement either acting directly on the I and Q components of the RF voltage [1] - [3] , called the I -Q method, or on the amplitude and phase components [4] - [7] , called the Amp-Ph method. The amplitude and phase values are calculated from the measured I and Q signals. The updated amplitude and phase values are then converted back to the I -Q coordinates to be applied to the vector modulator. Using amplitude and phase as the control variables has the advantage that the two variables can be often controlled independently of each other. This is because the cross-coupling between the amplitude and phase is normally insignificant. However, this approach requires two stages of coordinate conversion (Cartesian to polar and polar to Cartesian). This means that, for implementation on the fieldprogrammable gate array (FPGA), several CORDIC units [8] are required to apply the trigonometric functions. In addition, a phase unwrapping mechanism must be employed to avoid phase jumps near the limits, for example, at ±180°. These computations can be expensive in an FPGA and may require significant resources. Therefore, for machines that require fast feedback loops, the control approach is usually based on I and Q, rather than amplitude and phase. In the feedback implementation based on amplitude and phase, the control algorithm can be as simple as two separate proportionalintegral-derivative (PID) loops. Whereas, in the I and Q method, the two quantities cannot be controlled separately because of the loop phase, that is, acting on the I channel can also affect the measurement on the Q channel. In some implementations, this problem is treated by calibrating the loop phase to zero before running the feedback loop [2] , [3] . With zero loop phase, the I and Q variables can be controlled separately, as in the case of amplitude and phase. However, the calibration must be repeated from time to time due to the system drift and other dynamic processes in the system.
In this paper, we introduce an adaptive control method based on I and Q signals, which identifies the system response on-the-fly. This estimated system response is then used to determine the optimal control input. Early developments in adaptive control trace back to the 1940s. Since then, adaptive control has remained in the mainstream of control theory and application [9] - [12] . The objective of adaptive control is to maintain closed-loop performance of a system under uncertainty or unknown variation in plant's parameters. In this paper, the control method is developed for LLRF systems that operate in pulsed mode and the feedback runs pulse to pulse (rather than intra-pulse). However, the obtained control algorithm can be readily extended to apply on systems that have intra-pulse feedback possibilities. This paper is organized as follows. Section II describes the LLRF system. The adaptive control algorithm is discussed in Section III. Section IV compares the two control approaches, i.e., amplitude and phase versus I and Q, from the FGPA implementation point of view. Section V presents the LLRF lab test results at the SwissFEL test facility. Finally, Section VI concludes the paper by giving a general summary of the two control methods. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. a source of very bright and short X-ray pulses [13] . The SwissFEL RF drives operate in a pulsed mode at the rate of 100 Hz, using normal conducting RF accelerating structures. The input RF pulse length is of the order of 1-3 μs, and no RF digital feedback loop runs within a pulse. The RF voltage is controlled in a pulse-to-pulse manner, i.e., measuring the previous pulses and correcting the input drives for the next pulse. Figure 1 shows the LLRF system that was used to experimentally verify the adaptive control test results. The system is developed at LLRF section of Paul Scherrer Institut [6] . The C-band (5.7 GHz) signal source, generated by a master oscillator, is modulated in phase and amplitude through the vector modulator. The modulation is controlled via the I and Q inputs to the vector modulator. The RF signal is then amplified by the klystron and feeds the cavities, which is not depicted in the figure as the experiment is carried out only on the LLRF system without high-power RF components. The RF field at the output is measured and down-converted to the baseband frequency of 47 MHz. The resulting signal is then sampled by the analog-to-digital convertors at 238 MHz followed by a non-IQ demodulation algorithm to obtain the I and Q components of the RF signal. The adaptive control scheme, described in the following section, updates the amount of rotation and scaling applied to the predefined I and Q discrete waveforms.
III. ADAPTIVE I -Q FEEDBACK
Throughout this paper, we consider I and Q signals as scalar values. The scalar outputs of the RF system, y I and y Q , are the measurements averaged over a time window. The scalar inputs, u I and u Q , are understood as elements of the rotation and scaling matrix, as shown in Fig. 1 . That is
where ROT is the DAC rotation matrix, which is applied to the predefined constant I and Q waveforms. The relationship between the input and output I and Q values is given by
where u I , u Q , y I , and y Q ∈ R are, respectively, the input and output I -Q values, and G ∈ R 2×2 is the system response matrix that has the loop phase and gain information. The G matrix is ideally a symmetric matrix with the following form:
where a and b are scalars. Due to thermal drifts in cables and other RF devices, the G matrix also drifts over time. We introduce subscript k to capture the time index. Therefore, the system equation is written as follows:
where
and n k denotes the noise.
Let us now define U k and Y k ∈ R 2×N to be, respectively, the input and output regressors, i.e., the observation vectors of last N inputs and measurements. That is
The system response can be recursively estimated through the following optimization problem using the last N observations:
where ˙ F denotes the Frobenius norm and α is a constant adaptation rate. The second term in (6) is added to regulate the update rate on G k and also to provide a unique minimum. The solution to (6) is given bŷ
Note that the inverse term in (7) is a 2 × 2 matrix and thus easy to compute. The rate α needs to be large enough to have a well-conditioned inverse. Choosing a too large value for α reduces the model update rate. Once the system matrix is estimated, the optimal control input for the next time index, u k+1 , can be readily determined through the following convex optimization:
which has the optimal solution given by
where δu denotes the optimal input correction and ρ is the input update rate. Large ρ results in a slow update to the inputs. In general, one can define different values ρ for I and Q channels. Furthermore, y ref is the set point given by
where a ref and φ ref are, respectively, the amplitude and phase set point. Note that the set points are usually constant and do not need to be calculated every time.
The last step in the feedback algorithm is to update the DAC rotation matrix, ROT
The signs of the off-diagonal elements depend on the system connections. This matrix is used to rotate and scale the DAC reference I and Q waveforms, which are then applied to the vector modulator.
A. Adding the Phase Feedforward
With the current control design, any change in the phase set point influences the output amplitude quite dramatically. Imagine a 180°phase change in the set point. Because the control design is based on I and Q, the measured I and Q point crosses the origin in the I -Q coordinate. This causes the amplitude to drop significantly for a short time. To overcome this problem, we need to introduce a feedforward path for the phase, so that any change in the phase set point is followed instantly, i.e., in one-time step. Therefore, the DAC rotation matrix, given in (11) , is replaced by
where 
Update the DAC rotation matrix, ROT, given in (12) 7: Apply ROT to the DAC reference waveforms 8: Repeat
IV. FPGA IMPLEMENTATION REMARKS
Implementing feedback on the FPGA (rather than in software) presents a big advantage for the LLRF system: algorithm behavior is fully deterministic ensuring a perfect real-time feature. However, FPGA implementation is challenging for different aspects. Floating-point management has to be done using high resource consuming floating-point operation units. On the other hand, trigonometric operations can only be fixed-point and use CORDIC units, which are also resource intensive. Therefore, the concept is to implement a floatingpoint operator cluster with one unit of each necessary operation and to execute a sequence of operation to compute the feedback algorithm. Figure 2 shows the Amp-Ph and I -Q feedback implementation architecture on the FPGA. The color of the blocks denotes whether the operation is performed in fixed-point (green) or floating-point (blue) arithmetic. In the Amp-Ph feedback design (top diagram), the measured I and Q scalar values are first converted to amplitude and phase through a 32-bit CORDIC operator. The amplitude and phase values are then converted to floating-point format, followed by two separate PID controllers updating the amplitude and phase corrections. The correction values are then used to update the rotation matrix components. A phase unwrapping mechanism takes care of the phase control near the phase boundaries. The bottom diagram depicts a simplified architecture of the adaptive I -Q control method. As it shows, fewer floatingpoint to fixed-point conversion units are required. Note that exception handling is omitted for clarity. Both feedback controllers, i.e., the I -Q and Amp-Ph, should be implemented with this sequential concept as parallel computations are too costly in resources.
In the following parts, the adaptive I -Q control, described in Algorithm 1, is compared with the PID-based Amp-Ph feedback from different points of view: resource usage, processing latency, complexity, and computation accuracy. The study is carried out on the Xilinx Virtex-6 FPGA. 1) Resources Consumption: Both feedbacks require four basic floating-point operation units: addition, multiplication, subtraction, and division. However, Amp-Ph feedback requires trigonometric operations implemented on two 32-bit CORDICs and also floating-point/fixedpoint converter units. Amp-Ph feedback uses 6% of Virtex-6 LX130T. This is acceptable with a large FPGA. I -Q feedback should use approximately 1%, because no CORDICs are required. 2) Latency: The floating-point units were built using the Xilinx dedicated tool with maximum latency in order to reduce resource impact. Table I lists the time required for different operations on the FGPA. Using ModelSim simulation, Amp-Ph feedback processing time is estimated to be 4.5 μs, whereas this time is estimated at 15 μs for the I -Q feedback. There is a factor of approximately 3 between the two methods, which mainly comes from the matrix basic computations in the I -Q feedback. 3) Complexity: Regarding complexity, the I -Q feedback uses only four basic operations, and therefore, sequence programming is straightforward. In contrast, the Amp-Ph feedback is more complex to implement, since floating-point/fixed-point handling is necessary to switch between fixed-point CORDICs and floatingpoint operators. Moreover, the phase unwrapping (and wrapping) mechanism also requires floating-point value comparison. Therefore, Amp-Ph feedback requires an intensive verification to confirm its correctness. 4) Accuracy of Results: When it comes to accuracy, the I -Q feedback performs better as it uses only floatingpoint operators. Unlike the I -Q feedback, the Amp-Ph feedback requires units of fixed-point to floatingpoint conversion. This transition between floating-point and fixed-point standards can deteriorate computation quality. Overall, the I -Q feedback has a low resource usage, easy implementation and verification of the processing, and better accuracy of computations. But, of course, its easy implementation comes at a cost of losing separate control over amplitude and phase.
V. EXPERIMENTAL TEST RESULTS This section presents the test results of the I -Q-based LLRF feedback conducted on the LLRF lab system at Paul Scherrer Institut [6] . The system, shown schematically in Fig. 1 , operates in a pulsed mode at the repetition rate of 100 Hz. The feedback loop is closed on the vector modulator output signal. The I -Q controller is implemented in C++ code on a P2020 CPU as a proof of concept. In the following, the experimental results of set-point tracking and robustness tests are presented.
A. Set-Point Tracking Test
In this section, we test the performance of the adaptive I -Q-based feedback controller regarding set-point tracking. The control parameters are given in Table II . Although the feedback implementation is based on I and Q, we are more interested in the amplitude and phase responses. The system has an arbitrary loop phase. Figure 3 plots the amplitude and phase closed-loop responses to step changes in the set points. At time k = 20, the amplitude set point is increased from 0.5 to 0.8. While the output amplitude is ramping up to the set point, the output phase is slightly disturbed-by nearly 0.4°. At time k = 60, a large set-point change of 150°is applied to the phase set point. This time the cross-coupling between the amplitude and phase leads to a 5% change in the output amplitude. This cross-coupling comes from the non-ideal behavior of the vector modulator which can be seen from the phase scan plotted in Fig. 4 . Closed-loop step response of the amplitude and phase. Due to non-ideal behavior of the vector modulator, there is always a cross-coupling between the amplitude and phase. This results in a small change in the amplitude when the phase set point is changed, and vice versa. Each point on the time index represents 10 ms. The amplitude variation is 5%. Figure 5 shows the same test result of phase set-point change in I and Q coordinates. Each red square corresponds to one measurement point. The initial set point is at (0.8, 0). Changing the phase set point from 0°to 150°slightly changes the output amplitude-the initial measurement points are off the circle. Nevertheless, the feedback loop corrects this systematic error.
B. Robustness Test
A main feature of the proposed control method is being adaptive capability. That is, the system response, G, is continuously estimated using the last N input-output observations. In this experiment, the loop phase and loop gain of the LLRF chain are suddenly changed by, respectively, 120°and 50%. Figure 6 shows the measured amplitude and phase in which at time k = 25, the disturbance occurs. For this particular test, it took 25 time steps to identify and adapt the new system response and bring the I and Q to the set-point values. This adaptation time depends on the weight α in (6) . Choosing a small value for α leads to quick adaption; however, α must be large enough, so that the inverse of the matrix in (7) is well conditioned. Of course there are hard upper bounds implemented on the absolute values of u I and u Q to avoid hitting the system's limits.
To test stability and reliability of the closed-loop system over long term, we let the system run for nearly 40 h with the feedback rate of 100 Hz. Figure 7 shows the G matrix elements' variations in the long-term stability test. Due to temperature fluctuations over a day, the system response G varies over time. The averaged values of the matrix components are approximately G 11 = −0.8, G 12 = −1, G 21 = −1, and G 22 = 0.8. Unlike the previous experiment which demonstrated the adaptiveness against quick changes in the system response, this experiment illustrates how the controller adapts smoothly when the system response drifts.
VI. CONCLUSION There are two main approaches for the LLRF feedback implementation: RF control based on either amplitude and phase (Amp-Ph method), or I and Q (I -Q method). The former approach has the advantage over the latter that the two quantities, i.e., amplitude and phase, can be controlled separately and the amplitude and phase feedback loops can be closed and opened independently. However, this implementation comes at a cost of using CORDIC, i.e., polar to Cartesian conversion, units and trigonometric functions such as sine and cosine. Moreover, it requires some phase unwrapping (and wrapping) mechanism. These computations are usually expensive to be implemented on the FPGA level. An alternative control method is based on I and Q, rather than amplitude and phase. However, the problem with I and Q method is that the amplitude and phase feedback loops cannot be closed or opened separately. The other potential problem of this method is that the I and Q signals are inherently coupled. In other words, I and Q quantities cannot be controlled independently unless the loop phase is calibrated to zero.
In the current contribution, we proposed an adaptive multiinput multi-output control scheme that estimates the system response on-the-fly using the last N input-output observations. The proposed method uses only the main four arithmetic operations, i.e., addition, subtraction, multiplication, and division, which makes this control method suitable for implementation on the FPGA. This method neither has the drawbacks of the Amp-Ph method, i.e., no CORDIC or trigonometric functions are employed, nor those of the I -Q-based method, i.e., the loop phase does not need to be calibrated. However, the problem that the amplitude and phase loops cannot be opened or closed separately, still remains. The parameters α and ρ are provided to tune the performance of the adaptive I -Q control system. Performance wise, the two methods, i.e., the PID-based Amp-Ph and the adaptive I -Q, are generally the same, though set points can be tracked faster in the I -Q method as it is model-based. The proposed method has been successfully tested on the LLRF lab system at Paul Scherrer Institut as a part of developments for the SwissFEL project [13] .
