It is emphasized that non-Markovian processes, which occur for instance in the case of colored noise, cannot be considered merely as corrections to the class of Markov processes but require special treatment. Many familiar concepts, such as rst-passage times, no longer apply and need be reconsidered. Several methods of dealing with non-Markov processes are discussed. As an example a recent application to the transport of ions through a membrane is brie y mentioned.
I. De nition of Markov processes.
The term`non-Markov Process' covers all random processes with the exception of the very small minority that happens to have the Markov property.
FIRST REMARK. Non-Markov is the rule, Markov is the exception.
It is true that this minority has been extensively studied, but it is not proper to treat non-Markov processes merely as modi cations or corrections of the Markov processes as improper as for instance treating all nonlinear dynamical systems as corrections to the harmonic oscillator. I therefore have to start by reviewing some general facts 1, 2 .
A stochastic process is a collection of random variables X t , labeled by an index t which m a y be discrete but more often covers all real numbers in some interval.
The stochastic properties of fX t g are expressed by the joint distribution functions c P n x 1 ; t 1 ; x 2 ; t 2 ; : : : ; x n ; t n dx 1 dx 2 : : : d x n = probability that x 1 X t1 x 1 + dx 1 ; x 2 X t2 x 2 + dx 2 ; : : : ; x n X tn x n + dx n : 1 The process is uniquely de ned by the entire set of these distribution functions for n = 1 ; 2; : : : , which in general is in nite.
When the values X t1 = x 1 ; X t2 = x 2 ; : : : ; X tk = x k are given, the remaining variables obey the conditional probability distribution function P x k+1 ; t k+1 ; : : : ; x n ; t n jx 1 ; t 1 ; : : : ; x k ; t k = P n x 1 ; t 1 ; : : : ; x k ; t k ; x k+1 ; t k+1 ; : : : ; x n ; t n P x 1 ; t 1 ; : : : ; x k ; t k
:
This text corresponds t o a n i n vited talk at the Workshop on the Foundations of Statistical Mechanics and Thermodynamics" held in Natal, Brazil, in October, 1997. This is a probability distribution of X tk+1 ; : : : ; X tn , i n which x 1 ; : : : ; x k enter as parameters. Let us take the t i in chronological order, then the process is Markov if this conditional probability depends on the latest value x k at t k alone and is independent of the earlier values x i k . This must hold for all n, for any c hoice of k, and for any t 1 ; : : : ; t k and x 1 ; : : : ; x k . If this is true, all P n can be constructed once P But suppose the walker has a tendency to persist in his direction: probability p to step in the same direction, and q to return 3 . Then X t is no longer Markovian since the probability o f X t depends not just on x t,1 but also on x t,2 . This may be remedied by i n troducing the two-component v ariable fX t ; X t,1 g. This joint variable is again Markovian, with transition probability P i 1 ; i 2 ; t + 1 ji 0 1 ; i 0 2 ; t = i2;i 0 1 p i1,i2;i 0 1 ,i 0 2 + q i1;i 0 2 : THIRD REMARK. A physical process i.e. some physical phenomenon evolving in time may o r m a y not be Markovian, depending on the variables used to describe it.
If the memory of our random walk involves more preceding steps, more additional variables are needed. That does no longer work, however, if the memory extends over all previous steps. Example: polymers with excluded volume. This problem is often modelled as a random walk, but it is irremediably non-Markov and has not been solved 4 . V. First-passage problems.
III. The master equation
Consider one-dimensional di usion in a potential eld as given by 7. Let it take place in a nite medium x a x x c Figure 1 . When the di using particle starts at an interior point x b , what are the chances that it will exit through x a or x c , respectively? Figure 1 The answer is obtained by solving 7 with absorbing boundary conditions: P x a ; t = 0 a n d P x c ; t = 0 . The solution can be obtained explicitly thanks to the fact that the time does not occur in the equation for the probabilities. It is clear that when x b is at the top of a high maximum of U x the exit probabilities will be fty-fty. It is also possible to nd the mean time for either exit 2 .
In three dimensions the question is: When I surround the potential maximum by a closed surface, what is the probability distribution of the exit points on that surface and how long does it take? This problem can be formulated in the same way, but cannot usually be solved analytically.
For a particle described by 5, however, the coordinate is not Markovian and it does not su ce therefore to know that xt 1 = x b : one also has to know its preceding history. In the present case, that history is represented by the value of v at t 1 . Of course it is possible to simply pick an initial P Evidently one needs to know the correct initial distribution P 1 x; v; t. Only in the limit of large may i t be replaced with P 1 x; t 1 with the aid of 6.
FIFTH REMARK. For a non-Markov process the initial value problem is not well-de ned unless further information about the problem is supplied.
Of more interest is the question of escape f r om a potential minimum such a s x a in Fig. 2 . How long does it take to get across the barrier? Here the ambiguity of the initial velocity is harmless because the particle moves around in the potential valley long enough for the Maxwellian 6 to prevail. In the case of di usion described by 7 one may take the mean time of rst arrival at x b and multiply by 2 because once in x b there is equal probability t o e scape or go back. The mean rst-passage time can again be computed analytically. In more dimensions however, the question is: How long does it take to escape from a minimum x a surrounded by a potential ridge? This mean time is determined by the lowest mountain pass on the ridge and an elegant approximation is available 8 . Figure 3 In Kramers' equation 5, however, it is not enough to compute the time for xt to reach x b because xt is not Markovian and one cannot tell the probability of subsequent escape without taking into account v. It is necessary to reformulate the problem by picking a large x c and solving 5 with boundary condition: P x c ; v ; t = 0 for v 0 Fig. 3 . This is the much discussed Kramers problem 7,9 .
SIXTH REMARK. For non-Markov processes the rst-passage problem may be formulated but its physical relevance is questionable.
VI. Langevin equation and colored noise.
We start from Kramers Again, the non-Markov x has been tamed by i n troducing an additional variable.
In practice this is of not much help unless one chooses for t a n e v en simpler non-white process, viz., the dichotomic Markov process". That is, has two possible values +1, -1, and jumps with a constant probability per unit time, as described by the M-equation _ P + = , P + + P , Example: transport of ions through a membrane.
The following model has been suggested 19 . A membrane separates two reservoirs and ions may e n ter from the left or from the right reservoir. The rates at which they enter i.e., the probabilities per unit time are determined by the two outside liquids, with the restriction that there can be at no time more than one ion inside the membrane. Once inside, the ion may exit after a while on either side. Thus the interior of the membrane is a system having 5 states: 0 empty; 1 one ion that entered at left and is destined to exit at right; 2 one ion from the left destined to exit at left; 3, 4 two similar states with ions from the right. The exits occur with probabilities oj per unit time j = 1 ; 2; 3; 4, which depend on time elapsed since the ion entered. This is a non-Markov process of the type described by 15. The equation can be solved and makes it possible to compute such p h ysically relevant quantities as the average of the transported current, and the spectrum of uctuations 20 .
