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SETS WITH MORE DIFFERENCES THAN SUMS
JAN-CHRISTOPH SCHLAGE-PUCHTA
Abstract. We show that a random set of integers with density 0 has almost
always more differences than sums.
For a set A ⊆ Z set A+A = {a1+a2 : Ai ∈ A}, and A−A = {a1−a2 : ai ∈ A}.
A finite set A is called difference dominant, if |A−A| > |A+A|, and sum dominant,
if |A−A| < |A+A|. Nathanson[2] constructed infinite sequences of sum dominant
sets, and stated the opinion that the majority of all subsets of [1, n] is difference
dominant. However, Martin and O’Bryant[1] showed that the proportion of sum
dominant sets is at least 2 ·10−7. They conjectured that sets of density 0 are almost
always difference dominant. In this note we prove this conjecture. More precisely,
we have the following.
Theorem 0.1. Let pn be a sequence of real numbers with pn ∈ [0, 1], pn → 0 and
npn → ∞. Let ξin, 0 ≤ i ≤ n − 1 be independent random variables satisfying
P (ξin = 1) = pn, and set An = {i : ξin = 1}. Then the probability that An is
difference dominant tends to 1.
Martin and O’Bryant noted that for pn = o(n
−3/4), this theorem follows from
the fact that in this case almost every set is a Sidon set and has therefore almost
twice as many differences as sums.
Proof. We shall suppress the subscript n throughout our argument.
To simplify the computations we first deal with the case p = o(n−1/2). The
number of elements of A is asymptotically normal distributed with mean and vari-
ance np, while the expected number of solutions of the equation x+ y = u+ v with
x, y, u, v ∈ A is O(n3p4). Hence, with probability tending to 1, we have
|A−A| ≥ |A|(|A| − 1)− |{(x, y, u, v ∈ A4 : x− y = u− v}
> (1− ǫ)(np)2 − ǫ−1n3p4 > (1 − 2ǫ)(np)2 ≥
(|A|+ 1)|A|
2
≥ |A+A|,
and our claim follows. Hence, from now on we shall assume that p > cn−1/2. Define
random variables ζ1i, ζ2i as
ζ1i =
{
1, ∃a, b : a+ b = i, ξa = ξb = 1
0, otherwise
, ζ2i =
{
1, ∃a, b : a− b = i, ξa = ξb = 1
0, otherwise
,
and set Sj =
∑
i∈Z ζji. Then the probability of A to be difference dominant equals
the probability of the event S2 > S1. We first compute the expectation of Sj .
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Noting that an even integer can be represented as the sum of two different integers
or as the double of an integer, we obtain
ES1 =
2n−2∑
k=0
ζ1i
= (1 − (1− p2)⌊n/2⌋)) + 2
∑
0≤i≤n−2
26|i
(1 − (1− p2)(i−1)/2)
+2
∑
0≤i≤n−2
2|i
(1− (1 − p)(1− p2)i/2−1)
= 2
∫ n
0
1− (1− p2)t/2+O(1) dt+O(1)
= 2n−
1− (1− p2)n/2
− log(1− p2)1/2
+O(1)
= 2n−
2− 2(1− p2)n/2
p2
+O(1),
and similarly
ES2 =
n−1∑
i=−n+1
ζ2i
= 1 + 2
n−1∑
i=1
(1 − (1− p2)n−i)) +O(1)
= 2
∫ n
0
1− (1 − p2)t dt+O(1)
= 2n−
1− (1− p2)n
p2
+O(1).
Since p≫ n−1/2, we obtain ES2 −ES1 ≫ p
−2.
Next, we give an upper bound for the variance of Sj . We have
ES2j =
(
ESj
)2
+ 2
∑
i<k
(
P (ζjiζjk = 1)− P (ζji = 1)P (ζjk = 1)
)
+
∑
i
P (ζji = 1)− P (ζji = 1)
2
=
(
ESj
)2
+
∑
i
Var ζi + 2
∑
i<k
(
P (ζjiζjk = 1)− P (ζji = 1)P (ζjk = 1)
)
VarSj =
∑
i
Var ζi + 2
∑
i<k
(
P (ζjiζjk = 1)− P (ζji = 1)P (ζjk = 1)
)
.
Our aim is to show that VarSj = o(p
−4) for j = 1, 2, our claim then follows from
Chebyshev’s inequality together with our estimate for ES2 −ES1.
Obviously, the first term on the right-hand side is already of the right magnitude,
that is, it remains to bound the correlation of ζjk and ζji for i < k.
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Clearly, the correlation of ζji and ζjk is non-negative, that is, it suffices to
bound every summand from above. We use two different estimates for P (ζjiζjk =
1) − P (ζji = 1)P (ζjk = 1) depending on whether P (ζjk = 1) is close to 1 or not.
First, we have
P (ζjiζjk = 1)− P (ζji = 1)P (ζjk = 1) ≤ P (ζji = 1)
(
1− P (ζjk = 1)
)
.
On the other hand, if j = 1 and i < k ≤ n, then
P (ζ1iζ1k = 1)− P (ζ1i = 1)P (ζ1k = 1) ≤
P (∃µ, ν, κ : ξ1µ = ξ1ν = ξ1κ = 1, µ+ ν = i, µ+ κ = k) ≤ ip
3.
Similarly, if i ≤ n < k, then
P (ζ1iζ1k = 1)− P (ζ1i = 1)P (ζ1k = 1) ≤ max(0, i+ n− k)p
3.
Hence, we have to show that the sum∑
i<k≤n
min(ip3,
(1− p2)k
p2
)
is of order o(p−4). For each k we either use the first or the second estimate for all
i, and obtain∑
k≤n
min
(
k2p3,
k(1− p2)k
p2
)
≪ min
k0
(
k30p
3 +
k0(1 − p
2)k0
p4
)
.
Putting k0 = 7p
−2 log p−1, the second term becomes o(1), while the first one is
O(p−3 log4 p−1) = o(p−4), since p → 0, which is of the desired size. A similar
computation shows that S2 has variance o(p
−4), and we conclude that the random
variable S2− S1 has mean p
−2 and variance o(p−4), together with p→ 0 our claim
follows. 
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