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Riassunto espositivo
Negli ultimi due decenni, il crescente interesse per lo studio
di flussi che contengono discontinuità, quali onde d’urto o
gradienti elevati, dove un metodo del secondo ordine non
è in grado di fornire una soluzione soddisfacente, ha dato
un notevole impulso all’impiego e allo studio di tecniche nu-
meriche di ordine elevato.
Il presente lavoro di tesi affronta l’analisi teorica e numerica di
due metodi elevata accuratezza. Il primo, appartenente alla
classe dei metodi agli elementi finiti discontinui, è il discon-
tinuous control-volume/finite-element method (DCVFEM) per
la soluzione di problemi advettivo–diffusivi. In letteratura
è possibile trovare diverse applicazioni del DCVFEM per la
soluzione di problemi puramente advettivi o con termine ad-
vettivo dominante, mentre nello studio presente si pone mag-
gior enfasi alla soluzione di problemi diffusivi. Il metodo
viene ricavato in maniera formale, e attraverso l’analisi di
Fourier ne vengono analizzati gli errori di dispersione e dis-
sipazione. Infine, vengono presentate alcune applicazioni nu-
meriche di base a conferma dei risultati teorici, assieme ad
un’applicazione pratica al problema dello smorzamento di un
sistema forzato nel caso bidimensionale.
Il secondo metodo di ordine elevato, appartenente alla classe
delle differenze finite, è ilmixed weighted compact scheme (MWCS)
per la soluzione delle equazioni di Eulero comprimibili. Viene
fornita una descrizione formale del metodo, e l’analisi di Fourier
viene nuovamente utilizzata per valutare gli errori di disper-
sione e di dissipazione. Il MWCS viene infine impiegato nella
soluzione numerica di problemi classici per i flussi supersonici
mono e bidimensionali.
Abstract
In the past two decades, the growing interest in the study
of fluid flows involving discontinuities, such as shocks or high
gradients, where a quadratic–convergent method may not pro-
vide a satisfactory solution, gave a notable impulse to the em-
ployment of high–order techniques.
The present dissertation comprises the analysis and numerical
testing of two high–order methods. The first one, belonging
to the discontinuous finite–element class, is the discontinuous
control–volume/finite–element method (DCVFEM) for the ad-
vection/diffusion equation. The second method refers to the
high–order finite–difference class, and is the mixed weighted
non–oscillatory scheme (MWCS) for the solution of the com-
pressible Euler equations. The methods are described from a
formal point of view, a Fourier analysis is used to assess the
dispersion and dissipation errors, and numerical simulations
are conducted to confirm the theoretical results.
The sleep of reason produces monsters,
etching n.43 of Los Caprichos (1799),
Francisco de Goya.
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Chapter 1
Introduction
1.1 Overview
In recent years, high–order numerical methods have been widely used in
computational fluid dynamics (CFD) for solving flows with complex fea-
tures. High–order methods are usually referred as methods of at least cu-
bic convergence, as opposed to low–order methods, of the first and second
order of convergence. Traditionally, lower–order methods are preferred
for their simplicity and robustness, especially in applications where a not
accurate solution, though obtained with lower effort, may be satisfactory.
On the other hand, in certain engineering applications where the solution
structure is complex and small length scales and their evolution in long
time have to be adequately resolved, the use of a low–order method may
result in unacceptable solutions. Often such applications involve shocks
or high gradients and complicated smooth region structures, which re-
quire special high–order schemes, possibly endowed with non–oscillatory
property and capable of dealing with complex domains.
High–order numerical methods have been used principally for the di-
rect numerical simulation of turbulent flow, in the past two decades. Among
1
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the advantages are the fast convergence, the low dispersion and dissipa-
tion errors, and the faster input/output handling due to smallest amount
of data. To attain an equal formal accuracy order, high–order methods re-
quire lower computational cost compared, for instance, to a method with
quadratic convergence. In addition, in cases where long-time integration
is necessary, the use of a high–order method is more profitable in terms of
resolution capability.
Many high–order methods have been proposed in the past and used in
CFD. Examples are the compact finite–difference schemes (53, 96, 104),
the essentially non–oscillatory schemes (38, 83, 84) and its weighted im-
provement (43, 55, 82), the discontinuous Galerkin method (8, 20), and
the spectral volume (59, 99, 100, 101, 102, 103) and spectral difference
method (58). In the present work two of them are considered:
• the discontinuous finite volume/finite–element method (DCVFEM)
• the finite–difference weighted essentially non–oscillatory (WENO)
scheme
These methods are suitable for the solution of hyperbolic systems, which
admit discontinuities, such as the compressible Euler equations, or for
the solution of advective or advective–dominated problems, such as the
Navier–Stokes equations at high Reynolds numbers. For the mentioned
problems, the presence of shocks or high–gradients makes it difficult to
design a robust and high–order method.
Discontinuous methods were developed at first in the finite-element
framework. The resulting discontinuous Galerkin methods (DGFEM here-
after), as opposed to the continuous Galerkin approach (GFEM), are a
class of methods wich use a completely discontinuous basis of functions,
usually chosen among the polynomial expansion bases. The communica-
tion between neighboring elements is operated by the so called numerical
fluxes or numerical traces (20, 54). Each DGFEM differs by the specific
definition of numerical fluxes, which strongly affects the consistency, sta-
bility and accuracy of the method (20). The first DGFEM formulation for
hyperbolic equations is ascribed to Reed and Hill (73), opening the way
for an active development of DGFEM algorithms for hyperbolic and nearly
2
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hyperbolic equations. More recently an approach for elliptic equations is
introduced by Bassi and Rebay (8) and some variations studied by Brezzi
et al. (13). A generalization called local discontinuous Galerkin method
(LDG), introduced by Cockburn and Shu (22), applies to the system of
first-order equations formed by the constitutive and conservation equa-
tions, rather than considering the fundamental equation resulting from
their combination.
Since the basis functions can be completely discontinuous, these meth-
ods have the flexibility which is not shared by typical GFEMs, such as the
allowance of arbitrary triangulation with hanging nodes, complete free-
dom in changing the polynomial degrees in each element independent of
that in the neighbors (p–adaptivity), and extremely local data structure
(elements only communicate with immediate neighbors regardless of the
order of accuracy of the scheme) and the resulting high parallel efficiency
(see, e.g. (12)).
WENO schemes are designed based on the successful essentially non-
oscillatory (ENO) schemes (38, 83, 84). The first WENO scheme is con-
structed by Liu et al. (55) for a third order finite volume version in the
one–dimensional case. In Jiang and Shu (43), third and fifth order finite
difference WENO schemes for the multi–dimensional case are proposed,
with a general framework for the design of the "smoothness" indicators
and nonlinear weights. Later, second, third and fourth order finite vol-
ume WENO schemes for 2D general triangulation have been developed
in Friedrichs (30), Hu and Shu (40).
Both ENO and WENO are based on the idea of automatically achieve
high order accuracy and non-oscillatory property near discontinuities. Dif-
ferent low–order approximations (tipically third order) are calculated at
a specific location, using the discrete values belonging to different candi-
date stencils (typically three), shifted one with respect to the other, and
the high–order accuracy is achieved by performing a convex combination
of the different resulting approximations. ENO uses just one (optimal)
combination of the candidate stencils when operating the reconstruction,
while in WENO each stencil is assigned a nonlinear weight which depends
on the local smoothness of the numerical solution based on that stencil.
WENO improves upon ENO in robustness, better smoothness of fluxes,
3
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steady state convergence and convergence properties. WENO and ENO
schemes are reviewed in Shu (80).
A practical comparison of the features of finite–difference WENO (FD-
WENO) and DGFEM, on selected numerical cases where the solution is
discontinuous, is made in Shu (81). The DGFEM has the best provable
stability property, it can be used with problems involving the diffusion op-
erator (i.e. second order derivative), it is flexible for any arbitrary triangu-
lation with hanging nodes, it is highly parallelizable, and any polynomial
order accuracy can be attained locally (p–adaptivity). DGFEM should be
preferred when dealing with complex geometries, however, for solution
involving strong shocks a nonlinear total variation bounded (TVB) lim-
iter might be needed (21, 79). On the other hand, FDWENO schemes
are limited to the use with regular geometries, when uniform or smooth
curvilinear mesh are employed. However, in the case of such meshes,
FDWENO schemes are the best choice in terms of easiness and efficiency,
especially for multi–dimensional problems (the common choice is the fifth
order WENO). FDWENO schemes can be used also in an adaptive mesh
framework, provided a smooth mesh (in space and time) is generated.
1.2 Outline
The present thesis comprizes the testing and application of two high–order
methods in the CFD framework. Both methods are reviewed in detail,
pointing out the respective features by means of dispersion and dissipa-
tion errors, and numerical experiments.
The first considered method belongs to the class of discontinuous meth-
ods, a high–order finite–element/finite–volume method (DCVFEM) ap-
plied to the advection–diffusion equation. Examples can be found in lit-
erature, of successful applications of the DCVFEM to purely advective or
advection-dominated problems, while in the present study particular em-
phasis is given to diffusion problems. A rather formal derivation of the
method is provided, and the resolution and dissipation errors are assessed
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by a detailed Fourier analysis. Numerical experiments confirm the results
of the Fourier analysis.
A high–order method is considered among the finite–difference WENO
class. The finite–difference weighted essentially non–oscillatory (FDWENO)
and the weighted compact schemes (WCS) are combined in a weighted
compact and non–compact scheme (MWCS) for better resolution and shock–
capturing, for tackling the solution of the compressible Euler equations for
high–speed flows. A new mixing function, based on a shock-sensor for-
mula, is proposed. The Fourier analysis is used to evaluate the methods in
terms of dispersion and dissipation, and the results of numerical tests are
reported.
5
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Chapter 2
Discontinuous
control-volume/finite-element
method for advection-diffusion
problems
2.1 Introduction
In the framework of the finite-element method, there are many workable
choices of weight functions, the Galerkin method being one of the most
successful. An alternative method that has gained some importance in
recent years, mainly for fluid dynamics and heat transfer applications, is
the control-volume/finite-element method (CVFEM hereafter), where vol-
ume indicator distributions are chosen as weight functions (63). One of
the first applications of the CVFEM method to advection-diffusion prob-
lems in two dimensions is reported by Baliga and Patankar (6). The dis-
crete equations are obtained by deriving algebraic approximations to in-
tegral conservation equations applied to polygonal control volumes, built
7
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Nomenclature
C = Volumetric specific heat
C∗ = Dimensionless CFL number
C∗e = Effective dimensionless CFL
number
D = Isotropic thermal conductivity
d = Number of spatial dimensions
ei = Unit vector parallel to i-th axis
Foh = Cell Fourier number
fk = Faces of a control volume
G = Amplification matrix
h = Width of one-dimensional element
i, j = Running indexes
i= Imaginary unit
k = Wavenumberbk = Dimensionless wavenumberbke = Dimensionless effective
wavenumber
L = One-dimensional domain
N = Total number of elementsbN j = Interpolatory piecewise
polynomials which respect the
inter-element continuity
N j = Interpolatory piecewise
polynomials which do not respect the
inter-element continuity
n = Outwarding unit normal vector
Pe = Polynomial order
Peh = Effective cell Péclet number
Pe
(num.)
h
= Numerical cell Péclet number
Q = Source term
q = Total heat flux
q∗ = Dimensionless heat fluxbqh = Heat flux numerical trace
q j = Nodal values of the total heat flux
qd = Diffusive flux
qa = Advective flux
Re = Reynolds number
T = Temperature
θ = Dimensionless temperaturebTh = Heat flux numerical trace
T j = Nodal values of the temperature
t = Time
u= Advection velocity
V = Control volume
Vi = i-th eigenvector
∂ V = Boundary of the control volume
W = Compact notation complex
exponential
x = Position vector
x , y = Spatial coordinates
x∗ = Dimensionless coordinate
Greek symbols
α = Parameter in the definition of the
heat flux numerical trace
Θ = Discrete Fourier transform of the
temperature
θ = Dimensionless temperature
λi = i-th eigenvalue
ξ, η = Coordinates in the transformed
space
τ = Final time
Φ = Volume indicator distribution
Ω = Space domain
∂Ω = Boundary of the space domain
Ωe = Physical elementbΩ = Element in the transformed space
around each node of a triangular mesh. The method is reported to possess
several attractive features, as the geometrical flexibility, the inherent sat-
isfaction of local conservation, an easy physical interpretation. Schneider
and Raw (77) devise an upwinding procedure for control-volume-based
8
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finite-element convection-diffusion computations and apply the proposed
method with bilinear, quadrilateral elements. The authors mention the
intrinsic geometric flexibility of the method, inherited from finite ele-
ments, and the direct physical invocation of a conservation principle to
clearly identified and delineated control volumes, as remarkable appeal-
ing features of the CVFEM approach. Banaszek (7) carries out a detailed
analysis of consistent and lumped versions of CVFEM and Galerkin finite-
element (GFEM hereafter) algorithms for diffusion-type problems. Ba-
naszek (7) investigates the properties of bilinear, quadrilateral elements,
nine-node (Lagrange) quadrilateral elements, eight-node Serendipity ele-
ments and six-node triangular elements. Banaszek (7) points out some
of the positive characteristics of the CVFEM approach, for the consid-
ered class of problems: local conservation is achieved at control vol-
ume level, superior accuracy and stability for CVFEM with respect to
GFEM and preservation of the discrete maximum principle (19). Ac-
cording to Banaszek (7), the superiority of CVFEM over the GFEM is not
as definitive for advection-diffusion problems. Giannakouros and Karni-
adakis (32, 33) and Sidilkover and Karniadakis (85) propose an origi-
nal spectral CVFEM algorithm for hyperbolic conservation equations and
for the compressible Euler equations, exploiting high-order interpolating
shape functions. A one-dimensional, staggered grid of Gauss-Chebyshev
and Gauss-Chebyshev-Lobatto collocation points is employed to accom-
modate the control-volume averages and point values within each ele-
ment. The cell averages are the main unknowns, while the point val-
ues are obtained from the cell averages using appropriate reconstruc-
tion procedures and are used for the calculation of the advective fluxes
at the boundaries of the control volumes. Masson et al. (64) devise
a primitive-variable, co-located, equal-order CVFEM formulation for the
axis-symmetric, incompressible Navier-Stokes equations with heat trans-
fer. Three-node triangular elements, embedding linear shape functions for
the representation of all dependent variables, define the computational
mesh on a longitudinal cross-plane.
Discontinuous methods were developed at first in the finite-element
framework. The resulting discontinuous Galerkin methods (DGFEM here-
after), as opposed to the continuous Galerkin approach (GFEM), are char-
9
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acterized by the relaxation of the continuity constraint between neigh-
boring elements, which is imposed in weak form through the so called
numerical fluxes (54) or numerical traces (20). Each DGFEM differs by the
specific definition of numerical fluxes, which strongly affect the consis-
tency, stability and accuracy of the method (20). The first DGFEM formu-
lation for hyperbolic equations is ascribed to Reed and Hill (73), opening
the way for an active development of DGFEM algorithms for hyperbolic
and nearly hyperbolic equations. In the 1970s several DGFEMs for ellip-
tic and parabolic problems are proposed, referred to as interior penalty
methods (5, 14). More recently an approach for elliptic equations is intro-
duced by Bassi and Rebay (8) and some variations studied by Brezzi et al.
(13). A generalization called local discontinuous Galerkin method (LDG),
introduced by Cockburn and Shu (22), applies to the system of first-order
equations formed by the constitutive and conservation equations, rather
than considering the fundamental equation resulting from their combina-
tion. The recovery method is proposed by van Leer and Lo (94) as an
alternative computation of the numerical fluxes in a DGFEM scheme for
diffusion. The elements’ coupling is obtained by fitting a 2N degree poly-
nomial through the elements’ interface, where N is the degree of the poly-
nomial used within the single element. van Leer and Lo (94) propose
a DGFEM approach for quadrilateral and triangular elements, where the
modal expansion within elements is based on Legendre polynomials. Non-
orthogonal, interpolating polynomials are used to calculate the numerical
fluxes. Liu and Yan (56, 57) introduce a direct discontinuous Galerkin
(DDG) method for convection-diffusion problems, based on a consistent
and conservative representation of numerical fluxes. DDG applies directly
to the fundamental equation. A consistent and conservative general nu-
merical flux formula for the solution derivative is proposed.
The discontinuous philosophy has been applied within the CVFEM
framework (17, 42), giving rise to discontinuous control-volume/finite-
element methods (DCVFEM - hereafter). Research in this area is mainly
focused on hyperbolic problems (17, 42). Iskandarani et al. (42) provide
a thorough comparison of spectral GFEM, Taylor-Galerkin Least Square fi-
nite elements (TGLS), DGFEM and DCVFEM for the linear advection equa-
tion, using quadrilateral elements with interpolating polynomials of de-
10
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gree four to nine. The interpolation points within each element, in trans-
formed space, are located at N Gauss-Legendre quadrature nodes while
the control-volume edges lie on N + 1 Gauss-Lobatto-Legendre quadra-
ture nodes (see Figure 2.12). Fourier analysis is not used to reveal the
peculiar features of each methodology. Numerical evidence shows that
the spectral-GFEM method is the most efficient provided the solution is
smooth and well resolved on the computational grid. The coarse-grid
simulation of the advection of a passive tracer in a complex velocity field
(Hecht problem (39)), where it undergoes severe shearing and straining,
shows that the spectral-FEM and TGLS results are severely affected by
Gibbs oscillations in under-resolved regions. The DGFEM approach damps
the grid-scale noise without affecting the large-scale structure ((42), p. 250).
Choi et al. (17) apply the DCVFEM method to the shallow water equa-
tions, using quadrilateral elements. The same distribution of interpolation
points and control-volume edges is adopted, as used by Iskandarani et al.
(42). The numerical fluxes at inter-element boundaries are computed by
a flux-corrected transport (FCT) algorithm (106). The smooth solutions
of two linearized problems exhibit a convergence order of N + 2, where
the polynomial order of interpolation within elements is N .
The spectral volume method (SV hereafter) is a high-order, discontin-
uous, finite volume method, originally developed by Wang (99) for hy-
perbolic conservation laws on two-dimensional, triangular, unstructured
grids (59, 99, 100, 101, 102, 103). Since then, SV has been successfully
applied for the solution of the Euler (102) and Maxwell (59) equations.
The SV approximation of the viscous fluxes in the Navier-Stokes equations
is tackled by Sun et al. (88) by an LDG approach. Different representa-
tions of the diffusive fluxes have been investigated by Fourier analysis
and numerical tests, as the penalty and BR2 approaches (45) and unop-
timized as well as optimized variants of the DDG method (46). Van den
Abeele et al. (92) use the Fourier analysis to investigate the wave prop-
agation properties of the one-dimensional SV. Different flux formulations
are compared for the solution of the Navier Stokes equations by Kannan
and Wang (45, 47). New formulations of the numerical fluxes, a variant
of the interior penalty method of Bassi and Rebay (8) and a variant of the
11
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LDG, referred to as LDG2, are proposed by Kannan and Wang (45) and
Kannan and Wang (47), respectively.
SV shares several features with the DGFEM and DCVFEM, such as dis-
continuous solution space, compact support for the approximations, h− p
refinement capability. The major difference between the SV and DGFEM
or DCVFEM lies in the definition of the unknown degrees of freedom,
which for SV are control-volume-averaged values, while in DGFEM and
DCVFEM are (interpolating) nodal values or, in the case of hierarchical
modal expansions (in DGFEM), expansion modes. In addition, both the
DGFEM and DCVFEM approximations of conservation laws require both
volume and surface integrations, while SVM requires surface integrations
followed by a reconstruction procedure, used to derive point values from
control-volume-averaged values (99). Another significant difference can
be identified in the kind of tessellations used to partition the computa-
tional domain. The proposed SV approaches use simplex elements (tri-
angles in 2D, tetrahedrons in 3D), further subdivided into a structured
pattern of subcells (46), whose number and shape depend on the degree
of polynomial reconstruction. DGFEM may exploit the whole multiplicity
of elements, used in continuous FEM (54). To the authors’ best knowl-
edge, so far DCVFEM has been proposed only with bar and quadrilateral
elements (42, 63), as these types of elements may be subdivided very
naturally into control volumes.
The spectral difference (SD) method, originally formulated by Liu et al.
(58), shares with DG and SV methods the use of piecewise continuous
functions as the solution approximation space, and the capability of achiev-
ing high order accuracy on an unstructured mesh having a compact sten-
cil (68, 92). The solutions between two different cells are coupled using
Riemann solvers (92). An advantage of SD method over DG and SV is
that no integrals are involved in computing the residuals, thus avoiding
the costly high-order quadrature formulas. SD is recently used by Parsani
et al. (68) for large eddy simulation (LES) in 2D, using quadrilateral cells
and treating the diffusive terms with the BR2 approach of Bassi and Re-
bay (9).
Fourier analysis is a widely-used approach for investigating the ac-
curacy, stability and resolutions characteristics of high-order methods.
12
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Zhang and Shu (107) use Fourier analysis to provide the order of accu-
racy and to establish the stability or instability of three different DG semi-
discretizations for the diffusion equation. Kannan and Wang (45) propose
an interior penalty approach for the numerical viscous fluxes, resulting
from a SVM discretization of the Navier-Stokes equations. Fourier analy-
sis is used to compare the proposed formulation with the LDG approach.
In Kannan and Wang (47), Fourier analysis is used to study the resolution
properties of the proposed LDG2 formulation for the numerical fluxes,
for the SVM semi-discretization of the one-dimensional diffusion equa-
tion. The analysis focuses on the linear, quadratic and cubic polynomial
reconstructions. Kannan and Wang (46) propose two novel DDG meth-
ods (56) in the SVM framework and use Fourier analysis to compare the
dissipation properties of the proposed schemes with existing flux formu-
lations for the 1D diffusion equation. Van den Abeele et al. (91) analyze
the dispersive and dissipative properties of the spatial discretization of
the one-dimensional transport equation by the SV method. The approach
followed is completely analogous to the one in (41). Fourier analysis is
also used to derive the stability characteristics of the SV method, when
the time-discretization is carried out by different versions of Runge-Kutta
schemes, including a TVD Runge-Kutta scheme (78).
The present work provides a one-dimensional extension of the spectral-
DCVFEM method to diffusion-dominated and advection-diffusion prob-
lems. The mixed formulation is used (108, ch.11,12), where both the
transported scalar field and the associated diffusive flux are considered as
dependent quantities. The mixed formulation is used to achieve an ac-
curate approximation of both the scalar quantity and the corresponding
flux, to relax the regularity requirements on the depending variables (29)
and to derive locally conservative finite-element formulations. Integrat-
ing both the conservation and the constitutive equations over control-
volumes, which are entirely contained within elements, gives rise to inter-
element (or numerical) fluxes, which, in the present work, are represented
by the LDG formulation by Cockburn and Shu (22). A formal derivation of
the proposed DCVFEM is provided. The accuracy and resolution capabili-
ties of the proposed numerical scheme are investigated by Fourier analy-
sis, which reveals some peculiar features of the method. Numerical sim-
13
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ulations of selected problems are used to confirm the theoretical results
and to investigate additional characteristics of the proposed methodology.
Although the present work focuses on the development of the discontin-
uous finite-volume algorithm for the one-dimensional advection-diffusion
equation, the method is formulated in a rather general framework, which
can be applied also in two and three dimensions. This is demonstrated
in section 2.5.4, where the steady-state, two-dimensional diffusion prob-
lem with source term is solved using quadrilateral elements, and in sec-
tion 2.6, where the proposed method is used for the practical application
of a Tuned Liquid Damper (TLD) coupled with a forced structure.
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2.2 Governing equations
A formal derivation of the mixed formulation for DCVFEM is provided.
The multidimensional form of the equations is considered.
2.2.1 Strong formulation
The scalar advection-diffusion conservation principle can be cast as
qd +D∇T = 0
∂
∂ t
(C T ) +∇ · q=Q
(2.1a)
(2.1b)
where t ∈ [0,τ] and x ∈ Ω⊂ Rd . T (x, t)may be interpreted as a tempera-
ture field, x denotes the position vector in an open bounded region Ω with
a piecewise smooth boundary ∂Ω, t represents time, D is the isotropic
thermal conductivity, C is the volumetric specific heat and Q denotes a
source term. The total flux q is the sum of the diffusive and advective
fluxes:
q= qd + qa
qa = C T u
(2.2a)
(2.2b)
where u is the advection velocity. Equations (2.1a) and (2.1b) are ad-
dressed as the constitutive and the conservation equations, respectively.
The fundamental equation is obtained by substituting (2.1a) into (2.1b),
yielding:
∂
∂ t
(C T )−∇ · (D∇T ) +∇ · (C T u) =Q (2.3)
System (2.1) is complemented with initial conditions (2.4a), Dirichlet
boundary conditions (2.4b), flux boundary conditions (2.4c) or periodic
15
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boundary conditions along x (2.4d):
T (x, 0) = f (x) x ∈ Ω
T (x, t) = g (x, t) x ∈ ∂Ωg ; t ∈ [0,τ]
qd · n

(x, t) = h(x, t) x ∈ ∂Ωh; t ∈ [0,τ]
T
 
x+λe1, t

= T (x, t) ∀x; t ∈ [0,τ]
(2.4a)
(2.4b)
(2.4c)
(2.4d)
where e1 is the unit vector parallel to the x axis and λ denotes the spatial
period, n is the outwarding unit normal to the boundary ∂Ωh.
2.2.2 Weak formulation
For a given triangulation Th of Ω (72, ch. 3.1) and a given subdivision of
each element into control volumes, a control volume V ⊆ Ω is considered
and the volume indicator distribution is defined as:
φV (x) =
 1 if x ∈ V0 otherwise (2.5)
The vector equation (2.1a) is contracted with the vectors Φx ≡ (φV , 0)
and Φy ≡ (0,φV ) (for d = 2) and integrated over the whole space Ω,
yielding: ∫
Ω
D−1qd ·Φx dx+
∫
Ω
∇T ·Φx dx= 0 (2.6a)∫
Ω
D−1qd ·Φy dx+
∫
Ω
∇T ·Φy dx= 0 (2.6b)
Using the definition of φV , the system (2.6) can be recast in vector form
as ∫
V
D−1qd dx+
∫
∂ V
T−nds = 0 (2.7)
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where the integrals act component-wise on the integrand vectors. Here
n ≡

nx ,ny

denotes the outward-pointing normal unit vector to ∂Ω.
In equation (2.7) T− denotes the trace on ∂ V of the restriction of the
function T to the volume V . The function T must satisfy some regular-
ity conditions in order to apply the divergence theorem to the right-most
integrals in (2.6a) and (2.6b). Martinez (63) uses the properties of the
Dirac’s delta distribution to convert the volume integrals in (2.6a) and
(2.6b) into the surface integral, appearing in (2.7). A different approach
is followed here, based on the theory ofmollifiers (76). Let T be a function
in H1 (V ) and consider the second integral in (2.6a). A family of mollifiers
ρε ∈ C∞0 (R2), ε > 0 is defined as follows
ρε(x) =

1
ε2
exp
− 1
1−
¯¯¯ x
ε
¯¯¯2
 for |x |< 1
0 for |x | ≥ 1
(2.8)
A sequence of smooth functions Tε is defined using the convolution (76,
ch. 7.2)
Tε(x) =
∫
R2
ρε(x − y) E
 
T (y)

dy
where E (·) is a linear extension operator,
E : H1 (V )−→ H1

R
2

(2.9)
whose existence can be proved (see, for instance, Salsa (76), ch. 7.8, th.
7.9). It can also be proved (76, ch. 7.8, th. 7.10) that Tε converges to T
as ε−→ 0, that is
lim
ε−→0
T − TεH1(V ) = 0 (2.10)
The second integral in (2.6a) can be rearranged as follows:∫
Ω
∇T ·Φx dx=
∫
V
∂ T
∂ x
dx= lim
ε→0
∫
V
∂ Tε
∂ x
dx (2.11)
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The last equality in (2.11) is a consequence of (2.10). Namely, using the
Cauchy-Schwartz inequality for the scalar product yields:∫
V

∂ Tε
∂ x
− ∂ T
∂ x

dx ≤ |V |1/2
∂ Tε∂ x − ∂ T∂ x

L2(V )
≤ |V |1/2
Tε − TH1(V )
(2.12)
where the last inequality is due to the fact that, in general, ‖·‖L2(V ) ≤
‖·‖H1(V ). The last equality in (2.11) follows immediately from (2.10,2.12).
Exploiting the smoothness of Tε, the divergence theorem can be ap-
plied to the last integral in (2.11), yielding:∫
V
∂ Tε
∂ x
dx=
∫
∂ V
Tε nx ds (2.13)
Letting now ε→ 0 yields
lim
ε→0
∫
∂ V
Tεnx ds =
∫
∂ V
T−nx ds (2.14)
thus obtaining the first component of equation (2.7), again using the con-
vergence of Tε.
Choosing q ∈ H1

V ;R2

, the weak form of the conservation equation
(2.1b) is obtained by multiplying by a volume indicator distribution φU ,
which in principle can be different from φV and integrating over Ω:∫
Ω
∂
∂ t
(C T ) φU dx+
∫
Ω
 ∇ · qφU dx= ∫
Ω
QφU dx (2.15)
Using the definitions (2.2) and (2.5) and the approximation procedure
outlined above, equation (2.15) can be recast as:∫
U
∂
∂ t
(C T ) dx+
∫
∂ U
C T−u · nds+
∫
∂ U
q−
d
· nds =
∫
U
Qdx (2.16)
Choosing T, q ∈ H1 (V ) guarantees the existence of the integrals on V . In
addition, a trace theorem asserts that a function in H1(V ) has a L2(∂ V )
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trace (72, th. 1.3.1 ch. 1), assuring the existence of the boundary in-
tegrals appearing in the weak formulation. It is worth mentioning that
T, q ∈ H1(V ) does not imply any continuity constraint between elements.
In addition when d = 1 (72, th. 1.3.4 ch. 1):
T, q ∈ H1(V )⇒ T, q ∈ C0(V ),
while for d = 2, 3, T, q can be discontinuous in V .
The numerical approximation of (2.7) and (2.16) must consider two
different configurations for a control volume, according its intersection
with the element’s boundary being empty or not. As an example, consider
a control volume V ⊂ Ω⊂ R2 situated at the corner of an element and the
second integral in (2.7). Two edges of the control volume lie in the interior
of the element (say e1 and e2) and two edges on its boundary (e3 and e4).
Introducing numerical traces, as happens in the DGFEM formulation (20),
yields: ∫
∂ V
T−nds =
∫
e1∪e2
Tnds+
∫
e3∪e4
bTnds (2.17)
where bT is a suitably-defined numerical trace. The definition of numerical
traces is crucial, since it affects the consistency, stability and accuracy of
the resulting discontinuous method (20).
It is worth comparing the mixed, weak formulation (2.7) and (2.16)
with the weak formulation of the fundamental equation (2.3). The lat-
ter can be obtained by weighting the residual of equation (2.3) with the
volume indicator distribution φV and integrating over Ω, obtaining:∫
V
∂
∂ t
(C T ) dx+
∫
∂ V

C T− u−D∇T− · nds = ∫
V
Qdx (2.18)
The integrals appearing in (2.18) exist if C , D, u ∈ H1 (V ) and T ∈ H2 (V ),
because in this formulation the trace of ∇T must lie in L2(∂ V ), implying
∇T ∈ H1(V ). Therefore, for the scalar field T and for the other terms
appearing in equation (2.18) higher regularity is required, compared to
the mixed formulation.
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2.3 Numerical approximation
2.3.1 Domain discretization
The domain Ω is subdivided by a tessellation of elements. In the present
work, only one-dimensional and two-dimensional, quadrilateral elements
are considered. Each element Ωe is partitioned into control volumes V .
Differently from continuous CVFEM methods, each control volume is en-
tirely contained in a single element. A coordinate transformation is used
to map the physical element Ωe into the canonical element bΩ ≡ [−1,1]d ,
where d denotes the dimension of Ω (d = 1 or 2 in this work). In general,
the mapping is based on an independent set of interpolatory piecewise-
polynomials bN j , which respect inter-element continuity:
xe (ξ) =
N e∑
j=1
bN j (ξ) xej (2.19)
where
n
xe
j
oN e
j=1
are the physical coordinates of the N e element’s geomet-
rical nodes and ξ ∈ bΩ is the coordinate in the transformed space. In the
proposed formulation the control volume’s edges in the one-dimensional,
transformed element bΩ lie either on P e+2 Gauss-Lobatto-Legendre quadra-
ture nodes or on −1, +1 and on P e Gauss-Legendre quadrature nodes.
The two-dimensional, quadrilateral element is easily obtained by tensor-
product of the one-dimensional element in transformed space.
2.3.2 Finite dimensional subspace and basis functions
The unknowns T (x, t) and q(x, t) are approximated by element-based
polynomial expansions (54). Approximations Th (·, t) and qh (·, t) are cho-
sen in the same finite-dimensional subspace of H1 (Ω) (72), spanned by a
basis of interpolatory piecewise polynomials N j (ξ), defined in the trans-
formed space, which do not respect inter-element continuity. For example,
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the restriction T e
h
of Th to the element Ω
e is given by
T e
h
(ξ)≡
P e+1∑
i=1
Ni (ξ) T
e
i
(2.20)
where
¦
T e
i
©P e+1
i=1
are the nodal values of Th in the element Ω
e. In prin-
ciple, the interpolation nodes may be located everywhere inside an ele-
ment. Nevertheless, Gauss-Legendre or Gauss-Lobatto-Legendre quadra-
ture nodes result in general in well-conditioned systems of equations (42,
50, 63) and are used in the present study.
The finite-element approximation of one-dimensional problems often
exhibits the property known as superconvergence on some special points (108,
ch.14), that is, if a quantity is sampled on those points the error decreases
more rapidly than elsewhere within the element. In the proposed mixed
formulation, it is verified that the diffusion flux qd exhibits superconver-
gence when sampled at the P e Gauss quadrature points within each ele-
ment. In general, mixed finite-element methods do not require the inter-
polation of the flux variable onto the superconvergence points, as the flux
at the interpolation nodes has the same order of accuracy as the trans-
ported quantity (108, ch.11). Numerical experiments reveal that the pro-
posed methodology, endowed with the LDG formulation of the numerical
trace (4), though based on the mixed formulation, requires interpolation
of the flux variable onto the superconvergence points, in order to achieve
the same order of accuracy of the scalar unknown. This feature is con-
firmed by Fourier analysis. Preliminary results, not reported in this work,
show that different formulations of the numerical trace allow to achieve
P e + 1 accuracy for qd at the interpolation nodes.
2.3.3 Approximation of the weak formulation
As this preliminary work focuses mainly on spatial-discretization, a sim-
ple yet robust implicit-Euler scheme for the time-discretization is used to
present the main features of the method. The resulting system of linear
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algebraic equations is M(q) L
∆t F M(T ) +∆t A
¨ qn+1
Tn+1
«
=
¨
0
r
«
(2.21)
For the one-dimensional case, the components of the coefficient matrix
and of the right-hand side are obtained by using the approximations (2.19)
and (2.20) and by approximating the integrals appearing in equations
(2.7) and (2.16) using the Gauss-Legendre quadrature:
M
(q)
i j
=
∫
Vi
D−1 N jdx (2.22a) Li j =
∑
fk

N j n

fk
(2.22b)
Ai j =
∑
fk

C N j un

fk
(2.22c) Fi j =
∑
fk

N j n

fk
(2.22d)
M
(T )
i j
=
∫
Vi
C N j dx (2.22e) ri =∆t
∫
Vi
Qdx −
∑
j
M
(T )
i j
T n
j
(2.22f)
where, in the one-dimensional case, the unit normal vector is n = ±1.
The vectors T =
¦
T j
©
and q =
¦
q j
©
contain the unknown nodal values
of Th and qh. The actual and previous time steps are denoted by the
superscripts n+1 and n, respectively. The index fk is used to address the
faces (end-points, in 1D) of a control volume.
2.3.4 Inter-element coupling and boundary conditions
As for DGFEM, the approximate solution
 
Th,qh

of DCVFEM does not
have to satisfy any inter-element continuity constraint (20). As a conse-
quence, the method is prone to be highly parallelizable when fully-explicit
time-stepping schemes are used, as is customary in purely-hyperbolic prob-
lems. In addition, the method can easily handle different types of approx-
imations in different elements (p-adaptivity) (54). As the present work
focuses on the diffusion operator, implicit time-stepping schemes are also
considered, due to the severe stability limits imposed by explicit methods.
22
2.3 Numerical approximation
In this case, the inter-element coupling provided by the numerical fluxes
prevents a straightforward parallelization and, in addition, the coefficient
matrix is no more block-diagonal, though still very sparse, as is evident
in figure 2.1(a), for the an unsteady diffusion problem using 10 elements
with P e = 3. Figure 2.1(a) shows the structure of the matrix without
reordering, while the pattern depicted by figure 2.1(b) results from appli-
cation of a reverse Cuthill-McKee ordering algorithm (31).
0 20 40 60 80
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80
(a)
0 20 40 60 80
0
20
40
60
80
(b)
Figure 2.1: Sparsity of the coefficient matrix for the solution of an unsteady
diffusion problem using 10 elements with P e = 3 (a) before reordering and
(b) after application of a reverse Cuthill-McKee ordering algorithm (31).
On the element’s boundary, numerical fluxes bTh and bqh have to be de-
fined in order to stabilize the discontinuous method (20, 54). The LDG
formulation of the diffusion numerical fluxes is used (22), where inside
the domain it is assumed:
bTh = Th	
bqh = qh	+ C11Th (2.23)
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with the operators {·} and ¹·º, denoting the inter-element average and
jump, defined as:

Th
	≡ 1
2
 
Th
− + Th
+
 
qh
	≡ 1
2
 
qh
− + qh
+


Th
 ≡  Th−n− + Th+n+ qh ≡  qh− · n− + qh+ · n+ (2.24)
On the domain’s boundary ∂Ω, the following distinct formulations apply:
Dirichlet boundary ∂Ωg According to Cockburn (20):
bTh = g(x, t)
bqh = qh− C11Th (2.25)
Flux boundary ∂Ωh According to Li (54):bTh = Th(∂Ω, t)
bqh · n = h(x, t) (2.26)
Periodic boundary As information is exchanged between neighboring
elements only through numerical fluxes, periodic boundary conditions are
enforced by matching the corresponding periodic boundaries.
Arnold et al. (4) prove that, in order to achieve a stable LDG-DGFEM
formulation, the coefficient C11 must be positive, of order h
−1, where h the
element’s size and proportional to the polynomial order of the element. In
this work it is assumed:
C11 =
αP eD
h
(2.27)
with α > 0. The results of the Fourier analysis, reported in section 2.4,
confirm that this choice yields a stable semi-discrete DCVFEM for unsteady
diffusion-type problems.
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The present work is aimed to develop a general framework for the
solution of diffusion and advection-diffusion problems by the DCVFEM
method. Therefore, a formulation of numerical fluxes is sought which,
though possibly non-optimal in terms of accuracy and stability, yields sta-
ble solutions which are convergent both upon h− and p− refinement, and
is general enough to accommodate different formulations of numerical
fluxes with minor modifications.
The simplest central flux formulation,
bqh = 12 q−h + q+h bTh = 12 T−h + T+h 
(2.28)
was applied originally by Bassi and Rebay (8) and later studied by Cock-
burn and Shu (22), who proved that the resulting DGFEM method con-
verges at a rate P(e), for piecewise polynomials of degree P(e). Application
of the central-flux formulation to the proposed DCVFEM yields a singular
coefficient matrix for steady-diffusion problems. This can be easily ver-
ified for the one-dimensional, stationary diffusion equation with Dirich-
let boundary conditions, discretized using linear elements with interpo-
lation nodes on the boundaries of the elements. A uniform mesh with
unitary grid spacing is considered. The left-hand side of the algebraic
equations, resulting from the DCVFEM discretization for any an element
I ( j) =

x j , x j+1

, j = 1 . . .N − 1, is given by
• Left-most element, j = 1:
q−
j+1 − q+j
q+
j+1 − q+j
3
4
q+
j
+
1
4
q−
j+1

+ T−
j+1 + T
+
j
1
4
q+
j
+
3
4
q−
j+1

+ T+
j+1 − T+j
(2.29a)
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• Internal element, 1< j < N − 1:
q−
j+1 − q−j
q+
j+1 − q+j
3
4
q+
j
+
1
4
q−
j+1

+ T−
j+1 − T−j
1
4
q+
j
+
3
4
q−
j+1

+ T+
j+1 − T+j
(2.29b)
• Right-most element, j = N − 1:
q−
j+1 − q−j
q−
j+1 − q+j
3
4
q+
j
+
1
4
q−
j+1

+ T−
j+1 − T−j
1
4
q+
j
+
3
4
q−
j+1

− T−
j+1 − T+j
(2.29c)
It can be readily verified that the solution vector, assembled from nodal
temperatures and fluxes defined as
q j = 0 ∀ j = 1 . . .N
T j = (−1) j α, α ∈ R \ {0} ∀ j = 1 . . .N
(2.30)
belongs to the kernel of the coefficient matrix, assembled from the equa-
tions (2.29). Therefore, the coefficient matrix is singular. The unphysical
solution (2.30) yields the well-known checkerboarding effect (69).
The LDG approach by Cockburn and Shu (22), constructed to deal
with the mixed form of the diffusion equation, can be easily incorporated
into a more general Discontinuous Galerkin formulation (15), where the
numerical flux for the scalar field depends (linearly) on the jump in the
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flux variable. In DGFEM methods based on the LDG formulation the con-
servation property at element level is preserved since the numerical fluxes
attain a unique value on the inter-element boundaries (4). Moreover, the
possibility to compute the flux q locally (at element level) as a function
of the scalar unknown T (22) allows a certain flexibility in the choice of
the method for solving the resulting algebraic systems. In the DGFEM
framework, the order of accuracy for the LDG representation of numerical
fluxes is P(e) + 1 for a polynomial interpolation of order P(e) (81, 107).
In the present work, the numerical flux associated with advection is
defined by the upwind strategy (54):
eTh = Th−max(u · n−, 0) + Th+max(u · n+, 0) (2.31)
2.3.5 Conservation issues
As mentioned by Cockburn (20), DGFEM methods are locally conser-
vative on each element, provided that a sum of weighted functions is
equal to unity at any point in the element. Commonly used Lagrange
and Serendipity shape functions meet this requirement (108, ch.8). The
DCVFEM method is locally conservative on each control volume and, by
summation and cancellation of fluxes, on each element, provided that the
numerical fluxes are expressed by conservative formulations (13). In ad-
dition, the weak enforcement of Dirichlet boundary conditions maintains
the global conservation property, which is not the case with the traditional
strong enforcement in continuous CVFEMs (63).
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2.4 Fourier analysis
The Fourier analysis (3, 107) is used to investigate the stability, accuracy
and resolution properties of the proposed method and to provide addi-
tional insight into particular features, pointed out by the results of the
numerical simulations.
2.4.1 Unsteady diffusion
The unsteady, one-dimensional diffusion problem with periodic boundary
conditions is described by the following set of non-dimensional equations:
q∗ +
∂ θ
∂ x∗
= 0
∂ θ
∂ Foh
+
∂ q∗
∂ x∗
= 0
θ
 
x∗ + N

= θ
 
x∗

θ
 
x∗, 0

= ei 2π k x
∗/N
(2.32a)
(2.32b)
(2.32c)
(2.32d)
where the domain, of length L, is subdivided into N equally-sized ele-
ments of width h. The dimensionless coordinate is x∗ ≡ x/h, N ≡ L/h
is the dimensionless domain length, the dimensionless time is defined by
the cell Fourier number Foh ≡ D t/(C h2), the dimensionless heat flux is
q∗ ≡ q h/(D T0) and the dimensionless temperature is θ ≡ T/T0. The ref-
erence temperature T0 is the amplitude of the initial condition (2.32d).
The dimensionless LDG coefficient C∗11 for the LDG numerical flux is given
by
C∗11 = C11h/D = α P
e (2.33)
From now on, the complex exponential ei a will be denoted by the compact
notation W (a), where a ∈ R, the symbol bk will denote the dimensionless
wavenumber 2π k/N , with k ∈ Z. The center of each element is denoted
by x∗
e
, and the edges of the e-th element have coordinates x∗
e
∓ 1/2. The
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interpolation nodes, n j , j = 1, ...,Nn , are equally spaced in the whole do-
main. The total number of nodes is Nn = (P
e + 1)N . The control-volume
faces are located as specified in section 2.3.1. In the present study, the
results for polynomial order P e = 1 (linear elements), P e = 2 (parabolic
elements), P e = 3 and P e = 4 are presented. The details of the Fourier
analysis for P e = 1, the linear case, are reported in 2.7.1.
The analytic solution to problem (2.32) is
θ (an.)(x∗, Foh) = e
−bk2Foh W (bk x∗) (2.34)
The calculated Discrete Fourier Transform (DFT hereafter) of the non-
dimensional temperature θ , in the linear case, can be expressed as:
Θk = a1V1 e
λ1Foh + a2V2 e
λ2Foh (2.35)
where λ1,2 are the eigenvalues of the amplification matrix G of the system
(2.32) (see 2.7.1) and they turn out to be purely real. V1 and V2 are the
corresponding eigenvectors. The free coefficients a1 and a2 are used to
enforce the initial condition (2.32d). For P e = 1 a Taylor-series expansion
of λ1,2 with respect to bk yields:
λ1 =−bk2 +Obk4
λ2 =−8C∗11 −bk2 3− C∗11+Obk4 (2.36)
showing that λ1 is an approximation of the exact eigenvalue −bk2, thus it
is to be regarded as the true eigenvalue, while λ2 is a spurious eigenvalue.
It turns out that only for α > 0 in (2.33) both normalized eigenvalues
λ1,2(bk)/bk2 are negative, for any value of bk, resulting in stable solutions.
For α ≤ 0 the spurious eigenvalue becomes positive and the method is
unstable. Therefore, only positive values of C∗11 must be used in order to
guarantee stability.
For P e = 1 the Taylor expansion of the numerical solution Θk with
respect to bk is compared with the DFT of the analytical solution (2.34),
sampled at the nodal points, showing that the method is second-order ac-
curate (see 2.7.1). The calculated DFT Qk of the non-dimensional flux q
∗
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can now be obtained from the constitutive equation (2.32a). A Taylor se-
ries expansion with respect to bk compared with the DFT of the analytical
flux, sampled at the nodes, shows that the computed flux is first order ac-
curate (see 2.7.1). The element’s mid-point is the superconvergence point
for a linear element (108, ch.14). Linear interpolation of the computed
flux at this point yields a second-order accurate approximation of the ana-
lytical flux at the same point (see 2.7.1). For P e = 2, 3 and 4, it is verified
that the orders of accuracy are P e+1, P e and P e+1 for the scalar and the
flux at the interpolation nodes and for the flux at the superconvergence
nodes, respectively.
2.4.1.1 Dispersion/diffusion characteristics
Results of the Fourier analysis for the diffusion equation can be conve-
niently interpreted in terms of dispersion or dissipation errors (60). Dis-
persion errors result in waves, corresponding to different wavenumbers,
traveling at different velocity. Diffusion errors can be related to the amount
of numerical diffusivity, either positive or negative, introduced by a nu-
merical method.
The solution (2.35) to the discrete problem, for the left node of an
element with P e = 1, can be recast as
Θk = F(
bk, Foh,C∗11)
e−bk2FohW  −bk
4
! (2.37)
The term inside square brackets in (2.37) is corresponds to the analytic
solution. F(bk, Foh,C∗11) is a complex-valued function, in general, so it can
be equivalently expressed as
F(bk, Foh,C∗11) = e−(bk2e−bk2)FohW −bkPehFoh (2.38)
where bke denotes the dimensionless effective wavenumber, while Peh de-
notes the effective cell-Péclet number (60)
Peh =
hce
D
(2.39)
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with ce being the numerical advection velocity. As ce depends on bk, each
Fourier mode travels with different velocity. The effective wavenumber bke
quantifies the intensity of numerical dissipation: bke > bk implies that the
computed solution is subject to a more intense damping than the analytic
solution, so the method is overdiffusive. The effective Péclet number Peh
quantifies the relative intensity of the dispersive error, as can be inferred
by recasting Peh as follows
Peh =
h2/D
h/ce
≡ τd
τa
(2.40)
where τd and τa denote the time-scale associated with real diffusion
and numerical advection, respectively. The larger these time-scales, the
weaker the associated transport phenomena. Therefore, Peh ≫ 1 means
that the numerical advection is considerably more effective than the real
diffusion in transporting the scalar T . In the analytic solution, Peh = 0.
Figure 2.2 shows the effective wavenumber bke as a function of bk, for
different values of the coefficient α in (2.33) and for the element’s leftmost
nodes. The results on the other nodes, not reported for brevity, are quite
similar, implying that the dissipation error is almost constant with position
inside the element. Results obtained by a second-order and a fourth-order,
central finite-difference schemes (FD2 and FD4 hereafter) and by a linear
and a parabolic GFEM schemes (GFEM1 and GFEM2 hereafter) are also
reported for comparison. The modified wavenumbers for FD2, FD4 and
GFEM1 can be calculated analytically:
bke =Æ2[1− cos(bk)] FD2
bke =
r
1
6
cos (2bk)− 8
3
cos (bk) + 5
2
FD4
bke =
È
6
1− cosbk
2+ cosbk GFEM1
(2.41)
(2.42)
(2.43)
The expression of bke for the GFEM2 method is obtained numerically. The
following considerations can be drawn:
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• The effective wavenumber depends very weakly on Foh.
• In DGFEM, the coefficient C∗11 is related to the intensity of numerical
dissipation (20). This is confirmed also for the proposed DCVFEM:
for all considered values of P e, increasing α from 0.1 to 10 in (2.33)
yields an increase of bke. Compared to the other considered meth-
ods, DCVFEM with α = 10 yields very weak numerical dissipation,
concentrated in the highest-wavenumber range.
• In the cases P e = 1 and P e = 2, for all considered values of C∗11
the DCVFEM method provides a sensibly smaller amount of artifi-
cial dissipation (either positive or negative) than the other consid-
ered methods, which are under-diffusive (central finite difference)
or overdiffusive (GFEM) across the entire wavenumber range.
• For P e = 2 and P e = 4 and α= 0.1, DCVFEM exhibits a larger dissi-
pation error in the high wavenumber range compared to the respec-
tive lower even-ordered accuracy cases, namely P e = 1 and P e = 3,
respectively. This feature is not confirmed with α= 10, showing the
sensitivity of the proposed formulation on the C11 coefficient.
Figures 2.3 and 2.4 show the effective cell-Péclet number Peh as a func-
tion of bk, for P e = 1,2 and for P e = 3,4, respectively. Reported results are
obtained with different values of the coefficient α in (2.33) and at Foh = 1.
Peh vanishes rapidly at larger times Foh and for Foh = 10 (not shown for
brevity) it is negligibly small. Central finite difference and GFEM schemes
are free from dispersion errors in the solution of the diffusion equation.
From the reported results, the following considerations can be drawn:
• The dispersion error affects more severely the high-wavenumber
range.
• The value of C∗11 affects the distribution of Peh over the entire range
of wavenumbers. The value of α yielding the smallest dispersion
error depends on the polynomial order P e and on the considered
range of wavenumbers: choosing α = 10 yields the lowest overall
dispersion error for all considered values of P e.
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• In the high-wavenumber range, the dispersion error is larger for
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Figure 2.2: Distribution of the effective wavenumber bke with respect to the
dimensionless wavenumber bk, for (a) P e = 1, (b) P e = 2, (c) P e = 3 and
(d) P e = 4. Symbol : DCVFEM with α = 0.1; symbol ◦: DCVFEM with
α = 10; thick solid line: exact solution; symbol Í: (a) FD2 and (b) FD4;
symbol Ï: (a) GFEM1 and (b) GFEM2.
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schemes of even order P e than for schemes with odd order P e − 1.
• Figure 2.3 shows results for the element’s leftmost node. The re-
sults for the rightmost node, not shown here for brevity, have the
same magnitude but opposite sign. This implies that the numerical
solution is squeezed or stretched between left and right nodes, with
an alternating pattern in space. This behavior is confirmed by the
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fact that in the case P e = 2 the results for the central node, not
reported for brevity, show no dispersion error, that is, Peh = 0 for
all wavenumber range. Figure 2.4 shows results for higher orders
P e = 3,4, for element’s (a) outer-leftmost and (b) inner-leftmost
nodes. Results for corresponding rightmost nodes have same mag-
nitude but opposite sign and are not shown for brevity. Numerical
dispersion has significantly lower magnitude compared to lower or-
ders P e = 1,2. As a confirmation to what observed for the lower
orders P e = 1,2, the numerical solution is squeezed or stretched
from outer to inner nodes, indeed the entity of dispersion decreases
from the outer, figure 2.4(a), to the inner node, figure 2.4(b), and,
in the case P e = 4 the central node (not reported for brevity) is free
from dispersion error.
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e h
Figure 2.3: Distribution of the cell-Péclet number Peh with respect to the
dimensionless wavenumber bk, at time Foh = 1 for P e = 1,2. Symbol Í:
α = 0.1, P e = 1; symbol Ï: α = 10, P e = 1; symbol ◦: α = 0.1, P e = 2;
symbol : α= 10, P e = 2.
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Figure 2.4: Distribution of the cell-Péclet number Peh with respect to the
dimensionless wavenumber bk, at time Foh = 1 for P e = 3,4. Symbol Í:
α = 0.1, P e = 3; symbol Ï: α = 10, P e = 3; symbol ◦: α = 0.1, P e = 4;
symbol : α = 10, P e = 4. (a) element’s left outer node, (b) element’s left
innner node.
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2.4.2 Unsteady advection
In the purely advective case the non-dimensional form of the conservation
equation (2.1b) is:
∂ θ
∂ C∗
+
∂ θ
∂ x∗
= 0 (2.44)
coupled with periodic boundary conditions (2.32c) and initial condition
(2.32d). C∗ ≡ u t/h is the CFL number (3, p.162), with u the advection
velocity. The CFL number can be interpreted both as the non-dimensional
time and as the non-dimensional true advection velocity. The analytic
solution is
θ (an.)(x∗, C∗) =W
bk (x∗ −C∗) (2.45)
For P e = 1, the numerical trace is defined by the upwind strategy (2.31).
The calculated Fourier modes can be expressed as
Θk = a1V1e
λ1C
∗
+ a2V2e
λ2C
∗
(2.46)
where λ1,2 are the eigenvalues of the amplification matrix G (see 2.7.2)
and V1,2 are the corresponding eigenvectors. The coefficients a1 and a2
are calculated from the initial condition (2.32d). The eigenvalues λ1,2
of the amplification matrix are both complex numbers, in this case. The
Taylor expansion of the imaginary part with respect to bk yields:
λ1 =−ibk+O(bk2)
λ2 = 2ibk− 4+O(bk2) (2.47)
showing that λ1 is an approximation of the true eigenvalue, while λ2 is
the spurious eigenvalue. The real parts of the eigenvalues, not shown
for brevity, are negative throughout the entire wavenumber range, with
Re

−bλ2≫ Re−bλ1 and Rebλ2 −→ −4 as bk −→ 0. This suggests an
overall stable and dissipative behavior of the method, with the spurious
component of the solution decaying much faster than the true component
with time. The Taylor-series expansion of the numerical solution with
respect tobk yields a second-order accurate approximation ofΘ(an.)
k
, that is,
the DFT of the analytic solution (2.45) sampled at the nodes. Analogous
results for the cases P e = 2, 3 and 4 show that the method is P e + 1
accurate.
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2.4.2.1 Dispersion/diffusion characteristics
The solution (2.46) for the left node of an element can be recast as
Θk(
bk, C∗) = F(bk, C∗)W −bk1
4
+C∗

(2.48)
The term inside square brackets in (2.48) is the analytic solution. In gen-
eral, F(bk, C∗) is a complex-valued function, and can be equivalently ex-
pressed as
F(bk, C∗) = exp − bk2C∗
Pe(num.)
h
!
W

−bkC∗
e
−C∗

(2.49)
where the non dimensional coefficient Pe(num.)
h
represents the numerical
cell-Péclet number and C∗
e
the effective (numerical) CFL number. A physical
interpretation of 1/Pe(num.)
h
and C∗
e
is:
• 1/Pe(num.)
h
represents the numerical diffusivity of the scheme. Posi-
tive values of 1/Pe(num.)
h
indicate that the calculated solution is damped
by numerical diffusion.
• C∗
e
gives information about the effective dispersion of the scheme.
In fact in the analytic solution C∗
e
= C∗, therefore the ratio C∗
e
/C∗
provides a measure of the dispersion error.
Figure 2.5 reports the plot of 1/Pe(num.)
h
versus the wavenumber bk, at dif-
ferent values of C∗, for P e = 1, 2, 3, 4. It can be concluded that:
• Due to the non symmetric nature of the advection problem, results
for each node of the element are different, but the scheme is in
general diffusive (1/Pe(num.)
h
> 0) in the high-wavenumber range.
The right (i.e. downstream w.r.t. the direction of the wind) nodes
show a greater amount of numerical diffusivity.
• The amount of numerical diffusivity decreases significantly as the
schemes’ order is increased.
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• As C∗ increases, the method becomes progressively more diffusive
(or less counter-diffusive) in the entire wavenumber range.
• The scheme tends to become non-diffusive in the low-wavenumber
range as C∗ increases.
Figure 2.6 shows the dependence on bk of the ratio C∗
e
/C∗, for different
values of C∗ at each element’s node, for P e = 1, 2, 3, 4. The following
conclusions can be drawn:
• The scheme is in general more dispersive in the high-wavenumber
range.
• The dispersion error is significantly reduced as the polynomial order
increases.
• At low values of dimensionless time C∗ the dispersion error shows
different trends on different nodes, yet it becomes similar on all
element’s nodes as C∗ increases.
Van den Abeele et al. (91) use Fourier analysis to investigate the char-
acteristics of the Spectral Volume Method (SVM) for the one-dimensional
conservation law. It is recognized that the upwind SVM with Gauss-
Lobatto distribution of the control-volume boundaries is weakly unsta-
ble when the third-order TVD Runge-Kutta scheme (78) is used for time
integration, with a CFL number equal to 0.125. As the present work fo-
cuses on diffusion-dominated problems, only implicit schemes are used
for time-integration, so that no instability has been detected in the consid-
ered test-cases. The present Fourier analysis for the one-dimensional ad-
vection equation provides evidence that the numerical dissipation for the
upwind nodes, introduced by the simple upwind strategy followed for the
advective numerical fluxes, may become negative in the high wavenumber
range, as shown in figure 2.5. This feature may be of some concern when
the proposed method is coupled with explicit time-stepping schemes. Nev-
ertheless, the semi-discretized version of DCVFEM is stable for all consid-
ered orders of interpolation P e, since the real parts of the eigenvalues of
the amplification matrix are negative.
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Figure 2.5: Distribution of the inverse numerical cell-Péclet number
1/Pe(num.)
h
with respect to the dimensionless wavenumber bk, at different val-
ues of C∗ for (a) P e = 1, (b) P e = 2, (c) P e = 3 and (d) P e = 4. Symbol
⊳: element’s leftmost node; symbol ⊲: element’s rightmost node; symbol ∗:
element’s left inner node (only for P e = 3 and P e = 4); symbol : element’s
right inner node (only for P e = 3 and P e = 4); symbol ◦: element’s central
node (only for P e = 2 and P e = 4). Dimensionless times C∗ = 1 (solid line)
and C∗ = 10 (dashed line) are shown.
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Figure 2.6: Distribution of the ratio C∗
e
/C∗ with respect to the dimensionless
wavenumber bk, at different values of C∗ for (a) P e = 1, (b) P e = 2, (c)
P e = 3 and (d) P e = 4. Symbol ⊳: element’s leftmost node; symbol ⊲:
element’s rightmost node; symbol ∗: element’s left inner node (only for P e =
3 and P e = 4); symbol : element’s right inner node (only for P e = 3 and
P e = 4); symbol ◦: element’s central node (only for P e = 2 and P e = 4).
Dimensionless times C∗ = 1 (solid line) and C∗ = 10 (dashed line) are shown.
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2.5 Numerical simulation of selected problems
The accuracy of the proposed method is investigated by numerical tests
and compared against GFEM and DGFEM calculations.
2.5.1 Steady, linear advection-diffusion
2.5.1.1 Homogeneous problem
The following steady, linear advection-diffusion problem is considered:
∂ T
∂ x
− ∂
2T
∂ x2
= 0 , x ∈ (−1,1)
T (−1) = e−1
T (1) = e1
(2.50)
The analytical solution is T (x) = ex . The L2 error norms of results for the
DCVFEM and DGFEM, calculated on progressively refined uniform grids
and with different orders of interpolation P e, are reported in figure 2.7.
The value of the parameter α in (2.27) is set to α = 10. The errors are
computed at the interpolation nodes for both the temperature T and the
heat flux q, while errors at superconvergence nodes are computed only
for the heat flux. The following conclusions can be drawn:
• The error on T decreases as hP e+1.
• The error on q computed at the interpolation nodes decreases as
hP
e
.
• The error on q computed at the element’s quadrature nodes, which
are the zeros of the Legendre polynomial of order P e, decreases as
hP
e+1.
• The errors on T,q computed with the mixed formulation of DGFEM
are comparable to those of DCVFEM.
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Figure 2.7: Error norm L2 for solution of problem (2.50) for (a) temperature
T , (b) heat flux q and (c) superconvergence heat flux q for different polyno-
mial order P e. Symbol ◦ : DCVFEM; symbol • : DGFEM. For reference, lines
of convergence rates P e (solid line) and P e + 1 (dashed line) are plotted.
2.5.1.2 Forced problem
The Hemker problem (109, Appendix B) is defined as:
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
d
dx
(u T )− D d
2T
dx2
=Q (x) , x ∈ (−1,1)
u (x) = x; D = 10−10
Q (x) =−Dπ2 cos (π x)−π x sin (π x)
+ cos (π x) +
erf
xp
2D
erf
1p
2D
T (−1) = −2; T (1) = 0
(2.51)
This test-case is used to investigate the capability of the proposed method-
ology to resolve internal layers without generating unphysical oscillations,
typical of the continuous formulations (109, Appendix B). In figure 2.8(a)
the classical continuous Galerkin formulation (GFEM) is used with P e = 5
and h = 0.1. The solution reveals unphysical oscillations. The DGFEM
and DCVFEM solutions are compared in figure 2.8(b) and (c) for P e = 2
and P e = 5, respectively, with h = 0.1. For both orders of accuracy used,
there is no evident difference between both computed solutions and the
analytical solution and no evident unphysical oscillation. Figures 2.8(d)
and 2.8(e), for P e = 2 and P e = 5, respectively, compare the errors for the
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two considered approaches at the interpolation nodes. The errors result-
ing from the two methods are of the same order of magnitude. In the case
P e = 2, the DGFEM performs slightly better, in general, but the DCVFEM
yields smaller errors at the downstream nodes of each element. In the
case P e = 5, the error in proximity of the discontinuity is of one order
of magnitude greater than in the smooth region; the DCVFEM performs
slightly better near the discontinuity, while in the smooth-solution region
the DGFEM and DCVFEM errors are very similar.
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(a)
Figure 2.8: (a) GFEM (solid thin line), DCVFEM and DGFEM solutions of
problem (2.51), compared to the analytic solution (solid thick line) for (b)
P e = 2 and (c) P e = 5. Errors at interpolation nodes for the DCVFEM and
DGFEM for (d) P e = 2 and (e) P e = 5. Symbol ◦ : DCVFEM; symbol • :
DGFEM.
2.5.2 Steady, linear diffusion with discontinuous ther-
mophysical properties
The following diffusion equation, with a distributed source term and Dirich-
let boundary conditions, is solved in the case of discontinuous thermal
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conductivity D: 
d
dx

D
dT
dx

+ e8x = 0
T (x =−1) = 1
T (x = 1) =−1
(2.52)
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The thermal conductivity takes two different values in the domain:

D = 5 in [−1,0]
D =
1
2
in (0,1]
(2.53)
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The analytical solution to problem (2.52,2.53) is:
T (x) =
cosh(8)
176
− e
8 x
320
− 59 x
320
−
x
3520e8
+
x e8
352
+
261
320
, x ∈ [−1,0]
T (x) =
cosh(8)
176
− e
8 x
32
− 59 x
32
−
x
352e8
+
5 x e8
176
+
27
32
, x ∈ (0,1]
(2.54)
The problem is solved with the proposed DCVFEM on progressively re-
fined uniform grids and different orders of interpolation. The calculated
L
2 error norms are reported in figure 2.9. The following conclusions can
be drawn:
• The orders of convergence rate are P e + 1, P e and 2 P e for the tem-
perature and the flux at the interpolation nodes and for the flux at
the super-convergence nodes, respectively.
• The convergence rate for the flux obtained at the superconvergence
nodes is noteworthy but, according to the outcomes of the other
test-cases and the Fourier analysis, it can not be considered as a
general result.
• In figure 2.9(c), the L2 error for the heat flux, interpolated at the
super-convergence points, shows an inconsistent behavior on the
finest mesh for P e = 4 and P e = 5. This feature is compatible with
the double-precision arithmetic used for the calculations and with
the observation that the aforementioned inconsistency appears for
values of the error of the order of 10−11. Since the maximum an-
alytical heat flux is approximately 331, the inconsistent behavior
appears for relative errors of the order of 10−14 ÷ 10−15, which can
be ascribed to the accumulation of round-off errors.
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Figure 2.9: Error norm L2 for the solution of problem (2.52,2.53) for (a)
temperature T , (b) heat flux q and (c) superconvergence heat flux q for
different polynomial order P e. Symbol ◦: DCVFEM. For reference, lines of
convergence rate (a) P e + 1, (b) P e and (c) 2 P e are plotted (solid line).
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2.5.3 Burgers’ equation
In order to test the capability of the proposed method to accurately repre-
sent high gradients, the periodic Burgers’ equation is solved:
∂ u
∂ t
+
∂
∂ x

u2
2

=
1
Re
∂ 2u
∂ x2
u (x , t) = u (x + 1, t)
u (x , 0) = sin (2π x)
(2.55)
Results by the proposed DCVFEM method are compared against reference
solutions, obtained by the method proposed by Mittal and Singhal (65),
and against the results by DGFEM. Figure 2.10 shows the solutions to
problem (2.55) obtained with a mesh of size h = 1/50, with different
polynomial orders P e and for different values of the Reynolds number Re,
at a final time t = 2. Error norms for DCVFEM and DGFEM are compared
in table 2.1. The following conclusions can be drawn:
• The DCVFEM and DGFEM yield solutions of comparable accuracy in
all considered cases.
• Considering that no flux-limiters nor adaptation strategies are em-
ployed, for high values of the Reynolds number (Re = 104 and
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Re →∞) both DCVFEM and DGFEM errors are not reduced signif-
icantly with increasing polynomial order P e due to the Gibbs’ phe-
nomenon near the discontinuity.
Table 2.1: Error norms L2 and L∞ for the solution of problem (2.55) for
DCVFEM and DGFEMwith different polynomial order P e and different values
of the Reynolds number Re. All simulations have been made with a uniform
mesh of size h= 1/50.
DCVFEM DGFEM
Re P e L2 error L∞ error L2 error L∞ error
1 1.93E-04 4.31E-04 2.24E-04 6.49E-04
102 2 6.25E-06 2.93E-05 6.37E-06 2.96E-05
3 1.75E-06 4.70E-06 2.38E-06 7.68E-06
1 7.56E-03 3.45E-02 6.23E-03 3.81E-02
103 2 1.38E-03 9.15E-03 6.30E-04 3.78E-03
3 2.95E-04 2.90E-03 2.83E-04 2.02E-03
1 1.34E-02 7.15E-02 1.29E-02 7.61E-02
104 2 1.28E-02 7.48E-02 1.26E-02 8.18E-02
3 1.05E-02 6.32E-02 1.03E-02 7.03E-02
1 7.91E-03 4.03E-02 7.58E-03 4.02E-02
→ +∞ 2 5.95E-03 3.41E-02 5.93E-03 3.13E-02
3 4.94E-03 2.82E-02 1.03E-02 9.75E-02
53
2. DISCONTINUOUS CONTROL-VOLUME FE METHOD
0 0.2 0.4 0.6 0.8 1−1
−0.5
0
0.5
1
x/L
U/U0
0.45 0.46
0.08
0.1
0.49 0.5
−0.01
0
0.01
0.02
(a)
0 0.2 0.4 0.6 0.8 1−1
−0.5
0
0.5
1
x/L
U/U0
0.47 0.48
0.2
0.25
0.49 0.5 0.51
−0.06
−0.04
(b)
Figure 2.10: DCVFEM and DGFEM solutions of problem (2.55), compared
to the reference solution (solid line) for (a) Re = 102, (b) Re = 103, (c)
Re = 104 and (d) Re→ +∞. Symbol ◦ , andÏ : DCVFEMwith P e = 1, 2, 3
respectively; Symbol+ ,× andÍ : DGFEMwith P e = 1, 2, 3 respectively. The
initial condition (dashed line) is plotted for reference.
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2.5.4 Steady-state, two-dimensional diffusion with source
term
The stationary, two-dimensional diffusion problem with Dirichlet bound-
ary conditions can be cast as:
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q= −∇T  x , y ∈ Ω (2.56a)
∇ · q=Q  x , y  x , y ∈ Ω (2.56b)
T = g
 
x , y
  
x , y
 ∈ ∂Ω (2.56c)
where Ω is a simply–connected, open set with regular boundary ∂Ω and
Q denotes the source term. Problem (2.56) is solved by the proposed
methodology using quadrilateral, sub–parametric elements, where a bilin-
ear coordinate transformation is used to map the physical space (x , y) ∈ Ω
onto the parametric space (ξ,η) ∈ bΩ ≡ [−1,1]× [−1,1], while the ap-
proximation of T and q is achieved by the tensor product of one-dimensional
polynomial interpolants Li (ξ) and L j
 
η

, respectively:
bT  ξ,η = N∑
i, j=1
Ti j Li (ξ) L j
 
η

(2.57a)
bq ξ,η = N∑
i, j=1
qi j Li (ξ) L j
 
η

(2.57b)
where N = P e + 1. The one-dimensional coordinates of the N × N inter-
polation nodes

ξi ,η j

are the zeros of the Legendre polynomial of order
N . The control-volumes Vi j are defined in
 
ξ,η

space by partitioning bΩ
into a collection of rectangles:
Vi j =
¦ 
ξ,η
 |ai−1 ≤ ξ≤ ai , a j−1 ≤ η≤ a j© , i, j = 1, . . . , N (2.58)
where ai , 1≤ i ≤ N −1 are the roots of the Legendre polynomial of order
N − 1, while a0 = −1, aN = 1. A sketch of the resulting partition of an
element with P e = 2 in transformed space is shown in figure 2.12.
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η
ξ
Figure 2.12: Sketch of the subdivision of an element with P e = 2 into control
volumes, in transformed (ξ,η) space. Dots: interpolation nodes; dashed
lines: control volume boundary.
The problem (2.56) is solved on Ω = [0,1]× [0,1] with
Q = −

2− 4π2 x (x − 1)

cos
 
2π y

(2.59)
Homogeneous Dirichlet boundary conditions T = 0 are enforced on the
boundary {0,1} × [0,1] and periodic conditions hold along y . The ana-
lytical solution is
T
 
x , y

= x (x − 1) cos 2π y (2.60)
Figure 2.13 shows the convergence rate attained for the scalar field T by
the proposed method with C11 = 10 in (2.27), for different polynomial
orders of interpolation P e and for both a regular, Cartesian mesh and a
randomly distorted mesh. The maximum absolute error e on the interpo-
lation nodes is considered. e0 denotes the reference error, computed on
a uniform, Cartesian 10× 10 mesh. On sufficiently refined meshes, both
uniform and random, the maximum absolute error scales as hP
e+1, where
h is the mesh diameter.
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Figure 2.13: Convergence rate for the solution of problem (2.56) with
C11 = 10. Void symbols: uniform, Cartesian meshes. Filled symbols: ran-
dom meshes. Symbols as follows: ◦ : P e = 1,  : P e = 2, Ï : P e = 3 and Í :
P e = 4.
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2.6 Practical application of DCVFEM:
tuned liquid tank for structural control
2.6.1 Introduction
In the framework of civil engineering, the employment of lightweight,
high-strength materials and sophisticated construction techniques has led
to tall and flexible structures which may present very weak effectiveness
in damping environmentally induced motions. Of particular importance
is the structure vulnerability to wind forcing, whose dynamic action poses
serious issues in terms of serviceability and human discomfort. In the
past two decades, the research in building design has been committed to
limiting such structural vibrations via modifications of the global design
or the aerodynamics of the building, or via the incorporation of auxiliary
damping systems. A review of several means of providing added structure
damping can be found in Kareem et al. (49).
Passive mass dampers are among reasonable choices in terms of cost
and feasibility for mitigating translational and torsional vibrations. Ex-
amples of passive mass dampers are tuned mass dampers (TMDs), tuned
liquid dampers (TLDs) and tuned liquid column dampers (TLCDs). The
TMDs consist of a mass connected to the structure through a spring and a
dashpot, while in TLDs and TLCDs the mass is replaced by a liquid, gen-
erally water, partially filling a container of various shape, where energy
is dissipated by the sloshing of the liquid through viscous processes and
wave breaking. Even if the TMDs are the most used damping systems
for practical applications, their efficiency in suppressing vibrations is con-
fined to a single frequency, and this makes the TLDs more attractive when
the load is associated to a wide spectrum of frequencies, as in the case of
wind, waves, or earthquakes, due to the fact that TLDs can be designed
to damp a range of unwanted frequencies (35, 48). Among the advan-
tages of using TLDs are the easiness in adjusting the natural frequency by
varying the shape and the filling ratio, the low cost of maintenance, and
the possibility for temporary use. Innovative applications using liquid as
a mean of achieving motion limitation can be found in ship design (62),
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satellite stabilization (1), offshore platforms (16), road transportation of
liquid (28).
In the present analysis, a 2D rectangular container is coupled with an
elastic support structure subject to horizontal motion, resulting in a TLD.
When the structure coupled with the TLD sways due to an externally in-
duced load, the sloshing inside the tank modifies the global response of
the structure and, with a proper design of the TLD, the natural frequen-
cies of the global structure are shifted, and the amplitude of the structure
displacements is reduced.
2.6.2 Mathematical model
The modelization of the fluid tank follows the linear potential theory (see
e.g. Kundu and Cohen (52), ch. 7).
2.6.2.1 Governing equations
Consider a two-dimensional tank, where the motion of the fluid takes
place in the x-y plane, and the waves propagate in the x-direction only,
as shown in the scheme of figure 2.14. The reference zero value for the y
axis is taken to be the still water surface level. The following assumptions
are made:
• the liquid is homogeneous and incompressible;
• the effects of viscosity are neglected;
• Coriolis forces are neglected since the order of magnitude of the
waves’ frequency is assumed to be large compared to the frequency
of earth’s rotation;
• the flow is irrotational (the flow is assumed to be generated from a
still water condition, thus, ignoring viscous effects, Coriolis forces,
and density variations, Kelvin’s circulation theorem assures an irro-
tational flow);
• the walls of the damper are rigid;
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x
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Figure 2.14: Scheme of the rectangular two dimensional liquid tank.
• fluid particles do not leave the surface (no wavebreaking occurs);
• the surface tension is neglected;
• the waves’ amplitude is small.
Since the flow is irrotational, a velocity potential φ(x , y, t) can be defined
such that
u=
∂ φ
∂ x
v =
∂ φ
∂ x
(2.61)
where the total velocity is V(x , y, t) = (u(x , y, t), v(x , y, t)). Substituting
equation (2.61) into the continuity equation
∂ u
∂ x
+
∂ v
∂ y
= 0 (2.62)
leads to the Laplace equation
∂ 2φ
∂ x2
+
∂ 2φ
∂ y2
= 0 (2.63)
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On the vertical walls and bottom of the tank the rigid boundary con-
dition is imposed
∂ φ
∂ n
= Vr · n, (x , y) ∈ ∂Ωr.b. (2.64)
where n is the outwarding normal w.r.t. the tank, Vr is the velocity im-
posed to the tank, and ∂Ωr.b. denotes the points belonging to the rigid
boundaries of the tank.
At the free surface, a combination of two types of boundary conditions
are imposed, the kinematic and the dynamic conditions. The kinematic
condition expresses the assumption that the fluid particle never leaves the
free surface
Dη
Dt
= v(x ,η, t), y = η (2.65)
where the free surface displacement is denoted as η(x , t), and the mate-
rial derivative reads as
D
Dt
=
∂
∂ t
+ u
∂
∂ x
The assumption of small waves’ amplitude paves the way for the the lin-
ear approximation, in which the quadratic terms are neglected and the
potential φ can be evaluated at y = 0 instead of y = η. Condition (2.65)
them becomes
∂ η
∂ t
=
∂ φ
∂ y
, y = 0 (2.66)
The dynamic condition states that the pressure immediately below the
surface equals the ambient pressure (surface tension is neglected). The
ambient pressure is assumed to be zero, thus the condition is
p(x , y = η, t) = 0 (2.67)
Since the flow is irrotational, we may use the Bernoulli’s equation
∂ φ
∂ t
+
1
2

u2 + v2

+
p
ρ
+ g y = 0 (2.68)
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where ρ is the density of the fluid, and g is the gravity acceleration. Equa-
tion (2.68), under the assumption of small amplitude waves, leads to the
linearized approximation
∂ φ
∂ t
+
p
ρ
+ g y = 0 (2.69)
Substituting the surface pressure condition (2.67) into (2.69) we have
∂ φ
∂ t
+ gη= 0, y = η (2.70)
Again, in the approximation of small amplitude waves, we may evaluate
∂ φ/∂ t at y = 0 instead of y = η, obtaining
∂ φ
∂ t
= −gη, y = 0 (2.71)
Finally, we perform a further derivation w.r.t. time t of condition (2.71),
and substitute the kinematic condition (2.66), obtaining
∂ 2φ
∂ t2
= −g ∂ φ
∂ y
, y = 0 (2.72)
In brief, the problem to be solved reads as
∂ 2φ
∂ x2
+
∂ 2φ
∂ y2
= 0
∂ φ
∂ n
= Vr · n, on ∂Ωr.b.
∂ 2φ
∂ t2
=−g ∂ φ
∂ y
, on ∂Ω f .s.
(2.73a)
(2.73b)
(2.73c)
where ∂Ω f .s. denotes the free surface, remarking that, in the linear ap-
proximation of small waves, the free surface condition is applied at y = 0
instead of y = η. System (2.73) is prone to be solved using the proposed
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DCVFEM method, since the equivalence of (2.73a) to the governing equa-
tions (2.1) is straightforward when setting
C ≡ 0, qa ≡ 0, D≡ I,
Q = 0, qd ≡ V, T ≡−φ
2.6.2.2 Frequency domain solution
Since in the present analysis we are concerned only with the stationary
regime of motion, it is convenient to solve problem (2.73) in the frequency
domain rather than in the time domain. In the following it is shown that
applying the Fourier transform to the original system (2.73), leads to a
simplified form where the time variable t is not involved. The Fourier
transform in time t of the potential φ is defined (see e.g. Evans (27),
ch. 4) as bφ(x , y;ω) = ∫ ∞
−∞
φ(x , y, t) e−iω tdt (2.74)
where the hat symbol denotes, hereafter, the time Fourier transform of a
function. The original function can be reconstructed by the inverse trans-
form as
φ(x , y, t) =
1
2π
∫ ∞
−∞
bφ(x , y;ω) eiω tdω (2.75)
Analogously, the Fourier transform of the velocity V is obtained as
bV(x , y;ω) = ∫ ∞
−∞
V(x , y, t) e−iω tdt (2.76)
whose inverse transform leads to the original velocity function
V(x , y, t) =
1
2π
∫ ∞
−∞
bV(x , y;ω) eiω tdω (2.77)
The inverse transform relations (2.75) and (2.77) are substituted in sys-
tem (2.73). After differentiating under the integral sign we obtain the
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following system
1
2π
∫ ∞
−∞
 
∂ 2 bφ
∂ x2
+
∂ 2 bφ
∂ y2
!
eiω tdω = 0
1
2π
∫ ∞
−∞
 
∂ bφ
∂ n
− bVr · n
!
eiω tdω = 0, on ∂Ωr.b.
1
2π
∫ ∞
−∞
 
−ω2 bφ + g ∂ bφ
∂ y
!
eiω tdω = 0, on ∂Ω f .s.
(2.78a)
(2.78b)
(2.78c)
From to the uniqueness of the inverse Fourier transform (27), the argu-
ments of the integrals appearing in equations (2.78) are identically zero,
thus 
∂ 2 bφ
∂ x2
+
∂ 2 bφ
∂ y2
= 0
∂ bφ
∂ n
= bVr · n, on ∂Ωr.b.
−ω2 bφ =−g ∂ bφ
∂ y
, on ∂Ω f .s.
(2.79a)
(2.79b)
(2.79c)
System (2.79) is solved for a prescribed discrete set of values of the
frequency ω, thus in the following the frequency ω has to be regarded as
a parameter.
2.6.2.3 Stress force exerted on the tank
For each of the resolved frequencies, the (complex) pressure bp is easily
calculated using Bernoulli’s equation
bp =−ρ∂ bφ
∂ t
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obtaining bp =−iω bφρ (2.80)
It follows that the force bF exerted by the fluid on the tank may be calcu-
lated by integrating the pressure over the rigid walls of the tank as
bF= ∫
∂Ωr.b.
bpnd∂Ω (2.81)
and, analogously, the momentum about the origin of the system of refer-
ence reads as bMO(ω) = ∫
∂Ωr.b.
x×  bpnd∂Ω (2.82)
where x= (x , y) is the position vector.
Both the complex resulting force bF and momentum bM are regarded as
generalized forces
bfi = bFx , bFy , bFz for i = 1, 2, 3bfi = bMOx , bMOy , bMOz for i = 4, 5, 6
which can be expressed as (66)
bfi =−∑
j

Ai j b¨x j + Bi j b˙x j , i, j = 1, 2, . . . , 6 (2.83)
where bx j = bx , by , bz for j = 1, 2, 3
bx j = bθx , bθy , bθz for j = 4, 5, 6
Equation (2.83) denotes a decomposition of the complex generalized force,
associated to each generalized mode of motion, into components in phase
with the velocity and acceleration of the corresponding modes. The index
i denotes the direction of the force and the index j the direction of the mo-
tion. In the general three dimensional case, the indexes i, j = 1, 2 . . . , 6,
while in the present two dimensional study we make use only of indexes
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1 and 2, associated to axes x and y respectively, and index 6, associated
to the rotation about the axis normal to the x y plane, namely bθz . The
dots denote the derivation w.r.t. time, thus b˙x and b¨x are regarded as the
complex velocity and acceleration, respectively. We refer to the real co-
efficients Ai j and Bi j as the added mass and added damping associated to
the motion of the fluid, since they represent the force components pro-
portional to the acceleration and velocity, respectively. In other words,
the hydrodynamic force exerted by the fluid on the tank walls in the i-th
direction, bFi , can be interpreted in terms of a mass term Ai j b¨x j and a damp-
ing term Bi j b˙x j , in phase with the j-th mode of motion. It is clear that the
coefficients of added mass and damping depend on the frequency ω, i.e.
Ai j = Ai j(ω) and Bi j = Bi j(ω).
From the definition of the Fourier transform in time (27), it is easily
shown that for the velocity components we have
b˙x j(ω) = iω bx j(ω) (2.84)
and analogously the acceleration reads as
b¨x j(ω) = −ω2 bx j(ω) (2.85)
Since equations (2.79) define a linear time invariant system, it can be
fully characterized by the response to an impulsive displacement (24).
This implies using bx j = 1, thus the velocity and acceleration in (2.83)
read as b˙x j = iω, b¨x j = −ω2 (2.86)
It is then possible, considering each mode of motion separately, to evaluate
the added mass and damping coefficients as
Ai j =
Re(bFi)
ω2
, Bi j = −
Im(bFi)
iω
(2.87)
The linear potential theory does not consider the damping of the liquid
tank. Thus when the frequency ω of the imposed motion approaches a
natural frequency of the fluid-tank system ω∗
k
, the response in terms of
added mass coefficients tends to infinity, in other words, the resonant
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condition is approached. It follows that from the analysis of the Ai j w.r.t.
different values of the frequency ω, it is possible to evaluate the natural
frequencies of the system, as shown in section 2.6.3. The added damping
coefficients Bi j are null in this approximation.
2.6.2.4 Artificial damping coefficient
The assumption of zero damping of the liquid tank is an ideal condition,
an inconsistency related to the linear potential theory. To obtain a more
realistic and detailed analysis of the sloshing inside a tank the Navier-
Stokes equations have to be solved. Nevertheless, different approaches for
approximately taking into account the system’s damping have been pro-
posed (see e.g. Malenica et al. (62)), in the context of the linear potential
theory. In the present work, an artificial dissipation term −µ∂ bφ/∂ t is in-
troduced in the free surface boundary condition, so that (2.79c) becomes
−ω2 bφ = −g ∂ bφ
∂ y
+ iωµ bφ, on ∂Ω f .s. (2.88)
where the artificial coefficient is µ = ν ω, with ν a non dimensional pa-
rameter. Condition (2.88) implies that the main part of the dissipation
takes place at the free surface. The latter assumption may be not true,
especially in cases where irregular tank shapes are used, or when internal
buffers are present, but since in the present study we are interested in the
amount of energy dissipated by the TLD rather than where it is dissipated,
the approximation is sufficiently accurate. Due to modification (2.88), the
added damping coefficients Bi j in (2.83) become non null, thus dissipat-
ing the energy of the system.
2.6.3 Rectangular liquid tank subject to horizontal mo-
tion
The proposed DCVFEM is used to evaluate the natural frequencies ω⋆
k
of
the tank/fluid system in the case of a rectangular two-dimensional tank
68
2.6 Practical application: tuned liquid tank
of width b and still water level h, shown in figure 2.14, subject to a hor-
izontal movement along the x axis. Considering system (2.79), a unitary
horizontal displacement which implies a velocity as in (2.86), and the
modification for the artificial damping (2.88), the following problem is
obtained 
∂ 2 bφ
∂ x2
+
∂ 2 bφ
∂ y2
= 0
∂ bφ
∂ n
= bVr · n, on ∂Ωr.b.
−ω2 bφ =−g ∂ bφ
∂ y
+ iω2 ν bφ, on ∂Ω f .s.
(2.89a)
(2.89b)
(2.89c)
where the imposed horizontal velocity
bVr = iω
0

(2.90)
The dimensions of the tank are set to b = 7.0m, h = 0.9m, which
are realistic dimensions of a TLD for a civil application (48, 49). Figure
2.15 reports the calculated values for the added mass coefficient A11 w.r.t.
different values of the frequency ω ∈ [0, 4), compared to the analytic
solution (35). A regular mesh of 8×4 elements of order P e = 2 is used, the
considered liquid is water with density ρ = 103kg/m3, and the artificial
coefficient ν = 0, thus no dissipation of the system is considered. The
following conclusions can be drawn:
• the first two natural frequencies are identified in correspondence to
the value of A11 −→∞;
• the calculated solution is in good agreement with the analytic so-
lution, from which we have that the exact values of the first two
natural frequencies areω∗1 = 1.2991 rad/s andω
∗
2 = 3.3253 rad/s;
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Figure 2.15: Calculated values of the added mass coefficients A11 for the
solution of problem (2.89), compared to the analytic solution (35). A rect-
angular liquid tank of height h = 0.9m and width b = 7.0m is considered,
using a regular mesh of 8× 4 elements of order P e = 2.
• the calculated value of A11 in correspondence to the second natural
frequency ω∗2 presents a higher error since higher frequencies are
more sensible to the resolution of the scheme.
From the calculated values of the added mass A61 equivalent conclusions
are made, and the results are not presented for brevity. As mentioned, the
added damping B11 = B61 = 0 since no dissipation is considered (ν = 0).
Due to the symmetric geometry of the tank, we have also that A21 = 0.
Figure 2.16 shows a quantitative validation of the proposed DCVFEM
for the present application. The results of A11 calculated at a frequency
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Figure 2.16: Normalized error e11(ω2) (2.91) of the solution of problem
(2.89) for ω2 = 3.364 rad/s w.r.t. (a) the inverse of the diameter of the
mesh 1/h; (b) the number of degrees of freedom Ndof; (c) the number of
non-zero elements in the coefficient matrix Nnze. A rectangular liquid tank of
height h= 0.9m and width b = 7.0m is considered.
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ω2 = 3.364 rad/s adjacent to the second natural frequency are com-
pared with the solution calculated by a two dimensional Boundary Ele-
ment Method (BEM) solver (see e.g. Beer et al. (10)), since it represents
one of the popular approaches for sloshing applications (see e.g. (90)).
The BEM solver used calculates the solution in the frequency domain, the
potential is assumed constant on the panels, and the Green’s function is of
logarithmic type. The comparison is made in terms of a normalized error
ei j(ω) defined as
ei j(ω)≡
¯¯¯
¯¯Ai j(ω)Num. − Ai j(ω)Anal.
Ai j(ω)
Anal.
¯¯¯
¯¯ (2.91)
where the superscripts stand for the numeric and analytic solutions.
Figure 2.16(a) shows the normalized error w.r.t. the inverse of the
diameter, defined, for the DCVFEM, as the maximum distance between
two points inside an element h ≡ max (|x1 − x2|), x1,2 ∈ Ωe, while for the
BEM the diameter is assumed to be the size of the panel. The following
conclusions are made:
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• the DCVFEM of order P e = 1 (linear) is comparable to the BEM for
comparable values of the diameter of the mesh h;
• the DCVFEM using a very coarse mesh with elements of order at
least P e = 2 achieves values of the error considerably lower w.r.t.
the BEM solver;
• the DCVFEM of higher order tends to the prescribed order of con-
vergence P e + 1 (see sections 2.4 and 2.5).
Figure 2.16(b) reports the normalized error w.r.t. the number of de-
grees of freedom Ndof, identified, for the DCVFEM, as the total number
of the interpolation nodes multiplied by 3 (one scalar value bφ and the
two components of the vector bV), while for the BEM, the total number of
panels is considered. The following considerations can be drawn:
• the DCVFEM of order P e = 1,2 involves a higher number of degrees
of freedom w.r.t. the BEM for a fixed value of the error;
• the DCVFEM with polynomial order of P e ≥ 3 allows for lower error
w.r.t. the BEM, although a higher number of degrees of freedom is
involved.
Figure 2.16(c) shows the normalized error w.r.t. the number of non-
zero elements in the coefficient matrix Nnze, where for the BEM, which
involves a fully non-zero matrix, the square of the total number of panels
is considered. The following conclusions can be drawn:
• for the DCVFEM of order P e = 2 the error is comparable to the BEM,
for a fixed Nnze;
• for the DCVFEM of order P e ≥ 3 the error is sensibly lower w.r.t.
BEM, involving a comparable Nnze;
• when higher polynomial orders are used, e.g. P e = 5, 6, 7, together
with a finer mesh, the error does not decrease significantly in rela-
tion to the non-zero elements of the coefficient matrix Nnze;
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In conclusion, the used BEM is more efficient for low orders of accu-
racy, however, if a high order of accuracy is required, the DCVFEM with a
high P e results considerably more efficient even when a very coarse mesh
is used, as the error decreases rapidly as P e + 1.
2.6.4 Example: reduction of the displacement in a forced
system
The displacement of a forced system can be modified and reduced through
the application of a TLD, conveniently adjusted to damp the undesired fre-
quency. An n-story shear civil building can be modeled as an n-degree of
freedom system, and the modal analysis can be performed for the calcula-
tion of the natural modes and modal shapes of vibration (see e.g. Chopra
(18)). It can be shown (18) that the first natural mode is the most influen-
tial in terms of displacement and acceleration magnitude of the structure,
and that the multiple degrees of freedom (MDF) model can be further
simplified to a single degree of freedom (SDF) model, whose natural fre-
quency corresponds to the first mode of the original system. The SDF
system is then coupled with a TLD of convenient dimensions and still wa-
ter level in order to match the first mode of the TLD to the first mode of
the SDF system. The scheme of the SDF coupled with the TLD is shown in
figure 2.17.
The governing dynamic equation of the coupled SDF system, in the
complex representation, is 
Ms + A11(ω)
 b¨x +  Cs + B11(ω) b˙x + Ksbx = bFx (2.92)
where Ms is the total mass of the SDF system, Cs is the damping, Ks is the
stiffness. The external forcing bFx applied to the system can be interpreted
as the wind or earthquake action. The displacement can be expressed
in terms of the complex frequency-response function of the system (18)bH(ω) as bx = bH(ω)bFx , and accounting relations (2.84, 2.85) we obtain
from (2.92) the following expression
bH(ω) = 1−ω2  Ms + A11(ω)+ iω Cs + B11(ω)+ Ks (2.93)
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x
y
Ks
Cs
Ms
Fx
Figure 2.17: Scheme of the single degree of freedom (SDF) system coupled
with the TLD, considering a rectangular two dimensional liquid tank.
The module of the response function | bH(ω)| then gives the displacement
of the system when a forcing bFx is applied.
A practical example is provided by assigning the system’s mass Ms =
69000 kg and stiffness Ks = 100 kN/m. The system’s damping is assigned
a zero value Cs = 0 since it is assumed that the energy is dissipated only
by the TLD. The natural frequency of the SDF system can be calculated
as ω∗
s
=
p
Ks/Ms = 1.2039 rad/s. The liquid tank of section 2.6.3 is
chosen, of width b = 7.0m and height h = 0.9m. The ratio between the
natural frequencies isω∗1/ω
∗
s
≈ 1.07, and the mass ratio is b hρ/Ms ≈ 0.1,
which can be considered as common ratios in application of passive mass
dampers (49).
Figure 2.18 shows the plot of the normalized response function | bH(ω)/ bH0|
of the system without the TLD, and damped system after the coupling
with the TLD for different values of the artificial dissipation coefficient
ν = 0.05, 0.1, 0.5 in (2.89c). The normalizing value of the displacement is
set to the response of the system without the TLD, bH0 = bH(ω0), calculated
at a frequency close to the natural mode ω0 = 1.01ωs = 1.2158 rad/s.
The following conclusions can be drawn
• the coupling of the SDF system with a conveniently adjusted TLD
results in the damping of the unwanted frequency, and the shifting
of the natural frequency of the system;
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Figure 2.18: Normalized response function of the system coupled with a TLD
for different values of the artificial damping coefficient ν = 0.05, 0.1, 0.5 in
(2.89c), and the system without the TLD. A rectangular liquid tank of height
h= 0.9m and width b = 7.0m is considered.
• the value of the artificial dissipation coefficient ν in (2.89c) signifi-
cantly affects the the response of the coupled system.
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The details for the Fourier analysis are reported for the case of P e = 1,
matrices are reported for the case P e = 2 as well. The procedure can be
easily extended to the cases P e = 2,3,4, but some calculations must be
carried out numerically as their inherent complexity prevents using the
symbolic manipulation. Each element endows P e + 1 nodes and P e + 1
control volumes, the nodes are equally-spaced in the domain. The j-th
node in the e-th element is located at
n
x∗
e, j
o2
j=1
=
½
x∗
e
− 1
4
, x∗
e
+
1
4
¾
(P e = 1)
n
x∗
e, j
o3
j=1
=
½
x∗
e
− 1
3
, x∗
e
, x∗
e
+
1
3
¾
(P e = 2)
(2.94)
2.7.1 Unsteady diffusion
Application of the proposed DCVFEM to problem (2.32) yields the follow-
ing set of algebraic equations for the e-th element:

M q∗
e
=Aθe−1 +B θe +Cθe+1
M
dθe
dFoh
=Dθe−1 +Eθe +Fθe+1
+Aq∗
e−1 +Bq
∗
e
+Cq∗
e+1
(2.95a)
(2.95b)
where q∗
e
and θe are (P
e+1)-component vectors containing the element’s
nodal values of q∗
h
and θh, respectively. The coefficient matrices appearing
in (2.95) for the linear case are:
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M =
1
2

1 0
0 1

A=
1
4

−1 3
0 0

B =
1
4

1 −3
3 −1

C =
1
4

0 0
−3 1

D =
C∗11
2

−1 3
0 0

E =
C∗11
2

−3 1
1 −3

F =
C∗11
2

0 0
3 −1

(2.96)
while for the parabolic case are:
M =
1
48

15−p3 6− 6p3 3−p3
2
p
3 12
p
3 2
p
3
3−p3 6− 6p3 15−p3

A=
1
16

3 −10 15
0 0 0
0 0 0
 B ≈ 18

1.04 −7 1.96
6.93 0 −6.93
−1.96 7 −1.04

C =
1
16

0 0 0
0 0 0
−15 10 −3
 D = C∗118

3 −10 15
0 0 0
0 0 0

E =
C∗11
8

−15 10 −3
0 0 0
−3 10 −15
 F = C∗118

0 0 0
0 0 0
15 −10 3

(2.97)
Due to the relaxation of the inter-element continuity, the equations for
the element’s nodes are different (107). There are P e+1 independent se-
quences of nodal equations to be considered. The independent sequences
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for the element’s nodal values q∗
h
and θh are denoted as:n
q∗
e, j(Foh)
oN−1
e=0
¦
θe, j(Foh)
©N−1
e=0
(2.98)
Taking the DFT (97) of (2.98) yields the Fourier coefficients Qk, j(Foh) and
Θk, j(Foh), for k = 0, . . . ,N − 1:
Qk, j(Foh) =
N−1∑
e=0
q∗
e, j(Foh)W (−bkx∗e, j)
Θk, j(Foh) =
N−1∑
e=0
θe, j(Foh)W (−bkx∗e, j)
(2.99a)
(2.99b)
In relations (2.98,2.99) j = 1,2 in the linear case P e = 1, j = 1,2,3 in the
parabolic case P e = 2, and so on for increasing polynomial order P e. The
vectors q∗
e
and θe can be obtained from (2.99) using the inverse DFT (97),
yielding, in the linear case:
θe =
1
N
N−1∑
k=0
(
Θk,1(Foh)W (−bk/4)
Θk,2(Foh)W (bk/4)
)
W (−bkx∗
e
)
≡ 1
N
N−1∑
k=0
Sk Θk(Foh)W (−bkx∗e )
q∗
e
=
1
N
N−1∑
k=0
(
Qk,1(Foh)W (−bk/4)
Qk,2(Foh)W (bk/4)
)
W (−bkx∗
e
)
≡ 1
N
N−1∑
k=0
SkQk(Foh)W (−bkx∗e )
(2.100a)
(2.100b)
where
Θk(Foh)≡
¨
Θk,1(Foh)
Θk,2(Foh)
«
(2.101a)
79
2. DISCONTINUOUS CONTROL-VOLUME FE METHOD
Qk(Foh)≡
¨
Qk,1(Foh)
Qk,2(Foh)
«
(2.101b)
and the shift operator is
Sk ≡
 W (−bk/4) 0
0 W (bk/4)
 (2.102)
Similar expressions are obtained for the parabolic case and higher poly-
nomial orders. Substituting (2.100) into (2.95) and taking into account
the orthogonality of the Fourier modes, yields:
MQk =

AW

−bk+B +CW bkΘk
M
dΘk
dFoh
=

DW

−bk+E +F W bkΘk
+

AW

−bk+B +CW bkQk
(2.103a)
(2.103b)
Eliminating Qk using equation (2.103a) yields to a system of ordinary
differential equations for Θk:
dΘk
dFoh
= G
bk Θk (2.104)
where G can be regarded as the amplification matrix for the method.
The calculated solutionΘk to system (2.104) (see eq. (2.35)) is Taylor
expanded with respect to bk, yielding, in the linear case:
Θk =

W
 
−
bk
4
!
+O(bk2)
W
 bk
4
!
+O(bk2)
 e−
bk2Foh (2.105)
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which, compared with the DFT of the analytical solution (2.34), sampled
at the nodal points,
Θ
(an.)
k
=

W
 
−
bk
4
!
W
 bk
4
!
 e−
bk2Foh (2.106)
shows that the method is second-order accurate.
The Fourier modes for the flux Qk can now be obtained from the con-
stitutive equation (2.103a). A Taylor series expansion with respect to bk
yields, in the linear case:
Qk =−ibk

W
 
−
bk
4
!
+O(bk)
W
 bk
4
!
+O(bk)
 e−
bk2Foh (2.107)
which, compared with the DFT of the analytical flux, sampled at the
nodes,
Q
(an.)
k
= −ibk

W
 
−
bk
4
!
W
 bk
4
!
 e−
bk2Foh (2.108)
shows that the computed flux is first order accurate. The element’s mid-
point is the superconvergence point for a linear element (108, ch.14).
Linear interpolation of the computed flux at this point yields
−ibk+O(bk2) e−bk2Foh (2.109)
which is a second-order accurate approximation of the analytical flux at
the same point.
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2.7.2 Unsteady advection
The application of the proposed DCVFEM to problem (2.44) leads to the
following expression for the discrete Fourier transform of θ :
Θ˙k =

UlW (−bk) +UcΘk ≡ GΘk (2.110)
where G is regarded as the amplification matrix for the semi-discrete equa-
tion. The coefficient matrices appearing in (2.110) for the linear case are:
Ul =

−1 3
0 0

Uc =

−1 −1
2 −2

(2.111)
and for the parabolic case are:
Ul =
1
16

21 −70 105
−3 10 −15
−3 10 −15
 Uc = 116

−33 −26 3
39 −10 −21
−9 86 −69
 (2.112)
The calculated solution Θk to system (2.110) (see eq.(2.46)) is Taylor
expanded with respect to bk, yielding, in the linear case:
Θk =

W
 
−
bk
4
!
W
 bk
4
!
 W (−bkC∗) +O(bk2) (2.113)
which is a second-order accurate approximation of Θ(an.)
k
, that is, the DFT
of the analytic solution (2.45) sampled at the nodes.
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2.8 Concluding remarks
The discontinuous control-volume finite-element method is applied to the
one-dimensional advection-diffusion equation and to the two-dimensional
diffusion equation. The mixed-formulation approach is followed, consist-
ing in approximating the weak formulation of both the constitutive and
the conservation equations, without merging them into the fundamental
equation. A formal derivation of the method is provided and the regu-
larity conditions for the existence of the weak form of the problem are
investigated. Expressions for the numerical traces are inherited from the
DGFEM literature: the numerical advective flux is expressed by a simple
upwinding (54), while the numerical diffusive flux is represented by the
LDG method (22). Both P- and h-convergence are verified in different
test-cases, dealing with steady linear diffusion, steady advection-diffusion
and the (non-linear) Burger’s equation. A preliminary test for the ex-
tension of the method to the multi-dimensional case is made by solving
a two-dimensional diffusion problem with quadrilateral elements. The
DCVFEM is applied to the practical case of a two-dimensional rectangular
Tuned Liquid Damper (TLD) for the calculation of the natural frequen-
cies aimed at the analysis of the damping of the displacement in a forced
system coupled with the TLD. The Fourier analysis is used to confirm the
numerical results, to investigate the dispersion and dissipation character-
istics of the proposed method and to deduce the influence of the coeffi-
cient α (see eq. (2.27)) for different values of P e. The dissipation error
provided by the DCVFEM is considerably smaller than the corresponding
error resulting from GFEM and finite-difference approximations. How-
ever, during the early stages of evolution in time, the DCVFEM solution
is affected by dispersion, differently from the GFEM and finite-difference
results. The Fourier analysis of the advection problem reveals that the
DCVFEM method yields both dissipation and dispersion errors, where the
numerically-simulated Fourier modes are progressively damped and travel
slower than the exact solution.
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Chapter 3
High–order mixed weighted
compact and non-compact
scheme for the compressible
Euler equations
3.1 Introduction
It is desirable for a numerical scheme to attain high-order accuracy with
limited computational resources. In the past two decades, many efforts
have been made in developing such high–order schemes, examples being
the compact difference schemes (53, 96, 104), essentially non–oscillatory (38,
83, 84, 98) (ENO) schemes and their weighted variant (43, 55, 82) (WENO),
discontinuous Gelerkin (20, 22, 23) (DG) methods, spectral element (32,
33, 70) (SE) methods, spectral volume methods (59, 99, 100, 101, 102,
103) (SVM), spectral difference methods (58, 68, 89) (SDM), low dissipa-
tive high-order schemes (105), group velocity control schemes (61), and
hybrid schemes (2, 26, 51).
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Nomenclature
a, b = Start, and end point of the
one-dimensional domain
C = Constant optimal weight
c = Speed of sound
E = Candidate stencil
Et = Total energy per unit volume
f , f ′, fx = Generic flux function, and its
spatial derivativesbf = Numerical flux associated to f
F = Primitive function of f
H, H ′ = Primitive function of bf , and its
spatial derivative
h = Cell size
I = Generic cell
IS = Non-linear smoothness indicator
i = Imaginary unit
i, j = Running indexes
k = Polynomial orderbk = Wavenumber
ibke = Effective wavenumber
N = Total number of grid points
p = Pressure
pi , Pi = Local approximating
polynomials
q, qt = Generic function, and its time
derivative
r = Left shift of a stencil
s = Right shift of a stencil
t = Time
u, v = Velocity components along
Cartesian coordinate directions
x , y = Cartesian spatial coordinates
Greek symbols
α = Dimensionless value for the mixing
function
λ = Dimensionless value for the shock
detector
ξ = Coordinate in one-dimensional
space
ρ = Density
ω = Non-linear weight
In several engineering and research applications as, for instance, shock–
boundary layer interaction, shock–acoustic interaction, image process, flow
in porous media, multiphase flow and detonation wave, both small–length
scales and high–gradients or discontinuities are present, and it is conve-
nient to use a high–order numerical scheme with high resolution, for re-
solving the small length scales, but at the same time capable of sharply
capture the shock/discontinuity without generating visible numerical os-
cillations. In this framework, a combination of WENO and standard cen-
tral scheme is proposed in Costa and Don (26), Kim and Kwon (51), and
a combination of WENO and upwinding compact scheme (UCS) is pro-
posed by Ren et al. (74), but the mixing function is still complex and has
a number of case related adjustable coefficients, which is not convenient
to use.
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The shock can be considered as a discontinuity or a mathematical sin-
gularity (there is no classical unique solution and the derivatives are not
bounded). In the near-shock region, continuity and differentiability of
the governing Euler equations are lost and only the weak solution can be
obtained. In fluid dynamics it is possible to have a shock solution in the
super-sonic regime of the Euler equations, which become hyperbolic. Hy-
perbolic systems can be solved taking advantage of the characteristic lines
and Riemann invariants. The physics of the shock indicate that the deriva-
tive across the shock is not finite, and that the downstream region cannot
influence the upstream one. Therefore, to reflect the physics, the grid
points located on one side of the shock/discontinuity should not be taken
into account for the approximation of the values of the opposite side. For
instance, the approximation by high–order compact schemes (53) results
in global dependency on the grid points, and the above mentioned draw-
back is encountered. Apparently, the upwind strategies are more suit-
able than compact schemes in dealing with shocks, and indeed history has
shown a great success of upwind technologies applied to hyperbolic sys-
tems. Among upwind or bias upwind schemes that are capable of a sharp
shock–capturing are the Godunov scheme (34), Roe (75), MUSCL (93),
TVD (37), ENO (38, 83, 84, 98) and WENO (43, 55). All mentioned
schemes above are based on upwind or bias upwind technology and are
well suited for hyperbolic systems. On the other hand, upwinding strate-
gies are not desirable for solving Navier-Stokes systems, which present
a parabolic behavior, and are very sensitive to any numerical dissipation
especially when tackling the problem of transitional and turbulent flow,
where small length scales are important.
A weighted compact scheme (WCS) is developed by Jiang et al. (44).
WCS is based on WENO weighting method for evaluating candidates,
while making use of the standard compact scheme for the calculation of
the approximated derivative. The building block for each candidate is
a Lagrange polynomial in WENO, but is a Hermite polynomial in WCS,
obtaining for the latter a higher order of accuracy with the same stencil
width. In shock regions, the WCS controls the contributions of different
candidate stencils to minimize the influence of candidates containing a
shock/discontinuity. On the other hand, in regions with smooth solution,
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the standard compact scheme is recovered to achieve high accuracy and
high resolution. Numerical tests reveal that the original WCS is successful
in some cases such as the Burgers’ equation, but is not suitable for the
solution of the compressible Euler equations. As mentioned, the use of
derivatives by compact schemes results in global dependency. WCS mini-
mizes the influence of a shock-containing candidate stencil by assigning to
it a small weight, nevertheless, the global dependency leads to generation
of numerical oscillations near shock areas.
In order to overcome the drawback of the WCS, local dependency
has to be achieved in shock areas, while recovering global dependency
in smooth regions. This fundamental idea leads naturally to the combina-
tion of compact and non-compact schemes, that is, to the mixed weighted
compact and non-compact scheme (MWCS). The proposed scheme is a
linear combination of WCS and WENO schemes, with the aim of taking
advantage of the high–resolution property of the WCS in smooth solu-
tion regions, and, in near shock regions, employing the WENO scheme,
which is non-compact and more dissipative. The mixing makes use of a
shock-detecting function.
The proposed MWCS captures the discontinuities (shocks) sharply by
upwinding dominant weights, and makes use of the high order compact
scheme for high accuracy and high resolution in the smooth area. A
black-box type subroutine is developed, which can be used for any dis-
crete data set to achieve high order accuracy for derivatives. The present
chapter is organized as follows. In section 3.2 the MWCS formulation is
described, section 3.3 contains the Fourier analysis of the scheme, sec-
tion 3.4 the truncation errors are analyzed, section 3.5 report numerical
results of test cases for the solution of the Euler equation in the one- and
two-dimensional case, and in section 3.6 conclusions are drawn.
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The MWCS is a linear combination of the WENO (43, 55, 80) scheme
and WCS (44), where the blending function relies on a shock-detecting
formula. In the present section, a description of the three high order
schemes along with the blending function is provided. To review the dif-
ferent schemes starting from a common framework, it is convenient to
consider the one–dimensional case. A discretization of the domain de-
fines the grid, or rather the cell interfaces, as
a = x 1
2
< x 3
2
< . . .< xN− 1
2
< xN+ 1
2
= b (3.1)
so the cells are defined as
I j =
h
x j− 1
2
, x j+ 1
2
i
(3.2)
The cell centres and cell sizes are defined, respectively, as
x j ≡
1
2

x j− 1
2
+ x j+ 1
2

, h j ≡ x j+ 1
2
− x j− 1
2
, j = 1,2, . . . ,N (3.3)
The above described grid is sketched in figure 3.1, where the vertical lines
denote the cell interfaces, and the dots denote cell centres as defined
in (3.1, 3.3).
The task of the schemes described in the following sections is, given
a discrete set of values of a generic function f (x j), to calculate the k-th
order accurate approximation of its discrete derivative f ′
j
= f ′(x j)+O(h
k).
Although the discretization of the domain given above (3.1, 3.3) refers to
a generic non-uniform grid, in the described procedure the assumption of
a uniform grid is crucial for obtaining an approximation of order higher
than the second, therefore in the following it is understood that
h j = h, j = 1,2, . . . ,N (3.4)
and the motivation will be explained later.
A detailed description of the procedure for calculating the high–order
discrete derivative is reported in sections 3.2.1 and 3.2.2, nevertheless it
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Figure 3.1: Sketch of the grid for the finite–difference scheme as defined
in (3.1, 3.3). Vertical lines: cell interfaces; dots: cell centres. The candidate
stencils for WENO and WCS are shown, see sections 3.2.3, 3.2.4.
is worth to provide an outline of the founding idea. We suppose a generic
function is given as bf (x), x ∈ (a, b) (3.5)
Then we may define its cell average as
f (x) =
1
h
∫ x+h/2
x−h/2
bf (ξ)dξ (3.6)
We notice that, by definition, we may calculate the exact derivative of f (x)
as
d f (x)
dx
= f ′(x) =
1
h
bf x + h
2

− bf x − h
2

(3.7)
Furthermore, we take the primitive function H(x) of bf (x), which reads as
H(x) =
∫ x
−∞
bf (ξ)dξ (3.8)
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which can be rewritten without any loss of generality as
H

x +
h
2

=
∫ x+h/2
−∞
bf (ξ)dξ (3.9)
Making use of the definition (3.6) it is possible to express the primitive H
only using the cell average f as
H

x +
h
2

=
∫ x+h/2
−∞
bf (ξ)dξ=
j∑
i=−∞
1
h
∫ x+i h+h/2
x+i h−h/2
bf (ξ)dξ= h j∑
i=−∞
f (x + i h)
(3.10)
remarking that we can exactly calculate H(x) from f (x). Taking the
derivative of the primitive function H we are able to obtain the functionbf (see definition (3.9))
dH (x ± h/2)
dx
= H ′

x ± h
2

= bf x ± h
2

(3.11)
Finally, the result obtained in (3.11) can be then substituted in (3.7) to
obtain the derivative of the cell-average function f (x). So with the above
described procedure it is possible, given a function bf (x), to define its cell
average f (x) and to calculate the derivative f ′(x).
Yet, as mentioned before, we are interested in obtaining the high–
order approximation of the derivative of a given discrete data set f j =
f (x j). It is then possible to follow an analogous procedure as above if,
reversing the problem, we identify the given discrete data set f j as the cell
averages of the function bf (x), which is now unknown and only implicitly
defined as
f j = f

x j

≡ 1
h
∫ x j+1/2
x j−1/2
bf (ξ)dξ (3.12)
We refer to the function bf (x) as the numerical flux associated to f j . With
the given implicit definition (3.12) of the numerical flux bf (x), the exact
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discrete derivative of f j reads as
f ′
j
= f ′(x j) =
1
h
bf (x j+h/2)− bf (x j−h/2) (3.13)
The primitive function H(x) of bf (x), defined in (3.8), can be calcu-
lated on the discrete set of points constituted by the cell interfaces (3.1)
as
H j+ 1
2
= H

x j+ 1
2

=
∫ x j+1/2
−∞
bf (ξ)dξ=
j∑
i=−∞
∫ x j+1/2
x j−1/2
bf (ξ)dξ= h j∑
i=−∞
fi
(3.14)
so the primitive function H is calculated from the discrete data set of the
original function f j . As before (see (3.11)) the derivative of the primitive
function coincides with the numerical flux, but now it is calculated only
at the cell interfaces
H ′
j+ 1
2
= bf j+ 1
2
(3.15)
We can then finally calculate the derivative of the original given discrete
function f j as
f ′
j
= f ′

x j

=
bf j+ 1
2
− bf j− 1
2
h
=
H ′
j+ 1
2
−H ′
j− 1
2
h
(3.16)
So given a discrete set of function values f j the problem is to find an
approximation to the associated numerical flux at the cell interfaces bf j±1/2,
whose difference gives the derivative f ′
j
. It is shown in Harten et al. (38)
that the above problem is equivalent to an interpolation problem where
we need to reconstruct the values of a function at the cell interfaces (3.1)
v(x j±1/2) given their cell average values
v j =
∫ x j+1/2
x j−1/2
v(ξ)dξ
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We remark that the above procedure gives a k-th order approximation
to the derivative only when a uniform grid is used. Otherwise, in the
case the grid spacing is a function of the location h = h(x), taking the
derivative of expressions (3.6) or (3.12) would involve also the derivative
h′(x) (the chain rule for the derivation), introducing in expressions (3.7)
and (3.13) a leading error at least of O(h2), which clearly would give an
approximation of the derivative at most of the second order.
The above procedure may be applied to the one–dimensional case of
the scalar conservation law, which reads as
qt (x , t) + fx
 
q (x , t)

= 0 (3.17)
A semi-discrete conservative form of (3.17) is
dq j
dt
=−
bf j+ 1
2
− bf j− 1
2
h j
(3.18)
where the right-hand side is the approximation to the discrete spatial
derivative fx(q(x j , t)).
In the described procedure of reconstruction f → H → bf → f ′, intro-
duced by Harten et al. (38), the only approximation involved is the cal-
culation of the derivative of the primitive function H ′, whereas all other
calculations are exact. A detailed description of the reconstruction proce-
dure and the related conservative approximation to the discrete derivative
are reported in the following sections 3.2.1 and 3.2.2, whereas their ap-
plication in WENO, WCS and MWCS is reviewed in sections 3.2.3, 3.2.4
and 3.2.5, respectively.
3.2.1 The reconstruction from cell averages
Analogously as in the finite-volume framework, the term reconstruction
denotes the problem of approximating the value of a function at the cell
interfaces (3.1) given the cell average values (38, 80).
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The given cell averages of a generic function f (x) are defined as
f j ≡
1
h j
∫ x j+1/2
x j−1/2
f (ξ)dξ , j = 1,2, . . . ,N (3.19)
and the task is to find a polynomial p j(x) (i.e. one for each cell) of degree
at most k− 1 which is an approximation of the k-th order to the function
f (x) in each cell I j
p j(x) = f (x) +O(h
k), x ∈ I j , j = 1,2, . . . ,N (3.20)
In particular, this can give an approximation of f (x) calculated at the
boundaries of the j-th cell I j which need to be k-th order accurate, i.e.
p j(x j− 1
2
) = f +
j− 1
2
= f (x j− 1
2
) +O(hk),
p j(x j+ 1
2
) = f −
j+ 1
2
= f (x j+ 1
2
) +O(hk), j = 1,2, . . . ,N
(3.21)
As it will be clear later, our interest is focused only on the approxi-
mation (3.21) of f (x) calculated at the boundaries of the j-th cell I j , and
the values p j(x j∓ 1
2
) are not obtained explicitly, but through an “indirect”
approach described in the next paragraphs.
Given the location of a stencil Ii = [x i−1/2, x i+1/2], and the desired
order of accuracy k, a “stencil” E(i) has to be identified. We choose r cells
to the left of I j , and s cells to the right, with
r + s+ 1= k (3.22)
resulting in the stencil
E(i)≡ Ii−r , Ii−r+1, . . . , Ii+s	 (3.23)
Example 3.2.1 As a clarification of how a stencil E(i) is iden-
tified, we consider the example where the desired order of
accuracy is k = 3. The identification of the potential stencils
may be then controlled by varying the parameter r of the cells
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to the left of Ii , since the number of the cells to the right s
is determined easily from relation (3.22). We will refer to a
stencil using the right shift s as subscript E(i) = Es, as it results
more intuitive. We obtain
if r = 2 then s = 0, and E(i) = E0 =

Ii−2, Ii−1, Ii
	
if r = 1 then s = 1, and E(i) = E1 =

Ii−1, Ii , Ii+1
	
if r = 0 then s = 2, and E(i) = E2 =

Ii , Ii+1, Ii+2
	
if r =−1 then s = 3, and E(i) = E3 =

Ii+1, Ii+2, Ii+3
	
(3.24)
It can be observed from example 3.2.1 the general property that if
r ≥ 0 then cell Ii is included in the considered stencil E(i). Moreover, it is
worth to remark that
− 1≤ r ≤ k− 1 (3.25)
As it is shown in the discussion below, as long as the function f (x) is
smooth in the selected stencil E(i), there is a unique polynomial pi(x), of
degree at most k−1, which is a k-th order approximation of f (x), in other
words such that
1
h j
∫ x+ 1
2
x− 1
2
pi(ξ)dξ= f j , j = i − r, . . . , i + s (3.26)
So we look for a unique polynomial pi(x) extending over the whole sten-
cil E(i), which is different from finding a polynomial for each cell p j(x),
as stated before in (3.20). Thus the approximation problem is, more pre-
cisely, to find a polynomial pi(x) such that
pi(x) = f (x) +O(h
k), x ∈ E(i) (3.27)
Nevertheless, it is clear that pi(x) of (3.26, 3.27) fulfills automatically the
accuracy requirements (3.20) and (3.21).
Furthermore, if we identify the left shift r not relatively to the cell
Ii , but relatively to the point of reconstruction (cell boundary) x i+1/2, i.e.
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using the stencil (3.23) for approximating f ∓
i+1/2, we can drop the super-
scripts ∓. Thus we are looking for a k-th order approximation to the
function f (x) at the cell boundaries using the polynomial pi(x), i.e.
pi(x i+ 1
2
) = fi+ 1
2
= f (x i+ 1
2
) +O(hk) (3.28)
As mentioned earlier, in the reconstruction procedure here described
we are interested in calculating only the approximation at the reconstruc-
tion points (cell boundaries) of the original function f (x) (3.28). The
values pi(x i+1/2) are not calculated explicitly, but through the indirect
procedure described below (38, 80). Consider the primitive function of
f (x)
F(x)≡
∫ x
−∞
f (ξ)dξ (3.29)
where the lower limit is not important and may be in practice replaced
by any finite number (80). Then the primitive function F(x i+1/2) can be
calculated at the cell boundaries using the cell averages (3.19) as
F(x i+ 1
2
) =
i∑
j=−∞
∫ x j+1/2
x j−1/2
f (ξ)dξ=
i∑
j=−∞
f jh j (3.30)
where we note that, given the cell averages { f j} we can calculate the
primitive function at the cell boundaries exactly.
We now consider the approximating polynomial Pi(x) of the primitive
function F(x), constructed by using its k+ 1 values at the cell boundaries
of the stencil E(i)
F(x j−r− 1
2
, . . . , x j+s+ 1
2
), j = i − r, . . . , i + s (3.31)
The approximating polynomial P(x), of degree at most k, satisfies
Pi(x) = F(x) +O(h
k+1), x ∈ E(i) (3.32)
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and in particular it is worth noting that at the cell boundaries the interpo-
lation is exact
Pi(x j−r− 1
2
, . . . , x j+s+ 1
2
) =
F(x j−r− 1
2
, . . . , x j+s+ 1
2
), j = i − r, . . . , i + s
(3.33)
Taking the derivative of (3.32) we obtain
P ′
i
(x) = F ′(x) +O(hk), x ∈ E(i) (3.34)
We denote the derivative of Pi(x) by pi(x)
pi(x)≡ P ′i (x) (3.35)
and we can easily show that the polynomial pi(x) of (3.35) is the one in
(3.26) we are looking for. In fact if we take the cell average of pi(x) in
(3.35) we obtain
1
h j
∫ x
j+ 12
x
j− 12
pi(ξ)dξ
(3.35)
=
1
h j
∫ x
j+ 12
x
j− 12
P ′
i
(ξ)dξ=
1
h j

Pi(x j+ 1
2
)− Pi(x j− 1
2
)

(3.33)
=
1
h j

F(x j+ 1
2
)− F(x j− 1
2
)

(3.29)
= (3.36)
1
h j
∫ x j+1/2
−∞
f (ξ)dξ−
∫ x j−1/2
−∞
f (ξ)dξ

=
1
h j
∫ x j+1/2
x j−1/2
f (ξ)dξ
(3.19)
= f j , j = i − r, . . . , i + s
Moreover, with the result in (3.36) and (3.34) we can obtain
pi(x) = P
′
i
(x)
(3.34)
= F ′(x) +O(hk)
(3.29)
= f (x) +O(hk), x ∈ E(i) (3.37)
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which is the accuracy requirement (3.27), and fulfills also the accuracy
requirement (3.20).
3.2.1.1 The Lagrange form of the interpolation polynomial
A practical issue is obtaining the polynomial Pi(x) (3.32) which interpo-
lates the primitive function F(x) on the k+1 cell boundaries of the stencil
E(i) (3.31). In this section the general derivation following Shu (80) is
presented, along with a practical example for k = 3, when the Lagrange
form of the interpolation polynomial is used.
We obtain the Lagrange polynomial, of degree at most k, of the type
Pi(x) =
k∑
m=0
F(x i−r+m− 1
2
)
k∏
l=0, l 6=m
x − x i−r+l− 1
2
x i−r+m− 1
2
− x i−r+l− 1
2
(3.38)
We subtract from (3.38) the constant
F(x i−r− 1
2
) = F(x i−r− 1
2
)
k∑
m=0
k∏
l=0, l 6=m
x − x i−r+l− 1
2
x i−r+m− 1
2
− x i−r+l− 1
2︸ ︷︷ ︸
=1
(3.39)
where we exploit the fact that the Lagrange coefficients sum up to 1. We
obtain
Pi(x)− F(x i−r− 1
2
) =
k∑
m=0

F(x i−r+m− 1
2
)− F(x i−r− 1
2
)
 k∏
l=0, l 6=m
x − x i−r+l− 1
2
x i−r+m− 1
2
− x i−r+l− 1
2
(3.40)
where we rewrite the terms
F(x i−r+m− 1
2
)− F(x i−r− 1
2
)
(3.30)
=
m−1∑
j=0
f i−r+ jhi−r+ j (3.41)
Taking the derivative of (3.40) we obtain
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pi(x) =
k∑
m=0
m−1∑
j=0
f i−r+ jhi−r+ j

k∑
l=0, l 6=m
∏
q=0,q 6=m,l
(x − x i−r+l− 1
2
)
k∏
l=0, l 6=m
(x i−r+m− 1
2
− x i−r+l− 1
2
)
 (3.42)
Finally, we evaluate the expression at the value of x = x i+1/2, obtaining
fi+ 1
2
= pi(x i+ 1
2
) =
k−1∑
j=0

k∑
m= j+1
k∑
l=0, l 6=m
∏
q=0,q 6=m,l
(x i+ 1
2
− x i−r+l− 1
2
)
k∏
l=0, l 6=m
(x i−r+m− 1
2
− x i−r+l− 1
2
)
 f i−r+ jhi−r+ j
(3.43)
The expression for the approximation of the reconstructed function at
the cell boundary fi+1/2 may be written in the following practical form (80)
fi+ 1
2
=
k−1∑
j=0
cr j f i−r+ j (3.44)
where, using expression (3.43), we have that
cr j =

k∑
m= j+1
k∑
l=0, l 6=m
∏
q=0,q 6=m,l
(x i+ 1
2
− x i−r+l− 1
2
)
k∏
l=0, l 6=m
(x i−r+m− 1
2
− x i−r+l− 1
2
)
hi−r+ j (3.45)
Moreover, when a uniform grid is used, the coefficients {cr j} are inde-
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pendent of the mesh size h j , and expression (3.45) becomes
cr j =
k∑
m= j+1
k∑
l=0, l 6=m
k∏
q=0,q 6=m,l
 
r − q+ 1
k∏
l=0, l 6=m
(m− l)
(3.46)
The coefficients cr j in (3.45, 3.46) may be pre-computed and stored. In
example 3.2.1.1 it is shown how the coefficients (3.46) may be calculated
for the order of accuracy k = 3, in the case of uniform grid.
Example 3.2.1.1 Given the cell averages f i (3.19), in order to
calculate the coefficients (3.46) for the case of a uniform grid,
first we pick the desired order of accuracy k = 3, as in exam-
ple 3.2.1. Remembering (3.25), the left shift can assume the
values r =−1, 0, 1, 2, and in this example we pick r = 0 (the
calculations for the other values of the shift are analogous),
thus the stencil to consider is (see example 3.2.1)
E(i) = E2 =

Ii , Ii+1, Ii+2
	
We have to calculate the Lagrange polynomial Pi(x) of degree
k which approximates the primitive function F(x) (3.29) at
the k+ 1 cell boundaries, which, in this case, are located atn
x i− 1
2
, x i+ 1
2
, x i+ 3
2
, x i+ 5
2
o
so that the k + 1 = 4 Lagrange coefficients of Pi(x) may be
easily calculated (see the product term in (3.38) for m =
0, 1, 2, 3)
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 k∏
l=0, l 6=m
x − x i−r+l− 1
2
x i−r+m− 1
2
− x i−r+l− 1
2
 =
(
−
(x − x i+ 1
2
)(x − x i+ 3
2
)(x − x i+ 5
2
)
6h3
,
(x − x i− 1
2
)(x − x i+ 3
2
)(x − x i+ 5
2
)
2h3
,
(x − x i− 1
2
)(x − x i+ 1
2
)(x − x i+ 5
2
)
2h3
,
(x − x i− 1
2
)(x − x i+ 1
2
)(x − x i+ 3
2
)
6h3
)
(3.47)
Since what we are looking for is the derivative of the inter-
polating polynomial P ′
i
(x) = pi(x), we take advantage of the
fact that
P ′
i
(x) =

Pi(x)− Fi−r− 1
2
′
= pi(x)
where it is clear that Fi−r−1/2 is a constant. The values of the
interpolation points of the primitive function are calculated
then as in (3.41), for m= 0, 1, 2, 3n
F(x i−r+m− 1
2
)− F(x i−r− 1
2
)
o
=m−1∑
j=0
f i−r+ jhi−r+ j
 = ¦0, f i h, f i+1 h, f i+2 h© (3.48)
Finally, the polynomial Pi(x)− Fi−r− 1
2
is obtained (by the
scalar product of the arrays (3.47, 3.48)), and, after taking
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its derivative, it is evaluated at x = x i+1/2, obtaining the ap-
proximation of order k of the reconstructed value at the cell
boundary
fi+ 1
2
=
1
3
f i +
5
6
f i+1 −
1
6
f i+2 = f (x i+ 1
2
) +O(h3)
where we have that the coefficients {cr j} in (3.44), for k = 3,
r = 0 and j = 0, 1, 2, are
¦
cr j
©
=
¦
c0 j
©
=
½
1
3
,
5
6
, −1
6
¾
3.2.2 Conservative approximation to the derivative from
point values
In practice, we have to find the approximation of the k-th order accuracy
to the derivative of a given set of point values of a function f (x)
fi ≡ f (x i), i = 1, 2, . . . , N (3.49)
in the form of a difference of numerical fluxes
1
h
bfi+ 1
2
− bfi− 1
2

= f ′(x i) +O(h
k) (3.50)
where the numerical flux is a function of the point values of the considered
stencil E(i) bfi+ 1
2
≡ bf ( fi−r , . . . , fi+s) (3.51)
As it will be shown in the next paragraphs, this problem is brought
back to the reconstruction problem described in section 3.2.1. The impor-
tant difference is that it is essential to employ a uniform grid, so we must
have h j = h for j = 1, . . . , N . If a non-uniform grid is used, the approxima-
tion to the conservative derivative (3.50) can not be of order of accuracy
higher than k = 2 (80).
102
3.2 Numerical formulation
We consider a function bh(x), which may depend on the grid size h,
such that the function f (x) corresponds to its average value on a cell
f (x) =
1
h
∫ x+ h
2
x− h
2
bh(ξ)dξ (3.52)
taking the derivative we have, by definition, that
f ′(x) =
1
h
bhx + 1
h

−bhx − 1
h

(3.53)
which, in order to achieve (3.50), naturally leads to employ
bfi+ 1
2
=bh(x i+ 1
2
) +O(hk) (3.54)
To be precise, an O(hk+1) term would be needed in (3.54) to get (3.50),
due to the 1/h factor. Nevertheless, the O(hk) term in (3.54) is usually
smooth enough for the difference in (3.50) to give an extra O(h), cancel-
ing the denominator (80).
The definition of the function bh(x) in (3.52) is implicit, and in practice
such function is never calculated. Instead, we notice that the original
function f (x) is the cell average ofbh(x) and we employ the reconstruction
procedure described in section 3.2.1. We take the primitive function ofbh(x)
H(x) =
∫ x
−∞
bh(ξ)dξ (3.55)
and from (3.52) we can evaluate it at the cell boundaries as
H(x i+ 1
2
) =
i∑
j=−∞
∫ x
j+ 12
x
j− 12
bh(ξ)dξ= h i∑
j=−∞
f j (3.56)
Therefore, given the point values (3.49), considering them as the cell
averages of the unknown function bh(x) allows us to calculate exactly
the primitive function at the cell boundaries H(x i+1/2). Applying the
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reconstruction procedure, we calculate the k-th order approximation tobh(x i+1/2), which is then used as the numerical flux bfi+1/2 we are looking
for in (3.50).
So, the stencil E(i) for (3.51) is now constituted no longer by the cells,
but by the k points
E(i) =

x i−r , . . . , x i+s
	
(3.57)
where relation (3.25) still applies. The numerical flux is then approxi-
mated as
bfi+ 1
2
=
k−1∑
j=0
cr j fi−r+ j = bf (x i+ 1
2
) +O(hk) (3.58)
which let us achieve (3.50). The coefficients {cr j} in (3.58) are still those
given by (3.46).
3.2.3 The 5th order weighted essentially non-oscillatory
(WENO) scheme
The basic idea of the WENO scheme is to obtain a high-order approxi-
mation to the numerical flux by a weighted average (convex combina-
tion) of multiple lower-order candidate approximations, according to the
“smoothness” of the original function on each of the candidates. For ob-
taining a 5th order WENO scheme, three third-order approximations of
the numerical fluxes at bf j−1/2 and bf j+1/2 are obtained from the three can-
didate stencils (see figure 3.1):
E0 = { f j−2, f j−1, f j} E1 = { f j−1, f j , f j+1}
E2 = { f j , f j+1, f j+2}
(3.59)
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Choosing the Lagrange polynomial for the approximation of bf j+1/2, we
obtain, for the three stencils E0,1,2:
bf (E0)
j+ 1
2
=
1
3
f j−2 −
7
6
f j−1 +
11
6
f j =
bf (x i+ 1
2
) +O(h3) (3.60a)
bf (E1)
j+ 1
2
= −1
6
f j−1 +
5
6
f j +
1
3
f j+1 =
bf (x i+ 1
2
) +O(h3) (3.60b)
bf (E2)
j+ 1
2
=
1
3
f j +
5
6
f j+1 −
1
6
f j+2 =
bf (x i+ 1
2
) +O(h3) (3.60c)
If we take the weighted average of the three low-order approximations
above (3.60), with the constant optimal weights (55)
C0 =
1
10
C1 =
6
10
C2 =
3
10
(3.61)
we obtainbf j+ 1
2
=
2∑
i=0
Ci
bf (Ei)
j+ 1
2
=
1
30
f j−2 −
13
60
f j−1+
47
60
f j +
9
20
f j+1 −
1
20
f j+2
(3.62)
For consistency, it is clear that the constant weights in (3.61) sum up to 1,
i.e.
∑
i Ci = 1.
The expression for the approximation of bf j−1/2 = bf( j−1)+1/2 is obtained in
analogous fashion as above, and the discrete approximation to the deriva-
tive of the original function f , using equation (3.18), reads as
f ′
j
=
1
h j

− 1
30
f j−3 +
1
4
f j−2 − f j−1+
1
3
f j +
1
2
f j+1 −
1
20
f j+2
 (3.63)
It is easy to verify by a Taylor series expansion that equation (3.63) is
a 5th order approximation to the discrete derivative f ′
j
(67), i.e. f ′
j
=
f ′(x j) +O(h
5).
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Instead of using the constant weights (3.61), the WENO scheme adap-
tively selects the weights in relation to the “smoothness” of the stencils.
The non-linear weights ωi, j±1/2 (43) are introduced as
ωi, j± 1
2
=
γi, j± 1
2
2∑
k=0
γk, j± 1
2
γi, j± 1
2
=
Ci
ε+ IS i, j± 1
2
p i = 0, 1, 2
(3.64)
Where ε is a small parameter which prevents the division by zero, p is an
integer (p = 2 in Jiang and Shu (43)), Ci are those given in (3.61), and
ISi, j±1/2 are the “smoothness” indicators given in Jiang and Shu (43). In
general, ISk, j−1/2 6= ISk, j+1/2, which implies that ωi, j−1/2 6= ωi, j+1/2. As
mentioned above, for the consistency of the scheme the non-linear weights
need to satisfy
∑
kωk, j±1/2 = 1. The weighted average of the stencils,
using the weights (3.64), gives the final form of the WENO scheme
f ′
j
=

−1
3
ω0, j− 1
2
f j−3 +

7
6
ω0, j− 1
2
+
1
3
ω0, j+ 1
2
+
1
6
ω1, j− 1
2

f j−2+
−11
6
ω0, j− 1
2
− 7
6
ω0, j+ 1
2
− 5
6
ω1, j− 1
2
− 1
6
ω1, j+ 1
2
− 1
3
ω2, j− 1
2

f j−1
11
6
ω0, j+ 1
2
− 1
3
ω1, j− 1
2
+
5
6
ω1, j+ 1
2
− 5
6
ω2, j− 1
2
+
1
3
ω2, j+ 1
2

f j
1
3
ω1, j+ 1
2
+
1
6
ω2, j− 1
2
+
5
6
ω2, j+ 1
2

f j+1 −
1
6
ω2, j+ 1
2
f j+2

(3.65)
From a computational point of view, the WENO scheme produces a
diagonal matrix of size N + 1, where the j-th row contains the j − 1/2-
th numerical flux bf j−1/2. The final value of the derivative f ′j is then ob-
tained by equation (3.16). The WENO scheme (3.65) is regarded as a
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non-compact scheme, i.e. the discrete derivative f ′
j
has local dependency
on the values of the original function at neighboring grid points, but does
not involve the values of their derivatives, unlike the WCS described in
the next paragraph.
3.2.4 The weighted compact scheme (WCS)
The basic idea of WCS (44) is to take a weighted average (convex com-
bination) of two third-order and one fourth- order approximation of the
numerical flux bf j+1/2 = H ′j+1/2 at three stencil candidates (see figure 3.1),
each approximation is involving the primitive function H and its deriva-
tive H ′. Being similar to the WENO scheme, three candidate stencils are
defined as
E0 = {H j− 3
2
,H j− 1
2
,H j+ 1
2
} E1 = {H j− 1
2
,H j+ 1
2
,H j+ 3
2
}
E2 = {H j+ 1
2
,H j+ 3
2
,H j+ 5
2
}
(3.66)
The approximations for the numerical flux H ′
j+1/2 =
bf j+1/2 are obtained
making use of compact schemes (53) for the three stencils E0, E1, and E2,
respectively, as
E0 : 2H
′
j− 1
2
+ H ′
j+ 1
2
=
1
h j

−1
2
H j− 3
2
− 2H j− 1
2
+
5
2
H j+ 1
2

(3.67a)
E1 :
1
4
H ′
j− 1
2
+ H ′
j+ 1
2
+
1
4
H ′
j+ 3
2
=
3

−H j− 1
2
+ H j+ 3
2

4h j
(3.67b)
E0 : H
′
j+ 1
2
+ 2H ′
j+ 3
2
=
1
h j

−5
2
H j+ 1
2
+ 2H j+ 3
2
+
1
2
H j+ 5
2

(3.67c)
By a Taylor expansion of equation (3.67), it can be verified that the can-
didates E0 and E2 give a third-order approximation of H
′
j+1/2, while the
candidate E1 is of fourth-order accuracy (67).
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As for WENO, if the following “optimal” constant weights are chosen
C0 =
1
18
C1 =
8
9
C2 =
1
18
(3.68)
the weighted average of the three candidate approximations (3.67) gives
the following expression for H ′
j+1/2
1
3
H ′
j− 1
2
+ H ′
j+ 1
2
+
1
3
H ′
j+ 3
2
=
1
h j

− 1
36
H j− 3
2
− 7
9
H j− 1
2
+
7
9
H j+ 3
2
+
1
36
H j+ 5
2
 (3.69)
Making use of equations (3.14, 3.16), it can be easily shown (67) that
equation (3.69) recovers exactly the standard sixth order compact scheme
(53), so H ′
j+1/2 = H
′(x j+1/2)+O(h
6). An analogous procedure leads to the
expression for H ′
j−1/2 =
bf j−1/2.
Instead of the constant weights (3.68), the non-linear weights (3.64)
are used, where the parameter p = 1. Equation (3.16) is applied to obtain
the expression for the final form of the WCS scheme, which reads as
−

ω0, j− 1
2
−ω0, j+ 1
2
+
ω1, j− 1
2
−ω1, j+ 1
2
2
+ω2, j− 1
2
−ω2, j+ 1
2
 3H ′
j+ 1
2
h j
+
2ω0, j− 1
2
− 1
4
ω1, j+ 1
2

f ′
j−1 +

3ω0, j− 1
2
+
5
4
ω1, j− 1
2
+
ω2, j− 1
2
− 2ω0, j+ 1
2
− 1
4
ω1, j+ 1
2

f ′
j
+

1
4
ω1, j+ 1
2
+ 2ω2, j+ 1
2

f ′
j+1 =
−1
2
ω0, j− 1
2
f j−2 +

−5
2
ω0, j− 1
2
− 3
4
ω1, j− 1
2
+
1
2
ω0, j+ 1
2

f j−1+
−3
4
ω1, j− 1
2
− 5
2
ω2, j− 1
2
+
5
2
ω0, j+ 1
2
+
3
4
ω1, j+ 1
2

f j+
−1
2
ω2, j− 1
2
+
3
4
ω1, j+ 1
2
+
5
2
ω2, j+ 1
2

f j+1 +
1
2
ω2, j+ 1
2
f j+2

1
h j
(3.70)
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For the WCS (3.70), a tri-diagonalmatrix of size N+1 has to be solved.
The j-th row contains the j − 1/2-th numerical flux H ′
j−1/2 =
bf j−1/2 and
the final value of the derivative f ′
j
is obtained using equation (3.16). The
WCS (3.70) involves also the derivatives at different points, f ′
j−1 and f
′
j+1,
thus resulting in a compact scheme, i.e. the WCS has global dependency
on the grid points.
3.2.5 The mixed weighted compact and non-compact
scheme (MWCS)
The mixed weighted compact and non-compact scheme (MWCS) linearly
combines the two schemes described in the previous paragraphs, WENO
and WCS. As it is described in detail by using the Fourier analysis in sec-
tion 3.3, and considering the local truncation errors in section 3.4, it can
be seen that WENO has lower resolution and a certain amount of dissipa-
tive error, while WCS has higher resolution and no dissipation errors in
smooth areas. Numerical results presented in section 3.5 confirm that:
• WENO scheme is capable of capturing the shock without generating
unphysical oscillations, but excessively smears the shock and damps
small length scales;
• WCS is more accurate and captures the shock more sharply, but
unfortunately, due to the absence of dissipation in smooth areas,
the scheme allows unphysical oscillations generated by shocks to
grow in smooth areas without being dissipated.
The above concepts lead to the idea of a blending function which lin-
early combines the two schemes in order to ensure numerical stability on
one hand, and to obtain a sharp shock-capturing and good resolution for
small length scales on the other. The resulting formulation of the MWCS
numerical flux reads as
bf (MWCS)
j− 1
2
= α j bf (WCS)j− 1
2
+

1−α j
 bf (WENO)
j− 1
2
(3.71)
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and for consistency of the scheme we must satisfy 0 ≤ α ≤ 1. Virtually,
with α = 1 the WENO scheme is recovered, and with α = 0 the WCS is
recovered.
3.2.5.1 The blending function
The value of α is calculated locally making use of a shock-detecting for-
mula. Physically, a shock wave is characterized by the sudden compression
of the flow which takes place in a very restricted space, and the values of
the velocity, pressure, and density are subject to a discontinuous jump
across the shock. Several methods for estimating the location of a shock,
or, roughly speaking, the local “smoothness” of the solution, have been
proposed. Examples include the Harten switch (36) or an improvement of
it proposed by Oliveira (67). The WENO weights (3.64) proposed by Jiang
and Shu (43) themselves can be considered a shock-locating function. In
the present study, the following shock-sensor, inspired by Bhagatwala and
Lele (11), is proposed
λi =
1
2

1− tanh

2.5+ ds
hi
ci
∇ · ui

(3.72)
where h is the magnitude of the grid size, u is the velocity vector, and
c is the local speed of sound. The term ∇ · u is the dilatation, and the
term h/c makes the grid dependent numerical dilatation invariant to mesh
size and also appropriately nondimensionalises the dilatation, irrespective of
the specific nondimensionalisation used for the remaining equations. The
factor h/c∇·u can be interpreted as a ratio between the time scales of the
highest frequency acoustic wave that can be resolved on the grid and the
time scale of the compression
h
c
∇ · u= τmax .
2τcompr.
(3.73)
(the factor 2h/c identifies the time scale of the highest frequency which
can be captured by the specific grid (11)). The scaling factor ds “sharp-
ens” the hyperbolic tangent function and is set to ds = 10 in Bhagatwala
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and Lele (11), while in the present work is set to ds = 40 as a result of
the following considerations. One-dimensional test cases are solved for
values of ds in the range 0 < ds < Ds, where Ds ≫ 1, and the choice of
ds is made considering the relative scaled error. Figures 3.2 report the
scaled relative error for the one–dimensional test cases of (86) and (83)
(equations (3.98) with initial conditions (3.99) and (3.100), see sections
3.5.1.1, 3.5.1.2), where the error e0 = e(ds = 0). The choice of setting
ds = 40 is motivated by the following considerations:
• For the shock-tube problem (figure 3.2(a)), the relative error is
sought to significantly decrease in the range 0 < ds < 40, while for
ds ≥ 40 the slope of the error is in general reduced for the primitive
variables considered u, ρ, p and the total energy per unit volume
Et .
• In the shock-entropy problem (figure 3.2(b)), the minor relative er-
ror results for ds = 0, due to the specific nature of the problem
where the wide high-frequency entropy waves are better captured
when a greater contribution of the high-resolution WCS is employed
(for ds = 0, the shock-sensor (3.72) is never activated, and the
WENO scheme component in the blending (3.71) is at its minimum
value). For values ds > 40 the relative error is seen to increase ex-
cessively for the different primitive variables considered u, ρ, p and
the total energy per unit volume Et .
The given sensor (3.72) is activated (i.e. the value of λ raises from 0
to 1) only in compression areas, i.e. for negative values of the divergence
of the velocity vector. Moreover, the sensor is activated when the time
scale of the period of the acoustic wave τmax . is comparable to 1/20th of
the time scale of the dilatation (shock) τcompr., since we have
ds
h
c
∇ · u= ds
τmax .
2τcompr.
⇒ τmax . =
2
ds
τcompr.
(ds=40)
=
1
20
τcompr.
In order to eliminate cusps in the values of λ the approximate truncated-
Gaussian filter as in Cook and Cabot (25) is applied on each grid line
sequentially
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Figure 3.2: Relative scaled error for the numerical solution of one–
dimensional test cases: (a) shock-tube problem (equations (3.98) coupled
with initial conditions (3.99) and (b) shock-entropy interaction problem
(equations (3.98) coupled with initial conditions (3.100)).
λi =
3565
10368
λi +
3091
112960
 
λi−1 +λi+1

+
1997
25920
 
λi−2 +λi+2

+
149
12960
 
λi−3 +λi+3

+
149
103680
 
λi−4 +λi+4
 (3.74)
where the overbar indicates the filtered quantity. The filtered values at the
near-boundary points (i = 1, . . . , 4 and i = N − 3, . . . ,N ) are obtained by
reflection across the boundary. The performance of the given shock-sensor
is assessed through the numerical experiments shown in section 3.5.
In order to attain numerical stability, the WCS needs to be combined
with WENO in the whole domain (especially in the multi-dimensional
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case) as the absence of dissipation for the WCS leads to numerical os-
cillations generated in the shock areas. Hence, to calculate the final value
α in (3.71), the following expression is proposed
αi = 1−
λ
λi
i
+ λ
1
2
i
2
(3.75)
Expression (3.75) smoothly varies from 0.5 to 1, according to the smooth-
ness of the function as given from the sensor (3.72), thus allowing the
scheme to dynamically make use of a mixture of WENO and WCS, while
turning to WENO in shock areas.
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3.3 Fourier analysis
The Fourier analysis (3, 95) is used to quantify the dispersion and dis-
sipation errors of the proposed MWCS. The Fourier analysis provides an
effective insight into resolution and diffusion properties of the MWCS, and
may be used to further improve the mixing function proposed in equation
(3.72).
The Fourier coefficients of the expressions for the approximation of the
first derivative by WENO (3.65) and WCS (3.70) need to be calculated.
The presence of the WENO weights (3.64) introduce a non-linearity in
expressions (3.65) and (3.70), being that the calculation of the “smooth-
ness” indicators ISi, j±1/2 involves the original function F (see Jiang and
Shu (43)), which would lead to the combination of different Fourier coeffi-
cients. Therefore, a reasonable simplification is to consider the non-linear
weights as constants. Furthermore, the assumption ωi, j−1/2 = ωi, j+1/2 =
ωi is made for simplicity.
Following Vichnevetsky and Bowles (95), the modified or effective wa-
venumber ibke of the WENO scheme 3.65 (where i indicates the imaginary
unit i=
p−1, and bk ∈ (0,π) is the wavenumber), reads as
ibk(WENO)
e
=
11
6
ω0 +
1
2
ω1 −
1
2
ω2 +

−3ω0 −
2
3
ω1 +
2
3
ω2

cosbk+
3
2
ω0 −
1
6
ω1 −
1
6
ω2

cos2bk− 1
3
ω0 cos3bk+
i

3ω0 +
4
3
ω1 +
4
3
ω2

sinbk+
−3
2
ω0 −
1
6
ω1 −
1
6
ω2

sin2bk+ 1
3
ω0 sin3bk
(3.76)
Analogously, the modified wavenumber of the WCS (3.70) reads as
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ibk(WCS)
e
=
 
ω0 −ω2

5− 4cosbk− cos2bk+
i
 
4ω0 + 3ω1 + 4ω2

sinbk+  ω0 +ω2 sin2bkÀ 
4ω0 +ω1 + 4ω2

cosbk+ 2 ω0 +ω1 +ω2− 4i ω0 −ω2 sinbk
(3.77)
The dispersion error, or rather the resolution of the scheme, may be
quantified by the imaginary part of the modified wavenumber Im(ike),
while the real part Re(ike) is related to dissipation. Dispersion errors are
waves, corresponding to different wavenumbers, which travel at differ-
ent velocity. The imaginary part of the effective wavenumber Im(ike)
represents dispersion, i.e. the phase error in representing the different
wavenumbers of the spectrum. Dissipation or diffusion errors, associated
to the negative of the real part of the modified wavenumber Re(ike), con-
stitute the amplification error, either positive or negative, which is intro-
duced by the numerical scheme.
In the following paragraphs, the dispersion and dissipation character-
istics of WENO, WCS and MWCS are assessed for smooth and shock areas.
In smooth regions, the non-linear weights (3.64) tend to assume their op-
timal values (3.61) for WENO and (3.68) for WCS, which are therefore
substituted into expressions (3.76)and (3.77) for the effective wavenum-
ber. Whereas in shock regions, we substitute the, in some sense, “extreme”
values of the weights (i.e. one of the weights is set equal to 1, and the
other two are set equal to zero) into (3.76, 3.77). Finally, in order to
assess the dispersion errors for the MWCS, the same linear combination
as in (3.71) is applied to the errors of WENO and WCS, and three val-
ues of the mixing parameter λ= 0.0, 0.4, 0.9 in (3.75) are considered for
reference.
3.3.1 Smooth regions: optimal values of the non-linear
weights
We substitute in the expressions for the modified wavenumbers (3.76)
and (3.77) the respective optimal weights (3.61) and (3.77) for WENO
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and WCS.
To obtain the dispersion error, the imaginary parts of the resulting
effective wavenumbers have to be considered
Im

ibk(WENO)
e

=
3
2
sinbk− 3
10
sin2bk+ 1
30
sin3bk (3.78a)
Im

ibk(WCS)
e

=

14+ cosbk sinbk
9+ 6cosbk (3.78b)
where, due to the definition of the WCS, it is clear that the expression
for the dispersion error of the WCS (3.78b) coincides with the dispersion
error calculated for the standard sixth order compact scheme (53). Fig-
ure 3.3(a) shows the dispersion errors w.r.t. the wavenumber bk of the
MWCS, WENO and WCS for smooth regions. It can be observed that:
• the resolution of the MWCS is better than WENO scheme for de-
creasing values of the parameter λ, over the whole range of the
wavenumber bk;
• the WCS shows to possess the best resolution especially at higher
values of the wavenumber bk.
We obtain the dissipation errors by considering the real parts of the
resulting effective wavenumbers
Re

ibk(WENO)
e

=
1
3
− 1
2
cosbk+ 1
5
cos2bk− 1
30
cos3bk (3.79a)
Re

ibk(WCS)
e

= 0 (3.79b)
Figure 3.3(b) reports the dissipation errors w.r.t. the wavenumber bk of the
MWCS, WENO andWCS for smooth regions. The following considerations
can be drawn:
• WENO scheme is dissipative over the middle and high range of the
wavenumber bk;
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• WCS is characterized by the absence of dissipation error (as men-
tioned, for smooth regions the WCS recovers the standard sixth or-
der compact scheme (53));
• MWCS is characterized by a certain (low) amount of dissipative er-
ror over the middle and high wavenumber range, due to the WENO
component which increases with λ.
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Figure 3.3: (a) dispersion and (b) dissipation errors in smooth regions.
3.3.2 Shock region: using only stencil E0
We assume that the stencils E1 and E2 defined in section 3.2 contain a
shock, therefore we substitute the following values of the linear weights
ω0 = 1, ω1 =ω2 = 0 (3.80)
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into the expressions of the effective wavenumbers (3.76) and (3.77) for
WENO and WCS respectively.
The dispersion error corresponds to the imaginary part of the resulting
effective wavenumbers
Im

ibk(WENO)
e

= 3sinbk− 3
2
sin2bk+ 1
3
sin3bk (3.81a)
Im

ibk(WCS)
e

=

8+ cosbk sinbk
5+ 4cosbk (3.81b)
Figure 3.4(a) reports the dispersion errors w.r.t. the wavenumber bk for
WENO, WCS and MWCS when only stencil E0 is used. The following
conclusions can be drawn:
• WENO resolution is confined to the low wavenumber range;
• The resolution of MWCS is improved w.r.t. WENO over the whole
range of wavenumbers as the value λ decreases.
The dissipation error is associated with the real part of the resulting
effective wavenumbers
Re

ibk(WENO)
e

=
11
6
− 3cosbk+ 3
2
cos2bk− 1
3
cos3bk (3.82a)
Re

ibk(WCS)
e

=
4sin
bk/24
5+ 4cosbk (3.82b)
Figure 3.4(b) shows the corresponding dissipation errors of the different
numerical schemes, when only stencil E0 is used. The following consider-
ations can be drawn:
• WENO scheme is predominantly dissipative over the high wavenum-
ber range;
• WCS possesses a certain amount of positive dissipation error (i.e.
amplification error) for high wavenumbers;
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• the MWCS is dissipative over the whole wavenumber range, and the
error is lower w.r.t. WENO.
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Figure 3.4: (a) dispersion and (b) dissipation errors in shock regions when
only stencil E0 is used.
3.3.3 Shock region: using only stencil E1
In this case, we assume that the stencils E0 and E2 contain a shock, there-
fore we substitute the following values of the linear weights
ω0 = 0, ω1 = 1, ω2 = 0 (3.83)
into the expressions of the effective wavenumbers (3.76) and (3.77) for
WENO and WCS respectively.
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The dispersion error, associated to the imaginary part of the resulting
effective wavenumber, reads as
Im

ibk(WENO)
e

=
4
3
sinbk− 1
6
sin2bk (3.84a)
Im

ibk(WCS)
e

=
3sinbk
2+ cosbk (3.84b)
where, due to the definition of the WCS, the expression for the dispersion
error of the WCS (3.84b) coincides with the dispersion error calculated for
the fourth order compact scheme (53). Figure 3.5(a) shows the dispersion
error of the different schemes w.r.t. the wavenumber bk, when only the
stencil E1 is used. The following considerations can be drawn:
• The resolution of WENO scheme is confined to the low wavenumber
range;
• The resolution of the MWCS is better than WENO over the whole
wavenumber range as the value of λ decreases.
The dissipation error, quantified as the real part of the resulting effec-
tive wavenumbers, reads as
Re

ibk(WENO)
e

=
1
2
− 2
3
cosbk+ 1
6
cos2bk (3.85a)
Re

ibk(WCS)
e

= 0 (3.85b)
Figure 3.5(b) reports the plot of the dissipation errors for the considered
schemes w.r.t. the wavenumber bk, when only the stencil E1 is used. The
following conclusions are drawn:
• WENO scheme is dissipative over almost the whole wavenumber
range, especially at the higher frequencies;
• WCS, being the stencil E1 of the central type, is free from dissipa-
tion;
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• MWCS possesses a lower amount of dissipative error w.r.t. WENO,
over almost the whole wavenumber range.
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Figure 3.5: (a) dispersion and (b) dissipation errors in shock regions when
only stencil E1 is used.
3.3.4 Shock region: using only stencil E2
In the last case considered, we assume that the stencils E0 and E1 contain
a shock, therefore we substitute the following values of the linear weights
ω0 =ω1 = 0, ω2 = 1 (3.86)
nto the expressions of the effective wavenumbers (3.76) and (3.77) for
WENO and WCS respectively.
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The dispersion error is obtained by considering the imaginary part of
the resulting modified wavenumber
Im

ibk(WENO)
e

=
4
3
sinbk− 1
6
sin2bk (3.87a)
Im

ibk(WCS)
e

=

8+ cosbk sinbk
5+ 4cosbk (3.87b)
Figure 3.6(a) shows the dispersion characteristics of the considered schemes
w.r.t. the wavenumber bk, when only the stencil E2 is used. The following
conclusions are drawn:
• The WENO resolution is confined to the low wavenumber range;
• The WCS has good resolution over the low and middle wavenumber
range;
• The MWCS has improved resolution, w.r.t. WENO, due to the mixing
with WCS as λ decreases;
• The stencils E1 and E2 of WENO scheme have equal resolution er-
rors;
• The stencils E0 and E2 of WCS have equal resolution errors.
The dissipation error is obtained by considering the real part of the
resulting effective wavenumber
Re

ibk(WENO)
e

= − 1
2
+
2
3
cosbk− 1
6
cos2bk (3.88a)
Re

ibk(WCS)
e

=
4sin
bk/24
5+ 4cosbk (3.88b)
Figure 3.6(b) reports the dissipation error of the considered WENO, WCS
and WCS, w.r.t. the wavenumber bk, when only the stencil E2 is used. The
following considerations can be drawn:
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• WENO scheme has a certain amount of positive dissipation error
(i.e. amplification) at the middle and high wavenumber range;
• WCS is dissipative over the middle and high wavenumber range;
• The resulting MWCS has a smaller amount of dissipative error w.r.t.
both WENO and WCS over the whole wavenumber range;
• Depending on the value of λ, the MWCS possesses a certain amount
(lower w.r.t. to WENO) of positive dissipation error;
• Stencils E1 and E2 of WENO scheme have equal dissipation errors in
magnitude, but with opposite signs;
• Stencils E0 and E2 of WCS have equal dissipation errors in magni-
tude, but with opposite signs.
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Figure 3.6: (a) dispersion and (b) dissipation errors in shock regions when
only stencil E2 is used.
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The Fourier analysis reveals that when using only stencil E0 or E2,
the dissipation error is lower than WCS. When using only stencil E2, the
scheme shows some amount of positive dissipation error, which represents
an amplification error and can be related to the instability of the method.
Nevertheless, this is an extreme situation and the amount of positive dis-
sipation error is lower than that of the pure WENO or WCS. The scheme is
overall dissipative and thus stable. The proposed MWCS has better resolu-
tion properties w.r.t. WENO scheme in all the considered cases, although
it does not attain the good resolution characteristics of WCS. The amount
of dissipation error of the MWCS is lower w.r.t. WENO for all considered
cases, but higher compared to WCS. The (negative) dissipation associated
to MWCS, tough, ensures its stability. Numerical results presented in sec-
tion 3.5 confirm the results of the Fourier analysis.
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3.4 Truncation error analysis
In addition to the Fourier analysis presented in section 3.3, dissipation
and dispersion errors may be assessed in terms of local truncation errors.
The truncation error of a numerical scheme is defined as
τ≡ f ′(x j)− f ′j (3.89)
where f ′(x j) is the exact value of the derivative and f
′
j
is the approxima-
tion calculated by the numerical scheme. As for the Fourier analysis, the
assumption ωi, j−1/2 =ωi, j+1/2 =ωi is made for simplicity.
After a Taylor expansion of equation (3.89) at the point x j is per-
formed, the following truncation errors are obtained for the WENO scheme
τ(WENO) =
3ω0 −ω1 +ω2
12
h3
∂ 4 f j
∂ x4
+
−9ω0 +ω1 +ω2
30
h4
∂ 5 f j
∂ x5
+
15ω0 −ω1 +ω2
72
h5
∂ 6 f j
∂ x6
+
−27ω0 +ω1 +ω2
252
h6
∂ 7 f j
∂ x7
+
43ω0 −ω1 +ω2
960
h7
∂ 8 f j
∂ x8
+
−69ω0 +ω1 +ω2
4320
h8
∂ 9 f j
∂ x9
+
1815ω0 + 17
 −ω1 +ω2
362880
h9
∂ 10 f j
∂ x10
+
−2279ω0 + 17
 
ω1 +ω2

1995840
h10
∂ 11 f j
∂ x11
+O

h12

(3.90)
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and for the WCS
τ(WCS) =
ω0 −ω2
12
h3
∂ 4 f j
∂ x4
+
−8ω0 +ω1 − 8ω2
120
h4
∂ 5 f j
∂ x5
+
11
 
ω0 −ω2

360
h5
∂ 6 f j
∂ x6
+
−26ω0 +ω1 − 26ω2
2520
h6
∂ 7 f j
∂ x7
+
19
 
ω0 −ω2

6720
h7
∂ 8 f j
∂ x8
+
−80ω0 +ω1 − 80ω2
120960
h8
∂ 9 f j
∂ x9
+
257
 
ω0 −ω2

1814400
h9
∂ 10 f j
∂ x10
−
684ω0 +ω1 + 684ω2
26611200
h10
∂ 11 f j
∂ x11
+O

h12

(3.91)
The even derivative terms in the above equations (3.90, 3.91) are re-
lated to the amplification error, i.e. the dissipation error may be quantified
simply by considering the even derivative terms
τ(WENO)
diss.
=
3ω0 −ω1 +ω2
12
h3
∂ 4 f j
∂ x4
+
15ω0 −ω1 +ω2
72
h5
∂ 6 f j
∂ x6
+
43ω0 −ω1 +ω2
960
h7
∂ 8 f j
∂ x8
+
1815ω0 + 17
 −ω1 +ω2
362880
h9
∂ 10 f j
∂ x10
+O

h12

(3.92a)
τ(WCS)
diss.
=
ω0 −ω2
12
h3
∂ 4 f j
∂ x4
+
11
 
ω0 −ω2

360
h5
∂ 6 f j
∂ x6
+
19
 
ω0 −ω2

6720
h7
∂ 8 f j
∂ x8
+
257
 
ω0 −ω2

1814400
h9
∂ 10 f j
∂ x10
+O

h12
 (3.92b)
Whereas the phase error is related to the odd derivative terms, i.e.,
the dispersion errors may be expressed by taking the odd derivative terms
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in equations (3.90, 3.91) for the truncation errors, obtaining for the two
schemes
τ(WENO)
disp.
=
−9ω0 +ω1 +ω2
30
h4
∂ 5 f j
∂ x5
+
−27ω0 +ω1 +ω2
252
h6
∂ 7 f j
∂ x7
+
−69ω0 +ω1 +ω2
4320
h8
∂ 9 f j
∂ x9
+
−2279ω0 + 17
 
ω1 +ω2

1995840
h10
∂ 11 f j
∂ x11
+O

h13

(3.93a)
τ(WCS)
disp.
=
−8ω0 +ω1 − 8ω2
120
h4
∂ 5 f j
∂ x5
+
−26ω0 +ω1 − 26ω2
2520
h6
∂ 7 f j
∂ x7
+
−80ω0 +ω1 − 80ω2
120960
h8
∂ 9 f j
∂ x9
+
684ω0 +ω1 + 684ω2
26611200
h10
∂ 11 f j
∂ x11
+O

h13

(3.93b)
In the following paragraphs, the truncation errors of WENO, WCS and
MWCS are analyzed for smooth and shock areas. In smooth regions, the
non-linear weights (3.64) tend to assume their optimal values ((3.61) for
WENO, and (3.68) for WCS), therefore the respective optimal values are
substituted into expressions (3.90) and (3.91) for the complete form of
the truncation error. In order to test the schemes in shock regions, the, in
some sense, “extreme” values of the weights (i.e. one of the weights is set
equal to 1 and the other two are set to zero) are substituted into (3.90,
3.91). The value of the truncation error for the MWCS is obtained by
applying the same linear combination as in (3.71) to the errors of WENO
and WCS, and three values of the mixing parameter λ = 0.0, 0.4, 0.9 in
(3.75) are considered for reference.
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3.4.1 Smooth regions: optimal values of the non-linear
weights
The optimal values for the non-linear weights ω of equations (3.61) and
(3.68) are substituted into equations (3.90) and (3.91) for WENO and
WCS respectively, giving the truncation error for smooth regions as
τ(WENO) =
1
60
h5
∂ 6 f j
∂ x6
− 1
140
h6
∂ 7 f j
∂ x7
+
1
240
h7
∂ 8 f j
∂ x8
− 1
720
h8
∂ 9 f j
∂ x9
+
7
14400
h9
∂ 10 f j
∂ x10
− 7
52800
h10
∂ 11 f j
∂ x11
+O

h12
 (3.94a)
τ(WCS) = − 1
1260
h6
∂ 7 f j
∂ x7
− 1
15120
h8
∂ 9 f j
∂ x9
−
173
59875200
h10
∂ 11 f j
∂ x11
+O

h12
 (3.94b)
where, as already stated in section 3.2, it is observed that the WENO and
WCS schemes are respectively of 5th and 6th order accuracy in smooth
regions. Expression (3.94b) for the truncation error of the WCS scheme is
free from even derivative terms, which confirms the results of the Fourier
analysis in section 3.3, i.e. WCS is free from dissipation errors in smooth
regions. Figure 3.7 reports the truncation errors for the three considered
schemes WENO, WCS and MWCS, in the form of a bar plot with respect to
the different considered orders. The following conclusions can be drawn:
• MWCS has lower truncation error w.r.t. WENO at any considered
order;
• WCS truncation error is considerably lower w.r.t. WENO for any
considered order;
• For MWCS, the magnitude of the leading error term is ∼ 10−3h5,
and decreases for higher orders.
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Figure 3.7: Truncation errors in smooth regions. WENO (dark grey); WCS
(light grey); MWCS with λ= 0 (green), λ= 0.4 (blue) and λ= 0.9 (red).
3.4.2 Shock region: using only stencil E0
In the case of a shock contained in the stencils E1 and E2, the values of
the non-linear weights (3.80) are substituted in equations (3.90, 3.91),
obtaining the truncation error of the WENO and WCS when only stencil
E0 is used for the approximation
τ(WENO) =
1
4
h3
∂ 4 f j
∂ x4
− 3
10
h4
∂ 5 f j
∂ x5
+
5
24
h5
∂ 6 f j
∂ x6
− 3
28
h6
∂ 7 f j
∂ x7
+
43
960
h7
∂ 8 f j
∂ x8
−
23
1440
h8
∂ 9 f j
∂ x9
+
121
24192
h9
∂ 10 f j
∂ x10
− 311
221760
h10
∂ 11 f j
∂ x11
+O

h12
 (3.95a)
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τ(WCS) =
1
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h3
∂ 4 f j
∂ x4
− 1
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h4
∂ 5 f j
∂ x5
+
11
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h5
∂ 6 f j
∂ x6
− 13
1260
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∂ 7 f j
∂ x7
+
19
6720
h7
∂ 8 f j
∂ x8
− 1
1512
h8
∂ 9 f j
∂ x9
+
257
1814400
h9
∂ 10 f j
∂ x10
−
19
739200
h10
∂ 11 f j
∂ x11
+O

h12

(3.95b)
Figure 3.8 shows the truncation errors for the WENO, WCS and MWCS
in form of a bar plot w.r.t. different considered orders, when only the
stencil E0 is used for the approximation. The following conclusions can be
drawn:
• MWCS has lower truncation errors w.r.t. WENO for all the consid-
ered orders;
• The magnitude of the errors for the WCS is considerably lower w.r.t.
WENO for all orders considered;
• The leading term of the truncation error for the MWCS is ∼ 10−1h3,
and the magnitude of the errors decreases to ∼ 10−2 from the order
h6 and above.
3.4.3 Shock region: using only stencil E1
In the case where stencils E0 and E2 contain a shock, the values of the
non-linear weights reported in (3.83) are substituted in equations (3.90,
3.91), obtaining for the truncation errors of WENO andWCS the following
τ(WENO) = − 1
12
h3
∂ 4 f j
∂ x4
+
1
30
h4
∂ 5 f j
∂ x5
− 1
72
h5
∂ 6 f j
∂ x6
+
1
252
h6
∂ 7 f j
∂ x7
−
1
960
h7
∂ 8 f j
∂ x8
+
1
4320
h8
∂ 9 f j
∂ x9
− 17
362880
h9
∂ 10 f j
∂ x10
+
17
1995840
h10
∂ 11 f j
∂ x11
+O

h12

(3.96a)
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Figure 3.8: Truncation errors in shock regions when only stencil E0 is used.
WENO (dark grey); WCS (light grey); MWCS with λ = 0 (green), λ = 0.4
(blue) and λ= 0.9 (red).
τ(WCS) =
1
120
h4
∂ 5 f j
∂ x5
+
1
2520
h6
∂ 7 f j
∂ x7
+
1
120960
h8
∂ 9 f j
∂ x9
−
1
26611200
h10
∂ 11 f j
∂ x11
+O

h13
 (3.96b)
In equation (3.96b) for the WCS, the even derivative terms are absent
confirming the Fourier analysis of 3.3, where it is shown that the central
stencil of WCS is free from dissipation errors. Figure 3.9 reports the trun-
cation errors for the WENO, WCS and MWCS in the form of a bar plot for
the different considered orders of magnitude, when only stencil E1 is used
for the interpolation. The following considerations can be made:
• MWCS has lower truncation errors w.r.t. WENO for all the consid-
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ered orders;
• MWCS has lower truncation errors w.r.t. WENO for all the consid-
ered orders;
• The leading truncation error for the MWCS is ∼ 10−2h3, and the
magnitude of the errors decreases rapidly for higher orders.
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Figure 3.9: Truncation errors in shock regions when only stencil E1 is used.
WENO (dark grey); WCS (light grey); MWCS with λ = 0 (green), λ = 0.4
(blue) and λ= 0.9 (red).
3.4.4 Shock region: using only stencil E2
If the shock region is contained in stencils E0 and E1, the values of the
non-linear weights as in (3.86) are substituted in equation (3.90, 3.91)
3.4 Truncation error analysis
for obtaining the truncation errors of WENO and WCS when only stencil
E2 is used
τ(WENO) =
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Figure 3.10 shows the bar plot of the truncation errors for WENO, WCS
and MWCS for the considered orders, when only stencil E2 is used for the
interpolation. The following considerations can be drawn:
• The magnitude of the truncation error for the MWCS is lower w.r.t.
both WENO and WCS for all considered orders;
• The truncation errors of WENO and WCS have comparable magni-
tudes, but opposite signs;
• The leading error term of MWCS is ∼ 10−2h3, and the magnitude of
the truncation errors decrease rapidly for higher orders.
The local truncation error analysis confirms the considerations made
in section 3.2 and the results of the Fourier analysis presented in section
3.3. The proposed MWCS is 5th order accurate in smooth regions and the
dissipation and dispersion errors (respectively the even and odd derivative
133
3. MIXED WEIGHTED COMPACT SCHEME
−0.08
−0.04
0
0.04
0.08
Order
Tr
un
ca
tio
n 
er
ro
rs
h3 h4 h5 h6 h7 h8 h9 h10
−6
−4
−2
0
2
x 10−4
Figure 3.10: Truncation errors in shock regions when only stencil E2 is used.
WENO (dark grey); WCS (light grey); MWCS with λ = 0 (green), λ = 0.4
(blue) and λ= 0.9 (red).
terms in the expressions for the truncation errors above) are lower com-
pared to WENO and WCS in both smooth and shock regions. For shock
regions, all considered schemes make use of a low-order accurate sten-
cil, resulting in a leading error term 10−1h3 for stencil E0 and 10
−2h3 for
stencils E1 and E2, nevertheless, the magnitude of the errors decreases for
higher orders.
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3.5 Numerical results
The Euler equations for selected one- and two-dimensional test cases are
solved by the proposed MWCS and compared against WENO (43) and
WCS (44).
3.5.1 One-dimensional case
The one-dimensional Euler equations in vector and conservative form read
as
∂U
∂ t
+
∂ F
∂ x
= 0
U=
 
ρ, ρu, Et
T
F=

ρu, ρu2 + p, u
 
Et + p
T
(3.98)
where x ∈ (−5,5), and the grid is uniform with size h = 0.05 (200
grid points). A Steger-Warming (87) flux- splitting is used, and the time
quadrature scheme is a third-order Runge-Kutta.
3.5.1.1 Sod shock–tube problem
The shock-capturing capability of the MWCS is tested by the Sod shock–
tube problem (86). Equations (3.98) are solved coupled with the follow-
ing initial conditions
 
ρ, u, p

=
¨
(1, 0, 1) t = 0, x ≤ 0
(0.125, 0, 0.1) t = 0, x > 0
(3.99)
Figures 3.11 show the plot of the solved velocity u, at time t = 2.
Figures 3.11(a), 3.11(b) and 3.11(c) report the solution on the whole
domain for MWCS, WCS and WENO schemes, respectively. The reference
solution is regarded as the one obtained by the fifth-order WENO scheme
using a mesh of 1600 points, labeled as “WENO 1600”. All the other
simulations are carried out on a coarser mesh of 200 points. The solutions
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using MWCS (labeled as “MWCS 200”) and WENO scheme (labeled as
“WENO 200”) are free from visible oscillations, which, on the contrary,
are present for WCS (labeled as “WCS 200”). Figure 3.11(d) reports an
enlargement of the downstream shock area, comparing the three different
schemes. Using MWCS scheme, the discontinuity is captured more sharply
and is less smeared compared to the fifth-order WENO, and the solution
does not have unphysical oscillations, which, on the contrary, affect the
WCS solution.
Figure 3.12 reports the results for the shock-sensor proposed in (3.72)
after the application of the Gaussian filtering (3.74), used for the solution
of the shock-tube problem (3.98, 3.99) by MWCS. The location of the
compression shock is properly detected by the sensor, while the upstream
expansion wave does not activate the detection being associated with a
positive value of the divergence of the velocity vector.
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Figure 3.11: Solution to equations (3.98) coupled with initial conditions
(3.99). Solution using (a) MWCS, (b) WCS, (c) WENO. (d) Enlargement in
the shock area.
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Figure 3.12: The shock-sensor proposed in (3.72, 3.74) for the shock-tube
problem (3.98, 3.99).
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3.5.1.2 Shu–Osher problem
The shock-entropy wave interaction problem (83) is solved in order to test
the proposed method’s capability on shock-capturing and shock-turbulence
interaction. The entropy waves are very sensitive to numerical dissipation
introduced by a numerical scheme, and can be excessively damped. Equa-
tions (3.98) are solved, coupled with the following initial condition
 
ρ, u, p

=
¨
(3.857143, 2.629369, 10.33333) t = 0, x < −4
(1+ 0.2 sin(5x), 0, 1) t = 0, x ≥ 0 (3.100)
Figures 3.13 show the result for the solved density distribution ρ at
time t = 1.8. Figures 3.13(a), 3.13(b) and 3.13(c) report the solution
on the whole domain for MWCS, WCS and WENO schemes, respectively.
The reference solution is regarded as the one obtained by the fifth-order
WENO scheme using a mesh of 1600 points, labeled as “WENO 1600”.
All the other calculations are made on a coarser mesh of 200 points.
The MWCS scheme (labeled “MWCS 200”) shows higher resolution and
sharper shock capturing compared to WENO (labeled “WENO 200”). WCS
(labeled “WCS 200”) is capable of capturing the high frequency waves
generated in the upstream area of the shock, due to the intrinsic non dis-
sipative nature of the scheme. Figures 3.13(d), 3.13(e) and 3.13(f) report
detail enlargements of discontinuity areas in the upstream shock region,
comparing the three different schemes. It can be observed that MWCS so-
lution, compared to the fifth-order WENO solution, can capture the shock
more sharply and has better resolution properties, and is free from nu-
merical oscillations. In certain areas, the WCS appears to be very close to
the reference solution, but is affected by numerical oscillations (see, for
instance, figure 3.13(e) and 3.13(f)). Figure 3.14 reports the results for
the shock-sensor proposed in (3.72) after the application of the Gaussian
filtering (3.74), used to solve the shock-entropy problem (3.98, 3.100) by
MWCS. The location of the main compression shock is properly detected,
together with the location and magnitude of the minor upstream shocks.
The sensor is not activated by the upstream entropy waves.
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Figure 3.13: Solution to equations (3.98) coupled with initial conditions
(3.100). Solution using (a) MWCS, (b) WCS, (c) WENO. (d-f) Enlargements
shock-entropy interaction and shock areas.
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Figure 3.14: The shock-sensor proposed in (3.72, 3.74) for the shock–
entropy problem (3.98, 3.100).
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3.5.2 Two-dimensional case
The two-dimensional Euler equations in vector and conservative form read
as
∂U
∂ t
+
∂ F
∂ x
+
∂G
∂ y
= 0
U=
 
ρ, ρu,ρv, Et
T
F=

ρu, ρu2 + p, ρuv, u
 
Et + p
T
G=

ρv, ρuv, ρv2 + p, v
 
Et + p
T
(3.101)
where x ∈ (0,2), y ∈ (0,1.1), and an uniform grid of 32× 32 points is
used. The Lax-Friedrichs flux-splitting is used, and the time quadrature is
a third-order Runge-Kutta scheme.
3.5.2.1 Oblique shock reflection
The test case is the oblique shock reflection on an inviscid wall, with shock
angle of 35.24◦ and a Mach 2 free-stream. The shock jump conditions at
the upper and the slip-wall conditions at the lower boundary are imposed,
the inflow conditions are fixed to the free-stream and the outflow condi-
tions are calculated by extrapolation.
Figures 3.15 show the contour of the pressure p, for the analytic,
MWCS and WENO solutions respectively (the WCS excessive numerical
oscillations prevent from obtaining a solution in this test case). Compar-
ing the two schemes, it is observed that the MWCS captures the shock
more sharply than WENO scheme, and does not generate visible numeri-
cal oscillations.
Figures 3.16(a) and 3.16(b) report the pressure distribution for the
Mach 2 oblique shock reflection for y = 0 and y = 0.34, respectively, for
the analytic solution, MWCS and WENO. We can observe that the MWCS
solution, compared to WENO, is capable of capturing the shock more
sharply, without generating visible numerical oscillations. Enlargements
of shock regions for the pressure distribution at y = 0.34 are reported
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(a) Solution to the Mach 2 shock reflection: Analytic solution.
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(b) Solution to the Mach 2 shock reflection: MWCS.
Figure 3.15: Solution to the Mach 2 shock reflection. (a) Analytic solution,
(b) MWCS, (c) WENO.
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(c) Solution to the Mach 2 shock reflection: WENO.
in figure 3.16(c) and figure 3.16(d), confirming that MWCS smears the
shock less than WENO without generating visible numerical oscillations.
Figure 3.5.2.1 reports the results for the shock-sensor proposed in
(3.72) after the application of the Gaussian filtering (3.74), used to solve
the oblique shock reflection problem by MWCS. The location of the main
compression shock is accurately detected in the whole domain.
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Figure 3.16: Analytic, MWCS and WENO solution for the Mach 2 oblique
shock. Pressure distribution at (a) y = 0 and (b) y = 0.34, and (c, d) en-
largements at y = 0.34.
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Figure 3.17: The shock-sensor proposed in (3.72, 3.74) for the Mach 2
oblique shock reflection problem.
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3.6 Concluding remarks
The basic formulation of the MWCS, which is a linear combination of the
WCS and WENO schemes without the introduction of any case-related
adjustable parameter, is proposed. A new formulation of the mixing func-
tion based on a shock-sensor is proposed and the Fourier analysis is used
to assess the dispersion and dissipation errors in smooth and shock re-
gions, showing that the proposed MWCS has higher resolution and lower
dissipation compared to the well established WENO scheme, and has bet-
ter stability characteristics compared to WCS. The local truncation error
analysis shows that the magnitude of the truncation errors for the pro-
posed MWCS are lower than WENO for both smooth and shock regions.
Numerical tests carried out for inviscid flows problems in one– and two–
dimensional cases confirm the results of the Fourier analysis, and demon-
strate the proposed method’s capability of capturing the shock sharply and
without the generation of important numerical oscillations. The proposed
shock-sensor formula detects accurately the compression shock location
in all the considered numerical tests.
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Chapter 4
Conclusion and discussion
Two high–order algorithms, the discontinuous finite-volume/finite-element
method (DCVFEM) and the mixed weighted compact and non-compact
scheme (MWCS), are considered for applications involving discontinuities
and shocks.
The DCVFEMs have been applied to advection problems by other re-
searchers in the past (17, 42). In this work particular emphasis is given
to the diffusion operator. A rather formal derivation of the method is pro-
vided following the mixed formulation, which consists in separating the
constitutive and the conservation equations for lowering the order of the
system. The numerical traces chosen are an upwinding formulation for
the advective term (54), and an LDG method (22) for the diffusive term.
Using the Fourier analysis, the dissipation and dispersion errors of the dif-
fusive and advective terms separately are assessed up to the fifth-order ac-
curacy, in relation to the parameter α (see eq. (2.27)) in the LDG method
used. The dissipation and dispersion errors are considerably smaller w.r.t.
the continuous GFEM of the same order of accuracy and finite-difference
formulations. Numerical tests in the one-dimensional case for advection-
diffusion, and a purely diffusive problem in the two-dimensional case are
presented and confirm the theoretical results. The order of accuracy of the
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DCVFEM and DGFEM is optimal (P e + 1) for the scalar quantity, whereas
the solution for the flux is sub-optimal (P e) for DCVFEM and optimal for
DGFEM. Preliminary tests demonstrate that if using complete formula-
tions of the numerical traces, instead of the LDG (22) employed in this
work, the optimal order of accuracy is achieved for the flux quantity using
the proposed method. The DCVFEM’s conservation property at element
and sub-element level (control-volume level) may be an important ad-
vantage in particular applications, where for instance the discontinuity
propagates throughout the element (two-phase flow, shocks). An impor-
tant issue of the DCVFEM (and, more generally, for the CVFEM), is the
limitation to the computational efficiency dictated by the impossibility of
exploiting the orthogonality of the shape and test functions, which on the
contrary is common practice in the spectral FEM framework. A future re-
search direction for improving the efficiency of the DCVFEM would be the
quadrature-free approach (71). Moreover, the multidimensional exten-
sion of the algorithm will feature generic elements of polynomial order
automatically adjustable to any high P e.
The MWCS, a linear combination of two high–order schemes, the
weighted essentially non-oscillatory (WENO) (43, 55) and the weighted
compact scheme (WCS) (44), is proposed for the solution of the com-
pressible Euler equations. The derivation of the scheme is described in
detail, along with the formulation for the blending function used (11).
The detailed Fourier analysis reveals that the proposed MWCS has bet-
ter resolution characteristics w.r.t. WENO and is more stable than WCS,
in both smooth regions and in presence of shocks. From the results of
the local truncation error analysis, it follows that MWCS exhibits lower
values of the errors w.r.t. WENO in all considered smooth and shock re-
gions. The conducted numerical tests in the one- and two-dimensional
cases confirm that the proposed method features improved resolution and
shock-capturing capability w.r.t. WENO.
The choice of which numerical method to use is strongly influenced
by the problem to be tackled. The DCVFEM and MWCS, analyzed in
the present work, exhibit satisfactory behavior in applications involving
discontinuities, and the high–order accuracy is preserved up to the dis-
continuity location. The considered methods constitute workable choices
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among two different class of high–order methods, the discontinuous Ga-
lerkin finite–element methods (DGFEM) and the finite–difference WENO
(FDWENO) methods, respectively, therefore the following remarks are to
be intended in the wider framework of the different class of methods.
The DCVFEMs (and, earlier, the DGFEMs), although originally applied for
the solution of hyperbolic and nearly hyperbolic problems, are capable of
treating applications involving the diffusion operator, in other words a sec-
ond order derivative term, whereas the finite-difference WENO schemes
are usually designed to solve hyperbolic conservation laws or to discretize
the first derivative convection terms in convection dominated partial dif-
ferential equations. The DCVFEMs are flexible for arbitrary triangulation
and the interpolation nodes may be located ideally anywhere inside the el-
ement, resulting in an advantage when complex geometries are involved.
On the other hand, the use of FDWENO is preferred when dealing with
a regular geometry, when uniform or smooth curvilinear grid can be em-
ployed, due to the greater easiness of the implementation and higher com-
putational efficiency w.r.t. DCVFEM, especially for the multidimensional
case. The common choice for the FDWENO is the fifth-order, while the
DCVFEM are capable of locally achieving arbitrary high–order accuracy
(p-adaptivity) easily, and are highly parallelizable since the elements only
communicate by exchanging the respective numerical traces.
151
4. CONCLUSION AND DISCUSSION
152
References
[1] H. N. Abramson. The Dynamic Behavior of Liquids in Moving Containers. NASA
SP-106. NASA Special Publication, 106, 1966. 60
[2] N. A. Adams and K. Shariff. A high-resolution hybrid compact-ENO scheme for shock-
turbulence interaction problems. Journal of Computational Physics, 127:27–51, 1996.
85
[3] J. D. Anderson. Computational Fluid Dynamics. Mc Graw Hill, New York, 1995. 28,
37, 114
[4] D. N. Arnold, F. Brezzi, B. Cockburn, and L. Marini. Unified analysis of discontinuous
Galerkin methods for elliptic problems. SIAM Journal on Numerical Analysis, 39(5):
1749–1779, 2002. 21, 24, 27
[5] I. Babuška and M. Zlámal. Nonconforming elements in the finite element method
with penalty. SIAM Journal on Numerical Analysis, 10:863–875, 1979. 10
[6] B. R. Baliga and S. V. Patankar. A new finite-element formulation for convection-
diffusion problems. Numerical Heat Transfer, Part B: Fundamentals, 3(4):393–409,
1980. 7
[7] J. Banaszek. Comparison of control volume and Galerkin finite element methods
for diffusion-type problems. Numerical Heat Transfer, Part B: Fundamentals, 16(1):
59–78, 1989. 9
[8] F. Bassi and S. Rebay. A high-order accurate discontinuous finite element method
for the numerical solution of the compressible Navier-Stokes equations. Journal of
Computational Physics, 131:267–279, 1997. 2, 3, 10, 11, 25
153
REFERENCES
[9] F. Bassi, S. Rebay, G. Mariotti, S. Pedinotti, and M. Savini. A high-order accurate
discontinuous finite element method for inviscid and viscous turbomachinery flows.
Proceedings of Second European Conference on Turbomachinery, 1:99–108, 1997. 12
[10] G. Beer, I. Smith, and C. Duenser. The boundary element method with programming:
for engineers and scientists. Springer, 2008. 72
[11] A. Bhagatwala and S. K. Lele. A modified artificial viscosity approach for compressible
turbulence simulations. Journal of Computational Physics, 228(14):4965–4969, 2009.
110, 111, 150
[12] R. Biswas, K. D. Devine, and J. Flaherty. Parallel, adaptive finite element methods for
conservation laws. Applied Numerical Mathematics, 14:255–283, 1994. 3
[13] F. Brezzi, D. Marini, P. Pietra, and A. Russo. Discontinuous Galerkin approximations
for elliptic problems. Numerical Methods for Partial Differential Equations, 16:365–
378, 2000. 3, 10, 27
[14] G. F. Carey and M. Utku. Stability of penalty finite-element methods for nonconform-
ing problems. Numerical Methods for Partial Differential Equations, 2:13–29, 1986.
10
[15] P. Castillo, B. Cockburn, I. Perugia, and D. Schotzau. An a priori error analysis of the
local discontinuous Galerkin method for elliptic problems. SIAM Journal on Numerical
Analysis, 38:1676–1706, 2000. 26
[16] X. Chen, L. Wang, and J. Xu. TLD technique for reducing ice-induced vibration on
platforms. Journal of Cold Regions Engineering, 13, 1999. 60
[17] B. J. Choi, M. Iskandarani, J. C. Levin, and D. B. Haidvogel. A spectral finite volume
method for the shallow water equation. Monthly Weather Review, 132(7):1777–1791,
2004. 10, 11, 149
[18] A. K. Chopra. Dynamics of structures: theory and applications to earthquake engineer-
ing. Prentice Hall; 2 edition, 2000. 74
[19] P. C. Ciarlet. Discrete maximum principle for finite difference operators. Aequationes
Mathematicae, 38:1676–1706, 2000. 9
[20] B. Cockburn. Discontinuous Galerkin methods. Journal of Applied Mathematics and
Mechanics, 11:731–754, 2003. 2, 10, 19, 22, 23, 24, 27, 32, 85
[21] B. Cockburn and C. W. Shu. TVB Runge-Kutta local projection discontinuous Galerkin
finite element method for scalar conservation laws II: general framework. Mathemat-
ics of Computation, 52:411–435, 1989. 4
154
REFERENCES
[22] B. Cockburn and C. W. Shu. The local discontinuous Galerkin method for time-
dependent convection-diffusion systems. SIAM Journal on Numerical Analysis, 35:
2440–2463, 1998. 3, 10, 13, 23, 25, 26, 27, 83, 85, 149, 150
[23] B. Cockburn, S. Y. Lin, and C. W. Shu. TVB Runge-Kutta local projection discontinuous
Galerkin finite element method for scalar conservation laws III: one–dimensional
systems. Journal of Computational Physics, 84:90–113, 1989. 85
[24] V. Comincioli. Metodi numerici e statistice per le scienze applicate. Casa editrice Am-
brosiana, Milano, 1992. 67
[25] A. W. Cook and W. H. Cabot. A high–wave number viscosity for high–resolution
numerical methods. Journal of Computational Physics, 195(2):594–601, 2004. 111
[26] B. Costa and W. S. Don. High order hybrid central-WENO finite difference scheme for
conservation laws. Journal of Computational and Applied Mathematics, 204:209–218,
2007. 85, 86
[27] L. C. Evans. Partial differential equations. American Mathematical Society; 2nd Re-
vised edition, 2010. 64, 65, 67
[28] F. Fleissner, A. Lehnart, and P. Eberhard. Dynamic simulation of sloshing fluid and
granular cargo in transport vehicles. Vehicle System Dynamics, 48(1):3–15, 2010. 60
[29] M. Fortin and F. Brezzi. Mixed and hybrid finite element methods. Springer–Verlag,
Berlin, 1991. 13
[30] O. Friedrichs. Weighted essentially non-oscillatory schemes for the interpolation of
mean values on unstructured grids. Journal of Computational Physics, 144:194–212,
1998. 3
[31] A. George and J. Liu. Computer solution of large sparse positive definite systems.
Prentice-Hall, 1981. 23
[32] J. Giannakouros and G. E. Karniadakis. Spectral element-FCT method for scalar hy-
perbolic conservation laws. International Journal for Numerical Methods in Fluids, 14:
707–727, 1992. 9, 85
[33] J. Giannakouros and G. E. Karniadakis. A spectral element-FCT method for the com-
pressible Euler equations. Journal of Computational Physics, 115(1):65–85, 1994. 9,
85
[34] S. K. Godunov. A difference method for numerical calculation of discontinuous solu-
tions of the equations of hydrodynamics. Matematicheskii Sbornik, 47(89):271–306,
1959. 87
155
REFERENCES
[35] E. W. Graham and A. M. Rodriguez. The characteristics of fuel motion which affect
airplane dynamics. Journal of Applied Mechanics, 123:381–388, 1952. 59, 69, 70
[36] A. Harten. The artificial compression method for computation of shocks and contact
discontinuities: III. Self–adjusting hybrid schemes. Mathematics of Computation, 32
(142):363–389, 1978. 110
[37] A. Harten. High resolution schemes for hyperbolic conservation laws. Journal of
Computational Physics, 49:357–393, 1983. 87
[38] A. Harten, B. Engquist, S. Osher, and Sukumar R. Chakravarthy. Uniformly high order
accurate essentially non-oscillatory schemes, III. Journal of Computational Physics,
71:231–303, 1987. 2, 3, 85, 87, 92, 93, 96
[39] M. W. Hecht, F. O. Bryan, and W. R. Holland. Upwind-weighted advection schemes
for ocean tracer transport: an evaluation in a passive tracer context. Journal of
Geophysical Research, 103(2):3301–3321, 1995. 11
[40] C. Hu and C. W. Shu. Weighted essentially non-oscillatory schemes on triangular
meshes. Journal of Computational Physics, 150:97–127, 1999. 3
[41] F. Q. Hu, M. Y. Hussaini, and P. Rasetarinera. An analysis of the discontinuous
Galerkin method for wave propagation problems. Journal of Computational Physics,
151:921–946, 1999. 13
[42] M. Iskandarani, J. C. Levin, B. J. Choi, and D. B. Haidvogel. Comparison of advec-
tion schemes for high-order h–p finite element and finite volume methods. Ocean
Modeling, 10:233–252, 2004. 10, 11, 12, 21, 149
[43] G. S. Jiang and C. W. Shu. Efficient implementation of weighted ENO scheme. Journal
of Computational Physics, 126:202–228, 1996. 2, 3, 85, 87, 89, 106, 110, 114, 135,
150
[44] L. Jiang, H. Shan, and C. Liu. Weighted compact scheme for shock capturing. Inter-
national Journal of Computational Fluid Dynamics, 15:147–155, 2001. 87, 89, 107,
135, 150
[45] R. Kannan and Z. J. Wang. A study of viscous flux formulations for a p-multigrid
spectral volume Navier–Stokes solver. Journal of Scientific Computing, 41:165–199,
2009. 11, 12, 13
[46] R. Kannan and Z. J. Wang. The direct discontinuous Galerkin (DDG) viscous flux
scheme for the high order spectral volume method. Computers & Fluids, 39:2007–
2021, 2010. 11, 12, 13
156
REFERENCES
[47] R. Kannan and Z. J. Wang. LDG2: A variant of the LDG viscous flux formulation for
the spectral volume method. Journal of Scientific Computation, 46:314–328, 2011.
11, 12, 13
[48] A. Kareem. Reduction of wind induced motion utilizing a tuned sloshing damper.
Journal of Wind Engineering and Industrial Aerodynamics, 36:725–737, 1990. 59, 69
[49] A. Kareem, T. Kijewski, and Y. Tamura. Mitigation of motions of tall buildings with
specific examples of recent applications. Journal of Wind and Structures, 2:201–251,
1999. 59, 69, 75
[50] G. E. Karniadakis and S. J. Sherwin. Spectral/hp element methods for CFD. Oxford
University Press, Oxford, 2005. 21
[51] D. Kim and J. Kwon. A high-order accurate hybrid scheme using a central flux scheme
and a WENO scheme for compressible flowfield analysis. Journal of Computational
Physics, 210:554–583, 2005. 85, 86
[52] P. K. Kundu and I. M. Cohen. Fluid Mechanics. Academic Press, Third edition, 2004.
60
[53] S. K. Lele. Compact finite difference schemes with spectral-like resolution. Journal of
Computational Physics, 103:16–42, 1992. 2, 85, 87, 107, 108, 116, 117, 120
[54] B. Q. Li. Discontinuous finite elements in fluid dynamics and heat transfer. Springer–
Verlag, Berlin, 2006. 2, 10, 12, 20, 22, 23, 24, 27, 83, 149
[55] D. Liu, S. Osher, and T. Chan. Weighted essentially non-oscillatory schemes. Journal
of Computational Physics, 115:200–212, 1994. 2, 3, 85, 87, 89, 105, 150
[56] H. Liu and J. Yan. The direct discontinuous Galerkin (DDG) methods for diffusion
problems. SIAM Journal on Numerical Analysis, 47(1):675–698, 2009. 10, 13
[57] H. Liu and J. Yan. The direct discontinuous Galerkin (DDG) method for diffusion
with interface corrections. Communications in Computational Physics, 8(3):541–564,
2010. 10
[58] Y. Liu, M. Vinokur, and Z. J. Wang. Spectral difference method for unstructured grids
I: basic formulation. Journal of Computational Physics, 216:780–801, August 2006.
ISSN 0021-9991. 2, 12, 85
[59] Y. Liu, M. Vinokur, and Z. J. Wang. Spectral (finite) volume method for conservation
laws on unstructured grids V: Extension to three-dimensional systems. Journal of
Computational Physics, 212:454–472, March 2006. ISSN 0021-9991. 2, 11, 85
[60] H. Lomax, T. Pulliam, and D. W. Zingg. Fundamentals of computational fluid dynamics.
Springer-Verlag, Berlin, 2001. 30
157
REFERENCES
[61] Y. Ma and D. Fu. Forth order accurate compact scheme with group velocity control
(GVC). Science in China, 44:1197–1204, 2001. 85
[62] Š. Malenica, M. Zalar, and X. B. Chen. Dynamic coupling of seakeeping and sloshing.
13th ISOPE Conference, Honolulu, USA, 2003. 59, 68
[63] M. J. Martinez. Comparison of Galerkin and control volume finite element for
advection-diffusion problems. International Journal for Numerical Methods in Fluids,
50:347–376, 2006. 7, 12, 17, 21, 27
[64] C. Masson, H. J. Saabas, and B. R. Baliga. Co-located equal-order control-volume
finite element method for two-dimensional axisymmetric incompressible fluid flow.
International Journal for Numerical Methods in Fluids, 18:1–26, 1994. 9
[65] R. C. Mittal and P. Singhal. Numerical solutions of periodic Burgers equation. Indian
Journal of Pure and Applied Mathematics, 27(7):689–700, 1996. 52
[66] J. N. Newmann. Marine hydrodynamics. MIT Press, 1977. 66
[67] M. L. Oliveira. High–order numerical schemes for high-speed flows. PhD thesis, Math-
ematics Department, University of Texas at Arlington, 2009. 105, 107, 108, 110
[68] M. Parsani, G. Ghorbaniasl, C. Lacor, and E. Turkel. An implicit high-order spectral
difference approach for large eddy simulation. Journal of Computational Physics, 229
(14):5373–5393, 2010. 12, 85
[69] S. V. Patankar. Numerical heat transfer and fluid flow. Taylor & Francis, New York,
1980. 26
[70] A. Patera. A spectral element method for fluid dynamics: Laminar flow in a channel
expansion. Journal of Computational Physics, 54:468–488, 1984. 85
[71] M. Piller and E. Stalio. Development of a mixed control volume âA˘S¸ finite element
method for the advection–diffusion equation with spectral convergence. Computers
& Fluids, 40(1):269–279, 2011. 150
[72] A. Quarteroni and A. Valli. Numerical approximation of partial differential equations.
Springer–Verlag Italia, Milano, 1994. 16, 19, 20
[73] W. H. Reed and T. R. Hill. Discontinuous finite elements in fluid dynamics and heat
transfer. Technical report, Los Alamos Scientific Laboratory, Los Alamos, NM, 1973.
2, 10
[74] Y. Ren, M. Liu, and H. Zhang. A characteristic-wise hybrid compact-WENO scheme
for solving hyperbolic conservation laws. Journal of Computational Physics, 192:365–
386, 2003. 86
158
REFERENCES
[75] P. L. Roe. Approximate Riemann solvers, parameter vectors, and difference schemes.
Journal of Computational Physics, 43(2):357–372, 1981. 87
[76] S. Salsa. Partial differential equations in action. Springer Verlag, Berlin, 2007. 17
[77] G. E. Schneider and M. J. Raw. A skewed, positive influence coefficient upwind-
ing procedure for control-volume-based finite-element convection-diffusion compu-
tation. Numerical Heat Transfer, Part B: Fundamentals, 9(1):1–26, 1986. 8
[78] C. W. Shu. Total variation diminishing Runge-Kutta schemes. SIAM Journal of Scien-
tific and Statistical Computing, 9:1073–1084, 1988. 13, 39
[79] C. W. Shu. TVB uniformly high-order schemes for conservation laws. Mathematics of
Computation, 49:105–121, 1987. 4
[80] C. W. Shu. Essentially non-oscillatory and weighted essentially non-oscillatory
schemes for hyperbolic conservation laws. Technical report, 1997. 4, 89, 93, 96,
98, 99, 102, 103
[81] C. W. Shu. High order finite difference and finite volume WENO schemes and dis-
continuous Galerkin methods for CFD. International Journal of Computational Fluid
Dynamics, 17:107–118, 2001. 4, 27
[82] C. W. Shu. High order weighted essentially non-oscillatory schemes for convection
dominated problems. SIAM Review, 51:82–126, 2009. 2, 85
[83] C. W. Shu and S. Osher. Efficient implementation of essentially non-oscillatory shock-
capturing scheme. Journal of Computational Physics, 77:439–471, 1988. 2, 3, 85, 87,
111, 139
[84] C. W. Shu and S. Osher. Efficient implementation of essentially non-oscillatory shock-
capturing scheme II. Journal of Computational Physics, 83:32–78, 1989. 2, 3, 85,
87
[85] D. Sidilkover and G. E. Karniadakis. Spectral element-FCT method for the one- and
two-dimensional compressible Euler equations. Computer Methods in Applied Me-
chanics and Engineering, 116:113–121, 1994. 9
[86] G. A. Sod. A survey of several finite difference methods for systems on non-linear
hyperbolic conservation laws. Journal of Computational Physics, 27(1):1–31, 1978.
111, 135
[87] J. Steger and R. Warming. Flux vector splitting of the inviscid gasdynamic equations
with applications to finite-difference methods. Journal of Computational Physics, 40:
263–293, 1981. 135
159
REFERENCES
[88] Y. Sun, Z. J. Wang, and Y. Liu. Spectral (finite) volume method for conservation laws
on unstructured grids. VI: extension to viscous flow. Journal of Computational Physics,
215:41–58, 2006. 11
[89] Y. Sun, Z. J. Wang, and Y. Liu. High-order multi-domain spectral difference method
for the Navier-Stokes equations on unstructured hexahedral grids. Communications
in Computational Physics, 2:310–333, 2007. 85
[90] R. Sygulski. Boundary element analysis of liquid sloshing in baffled tanks. Engineering
Analysis with Boundary Elements, 35(8):978 – 983, 2011. 72
[91] K. Van den Abeele, T. Broeckhoven, and C. Lacor. Dispersion and dissipation prop-
erties of the 1D spectral volume method and application to a p-multigrid algorithm.
Journal of Computational Physics, 224:616–636, 2007. 13, 39
[92] K. Van den Abeele, C. Lacor, and Z. J. Wang. On the connection between the spectral
volume and the spectral difference method. Journal of Computational Physics, 227
(2):877–885, 2007. 11, 12
[93] B. van Leer. Towards the ultimate conservative difference scheme V. A second–order
sequel to Godunov’s method. Journal of Computational Physics, 135:229–248, 1997.
87
[94] B. van Leer and M. Lo. A discontinuous galerkin method for diffusion based on
recovery. Journal of Scientific Computation, 46:314–328, 2011. 10
[95] R. Vichnevetsky and J. B. Bowles. Fourier analysis of numerical approximations of
hyperbolic equations. Studies in Applied Mathematics. SIAM, Philadelphia, 1982. 114
[96] M. Visbal and D. Gaitonde. On the use of higher-order finite-difference schemes on
curvilinear and deforming meshes. Journal of Computational Physics, 181:155–158,
2002. 2, 85
[97] J. S. Walker. Fast Fourier transforms. Second edition. CRC Press, Boca Raton, 1996.
79
[98] Z. Wang and G. P. Huang. An essentially non-oscillatory high-order Padé-type (ENO-
Padé) scheme. Journal of Computational Physics, 177:37–58, 2002. 85, 87
[99] Z. J. Wang. Spectral (finite) volume method for conservation laws on unstructured
grids: basic formulation. Journal of Computational Physics, 178:210–251, 2002. 2,
11, 12, 85
[100] Z. J. Wang and Y. Liu. Spectral (finite) volume method for conservation laws on
unstructured grids. II: extension to two-dimensional scalar equation. Journal of Com-
putational Physics, 179:665, 2002. 2, 11, 85
160
REFERENCES
[101] Z. J. Wang and Y. Liu. Spectral (finite) volume method for conservation laws on
unstructured grids. III: extension to one-dimensional systems. Journal of Scientific
Computing, 20:137, 2004. 2, 11, 85
[102] Z. J. Wang and Y. Liu. Spectral (finite) volume method for conservation laws on
unstructured grids. IV: extension to two-dimensional Euler equations. Journal of
Computational Physics, 194:716, 2004. 2, 11, 85
[103] Z. J. Wang and Y. Liu. Extension of the spectral volume method to high-order bound-
ary representation. Journal of Computational Physics, 211:154–178, 2006. 2, 11,
85
[104] H. C. Yee. Explicit and implicit multidimensional compact high-resolution shock-
capturing methods: formulation. Journal of Computational Physics, 131:216–232,
1997. 2, 85
[105] H. C. Yee, B. Sjogreen, N. D. Sandham, and A. Hadjadj. Progress in the development
of a class of efficient low dissipative high order shock-capturing methods. Technical
report, 2000. 85
[106] S. T. Zalesak. Fully multidimensional flux-corrected transport algorithms for fluids.
Journal of Computational Physics, 227:335–362, 1979. 11
[107] M. Zhang and C. W. Shu. An analysis of three different formulations of the discontin-
uous Galerkin method for diffusion equations. Mathematical Models and Methods in
Applied Sciences, 13(3):395–413, 2003. 13, 27, 28, 78
[108] O. C. Zienkiewicz and R. L Taylor. The finite element method. Volume 1: The basis.
Butterworth-Heinemann, Oxford, 2000. 13, 21, 27, 30, 81
[109] O. C. Zienkiewicz and R. L. Taylor. The finite element method. Volume 3: Fluid dynam-
ics. Butterworth-Heinemann, Oxford, 2000. 45, 46
161

Acknowledgements
I would like to express my gratitude to my advisor, Dr. Marzio
Piller, who, with extraordinary wisdom and patience, has added
significantly to my graduate experience. I would like to thank
Dr. Chaoqun Liu for his hospitality and the important train-
ing I had in his group. A special thanks goes to Dr. Gabriele
Bulian, for his time and precious contribution. I acknowledge
my tutor, Dr. Luigino Zovatto, for his dear advice.

