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a basis  for  long‐term prosperity of companies. To survive  in today’s  fast‐changing market 
environment, companies are always trying to improve the performance of their NPD projects, 
by implementing new approaches, such as Lean Product Development (LPD). Nevertheless, 
applying  such  approaches  is  not  straightforward,  mainly  due  to  the  high  level  of 
interdependency  between  development  activities  and  the  role  of  dynamic  effects  in  the 




affect  the  time,  cost  and  quality  performance  of  a  development  project.  As  there  is  no 
consensus  about  the  definition  of  LPD  among  researchers  in  this  filed,  first  through  a 
comprehensive  literature  review  different  approaches  to  LPD  are  studied.  Two  major 
approaches for LPD are introduced based on the adaptation of lean manufacturing tools and 
techniques  for optimizing NPD processes, or extracting  LPD  specific  tools  and  techniques 







higher number of  iteration  cycles at  the  front  end of  the projects,  and  is  responsible  for 
higher project effectiveness while increases the time and effort invested. On the other hand, 
concurrent engineering targets the project duration, and is an efficiency factor, but  if not 










development  projects  the  systems  thinking  approach  is  selected  as  the  main  research 







initial  concepts,  and  effect  of  project  type.  After  passing  the  standard  system  dynamics 
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demand  for  faster  introduction  of  cheaper  and  better  products,  and  reduced  products’ 
lifespan,  the  long  term prosperity  of  companies  depends on  their  ability  in  new product 
introduction. From the start of the industrial revolution, when companies for the first time 











to  achieve  the  ‘better,  faster,  and  cheaper’  goal.  Less  investment  in  research  and 
development,  changes  in  customers’  requirements  due  to  technical  advancements, 
adherence to rigorous standards and regulations, and economic crisis are among the main 





in  a  fast‐changing  market  environment  companies  are  always  seeking  for  new  ways  to 
increase  the  performance  of  their  NPD  processes  in  order  to  increase  their  profitability, 
market  share  and  long  term  competitive  advantage  (Browning  et  al.,  2002).  However, 







have  responded  to  these  challenges  by  improving  and  re‐engineering  their  new  product 
development  processes. New approaches  such  as  Lean Product Development  (LPD)  have 
replaced traditional, functional‐based systems to increase the performance of development 
projects.  Lean  principles  first  introduced  by  Womack  et  al.  (1990)  based  on  the 










unstructured  and  iterative  approaches  implemented  in  traditional  new  product 









Japanese  car manufacturing  companies, and especially Toyota.  In addition  to  this  fact,  in 
general restructuring the NPD processes have some unintended side‐effects (Lyneis and Ford, 





























affects  the performance of development projects?’  System dynamics modelling  is used  to 
make  a model  of  LPD  processes  at  the  project  level.  System  dynamics  is  considered  an 













This  research  contributes  to  knowledge  by  giving  a  definition  for  LPD  from  the  process 
viewpoint and showing how the combination of the process‐specific features of LPD could 
contribute  to  the  success  of  NPD  projects.  It  also  contributes  to  practice  by  helping 
companies in designing their NPD processes to achieve higher performance. To the best of 










































2.  Each  chapter  starts with  an  introduction  intended  to  help  the  reader  understand  the 
rationale  behind  the  Chapter  organisation.  A  summary  is  provided  at  the  end  of  each 
chapters to help recap Chapter contents and sum up any salient points. 
Table 2: Thesis organization 


























Chapter 5  Model Validation   Tests for validating the model 
 Structural validity 
 Behaviour Reproduction 
Chapter 6  Analysis and Discussion   Scenario analysis 












































This  chapter  presented  a  review of  literature  related  to  LPD.  After  the  introduction,  this 
chapter starts with providing a review about the concept of lean, its origin, and principles in 
Section 2.2. As the research is in the context of NPD, Section2.3 gives a summery about NPD, 
its  definition  and  performance  measures,  including  two  concepts  of  efficiency  and 












The  term  Lean was  first  introduced  in  an  article  published  Krafcik  (1988)  in MIT  Sloan 
Management Review to describe the Toyota Production System (TPS) as opposed to Ford’s 
mass  production  system.  During  early  1990s, Womack  et  al.  in  their  seminal  book  ‘The 
machine  that  changed  the world’  introduced  the  concept  of  Lean Manufacturing  as  the 
combination of principles and  ideas based on  the  success of  Japanese car manufacturing 
companies,  especially  Toyota  to  minimize  the  waste  in  processes  while  increasing  the 
customers’  value  and  continuously  improving  the  processes  (Womack  et  al.,  1990).  This 
shared the hidden secret behind TPS for the first time with other companies outside Japan. 
Satisfactory results of implementing lean manufacturing in western companies was a driving 























‐ Finally,  the fifth principle  is to continuously  improve the system by restarting this 
process again to endlessly identify innovative ways to increase the value provision, 
reduce the costs of non‐value adding activities and eliminate wastes. 
Lean manufacturing has  found  a  great  acceptance  in  the production  environment  (Liker, 
2004) as a new way to provide skills and a shared means of thinking to design in a systematic 







the  shop‐floor,  otherwise  companies  almost  never  form  a  true  learning  culture  in  their 














NPD  system.  According  to  Hines  et  al.  (2011)  to  ensure  that  the  organization  remains 




and  optimized  to  deliver  higher  value  are  fundamental  in  discussion  about  processes. 






























































inside  a  company,  from  marketing  to  engineering  and  manufacturing.  Success  of  a 
manufacturing  company,  defined by  their  ability  to produce new products  and  sell  them 
profitably, is the direct consequence of their high‐performance NPD processes and could be 
assessed  using  criteria  such  as  product  quality,  product  cost,  development  time, 
development  cost  and  development  capabilities  (Ulrich  and  Eppinger,  2016).  As  an 
interdisciplinary activity, NPD calls for the contribution of almost all functional groups in a 




based  of  what  customers  define  and  finally,  the  manufacturing  department  has  the 
responsibility of designing a production system and operating it to produce the new product.  
The NPD as a process consists of a set of sequential or sometimes parallel activities, mostly 
intellectual  rather  than  physical,  for  picturing,  designing,  and  commercializing  a  product 
(Ulrich and Eppinger, 2016). A well‐defined NPD process enables companies to be assured 
about  the  quality  of  the  final  product  by  accurately  timing  of  development  phases  and 
positioning  the  milestones.  In  addition,  as  a  ‘Master‐Plan’  it  defines  team  members’ 
contributions  to  the  project  and  the  roles  they  should  play  in  the  team,  while  also  lets 
managers to identify the improvement areas by comparing the actual progress of the project 





of  the project,  it could take from one to ten years  to develop a new product. Number of 
people involving in NPD projects and the duration of the project have a direct impact on the 
cost of project.  
The NPD process  could be viewed  in  several ways.  It  could be an  information‐processing 




eliminating uncertainties  and  reducing  risks  and  completes when  the project  team has  a 
defined level of confidence of the product and its performance in the market. The generic 


























product  and  process  definition  and  production  ramp‐up.  They  act  with  different  rates 
















agree  that  the  efficiency  is  input‐oriented  and  related  to  the  internal  performance  of  a 
process while the effectiveness is about the results, thus output‐oriented, and is linked to 
the  external  performance.  Efficiency  as  defined  by Neely  et  al.  (2005)  is  the measure  of 






system  to  be  inefficient,  thus  it  is  the  combination  of  high  values  of  efficiency  and 
effectiveness in a transformation process, such as NPD, which leads to higher achievements. 


































‐ the mix of necessary and unnecessary wastes  is unclear.  In other words, waste  in 
NPD is not necessarily associated with performing unnecessary activities, but could 
be the result of activities with wrong inputs, where inputs might change later as the 
result  of  emerging  new  knowledge  about  the  design.  It  is  a  common  case  in 
concurrent engineering and is discussed with more detail in this chapter; 
‐ establishing  unambiguous measurements  of  value  in  NPD  is  difficult,  because  of 




process,  from  suppliers,  to  operations  divisions, maintenance,  and  recycling  (Hoppmann, 






There  are many definitions  and  perspectives  on  value  as  shown  in  Table  5.  But,  as  each 
definition has its own purposes and there are multiple perspectives on NPD, value definitions 














































































































many  of  them  are  not  new,  but  have  been  adopted  because  they  are  thought  to  help 
achieving lean principles. In addition, frameworks which bring together these practices and 
fit  them  into a holistic  system have also been discussed  in  literature.  Siyam et al.  (2015) 

















these  definitions,  the  emphasis  is  equally  on  enhancing  value  while  finding  wastes  and 
eliminating or minimizing them to provide the flow of value‐added activities in the system. 
In NPD, the overall value‐added time is less than 30 percent in most companies (Welo and 
























Oehmen  and Rebentisch  (2010)  prepared  a  comprehensive  summary  of  studies  done  on 
waste in NPD as shown in Table 6 and explained below: 
‐ Overproduction is producing more than what the next stage in the process is needed, 
or  earlier  than  is  expected.  The  main  reason  for  this  type  of  waste  could  be 
unsynchronized  processes  (Morgan  and  Liker,  2006),  lack  of  communication  and 
coordination, and insufficient standardization of processes (Oehmen and Rebentisch, 






the  most  common  types  of  wastes  in  NPD  processes  (Morgan  and  Liker,  2006). 
Waiting could be due to the lack of discipline in scheduling, unexpected changes in 
design requirements, low process performance, tight and inflexible schedules, or the 
result  of  other  types  of  wastes  which  interrupt  the  process  flow  (Oehmen  and 
Rebentisch, 2010). Reintersen (2009) stated that the main reason for the long project 





‐ Information  Inventory could be the direct result of overproduction.  In a balanced 
process with uninterrupted flow the amount of inventory would be zero. According 
to Oehmen and Rebentisch  (2010)  the  size  of  information  inventory  could  be  an 




standardization, or elevated  level of  capacity utilization  leads  to  the variability  in 
processing time and unsynchronized stages of the process which cause information 
inventory. Although the information inventory  in the NPD processes  is  invisible,  it 




‐ Over‐processing  is  principally  about  generating  information  beyond  the  required 
specifications. 
‐ Defect generation  is  the result of  the  lack of quality, outdated  information  in  the 





defective  input  or  obsolete  information  in  the  presence  of  time  pressure  also 
increases (Oehmen and Rebentisch, 2010). 

















(non‐value‐added),  while  there  are  also  Muri  (overutilization  of  resources)  and  Mura 
(unevenness in workflow) as two other categories of wastes which although interrelated to 

















by  various  sources  of  wastes,  such  as  iteration,  over‐production,  over‐processing,  and 
defects.  
All  innovative  processes,  including NPD and design,  are  inherently  iterative  (Lévárdy  and 
Browning, 2009; Meier  et  al.,  2015; Wynn and Eckert,  2016). However,  as Ballard  (2000) 
stated, a part of iteration cycles in NPD could be eliminated without losing any value. As the 






provided  that  wasteful  iterations  could  be  identified  and  eliminated.  This  is  very  critical 
because the value is also created in NPD mainly by iterations. In the rest of this Section, a 
comprehensive  review  of  literature  about  iteration  is  provided  which  leads  to  having  a 
classification  of  iteration  cycles  and  the  ability  to  identify  value‐added  and  wasteful 
iterations.  
2.3.4 Iteration cycles in NPD 
The  importance  of  iteration  cycles  is  well‐acknowledged  in  NPD  and  design  research. 
Understanding the source and nature of iterations in the projects enables managers to find 
solutions which  increase  the  speed of  the project, whether by  adding more  resources  to 
execute  iterations  faster,  or  by  restructuring  the  processes  to  reduce  the  number  of 
iterations, thus pivotal  in the managing and improving NPD projects (Smith and Eppinger, 
1997a). According to Yassine and Braha (2003)  iteration  is unavoidable due to  inability of 
design teams to consider all problems confronting a design decision in advance, impossibility 
of computing a design directly from a set of requirements, and unpredictability of the design 
performance.  Iterations  could  happen  in  the  processes  because  of  different  internal  and 
external  causes  (Le  et  al.,  2010).  Technological  and  market  uncertainties  because  of 
introducing  modern  technologies  and  changes  in  customer’s  requirements  are  among 
external  causes  of  iteration  cycles.  Causes  internal  to  the  company  could  be  product 
complexity, interdependency between tasks because of interdependency between product 
components (Smith and Eppinger, 1997b), arrival or discovery of new information (Smith and 
Eppinger, 1997b),  rapid  learning and experimentation  (Kennedy et al., 2014),  information 
transfer and converging on a satisfactory solution (Meier et al., 2015), overlapping sequential 
phases of  the NPD  in  concurrent engineering  (Krishnan et al.,  1997; Terwiesch and Loch, 






NPD  project  is  conducted  to  see  different  insights  developed  about  this  concept  by 
researchers.  Afterwards,  a  more  comprehensive  classification  for  types  of  iteration, 
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developed  by Wynn  and  Eckert  (2016)  by  integrating  ideas  extracted  from  literature  on 
iteration,  is presented. This classification helps  to clarify  the possible ways  to explain  the 
iteration, and help to recognize its important characteristics.  
Iteration  cycles  are necessary  for  integrating  information which emerges during  the NPD 








Empirical  research about  iteration  in NPD projects  could not  find a universal  relationship 
between  iteration  and  project  performance,  implying  that  the  impact  of  iteration  on  a 
project possibly depends on situation‐specific factors (Wynn and Eckert, 2016). For example, 
while,  according  to  Eisenhardt  and  Tabrizi  (1995),  a  process  might  be  accelerated  by 
increasing  the number of  iteration cycles, Terwiesch and  Loch  (1999)  reported a positive 
correlation between  the number of  iterations and  the project duration. Also Love  (2002) 




















factors, while  in  the real‐world, a network of causal  relationships  influences  the  iteration 













groups  of  value‐adding  and  wasteful  iterations.  Terms  such  as  creative/dysfunctional, 
intentional/unintentional,  positive/negative,  planned/unplanned,  progressive/corrective, 











what  is achieved or  is  intended by  iterating  tasks, activities, or aspects of a development 
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This  class  of  iteration  cycles  involves  revisiting  issues  in  an  NPD  project  considering  the 
information  and  knowledge  created  during  design  and  problem‐solving  activities.  Many 
researchers have a consensus that this class of iterations could not be entirely avoided during 
an NPD project  (Wynn and Eckert, 2016),  so  they could be anticipated  in an NPD project 
design  and  are  allocated  with  the  required  time  and  resources.  The  uncertainty  in  the 
problem and solution definition, due to the lack of knowledge, and bounded rationality of 































and  often  cause  delay  in  project  completion  and  budget  overrun  (Le  et  al.,  2012).  It  is 
reported that between 30‐80 percent of development capacity in a project are consumed by 
reworks  (Reichelt  and  Lyneis,  1999;  Terwiesch  et  al.,  2002;  Chucholowski  et  al.,  2012; 
Kennedy  et  al.,  2014).  The  final  objective  of  corrective  iterations  is  revisiting  a  problem 
repeatedly, because each attempt to solve the problem creates another set of problems. The 






to  repeat  parts  of  upstream  work  to  communicate  updates,  or  revisiting  parts  of  the 










approach  to  project management  and  development  organization most  of  them  could  be 
avoided. However, some researches have been conducted about the mitigation of negative 
effects of iterations on the performance of NPD projects. For instance, Krishnan et al. (1997) 
proposed  a  way  for  determining  the  optimum  amount  of  concurrency  between 
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The  lean  concept  recently  has  gone  beyond  the  manufacturing,  where  it  has  been 
traditionally developed and applied, to other contexts such as service industries (Morgan and 




to what  extent  lean principles  can be  applied  to help  improve NPD efforts  in  companies 
without any negative impact on their ability of innovation and creativity. This challenge has 
been the focus of an emerging field of research and practice about LPD (Letens et al., 2011). 
Despite of nearly  two decades of  research about LPD,  it  still  suffers  from  lack of a  single 
accepted definition (Martínez León and Farris, 2011). Little has been written and found to 














these approaches based on the contribution made by researchers. As  the  term Lean  first 











and Moore  (2002)  identified  three categories of wastes, namely strategic, organizational, 






In  the  second  approach,  the  argument  is  that  applying  lean  concepts  to  engineering 















its  western  counterparts  in  developing  new  products  is  the  creation  of  organizational 
knowledge. In addition, Ward (2007) argued that one of the important principles in LPD is 
the ability of companies to transform data into the usable knowledge. In order to achieve 
these  goals,  different  approaches  have  been  proposed,  such  as  job  rotation  between 
functional  groups  and  projects  (Nonaka  and  Takeuchi,  1996),  implementing  set‐based 




strategy,  proposed  by  Robertson  and  Ulrich  (1998),  is  about  sharing  the  components 




based  on  this  classification,  proposed  a  strategy  to  coordinate  functional  groups  across 
development projects. Both mentioned strategies are emphasising on standardization and 
reutilization, which as Martínez León and Farris (2011) stated are associated with set‐based 






of decisions and  the selection of optimum decision methods based on  their  contents are 





strategy,  planning,  the  organization  of  product  development,  and  managing  projects 
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standard  methods,  tools  and  coordination  mechanisms  have  also  been  the  subject  of 
research in this area (Martínez León and Farris, 2011).  
Research in performance measurement area has been about the metrics which should be 
measured  in  LPD  and  defining  input  factors  which  result  in  higher  performance  in  LPD 
processes, instead of relying on outcome metrics, such as lead time, cost, and quality. Among 




other hand,  researchers such as Oppenheim  (2004), Browning and Ramasesh  (2007), and 
Ward  (2007) emphasised on  the  importance of  the quality of  information, as  the  interim 
deliverables  which  create  value  in  LPD  processes.  To  assess  the  performance  of  lean 
application  in  product  development,  Al‐Ashaab,  et  al.  (2013)  designed  a  qualitative  tool 
based on Balanced Scorecards. They used Knowledge, continuous improvement, value focus 

























transformation  programs  as  Hines  et  al.  (2004)  mentioned  is  the  inability  of  distinction 
between levels of lean implementation. According to Figure 5 they introduced two levels for 
lean transformation programs;  the strategic  level of  lean,  including  the customer‐centred 
strategic  thinking,  is  universal  and applicable  everywhere, whereas  the operational  level, 
including  tools  and  techniques  and  process  improvement,  is  more  contingent  to  the 
environment.  
Strategic  level refers to the implementation of  lean at the enterprise  level to transfer the 
organization  to  “an  integrated  entity  that  efficiently  creates  value  for  its  multiple 
stakeholders  by  employing  lean  principles  and  practices”  (Murman  et  al.,  2002:  P144). 
Application and embodiment of lean principles throughout the enterprise needs supporting 
practices at the operational level. These practices, although interdependent in nature, could 






















in  the  lean  iceberg  is  strategy  and  alignment.  For  example,  ‘Hoshin  Kanri’  or  ‘Policy 
Deployment’ in TPS acts as a strategic management system for setting the direction of the 
organization  and  sharing  the  goals  and  visions  of  the business with  all  employees  in  the 
organization. According to Hines et al. (2011) there should be a clear alignment between Key 
Performance Indicators (KPI) in a company, the strategy, and the lean improvement projects, 
otherwise,  KPIs  become wasteful  and  only  consume  valuable  resources  in  the  company. 







focuses  on  people  and  the  way  they  could  be  motivated  to  adopt  lean  behaviours  and 
become engaged in the transformation. The crucial factor for sustaining the lean change is 
engaging all employees from the very start of lean transformation program. Employees need 
to  be  involved  in  setting  KPIs  to  feel  the  ownership  and  understand  the  importance  of 
meeting  the  key  targets.  Trust,  honesty,  openness,  consistency,  respect,  reflection, 
observation, objectivity,  and  listening are among  the examples of  lean behaviour, and  to 





still  is  a  misunderstanding  about  the  concept  and  its  application  in  different  areas.  The 
problem gets even worse in innovative approaches to lean such as LPD. These shortcomings 
are mainly  attributable  to  the  inability  in  understanding  the  position  of  research  against 
different  approaches  to  implementation  of  lean  as  discussed  before  and  summarized  as 
followed: 

















techniques, and  the same approach could not be used  for  the  implementation of  lean  in 
these  two  different  areas.  In  addition,  applying  lean  manufacturing  principles  to  NPD 
processes, although may result in some short‐term benefits (Khan, 2012), in the long‐term 














by Hoppmann et al.  (2011)  is human‐related, while  standardization  in  their  framework  is 
process‐related. This mixture of various levels and practices of LPD makes them unclear and 
complex. To shed some light on this issue, publications which developed frameworks for LPD 























































TPDS and  classified  according  to  framework  in  Figure 7.  Elements which  address  general 
concepts and are applicable everywhere in an organization are labelled strategic, whereas 
elements applicable only  to  the NPD environment  are  labelled operational.  For example, 
‘coordination  and  rich  communication’ which  proposed  by Nepal  et  al.  (2011)  is  labelled 








LPD  shows  that Chief  Engineer  System, SBCE, Standardization, Process Management,  and 
Tools  and  Technology  are  fully  operational,  whereas  Knowledge  Management, 
Responsibility‐Based  Planning,  Strategic Management,  and  Supplier  Involvement  are  fully 
strategic. On the other hand, SBCE, Process Management, Supplier Involvement, Tools and 














the process perspective  is  to explore alternative process structures, and to  find a  linkage 
between  the  process  structure  and  the  system  behaviour  which  affects  the  overall 
performance of  the system. Assuming that LPD process structure could affect  the system 
performance, combined with the idea that the value in NPD processes streams in the form 
of  information  (Clark  and  Fujimoto,  1991;  Reinertsen,  2005),  it  could  be  concluded  that 
improving information flow through optimizing the process architecture leads to the higher 





the  overall  behaviour  of  the  system  by  articulating  that  different  people  produce  the 
comparable  results  if  placed  in  the  same  system  (Senge,  1992).  This  idea  dictates  this 
research to focus on process‐related practices of LPD. In addition, NPD could be defined at 
various levels of the organization’s hierarchy (Haque and Moore, 2004). While the high‐level 
process  should  be  communicated  across  all  business  units,  targeting  NPD  as  a  low‐level 























Process management  2  2  0  0  2 
Standardization  13  13  0  1  12 
Set‐based concurrent 
engineering 
13  13  0  0  13 
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Among  groups  of  LPD  elements  and  constructs  identified  in  Table  8,  the  combination  of 
concurrent engineering and set‐based approach, as the unique concept of SBCE is the focus 
of  this  research.  Process  Management  or  Value  Stream  Management  is  the  process  of 
“defining,  analysing,  documenting,  controlling,  and  improving  the  business  processes  or 
value streams to make them effective, efficient, and adaptable so that customers (external 
and  internal)  expectations  are  exceeded  and  waste  within  the  processes  is  eliminated” 
(Haque and Moore, 2004: P13). It is only proposed by Haque and Moore as an element of 
LPD. Standardization in NPD as stated by Morgan and Liker (2006) is about the reduction of 
variations while  keeping  the necessary  creativity  for  the  innovative process.  Three broad 
categories  of  standardization  in  TPDS  are  Product  Standardization  by  using  common 
architectures and modular, reusable, and shared components, Skill Standardization which 













solutions  evaluation,  or  the  changes  in  customers’  requirement.  Especially,  for  complex 












followed by design  teams  to  solve  the design problems,  could be employed  (Riaz, 2015). 
Although there are several designs for NPD processes, the good process  is the one which 
enables designers to systemically follow its steps and provides them with a framework for 
managing  the  design  duration  while  clarifying  the  design  problem,  fostering  innovation, 







making these decisions.  It highlights  the  importance of employing an NPD process design 












be  changed  and  modified,  and  follow  the  cycle  again.  The  NPD  process  starts  by  early 
decisions about selecting a single concept using the previous projects experience. Through 
iteration cycles the concept is analysed and modified to finally meet the design requirements. 
The  design of NPD process  proposed by  Pahl  and Beitz  (2007)  is  a  good example of  this 
iterative stage‐based. Their process design involves four phases; the main activities in the 
first  phase  are  analysing  the  design  problem  to  define  the  product  functions  and  design 
constraints in the form of a design specification. The conceptual design is the second phase 
which  is  responsible  for generating and evaluating solutions  for defined design functions. 
The third phase is embodiment or system design through which the chosen design concept 
from the conceptual design phase is elaborated by defining the layout and interfaces of the 























downstream  phases  could  be  defined  in  four modes,  as  shown  in  Figure  9.  The  highest 
intensity of communication between phases occurs in mode 4 (Integrated Problem Solving), 





To  overcome  the  communication  problem  in  the  point‐based  approach  and  to  facilitate 






needed  by  downstream  activities,  and  simultaneous  development  of  products  and  their 
related manufacturing and support processes. The combination of the point‐based design 
and  concurrent  engineering  is  called  Point‐Based  Concurrent  Engineering  (PBCE).  The 


























While  empirical  works  showed  the  relationship  between  concurrency  and  having  higher 
development  speeds,  some  researchers  argued  that  concurrency  could  increase  the 
development costs, and risks in product quality (Krishnan et al., 1997; Smith and Eppinger, 
1997b; Calantone and Di Benedetto, 2000). According to Terwiesch et al. (2002) and Lin et 
al.  (2010),  if  not  designed  and  managed  properly,  concurrent  engineering  could  be  a 





in  comparison  with  the  primary  work.  In  other  words,  significant  changes  in  upstream 





in  downstream  stages  starts  using  assumptions  or  preliminary  data  from  upstream 




and  cost  of  the  process,  or,  in  contrary,  results  in  unnecessary  reworks  which  consume 




using preliminary upstream  information  (Krishnan et al., 1997). As  this  information  is not 
finalized  yet  probable  changes  could  increase  the  probability  of  invalidating  (corrupting) 
decisions made in downstream phase based on upstream preliminary information and result 
in  reworks.  Corruption  probability  is  an  almost  ignored  negative  effect  of  concurrent 
engineering  (Lin  et  al.,  2008).  Due  to  corruption,  reworks  in  downstream  phase  become 
necessary,  whether  the  work  has  been  done  correctly  or  not,  as  it  is  based  on  faulty 













These  changes  also  could  propagate  through  the  system  if  the  product  components  are 
tightly coupled (Liker et al., 1996).  
2.8.4 Research trends in concurrent engineering 
The  focus  of  researchers  in  the  field  of  concurrent  engineering  has  been  on  developing 
models to study the effect of different process variables related to concurrent engineering 
on  the  projects  performance.  In  general,  main  approaches  for  modelling  concurrent 
engineering in NPD projects, as adopted by researchers, are as followed: 
‐ Using  mathematical  models  and  optimization  techniques  by  formulating  the 
overlapping  problem  as  an  objective  function  and  defining  related  constraints 
(Roemer et al., 2000; Roemer and Ahmadi, 2004; Lin et al., 2009; Lin et al., 2010; 
Zhang and Bhuiyan, 2015) 








Models  of  concurrent  engineering  have  evolved  from  taking  simple  assumptions  to 




on  the  project  time.  Krishnan  et  al.  (1997),  in  their  model  of  overlapping  between  two 
dependent  activities,  defined  upstream  evolution  and  downstream  sensitivity  concepts 
which  their  combination  could  be  used  as  a  measure  for  determining  the  overlapping 
strategy according to the dependency between activities. Upstream evolution is defined as 
the speed of modification in preliminary information, and downstream sensitivity represents 




in  high  dependency  between  activities,  so  most  of  the  work  done  using  preliminary 
information in downstream must be reworked which makes concurrency disadvantageous. 
Loch and Terwiesch (1998) introduced the concept of impact function in downstream which 
was  correspondent with  the  time  delay  in  downstream  progress  resulted  from  receiving 
upstream  modifications.  Probability  of  rework  as  a  function  of  the  duration  of  overlap 
between  two phases was  introduced  by Roemer  et  al.  (2000) who  studied  the  time‐cost 
trade‐off  for  different  concurrency  strategies  to  find  the  optimum  one.  Using  a  system 
dynamics model  Ford  and  Sterman  (2003) made  a  relationship  between  the  increase  of 




positive  effect  of  the  increase  in  functional  interaction  on  cross‐phase  iterations  which 
resulted  in  the  reduction  of  overall  project  time  and  effort.  Roemer  and  Ahmadi  (2004) 
addressed the concurrency and crashing as two common tools for reducing the lead time of 
NPD  projects  through  a  formal  model  to  find  the  optimal  policies.  While  in  most  of 
mentioned researches the cost of communication between overlapped stages is neglected, 
Lin et al. (2009; 2010) assumed time and cost for setting meetings and information exchanges 
and  built  their  analytical  model  based  on  the  effect  of  functional  interactions  on  the 
performance  of  concurrent  engineering.  They  concluded  that  the  impact  of  upstream 
modifications is a function of downstream progress, which is the amount of work completed 
in downstream stage unaffected by received information and depends on the type of the 
project.  Meier  et  al.  (2015),  using  DSM,  built  a  model  which  considered  architecture, 
iteration, crashing, and overlapping in NPD projects and showed the effect of work policy 
decisions  on  project  outcomes.  Finally, Nelson  et  al.  (2016)  developed  a  time‐computing 
GERT model to estimate the lead time of concurrent NPD projects by incorporating factors 





requirements,  PBCE  does  not  change  the  nature  of  interactions  between  upstream  and 

























































in  the  concept  freeze,  decreases  the  lead  time of  the  project  because  of  decreasing  the 
probability of late design changes. Without SBCE, there is a high probability of reworks and 





The  superiority  of  SBCE  process  design  lies  in  enabling  design  teams  to  make  informed 
decisions by postponing critical decisions which decreases the late design changes and foster 
innovation  (Riaz,  2015).  Khan,  et  al.  (2013)  indicated  that  SBCE  addresses  some  typical 
challenges  in NPD projects,  including  the amount of  rework,  sub‐optimal designs,  lack of 
innovation, and high product cost. Each design team independently explore the design space 
and develop their own sets of solutions, based on their different engineering specialties. The 









‐ integrate  by  intersection  which  involves  finding  intersections  of  feasible  sets, 
imposing minimum constraint, and seeking conceptual robustness; 
‐ establishing feasibility before commitment through gradually narrowing down sets 

















be  done  using  several ways,  such  as  parametrization, modularity,  or  creating  a  range  of 
discrete solutions which satisfy various parts of the requirements range (Levandowski, 2014). 
SBCE approach in the conceptual design phase emphasises more on defining what is possible 




inferiority  to  other  solutions,  incompatibility  with  other  solutions,  or  immaturity  of  its 
technology.  It  is  important  to  build  a  solid  knowledge  basis  to  store  and  reuse  the 
information  related  to  solutions  which  have  been  eliminated,  in  the  next  development 
projects. While sets are narrowing down the level of details in design is also increased. Before 
making commitment to keep a set at each level of details, it must prove to be feasible and 
meet  the  product’s  requirement  (feasibility  before  commitment  as  (Sobek  et  al.  (1999) 
stated). The level of details in tests should be appropriate to the level of details in sets. In 








by  more  precise  information,  and  allows  the  reliance  of  other  design  teams  on  the 
communicated  information.  Integrating  the  solutions  in  SBCE  approach  results  in 
optimization of the system (Bernstein, 1998). Finding an intersection between sets increases 
the  possibility  for  the  solution  contained  in  the  intersection  to  be  globally  optimal  and 
acceptable by all design teams. Inability to find such an intersection forces design teams to 
expand the sets.  




more‐informed  decisions  which  consider  the  needs  of  other  teams  (Bernstein,  1998).  In 
addition, the likelihood of changing information when communicating about a single concept 
in  PBCE  is  much  higher  than  sets  of  concepts  where  the  level  of  their  data  certainty  is 
precisely  indicated. The  result would be an effective use of preliminary  information  from 
upstream teams, thus improving the ability to implement concurrent engineering.  
2.9 Research gap 
LPD  is an emerging area of  research  in  the  field  in NPD projects. The extensive  literature 
review conducted about  this  topic revealed that although different researchers  identified 
the importance of SBCE and concurrent engineering as key elements of LPD (Morgan and 
Liker, 2006; Ward, 2007; Hoppmann et al., 2011; Khan et al., 2013), there is no single study 






have  been  the  subject  of  different  researches,  however,  the  relationship  between  the 
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In  this  chapter,  a  literature  review  of  the  topic  of  LPD  is  presented.  The  term  lean  was 
introduced  as  the  result  of  extensive  studies  on  Japanese  manufacturing  companies, 
especially  Toyota,  to  find  the  causes  of  the  performance  gap  between  them  and  their 










of  LPD,  SBCE  and  concurrent  engineering  as  the  process‐specific  approaches  of  LPD  are 
identified and selected for the further study in this research. Finally, by identification of the 
gaps in the literature the aim of this research is defined to investigate the combined effect 












































are  formed  from  the  perceptions  of  social  actors,  and  their  actions  based  on  those 
perceptions  (Saunders  et  al.  2009).  As  the  author  believes  that  the  phenomena  under 







Positivist,  Interpretivist,  and  Realist.  The  positivist  Approach  primarily  uses  quantitative 
methods, while the interpretivist approach is based mainly on qualitative methods and the 








According  to  this  school  of  thought  only  verifiable  assertions,  which  are  based  on  the 
observation and experience, could be considered genuine knowledge (Saunders et al. 2009). 
As the result, a positivist studies social sciences in the same way as a natural scientist studies 
scientific  domains.  This  epistemological  position  rules  out  knowledge  claims  about 
unobserved entities, views scientific laws as statements of general and repetitive patterns of 
experience, and asks for conducting scientific studies in a value‐free way (Benton and Craib, 
2010).  To  establish  the  social  science  as  a  discipline  for  studying  social  and  human  life, 
positivists believe that scientific enquiry methods need to be employed in these studies.  
3.2.2.2 Interpretivist approach 








approach  to  the  development  of  knowledge  (Saunders  et  al.2009),  and  believes  in  the 
existence  of  an  outside  world  which  is  independent  of  the  knowledge  of  the  observer. 
However, unlike positivism, it assumes that the knowledge of reality is the result of social 












as  defined  by  Liker  and Morgan  (2011) make  research  in  this  field  challenging.  LPD  as  a 
system of  interwoven components needs an  integration between people,  processes,  and 
tools to be effective (Morgan and Liker, 2006), and looking at its features in isolation breaks 
the integrity of the system and results in misleading conclusions. As a result, conventional, 
cross‐sectional  surveys  that  look at collections of best practices as  independent variables 
which  predict  outcomes  is  not  a  suitable  research  methodology  in  this  area.  Industrial 
processes are truly complex and change over the time, so reducing them to one simple factor 














Analytical  and  simulation  modelling  have  also  been  methods  used  by  researchers  for 
studying  LPD. Using  a  system dynamics model  Ford  and  Sobek  (2005)  simulated  an NPD 
process  where  four  car  concepts  were  concurrently  developed.  Combining  the  system 
dynamics model with Real Option Theory they concluded that keeping alternatives alive and 
delaying managerial decision have a potential to significantly increase the value in the NPD 













between different elements and mechanisms  in  the system of  interest  (NPD),  it could be 
more related to the Systems Thinking approach. This approach tries to improve the system 







Theory.  Cybernetics,  System  Dynamics,  Systems  Engineering,  and  Complexity  Theory  are 
among  the  examples  of  the  application  of  systems  thinking  approach  in  the  field  of 
operations research and management science (Mingers and White, 2010).  
Several  structural  concepts  of  systems  thinking  could  be  extracted  from  its  central  idea, 
which is the dependency of the behaviour of the system to the structure of its components, 
not  to  the  properties  of  individual  parts.  One  concept  is  the  Emergent  Properties  of  the 
system,  defined  as  the  properties  own  by  the  system  as  a whole,  and  emerge  from  the 






their  emergent  properties  (Mingers,  2014).  As  the  emergent  properties  come  from  the 






the  development  of  the  positivist  Hard  Systems  Thinking,  and  the  second  phase  is  the 
emergence of the interpretivist Soft Systems Thinking. Systems thinking in the form of a hard 
systems approach is based on this pivotal idea that the behaviour of a system could not be 
explained  merely  by  looking  at  its  components  and  parts.  Parts  and  components  are 




past  several hundred years, which  is based on  splitting up entities until  reaching  to  their 
ultimate components. This paradigm shift started from the biology to explain the complex 
behaviour of cells as a whole, and then extended to psychology, arguing the occurrence of 




system  and  its  desired  future  by  using  quantitative  approaches.  In  this  approach,  the 
problems under study need to be well‐defined, structured, and quantifiable. For ill‐defined 
and  fuzzy  problems,  characterized  by  unpredictability  and  uncertainty,  the  soft  systems 
approach  is more applicable which  is  characterized by  structuring  the problem  situation, 
rather than by problem solving. In the soft systems approach the mathematical modelling 
part of the hard systems approach is abandoned, and the focus shifts towards defining the 































































that  part  of  reality"  (Pidd,  1996:  p15).  In  the management  science, models  are  used  for 
understanding,  changing,  managing,  and  controlling  reality.  Pidd  emphasised  on 
simplification  in  modelling,  due  the  fact  that  it  is  not  possible  or  feasible  to  model  an 
operational  system  in  its  full  details.  Models,  as  simplified  versions  of  reality,  are  used 
extensively  in  decision  making  due  to  their  lower  costs,  timely  delivery  of  needed 
information, ability  in examining subjects which would be experimentally  impossible, and 
providing  insights and understandings about  the decision problems of  interest  (Ragsdale, 
2008). Figure 14 represents the general process of problem solving using a model as opposed 
to the experiment in the real world. As shown in this Figure, modelling starts with mapping 
the  problem  from  the  real  world  into  the  virtual  world  (abstraction),  analysis  and 
optimization  of  the  model,  and  mapping  back  the  solution  into  the  real  world.  Human 
cognition  is usually erroneous and results  in  inaccurate  judgments due  to  factors such as 
irrationality  in decision making  (Ragsdale, 2008). Consequently,  the main  reason of using 
models is improving the process of problem solving and decision making by discovering and 


















is  low,  while  the  modelling  cost  and  difficulty  increase  with  decreasing  the  level  of 
abstraction. The Operation Exercise, as the first category with  lowest  level of abstraction, 
directly  operates  with  the  real  environment  in  which  the  problem  under  study  exists. 
External abstractions and oversimplifications are narrowly introduced in this approach, so it 
has the highest level of reality among other modelling approaches. It involves designing and 
conducting  a  set  of  experiments  in  the  real  environment,  and  analysing  their  results. 
Experiments  should  be  designed  carefully,  consider  errors  resulting  from  measurement 
inaccuracies  while  evaluating  results,  and  make  inferences  based  upon  the  performed 
observations. Similar to the empirical research in the natural sciences, the operation exercise 
has  an  inductive  approach  in  essence,  allowing  generalization  of  results  drawn  from 
observations of a given phenomenon. The drawbacks of operation exercise approach, similar 
to the real‐world experiment, are its high implementation cost, and difficulty in thoroughly 
analysing  available  alternatives,  which  lead  to  suboptimal  conclusions.  Due  to  these 
problems, although this approach has a significant contribution in improving the managerial 
decision making, still its usage is limited (Bradley et al., 1977).  
The  second  approach  to  modelling,  according  to  Figure  15,  is  Gaming,  which  provides 
decision  makers  with  a  responsive  mechanism  to  check  the  performance  of  available 
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in  the  real  environment  are  maintained.  However,  as  the  result  of  the  higher  level  of 






alternatives.  The main  difference  of  the  simulation  with  the  gaming  is  removing  human 
interactions  from  the  modelling  process.  Similar  to  previous  approaches,  simulation  is 
inductive in essence, and does not generate new alternatives or an optimum answer for the 
problem  under  study,  but  just  evaluate  previously  identified  alternatives.  In  simulation, 
exclusive definition of the problem using analytic terms is not necessary, giving this approach 




in  mathematical  terms.  Decision  conditions  are  portrayed  as  a  set  of  mathematical 
constraints, and the objective function is sought to be maximized or minimized in a way to 
satisfy all constraints to reach to an optimum solution for the model. This type of modelling 

















in  real  life  and  then  analysing  them  to  find  the  patterns  of  relationships,  and  is  more 
concerned  with  the  fit  between  the  model  and  the  observation  in  real‐life  situations 
(Bertrand and Fransoo, 2002). Both approaches have some shortcomings, for example, in the 
theoretical  analysis  approach,  especially  in  social  science,  due  to  the  complexity  and 
stochastic nature of social phenomena, analytically determination of results of assumptions 







computer‐based  numerical  methods.  This  makes  them  able  to  use  more  realistic 
assumptions  instead  of  compromising  them with  analytically  convenient  assumptions.  In 





















models  tell  the  decision maker what  type  of  action  to  take,  they  are  categorized  under 
Prescriptive Models. If the values of one or more independent variables are uncertain, while 
the relationship between them and dependent variables is clear, the model is built with the 
goal  to  describe  the  outcomes  of  an  operation  or  a  system.  These  models  are  called 
Descriptive Models. Finally, in cases when the functional relationship between independent 
and  dependent  variables  is  unclear,  the  goal  of  the  model  is  to  estimate  the  value  of 
dependent  variables  for  specific  values  of  independent  variables.  This  type  of models  is 




































Complexity  in  the  real‐world  systems  usually  does  not  allow  to  evaluate  these  systems 
realistically  using  analytical  and  mathematical  models.  The  ability  of  traditional  theory 
development  approaches  in  analysing  complex  systems  with  multiple  interdependent 
processes which operate concurrently  is  limited  (Harrison et al., 2007). This  is because of 
complicated  and  unforeseen ways  of  interaction  in  these  processes.  The  result  of  these 
interactions  is  generally  a  nonlinear  system  behaviour  with  the  feedback,  so  empirical 
analysis which uses  linear models offer  limited  value.  In  these  cases,  simulation helps  to 
evaluate  a  model  and  to  estimate  its  desired  characteristics  (Law  and  Kelton,  1991). 
According to Kotzab et al. (2006) simulation offers a middle ground between pure analytical 
modelling  and  empirical  observation  and  experiments.  Even without  analytically  solvable 
mathematical equations, simulation models could proceed using numerical approximation 
methods  (Spiegler,  2013).  The  simulation  modelling  as  a  more  systematic  method  for 
developing and analysing theory (Harrison et al., 2007) offers higher value when is used for 
studying complex organizational behaviour. Although the simulation modelling has gradually 




the proportion of articles  in  leading management  journals1 which mainly used  simulation 
modelling as  their method,  in  the period of 1994‐2003, and concluded  that  compared  to 
other social science branches, such as psychology, economics, and political science, using 
simulation methods in management studies has less an impact.  






2002  P:  242).  The  first  step  in  using  simulation  analysis  in  management  studies  is  to 
understand  the  way  they  work  and  the  benefits  they  offer,  as  well  as  their  probable 
shortcomings. Simulations are formal models including a precise formulation of the variables 
relationships and the way their values change over time (Harrison et al., 2007). As the result, 
building  a  simulation model  starts with  recognizing  these  underlying  relationships which 
have  key  effects  on  the  behaviour  of  the  system  under  study,  and  then  continues  with 
formalizing them as the mathematical equations or a set of transformation rules. Because 
the results of the complex interactions between the components of a simulation model is 
not  clear,  normally  hypotheses  could  not  be  set  in  this  type of  research,  thus  the  entire 
process of simulation, which starts with assumptions and ends with findings as the prediction 
of the theory, makes a methodology for developing theory. 
The  development  of  several  software  packages  in  recent  years  has  eased  the  simulation 















x  explicitly  results  in  changes  in  y.  Although  in  other  types  of  research,  such  as  survey 
research,  relationships  are  also  defined  between  variables,  these  relationships  are  not 
always  causal  and  quantifiable.  Being  quantifiable  and  causal  helps  simulation modelling 
research to be also used for forecasting the future state of the system under study, instead 
of merely explaining the current state.  









changes  on  the  overall  behaviour  of  the  system.  The  analysis  of  the  sensitivity  of  the 
simulation model  to  variations  in  parameters  and  initial  conditions  is  another  reason  for 




















behaviour, while  in  deterministic models,  ceteris  paribus,  each  run  produces  the 
same results. 
‐ Discrete‐event  vs.  Continuous  simulation models:  if  the  system  is  modelled  as  it 
evolves over time and changes in the system state happen at some separate points 
in  time,  it  is  called  a  discrete‐event  simulation model.  If  the  state  of  the  system 
changes continuously over time, it is called a continuous simulation model. Discrete‐
event simulation models are characterized by blocks of time during which nothing 





similar as  their qualitative nature  is essentially equivalent. However, according  to 







































problem  in  simulation modelling  is  based on  the assumption  that  these  aspects have no 
influence on the effectiveness of solutions, and the key elements of the relevant processes 




as  an  aid  for  understanding  the  system’s  behaviour.  Although  determining  the  level  of 













of  the  system  dynamics  modelling.  Similarly,  Senge  (1992)  and  Sterman  (2000)  made  a 
distinction between the behaviour of the system and its underlying unobservable pattern of 
causal  relationships which  builds  the  system  structure  and  generates  its  behaviour.  This 
shows the combination of hard and soft approaches  in  the systems dynamics and moves 
system  dynamics  from  the  fully  hard  concept  towards  a  softer  paradigm.  Figure  17 













(Dangerfield,  2014).  As  the  flows  in  the  system  are  assumed  to  be  continuous,  system 
dynamics  could  be  classified  as  a  continuous  simulation  modelling  method.  In  system 
dynamics  issues  are  addressed  in  the  form  of  aggregate  entities,  unlike  discrete‐event 
simulation  models  which  uses  individual  entities,  or  agent‐based  modelling  which  uses 





the  system.  From  the  ontological  point  of  view,  system  dynamics  assumes  the  complex 
interconnection between parts of a system. It views the world as a system made up of stocks, 
flows  and  feedback  loops,  in which delays  and nonlinearities  play  a  crucial  role,  and  the 
behaviour arises out from the structure (Meadows, 1989). As the result, the foundation of 
system dynamics method is around recognizing the structure of the system, and then, trying 













Rationality’  (Todd,  2001),  according  to  it  the  human mind  could  not  correctly  sense  the 
complex  consequences  of  decisions  (Forrester,  1971).  It  is  the  limited  capability  for 
processing  information  which  results  in  simplification  of  causal  relationships  in  complex 
systems. In addition, the limitation in memory and cognitive skills for viewing the dynamics 
in  systems with  feedback  loops,  results  in  the  inability  to  see  the consequences of  initial 
assumptions.  To overcome  these  cognitive  limitations  in  understanding  complex  systems 
and their behaviours, system dynamics models would be helpful.  
The claim of system dynamics modelling is building the model of social systems (Forrester, 
1961  in Lane, 2001a) which means the subject of modelling  is situations  involving human 
agents  as  active  parts  who make  decisions  according  to  the  existing  policies,  and  using 







Starting  point  and  finishing  point  of  system  dynamics models  are  the mental models  of 
individuals involved in these modelling projects (Größler et al., 2008). They start using mental 
models as the most  important source of  information, especially about the social systems, 

















act  to bring the state of  the system in  line with a goal or desired state by comparing  the 
desired and actual conditions and taking corrective actions (Sterman, 2000). When the gap 
between actual and desired conditions is linearly related to the corrective action, the rate of 
adjustment  is  exactly  proportional  to  the  size  of  the  gap  and  the  resulting  goal‐seeking 







to  the  goal  seeking,  while  it  is  the  strength  of  these  loops  which  determines  the 
characteristics of the S‐shaped behaviour (Figure 20) (Forrester, 1994a; Sterman, 2000). 
A  system  dynamic  model  consists  of  several  feedback  loops  which  are  linked  together, 


















the  history  and  determining  the  future  of  the  system.  Flows  contain  mechanisms  for 












social  theory  basis  for  their  research.  However,  several  researchers  tried  to  find  the  fit 
between system dynamics and social science paradigms. For instance, Lane (2001a) stated 
that  system  dynamics  could  not  be  placed  in  any  one  of  traditional  paradigms,  such  as 
positivism and  interpretivism. He  found strong similarities between system dynamics and 
social theories which try to integrate agency and structure (Lane, 2001b; Mingers and White, 





argument  that  unlike  the  positivist  approach,  the  scientific  reality  is  not  just  about  the 























According  to Mingers  (2000)  system  dynamics  seems  to  embody  some  of  the  important 




‐ System  dynamics  has  its  roots  in  systems  thinking  and  systems  approach, which 
believe  in  having  a  holistic  view  to  the  system,  instead of  reducing  it  to  a  set  of 
diverse elements. It puts higher emphasis on the interactions between elements as 
drivers for the system behaviour than on elements themselves (Mingers and White, 
2010).  This  view  is  in  correspondence with  the description of  the  real  domain  in 
critical realism. 
‐ In  system dynamics,  changes experienced over a period of  time are  the  result of 
feedback structures and causal relationships, so the structure of the system is the 






‐ In  system  dynamics,  particular  structures  could  be  found  in  systems  (systems 
archetypes  as  Senge  (1992)  called  them),  which  generate  particular  patterns  of 
behaviour.  As  feedback  loops  could  be  combined  in  a  limited  number  of  ways, 
system archetypes are distinguishable based on the position and the relationships 
between different types of feedback loops. Understanding system archetypes leads 









































model and  results could be  fed back  to  the  real world  to change  the mental models and 
design new policies. Implementation of these new policies in the real world and their effects 





























variables  in  any  domain,  and  stock‐and‐flow  diagrams  track  accumulation  of material  or 
information as they move through the system. Stocks characterize the state of the system 




equations,  parameters,  and  initial  conditions.  Formulation  helps  in  recognizing  unclear 
concepts and resolving unnoticed contradictions during the conceptual phase. Sometimes 
finding  inconsistencies  in  the  mapping  of  the  concerned  subject  matter  may  force  the 








model  behaviour  must  be  assessed  considering  the  uncertainty  in  assumptions,  both 
parametric and structural. The result of testing may force returning to the first three steps 











After developing the confidence  in the structure and behaviour of  the model,  it could be 
used to design and evaluate policies for improvement. Policy design includes the creation of 
entirely  new  strategies,  structures,  and  decision  rules.  Since  the  feedback  structure  of  a 
system determines its dynamic, most of the time, high leverage policies involve changing the 












NPD project management  has  been  an  example of  success  for  the  application of  system 








‐ ripple  and  knock‐on  effects  as  the  primary  and  secondary  side  effects  of  project 
control efforts and the concept of policy resistance in projects.  
Due  to  similarities  in  the  basic  structures  of  development  projects  across  industries, 
mentioned  structures  become  foundations  for  studying  the  dynamic  of  development 
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resource  allocation,  and  the  progress  over  time,  respectively.  Compared  to  the  planned 
trajectory,  the actual  resource allocation  in  Figure 25  starts with a delay, overshoots  the 
























the  effect  of  changes  on  the  project  performance  by  for  example,  schedule  extension 
(Williams, 1999), or compressing the project’s schedule (Howick and Eden, 2001). In addition 




managing  the  rework  cycle,  by  improving  the  quality  and  reducing  errors,  recognizing 
undiscovered  rework,  and  avoiding  its  consequences  (Park  and  Peña‐Mora,  2004),  and 
















with  empirical  observations,  often  from  one  or  a  few  case  studies.  Using  this  approach 
researchers could stay close to the empirical phenomena and built their formulations based 
on tangible examples. In contrast, in this research, the goal is to build a generic model from 





























close  to  the  real‐world  NPD  projects.  The model  developed  then  is  simulated  based  on 
several  defined  ‘What‐If’  scenarios  and  different  combinations  of  parameters  values  to 


































to  2017.  However,  if  during  the  reading  of  a  publication  a  relevant  title  outside  this 
timeframe was found in its bibliography, that title was also considered for the review. Using 
keywords is regarded as an effective method to find relevant publications as well as assessing 
the  response  to  a  related  topic.  The  selection  of  keyword  combinations,  including  Lean 
Product  Development,  Lean  Design,  Lean  Product  Engineering,  Lean  Innovation,  Toyota 
Product Development, was based on Martínez León and Farris (2011). The keyword search 
was performed in bibliographic databases, such as Google Scholar, Scopus, Emerald, Science 
Direct,  and  EBSCO.  The  goal  was  to  identify  peer‐reviewed  publications,  in  addition  to 
relevant books,  theses, and conference papers which contained a  clear  link  to LPD. Khan 




















































projects,  including project  lead time, project cost and quality. Gathering  this  type of data 
related  to  current  NPD  projects  in  the  manufacturing  industry  is  cumbersome,  time 
consuming  and  costly.  In  addition,  since  the  information  related  to  NPD  projects  is 




To cope with  the  sensitivity problem, because  there  is no difference between using data 
related to current or past projects from the point of view of calibrating the model,  it was 











































In  Section  4.2,  a  review  of  common  tools  in  system  dynamics  modelling  is  presented. 




design  confidence,  uncertainty,  iteration,  rework,  project  complexity,  and  number  of 
concepts, and finally,  identification of positive, and negative feedback loops in the model. 
Section 4.6 is about the quantification of the model introduced in Section 4.4, in which three 












described  them as  internal  images  about  how  the world works. While  humans  use  their 
mental models as the first tool in the process of decision making, these models have some 





nonlinearities.  Grösser  and  Schaffernicht  (2012)  indicated  that  the  dynamic  complexity, 
including  the  dynamic  behaviour  of  accumulation  processes  and  causal  feedback 
relationships with time delays, are among characteristics of a system which are difficult for 
humans to mentally comprehend. This fact that mental models are unreliable in anticipating 














Although  adapting  different  terminologies  for  stages  of  system  dynamics  modelling,  all 




























































































hypothesis  is  represented  by  the  causal  relationships  among  system  elements  which 
expressed in causal loop diagrams. The dynamic hypothesis, as a qualitative representation 
of  the  relationships  in  the  system, makes a basis  for quantitatively modelling  the  system 




contain  all  the  necessary  information  to  determine  the  dynamic  behaviour  of  a  system. 
Several  types  of  variables  are  defined  in  these  diagrams,  and  mathematical  equations 
address  the  relationships  between  them.  Stock‐and‐flow  diagrams  are  the  quantitative 
system  dynamics model which  could  be  simulated  using  software  packages. More  detail 
about the stock‐and‐flow diagram and the steps needed to be followed to develop it for this 
research could be found in Section 4.6.  
Causal  loop diagrams and  stock‐and‐flows diagrams contain  several  elements  specific  for 
conceptually  representing  the  dynamic  models.  Following  section  represented  these 
elements in brief.  
4.3 Elements of system dynamic models 
Grösser  and  Schaffernicht  (2012)  classified  elements  required  for  the  conceptual 
representation of a dynamic system, in a hierarchical order, as shown in Figure 28. At the 
highest level is the feedback loop, as a concept with the highest necessity for the endogenous 
representation  of  dynamic  systems.  Variables  and  causal  links,  as  the  building  blocks  of 
feedback loops, are at the second level. In addition to them, the polarities of feedback loops 
need  to  be  explicitly  shown  in  a  conceptual  structure. Variables  should be differentiated 
between  stocks,  flows  and  auxiliary  variables.  The  polarity  of  causal  links,  and  types  of 
relationship  they  represent  (linear  or  non‐linear)  could  be  used  to  make  a  distinction 
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between  them.  Causal  loops  with  time  delays  also  need  to  be  differentiated  in  the 
representation. As mentioned earlier and emphasised by Lane  (2008),  the  interactions of 
these elements in a system are beyond the ability of human mind to infer, thus highlighting 
the importance of using other modelling tools, such as causal loop diagrams and stock‐and‐
flow  diagrams,  for  deducing  the  consequences  of  these  interactions which  often  form  a 









  Elements  Causal loop diagram  Stock‐and‐flow 
diagram 












































formulation  of  causal  relationships.  Mathematical  descriptions  of  a  system  require  only 
stocks  and  flows,  yet,  for  clarity,  it  is  helpful  to  define  some  intermediate  or  auxiliary 
variables whose values are a function of stocks, and other endogenous or exogenous inputs 
(Sterman, 2000). They help to explain the causal structure and could be used to improve the 
transparency  and  comprehension  in  the  model.  Auxiliary  variables  are  used  in  the 
formulation of flows, while flows, in turn, influence stocks and change the state of the system.  
Figure 29 shows a representation of stock, flow, and auxiliary variables as a simple stock‐
and‐flow  diagram.  Stocks  are  represented  by  rectangles,  inflows  and  outflows  are 
represented by pipes, and valves are controllers of the flows. Clouds represent stocks outside 
the boundary of the model which have infinite capacities, and never constrain the flows they 
support  (Sterman,  2000).  According  to  Table  19,  in  causal  loop  diagrams  there  is  no 
differentiation  between  different  type  of  variables,  and  all  are  represented  as  auxiliary 









auxiliary  variables,  two  auxiliary  variables,  and  an  auxiliary  variable  to  a  flow  variable 
(Information  Links).  The  polarity  of  a  causal  link  is  the  direction  of  the  effect  which  an 
influencing variable has on an influenced variable (Lane, 2008). Ceteris paribus, if an increase 
in  the variable A  increases  the variable B above what  it would have been,  the polarity  is 
positive, whereas  if  an  increase  in  the  variable A decreases  the variable B below what  it 
would have been, the polarity is negative (Figure 30). As seen also in Figure 30, a solid arrow 














Nonlinearity,  as  an  inherent aspect of  the behaviour of  a  social  or physical  system,  is  an 
indicator of the presence of interaction effects between variables (Grösser and Schaffernicht, 
2012). If changes in the output of a system are not proportional to changes in the input, that 
system  exhibits  nonlinear  relationships.  In  other  words,  in  a  nonlinear  relationship  the 
dependent variables cannot be written as a  linear combination of  independent variables. 
System  dynamics  is  well  known  for  its  capacity  to  describe  and  formulate  nonlinear 
relationships. However,  in  a  representation of  a dynamic  system, either  in  the  form of  a 
causal  loop  diagram,  or  a  stock‐and‐flow  diagram,  nonlinearities  are  not  graphically 
represented.  They  are  normally  embodied  in  multiplicative  and  divisional  operations  in 
auxiliary variables.  

































Historic  DYNAMO models  are  available  at  the MIT  system 



















Refer  to  the  stages  of  system  dynamics  modelling  process  outlined  in  Table  18,  the 
qualitative  stage  includes  defining  the  purpose  of  the  model,  determining  the  model 







purpose of  the model  in  this  research, as  is  indicated before,  is  to study the LPD process 
structure. The system dynamics model which is intended to be developed seeks to provide a 
linkage between the process‐specific features of LPD and the performance measures in NPD 






sequential  phases.  In  theory,  the  time‐saving  effect  of  concurrent  engineering  could 
theoretically be at  least equal  to  the time  length of  the overlapping period between  two 
phases. However, in reality, the overlapping could even worsen the situation and results in 
delays and budget‐overrun in projects. The reason, as described previously, is changes in the 
primarily  information  received  from  the  upstream phase,  based  on  that  the work  in  the 
downstream phase starts, which result in rework cycles.  
While  concurrent  engineering  is  concerned with  the  simultaneous  execution  of  formerly 
sequential phases of the project and early integration of functional groups, the focus of SBCE 
is  on  how  a  particular  solution  for  a  component  or module  could  be  chosen  during  the 
conceptual  design  phase  of  the  project.  It  is  argued  that  the  success  of  the  concurrent 






generating the behaviour of  interest as set by the model purpose (Forrester, 1994a).  It  is 
explained as the level of aggregation by Sterman (2000). While having fewer elements in a 
high‐level of aggregation reduces  the model complexity,  it  should be considered that  the 
nature of the problem is not changed because of the aggregation. The model boundary is 
reflecting the scope and the focus of the model by classifying key variables into Endogenous, 





are  variables  which  are  assumed  to  neither  have  an  effect,  nor  be  affected  during  a 
simulation  run.  In  other words,  they  are  variables which  are  chosen  not  to  be modelled 
explicitly and are, therefore, outside of the model boundary (Sterman, 2000).  
The level of aggregation for this research is the internal structure of a single NPD project. 
Consequently,  the  interaction  among multiple  projects  is  excluded  from  the model.  The 
reason  for  choosing  this  level  of  aggregation  is  that  understanding  the  structure  and 
behaviour  at  this  level makes  a  foundation  for  the  investigation  in higher  levels,  such as 
portfolio, program, and company level. The model simulates multiple phases within an NPD 
project which are defined around similar development activities. Market and organization 

























In  the model,  the design  confidence  is  defined  separately  for  each phase of  the project, 
where  in  the  conceptual  design  phase,  it  is  called  “Concept  Confidence”.  The  rate  of 





In  the model,  the  confidence  gap  in  each  phase  of  the  NPD  project  is  attributed  to  the 
uncertainty in design, which is a more common term. Uncertainty in design could be divided 
into  the Random  (Aleatory)  and Epistemic  types  (Malak  et  al.,  2009;  Kerga  et  al.,  2016). 
Epistemic  uncertainty  is  due  the  lack  of  knowledge  and  information.  Especially  in  the 
conceptual design phase, which a considerable proportion of uncertainty is epistemic (Malak 
et al., 2009), the source of this type of uncertainty is the lack of knowledge about the final 









to  the  iterative  nature  of  NPD  projects  engineering  efforts  for  reducing  the  epistemic 
uncertainty and closing the confidence gap in each phase of the project could be modelled 














complexity.  Several  ways  are  proposed  by  researchers  to  classify  NPD  projects.  Shenhar 
(2001) proposed a project classification by separating the levels of complexity from the level 
of  uncertainty  in  technical  and  engineering‐based  projects.  Based  on  the  level  of 
technological uncertainty at the outset of the project, he defined four classes of projects as 
followed. 










‐ High  technological uncertainty projects within  them more  than 50% of employed 
technology is new. The basis of these projects is on technical feasibility rather than 
market  needs.  Most  projects  in  aerospace,  electronics,  and  computer  industries 
could be put in this category. 
‐ Super high technological uncertainty projects which require developing innovative 
technologies  simultaneous  with  the  execution  of  the  project.  Because  of 
unavailability of  the  technology  these  types of projects are very  risky, while  their 





















‐ Level  3:  product  platform‐development  projects  which  have  fundamentally  new 
systems and components and utilize improved versions of existing products; 
















34  schematically  illustrates  the  narrow  and  broad  partitioning  for  a  design  space  which 




of  the conceptual design phase affects  the rate of confidence  increase during  this phase. 
















the strength of  several  causal  loops which are active  in  the system, and create or delete 
feedback mechanisms to shift their dominance (Ford, 1995). Through these dominance shifts 
managers  could  affect  the  behaviour  of  the  system.  However,  to  achieve  this,  project 
managers need to understand the dynamic nature of NPD projects to adjust their policies to 





Using  a  causal  loop  diagram,  Figure  36  represents  what  is  happening  when  the  SBCE 
approach is followed during the conceptual design phase of an NPD project. First the design 
space for the product is partitioned into several concepts. In development teams, concepts 
go  through  different  cycles  of  iterations,  in  each  cycle  the  level  of  concept  confidence 
increases, accordingly. Uncertainty is defined as the difference between the level of concept 
confidence  and  the  target  confidence.  Reducing  the  uncertainty  to  a  specified  level, 
development teams start to eliminate less feasible concepts and converge towards the final 
concept. This is done in the design review sessions after the completion of an iteration cycle. 
Based  on  the  gap  between  the  current  level  of  confidence  in  concepts  and  the  target 
confidence, and consequently the uncertainty level, the decision could be to start another 
iteration cycle. However, if it is possible, using the current level of confidence less feasible 
concepts  are  eliminated,  so  for  the  new  iteration  cycle,  less  engineering  resources  are 
needed. This process continues until a point where the confidence gap closes, and the most 
promising concept becomes apparent for the development teams.  
The  described  process  during  the  conceptual  design  phase  forms  a  negative  (balancing) 
feedback loop, which is called SBCE Loop  in Figure 36. The behaviour of the SBCE loop, as 
shown  in  Figure  37,  is  goal  seeking  (Sterman,  2000),  in  which  the  concept  confidence 
















































































downstream  phase  before  the  upstream  phase  reaches  its  target  confidence  level.  The 
perceived effect of this policy, similar to previously identified negative feedback loops, would 






positive  feedback  loop.  It  is  represented  in  Figure  42  as  the  Corruption  Loop.  As  in  the 
concurrency loop, the downstream phase starts before the confidence gap in the upstream 







conceptual design phase due to abandoning  the SBCE approach  is  the main cause of  this 
confidence gap. This shows the combined effect of the SBCE loop and the concurrency loop 
on the probability of activation of the corruption loop.  
















in  causal  loop  diagrams.  The  only  way  to  capture  these  nonlinear  links  is  through 
mathematical equations developed  for  the  stock‐and‐flow diagram, which  is described  in 
detail in Section 4.6.  
In contrast to mentioned nonlinear links in the model, the relationship between variables in 
negative  feedback  loops are  linear. For  instance,  in  the concurrency  loop  (Figure 41),  the 
overlap  between  sequential  phases  of  the  project  could  theoretically  reduce  the  project 












hand,  is representing the SBCE approach  in managing NPD projects, and  is appreciated  in 
LPD.  It has a completely different effect,  shown by  the negative  links between  it and  the 
rework and corruption  loops. To activate the corruption  loop,  in addition to the schedule 

























geometry,  performance  information  which  is  a  consequence  of  design  information,  e.g., 
fatigue  life  and  weight,  or  requirements  which  may  constrain  design  or  performance 







created,  distributed,  and  used,  and  identifying  the  problem  from  the  viewpoint  of 










its  upstream  activity,  transforms  it  to  the  new  information,  and  then  transmits  it  to  the 
downstream activity.  
4.6.3 An overview of the model 
The model  has  a  generic  process  structure  adopted  from  Ulrich  and  Eppinger  (2016)  as 
shown  in Figure 44.  It  includes  three major phases,  conceptual  design, detail design, and 
tooling. Each phase has  three main  types of activity, namely  Initial Completion, Test,  and 
Rework, performing them consumes a part of time and resources allocated to the project. 
The  NPD  phases  are  interdependent,  so  while  performing  in  parallel  (based  on  the 












of  implementing  the  SBCE  approach  in  the  conceptual  design phase,  and  the  concurrent 
engineering  approach  in  other  phases.  These  parts  are  explained  separately  in  following 
Sections. 
4.6.3.1.1 The general part of the workflow sector 




















(2010).  The  rework  cycle  is  the  central  feature  of  the  system  dynamics  models  of  NPD 
projects (Schmidt et al., 2015; Lyneis and Ford, 2007), and is the quantified representation 
of the rework loop explained in Section 4.5.3.3. Understanding the effect of the rework cycle 




rework activities, a  task  circulates  in  the  rework cycle between  the  stocks of  rework and 
testing until the test shows that the defect is removed, and then pass the task through the 
flow  of  ‘Approve  Rate’  to  the  stock  of  ‘Tasks  Pending  Decision’.  The  mathematical 
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Flows are controlled by three types of constraints; the number of tasks ready for performing 
the  activity,  the  minimum  time  that  it  takes  to  perform  that  activity  which  is  the  time 




ready for  that activity and the duration of activity,  then  it  is  the allocated capacity which 
controls  the  rate  of  performing  that  activity.  This  is  formulated  using  a MIN  function  as 
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iteration  cycle,  and  its  difference  with  the  level  of  target  design  confidence,  which  is 
corresponding to the level of epistemic uncertainty. If the gap still exists, tasks are sent back 






stock  of  ‘Tasks  Pending  Decision’  could  be  formulated  as  shown  in  Equation  8.  Flows  of 
‘Iteration Rate’ and ‘Release Rate’ are formulated using the conditional equations based on 
the value of the uncertainty at the end of each iteration cycle as shown in Equations 9 and 






ܶܽݏ݇ݏ	݌݁݊݀݅݊݃	݀݁ܿ݅ݏ݅݋݊ ൌ ׬ ሺܣ݌݌ݎ݋ݒ݁	ݎܽݐ݁ െ ܫݐ݁ݎܽݐ݅݋݊	ݎܽݐ݁ െ ܴ݈݁݁ܽݏ݁	ݎܽݐ݁௧଴ ሻ݀ݐ      8 
ܴ݈݁݁ܽݏ݁	ݎܽݐ݁ ൌ ቊ
்௔௦௞௦	௣௘௡ௗ௜௡௚	ௗ௘௖௜௦௜௢௡
்௜௠௘	௦௧௘௣ , ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ൑ 0
0, ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ൐ 0          9 
ܫݐ݁ݎܽݐ݅݋݊	ݎܽݐ݁ ൌ ቊ
்௔௦௞௦	௣௘௡ௗ௜௡௚	ௗ௘௖௜௦௜௢௡
்௜௠௘	௦௧௘௣ , ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ൐ 0
0, ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ൑ 0          10 
The  epistemic  uncertainty  in  each  phase,  as  mentioned  in  Equation  11,  is  equal  to  the 
difference between the level of design confidence after each cycle of iteration and the level 
of  target confidence. As shown  in Figure 48,  the design confidence  is modelled as a  first‐
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As  discussed  in  Section  4.5.2,  the  number  of  concepts,  the  project  complexity  and  the 
number of iteration cycles affect the confidence increase rate in the conceptual design phase. 
As mentioned before, the number of concepts at the start of the conceptual design phase 
affects  the  level  of  uncertainty,  and  consequently,  the  rate  of  confidence  increase.  This 
relationship  is shown using a power function  in Equation 13, where  ‘PC’  is defined as the 
strength of the effect of the number of concepts on the rate of confidence increase, and is 
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project  complexity  on  the  rate  of  confidence  increase,  is  always  negative,  which  implies 
‘confidence increase rate’ reduces exponentially for projects with higher complexity. Figure 
50 and Figure 51 are graphical representations of these two relationships. 
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ܲܫ ൐ 1 








For other phases of  the NPD project,  instead of  the  relationship between  the number of 





concept  confidence  on  the  rate  of  confidence  increase  in  downstream  phases,  is  always 
greater  than  one,  which  means  increasing  the  concept  confidence  always  exponentially 




equations,  ‘FC’  is  a  positive  coefficient  added  to  convert  relationships  into  a  single 
mathematical equation.  
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Figure  52  shows  the  stock‐and‐flow model  developed  for  the  design  confidence,  and  all 
variables affecting it. In this Figure, ‘Confidence Increase Switch’ is an auxiliary conditional 
variable defined to allow the confidence to increase just once per iteration cycle (Equation 
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The last point in this Section is the effect of the design confidence in each phase of the project 
on  the  ‘Rework  probability.  As  mentioned  in  Section  4.6.3.1.1,  after  the  stock  of  ‘Tasks 
Pending Test’  tasks flow through ‘Rework Detection Rate’ or  ‘Approve Rate’ based on the 




and  Thomson,  2012).  To  show  this  mitigation,  at  each  point  during  the  design  process, 
‘Rework probability’ is calculated as a function of ‘Initial Rework probability’, which is defined 
as a constant for each phase of the project to represent the irreducible nature of the random 





Equation 24,  in which  ‘PG’, as  the  strength of  the effect of design  confidence on  rework 
probability, is a positive number greater than one. 
































there  is  a  need  for  another  cycle  of  iteration  or  not.  If  uncertainty  is  still  less  than  ‘F1’, 
‘iteration switch’ takes the value of one, and according to Equation 28, all tasks in the stock 
of  ‘Tasks  Pending  Decision’  flow  through  ‘Iteration  Rate’  back  to  the  stock  of  ‘tasks  not 
complete’  to start another cycle of  iteration.  If  the uncertainty exceeds  the value of  ‘F1’, 
‘iteration switch’ becomes two, which lets the convergence to start. According to Equation 
30, a fraction of tasks resides in the stock of ‘Tasks Pending Decision’, which is determined 













converging  starts.  In  addition,  lower  reduction  ratio means  that  the  convergence  period 
takes longer time during which iteration cycles take place. In both situation, the level of the 
final concept confidence increases. 
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ܶܽݏ݇ݏ	ݎ݁݉ܽ݅݊݁݀ ൌ ሺܶܽݏ݇ݏ	݊݋ݐ	ܿ݋݉݌݈݁ݐ݁݀ ൅ ܶܽݏ݇ݏ	݌݁݊݀݅݊݃	ݎ݁ݓ݋ݎ݇ ൅ ܶܽݏ݇ݏ	݌݁݊݀݅݊݃	ݐ݁ݏݐሻ ∗
ܰ݋	݋݂	ܿ݋݊ܿ݁݌ݐݏ                    27 
ܫݐ݁ݎܽݐ݅݋݊	ݏݓ݅ݐ݄ܿ ൌ ൝
0, ܶܽݏ݇ݏ	ݎ݁݉݁݅݊݁݀ ൐ 0
1, ܶܽݏ݇ݏ	ݎ݁݉݁݅݊݁݀ ൌ 0	ܽ݊݀	ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ൑ ܨ1
2, ܶܽݏ݇ݏ	ݎ݁݉݁݅݊݁݀ ൌ 0	ܽ݊݀	ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ൐ ܨ1




ۓ 0, ܫݐ݁ݎܽݐ݅݋݊	ݏݓ݅ݐ݄ܿ ൌ 0்௔௦௞௦	௣௘௡ௗ௜௡௚	ௗ௘௖௜௦௜௢௡
்௜௠௘	ௌ௧௘௣ , ܫݐ݁ݎܽݐ݅݋݊	ݏݓ݅ݐ݄ܿ ൌ 1
ሺଵିோ௘ௗ௨௖௧௜௢௡	௥௔௧௜௢ሻ∗்௔௦௞௦	௣௘௡ௗ௜௡௚	ௗ௘௖௜௦௜௢௡
்௜௠௘	ௌ௧௘௣ , ܫݐ݁ݎܽݐ݅݋݊	ݏݓ݅ݐ݄ܿ ൌ 2
      29 
ܥ݋݊ݒ݁ݎ݃݁݊ܿ݁	ݎܽݐ݁ ൌ ቊ
0, ܫݐ݁ݎܽݐ݅݋݊	ݏݓ݅ݐ݄ܿ ൏ 2
ோ௘ௗ௨௖௧௜௢௡	௥௔௧௜௢∗்௔௦௞௦	௣௘௡ௗ௜௡௚	ௗ௘௖௜௦௜௢௡
்௜௠௘	ௌ௧௘௣ , ܫݐ݁ݎܽݐ݅݋݊	ݏݓ݅ݐ݄ܿ ൌ 2
      30 
ܴ݈݁݁ܽݏ݁	ݏݓ݅ݐ݄ܿ ൌ ቐ
0, ܵ݁ݐݏ	ݎ݁݀ݑܿ݁݀ ൏ ௌ௖௢௣௘∗ሺே௢	௢௙	௖௢௡௖௘௣௧௦ିଵሻே௢	௢௙	௖௢௡௖௘௣௧௦ 	ܽ݊݀	ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ് 0
1, ܵ݁ݐݏ	ݎ݁݀ݑܿ݁݀ ൒ ௌ௖௢௣௘∗ሺே௢	௢௙	௖௢௡௖௘௣௧௦ିଵሻே௢	௢௙	௖௢௡௖௘௣௧௦ 	݋ݎ	ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ൌ 0
    
                      31 
ܴ݈݁݁ܽݏ݁	ݎܽݐ݁ ൌ ቊ
்௔௦௞௦	௣௘௡ௗ௜௡௚	ௗ௘௖௜௦௜௢௡
்௜௠௘	ௌ௧௘௣ , ܴ݈݁݁ܽݏ݁	ݏݓ݅ݐ݄ܿ ൌ 1
0, ܴ݈݁݁ܽݏ݁	ݏݓ݅ݐ݄ܿ ് 1










should  be  considered  that  increasing  the  number  of  concepts  increases  the  number  of 
engineering resources allocated to the conceptual design phase, thus raising the cost of this 
phase. This effect is captured in the resource allocation sector of the model and is explained 





Other  phases  of  the  project  have  the  general  part  of  the  workflow  sector,  explained  in 
Section 4.6.3.1.1,  in common with  the conceptual design phase. However,  to capture  the 
effect  of  concurrent  engineering  on  these  phases,  and  to  quantify  the  concurrency  and 
corruption  loops  explained  in  Sections  4.5.3.4,  and  4.5.3.5,  they  also  have  specific  parts 
which are explained in this Section. As mentioned in Section 4.5.3.5 the long‐term effect of 
the concurrency between phases of the project could be represented using the ‘corruption 
loop’. Similar  to  the model developed by Taylor and Ford  (2006),  the corruption effect  is 
added to the workflow sector in the form of a new inflow, called ‘Corruption Rate’ to the 
stock  of  ‘Tasks  Not  Completed’.  Similar  to  ‘Iteration  Rate’,  this  new  flow  just  shows  the 
transition in the state of the tasks and its duration is equal to the ‘Time Step’ defined for the 
simulation of the model. As shown in Equation 33, ‘corruption rate’ is equal to a fraction of 
tasks  in  the  stock  of  ‘Tasks  Pending  Decision’  which  flow  into  the  stock  of  ‘Tasks  Not 
Completed’  in  the  unit  of  time.  This  fraction  is  defined  by  ‘Corruption  Probability’,  as  an 
 135 
 
auxiliary  variable  whose  value  depends  on  the  concurrency  between  upstream  and 
downstream  phases,  the  progress  of  upstream  phase,  and  the  rework  probability  in  the 
upstream phase which results in updating the information has previously been sent to the 


















to  the model  from the  real project data. Finally,  to have phases performed concurrently, 
Equation  4  for  the  flow  of  ‘Completion  Rate’  as  the  first  activity  in  the  phase,  which 
represents  the  starting  point  of  each  phase,  should  be  updated  for  downstream phases, 
according to the conditional Equation 37. The complete stock‐and flow model for phases of 
the project, except the conceptual design phase, is shown in Figure 56.  
ܥ݋ݎݎݑ݌ݐ݅݋݊	ݎܽݐ݁ ൌ ஼௢௥௥௨௣௧௜௢௡	௣௥௢௕௔௕௜௟௜௧௬∗்௔௦௞௦	௣௘௡ௗ௜௡௚	ௗ௘௖௜௦௜௢௡்௜௠௘	ௌ௧௘௣           33 
ܥ݋ݎݎݑ݌ݐ݅݋݊	݌ݎ݋ܾܾ݈ܽ݅݅ݐݕ஽௢௪௡ ൌ
൜ܨ3	 ∗ ܴ݁ݓ݋ݎ݇	݌ݎ݋ܾܾ݈ܽ݅݅ݐݕ௎௣, ܶܽݏ݇ݏ	ݎ݁݉ܽ݅݊݁݀௎௣ ൐ 0	ܽ݊݀	ܥ݋݊ܿݑݎݎ݁݊ܿݕ௎௣ୀ஽௢௪௡ ൐ 00, ܶܽݏ݇ݏ	ݎ݁݉ܽ݅݊݁݀௎௣ ൌ 0	݋ݎ	ܥ݋݊ܿݑݎݎ݁݊ܿݕ௎௣ୀ஽௢௪௡ ൌ 0     34 
ܶ݋ݐ݈ܽ	݌݄ܽݏ݁	ݐܽݏ݇ݏ ൌ ܶܽݏ݇ݏ	ݎ݁݉ܽ݅݊݁݀ ൅ ܶܽݏ݇ݏ	ݎ݈݁݁ܽݏ݁݀ ൅ ܶܽݏ݇ݏ	݌݁݊݀݅݊݃	݀݁ܿ݅ݏ݅݋݊+ Sets reduced 
                      35 
ܥ݋݊ܿݑݎݎ݁݊ܿݕ ൌ ൜1, ܶܽݏ݇ݏ	ݎ݈݁݁ܽݏ݁݀௎௣ ൏ ܶ݋ݐ݈ܽ	݌݄ܽݏ݁	ݐܽݏ݇ݏ௎௣ܽ݊݀	ܶ݅݉݁	 ൒ ݄ܲܽݏ݁	ݏݐܽݎݐ	ݐ݅݉݁஽௢௪௡0, ܶܽݏ݇ݏ	ݎ݈݁݁ܽݏ݁݀௎௣ ൒ ܶ݋ݐ݈ܽ	݌݄ܽݏ݁	ݐܽݏ݇ݏ௎௣݋ݎ	ܶ݅݉݁ ൏ ݄ܲܽݏ݁	ݏݐܽݎݐ	ݐ݅݉݁஽௢௪௡  




൜ܯܫܰሺܶܽݏ݇ݏ	݊݋ݐ	ܿ݋݉݌݈݁ݐ݁݀/ܥ݋݉݌݈݁ݐ݅݋݊	݀ݑݎܽݐ݅݋݊, ܥ݋݉݌݈݁ݐ݅݋݊	ܿܽ݌ܽܿ݅ݐݕሻ, 		ܶ݅݉݁	 ൒ ݄ܲܽݏ݁	ݏݐܽݎݐ	ݐ݅݉݁0, 		ܶ݅݉݁ ൏ ݄ܲܽݏ݁	ݏݐܽݎݐ	ݐ݅݉݁






in  Section  4.5.3.2,  could  be  quantified  using  the  structure  and  equations  involve  in  the 
schedule pressure sector of the model. As each phase of the project has a tight deadline, 
approaching  it  increases  the  amount  of  the  schedule  pressure  on  the managerial  team. 
‘Schedule pressure’, as shown in Figure 57 and Equation 38, is the difference between the 
time required to finish a phase of the project and the time available to finish that phase. 
‘Time  required’  is  calculated,  according  to  Equation  39,  by  deviding  the  number  of  tasks 
remined to be completed in each phase (Equation 27), to the total capacity allocated to that 
phase, which  is explained  in Section 4.6.3.3. Equation 40 shows  the  formulation of  ‘Time 








݄ܵܿ݁݀ݑ݈݁	݌ݎ݁ݏݏݑݎ݁ ൌ ்௜௠௘	௥௘௤௨௜௥௘ௗ்௜௠௘	௔௩௔௜௟௔௕௟௘                38 
ܶ݅݉݁	ܴ݁ݍݑ݅ݎ݁݀ ൌ ்௔௦௞௦	௥௘௠௔௜௡௘ௗ∗௡௢	௢௙	௖௢௡௖௘௣௧௦்௢௧௔௟	௖௔௣௔௖௜௧௬               39 
ܶ݅݉݁	ܽݒ݈ܾ݈ܽ݅ܽ݁ ൌ ݄ܲܽݏ݁	݈݀݁ܽ݀݅݊݁ െ ܶ݅݉݁              40 
The schedule pressure could  result  in different  intervention by managers, as  the on‐time 















The  rate  of  decreasing  the  target  confidence  due  to  the  schedule  pressure  could  be 





with  less  number  of  iteration  cycles,  so  the  duration  of  the  conceptual  design  phase 
decreases.  
‘Reduction  ratio’  is  a  SBCE‐specific  variable  defined  in  this  model  which  regulates  the 
duration  of  the  convergence  period.  As mentioned  in  Section  4.6.3.1.2,  ‘Reduction  ratio’ 
affects the duration of the convergence period during the conceptual design phase, as having 








ܶܽݎ݃݁ݐ	ܿ݋݂݊݅݀݁݊ܿ݁ ൌ ׬ ሺെܶܽݎ݃݁ݐ	ݎ݁݀ݑܿ݁	ݎܽݐ݁௧଴ ሻ݀ݐ            41 
ܴ݁݀ݑܿݐ݅݋݊	ݎܽݐ݅݋ ൌ ׬ ሺܴ݁݀ݑܿݐ݅݋݊	݅݊ܿݎ݁ܽݏ݁	ݎܽݐ݁௧଴ ሻ݀ݐ            42 
ܶܽݎ݃݁ݐ	ݎ݁݀ݑܿ݁	ݎܽݐ݁ ൌ ቊ
ிଶ
்௜௠௘	ௌ௧௘௣ , ݄ܵܿ݁݀ݑ݈݁	݌ݎ݁ݏݏݑݎ݁ ൒ 1	ܽ݊݀	ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ൐ 0
0, ݄ܵܿ݁݀ݑ݈݁	݌ݎ݁ݏݏݑݎ݁ ൏ 1	݋ݎ	ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ൌ 0       43 
ܴ݁݀ݑܿݐ݅݋݊	݅݊ܿݎ݁ܽݏ݁	ݎܽݐ݁ ൌ ቊ
ிଶ
்௜௠௘	ௌ௧௘௣ , ݄ܵܿ݁݀ݑ݈݁	݌ݎ݁ݏݏݑݎ݁ ൒ 1	ܽ݊݀	ܷ݊ܿ݁ݎݐܽ݅݊ݐݕ ൐ 0







depends  on  the  number  of  engineering  resources  allocated  to  that  activity,  is  a  variable 
which constrains the rate of performing that activity. In addition, the number of resources is 
a variable used directly  towards  the calculation of  the project  cost, which  is explained  in 
performance measurement sector of the model in Section 4.6.3.4.  




each  activity  is  in  the  same  proportion  that  the  activity’s  stock  contributes  to  the  total 
amount of work waiting to be done. In other words, each type of activity, represented by a 
flow  in  the  model,  receives  resources  equal  to  the  size  of  its  corresponding  stock.  The 
resource allocation is a dynamic process and changes constantly as the sizes of stocks differ. 














ܦ݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ஼௢௠௣௟௘௧௜௢௡ ൌ ܰ݋	݋݂	ܿ݋݊ܿ݁݌ݐݏ ∗ ሺܶܽݏ݇ݏ	݊݋ݐ	ܿ݋݉݌݈݁ݐ݁݀ሻ/ሺCompletion duration)/(Resource 
productivity)                    45 
ܦ݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏோ௘௪௢௥௞ ൌ ܰ݋	݋݂	ܿ݋݊ܿ݁݌ݐݏ ∗ ሺܶܽݏ݇ݏ	݌݁݊݀݅݊݃	ݎ݁ݓ݋ݎ݇ሻ/ሺRework duration)/(Resource 
productivity)                    46 
ܦ݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ்௘௦௧ ൌ ܰ݋	݋݂	ܿ݋݊ܿ݁݌ݐݏ ∗ ሺܶܽݏ݇ݏ	݌݁݊݀݅݊݃	ݐ݁ݏݐሻ/ሺtest duration)/(Resource productivity)
                      47 
Using the amount of desired resources for each activity, and the total number of resources 
available  for  this  NPD  project,  it  is  possible  now  to  calculate  the  number  of  resources 
allocated to each type of activity. The structure used in the model is shown in Figure 60. First 
it is needed to calculate the total number of desired resources for the project according to 
Equation  48,  and  then  based  on  the  ratio  of  total  available  resources  and  total  desired 
resources, calculate the number of resources which is possible to allocate for each type of 




ܶ݋ݐ݈ܽ	݀݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ ൌ ܦ݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ஼௢௠௣௟௘௧௜௢௡ ൅ ܦ݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏோ௘௪௢௥௞ ൅
ܦ݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ்௘௦௧                   48 
ܣ݈݈݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ஼௢௠௣௟௘௧௜௢௡ ൌ ܦ݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ஼௢௠௣௟௘௧௜௢௡ ∗ ܣݒ݈ܾ݈ܽ݅ܽ݁	ݎ݁ݏ݋ݑݎܿ݁ݏ/
ܶ݋ݐ݈ܽ	݀݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ                  49 
ܣ݈݈݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏோ௘௪௢௥௞ ൌ ܦ݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏோ௘௪௢௥௞ ∗ ܣݒ݈ܾ݈ܽ݅ܽ݁	ݎ݁ݏ݋ݑݎܿ݁ݏ/ܶ݋ݐ݈ܽ	݀݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ                      50 
ܣ݈݈݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ்௘௦௧ ൌ ܦ݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ்௘௦௧ ∗ ܣݒ݈ܾ݈ܽ݅ܽ݁	ݎ݁ݏ݋ݑݎܿ݁ݏ/ܶ݋ݐ݈ܽ	݀݁ݏ݅ݎ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ                       51 
Finally,  using  the  number  of  allocated  resources  to  different  types  of  activities,  and  the 









ܥ݋݉݌݈݁ݐ݅݋݊	ܿܽ݌ܽܿ݅ݐݕ ൌ ܣ݈݈݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ஼௢௠௣௟௘௧௜௢௡ ∗ ܴ݁ݏ݋ݑݎܿ݁	݌ݎ݋݀ݑܿݐ݅ݒ݅ݐݕ      52 
ܴ݁ݓ݋ݎ݇	ܿܽ݌ܽܿ݅ݐݕ ൌ ܣ݈݈݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏோ௘௪௢௥௞ ∗ ܴ݁ݏ݋ݑݎܿ݁	݌ݎ݋݀ݑܿݐ݅ݒ݅ݐݕ        53 
ܶ݁ݏݐ	ܿܽ݌ܽܿ݅ݐݕ ൌ ܣ݈݈݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏோ௘௪௢௥௞ ∗ ܴ݁ݏ݋ݑݎܿ݁	݌ݎ݋݀ݑܿݐ݅ݒ݅ݐݕ        54 
ܶ݋ݐ݈ܽ	ܿܽ݌ܽܿ݅ݐݕ ൌ ܶ݋ݐ݈ܽ	݈݈ܽ݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ ∗ ܴ݁ݏ݋ݑݎܿ݁	݌ݎ݋݀ݑܿݐ݅ݒ݅ݐݕ        55 
ܶ݋ݐ݈ܽ	݈݈ܽ݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ ൌ ܣ݈݈݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ஼௢௠௣௟௘௧௜௢௡ ൅ ܣ݈݈݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏோ௘௪௢௥௞ ൅
ܣ݈݈݋ܿܽݐ݁݀	ݎ݁ݏ݋ݑݎܿ݁ݏ்௘௦௧                   56 
4.6.3.4 The performance measurement sector 




















݄ܲܽݏ݁	݂݅݊݅ݏ݄	ݐ݅݉݁ ൌ ׬ ሺܥ݄ܽ݊݃݁	݅݊	݌݄ܽݏ݁	ݐ݅݉݁௧଴ ሻ݀ݐ            57 
ܥ݄ܽ݊݃݁	݅݊	݌݄ܽݏ݁	ݐ݅݉݁ ൌ ൝
்௜௠௘
்௜௠௘	ௌ௧௘௣ , ܶܽݏ݇ݏ	ݎ݈݁݁ܽݏ݁݀ ൅ ܵ݁ݐݏ	ݎ݁݀ݑܿ݁݀ ൒ ܶ݋ݐ݈ܽ	݌݄ܽݏ݁	ݐܽݏ݇ݏ
0, ܶܽݏ݇ݏ	ݎ݈݁݁ܽݏ݁݀ ൅ ܵ݁ݐݏ	ݎ݁݀ݑܿ݁݀ ൏ ܶ݋ݐ݈ܽ	݌݄ܽݏ݁	ݐܽݏ݇ݏ    58 
ܲݎ݋݆݁ܿݐ	݀ݑݎܽݐ݅݋݊	 ൌ ׬ ሺܥ݄ܽ݊݃݁	݅݊	݌ݎ݋݆݁ܿݐ	ݐ݅݉݁௧଴ ሻ݀ݐ            59 
ܥ݄ܽ݊݃݁	݅݊	݌ݎ݋݆݁ܿݐ	ݐ݅݉݁ ൌ ൝
்௜௠௘
்௜௠௘	ௌ௧௘௣ , ܷܵܯሺ݄ܲܽݏ݁	݂݅݊݅ݏ݄	ݐ݅݉݁ሻ ് 0
0, ܷܵܯሺ݄ܲܽݏ݁	݂݅݊݅ݏ݄	ݐ݅݉݁ሻ ൌ 0        60 
4.6.3.4.2 Cost 
Similar  to  the  duration,  the  cost  of  phases  and  the  overall  project  cost  are  calculated 
separately in the model (Figure 63). The stock of ‘Person Month’ is defined as an auxiliary 
variable  for calculating  the cost, which  its value  is changed, according  to Equation 61, by 
integrating the total resources allocated to each phase of the project. The formulation of 
‘Total Allocated Resources’  is  shown as Equation 56  in Section 4.6.3.3.  ‘Phase cost’  is  the 
product of ‘Person Month’ and ‘Unit Cost’ (Equation 62). ‘Unit Cost’ is a constant which its 
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of  ‘Rework  per  phase’  for  individual  phases  of  the  project  as  shown  in  Equation  65.  The 
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First,  the  causal  relationships  between  the  elements  inside  the  system  boundary  are 




























































5.3.  The  result  of  the  boundary  adequacy  test  is  explained  in  Section  5.4.  Section  5.4.2 
includes  the  results  of  the  dimensional  consistency  test.  The  structure  of  the  model  is 
assessed in Section 5.4.3, which is divided into assessing the workflow sector of the model 
and  the  effect  of  the  number  of  concepts,  concurrency,  and  the  project  complexity,  the 
schedule pressure sector, and the resource management sector. In Section 5.4.4 the extreme 




One  of  the  fundamental  questions  when  using  simulation  models  to  address  issues  in 
organizations  is  their  validity.  In  other  words,  making  a  relationship  between  artificial 
simulation  experiments  and  the  real‐world  behaviour  is  an  issue  in  simulation  models. 











as  Harrison,  et  al.  (2007)  stated,  are  valuable  research  tools  to  explore  the  results  of 
theoretically derived processes.  





claims  representing  the  behaviour  of  a  real  system.  He more  emphasised  on  ‘adequacy’ 


















the  poor  answers. Without  this  balance,  the  outcome would  be  difficult  to  analyse,  the 
purpose would not be met and the model would be too complex. After defining the purpose 
of the model as a statement of variables, parameters and relations could be built to meet 








A  system  dynamics  model  of  LPD  is  developed  in  the  previous  Chapter  to  describe  the 
superiority  of  lean  implementation  in  NPD  projects  over  traditional  approaches.  Before 
conducting  experiments,  the  developed  model  needs  to  be  validated  in  terms  of  the 
correspondence of the model structure and the robustness of the model’s behaviour. After 

















validity makes  the overall  validity and confidence of  the model  (Qudrat‐Ullah and Seong, 
2010). Table 21 represents tests applied in this research for the structural and behavioural 
validity of the model, based on the suggestions by Barlas (1996), Sterman (2000) and Qudrat‐






























































this  research,  in  the  qualitative  stage  of  the  model  development  process,  causal  loop 
diagrams are created using the knowledge from the literature review. Figure 33 in previous 
Chapter  summarizes  the  model  boundary  and  the  major  endogenous  and  exogenous 
variables  in  the  model.  Comparing  the  model  boundary  and  the  causal  loop  diagrams 




variables  and  constants  involved  in  each  mathematical  equation  in  the  model  are 
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real‐world  behaviour,  the  internal  structure  which  shapes  the  model  behaviour  is  also 
important  to  be  validated  (Barlas,  1996;  Qudrat‐Ullah  and  Seong,  2010).  The  system 
dynamics model built for this research comprises of a series of sectors. Some parts of the 
model,  such  as  the  rework  cycle  in  the  workflow  sector,  or  the  structure  used  in  the 
performance measurement  sector  are  structurally  valid  because  they  are  built  based  on 
previously tested models, especially models developed by Ford and Sterman (1998), Ford 
and Sterman (2003), Ford and Sobek (2005), and Jalili and Ford (2016), and literature about 
LPD,  concurrent  engineering  and  set‐based  design.  Validating  of  that  structures  of  other 
parts of the model could be done by tests which are run based on simple scenarios and using 
dummy data  for  the model  constants. The values of dummy data used  for  the  structural 
validation of the model are provided in Table 25, and tests are explained in following Sections. 
Table 25: dummy data used for the structural assessment test of the model 
Type  Variable  Value  Dimension 










































































































shows  the  stocks  behaviours  in  two  initial  iteration  cycles  in  scenario  two  where  each 
iteration  shows  a  similar  behaviour  to  Figure  65.  The  rate  of  increase  in  the  concept 
confidence in this scenario is higher compared to the scenario 1 due to having more concepts. 
In addition, shorter duration of the conceptual design phase in the scenario 3 compared to 
the  scenario  2  explains  the  argument  by Malak  et  al.  (2009)  about  the  effect  of  narrow 
partitioning of the design space on the duration of the conceptual design phase. In Figure 72, 
each step in the confidence graphs shows completing an iteration cycle in the process. Due 













































parameters  are  kept  unchanged.  Figure  75  shows  the  behaviors  in  the  stock  of  ‘Tasks 
released’ in the conceptual design phase, and the stock of ‘Tasks not completed’ in the detail 
design phase,  for  sequential  and  concurrent  runs.  The differences between  two  runs are 
clear where  in the concurrent run, before releasing tasks  in the conceptual design phase, 
activities in the detail design phase start. Figure 76 shows the effect of concurrency on the 

















As  shown  in  Equations 17 and 18,  the project  complexity  shows  its  effect on  the  rate of 








In both phases the  level of uncertainty drops sooner when the project complexity  is  low. 
Figure 78 shows the total number of iterations throughout the project for two different levels 











As  described  in  Section  4.6.3.2,  increasing  the  level  of  schedule  pressure  during  the 
conceptual design phase results  in managerial decisions which lead the project towards a 
PBCE approach, through reducing the level of target confidence, and increasing the reduction 
ratio  in  the  conceptual  design  phase  (Equations  43  and  44).  In  the  previous  Section  for 
checking the workflow sector of the model, the phase deadlines are selected in a way that 
‘Time remained’  in the conceptual design phase is always greater than ‘Time required’, so 











according  to  Figure  80,  the  level  of  uncertainty  in  the  conceptual  design  phase  reaches 
sooner to zero, and the phase finishes with  lower number of  iterations. Finally, Figure 81 














assumed  that  there  are  enough  number  of  resources  to  be  allocated  to  activities  in  the 
project and their productivity is constant throughout the project. The goal for including the 
resource management  sector  in  the model  is  to  calculate  the  project  cost  as  one  of  the 
performance metrics, and to evaluate the effect of different policies on the overall cost. The 
model  calculates  the  amount  of  effort  devoted  to  different  phases  of  the  project  as  the 
product of  the number of allocated  resources and  the duration of each phase. Figure 82 












This  test evaluates  the model  robustness under extreme conditions by assigning extreme 





























the  model  is  done  through  a  numerical  optimization  process  to  minimize  the  distance 






































Start  Finish  Start  Finish  Start  Finish 
A  4  0  17  7  26.5  26.5  44  44  956 
B  3  0  14.5  5  24  24  40  40  595 
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C  2  0  11.5  4  20  20  35  35  460 

























Project Duration‐ Model  T  Project Duration‐ Actual  t 
Project Cost‐ Model  CO  Project Cost‐ Actual  co 
Phase Duration‐ Model  TP  Phase Duration‐ Actual  tp 











Phase deadline‐ Conceptual design  DC  Scope  SC 
Phase deadline‐ Detail design  DD  Initial rework probability  PR 
Phase deadline‐ Tooling  DT  Completion duration  CD 
Project complexity  COM  F1  ‐ 
Target Confidence  TC  F2  ‐ 
Concurrency  CON  F3  ‐ 
Available resources  RES  FC  ‐ 
Resource productivity  PROD  PC  ‐ 
    PD  ‐ 
    PG  ‐ 
    PI  ‐ 
    PS  ‐ 
    Unit cost  UC 
 
ܻ ൌ ݂ሺܺ, ܽሻ	 	 	 	 	 	 	 	 	 	 69	
ܺ ൌ ሾܦܥ, ܦܦ, ܦܶ, ܥܱܯ, ܶܥ, ܥܱܰ, ܴܧܵ, ܴܱܲܦሿ 
ܽ ൌ ሾܵܥ, ܴܲ, ܥܦ, ܨ1, ܨ2, ܨ3, ܨܥ, ܲܥ, ܲܦ, ܲܩ, ܲܫ, ܲܵ, ܷܥሿ	 





to  defining  the  payoff  function,  the model  constants  over which  the model  is  optimized 
should be chosen. The optimization process tries to find the best values for chosen constants 
to make the payoff function as small as possible. The payoff function defines the distance 
between  the  model  outputs  and  the  actual  project  data  as  the  sum  of  the  squared 
percentage errors (SSPE) according to the concept of the Least Square Method (Parvan et al. 




Objective	function:	ܯ݅݊݅݉݅ݖ݁	ሼ݌ܽݕ݋݂݂	݂ݑ݊ܿݐ݅݋݊ሽ	 	 	 	 	 	 70	
Decision	function:	ܽ௜	 	 	 	 	 	 	 	 ∀݅ ∈ ܥ	
Constraint:	
 ܨ1, ܨ2, ܨ3, ܲܪ, ܦܷܴ, ܷܥ, ܴܦ ൐ 0 
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TPij  is the model finish time for the phase  j  in project  i and tpij  is the actual finish time of 
phase j in project i. The third term is the sum of the squared percentage error of project cost 
(SSEP[CO]) defined in Equation 74, where CO is the model cost and co is the actual cost. The 
last  term  is  the  sum of  the  square  error  of  the  cumulative  fraction  of  reworks  (SSEP[R]) 
defined in Equation 75, where R is the model fraction reworked, and r is the actual fraction 
reworked.  
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As all  selected projects  are  independent  from each other,  the model  could be  calibrated 
individually for each project, to provide an estimation for the unknown constants. However, 
unknown  constants  could  be  divided  into  two  groups  of  project‐dependent  parameters 
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simulations 
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the  values  of  unknown  constants  in  the model.  After  defining  an  optimization  equation, 
including payoff and decision functions and constraints, using the built‐in module in Vensim® 
the model is optimized for different types of projects. The optimization process first is done 
individually  for  each  type  of  projects  to  find  a  neighborhood  for model  constants.  Then, 
repeatedly by  fixing  the project‐independent and project‐independent  constants,  in  turn, 
values of other constants are estimated for each project. Finally, using a combined model, 
including all project types, and in one step, the values of all constants are fine‐tuned. The 
result  of  running  the  model  using  the  estimated  values  for  constants  shows  a  good  fit 
between  the model outcomes and  the  real  project  performance metrics.  Performing  the 
model validation completes the development phase of the research. Following the described 
process in this Chapter, the developed system dynamics model is validated and its behaviour 
matches  the  expected  results  which  ensures  its  reliability  and  applicability.  In  the  next 






















































work on all  concepts,  and  the  convergence period when design  teams narrow down  the 
design space to reach to the final concept. The second variable is the number of concepts 
which the uncertain design space  is partitioned to, at the outset of the project. Changing 




Despite  other  system  dynamics models  of  NPD  project,  in  the  developed model  for  this 
research the changes in the duration of phases does not happen continuously. To model the 
iterative  nature  of  NPD  projects,  activities  in  each  phase  of  the  project  are  conducted 
through  several  cycles  of  iteration,  where  adding  or  eliminating  each  cycle  affects  the 
duration and  cost of  the phase.  This  is used  to develop different  scenarios based on  the 
duration of the conceptual design phase. In each scenario, the time length of the conceptual 
design phase varies by changing the number of iteration cycles while other variables are kept 
unchanged.  The effect of  the number of  concepts  is  studied  similarly by defining  several 
scenarios, in each one the number of concepts in the conceptual design phase is different. 
Changing the number of concepts in defined scenarios results in different duration and cost 
results  for  the  conceptual  design  phase.  Other  variables  stay  unchanged  to  provide  a 
situation through which it is possible to investigate the effect of changing in the number of 
concepts on project performance metrics. In following Sections, the results of running the 









the  end  of  each  iteration  cycle  is  a managerial  control  tool  with  the  goal  of minimizing 
development  risks  (Ahmadi  and Wang,  1999).  The decision made during  each meeting  is 
whether  to  repeat  another  cycle  of  iteration,  or  to  terminate  them because  the  level  of 
confidence  built  up  in  the  concepts  is  enough.  According  to  the  Equation  17  defined  in 
































‘Reduction Ratio’  in  Section 4.6.3.2.  The value of  the  reduction  ratio  increases under  the 
effect of  the  schedule pressure using  the  flow of  ‘Reduction  Increase Rate’.  Similarly,  the 
strength of the effect of the schedule pressure rate on the reduction ratio is determined by 




projects which  represents  the SBCE approach.  Except  the value of  ‘F2’ which  is  zero,  the 
values of other  constants, as determined using  the model  calibration and  represented  in 
Table 10 in previous Chapter, are used to run the base case scenario. Moving towards the 
PBCE  approach  is  achieved  by  increasing  the  value  of  ‘F2’  which  activates  the  schedule 
pressure loop and decreases the number of iteration cycles, stepwise. Table 31 represents 
all scenarios created for different types projects. As shown in the table, projects A and B, 
which  have  the  highest  level  of  project  complexity  in  the model,  have  seven  scenarios, 








  Project A  Project B  Project C  Project D 
  No of iteration cycles in the conceptual design phase 
Scenario 1  1  1  1  1 
Scenario 2  2  2  2  2 
Scenario 3  3  3  3  3 
Scenario 4  4  4  4  4 
Scenario 5  5  5  5  5 * 
Scenario 6  6  6  6 *    



































reduce  the  level  of  schedule  pressure,  bringing  the  project  back  on  schedule,  and 
consequently,  reducing  the  project  duration,  according  to  the  schedule  pressure  loop. 















To explain  the  reason of  these unexpected behaviours  in Figure 104 and Figure 105,  it  is 
needed to explore again the effect of iteration cycles in NPD projects. As mentioned before, 
iteration  cycles  in  the  conceptual  design  phase  increase  the  level  of  confidence  in  the 
concepts, step by step, while decreasing the epistemic uncertainty to a level which make it 
possible  to  make  informed  decisions  about  concepts.  These  decisions  involve  the 
identification of inferior concepts, narrowing down the design space, and finally, making an 
agreement among all design teams about the final concept for starting the costly activities 
in  the  detail  design  and  tooling  phases.  The  immediate  consequence  of  having  higher 









late  in  the  project.  In  other words,  errors  are  less  costly  to  remove  early  in  the  project 
lifecycle. The reason is the high amount of cost committed by the decisions taken early in 
the project, during  the conceptual design phase, which  reduce  the  flexibility of design  to 












in  the  conceptual  design  phase  and  the  rework  percentage  in  the  project.  In  the  SBCE 
approach,  having  higher  number  of  iteration  cycles  closes  the  gap  between  the  level  of 
concept  confidence  and  the  target  confidence,  thus  the  concept  does  not  contain  any 
epistemic uncertainty while receiving by downstream phases. Consequently, in project A less 
than  10  percent  of  tasks  are  reworked,  due  to  the  random  uncertainty,  throughout  the 
project. In contrary, in the PBCE approach, the confidence level in the final concept when 
sent  to  the downstream phases  is  still  low,  because  the  schedule  pressure  forces  design 
teams  to make  their  decision  about  the  final  concept  when  there  is  still  a  high  level  of 
uncertainty  in  the conceptual design phase. Consequently,  the concept  contains  the high 








































confidence  is  calculated  for different  scenarios  as  the  average of  the  level  of  confidence 







while  improves  quality.  Figure  112  to  Figure  114  shows  the  changes  in  the  total  design 
confidence  and  the  percentage  of  rework  for  projects  B,  C,  and  D.  the  SBCE  approach 
























are  performed.  For  other  scenarios,  the  number  of  iteration  cycles  decreases,  stepwise. 
Table 32 summarizes the differences made in the project performance measures between 
the base case scenario (representing the SBCE approach), and the scenario 1(representing 


















duration (%)  207.9  176.5  167.8  139.9 
Change in project 
cost (%)  308.4  225.8  179.8  122.8 
Change in rework 








concepts  at  the  front‐end  of  the  project  would  result  in  higher  project  performance. 
However,  the way concept  increasing affects  the project metrics  is unclear. Especially, as 
increasing the number of concepts is equal to allocating more resources at the upfront of the 
project which is expected to increase the total cost of the project. To clarify this process, the 
model  is run for all  four types of projects, while keeping all variables unchanged and  just 




number  of  concepts  increases  to  a  point  where  a  pattern  in  the  project  performance 
behaviour  emerges  and makes  it  possible  to  confidently  analyse  the  emerged  behaviour 
patterns. Other assumptions for these simulation runs are as below: 
‐ Iteration  in  each  phase  continues  until  the  level  of  epistemic  uncertainty  in  that 
phase falls to zero. As the uncertainty  level  in the model  is directly related to the 
level of confidence  in design, and design confidence  is  the main  indicator  for  the 
quality  of  final  product,  it  is  assumed  that  the  final  quality  would  not  be 
compromised for the project time and cost. 
‐ The starting time of each phase  is  fixed for each type of projects. This means the 














there  is  again  a  big  decline  in  the  project  cost,  almost  equal  to  the  total  cost  reduction 
between 2‐5 concepts. To understand the reason for such an unanticipated behaviour in the 
























‐ Type  1:  as  schematically  shown  in  Figure  117,  due  to  increasing  the  number  of 
concepts in case (b) compared to case (a), the convergence period starts after fewer 
number of iteration cycles. The reason is the dependency of the rate of uncertainty 
reduction  in  the conceptual design phase on  the number of concepts. Figure 118 
compares  the  rate of  reduction  the uncertainly  level  in  three different  scenarios. 
Based on the level of complexity in the project, the duration of each cycle of iteration 
differs.  Meanwhile,  each  iteration  cycle  decreases  the  epistemic  uncertainty  in 
design by gathering more information and increasing the knowledge about it (Kerga 





the  convergence  period  and  along  with  eliminating  the  inferior  concepts,  the 
duration of iteration cycles also reduces. So, elimination of an iteration cycle before 
the start of the convergence period, as represented  in Figure 117, have a greater 





























finishes  with  equal  number  of  iteration  cycles.  It  means  that  the  effect  of  the 
concepts  number  on  the  rate  of  uncertainty  reduction  is  not  large  enough  to 
eliminate  iteration  cycles.  But,  having  higher  number of  concepts  in  case  (b)  still 
shortens the duration of each iteration cycle. As the result, even if the number of 
iteration  cycles  does  not  change,  higher  number  of  concepts  leads  to  shorter 























Figure  122  shows  the  effect  of  increasing  the  number  of  concepts  on  the  duration  of 
conceptual design phase, for different scenarios in project A, which has the highest level of 
complexity among studied projects. Table 33 represents the slopes of different parts of the 
graph, based on  them, between  scenarios  3  to 4  and 5  to 8  the  graph  follows  the  same 

































design  implementations  (Malak et al., 2009), and contains a  level of uncertainty which  is 
reducible  to  some  extent  by  narrowing  down  the  partitioning.  The  rest  of  the  epistemic 
uncertainty  is  reducible  through  cycles  of  iterations  by  gathering  more  information  and 
increasing the knowledge about the design concepts. Moving from scenario 3 to 4, or from 
scenario  5  to  6  happen  by  increasing  one  concept,  however,  in  the  first  case where  the 
number of concepts is low and the level of uncertainty is high, adding one concept decreases 
the level of uncertainty with the higher rate, compared to the second case where the level 
of  uncertainty  in  lower  due  to  higher  number of  concepts.  This  difference  in  the  rate  of 








elimination of  iteration cycles  is more a discrete event, not happening continuously  in all 
cases when  the  design  space  is  partitioned more  narrowly  and  the  number  of  concepts 






the  conceptual  design  phase  starts  with  the minimum  number  of  concepts.  Adding  one 























of  concepts  in  each  scenario.  However,  as  discussed  earlier,  increasing  the  number  of 
concepts  also  results  in  the  reduction  of  the  duration  of  the  conceptual  design  phase 





cost of  this phase, and the combination of  these opposite effects results  in the nonlinear 
behaviour of the cost of the conceptual design phase. 
Figure  125  shows  the  changes  in  the  cost  of  conceptual  design  phase  of  project  A,  for 





shown  in  Figure 118 and  Figure 119.  The biggest deviation  from  the expected behaviour 
happens between scenarios 2 and 3, where a time‐consuming iteration cycle before the start 























and  duration  of  iteration  cycles  which  are  performed  to  reduce  the  level  of  epistemic 
uncertainty in concepts and to find the most feasible one for sending to downstream phases. 
Increasing  the  number  of  concepts  leads  to  higher  rates  of  uncertainty  reduction,  thus 
reducing the number and duration of iteration cycles. If increasing the number of concepts 



















closing  the  confidence  gap  and  terminating  the  phase.  The  rate  of  confidence 
increasing during  each  iteration  cycle,  according  to  Equation  23,  depends on  the 
concept  confidence.  However,  in  all  scenarios  defined  based  on  the  number  of 














increase  in  the  concurrency  between  this  phase  and  detail  design  phase,  thus 
increasing  the  level  of  corruption.  Similar  to  the work  of  Taylor  and  Ford  (2006) 
corruption  is modelled  using  a  flow of  tasks  to  the  ‘Tasks Not  Completed’  stock. 
These  tasks are added  to  the current  scope of  the phase and  increase  the phase 



















corruption  and  rework  shapes  the  performance  behaviour  of  detail  design  and  tooling 
phases.  While  the  number  of  iteration  cycles  is  unchanged,  increasing  the  number  of 





















concepts  results  in  lower  duration  in  all  phases,  the  project  duration  is  also  descending. 
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cost  reducing effect of  concept number,  due  to  shortening  the phase duration,  and  cost 
increasing effect, due to allocating more resources. Although between scenarios 2 and 3, and 









deviations  from  the expected behaviour  in  three points.  Between  scenarios  2  and 3,  the 
number of iteration cycles remains unchanged, but the convergence period starts sooner, so 































In all  three projects,  similar  to project A  (Figure 128),  the cost and duration of  the detail 










tasks  which  go  through  the  rework  cycle,  so  increasing  the  rework  percentage.  Both 
corruption  and  rework  percentages  result  in  increasing  the  duration  of  the  detail  design 
phase, while also increase the phase cost due to the need for allocation of more resources.  
The  deviations  from  the  expected  behaviour  in  all  graphs  follow  the  deviations  in  their 
corresponding conceptual design phases. From project B to D, it  is clear from Figures that 
the increase in the number of concepts shows less effect on the performance of the detail 
design phase.  In project B, between scenarios 2 and 10,  the duration of  the detail design 



















types  of  projects,  the  total  project  duration  and  cost  graphs  need  to  be  compared.  As 
explained before, the project duration is the sum of the duration of individual phases, minus 
the overlapping periods between them, and the project cost is the sum of the cost of each 













duration  reduces  about  18%,  while  the  project  cost  increases  only  3%.  For  1.3%  more 
reduction in the project duration by increasing the number of concepts to 10, the project 



























































them  does  not  have  any meaningful  effect  on  the  duration  of  these  projects,  while  still 
increases the cost of projects. As explained before and shown also in Figure 146 and Figure 
147, for projects B, C and D the optimum number of concepts in the conceptual design phase 











After  building  the  system dynamics model  of  LPD  in  Chapter  4  and  testing  its  validity  in 
Chapter 5, in this Chapter the model is used for analysing different scenarios built based on 
the third objective of this research. The SBCE approach, as one of the unique features of LPD, 
includes  frontloading  the  development  project  and  delaying  decisions,  while  working 
concurrently  on  sets  of  concepts  and  gradually  eliminating  the  less  feasible  concepts,  to 
allow the best concept  to emerge at  the end of  the conceptual design phase. One of  the 
variables which make  the  SBCE  approach  distinguishable  from  the  PBCE  approach  is  the 
duration of the conceptual design phase, including the period which all concepts are alive 
and design teams try to reduce the level of epistemic uncertainty about them by gathering 














































































the  developed  system  dynamics model  to  offer  an  insight  to  decision makers  about  the 
superiority of LPD over traditional approaches to development projects. The limitations of 
the  research  are  explained  and  the  opportunities  arising  from  the  developed model  are 
suggested for the future improvements and applications.  
The chapter is divided into 4 sections: after this introduction, a summary of the research is 







market  environment.  Innovative  approaches,  such  as  LPD,  has  recently  attracted  the 
attention of researchers and practitioners. The idea of Lean thinking and Lean Management 
first  introduced  in  the  manufacturing  environment,  after  years  of  extensive  study  on 
Japanese  car  manufacturing  companies,  especially  Toyota,  to  find  the  reasons  of  their 
outperformance. Their  findings which were published as books and  journal papers  in  late 







Lean  Management  has  not  been  limited  to  the  shop  floor  and  soon,  after  showing  its 
potentials,  has  been  spread  to  other  disciplines,  inside  and  outside  the  manufacturing 
industry.  Defining  five  principles  of  Lean  Thinking  by Womack  and  Jones  (1996) was  the 
starting  point  of  this  movement.  However,  to  be  adoptable  in  other  disciplines,  Lean 
management needs a set of applicable tools and techniques, in addition to its philosophical 
underpinnings.  Because  of  the  availability  of  these  tools  and  techniques  for  lean 
manufacturing,  extracted  from  Toyota  Production  System,  many  researchers  and 
practitioners have tried to adopt them in other disciplines. 
Similar  to  the  manufacturing  activities,  the  role  of  New  Product  Development  in  the 
outperformance of Japanese companies has also been emphasised by researchers such as 
Clark, Fujimoto, and Wheelwright, but Lean Product Development  (LPD)  is much younger 
than  Lean  manufacturing.  Over  almost  two  decades  from  the  first  appearance  of  Lean 
product development in research titles ('The difficult path to lean product development' by 
Karlsson and Åhlström, 1996), scholars have taken two parallel approaches to this topic. The 










objective  is  defined as  ‘finding  the  components of  lean applicable  in NPD which  result  in 
improving the efficiency and effectiveness of development projects’. To achieve this objective, 
in the first phase of the project, an in‐depth literature review is conducted to have a better 
understanding  about  two  approaches  to  LPD,  and  explain  the  concepts  of  efficiency  and 
effectiveness  in NPD projects. Based on the  literature review results  the ambiguity  in the 
definition  of  LPD  is  more  concerned  with  the  lack  of  distinction  between  levels  of  lean 
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implementation.  Lean  management  is  a  philosophy  which  is  applicable  through  its  five 
principles as defined by Womack and Jones at the strategic level of organizations. However, 






about  the waste and value  in NPD, distinguishing between  iteration cycles which are  the 
main sources of creating value in development projects, especially at the earlier stages of 
the  project,  and  rework  cycles  which  are  wasteful  and  reduce  the  process  efficiency,  is 
necessary.  Iteration  cycles  in  the  front‐end  of NPD projects  are  attributable  to  the  SBCE 
approach.  This  approach  not  only  increases  the  effectiveness  of  projects  through 




not  been  studied  so  far,  so  investigating  the  combined  effect  of  SBCE  and  concurrent 




traditional  PBCE  approach,  and  finding  the  underlying  structure  which  governs  the 
relationship between the SBCE approach, concurrent engineering, and the performance of 
NPD projects  is not possible with methods  such as  case  study.  In addition,  the  relevancy 
between the research objectives and the Systems Thinking approach, which emphasises on 
the  distinction  between  events,  patterns  of  events,  structures,  and  mental  models,  is 
discussed.  The  modelling  as  a  research  method,  in  general,  and  specifically,  the  system 
dynamics  modelling,  as  a  quantifiable  subcategory  of  systems  thinking  approach,  are 
explained as the method adopted for this research. The qualitative and quantitative stages 
of system dynamics modelling, and activities in these stages, including problem articulation 
and boundary  selection, defining  the dynamic hypothesis,  formulation and  testing of  the 











second  objective  of  the  research  is  defined  as  ‘developing  a  system  dynamics  model  to 
investigate the impact of LPD on the performance of development projects’. To achieve this 
objective in the Model Construction Chapter, first through a qualitative approach, the model 
boundary  is  defined  and  a  causal  loop  diagram  is  built  which  describes  the  dynamic 
hypothesis  of  the  model.  In  the  causal  loop  diagram,  the  schedule  pressure  loop  is 
representing the traditional PBCE approach in managing the NPD projects, while the SBCE 
loop is representing the SBCE approach. In addition, the concurrency loop and the rework 



















data,  by  estimating  the  values  of  unknown  constants  in  the  model.  It  is  done  using  an 
optimization process, by  formulating an objective  function, and optimization parameters, 
and using the built‐in optimization capability of Vensim® software. The final results show a 




The  implementation  phase  of  the  research  is  defined  in  response  to  the  third  research 









The  research provides  a  unique  classification of  constructs,  tools  and  techniques  of  LPD, 
found in literature, which provides a better understanding of this concept. Lean journey is 
evolutionary  by  its  nature,  which  seeks  improvement  through  a  gentle  but  continuous 
stream of changes. The first step in each study related to lean should be defining the specific 
area  in which  lean  is  needed  to be  applied,  and  finding  the  appropriate  approaches  and 
practices  based  on  that  understanding.  The  main  reason  for  misunderstandings  in  lean 
transformation programs is the failure to distinction between levels of lean implementation. 
Two levels for lean transformation programs are introduced in literature review chapter; the 
strategic  level  including  the  customer‐centred  strategic  thinking,  which  is  universal  and 
applicable everywhere, and the operational level including tools and techniques and process 










the  operational  level  in  manufacturing  and  NPD  requires  different  approaches  to  the 
processes,  tools  and  techniques,  and  the  same  approach  could  not  be  used  for  the 
implementation  of  lean  in  these  two  different  areas.  In  addition,  applying  lean 
manufacturing principles to NPD processes, although may result in some short‐term benefit, 
in  the  long‐term  produces  inconsistencies  due  to  fundamental  differences  between 






System,  SBCE,  Standardization,  and  Process  Management  are  fully  operational,  whereas 
Knowledge  Management,  Responsibility‐Based  Planning,  Strategic  Management,  and 
Supplier  Involvement  are  fully  strategic.  Process  Management  is  only  proposed  by  one 
researcher as an element of LPD. In addition, as the implementation of SBCE approach is not 
possible without having a standardized process in NPD, so it is presumed that studying SBCE 
approach covers  the subject of process  standardization. As  the  result  the combination of 
Concurrent  Engineering  and  Set‐based  approach  to  design  is  assumed  to  be  the  unique 
process‐specific approach in LPD.  
RQ2: What  is  the  impact of Set‐based approach  to design and concurrent Engineering as 
elements of LPD process structure on the performance of development projects? 
Building  and  validating  a  system  dynamics  model  with  some  unique  elements  and 























The  research  presented  in  this  thesis  contributes  to  the  knowledge  in  many  ways.  It  is 
believed  based  on  the  author’s  awareness  of  literature  related  to  LPD  and  the  in‐depth 
review carried out, that four key contributions are made. 
‐ So  far  researchers  have  implemented  different  approaches  to  LPD.  Different 
frameworks, constructs and tools have been introduced by researchers in the field 
of LPD which due to the ambiguity in the levels of lean implementation presented, 
especially  between  strategic  and  operational  levels,  do  not  give  a  common 
understanding about  LPD. Using a  comprehensive  literature  review,  this  research 
provides  a  unique  framework  to  classify  the  elements,  constructs,  tools  and 
techniques proposed for LPD. The framework helps researchers and practitioners to 


















concept  confidence,  as  the  result  of  SBCE  and  frontloading  the  projects,  on  the 
duration, cost and number of rework cycles in development projects. 
‐ A unique  structure  is  introduced  in  the model  to  show  the process of  narrowing 




of  the  SBCE  approach,  on  the  project  performance.  The  model  provides  the 






‐ Using  the  scenario analysis  the model  shows  the positive effect of  increasing  the 
duration of conceptual design phase on the performance measures in all different 
types of projects, while increasing the number of concepts have an optimum point 








There  are  a  number  of  limitations  associated  with  this  research,  which  could  be 
addressed in the future to improve the work presented in this thesis: 
‐ All  information  used  to  develop  the  causal‐loop  diagrams  for  the  model  in  this 
research  are  extracted  from  the  literature  review.  Another  approach  which  is 











model  to  be  generalizable  to  other  industries.  It  is  recommended  for  the  future 







the  future  research  it  is  recommended  to  investigate  the  combined  effects  of 
resource scarcity and process structure on the performance of NPD projects. 
‐ The  productivity  of  engineering  resources  is  assumed  constant  in  the  model. 
However,  it  is  evident  that  different  factors  such  as  the work  pressure,  working 











combination with  different  durations  of  the  conceptual  design  phase  for  several 





for  corruption  rate  and  a  better  understanding  about  its  effect  of  the  project 
performance measures.  
‐ The design confidence and target confidence are two variables introduced for the 
first  time  in  this model  to  control  the progress  of  the NPD project  based on  the 
perceived quality of the design. For the future research the idea could be developed 
more and detailed formulations for these variables could be developed, especially 






















































































































































































































































































































































































































































































































































































































































Constant  Auxiliary  Data  Subscript 
 
Type  Variable Name and Description 
#1 
F,A  
 
 
Add resource rate (Person/Month)  
Add resource rate [Phase,Project] = Add resource switch*IF THEN ELSE(Total 
desired resources[Phase,Project]>Total allocated 
resources[Phase,Project]:AND:Schedule pressure[Phase,Project]>1, Available 
resources[Phase,Project]/TIME STEP, 0) 
Present in 1 view:  
 Auxiliaries 
Used by: 
 Available resources  
#2 
C  
 
Add resource switch (Dmnl [0,1,1])  
= 0 
Description: If zero, schedule pressure does not have any effect of the number 
of resources available to be allocated to different phases of the project 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Add resource rate 
#3 
A  
 
Allocated resources‐ Completion (Person)  
Allocated resources‐ Completion [Phase,Project] = "Desired resources‐ 
Completion"[Phase,Project]*MIN(1,ZIDZ(Available 
resources[Phase,Project],Total desired resources[Phase,Project])) 
Present in 1 view:  
 Resource management 
Used by: 
 Completion capacity 
 Total allocated resources 
#4 
A  
 
Allocated resources‐ Rework (Person)  
Allocated resources‐ Rework [Phase,Project] = "Desired resources‐ 
Rework"[Phase,Project]*MIN(1,ZIDZ(Available resources[Phase,Project],Total 
desired resources[Phase,Project])) 
Present in 1 view:  
 Resource management 
Used by: 
 Rework capacity 
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 Total allocated resources 
#5 
A  
 
Allocated resources‐ Test (Person)  
Allocated resources‐ Test [Phase,Project] = "Desired resources‐ 
Test"[Phase,Project]*MIN(1,ZIDZ(Available resources[Phase,Project],Total 
desired resources[Phase,Project])) 
Present in 1 view:  
 Resource management 
Used by: 
 Test capacity 
 Total allocated resources 
#6 
LI,F,A  
 
 
Approve rate (Task/Month)  
Approve rate [Phase,Project] = MIN((1‐Rework 
probability[Phase,Project])*Tasks pending test[Phase,Project]/Test 
duration[Phase,Project],Test capacity[Phase,Project]) 
Present in 2 views:  
 Workflow 
 Performance measures 
Used by: 
 Tasks pending decision  
 Tasks pending test  
 Total activities per phase 
#7 
L  
 
Available resources (Person)  
Available resources [Phase,Project] = ∫Add resource rate[Phase,Project] dt + 
[Initial available resources[Phase,Project]] 
Description: The level of concurrency between phases.Note: 
Concurrency[Phase] is between the phase and its donstream phase, for 
example, Concurrency [Conceptual design] is between conceptual design and 
detail design phases. 
 Present in 2 views:  
 Resource management 
 Auxiliaries 
Used by: 
 Add resource rate 
 Allocated resources‐ Completion 
 Allocated resources‐ Rework 
 Allocated resources‐ Test 
#8 
F,A  
 
 
Change in phase time (Dmnl)  
Change in phase time [Phase,Project] = IF THEN ELSE(Tasks 
released[Phase,Project]+Sets reduced[Phase,Project]>=Total phase 
tasks[Phase,Project]*Completion definition:AND:Phase finish 
time[Phase,Project]=0,Time/TIME STEP,0) 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Phase finish time 
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#9 
F,A  
 
 
Change in project time (Dmnl)  
Change in project time [Project] = IF THEN ELSE(Phase finish time[Conceptual 
design,Project]<>0:AND:Phase finish time[Detail 
design,Project]<>0:AND:Phase finish time[Tooling,Project]<>0:AND:Project 
duration Model[Project]=0, Time/TIME STEP, 0) 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project duration Model 
#10 
A  
 
Completion capacity (Task/Month)  
Completion capacity [Phase,Project] = "Allocated resources‐ 
Completion"[Phase,Project]*Resource productivity[Phase] 
Present in 2 views:  
 Workflow 
 Resource management 
Used by: 
 Completion rate 
#11 
C  
 
Completion definition (Dmnl)  
= 0.99 
Present in 2 views:  
 Performance measures 
 Auxiliaries 
Used by: 
 Change in phase time 
 Concurrency  
#12 
A  
 
Completion duration (Month)  
Completion duration [Phase,Project] = Initial completion 
duration[Phase,Project] 
Description: Changes in completion time due to the learning effect 
Present in 3 views:  
 Workflow 
 Resource management 
 Auxiliaries 
Used by: 
 Completion rate 
 Desired resources‐ Completion 
 Rework duration  
 Test duration  
#13 
LI,F,A  
 
 
Completion rate (Task/Month)  
Completion rate [Conceptual design,Project] = IF THEN ELSE(Time>=Phase 
start time Actual[Conceptual design,Project], MIN(Tasks not 
completed[Conceptual design,Project]/Completion duration[Conceptual 
design,Project],Completion capacity[Conceptual design,Project]), 0) 
Completion rate [Detail design,Project] = IF THEN ELSE(Time>=Phase start time 
Actual[Detail design,Project]:OR:Phase finish time[Conceptual 
design,Project]<>0, MIN(Tasks not completed[Detail 
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design,Project]/Completion duration[Detail design,Project],Completion 
capacity[Detail design,Project]), 0) 
Completion rate [Tooling,Project] = IF THEN ELSE(Time>=Phase start time 
Actual[Tooling,Project]:OR:Phase finish time[Detail 
design,Project]<>0,MIN(Tasks not completed[Tooling,Project]/Completion 
duration[Tooling,Project],Completion capacity[Tooling,Project]), 0) 
Present in 2 views:  
 Workflow 
 Performance measures 
Used by: 
 Tasks not completed 
 Tasks pending test  
 Total activities per phase 
#14 
A  
 
Concurrency (Dmnl [0,1])  
Concurrency [Conceptual design,Project] = IF THEN ELSE(Tasks 
released[Conceptual design,Project]+Sets reduced[Conceptual 
design,Project]<=Total phase tasks[Conceptual design,Project]*Completion 
definition:AND:Time>=Phase start time Actual[Detail design,Project], 1, 0) 
Concurrency [Detail design,Project] = IF THEN ELSE(Tasks released[Detail 
design,Project]<=Total phase tasks[Detail design,Project]*Completion 
definition:AND:Time>=Phase start time Actual[Tooling,Project], 1, 0) 
Description: The level of overlap between phases. Note: Concurrency[Phase] is 
between the phase and its downstream phase, exp. Concurrency [Conceptual 
design] is between conceptual design and detail design phases  
Present in 1 view:  
 Auxiliaries 
Used by: 
 Corruption probability  
#15 
F,A  
 
 
Confidence increase rate (1/Month)  
Confidence increase rate [Conceptual design,Project] = IF THEN 
ELSE(Confidence increase switch[Conceptual design,Project]=1,(FC*No of 
iterations[Conceptual design,Project]^PI*No of concepts[Conceptual 
design,Project]^PC *Project Complexity[Project]^PS/ TIME STEP), 0) 
Confidence increase rate [Detail design,Project] = IF THEN ELSE(Confidence 
increase switch[Detail design,Project]=1,(FC*No of iterations[Detail 
design,Project]^PI*MIN(1,Design confidence[Conceptual design,Project])^(PD) 
*Project Complexity[Project]^PS/ TIME STEP) , 0) 
Confidence increase rate [Tooling,Project] = IF THEN ELSE(Confidence increase 
switch[Tooling,Project]=1,(FC*No of 
iterations[Tooling,Project]^PI*MIN(1,Design confidence[Conceptual 
design,Project])^(PD) *Project Complexity[Project]^PS/ TIME STEP) , 0) 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Design confidence  
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#16 
A  
 
Confidence increase switch (Dmnl)  
Confidence increase switch [Phase,Project] = IF THEN ELSE("Iteration rate 
(t+1)"[Phase,Project]>0:AND:Phase finish 
time[Phase,Project]=0:AND:Uncertainty[Phase,Project]>0, 1,0) 
Present in 2 views:  
 Auxiliaries 
 Auxiliaries 
Used by: 
 Confidence increase rate  
#17 
LI,C,F,A  
 
 
Convergence rate (Task/Month)  
Convergence rate [Conceptual design,Project] = IF THEN ELSE(Iteration 
switch[Conceptual design,Project]=0, 0,IF THEN ELSE(Iteration 
switch[Conceptual design,Project]=2, Reduction ratio[Project]*Tasks pending 
decision[Conceptual design,Project]/Decision time , 0)) 
Convergence rate [Detail design,Project] = 0 
Convergence rate [Tooling,Project] = 0 
Present in 1 view:  
 Workflow 
Used by: 
 Sets reduced  
 Tasks pending decision  
#18 
A  
 
Corruption duration (Month)  
Corruption duration [Phase] = TIME STEP 
Present in 1 view:  
 Workflow 
Used by: 
 Corruption rate 
#19 
C,A  
 
Corruption probability (Dmnl)  
Corruption probability [Conceptual design,Project] = 0 
Corruption probability [Detail design,Project] = IF THEN ELSE(Tasks 
remained[Conceptual design,Project]>=0 :AND: Concurrency[Conceptual 
design,Project]>0,F3*Rework probability[Conceptual design,Project], 0) 
Corruption probability [Tooling,Project] = IF THEN ELSE(Tasks remained[Detail 
design,Project]>=0:AND:Concurrency[Detail design,Project]>0,F3*Rework 
probability[Detail design,Project],0) 
Description: Probability of corrupting the work in upstream phase due to 
rework in downstream depends on the level of concurrency between phases, 
rework probability in upstream and interdependency between phases 
represented by F3(Maier, et al. 2014) used the term "change propagation" to 
address the corruption probability in design process 
Present in 2 views:  
 Workflow 
 Auxiliaries 
Used by: 
 Corruption rate 
#20 
F,A  
Corruption rate (Task/Month)  
Corruption rate [Phase,Project] = Corruption probability[Phase,Project]*Tasks 
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pending decision[Phase,Project]/Corruption duration[Phase] 
Present in 2 views:  
 Workflow 
 Auxiliaries 
Used by: 
 Tasks corrupted 
 Tasks not completed 
#21 
A  
 
Decision time (Month)  
= TIME STEP 
Present in 1 view:  
 Workflow 
Used by: 
 Convergence rate Release rate 
#22 
L  
 
Design confidence (Dmnl)  
Design confidence [Phase,Project] = ∫Confidence increase rate[Phase,Project] 
dt + [0] 
Description: the level of confidence in design built during the project 
Present in 3 views:  
 Parameters 
 Auxiliaries 
 Auxiliaries 
Used by: 
 Confidence increase rate  
 Rework probability  
 Uncertainty  
#23 
A  
 
Desired resources‐ Completion (Person)  
Desired resources‐ Completion [Conceptual design,Project] = IF THEN 
ELSE(Time>=Phase start time Actual[Conceptual design,Project],MAX(0,Tasks 
not completed[Conceptual design,Project]/Completion duration[Conceptual 
design,Project]/Resource productivity[Conceptual design])*No of 
concepts[Conceptual design,Project], 0) 
Desired resources‐ Completion [Detail design,Project] = IF THEN 
ELSE(Time>=Phase start time Actual[Detail design,Project]:OR:Phase finish 
time[Conceptual design,Project]<>0,MAX(0,Tasks not completed[Detail 
design,Project]/Completion duration[Detail design,Project]/Resource 
productivity[Detail design])*No of concepts[Detail design,Project], 0) 
Desired resources‐ Completion [Tooling,Project] = IF THEN ELSE(Time>=Phase 
start time Actual[Tooling,Project]:OR:Phase finish time[Detail 
design,Project]<>0,MAX(0,Tasks not completed[Tooling,Project]/Completion 
duration[Tooling,Project]/Resource productivity[Tooling])*No of 
concepts[Tooling,Project], 0) 
Present in 1 view:  
 Resource management 
Used by: 
 Allocated resources‐ Completion 
 Total desired resources 
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#24 
A  
 
Desired resources‐ Rework (Person)  
Desired resources‐ Rework [Phase,Project] = MAX(0,Tasks pending 
rework[Phase,Project]/Rework duration[Phase,Project]/Resource 
productivity[Phase])*No of concepts[Phase,Project] 
Present in 1 view:  
 Resource management 
Used by: 
 Allocated resources‐ Rework 
 Total desired resources 
#25 
A  
 
Desired resources‐ Test (Person)  
Desired resources‐ Test [Phase,Project] = MAX(0,Tasks pending 
test[Phase,Project]/Test duration[Phase,Project]/Resource 
productivity[Phase])*No of concepts[Phase,Project] 
Present in 1 view:  
 Resource management 
Used by: 
 Allocated resources‐ Test 
 Total desired resources 
#26 
D  
 
F1 (Dmnl)  
= GET XLS CONSTANTS('variables.xlsx', 'data', 'B2') 
Description: Determines the level of confidence in concepts when narrowing 
down starts during conceptual design phase 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Iteration switch 
#27 
D  
 
F2 (Dmnl [0,?,0.1])  
= GET XLS CONSTANTS('variables.xlsx', 'data', 'B3') 
Description: Control the rate of concurrency change, TC change, and reduction 
rate change 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Reduction increase rate 
 TC change rate 
#28 
D  
 
F3 (Dmnl)  
= GET XLS CONSTANTS('variables.xlsx', 'data', 'B4') 
Description: Affects the value of corruption and is affected by the 
interdependency between upstream and downstream phases. Equivalent to 
downstream sensitivity to upstream changes acc. to (1997 Krishnan, Eppinger) 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Corruption probability  
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#29 
D  
 
FC (Dmnl)  
= GET XLS CONSTANTS('variables.xlsx', 'data', 'B5') 
Description: the constant coefficient in "confidence increase rate" equation 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Confidence increase rate  
#30 
D  
 
FDJ (Month)  
FDJ [Project] = GET XLS CONSTANTS('Variables.xlsx', 'Time & Cost data', 'B7') 
Description: Final data judgement milestone. Finish of detail design phase. 
Present in 3 views:  
 Parameters 
 Performance measures 
 Auxiliaries 
Used by: 
 Phase deadline  
 Phase finish time Actual 
#31 
C  
 
FINAL TIME (Month)  
= 500 
Description: The final time for the simulation. 
Present in 1 view:  
 Performance measures 
Used by: 
 Project PO Rework  
#32 
F,A  
 
 
Increase no of iteration (1/Month)  
Increase no of iteration [Phase,Project] = IF THEN ELSE(Iteration 
rate[Phase,Project]>0:AND:Phase finish time[Phase,Project]=0,1/TIME STEP, 0) 
Present in 3 views:  
 Parameters 
 Performance measures 
 Auxiliaries 
Used by: 
 No of iterations  
#33 
D  
 
Initial available resources (Person)  
Initial available resources [Conceptual design,Project] = GET XLS 
CONSTANTS('Variables.xlsx', 'Data', 'c19') 
Initial available resources [Detail design,Project] = GET XLS 
CONSTANTS('Variables.xlsx', 'Data', 'c20') 
Initial available resources [Tooling,Project] = GET XLS 
CONSTANTS('Variables.xlsx', 'Data', 'c21') 
Description: Number of engineering resources available for the project 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Available resources  
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#34 
D  
 
Initial completion duration (Month)  
Initial completion duration [Conceptual design,Project] = GET XLS 
CONSTANTS('Variables.xlsx', 'Data', 'c26') 
Initial completion duration [Detail design,Project] = GET XLS 
CONSTANTS('Variables.xlsx', 'Data', 'c27') 
Initial completion duration [Tooling,Project] = GET XLS 
CONSTANTS('Variables.xlsx', 'Data', 'c28') 
Description: Average time required to initially complete a task (work package) 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Completion duration  
#35 
LI,C  
 
Initial reduction ratio (Dmnl [0,100,0.1])  
= 0.2 
Description: Normal reduction ratio for narrowing down concepts during 
conceptual design phase 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Reduction ratio  
#36 
D  
 
Initial rework probability (Dmnl)  
Initial rework probability [Conceptual design,Project] = GET XLS 
CONSTANTS('Variables.xlsx', 'Data', 'c23') 
Initial rework probability [Detail design,Project] = GET XLS 
CONSTANTS('Variables.xlsx', 'Data', 'c24') 
Initial rework probability [Tooling,Project] = GET XLS 
CONSTANTS('Variables.xlsx', 'Data', 'c25') 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Rework probability  
#37 
C  
 
INITIAL TIME (Month)  
= 0 
Description: The initial time for the simulation. 
Not Present In Any View 
Used by: 
 Time  
#38 
LI,A  
 
Iteration rate (Task/Month)  
Iteration rate [Conceptual design,Project] = IF THEN ELSE(Iteration 
switch[Conceptual design,Project]=0, 0,IF THEN ELSE(Iteration 
switch[Conceptual design,Project]=2, (1‐Reduction ratio[Project])*Tasks 
pending decision[Conceptual design, Project]/Iteration time,Tasks pending 
decision[Conceptual design, Project]/Iteration time)) 
Iteration rate [Detail design,Project] = IF THEN ELSE(Iteration switch[Detail 
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design,Project]=1,Tasks pending decision[Detail design,Project]/Iteration time, 
0 ) 
Iteration rate [Tooling,Project] = IF THEN ELSE(Iteration 
switch[Tooling,Project]=1,Tasks pending decision[Tooling,Project]/Iteration 
time, 0 ) 
Present in 3 views:  
 Workflow 
 Auxiliaries 
 Auxiliaries 
Used by: 
 Increase no of iteration 
 Iteration rate (t+1) 
 Tasks not completed 
 Tasks pending decision  
#39 
DE  
Iteration rate (t+1) (Task/Month)  
Iteration rate (t+1) [Phase,Project] = DELAY FIXED (Iteration 
rate[Phase,Project], TIME STEP, Iteration rate[Phase,Project]) 
Present in 1 view:  
 Auxiliaries 
Used by: 
 Confidence increase switch 
#40 
A  
 
Iteration switch (Dmnl)  
Iteration switch [Conceptual design,Project] = (IF THEN ELSE(Tasks 
remained[Conceptual design, Project]>=0 :OR: Phase finish time[Conceptual 
design,Project]<>0,0, IF THEN ELSE( Uncertainty[Conceptual 
design,Project]<=F1:AND:Tasks released[Conceptual design, Project]=0,2,1))) 
Iteration switch [Detail design,Project] = IF THEN ELSE(Uncertainty[Detail 
design,Project]>0:AND:Tasks remained[Detail design,Project]<0:AND:Tasks 
released[Detail design,Project]=0,1,0) 
Iteration switch [Tooling,Project] = IF THEN 
ELSE(Uncertainty[Tooling,Project]>0:AND:Tasks 
remained[Tooling,Project]<0:AND:Tasks released[Tooling,Project]=0,1,0) 
Present in 2 views:  
 Workflow 
 Auxiliaries 
Used by: 
 Convergence rate  
 Iteration rate 
#41 
A  
 
Iteration time (Month)  
= TIME STEP 
Present in 1 view:  
 Workflow 
Used by: 
 Iteration rate 
#42 
D  
 
J1 (Month)  
J1 [Project] = GET XLS CONSTANTS('Variables.xlsx', 'Time & Cost data', 'B8') 
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Description: Job No 1. Start of mass production 
Present in 3 views:  
 Parameters 
 Performance measures 
 Auxiliaries 
Used by: 
 Phase deadline  
 Phase finish time Actual 
#43 
C  
 
Max Reduction ratio (Dmnl)  
= 0.95 
Present in 1 view:  
 Auxiliaries 
Used by: 
 Reduction increase rate 
#44 
C  
 
Min target confidence (Dmnl)  
= 0.5 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 TC change rate 
#45 
C,D  
 
No of concepts (Dmnl [1,?,1])  
No of concepts [Conceptual design,Project] = GET XLS 
CONSTANTS('Variables.xlsx', 'Data', 'c22') 
No of concepts [Detail design,Project] = 1 
No of concepts [Tooling,Project] = 1 
Description: No of concepts working on simultaneously during conceptual 
design phase. for all other phases it should be equal to 1 showing just 1 
concept is sent for detail design phase 
Present in 4 views:  
 Parameters 
 Resource management 
 Auxiliaries 
 Auxiliaries 
Used by: 
 Confidence increase rate  
 Desired resources‐ Completion 
 Desired resources‐ Rework 
 Desired resources‐ Test 
 Release switch  
 Time required  
#46 
L  
 
No of iterations (Dmnl)  
No of iterations [Phase,Project] = ∫Increase no of iteration[Phase,Project] dt 
+ [0] 
Description: Number of iteration during phases of the project 
Present in 2 views:  
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 Parameters 
 Auxiliaries 
Used by: 
 Confidence increase rate  
 Total No of iteration 
#47 
D  
 
PC (Dmnl [1,?])  
= GET XLS CONSTANTS('variables.xlsx', 'data', 'B6') 
Description: The strength of number of concepts effect: P(Concept) 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Confidence increase rate  
#48 
D  
 
PD (Dmnl)  
= GET XLS CONSTANTS('variables.xlsx', 'data', 'B7') 
Description: The strength of the effect of the final design confidence in 
upstream phase: P(design confidence ) 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Confidence increase rate  
#49 
L  
 
Person Month (Month*Person)  
Person Month [Conceptual design,Project] = ∫Total allocated 
resources[Conceptual design,Project] dt + [0] 
Person Month [Detail design,Project] = ∫Total allocated resources[Detail 
design,Project] dt + [0] 
Person Month [Tooling,Project] = ∫Total allocated resources[Tooling,Project] 
dt + [0] 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Phase cost 
#50 
D  
 
PG (Dmnl)  
= GET XLS CONSTANTS('variables.xlsx', 'data', 'B8') 
Description: The strength of design confidence effect in rework probability 
equation: P(Design Confidence) 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Rework probability  
 275 
 
#51 
Sub  
 
Phase  
: Conceptual design, Detail design, Tooling 
Present in 6 views:  
 Parameters 
 Workflow 
 Resource management 
 Performance measures 
 Auxiliaries 
 Auxiliaries 
Used by: 
 Add resource rate 
 Allocated resources‐ Completion 
 Allocated resources‐ Rework 
 Allocated resources‐ Test 
 Approve rate 
 Available resources  
 Change in phase time 
 Change in project time 
 Completion capacity 
 Completion duration  
 Completion rate 
 Concurrency  
 Confidence increase rate  
 Confidence increase switch 
 Convergence rate  
 Corruption probability  
 Corruption rate 
 Design confidence  
 Desired resources‐ Completion 
 Desired resources‐ Rework 
 Desired resources‐ Test 
 Increase no of iteration 
 Iteration rate 
 Iteration rate (t+1) 
 Iteration switch 
 No of iterations  
 Person Month 
 Phase cost 
 Phase finish time 
 Phase finish time2 
 Phase percent released 
 Phase PO finish time 
 Phase time (t+1) 
 Project cost curve 
 Project cost Model 
 Project PO 
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 Reduction increase rate 
 Release rate 
 Release switch 
 Rework capacity 
 Rework detection rate 
 Rework duration  
 Rework per phase 
 Rework probability  
 Rework rate 
 Reworks per project 
 Schedule pressure 
 Sets reduced  
 Target confidence  
 Tasks corrupted 
 Tasks not completed 
 Tasks pending decision  
 Tasks pending rework  
 Tasks pending test  
 Tasks released  
 Tasks remained  
 TC change rate 
 Test capacity 
 Test duration  
 Time available 
 Time required  
 Total activities per phase 
 Total allocated resources 
 Total capacity 
 Total design confidence  
 Total desired resources 
 Total No of iteration 
 Total phase tasks 
 Total project activities 
 Total project tasks 
 Total tasks released 
 Uncertainty  
#52 
A  
 
Phase cost ($)  
Phase cost [Phase,Project] = Person Month[Phase,Project]*Unit cost 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project cost curve 
 Project cost Model 
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#53 
A  
 
Phase deadline (Month)  
Phase deadline [Conceptual design,Project] = IF THEN ELSE(Time<PSC[Project], 
PSC[Project], PTC[Project]) 
Phase deadline [Detail design,Project] = FDJ[Project] 
Phase deadline [Tooling,Project] = J1[Project] 
Description: projects milestones 
Present in 1 view:  
 Auxiliaries 
Used by: 
 Time available 
#54 
L  
 
Phase finish time (Month)  
Phase finish time [Phase,Project] = ∫Change in phase time[Phase,Project] dt + 
[0] 
Present in 6 views:  
 Parameters 
 Workflow 
 Resource management 
 Performance measures 
 Auxiliaries 
 Auxiliaries 
Used by: 
 Change in phase time 
 Change in project time 
 Completion rate 
 Confidence increase switch 
 Desired resources‐ Completion 
 Increase no of iteration 
 Iteration switch 
 Phase finish time2 
 Phase time (t+1) 
 Project cost Model 
 Rework probability  
#55 
A  
 
Phase finish time Actual (Month)  
Phase finish time Actual [Conceptual design,Project] = PTC[Project] 
Phase finish time Actual [Detail design,Project] = FDJ[Project] 
Phase finish time Actual [Tooling,Project] = J1[Project] 
Present in 1 view:  
 Performance measures 
Used by: 
 Phase PO finish time 
#56 
D  
 
Phase finish time weight (Dmnl)  
= GET XLS CONSTANTS('Variables.xlsx', 'Weights', 'B3') 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
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 Project PO 
#57 
A  
 
Phase finish time2 (Month)  
Phase finish time2 [Phase,Project] = Phase finish time[Phase,Project]‐"Phase 
time (t+1)"[Phase,Project] 
Present in 1 view:  
 Performance measures 
Used by: 
 Phase PO finish time 
#58 
A  
 
Phase percent released (Dmnl)  
Phase percent released [Phase,Project] = ZIDZ((Sets 
reduced[Phase,Project]+Tasks released[Phase,Project]),Total phase 
tasks[Phase,Project]) 
Present in 1 view:  
 Auxiliaries 
Used by: 
 This is a supplementary variable. 
#59 
A  
 
Phase PO finish time (Dmnl)  
Phase PO finish time [Phase,Project] = IF THEN ELSE(Phase finish 
time2[Phase,Project]=0, 0, ZIDZ((Phase finish time2[Phase,Project]‐Phase 
finish time Actual[Phase,Project])^2,Phase finish time2[Phase,Project]^2 
+Phase finish time Actual[Phase,Project]^2)) 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project PO 
#60 
D  
 
Phase start time Actual (Month)  
Phase start time Actual [Phase,A] = GET XLS CONSTANTS('Variables.xlsx', 'Time 
& Cost data', 'B17') 
Phase start time Actual [Phase,B] = GET XLS CONSTANTS('Variables.xlsx', 'Time 
& Cost data', 'B18') 
Phase start time Actual [Phase,C] = GET XLS CONSTANTS('Variables.xlsx', 'Time 
& Cost data', 'B19') 
Phase start time Actual [Phase,D] = GET XLS CONSTANTS('Variables.xlsx', 'Time 
& Cost data', 'B20') 
Present in 4 views:  
 Parameters 
 Workflow 
 Resource management 
 Auxiliaries 
Used by: 
 Completion rate 
 Concurrency  
 Desired resources‐ Completion 
 Rework probability  
#61 
DE  
Phase time (t+1) (Month)  
Phase time (t+1) [Phase,Project] = DELAY FIXED (Phase finish 
 279 
 
time[Phase,Project],TIME STEP,Phase finish time[Phase,Project]) 
Present in 1 view:  
 Performance measures 
Used by: 
 Phase finish time2 
#62 
D  
 
PI (Dmnl [1,?,0.1])  
= GET XLS CONSTANTS('variables.xlsx', 'data', 'B9') 
Description: The strength of iteration effect: P(Iteration) 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Confidence increase rate  
#63 
L  
 
PO total (Dmnl)  
= ∫Project PO total/TIME STEP dt + [0] 
Present in 1 view:  
 Performance measures 
Used by: 
 This is a supplementary variable. 
#64 
Sub  
 
Project  
: A, B, C, D 
Description: A: project complexity=4; B: project complexity=3; C: project 
complexity=2; D: project complexity=1 
Present in 6 views:  
 Parameters 
 Workflow 
 Resource management 
 Performance measures 
 Auxiliaries 
 Auxiliaries 
Used by: 
 Add resource rate 
 Allocated resources‐ Completion 
 Allocated resources‐ Rework 
 Allocated resources‐ Test 
 Approve rate 
 Available resources  
 Change in phase time 
 Change in project time 
 Completion capacity 
 Completion duration  
 Completion rate 
 Concurrency  
 Confidence increase rate  
 Confidence increase switch 
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 Convergence rate  
 Corruption probability  
 Corruption rate 
 Design confidence  
 Desired resources‐ Completion 
 Desired resources‐ Rework 
 Desired resources‐ Test 
 Increase no of iteration 
 Iteration rate 
 Iteration rate (t+1) 
 Iteration switch 
 No of iterations  
 Person Month 
 Phase cost 
 Phase deadline  
 Phase finish time 
 Phase finish time Actual 
 Phase finish time2 
 Phase percent released 
 Phase PO finish time 
 Phase time (t+1) 
 Project cost curve 
 Project cost Model 
 Project duration (t+1) 
 Project duration Model 
 Project duration‐ Model2 
 Project percent complete 
 Project percent corrupted 
 Project percent reworked Model 
 Project PO 
 Project PO Cost 
 Project PO Rework  
 Project PO Rework Curve 
 Project PO total 
 Reduction increase rate 
 Reduction ratio  
 Release rate 
 Release switch  
 Rework capacity 
 Rework detection rate 
 Rework duration  
 Rework per phase 
 Rework probability  
 Rework rate 
 Reworks per project 
 Schedule pressure 
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 Sets reduced  
 Target confidence  
 Tasks corrupted 
 Tasks not completed 
 Tasks pending decision  
 Tasks pending rework  
 Tasks pending test  
 Tasks released  
 Tasks remained  
 TC change rate 
 Test capacity 
 Test duration  
 Time available 
 Time required  
 Total activities per phase 
 Total allocated resources 
 Total capacity 
 Total design confidence  
 Total desired resources 
 Total No of iteration 
 Total phase tasks 
 Total project activities 
 Total project tasks 
 Total tasks released 
 Uncertainty  
#65 
D  
 
Project cost Actual ($)  
Project cost Actual [Project] = GET XLS CONSTANTS('Variables.xlsx', 'Time & 
Cost data', 'B9') 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project PO Cost 
#66 
A  
 
Project cost curve ($)  
Project cost curve [Project] = ∑(Phase cost[Phase!,Project]) 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 This is a supplementary variable. 
#67 
A  
 
Project cost Model ($)  
Project cost Model [Project] = IF THEN ELSE(Phase finish time[Conceptual 
design,Project]<>0:AND:Phase finish time[Detail 
design,Project]<>0:AND:Phase finish time[Tooling,Project]<>0, ∑(Phase 
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cost[Phase!,Project]), 0) 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project PO Cost 
#68 
D  
 
Project cost weight (Dmnl)  
= GET XLS CONSTANTS('Variables.xlsx', 'Weights', 'B1') 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project PO 
#69 
DE  
Project duration (t+1) (Month)  
Project duration (t+1) [Project] = DELAY FIXED (Project duration 
Model[Project],TIME STEP,Project duration Model[Project]) 
Present in 1 view:  
 Performance measures 
Used by: 
 Project duration‐ Model2 
#70 
L  
 
Project duration Model (Month)  
Project duration Model [Project] = ∫Change in project time[Project] dt + [0] 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Change in project time 
 Project duration (t+1) 
 Project duration‐ Model2 
 Project PO Rework  
#71 
A  
 
Project duration‐ Model2 (Month)  
Project duration‐ Model2 [Project] = Project duration Model[Project]‐"Project 
duration (t+1)"[Project] 
Present in 1 view:  
 Performance measures 
Used by: 
 Project PO Cost 
#72 
A  
 
Project percent complete (Dmnl)  
Project percent complete [Project] = Total tasks released[Project]/Total 
project tasks[Project]*100 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 This is a supplementary variable. 
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#73 
A  
 
Project percent corrupted (Dmnl)  
Project percent corrupted [Project] = Tasks corrupted[Project]/Total project 
activities 0[Project]*100 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 This is a supplementary variable. 
#74 
LI,D,F,A  
 
 
Project percent reworked Actual (Dmnl)  
Project percent reworked Actual [A] = GET XLS DATA('Variables.xlsx', 'Rework 
data', 'A', 'B3') 
Project percent reworked Actual [B] = GET XLS DATA('Variables.xlsx', 'Rework 
data', 'A', 'C3') 
Project percent reworked Actual [C] = GET XLS DATA('Variables.xlsx', 'Rework 
data', 'A', 'D3') 
Project percent reworked Actual [D] = GET XLS DATA('Variables.xlsx', 'Rework 
data', 'A', 'E3') 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project PO Rework Curve 
#75 
LI,F,A  
 
 
Project percent reworked Model (Dmnl)  
Project percent reworked Model [Project] = ZIDZ(Reworks per 
project[Project],Total project activities 0[Project])*100 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project PO Rework Curve 
#76 
A  
 
Project PO (Dmnl)  
Project PO [Project] = ∑(Phase PO finish time[Phase!,Project])*Phase finish 
time weight+Project PO Cost[Project]*Project cost weight+Project PO 
Rework[Project]*Project rework weight 
Present in 1 view:  
 Performance measures 
Used by: 
 Project PO total 
#77 
A  
 
Project PO Cost (Dmnl)  
Project PO Cost [Project] = IF THEN ELSE("Project duration‐ 
Model2"[Project]=0, 0, ZIDZ((Project cost Model[Project]‐Project cost 
Actual[Project])^2, Project cost Model[Project]^2+Project cost 
Actual[Project]^2)) 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
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 Project PO 
#78 
A  
 
Project PO Rework (Dmnl)  
Project PO Rework [Project] = IF THEN ELSE(Time=FINAL TIME‐2*TIME 
STEP,Project PO Rework Curve[Project]/IF THEN ELSE(Project duration 
Model[Project]=0, FINAL TIME, Project duration Model[Project]), 0) 
Description: Normalized squared error of project percent reworked 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project PO 
#79 
L  
 
Project PO Rework Curve (Month)  
Project PO Rework Curve [Project] = ∫ZIDZ((Project percent reworked 
Model[Project]‐Project percent reworked Actual[Project])^2, Project percent 
reworked Model[Project]^2+Project percent reworked Actual[Project]^2) dt + 
[0] 
Present in 1 view:  
 Performance measures 
Used by: 
 Project PO Rework  
#80 
F,A  
 
 
Project PO total (Dmnl)  
= ∑(Project PO[Project!]) 
Present in 1 view:  
 Performance measures 
Used by: 
 PO total 
#81 
D  
 
Project rework weight (Dmnl)  
= GET XLS CONSTANTS('Variables.xlsx', 'Weights', 'B2') 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project PO 
#82 
D  
 
Project Complexity (Dmnl)  
Project Complexity [Project] = GET XLS CONSTANTS('Variables.xlsx', 'Time & 
Cost data', 'B3') 
Description: The level of innovativeness of the project 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Confidence increase rate  
#83 
D  
 
PS (Dmnl)  
= GET XLS CONSTANTS('variables.xlsx', 'data', 'B10') 
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Description: The strength of project complexity effect: P(Complexity) 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Confidence increase rate  
#84 
D  
 
PSC (Month)  
PSC [Project] = GET XLS CONSTANTS('Variables.xlsx', 'Time & Cost data', 'B5') 
Description: Program strategy confirmed milestone. Start of narrowing down 
concepts during conceptual design phase 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Phase deadline  
#85 
D  
 
PTC (Month)  
PTC [Project] = GET XLS CONSTANTS('Variables.xlsx', 'Time & Cost data', 'B6') 
Description: Program target compatibility milestone. Finish of conceptual 
design phase. A single concept in confirmed. 
Present in 3 views:  
 Parameters 
 Performance measures 
 Auxiliaries 
Used by: 
 Phase deadline Phase finish time Actual 
#86 
F,A  
 
 
Reduction increase rate (1/Month)  
Reduction increase rate [Project] = IF THEN ELSE(Schedule 
pressure[Conceptual design,Project]>1:AND:Uncertainty[Conceptual 
design,Project]>0:AND:Reduction ratio[Project]<Max Reduction ratio, F2/TIME 
STEP, 0) 
Present in 1 view:  
 Auxiliaries 
Used by: 
 Reduction ratio  
#87 
L  
 
Reduction ratio (Dmnl)  
Reduction ratio [Project] = ∫Reduction increase rate[Project] dt + [Initial 
reduction ratio] 
Description: The rate of narrowing down sets of concepts during conceptual 
design phase.  
Present in 2 views:  
 Workflow 
 Auxiliaries 
Used by: 
 Convergence rate  
 Iteration rate 
 Reduction increase rate 
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#88 
LI,F,A  
 
 
Release rate (Task/Month)  
Release rate [Phase,Project] = (IF THEN ELSE(Release 
switch[Phase,Project]=1,Tasks pending decision[Phase,Project]/Decision time, 
0)) 
Present in 1 view:  
 Workflow 
Used by: 
 Tasks pending decision  
 Tasks released  
#89 
A  
 
Release switch (Dmnl)  
Release switch [Conceptual design,Project] = IF THEN ELSE(Sets 
reduced[Conceptual design,Project]>=Scope[Conceptual design,Project]*(No 
of concepts[Conceptual design,Project]‐1)/No of concepts[Conceptual 
design,Project]:OR:Uncertainty[Conceptual design,Project]=0, 1, 0) 
Release switch [Detail design,Project] = (IF THEN ELSE(Uncertainty[Detail 
design,Project]<=0, 1, 0)) 
Release switch [Tooling,Project] = (IF THEN 
ELSE(Uncertainty[Tooling,Project]<=0, 1, 0)) 
Description: it is defined for conceptual design phase based on the idea that 
narrowing down concepts continue to a point that only one concept remains as 
the final selected concept to send for detail design. 
Present in 2 views:  
 Workflow 
 Auxiliaries 
Used by: 
 Release rate 
#90 
C  
 
Resource productivity (Task/(Person*Month))  
Resource productivity [Phase] = 1 
Description: The productivity, although constant in this model, depends on the 
work pressure and Task complexity effects. 
Present in 2 views:  
 Parameters 
 Resource management 
Used by: 
 Completion capacity 
 Desired resources‐ Completion 
 Desired resources‐ Rework 
 Desired resources‐ Test 
 Rework capacity 
 Test capacity 
 Total capacity 
#91 
A  
 
Rework capacity (Task/Month)  
Rework capacity [Phase,Project] = "Allocated resources‐ 
Rework"[Phase,Project]*Resource productivity[Phase] 
Present in 2 views:  
 Workflow 
 Resource management 
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Used by: 
 Rework rate 
#92 
LI,F,A  
 
 
Rework detection rate (Task/Month)  
Rework detection rate [Phase,Project] = MIN(Tasks pending 
test[Phase,Project]*Rework probability[Phase,Project]/Test 
duration[Phase,Project],Test capacity[Phase,Project]) 
Present in 2 views:  
 Workflow 
 Performance measures 
Used by: 
 Tasks pending rework  
 Tasks pending test  
 Total activities per phase 
#93 
A  
 
Rework duration (Month)  
Rework duration [Phase,Project] = 0.5*Completion duration[Phase,Project] 
Description: Average time required to rework a task (work package) if it is 
found faulty during test. Acc. to Browning and Eppinger (2002), often it takes 
less effort to rework an activity than to do it the first time, so here it is 
assumed to be the half of completion duration. 
Present in 3 views:  
 Workflow 
 Resource management 
 Auxiliaries 
Used by: 
 Desired resources‐ Rework 
 Rework rate 
#94 
L  
 
Rework per phase (Task)  
Rework per phase [Conceptual design,Project] = ∫Rework rate[Conceptual 
design,Project] dt + [0] 
Rework per phase [Detail design,Project] = ∫Rework rate[Detail 
design,Project] dt + [0] 
Rework per phase [Tooling,Project] = ∫Rework rate[Tooling,Project] dt + [0] 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Reworks per project 
#95 
A  
 
Rework probability (Dmnl)  
Rework probability [Conceptual design,Project] = IF THEN ELSE(Time>=Phase 
start time Actual[Conceptual design,Project]:AND:Tasks released[Conceptual 
design,Project]=0,Initial rework probability[Conceptual design,Project]*(1‐
Design confidence[Conceptual design,Project])^PG, 0) 
Rework probability [Detail design,Project] = IF THEN ELSE((Time>=Phase start 
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time Actual[Detail design,Project]:OR:Phase finish time[Conceptual 
design,Project]<>0):AND:Tasks released[Detail design,Project]=0,Initial rework 
probability[Detail design,Project]*(1‐Design confidence[Detail 
design,Project])^PG, 0) 
Rework probability [Tooling,Project] = IF THEN ELSE((Time>=Phase start time 
Actual[Tooling,Project]:OR:Phase finish time[Detail 
design,Project]<>0):AND:Tasks released[Tooling,Project]=0,Initial rework 
probability[Tooling,Project]*(1‐Design confidence[Tooling,Project])^PG, 0) 
Description: The probability of rework during each phase of the project. the 
amount of rework probability reduces during the project due to the learning 
effect and the reduction of uncertainty. 
Present in 2 views:  
 Workflow 
 Auxiliaries 
Used by: 
 Approve rate 
 Corruption probability  
 Rework detection rate 
#96 
LI,F,A  
 
 
Rework rate (Task/Month)  
Rework rate [Phase,Project] = MIN(Tasks pending 
rework[Phase,Project]/Rework duration[Phase,Project],Rework 
capacity[Phase,Project]) 
Present in 2 views:  
 Workflow 
 Performance measures 
Used by: 
 Rework per phase 
 Tasks pending rework  
 Tasks pending test Total activities per phase 
#97 
A  
 
Reworks per project (Task)  
Reworks per project [Project] = ∑(Rework per phase[Phase!,Project]) 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Project percent reworked Model 
#98 
A  
 
SAVEPER (Month [0,?])  
= TIME STEP 
Description: The frequency with which output is stored. 
Not Present In Any View 
#99 
A  
 
Schedule pressure (Dmnl)  
Schedule pressure [Phase,Project] = Time required[Phase,Project]/Time 
available[Phase,Project] 
Present in 1 view:  
 Auxiliaries 
Used by: 
 Add resource rate 
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 Reduction increase rate 
 TC change rate 
#100 
D  
 
Scope (Task [0,?,1])  
Scope [Conceptual design,Project] = GET XLS CONSTANTS('Variables.xlsx', 
'Data', 'c16') 
Scope [Detail design,Project] = GET XLS CONSTANTS('Variables.xlsx', 'Data', 
'c17') 
Scope [Tooling,Project] = GET XLS CONSTANTS('Variables.xlsx', 'Data', 'c18') 
Description: Number of tasks (work packages) per phase (In Conceptual design 
phase, no of tasks (work packages) per concept) 
Present in 3 views:  
 Parameters 
 Workflow 
 Auxiliaries 
Used by: 
 Release switch  
 Tasks not completed 
#101 
L  
 
Sets reduced (Task)  
Sets reduced [Phase,Project] = ∫Convergence rate[Phase,Project] dt + [0] 
Description: Tasks (work packages) related to concepts reduced during 
conceptual design phase 
Present in 4 views:  
 Parameters 
 Workflow 
 Performance measures 
 Auxiliaries 
Used by: 
 Change in phase time 
 Concurrency  
 Phase percent released 
 Release switch  
 Total phase tasks 
 Total tasks released 
#102 
L  
 
Target confidence (Dmnl)  
Target confidence [Phase,Project] = ∫‐TC change rate[Phase,Project] dt + [1] 
Description: Desired level of confidence in design. The initial value of target 
confidence is assumed to be 100% for each phase which could be reduced as 
the result of schedule pressures. 
Present in 1 view:  
 Auxiliaries 
Used by: 
 TC change rate 
 Uncertainty  
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#103 
L  
 
Tasks corrupted (Task)  
Tasks corrupted [Project] = ∫∑(Corruption rate[Phase!,Project]) dt + [0] 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Project percent corrupted 
#104 
L  
 
Tasks not completed (Task)  
Tasks not completed [Phase,Project] = ∫Corruption 
rate[Phase,Project]+Iteration rate[Phase,Project]‐Completion 
rate[Phase,Project] dt + [Scope[Phase,Project]] 
Present in 3 views:  
 Workflow 
 Resource management 
 Auxiliaries 
Used by: 
 Completion rate 
 Desired resources‐ Completion 
 Tasks remained  
#105 
L  
 
Tasks pending decision (Task)  
Tasks pending decision [Phase,Project] = ∫Approve rate[Phase,Project]‐
Convergence rate[Phase,Project]‐Iteration rate[Phase,Project]‐Release 
rate[Phase,Project] dt + [0] 
Description: Tasks approved waiting to be released 
Present in 2 views:  
 Workflow 
 Auxiliaries 
Used by: 
 Convergence rate  
 Corruption rate 
 Iteration rate 
 Release rate 
 Total phase tasks 
#106 
L  
 
Tasks pending rework (Task)  
Tasks pending rework [Phase,Project] = ∫Rework detection 
rate[Phase,Project]‐Rework rate[Phase,Project] dt + [0] 
Description: Tasks (work packages) faulty waiting for rework 
Present in 3 views:  
 Workflow 
 Resource management 
 Auxiliaries 
Used by: 
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 Desired resources‐ Rework 
 Rework rate 
 Tasks remained  
#107 
L  
 
Tasks pending test (Task)  
Tasks pending test [Phase,Project] = ∫Completion 
rate[Phase,Project]+Rework rate[Phase,Project]‐Approve rate[Phase,Project]‐
Rework detection rate[Phase,Project] dt + [0] 
Description: Tasks (work packages) completed waiting for test 
Present in 3 views:  
 Workflow 
 Resource management 
 Auxiliaries 
Used by: 
 Approve rate 
 Desired resources‐ Test 
 Rework detection rate 
 Tasks remained 
#108 
L  
 
Tasks released (Task)  
Tasks released [Phase,Project] = ∫Release rate[Phase,Project] dt + [0] 
Description: Tasks (work packages) released to the next phase 
Present in 4 views:  
 Parameters 
 Workflow 
 Performance measures 
 Auxiliaries 
Used by: 
 Change in phase time 
 Concurrency  
 Iteration switch 
 Phase percent released 
 Rework probability  
 Total phase tasks 
 Total tasks released 
#109 
A  
 
Tasks remained (Task)  
Tasks remained [Phase,Project] = Tasks not completed[Phase,Project]+Tasks 
pending rework[Phase,Project]+Tasks pending test[Phase,Project] 
Description: Total number of tasks (work packages) per phase waiting for 
action 
Present in 2 views:  
 Auxiliaries 
 Auxiliaries 
Used by: 
 Corruption probability  
 Iteration switch 
 292 
 
 Time required  
 Total phase tasks 
#110 
F,A  
 
 
TC change rate (1/Month)  
TC change rate [Phase,Project] = IF THEN ELSE(Schedule 
pressure[Phase,Project]>1:AND:Uncertainty[Phase,Project]>0:AND:Target 
confidence[Phase,Project]>Min target confidence, F2/TIME STEP, 0) 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Target confidence  
#111 
A  
 
Test capacity (Task/Month)  
Test capacity [Phase,Project] = "Allocated resources‐ 
Test"[Phase,Project]*Resource productivity[Phase] 
Present in 2 views:  
 Workflow 
 Resource management 
Used by: 
 Approve rate 
 Rework detection rate 
#112 
A  
 
Test duration (Month)  
Test duration [Phase,Project] = Completion duration[Phase,Project] 
Description: Average time required to test a task (work package) after 
completion. here it is assumed to be equal to completion duration acc. to 
(Ford, Sterman, 1998). 
Present in 3 views:  
 Workflow 
 Resource management 
 Auxiliaries 
Used by: 
 Approve rate 
 Desired resources‐ Test 
 Rework detection rate 
#113 
A  
 
Time available (Month)  
Time available [Phase,Project] = MAX(Phase deadline[Phase,Project]‐
Time,TIME STEP) 
Present in 1 view:  
 Auxiliaries 
Used by: 
 Schedule pressure 
#114 
A  
 
Time required (Month)  
Time required [Phase,Project] = ZIDZ(Tasks remained[Phase,Project]*No of 
concepts[Phase,Project],Total capacity[Phase,Project]) 
Description: Time required to complete each phase 
Present in 1 view:  
 Auxiliaries 
Used by: 
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 Schedule pressure 
#115 
C,F  
 
 
TIME STEP (Month [0,?])  
= 0.015625 
Description: The time step for the simulation. 
Present in 5 views:  
 Parameters 
 Workflow 
 Performance measures 
 Auxiliaries 
 Auxiliaries 
Used by: 
 Add resource rate 
 Change in phase time 
 Change in project time 
 Confidence increase rate  
 Corruption duration 
 Decision time 
 Increase no of iteration 
 Iteration rate (t+1) 
 Iteration time 
 Phase time (t+1) 
 PO total 
 Project duration (t+1) 
 Project PO Rework  
 Reduction increase rate 
 SAVEPER  
 TC change rate 
 Time available 
#116 
L  
 
Total activities per phase (Task)  
Total activities per phase [Conceptual design,Project] = ∫Approve 
rate[Conceptual design,Project]+Completion rate[Conceptual 
design,Project]+Rework detection rate[Conceptual design,Project]+Rework 
rate[Conceptual design,Project] dt + [0] 
Total activities per phase [Detail design,Project] = ∫Approve rate[Detail 
design,Project]+Completion rate[Detail design,Project]+Rework detection 
rate[Detail design,Project]+Rework rate[Detail design,Project] dt + [0] 
Total activities per phase [Tooling,Project] = ∫Approve 
rate[Tooling,Project]+Completion rate[Tooling,Project]+Rework detection 
rate[Tooling,Project]+Rework rate[Tooling,Project] dt + [0] 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
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 Total project activities 
#117 
F,A  
 
 
Total allocated resources (Person)  
Total allocated resources [Phase,Project] = "Allocated resources‐ 
Completion"[Phase,Project]+"Allocated resources‐ 
Rework"[Phase,Project]+"Allocated resources‐ Test"[Phase,Project] 
Present in 3 views:  
 Resource management 
 Performance measures 
 Auxiliaries 
Used by: 
 Add resource rate 
 Person Month 
 Total capacity 
#118 
A  
 
Total capacity (Task/Month)  
Total capacity [Phase,Project] = Total allocated 
resources[Phase,Project]*Resource productivity[Phase] 
Present in 2 views:  
 Resource management 
 Auxiliaries 
Used by: 
 Time required  
#119 
A  
 
Total design confidence (Dmnl)  
Total design confidence [Project] = (MIN(1,Design confidence[Conceptual 
design,Project])+MIN(1,Design confidence[Detail 
design,Project])+MIN(1,Design confidence[Tooling,Project]))/3*100 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 This is a supplementary variable. 
#120 
A  
 
Total desired resources (Person)  
Total desired resources [Phase,Project] = "Desired resources‐ 
Completion"[Phase,Project]+"Desired resources‐ 
Test"[Phase,Project]+"Desired resources‐ Rework"[Phase,Project] 
Present in 2 views:  
 Resource management 
 Auxiliaries 
Used by: 
 Add resource rate 
 Allocated resources‐ Completion 
 Allocated resources‐ Rework 
 Allocated resources‐ Test 
#121 
A  
 
Total No of iteration (Dmnl)  
Total No of iteration [Project] = ∑(No of iterations[Phase!,Project]) 
Present in 1 view:  
 Parameters 
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Used by: 
 This is a supplementary variable. 
#122 
A  
 
Total phase tasks (Task)  
Total phase tasks [Phase,Project] = Tasks remained[Phase,Project]+Tasks 
released[Phase,Project]+Tasks pending decision[Phase,Project]+Sets 
reduced[Phase,Project] 
Present in 2 views:  
 Performance measures 
 Auxiliaries 
Used by: 
 Change in phase time 
 Concurrency  
 Phase percent released 
 Total project tasks 
#123 
A  
 
Total project activities (Task)  
Total project activities [Project] = ∑(Total activities per phase[Phase!,Project]) 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 This is a supplementary variable. 
#124 
D  
 
Total project activities 0 (Task)  
Total project activities 0 [Project] = GET XLS CONSTANTS('Variables.xlsx', 
'Data', 'c14') 
Description: Final number of activities in a project extracted from Total Project 
activity curve.  
Present in 3 views:  
 Parameters 
 Performance measures 
 Auxiliaries 
Used by: 
 Project percent corrupted 
 Project percent reworked Model 
#125 
A  
 
Total project tasks (Task)  
Total project tasks [Project] = Total phase tasks[Conceptual 
design,Project]+Total phase tasks[Detail design,Project]+Total phase 
tasks[Tooling,Project] 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Project percent complete 
#126 
A  
 
Total tasks released (Task)  
Total tasks released [Project] = Tasks released[Conceptual 
design,Project]+Tasks released[Detail design,Project]+Tasks 
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released[Tooling,Project]+Sets reduced[Conceptual design,Project] 
Present in 2 views:  
 Parameters 
 Auxiliaries 
Used by: 
 Project percent complete 
#127 
A  
 
Uncertainty (Dmnl)  
Uncertainty [Phase,Project] = MAX(0,(Target confidence[Phase,Project]‐Design 
confidence[Phase,Project])) 
Description: Equals to the gap between the design confidence and the 
targeted confidence for each phase of the project. the initial value of target 
confidence is assumed to be 100% for each phase which could be reduced due 
to schedule pressures. 
Present in 2 views:  
 Auxiliaries 
 Auxiliaries 
Used by: 
 Confidence increase switch 
 Iteration switch 
 Reduction increase rate 
 Release switch  
 TC change rate 
#128 
D  
 
Unit cost ($/(Person*Month))  
= GET XLS CONSTANTS('Variables.xlsx', 'Data', 'c15') 
Description: Unit cost depends on the phase and project 
Present in 2 views:  
 Parameters 
 Performance measures 
Used by: 
 Phase cost 
 
 
 
 
