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DIRAC-COULOMB OPERATORS WITH GENERAL
CHARGE DISTRIBUTION
II. THE LOWEST EIGENVALUE
MARIA J. ESTEBAN, MATHIEU LEWIN, AND E´RIC SE´RE´
Abstract. Consider an electron moving in the Coulomb potential −µ∗
|x|−1 generated by any non-negative finite measure µ. It is well known
that the lowest eigenvalue of the corresponding Schro¨dinger operator
−∆/2 − µ ∗ |x|−1 is minimized, at fixed mass µ(R3) = ν, when µ is
proportional to a delta. In this paper we investigate the conjecture
that the same holds for the Dirac operator −iα · ∇ + β − µ ∗ |x|−1.
In a previous work on the subject we proved that this operator is well
defined and that its eigenvalues are given by min-max formulas. Here
we show that there exists a critical number ν1 below which the lowest
eigenvalue does not dive into the lower continuum spectrum, for all
µ > 0 with µ(R3) < ν1. Our main result is that for all 0 6 ν <
ν1, there exists an optimal measure µ > 0 giving the lowest possible
eigenvalue at fixed mass µ(R3) = ν, which concentrates on a compact
set of Lebesgue measure zero. The last property is shown using a new
unique continuation principle for Dirac operators.
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1. Introduction
Consider a non-negative finite Borel measure µ on R3 and the correspond-
ing linear Schro¨dinger operator
−∆
2
− µ ∗ 1|x| ,
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which describes a non-relativistic electron moving in the Coulomb poten-
tial generated by the charge distribution µ. The lowest eigenvalue of this
operator is given by the variational principle
λ1
(
−∆
2
− µ ∗ 1|x|
)
= inf
ϕ∈H1(R3)´
R3 |ϕ|2=1
{
1
2
ˆ
R3
|∇ϕ(x)|2 dx−
ˆ
R3
(
µ ∗ 1| · |
)
(x)|ϕ(x)|2 dx
}
(1)
and from this we deduce immediately that it is a concave function of µ.
Therefore, it is minimized, at fixed mass µ(R3) = ν, when µ is proportional
to a delta and we have
λ1
(
−∆
2
− µ ∗ 1|x|
)
> λ1
(
−∆
2
− µ(R
3)
|x|
)
= −µ(R
3)2
2
(2)
for every µ > 0. The interpretation is that the lowest possible electronic
energy is reached by taking the most concentrated charge distribution, at
fixed total charge µ(R3).
In the presence of a large charge distribution µ, for instance generated
by a heavy nucleus, the electron will naturally attain high velocities, of the
order of the speed of light. Relativistic effects then become important and
a proper description should involve the Dirac operator [49, 18]. One should
therefore replace the above Schro¨dinger operator by
D0 − µ ∗ 1|x| = −i
3∑
j=1
αj∂xj + β − µ ∗
1
|x| (3)
where α1, α2, α3, β are the Dirac matrices recalled below in (6). Such an
operator will not be well defined for all measures µ, due to the fact that
the Coulomb potential has a critical scaling with regard to the order-one
differential operator D0. In a previous paper [20] we proved the existence of
a distinguished self-adjoint extension for D0 − µ ∗ |x|−1 in the energy space
H1/2(R3,C4), under the sole assumptions that
|µ|(R3) <∞ and |µ({R})| < 1 for all R ∈ R3.
In other words, no atom with a weight larger or equal than one is allowed
in the measure µ. In the energy space H1/2(R3,C4), this is known to be
the optimal condition when µ is a single delta. In addition, in [20] we
characterized the domain using a method introduced in [21, 22] and recently
revisited in [19, 46]. This method allowed us to provide min-max formulas
for the eigenvalues in the gap [−1, 1], following [24, 13, 19, 46].
From a physical point of view, it seems natural to expect that the lowest
eigenvalue
λ1
(
D0 − µ ∗ 1|x|
)
of the relativistic electron will be minimized for the Dirac measure µ(R3)δ0,
like in the Schro¨dinger case (2). The minimum over all µ’s would then be
equal to
√
1− µ(R3)2 [49]. This is our main conjecture in this paper and
we can unfortunately not solve it completely. The reason it is much more
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difficult than in the Schro¨dinger case is that the lowest Dirac eigenvalue is
given by a min-max formula and not by a minimum like in (1). Although
one can show that λ1(D0 − µ ∗ |x|−1) is monotone in µ, it is not obviously
concave and this prevents us from using a simple argument such as (2).
The monotonicity implies already that the conjecture holds for a radially
symmetric measure µ, because we then have the pointwise bound(
µ ∗ 1| · |
)
(x) 6
µ(R3)
|x| ,
by Newton’s theorem [35]. Therefore the problem reduces to knowing whether
the radial symmetry can be broken.1 In the case when µ is the sum of two
deltas, our conjecture is supported by numerical simulations [4, 41] and it
was already mentioned by Klaus in [32, p. 478] and by Briet-Hogreve in [6,
Sec. 2.4].
To make some progress on this conjecture, we investigate in this paper
the detailed properties of the lowest possible eigenvalue among all possible
measures µ with a fixed maximal charge µ(R3). That is, we look at the
variational problem
λ1(ν) := inf
µ>0
µ(R3)6ν
λ1
(
D0 − µ ∗ 1|x|
)
. (4)
We define the largest number
2
π
2 +
2
π
< ν1 6 1
for which λ1(ν) > −1 for all ν ∈ [0, ν1), that is, the first eigenvalue can never
attain the bottom of the spectral gap for any measure µ so that µ(R3) < ν1.
As we will prove, the constant ν1 is also the best constant in the Hardy-type
inequality
ˆ
R3
|σ · ∇ϕ|2
µ ∗ |x|−1 dx >
ν21
µ(R3)2
ˆ
R3
(
µ ∗ 1|x|
)
|ϕ|2 dx
for every ϕ ∈ C∞c (R3,C2) and every µ > 0, where σ1, σ2, σ3 are here the
2 × 2 Pauli matrices recalled later in (7). In this language, our conjecture
means that ν1 = 1 and λ1(ν) =
√
1− ν2.
Our main result on the minimization problem (4) is Theorem 5 below,
which states that for any sub-critical 0 6 ν < ν1 there exists at least one
minimizing measure for λ1(ν) and that any such minimizer must necessarily
concentrate on a compact set of Lebesgue measure zero. The last property
is shown by using a unique continuation principle for Dirac operators which
we have not been able to locate in the literature and which is the object of
Appendix A. Our main results are all stated in the next section.
1In this spirit, think of the second Dirichlet eigenvalue of a domain Ω ⊂ Rd which
is also given by a min-max formula and is minimized at fixed |Ω| by two disjoint balls
(Hong-Krahn-Szego¨ inequality) on the contrary to the first eigenvalue, which is minimized
by a unique ball (Faber-Krahn inequality) [25].
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2. Main results
2.1. Dirac operators with a general charge distribution. In this sec-
tion we recall several results from [20] concerning Dirac operators of the
form (3). We work in a system of units for which m = c = ~ = 1. The free
Dirac operator D0 is given by
D0 = −iα ·∇+ β = −i
3∑
k=1
αk∂xk + β, (5)
where α1, α2, α3 and β are Hermitian matrices which satisfy the following
anticommutation relations: αkαℓ + αℓαk = 2 δkℓ 1 4,αkβ + βαk = 0,
β2 = 1 4.
The usual representation in 2× 2 blocks is given by
β =
(
I2 0
0 −I2
)
, αk =
(
0 σk
σk 0
)
(k = 1, 2, 3) , (6)
where the Pauli matrices are defined as
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (7)
The operator D0 is self-adjoint on H
1(R3,C4) and its spectrum is Sp(D0) =
(−∞,−1] ∪ [1,∞) [49].
In [20, Thm. 1], we have shown that under the sole condition that
|µ|(R3) <∞, |µ({R})| < 1 for all R ∈ R3, (8)
the operatorD0−µ∗|x|−1 has a unique self-adjoint extension on H1(R3,C4),
whose domain is included in H1/2(R3,C4). The domain of the extension
satisfies
D
(
D0 − µ ∗ 1|x|
)
⊂ H1
R3 \ K⋃
j=1
Br(Rj)
 (9)
for all r > 0, where R1, ..., RK ∈ R3 are all the points so that |µ({Rj})| >
1/2. In addition, this operator is the norm-resolvent limit of the similar
operators with a truncated Coulomb potential. This result is an exten-
sion of several older works on the subject (reviewed for instance in [19,
Sec. 1.3]), which have however been mainly concerned with potentials point-
wise bounded by a pure Coulomb potential ν/|x|. The case of a finite sum
of deltas was considered by Nenciu [45] and Klaus [32].
In [20, Thm. 2–3] we have then considered the particular case when µ > 0
and we have proved that the domain of the operator can be written in the
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D(D0 − Vµ) =
{
Ψ =
(
ϕ
χ
)
∈ L2(R3,C4) :
ϕ ∈ Vµ, D0Ψ− VµΨ ∈ L2(R3,C4)
}
(10)
with the Hilbert space
Vµ =
{
ϕ ∈ L2(R3,C2) : ∃g ∈ L2(R3,C2), σ · ∇ϕ = (1 + Vµ)1/2g
}
.
(11)
Here we have defined for shortness the Coulomb potential
Vµ := µ ∗ 1|x| .
In the above formulas, D0Ψ, VµΨ and σ · ∇ϕ are understood in the sense
of distributions. That one can characterize the domain of the distinguished
self-adjoint extension in terms of an elliptic-type space for the upper spinor
ϕ was realized first in [21, 22] and later revisited in [19, 46].
For the convenience of the reader, let us quickly recall how the two-
component space Vµ naturally arises in the four-component Dirac problem.
It is convenient to consider the eigenvalue equation
(D0 − Vµ)Ψ = λΨ, Ψ =
(
ϕ
χ
)
for the four-component wavefunction Ψ and to rewrite it in terms of the
upper and lower components ϕ and χ as{
(1− Vµ)ϕ− iσ · ∇χ = λϕ,
−(1 + Vµ)χ− iσ · ∇ϕ = λχ.
Solving the equation for χ and inserting it in the equation of ϕ, one finds
(at least formally) that(
−σ · ∇ 1
1 + λ+ Vµ
σ · ∇+ 1− λ− Vµ
)
ϕ = 0. (12)
With these manipulations, we have therefore transformed the (strongly in-
definite) Dirac eigenvalue problem for Ψ into an elliptic eigenvalue problem,
nonlinear in the parameter λ, for the upper spinor ϕ. This is reminiscent of
the Schur complement formula and the Feshbach-Schur method (see, e.g., [2,
Sec. 2.3.1]), and has some interesting numerical advantages for Dirac oper-
ators [17, 10, 34, 54]. The formal operator on the left of (12) is associated
with the quadratic form
qλ(ϕ) :=
ˆ
R3
|σ · ∇ϕ|2
1 + λ+ Vµ
dx+
ˆ
R3
(1− λ− Vµ)|ϕ|2 (13)
and we proved in [20] that this quadratic form is bounded from below, and
equivalent to the Vµ–norm
‖ϕ‖Vµ :=
(ˆ
R3
|σ · ∇ϕ(x)|2
1 + Vµ(x)
dx+
ˆ
R3
|ϕ(x)|2 dx
)1/2
, (14)
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for all λ > −1, under the sole condition that µ > 0 and (8) holds. This
allows one to give a meaning to the operator in (12) by means of the Riesz-
Friedrichs method. This is how the space Vµ naturally arises for the upper
component ϕ.
It turns out that there is a variational interpretation of (12) in the four-
spinor space, which is related to the fact that the energy 〈Ψ, (D0 − Vµ)Ψ〉
(interpreted here in the quadratic form sense in H1/2(R3,C4)) is essentially
concave in χ and convex in ϕ. More precisely, let us define as in [20] the
min-max values
λk(D0 − Vµ) := inf
W subspace of F+
dim W=k
sup
Ψ∈(W⊕F−)\{0}
〈Ψ, (D0 − Vµ)Ψ〉
‖Ψ‖2 (15)
for k > 1, where F is any chosen vector space satisfying
C∞c (R
3,C4) ⊆ F ⊆ H1/2(R3,C4) ,
and
F+ :=
{
Ψ =
(
ϕ
0
)
∈ F
}
, F− :=
{
Ψ =
(
0
χ
)
∈ F
}
.
Then it is proved in [20] that for µ > 0 satisfying (8) and µ 6= 0,
(i) λk(D0 − Vµ) is independent of the chosen space F ;
(ii) λk(D0 − Vµ) ∈ [−1, 1) for all k;
(iii) limk→∞ λk(D0 − Vµ) = 1;
(iv) If k0 is the first integer so that λk0(D0 − Vµ) > −1, then (λk(D0 −
Vµ))k>k0 are all the eigenvalues of D0 − Vµ in the interval (−1, 1),
arranged in non-decreasing order and repeated in case of multiplicity.
This extends to the case of general Coulomb potentials several previous
results about min-max formulas for eigenvalues of Dirac operators [24, 13,
14, 15, 16, 42, 43, 19, 46].
Finally, we recall the Birman-Schwinger principle [44, 32] which states
that λ ∈ (−1, 1) is an eigenvalue of D0− Vµ if and only if 1 is an eigenvalue
of the bounded self-adjoint operator
Kλ =
√
Vµ
1
D0 − λ
√
Vµ.
The spectrum of Kλ is increasing with λ. This operator was studied at
length by Klaus [32] for µ the sum of two deltas and in [20] for general
measures.
In this paper, we are particularly interested in understanding the first
min-max level λ1(D0−Vµ). Our first goal will be to determine under which
condition on the mass of µ this number is larger than −1, hence is the first
eigenvalue.
2.2. Definition of two critical coupling constants ν0 and ν1. Let us
consider any non-negative finite measure µ 6= 0 and call
νmax(µ) := max
R∈R3
µ({R}) ∈ [0,∞)
its largest atom. As we have recalled in the previous section, the operator
D0 − tµ ∗ 1|x|
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has a distinguished self-adjoint extension for all 0 6 t < νmax(µ)
−1, by [20,
Thm. 1]. The min-max formula (15) and the Birman-Schwinger principle
hold. Next we consider the ray {tµ}t>0 and ask ourselves at which mass
tµ(R3) the first eigenvalue crosses 0 or approaches the bottom −1 of the
spectral gap. We therefore look at the first min-max level as in (15)
λ1(D0 − tVµ) := inf
ϕ∈H1/2(R3,C2)\{0}
sup
χ∈H1/2(R3,C2)
〈(
ϕ
χ
)
, (D0 − tVµ)
(
ϕ
χ
)〉
‖ϕ‖2 + ‖χ‖2
with the potential Vµ = µ ∗ |x|−1, for all 0 6 t < νmax(µ)−1. Then t 7→
λ1(D0 − tVµ) is a non-increasing continuous function of t which is the first
eigenvalue of D0− tVµ as soon as it stays above −1, by [20, Thm. 4]. In the
limit t→ 0 we have
lim
t→0+
λ1(D0 − tVµ) = 1,
that is, for small t the first eigenvalue emerges from +1. We have two choices
here. Either the eigenvalue decreases and approaches the bottom of the gap
−1 at some critical t < νmax(µ)−1, or it stays above it in the whole interval
(0, νmax(µ)
−1). We call
ν1(µ) := µ(R
3) sup
{
t < νmax(µ)
−1 : λ1(D0 − Vtµ) > −1
}
the corresponding critical mass. Similarly, we may define
ν0(µ) := µ(R
3) sup
{
t < νmax(µ)
−1 : λ1(D0 − Vtµ) > 0
}
.
This is the unique value of tµ(R3) for which the first eigenvalue is equal to
0 if it exists (otherwise it is taken equal to µ(R3)/νmax(µ)). Of course we
could look at a similarly-defined critical number νλ(µ) for all λ ∈ (−1, 1)
but we concentrate on the cases λ ∈ {0, 1} since we think they play a special
role.
By continuity and monotonicity we have λ1(D0 − tVµ) > 0 for all 0 6
tµ(R3) < ν0(µ) and λ1(D0 − tVµ) > −1 for all 0 < tµ(R3) < ν1(µ). As an
example, in the pure Coulomb case µ = δ0 we have
νmax(δ0) = ν0(δ0) = ν1(δ0) = 1.
The first eigenvalue reaches 0 but it never approaches −1.
Note that our definitions are invariant if we multiply the measure µ by
any positive number:
νmax(tµ) = t νmax(µ), ν0(tµ) = ν0(µ), ν1(tµ) = ν1(µ).
When discussing ν0(µ) and ν1(µ) it will often be convenient to take µ a
probability measure. But when looking at the first eigenvalue, our measures
µ will be assumed to satisfy the condition µ(R3) 6 ν. We hope this does
not create any confusion.
In this paper we are interested in the following minimization problems:
ν0 := inf
µ>0
µ6=0
ν0(µ), ν1 := inf
µ>0
µ6=0
ν1(µ) (16)
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which are respectively the smallest charge for which an eigenvalue can ap-
proach 0 or −1, for every probability measure µ. For ν < ν1 we also study
the minimization problem
λ1(ν) = inf
µ>0
µ(R3)6ν
λ1
(
D0 − µ ∗ 1|x|
)
. (17)
Since ν < ν1, then we know that the eigenvalue in the infimum is always
greater than −1. As we will see later in Theorem 5, it turns out that we
also have λ1(ν) > −1 for all ν < ν1.
The minimization problem (17) is one of our main motivations for study-
ing Dirac operators with general charge densities µ. Indeed, even if we
restrict the minimization to µ ∈ C∞c (R3,R+), a minimizing sequence will
always converge to a singular measure, as will be proved in Theorem 5 below.
2.3. Characterization of the critical couplings. Our main first result
is a characterization of the two numbers in (16) by a formula based on the
Birman-Schwinger principle or on Hardy inequalities. Since we study here
ν0 and ν1, it is convenient to work with probability measures µ throughout.
Theorem 1 (The critical coupling constants ν0 and ν1). We have
1
ν0
= sup
µ>0
µ(R3)=1
∥∥∥∥∥
√
µ ∗ 1|x|
1
α · p+ β
√
µ ∗ 1|x|
∥∥∥∥∥
L2(R3,C4)→L2(R3,C4)
(18)
and
1
ν1
= sup
µ>0
µ(R3)=1
∥∥∥∥∥
√
µ ∗ 1|x|
1
σ · p
√
µ ∗ 1|x|
∥∥∥∥∥
L2(R3,C2)→L2(R3,C2)
= sup
µ>0
µ(R3)=1
∥∥∥∥∥
√
µ ∗ 1|x|
1
α · p
√
µ ∗ 1|x|
∥∥∥∥∥
L2(R3,C4)→L2(R3,C4)
= sup
µ>0
µ(R3)=1
max Sp
(√
µ ∗ 1|x|
1
D0 + 1
√
µ ∗ 1|x|
)
. (19)
Here p = −i∇ and the functions in the square roots are interpreted as mul-
tiplication operators. In addition, we have the estimates
0.9 ≃ 2π
2 +
2
π
6 ν0 6 ν1 6 1. (20)
The proof of Theorem 1 is provided later in Section 3
Remark 2. On the third line of (19) we compute the maximum of the
spectrum, not the norm. The operator in the parenthesis is not necessarily
bounded from above for singular measures µ. Indeed, using that
1
D0 + 1
=
D0 − 1
|p|2 =
1
α · p +
β − 1
|p|2
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and letting again Vµ := µ ∗ |x|−1, we obtain√
Vµ
1
D0 + 1
√
Vµ =
√
Vµ
1
α · p
√
Vµ + (β − 1)
√
Vµ
1
|p|2
√
Vµ. (21)
The first operator is bounded by Kato’s inequality
1
|x| 6
π
2
|p| (22)
and the second is non-positive since β 6 1. The second operator has a unique
(Friedrichs) non-positive self-adjoint extension. This is our interpretation
of the operator in the parenthesis.
Remark 3 (Estimate on the first eigenvalue for µ(R3) < ν0). When µ > 0
and µ(R3) < ν0 we can give a simple estimate on the first eigenvalue by
using the Birman-Schwinger principle. For −1 < E < 1, we write√
Vµ
1
D0 − E
√
Vµ =
√
Vµ
1
D0
√
Vµ +
√
Vµ
E
(D0 − E)D0
√
Vµ
and use (18) and |D0 − E|−1 6 (1−E)−1 to infer∥∥∥∥√Vµ 1D0 − E√Vµ
∥∥∥∥ 6 µ(R3)ν0 + πµ(R
3)
2
E
1− E .
The right side is < 1 for
E <
ν0 − µ(R3)
π
2 ν0µ(R
3) + ν0 − µ(R3) .
By the Birman-Schwinger principle, this shows that
λ1
(
D0 − µ ∗ 1|x|
)
>
ν0 − µ(R3)
π
2ν0µ(R
3) + ν0 − µ(R3) (23)
for all positive measures µ such that µ(R3) < ν0. In Theorem 4 below we
explain how to use this bound for signed measures.
Due to the singularity of the resolvent at −1 it is not obvious to provide
a similar bound for µ(R3) < ν1.
The formula (19) can be interpreted in the form of Hardy-type inequalities
similar to those studied in [13, 12, 11, 3, 7]. Indeed, denoting again Vµ =
µ ∗ |x|−1 for shortness, the first line in (19) means that∥∥∥∥√Vµ 1σ · p√Vµu
∥∥∥∥2
L2(R3,C2)
6
‖u‖2L2(R3,C2)
ν21
µ(R3)2
for all u ∈ L2(R3,C2) and all positive measures µ. After letting u = V −1/2µ σ ·
p ϕ with ϕ ∈ C∞c (R3,C2), we obtain that ν1 is also the best constant in the
Hardy-type inequality
ˆ
R3
|σ · ∇ϕ|2
µ ∗ |x|−1 dx >
ν21
µ(R3)2
ˆ
R3
µ ∗ 1|x| |ϕ|
2 dx (24)
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for every ϕ ∈ C∞c (R3,C2) and every positive measure µ on R3. From (20),
the inequality is known to already hold with the constant 2/(π/2 + 2/π)
instead of ν21 . This can also be written in the form
ν21 = inf
µ,ϕ∈C∞c (R3,C2)
ϕ 6=0, µ>0
0<µ(R3)<∞
µ(R3)2
ˆ
R3
|σ · ∇ϕ|2
µ ∗ |x|−1 dxˆ
R3
(
µ ∗ |x|−1) |ϕ|2 dx . (25)
Similarly, one can see that ν0 is the best constant in the Hardy-type inequal-
ity ˆ
R3
|σ · ∇ϕ|2
1 + µ ∗ |x|−1 dx > ν
2
0
ˆ
R3
(
−1 + µ ∗ 1|x|
)
|ϕ|2 dx (26)
for every ϕ ∈ C∞c (R3,C2) and every probability measure µ.
Now we come to our main conjecture which can be expressed as follows.
Conjecture 1 (Optimality for a delta). We have
λ1(ν) = λ1(D0 − ν|x|−1) =
√
1− ν2 (27)
for all 0 6 ν < 1. This implies
ν0 = ν1 = 1. (28)
The conjecture states that the first eigenvalue λ1(D0 − Vµ) is minimal
when µ = µ(R3)δ0, that is, in the pure Coulomb case. Recall that the simi-
lar property holds in the Schro¨dinger case (2). A stronger conjecture would
be that λ1(D0 − Vµ) is a concave function of µ, but we do not commit our-
selves in this direction since this might fail in the strong relativistic regime,
whereas (27) could still remain true. Conjecture 1 implies immediately an
earlier conjecture made in [20] which was restricted to multi-center Coulomb
potentials. As was mentioned in the introduction, the conjecture holds for
radially symmetric measures by Newton’s theorem and numerical simula-
tions from [4, 41] suggest that it also holds for µ the sum of two identical
deltas.
2.4. An estimate for signed measures. Before turning to the properties
of the lowest possible eigenvalue λ1(ν), we mention a useful result concerning
the critical number ν0. The following gives the persistence of a gap for signed
measures.
Theorem 4 (Gap for signed measures). Let µ = µ+ − µ− be a signed
measure with µ± > 0 and
ν± := µ±(R3) < ν0,
the critical number defined in (16). Then the Dirac-Coulomb operator
D0 − µ ∗ 1|x| ,
as defined in [20, Thm. 1], has the gap around the origin(
−λ1
(
D0 − µ− ∗ 1|x|
)
, λ1
(
D0 − µ+ ∗ 1|x|
))
DIRAC-COULOMB OPERATORS WITH GENERAL CHARGE DISTRIBUTION II 11
which contains the interval (− λ1(ν−) , λ1(ν+))
where we recall that λ1(ν) is defined in (17).
Similar results were proved in [16, 23]. Note that the bound (23) implies
that the gap also contains the interval(
− ν0 − ν−π
2ν0ν− + ν0 − ν−
,
ν0 − ν+
π
2 ν0ν+ + ν0 − ν+
)
.
In [23] it was even proved that there exists a constant c = c(ν−, ν+) > 0 so
that |D0 − µ ∗ |x|−1| > c|D0| and this was important for establishing some
properties of solutions to Dirac-Fock equations.
Proof. One possibility is to use the min-max principle for D0 − Vµ in the
spectral decomposition of D0 ∓ Vµ± and a continuation principle in the
spirit of [13] which states that the eigenvalues of D0 − (tµ+ − sµ−) ∗ |x|−1
are all decreasing in t and increasing in s. We provide here a different proof
based on the Birman-Schwinger principle and the resolvent formula. Since
µ+(R
3) < ν0, the operator D0 − Vµ+ has its discrete spectrum included in
(λ1(D0−Vµ+), 1) with λ1(D0−Vµ+) > 0. Thus, for −1 < E < λ1(D0−Vµ+)
we have √
Vµ+
1
D0 − E
√
Vµ+ < 1,
by the Birman-Schwinger principle. Now, following [44, 33, 32] we write
1
D0 − Vµ+ − E
=
1
D0 −E
+
1
D0 − E
√
Vµ+
1
1−√Vµ+ 1D0 − E√Vµ+
√
Vµ+
1
D0 − E (29)
and notice that the second operator on the right of (29) is non-negative.
Thus we have shown the operator inequality
1
D0 − Vµ+ − E
>
1
D0 −E
(this inequality does not immediately follows from the fact that x 7→ x−1 is
operator-monotone since the operators have no sign). Multiplying by
√
Vµ−
on both sides, we obtain√
Vµ−
1
D0 − Vµ+ − E
√
Vµ− >
√
Vµ−
1
D0 −E
√
Vµ− . (30)
By charge-conjugation, the operator D0 + Vµ− has its discrete spectrum
included in (−1,−λ1(D0 − Vµ−)) with λ1(D0 − Vµ−) > 0 and the Birman-
Schwinger principle now tells us that√
Vµ−
1
D0 − E
√
Vµ− > −1
for −λ1
(
D0 + Vµ−
)
< E < 1. Hence, after inserting in (30), we find√
Vµ−
1
D0 − Vµ+ − E
√
Vµ− > −1
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for all
−λ1
(
D0 − Vµ−
)
< E < λ1 (D0 − Vµ+) .
By the Birman-Schwinger principle using the operator D0 − Vµ+ as a refer-
ence, this proves that D0 − Vµ has no eigenvalue in the interval mentioned
in the statement. 
2.5. Existence of an optimal measure. Our main result in this article
concerns the existence of an optimal measure for the variational problem
λ1(ν) defined in (17) and all sub-critical coupling constant 0 6 ν < ν1, with
ν1 as in (16).
Theorem 5 (Optimal measure). We have the following results:
(i) The function ν 7→ λ1(ν) is Lipschitz-continuous on [0, ν1), decreasing
and takes its values in (−1, 1] with λ1(0) = 1.
(ii) For any ν ∈ [0, ν1), there exists a positive measure µν with µν(R3) = ν
so that
λ1
(
D0 − µν ∗ 1|x|
)
= λ1(ν).
More precisely, any minimizing sequence {µn} for λ1(ν) is tight up to space
translations and converges tightly to an optimal measure for λ1(ν).
(iii) Any such minimizer µν concentrates on the compact set
K :=
{
x ∈ R3 : |Ψν |2 ∗ 1| · |(x) = maxR3
(
|Ψν |2 ∗ 1| · |
)}
(31)
where Ψν is any eigenfunction of D0−Vµν of eigenvalue λ1(ν). The compact
set K in (31) has a zero Lebesgue measure, hence µν is singular with respect
to the Lebesgue measure.
The theorem is proved later in Section 4. Note that the potential |Ψν |2 ∗
|x|−1 is a continuous function tending to zero at infinity, since we know that
Ψν ∈ H1/2(R3,C4) by [20, Thm. 1]. Hence the set K in (31) is compact.
If we knew that this function attains its maximum at a unique point (that
is, K is reduced to one point), we would deduce that µν is proportional
to a delta measure, as we conjecture. We can prove the weaker statement
that K has zero Lebesgue measure, using a unique continuation principle
explained in Appendix A. That the optimal measure µν is necessarily sin-
gular was our main motivation for studying Dirac operators with general
charge distributions.
The rest of the article is devoted to the proof of our main results.
3. Proof of Theorem 1 on the characterization of ν0 and ν1
This section is dedicated to the proof of Theorem 1. We will use that for
Coulomb potentials
Sp
(
1
|x| 12
1
α · p+ β
1
|x| 12
)
= Spess
(
1
|x| 12
1
α · p+ β
1
|x| 12
)
= Sp
(
1
|x| 12
1
α · p
1
|x| 12
)
= Spess
(
1
|x| 12
1
α · p
1
|x| 12
)
= [−1, 1] (32)
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and that ∥∥∥∥∥ 1|x| 12 1α · p+ is 1|x| 12
∥∥∥∥∥ =
∥∥∥∥∥ 1|x| 12 1α · p+ β + is 1|x| 12
∥∥∥∥∥ = 1. (33)
for all s ∈ R. See [44, 53, 32, 29, 3]. We also recall Tix’s inequality [50]∥∥∥∥∥ 1|x| 12 P
±
0√
1−∆
1
|x| 12
∥∥∥∥∥ =
∥∥∥∥ P±0√1−∆ 1|x| P
±
0√
1−∆
∥∥∥∥ 6 π2 + 2π2 (34)
where P±0 = 1R±(D0) are the free Dirac spectral projections.
Throughtout this proof, µ is by convention always taken to be a proba-
bility measure.
Step 1. Proof of (20). The lower bound in (20) follows immediately from the
statement in [20, Thm. 3] that λ1(D0 − Vµ) > 0 for µ(R3) < 2/(π/2 + 2/π),
due to Tix’s inequality (34).
Let us assume that we have already proved (18) and (19). For µ = δ we
use (33). By (19) this proves that ν1 6 1. Next we notice that for any fixed
probability measure µ, we have√
Vµ
1
α · p+ εβ
√
Vµ −→
ε→0+
√
Vµ
1
α · p
√
Vµ
strongly. Note that the operators are uniformly bounded by Kato’s inequal-
ity (22). In particular, we deduce that∥∥∥∥√Vµ 1α · p√Vµ
∥∥∥∥ 6 lim
ε→0+
∥∥∥∥√Vµ 1α · p+ εβ√Vµ
∥∥∥∥ .
By scaling, the right side is equal to the norm of
√
Vµε(α · p + β)−1
√
Vµε
and this is less than 1/ν0 by (18). After optimizing over µ, we obtain
1/ν1 6 1/ν0.
Step 2. Proof of (18). Recall the Birman-Schwinger principle from [20,
Thm. 3] which tells us that λ is an eigenvalue of D0 − tVµ if and only if
1/t is an eigenvalue of the bounded operator Kλ =
√
Vµ(D0 − λ)−1
√
Vµ.
The ordered eigenvalues of this operator (outside of the essential spectrum)
are increasing with λ and Lipschitz (since z 7→ Kz is an analytic family of
bounded operators, they are indeed real analytic curves that may cross).
Therefore, we obtain
1
ν0(µ)
= max Sp
(√
Vµ
1
D0
√
Vµ
)
=
∥∥∥∥√Vµ 1D0√Vµ
∥∥∥∥ , (35)
which proves (18) since ν0 = infµ ν0(µ). The last equality holds because
the spectrum is symmetric, by charge-conjugation. Note that the essential
spectrum is given by
Spess
(
K0
)
= Spess
(
Kλ
)
= [−νmax(µ), νmax(µ)].
This will be proved in Lemma 7 below. Hence we obtain ν0(µ) = 1/νmax(µ)
when no eigenvalue has crossed 0.
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Step 3. Proof of (19). We would like to derive a similar characterization of
ν1(µ) but this is more subtle since we are approaching the lower essential
spectrum. After inspection one realizes that the Birman-Schwinger principle
gives
1
ν1(µ)
= lim
ε→0+
max Sp
(√
Vµ
1
D0 + 1− ε
√
Vµ
)
(36)
The limit exists because the function is increasing. For regular measures µ
the limit is the maximum of the spectrum of K−1, but for singular measures
this is more difficult. The strong limit however immediately implies that
sup
µ>0
µ(R3)=1
max Sp
(√
Vµ
1
D0 + 1
√
Vµ
)
6
1
ν1
.
Our goal is to prove the following proposition but we defer its long proof
to the last step.
Proposition 6. For every probability measure µ, we have
1
ν1(µ)
= lim
ε→0
max Sp
(√
Vµ
1
D0 + 1− ε
√
Vµ
)
6
∥∥∥∥√Vµ 1α · p√Vµ
∥∥∥∥ . (37)
Accepting the proposition for the moment, we conclude that
sup
µ>0
µ(R3)=1
max Sp
(√
Vµ
1
D0 + 1
√
Vµ
)
6
1
ν1
6 sup
µ>0
µ(R3)=1
∥∥∥∥√Vµ 1α · p√Vµ
∥∥∥∥
L2(R3,C4)→L2(R3,C4)
. (38)
Since we have
1
α · p =
(
0 1σ·p
1
σ·p 0
)
.
The norm of the operator in L2(R3,C4) is the same as the one of the off-
diagonal term in L2(R3,C2), hence we obtain the equality of the first and
second lines in (19).
To show that there is equality in (38), we first note that by charge conju-
gation invariance, the spectrum of
√
Vµ(α ·p)−1
√
Vµ is symmetric. We then
write√
Vµ
1
α · p+ ε(β + 1)
√
Vµ =
√
Vµ
1
α · p
√
Vµ + ε(β − 1)
√
Vµ
1
|p|2
√
Vµ.
Next we use that if B = B∗ is bounded and A = A∗ is non-negative, then
lim
ε→0+
max Sp(B − εA) = max Sp(B). (39)
The upper bound is obvious since B − εA 6 B whereas the lower bound is
obtained from the variational characterization of the maximum of the spec-
trum. Namely, by density of D(A) for any η > 0 we can find a normalized
vector v ∈ D(A) so that 〈v,Bv〉 > max Sp(B)− η and then
lim inf
ε→0+
maxSp(B − εA) > lim
ε→0+
(〈v,Bv〉 − ε〈v,Av〉) > max Sp(B)− η.
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The claim follows after taking η → 0. We therefore obtain that
lim
ε→0+
max Sp
(√
Vµ
1
α · p+ ε(β + 1)
√
Vµ
)
= max Sp
(√
Vµ
1
α · p
√
Vµ
)
=
∥∥∥∥√Vµ 1α · p√Vµ
∥∥∥∥
where the last equality follows from the symmetry of the spectrum. But
the left side is unitarily equivalent to
√
Vµε(D0 + 1)
−1√Vµε with µε =
ε−3µ(ε−1·). This shows the reverse inequality in (38) and concludes the
proof.
Step 4. Proof of Proposition 6. It remains to prove Proposition 6, which is
the longest part. We need the following preliminary lemma.
Lemma 7 (Essential spectrum). Let µ be any probability measure and
νmax(µ) := maxR∈R3 µ({R}) 6 1. Then we have
Spess
(√
µ ∗ 1|x|
1
α · p+ εβ
√
µ ∗ 1|x|
)
=
[− νmax(µ), νmax(µ)] (40)
for all ε > 0 and
Spess
(√
µ ∗ 1|x|
1
α · p
√
µ ∗ 1|x|
)
= [−1, 1]. (41)
Proof of Lemma 7. We write
µ =
M∑
m=1
νmδRm + µ˜
where M can be infinite and µ˜ has no atom. Truncating both the sum and
µ˜ in space and using Kato’s inequality (22), we see that it suffices to prove
the lemma for a finite sum and for µ˜ of compact support, all included in the
ball of radius N . For simplicity of notation we still assume that µ(R3) = 1.
We have the pointwise estimate
1
|x|+N 6 Vµ(x) 6
1
|x| −N (42)
for |x| > N which proves that |x|Vµ(x)→ 1 at infinity.
Note that if µ has no atom (νmax(µ) = 0) then we know that the operators
are compact by [20, Lem. 8], which proves the result in this case. Also, the
result is well known when µ is a delta measure, see (32). Concentrating trial
functions at one of the deltas we see that[− νmax(µ), νmax(µ)] ⊂ Spess(√Vµ 1α · p+ εβ√Vµ
)
and our main task is to derive the other inclusion.
In the case ε = 0 we can also dilate functions. Consider a Weyl sequence
ϕn so that
〈
ϕn, |x|−1/2(α · p)−1|x|−1/2ϕn
〉→ λ ∈ [−1, 1], by (32). By density
we can assume that ϕn is supported outside of a ball Brn for some rn but
then, by dilating it and using the scaling invariance of the operator, we see
that we can assume that rn → ∞. Since Vµ behaves like |x|−1 at infinity
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we have for this Weyl sequence
〈
ϕn,
√
Vµ(α · p)−1
√
Vµϕn
〉 → λ and we
conclude that
[−1, 1] ⊂ Spess
(√
Vµ
1
α · p
√
Vµ
)
.
Next, similarly as in the proof to [20, Thm. 1], we consider the following
partition of unity:
1 =
M∑
m=1
1Bη(Rm) + 1BR\∪Mm=1Bη(Rm) + 1R3\BR
where R is chosen large enough and η is chosen small enough, so that the
balls Bη(Rm) do not intersect and are all included in BR/2. We insert our
partition of unity on both sides of our operator and expand. We claim that
all the cross terms are compact, so that
Aε :=
√
Vµ
1
α · p+ εβ
√
Vµ
=
M∑
m=1
1Bη(Rm)Aε1Bη(Rm) + 1R3\BRAε1R3\BR +K (43)
where K is compact. For instance, the compactness of
1Bη(Rm)Aε1Bη(Rℓ)
with ℓ 6= m follows from the same proof as in [20, Lem. 7]. The functions
1Bη(Rℓ)
√
Vµ are in L
2 and the operator (α · p+ εβ)−1 has the kernel
(α · p+ εβ)−1(x, y) = (−iα · ∇x + εβ) e
−√ε|x−y|
4π |x− y| .
This is exponentially decaying at infinity for ε > 0 and equal to
(α · p)−1(x, y) = i α · (x− y)
4π |x− y|3
when ε = 0. Similarly,
1R3\BRAε1Bη(Rm)
is compact because V behaves like 1/|x| at infinity and
ˆ
R3\BR
∣∣(α · p+ εβ)−1(x, 0)∣∣2
|x| dx <∞.
When ε > 0 the integrand is exponentially decaying whereas when ε = 0 it
behaves like |x|−5. Finally, the terms involving 1BR\∪Mm=1Bη(Rm) are easier to
treat since in this intermediate region the potential induced by the pointwise
charges is equal to that of a regularized measure, by Newton’s theorem:
Vµ =
(
1
|Bη/2|
M∑
m=1
νm1Bη/2(Rm) + µ˜
)
∗ 1|x| on R
3 \ ∪Mm=1Bη(Rm).
Then
1
|p| 12
√
Vµ1BR\∪Mm=1Bη(Rm)
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is compact by [20, Lem. 8]. This is also why the diagonal term does not
appear in (43). By the same argument we can actually infer that
1Bη(Rm)Aε1Bη(Rm) = νm
1Bη(Rm)
|x−Rm| 12
1
α · p+ εβ
1Bη(Rm)
|x−Rm| 12
+K
where K is compact. Therefore, we have shown that
Aε =
√
Vµ
1
α · p+ εβ
√
Vµ
=
M∑
m=1
νm
1Bη(Rm)
|x−Rm| 12
1
α · p+ εβ
1Bη(Rm)
|x−Rm| 12
+ 1R3\BR
√
Vµ
1
α · p+ εβ
√
Vµ1R3\BR +KR,η,ε. (44)
When ε > 0 the operator
1R3\BR
√
Vµ
1
α · p+ εβ
√
Vµ1R3\BR
is also compact. When ε = 0 we can simply use the behavior at infinity of
Vµ and (33) to infer that
1R3\BR
√
Vµ
1
α · p
√
Vµ1R3\BR 6
1R3\BR
1− NR
where supp(µ) ⊂ BN . Similarly, we have
1Bη(Rm)
|x−Rm| 12
1
α · p+ εβ
1Bη(Rm)
|x−Rm| 12
6 1Bη(Rm).
We deduce that the maximum of the essential spectrum of
√
Vµ(α · p +
εβ)−1
√
Vµ is less than νmax(µ) (resp. 1 for ε = 0). Since the spectrum is
symmetric by charge conjugation, this concludes the proof of Lemma 7. 
In the proof we have introduced the compact operator KR,η,ε. The fol-
lowing provides its limit as ε→ 0.
Lemma 8 (Behavior of KR,η,ε). The operator KR,η,ε in (44) converges in
norm to the corresponding compact operator KR,η,0 when ε→ 0+.
Proof. The operator KR,η,ε can be written in the form
KR,η,ε =
∑√
Vj(α · p+ εβ)−1
√
V ′j
where for each j, we have that either Vj or V
′
j has compact support, hence
belongs to Lr for all 1 6 r < 3. In addition, the supports of Vj and V
′
j do
not intersect, except for only one term involving W = 1BR\∪Mm=1Bη(Rm)
√
Vµ
twice. The terms involving W are rather easy to deal with, since they can
be written in the form√
Vj
1
α · p+ εβ
√
W =
√
Vj
1
|p| 12
|p|
α · p+ εβ
1
|p| 12
√
W
and since |p|−1/2√W is compact by [20, Lem. 8], the convergence holds in
norm. Therefore, we only have to treat the case where Vj and V
′
j correspond
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to either two disjoint balls around some nuclei, or one such ball and the
potential V 1R3\BR .
In order to deal with these more complicated terms, it is convenient to use
pointwise kernel bounds like in [20, Lem. 7]. Note that operator bounds are
not very useful since we may have Vj 6= V ′j . Recall also that if |A(x, y)| 6
B(x, y), then ‖A‖ 6 ‖B‖. First we compute the kernel of the difference(
1
α · p+ εβ −
1
α · p
)
(x, y) = −iα · (x− y)
4π|x− y|3
(
1− e−
√
ε|x−y|
)
− i√εα · (x− y)
4π|x− y|2 e
−√ε|x−y| + εβ
e−
√
ε|x−y|
4π|x− y| . (45)
Using for instance that
1− e−r
r2
6
1
r
3
2
,
e−r
r
6
1
r
3
2
we obtain the crude but simple bound for ε small enough∣∣∣∣( 1α · p+ εβ − 1α · p
)
(x, y)
∣∣∣∣ 6 3ε 14
4π|x− y| 32
.
In the case of two non-overlapping balls around two different singularities,
|x− y| stays bounded and never vanishes. Hence we find by [20, Lem. 7]∥∥∥∥1Bη(Rm)√Vµ( 1α · p+ εβ − 1α · p
)
1Bη(Rℓ)
√
Vµ
∥∥∥∥ 6 Cε 14
withm 6= ℓ (the bound can be improved to√ε). For the cross term involving
one singularity and V 1R3\BR we obtain∥∥∥∥1R3\BR√Vµ( 1α · p+ εβ − 1α · p
)
1Bη(Rℓ)
√
Vµ
∥∥∥∥
6 Cε
1
4
(ˆ
R3\BR
dx
|x|4
) 1
2
. (46)
which concludes the proof that KR,η,ε → KR,η,0 in norm. 
After these preparations we are finally able to write the
Proof of Proposition 6. For 0 < ε 6 1, we write
1
D0 + 1− ε =
α · p+ β − 1 + ε
|p|2 + ε(2 − ε) +
=
α · p+
√
ε(2 − ε)β
|p|2 + ε(2− ε) +
(1−
√
ε(2 − ε))β − 1 + ε
|p|2 + ε(2 − ε)
6
1
α · p+ β√ε(2− ε) (47)
where we have used here that
(1−
√
ε(2− ε))β − 1 + ε 6 ε−
√
ε(2 − ε) 6 0.
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We obtain the operator inequality√
Vµ
1
D0 + 1− ε
√
Vµ 6
√
Vµ
1
α · p+√ε(2− ε)β√Vµ (48)
and it implies
max Sp
(√
Vµ
1
D0 + 1− ε
√
Vµ
)
6
∥∥∥∥∥√Vµ 1α · p+√ε(2− ε)β√Vµ
∥∥∥∥∥ .
Now we show that
lim
ε→0+
∥∥∥∥√Vµ 1α · p+ εβ√Vµ
∥∥∥∥ = ∥∥∥∥√Vµ 1α · p√Vµ
∥∥∥∥ . (49)
Note that we cannot expect that the operator on the left of (49) converges
in norm to the operator on the right. For instance, in the Coulomb case
µ = δ0, we have by scaling∥∥∥∥∥ 1|x| 12
(
1
α · p+ εβ −
1
α · p
)
1
|x| 12
∥∥∥∥∥ =
∥∥∥∥∥ 1|x| 12
(
1
α · p+ β −
1
α · p
)
1
|x| 12
∥∥∥∥∥
for all ε > 0 and this certainly does not converge to 0. However, in the
Coulomb case the two norms in (49) are equal to 1, as recalled in (33).
Recall that
Aε :=
√
Vµ
1
α · p+ εβ
√
Vµ −→
ε→0+
√
Vµ
1
α · p
√
Vµ := A0
strongly on C∞c , so that
‖A0‖ 6 lim inf
ε→0+
‖Aε‖.
We argue by contradiction and assume that, after extracting a limit, ‖Aεn‖ →
λ > ‖A0‖. Since ‖A0‖ > 1 by Lemma 7, this implies in particular that
‖Aεn‖ =: λn is an eigenvalue of Aεn for n large enough. Let un be a corre-
sponding normalized eigenvector:
Aεnun = λn un.
After extracting another subsequence, we may assume that un ⇀ u weakly.
Passing to the weak-∗ limit (using the strong convergence of Aεn), we obtain
A0u = λu and therefore u = 0 since λ > ‖A‖. Now we go back to (44) and
use that
lim
n→∞ 〈un,KR,η,εnun〉 = limn→∞ 〈un,KR,η,0un〉 = 0
due to the norm convergence KR,η,R,ε → KR,η,0 from Lemma 8 and the
compactness of KR,η,0. We find
λ = lim
n→∞ 〈un, Aεnun〉 6
1
1− NR
.
Taking R→∞ we conclude that λ 6 1, a contradiction. Therefore we have
proved (49) and this concludes the proof of Proposition 6. 
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4. Proof of Theorem 5 on the existence of an optimal measure
This section is devoted to the proof of Theorem 5. The following is the
main ingredient for proving Theorem 5.
Proposition 9 (Weak continuity). Let 0 6 ν < ν1 and {µn} be an arbitrary
sequence of non-negative measures such that µn(R
3) 6 ν. Then there exists
a subsequence {µnk}, a sequence of space translations {xk} ⊂ R3 and a
measure µ so that µnk(·+ xk)⇀ µ weak-∗ locally and
lim
k→∞
λ1
(
D0 − µnk ∗
1
|x|
)
= λ1
(
D0 − µ ∗ 1|x|
)
.
The result says that the map µ 7→ λ1(D0 − Vµ) is essentially weakly
continuous for the weak-∗ topology of measures up to space translations
(when tested against continuous functions tending to 0 at infinity), as soon as
µ(R3) < ν1. The proof consists in applying the concentration-compactness
method [36, 37, 38, 39] in order to detect the appropriate tight piece of
mass in the sequence {µn} which provides the first eigenvalue λ1(D0−Vµn).
Passing to the limit requires to prove first that the eigenvalue does not
approach the bottom of the gap, that is,
lim inf
n→∞ λ1(D0 − Vµn) > −1.
This is where we use that µn(R
3) 6 ν < ν1 and this is the most difficult
part of the proof.
Proof of Proposition 9. First we notice that
lim
n→∞λ1 (D0 − Vµ∗ζn) = λ1(D0 − Vµ)
for any regularizing sequence ζn ∈ C∞c (R3) and any 0 6 µ(R3) < 1. This
follows from the resolvent convergence in [20, Thm. 1]. Hence, we can always
replace the original sequence µn by a regularized sequence, without changing
the limit of the associated eigenvalue, nor the weak-∗ limits of µn. In the
whole proof we assume for simplicity that µn ∈ C∞(R3,R+). This ensures
that the domain of the corresponding Dirac operator isH1(R3) and allows us
to carry some computations more easily. But the arguments below actually
apply the same to a general measure. For the rest of the proof, we also call
ℓ := lim
n→∞λ1(D0 − Vµn)
the limit of the eigenvalues, which always exists after extraction of an ap-
propriate (not displayed) subsequence. We split the proof of the proposition
into several steps.
• Step 1. First simple cases. When µn(R3)→ 0 we have∥∥∥∥Vµn 1D0
∥∥∥∥→ 0
by Kato’s inequality (22) and this implies by the Rellich-Kato theorem that
λ1(D0 − Vn)→ 1. Since for any sequence µn we can always find a sequence
{xn} diverging fast enough to infinity so that µn(· + xn) ⇀ 0, the result is
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proved with µ = 0. The same holds if ℓ = 1 hence we also assume that ℓ < 1
and that
lim inf
n→∞ µn(R
3) > 0.
• Step 2. Vanishing. Next we prove that the sequence µn cannot vanish,
in the sense of concentration-compactness [36, 37, 38, 39]. Vanishing means
that there is no asymptotic mass locally, in any ball of fixed radius R > 0,
lim
n→∞ supx∈R3
µn(BR(x)) = 0. (50)
The argument is based on the following lemma.
Lemma 10 (Estimate in terms of the largest local mass). Let µ be a non-
negative finite measure over R3. Then there exists a universal constant C
such that ∥∥∥∥Vµ 1D0
∥∥∥∥ 6 C sup
x∈R3
µ(BR(x)) +
Cµ(R3)
R
(51)
for all R > 1, where BR(x) is the ball of radius R centered at x ∈ R3.
The lemma implies that
lim
n→∞
∥∥∥∥Vµn 1D0
∥∥∥∥ = 0
whenever {µn} vanishes in the sense of (50) and then, by the Rellich-Kato
theorem, that λ1(D0 − Vµn)→ 1. This cannot happen since we are working
under the assumption that ℓ < 1.
Proof of Lemma 10. Let us consider a partition of unity
∑
j∈Z3 χj = 1 of R
3
with each χj ∈ C∞c (R3) supported over the cube j + (−1, 1)3, for instance
χj = 1(−1/2,1/2)3 ∗ ζ(x− j) for a given ζ ∈ C∞c (R3) with
´
R3
ζ = 1, of small
support. Let χR,j(x) := χj(x/R) be the dilated partition of unity. Arguing
as in the proof of [20, Lem. 8], we write
χR,jVµ = χR,jVµ1B4R(Rj) + χR,jVµ1R3\B4R(Rj)
6 χR,jVµ1B4R(Rj) +
Cµ(R3)
R
χR,j
where C depends on the smallest distance between the points on the sphere
of radius 4 and that on the cube of side length 2. This gives
0 6 Vµ 6
∑
j∈Z3
χR,jVµ1B4R(Rj) +
Cµ(R3)
R
hence ∥∥∥∥Vµ 1√1−∆
∥∥∥∥ 6
∥∥∥∥∥∥
∑
j∈Z3
χR,jVµ1B4R(Rj)
1√
1−∆
∥∥∥∥∥∥+ Cµ(R
3)
R
.
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To estimate the first norm we write∑
j∈Z3
χR,jVµ1B4R(Rj)
1√
1−∆
=
∑
j∈Z3
χR,jVµ1B4R(Rj)
1√
1−∆
(
1B4R(Rj) + 1R3\B4R(Rj)
)
and estimate the corresponding positive kernels pointwise. Using that
1√
1−∆(x− y) 6 C
e−|x−y|
|x− y|2
we obtain∑
j∈Z3
χR,jVµ1B4R(Rj)
1√
1−∆(x, y)
6
∑
j∈Z3
1B4R(Rj)(x)
Vµ1B4R(Rj)(x)
|x− y|2 1B4R(Rj)(y) +
Cµ(R3)
R3
e−|x−y|.
By Hardy’s inequality and the fact that
∑
j∈Z3 1B4R(Rj) 6 C, this proves
that ∥∥∥∥∥∥
∑
j∈Z3
χR,jVµ1B4R(Rj)
1√
1−∆(x, y)
∥∥∥∥∥∥ 6 C supx∈R3 µ(B4R(x)) + Cµ(R
3)
R3
and concludes the proof. 
• Step 3. Proof that ℓ > −1. Now we enter the core of the proof, which
consists in showing that the eigenvalues λ1(D0 − Vµn) can never approach
the bottom −1 of the gap, that is, ℓ > −1. This is where we are going to
use that µn(R
3) 6 ν < ν1. We argue by contradiction and assume in this
step that
ℓ = −1.
Remark 11. The function ν 7→ λ1(ν) is non-increasing and positive for
ν 6 2/(π/2 + 2/π) by Theorem 1. Therefore, there exists a critical number
ν ′1 > 2/(π/2 + 2/π) for which λ1(ν) > −1 on [0, ν ′1) and λ1(ν) = −1 on
(ν ′1, 1). It is not difficult to see that ν
′
1 6 ν1, the critical number defined
in (16). Proving that ℓ > −1 for every sequence µn when ν < ν1 amounts
to showing that ν ′1 = ν1. This corresponds to exchanging a limit and an
infimum over µ.
Denote by
M := sup
{
µ(R3) : ∃(xk) ⊂ R3, µnk(· − xk)⇀ µ
}
(52)
the largest mass of all the possible local weak-∗ limits in the sense of mea-
sures of µn (when tested against continuous function tending to 0 at infinity),
up to translations and extraction of a subsequence. If M = 0 then we have
µn(· − xn) ⇀ 0 for any (xn) ⊂ R3 and this implies that µn(BR(xn)) → 0
for every R > 0. This cannot happen due to the previous step. Therefore
we must have M > 0 and there exists a sequence of translations (xk) and a
subsequence such that µnk(·−xk)⇀ µ 6= 0 with, for instance, µ(R3) >M/2.
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The problem being translation-invariant, we may assume for simplicity of
notation that xk ≡ 0 and that µn ⇀ µ, after extraction of a (not displayed)
subsequence. Next we denote for shortness
λ1(D0 − Vn) =: λn = −1 + εn, Vn := µn ∗ 1|x|
where εn → 0+. We call Ψn ∈ H1(R3,C4) an eigenvector solving
(D0 − Vn)Ψn = λnΨn, Ψn =
(
ϕn
χn
)
.
We recall that the associated upper spinor ϕn is the first solution of the
eigenvalue equation(
−σ · ∇ 1
εn + Vn
σ · ∇+ 2− εn − Vn
)
ϕn = 0 (53)
and that
χn =
−iσ · ∇ϕn
εn + Vn
.
The quadratic form associated with the operator in (53) is
qλn(ϕ) :=
ˆ
R3
|σ · ∇ϕ(x)|2
εn + Vn(x)
dx+
ˆ
R3
(
2− εn − Vn(x)
)|ϕ(x)|2 dx > 0.
In the whole argument we normalize our solution such that the upper spinor
is itself normalized in L2: ˆ
R3
|ϕn(x)|2 dx = 1.
With this choice we have little information on χn, but this is the proper
setting for using the min-max characterization of λn = λ1(D0−Vn) and the
quadratic form qλn . Our strategy is to get some local compactness on ϕn.
Recall that the domain of the limiting operator D0−µ ∗ |x|−1 is included in
H1/2(R3,C4). This suggests to show that {ϕn} is bounded in H1/2loc (R3,C2).
Let 0 6 η 6 1 be a smooth function with support in R3 \B2 which equals
1 on R3 \B4 and set ηR(x) := η(x/R) as well as ζR =
√
1− η2R. We will use
the pointwise IMS formula for the Pauli operator which states that∑
k
|σ · ∇(Jkϕ)|2 = |σ · ∇ϕ|2 + |ϕ|2
∑
k
|∇Jk|2, (54)
for a partition of unity
∑
k J
2
k = 1, see [20]. We obtain
0 = qλn(ϕn)
= qλn(ζRϕn) + qλn(ηRϕn)
−
ˆ
R3
|σ · ∇ζR(x)|2 + |σ · ∇ηR(x)|2
εn + Vn(x)
|ϕn(x)|2 dx
> qλn(ζRϕn) + qλn(ηRϕn)−
C
R2
ˆ
2R6|x|64R
|ϕn(x)|2
εn + Vn(x)
dx. (55)
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On the annulus B4R \B2R we have
Vn(x) > (µn1BR) ∗
1
|x| >
µn(BR)
5R
where 5R is the largest possible distance between the points in the annulus
and the points in the ball BR. Since µn(BR)→ µ(BR) with µ(R3) >M/2 >
0, we deduce that for R large enough we have
qλn(ζRϕn) + qλn(ηRϕn) 6
C
R
ˆ
B4R\B2R
|ϕn|2 6 C
R
. (56)
Recall that qλn > 0, hence this gives a bound on qλn(ζRϕn) and qλn(ηRϕn)
separately.
We first look at the local part qλn(ζRϕn) in (56) which gives, after dis-
carding the L2 term,ˆ
R3
|σ · ∇ζRϕn|2
εn + Vn
dx−
ˆ
R3
Vn|ζRϕn|2 dx 6 C
R
. (57)
For the second term in (57), we use the characterization of ν1 in terms of
the Hardy-type inequality (24), to inferˆ
R3
Vn|ζRϕn|2 dx 6 µn(R
3)2
ν21
ˆ
R3
|σ · ∇ζRϕn|2
Vn
dx. (58)
For the first term in (57), we use the lower bound
1
εn + Vn
=
1
Vn
− εn
(Vn + εn)Vn
>
1
Vn
− C εnR
εn + Vn
where in the last estimate we have used that
Vn >
µn(B4R)
8R
on B4R.
We arrive atˆ
R3
|σ · ∇ζRϕn|2
εn + Vn
dx >
1
1 + CεnR
ˆ
R3
|σ · ∇ζRϕn|2
Vn
dx.
We have therefore proved the following bound(
1
1 + CεnR
− µn(R
3)2
ν21
)ˆ
R3
|σ · ∇ζRϕn|2
Vn
dx 6
C
R
. (59)
Since µn(R
3) 6 ν < ν1 and εn → 0 by assumption, this shows that the
integral on the left side is uniformly bounded for fixed R. In particular,
ζRϕn is also uniformly bounded in Vµn . Next we show how this gives an
H1/2 bound. In [20, Thm. 2] we have shown the inequality
‖ϕ‖2H1/2(R3,C2)
max
(
2, 16µ(R3)
) 6 ‖ϕ‖2Vµ 6 ‖ϕ‖2H1(R3,C2) . (60)
Scaling both ϕ and µ in (60), we obtain the inequality
ˆ
R3
|σ · ∇ϕ(x)|2
η + Vµ(x)
dx >
〈ϕ, |p|ϕ〉 − η ‖ϕ‖2L2(R3)
2max
(
1, 8µ(R3)
) , (61)
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for all ϕ ∈ H1(R3,C2), all positive measure µ and all η > 0. Taking then
η → 0 gives
〈ϕ, |p|ϕ〉 6 16µ(R3)
ˆ
R3
|σ · ∇ϕ(x)|2
Vµ(x)
dx. (62)
From this inequality and (59) we find(
1
1 + CεnR
− µn(R
3)2
ν21
)
〈ζRχn, |p|ζRϕn〉 6 C
R
. (63)
This shows that ζRϕn is bounded in H
1/2 for every R large enough. In other
words, ϕn is bounded in H
1/2
loc , as we claimed.
After extraction of a subsequence, we may assume that ϕn ⇀ ϕ weakly
in L2 and strongly in L2loc, hence also almost everywhere. We also have that
Vn(x) → Vµ(x) almost-everywhere (this is detailed in Lemma 12 below).
Passing to the limit in (58) using (59) we obtain from Fatou’s lemmaˆ
R3
Vµ|ζRϕ|2 dx 6 C
R
.
Taking finally R→∞ gives ϕ ≡ 0.
Using the strong local compactness, we can choose R = Rn → ∞ suffi-
ciently slowly to ensure that
εnRn → 0, µn(BRn)→ µ(R3), µn(B8Rn \BRn)→ 0,ˆ
B8Rn
|ϕn|2 → 0.
From (63) we also have
‖ζRnϕn‖H1/2 → 0.
All this shows that nothing is happening in the region under investigation.
The mass of ϕn must be at infinity.
In the argument we have used the following lemma.
Lemma 12 (Convergence of the potential). Let µn ⇀ µ be a sequence of
measures that converges tightly (i.e. when tested against any bounded contin-
uous function). Then the associated potential Vµn = µn ∗ |x|−1 converges to
Vµ = µ∗|x|−1 strongly in (L2+L∞)(R3), hence also almost everywhere after
extraction of a subsequence. In particular, we have the norm convergence√
Vµn
1
D0 − λ −→
√
Vµ
1
D0 − λ
for every λ ∈ (−1, 1), uniformly on compact subsets of (−1, 1).
If µn ⇀ µ converges weakly (but not tightly), then we still have Vµn(x)→
Vµ(x) strongly in L
2
loc(R
3), hence also almost-everywhere.
Proof of Lemma 12. The tight convergence µn ⇀ µ implies that the Fourier
transforms µ̂n(k)→ µ̂(k) converge for all k ∈ R3. The Fourier transform of
the corresponding potential can be written in the form
V̂µn(k)− V̂µ(k) = 4π
µ̂n(k)− µ̂(k)
|k|2
= 4π
µ̂n(k)− µ̂(k)
|k|2 1B1(k) + 4π
µ̂n(k)− µ̂(k)
|k|2 1R3\B1(k)
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where the first term is in L1(B1) and the second in L
2(R3 \ B1). From the
dominated convergence theorem (using that µ̂n is uniformly bounded) we
infer that Vµn → Vµ strongly in (L2+L∞)(R3), hence in L2loc(R3). The last
part of the statement follows from the inequality∥∥∥∥f(x) 1D0 − λ
∥∥∥∥
6 min
(
‖f‖L∞
min(|λ− 1|, |λ + 1|) ,
‖f‖L4
(2π)3
(ˆ
R3
dp
|α · p+ β − λ|4 dp
) 1
4
)
.
Finally, if we have µn ⇀ µ weakly (but not tightly), then we may always
choose a radius rn diverging to infinity sufficiently slowly so that µn(Brn)→
µ(R3). Then µn1Brn converges tightly and on any fixed ball BR we have
1BR
∣∣∣Vµn − Vµn1Brn ∣∣∣ = 1BR ∣∣∣Vµn1R3\Brn ∣∣∣ 6 µn(R3)rn −R → 0.
The local convergence therefore follows from the tight case. 
At this step we have decomposed our quadratic form as in (56) and have
shown that ϕn has no L
2 mass in the region where µn converges to µ. The
next step is to apply the whole argument again to ηRnϕn. Namely, we extract
the next profile in the sequence µn and use the same argument to show that
ϕn has no mass in the corresponding region. After finitely many steps the
remainder µ′n will be composed of a piece with can vanish and another piece
with an arbitrarily small mass (for instance a mass 6 1/2). For simplicity
of exposition, we provide the end of the argument in the simplest situation,
namely we assume that
µn1R3\BRn = µ
(1)
n + µ
(2)
n
where µ
(1)
n vanishes in the sense of (50) and µ
(2)
n (R3 \ BRn) 6 1/2. The
argument in the general case is similar but more tedious to write down. By
Lemma 10 and Hardy’s inequality, this implies that
λ1(νn, µn1R3\BRn ) > 0
for n large enough. Hence, by the min-max principle and the characteriza-
tion in terms of the quadratic form qλ, this tells us that
ˆ
R3
|σ · ∇ϕ|2
1 + Vµn1R3\BRn
dx+
ˆ
R3
(
1− Vµn1R3\BRn
)|ϕ|2 dx > 0,
∀ϕ ∈ H1(R3,C2). (64)
On the support of ηRn in (56) we have
Vn = Vµn1R3\BRn
+ Vµn1BRn
6 Vµn1R3\BRn
+
1
Rn
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hence we obtain from (64) and the fact that εn +R
−1
n → 0
qλn(ηRnϕn) >
ˆ
R3
|σ · ∇(ηRnϕn)|2
εn +R
−1
n + Vµn1R3\BRn
dx
+
ˆ
R3
(
2− εn − 1
Rn
− Vµn1R3\BRn
)
|ηRnϕn|2 dx
>
ˆ
R3
(
1− εn − 1
Rn
)
|ηRnϕn|2 dx. (65)
Since the left side is 6 C/Rn and we have already proved that ζRnϕn tends
to zero, this shows that ϕn → 0 in L2, a contradiction to its normalization.
Hence we conclude that ℓ = −1 cannot happen, as was claimed.
We have succeeded in showing that the eigenvalues λ1(D0 − Vµn) cannot
approach −1. Our next goals are to
(i) extract from µn one tight piece of mass µ˜n = µn1BRn(xn) ⇀ µ 6= 0
for a proper space translation {xn} ⊂ R3, such that the correspond-
ing eigenvalue λ1(D0 − Vµ˜n) has the same limit ℓ as the original
sequence µn;
(ii) prove that λ1(D0 − Vµ˜n)→ λ1(D0 − Vµ) = ℓ.
It is convenient to start with (ii), that is, to show that when a sequence of
measures converges tightly to a limit µ and has masses below ν1, then the
first eigenvalue converges. In Step 5 we then explain how to prove (i).
• Step 4. Convergence in the tight case. In this step we prove the weak
continuity of µ 7→ λ1(D0 − Vµ) for the tight convergence of measures.
Lemma 13 (Convergence in the tight case). Let 0 6 ν < ν1. Let {µn}
be a sequence of non-negative measures such that µn(R
3) 6 ν and which
converges tightly to a measure µ. Then we have
lim
n→∞λ1
(
D0 − µn ∗ 1|x|
)
= λ1
(
D0 − µ ∗ 1|x|
)
. (66)
Proof of Lemma 13. Since ν < ν1, we can pick an η > 0 such that ν(1+η) <
ν1 and consider the sequence V
′
n := (1 + η)µn ∗ |x|−1 = (1 + η)Vn where
(1+η)µn(R
3) 6 (1+η)ν < ν1. The first part of the proof implies that there
exists ε0 > 0 so that
λ1
(
D0 − (1 + η)Vn
)
> −1 + ε0
for n large enough. From the Birman-Schwinger principle in [20, Thm. 3]
this is equivalent to saying that
max Sp
(√
Vn
1
D0 + 1− ε0
√
Vn
)
<
1
1 + η
< 1.
Therefore, we have the operator bound
Kn :=
√
Vn
1
D0 + 1− ε0
√
Vn <
1
1 + η
.
By Lemma 12 we have the strong convergence
Kn → K =
√
V
1
D0 + 1− ε0
√
V
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and the uniform upper bound implies from the functional calculus that
(1−Kn)−1 → (1−K)−1
strongly as well. In addition Lemma 12 provides the norm convergence of√
Vn(D0 + 1− ε0)−1. From the resolvent formula [44, 33, 32]
1
D0 − V − E =
1
D0 − E
− 1
D0 − E
√
Vn
1
1−√Vn 1D0−E
√
Vn
√
Vn
1
D0 − E (67)
with E = −1 + ε0, we conclude that
(D0 − Vn + 1− ε0)−1 → (D0 − V + 1− ε0)−1
in norm as n→∞. The convergence of the resolvent implies the convergence
of the spectrum. In particular, the first eigenvalue λ1(D0 − Vn) (which is
known to be larger than −1 + ε0 by the above arguments) converges to
λ1(D0 − µ ∗ |x|−1) and this concludes the proof of Lemma 13. 
• Step 5. Extraction of a tight minimizing sequence. Next we go back to our
initial minimizing sequence µn, for which we know that ℓ > −1. We would
like to extract from µn a new tight minimizing sequence, by removing the
unnecessary parts going to infinity.
The idea is the following. We apply the same strategy as in the previous
step and extract finitely many weak limits of µn up to translations, so that
the remainder can be written in the form µ′n = µ
(1)
n +µ
(2)
n where µ
(1)
n vanishes
in the sense of (50) and µ
(2)
n (R3) 6 η ≪ 1. This time we choose η to
guarantee that λ1
(
D0 − Vµ(2)n
)
> ℓ. By an argument similar to the one
in (65), we can prove that ϕn converges to 0 in L
2 on the support of µ′n.
Hence it must have a non zero mass in one of the regions where µn converges
tightly to a non-zero measure. We then show that the eigenvalue of this
particular tight piece converges to ℓ.
For the sake of clarity, we write again the whole argument in the simplest
situation where we only have one tight piece. Thus we have like in the
previous proof that µn1BRn → µ tightly, whereas µ′n := µn1R3\BRn = µ
(1)
n +
µ
(2)
n where µ
(1)
n vanishes and µ
(2)
n (R3 \ BRn) 6 η ≪ 1. Then from (56) we
know that ηRnϕn → 0, which implies that
lim
n→∞
ˆ
R3
|ζRnϕn|2 = 1.
We have in addition
qλn(ζRnϕn) 6
C
Rn
6
C ′
Rn
ˆ
R3
|ζRnϕn|2 (68)
since the last integral converges to 1. On the support of ζRn we have as
before
Vn 6 νnVµn1B8Rn
+
C
Rn
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hence we obtain
0 >
ˆ
R3
|σ · ∇(ζRnϕn)|2
1 + λn + C/Rn + Vµn1B8Rn
dx
+
ˆ
R3
(
1− λn − C
Rn
− Vµn1R3\B8Rn
)
|ζRnϕn|2 dx.
From the characterization of the first eigenvalue via the quadratic form, this
proves that
λ1
(
D0 − Vµn1B8Rn
)
6 λn +
C
Rn
. (69)
From the convergence in Lemma 13 the left side converges to λ1(D0 − Vµ)
and hence we obtain after passing to the limit
λ1(D0 − Vµ) 6 ℓ.
On the other hand, for every fixed ϕ ∈ C∞c (R3,C2) we have qλn,µn(ϕ) >
0 and passing to the limit using the strong local convergence of Vn from
Lemma 12, we obtain qℓ,µ(ϕ) > 0. This precisely means that
ℓ 6 λ1(D0 − Vµ).
Thus we have proved, as desired, that ℓ = λ1(D0 − Vµ) and this concludes
the proof of Proposition 9. 
With Proposition 9 at hand, we are able to prove Theorem 5.
Proof of Theorem 5. We first prove the existence of an optimal measure us-
ing Proposition 9, before we discuss the other parts of the statement.
• Step 1. Existence of an optimizer. Let {µn} be any minimizing sequence
for λ1(ν), with 0 < ν < ν1 and µn(R
3) = ν. From Proposition 9 we know
that there exists a subsequence and space translations {xk} ⊂ R3 so that
µnk(·+ xk)⇀ µ (hence µ(R3) 6 ν) and
λ1(ν) = lim
n→∞λ1(D0 − Vµn) = λ1(D0 − Vµ).
The measure µ is the desired optimizer. Since for ν > 0
λ1(ν) 6 λ1(ν, δ0) =
√
1− ν2 < 1,
we deduce that µ 6= 0 (that is, the sequence {µn} cannot vanish). On the
other hand, if µ(R3) < ν we have
λ1(ν) = λ1(D0 − Vµ) > λ1
(
D0 − ν
µ(R3)
Vµ
)
> λ1(ν), (70)
a contradiction. Hence µ(R3) = ν and the original sequence must be tight.
In (70) we have used that t 7→ λ1(D0 − tVµ) is decreasing for a fixed µ.
This follows from the min-max principle and the characterization in terms
of quadratic forms [13]. Indeed, if ϕν 6= 0 is an eigenfunction associated
with λ1(D0 − Vµ), we have
ˆ
R3
|σ · ∇ϕν |2
1 + λ1(D0 − Vµ) + tVµ dx+
ˆ
R3
(
1− λ1(D0 − Vµ)− tVµ
)|ϕν |2 dx
< qλ1(D0−Vµ)(ϕν) = 0
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for t > 1 since Vµ > 0 everywhere. This shows that λ1(D0− tVµ) < λ1(D0−
Vµ) for t > 1.
• Step 2. Properties of ν 7→ λ1(ν). The function ν 7→ λ1(ν) is known to
be non-increasing for ν ∈ [0, ν1). Since there exists a minimizer µ for every
ν the previous argument shows that ν 7→ λ1(ν) is decreasing. Hence it is
continuous except possibly on a countable set.
To prove the continuity, consider a sequence νn → ν ∈ (0, ν1) together
with an associated sequence of optimizers µn so that λ1(D0−Vµn) = λ1(νn).
From Proposition 9 we know that we can assume µn ⇀ µ 6= 0 after an
appropriate translation and extraction of a subsequence, so that
lim inf
n→∞ λ1(D0 − Vµn) = limn→∞λ1(D0 − Vµn) = λ1(D0 − Vµ) > λ1(ν).
Let µ be an optimizer for λ1(ν). We use (νn/ν)µ as a trial state for λ1(νn)
and obtain
lim sup
n→∞
λ1(νn) 6 lim
n→∞λ1
(
D0 − νn
ν
Vµ
)
= λ1(D0 − Vµ) = λ1(ν)
since the map t 7→ λ1(D0 − tVµ) is continuous for a fixed µ. This concludes
the proof of the continuity of ν 7→ λ1(ν).
Finally, we discuss the regularity of ν 7→ λ1(ν). It is well known that for
every fixed µ, the function t 7→ λ1(D0− tVµ) is Lipschitz [30]. The Lipschitz
constant is uniformly bounded, for t in any compact set of [0, ν1/µ(R
3)).
This follows from the resolvent formula
1
D0 − tVµ + 1− ε0 −
1
D0 − t′Vµ + 1− ε0
= (t− t′) 1
D0 − tVµ + 1− ε0Vµ
1
D0 − t′Vµ + 1− ε0
which implies∥∥∥∥ 1D0 − tVµ + 1− ε0 − 1D0 − t′Vµ + 1− ε0
∥∥∥∥
6
π
2
|t− t′|
∥∥∥∥ 1D0 − tVµ + 1− ε0 |D0| 12
∥∥∥∥ ∥∥∥∥|D0| 12 1D0 − t′Vµ + 1− ε0
∥∥∥∥ .
Here ε0 := λ1(ν1 − η) + 1 > 0 where η > 0 is chosen so that t, t′ <
(ν1 − 2η)/µ(R3). The two norms can be estimated uniformly in µ using
the resolvent formula (67) and the fact that√
Vµ
1
D0 + 1− ε0
√
Vµ 6
1
ν1 − η .
To see that the Lipschitz property at fixed µ implies a similar property for
λ1(ν), we remark that for ν 6 ν
′
λ1(ν
′) 6 λ1(ν) 6 λ1(ν, µ′) = λ1(ν ′, µ′) + C(ν ′ − ν)
where µ′ is a minimizer for λ1(ν ′).
• Step 3. Euler-Lagrange equation. Let µ be a minimizer for λ1(ν) and let
Ψ = (ϕ,χ) be any corresponding eigenfunction. Recall that ϕ solves (53)
and that
χ =
−iσ · ∇ϕ
1 + λ1(ν) + Vµ
.
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Let µ′ be any other probability measure and µt := (1−t)µ+tµ′, for t ∈ [0, 1].
Then we have λ1(D0−Vµt) > λ1(D0−Vµ) and this implies that qλ1,µt(ϕ) > 0
for all t ∈ [0, 1]. Expanding in t gives thatˆ
R3
(
|Ψ|2 ∗ 1| · |
)
(x) d(µ′ − µ)(x) 6 0
for all such t ∈ [0, 1], where |Ψ|2 = |ϕ|2 + |χ|2. In other words, µ solves the
maximization problem
sup
µ′>0
µ′(R3)=1
ˆ
R3
(
|Ψ|2 ∗ 1| · |
)
(x) dµ′(x).
Since Ψ ∈ H1/2(R3,C4) by [20, Thm. 1], the potential |Ψ|2 ∗ |x|−1 is actu-
ally a continuous function tending to zero at infinity. The solutions to the
maximization problem are exactly the measures supported on the compact
set where this function attains its maximum. In particular µ concentrates
on the compact set
K := argmax
(
|Ψ|2 ∗ 1|x|
)
.
• Step 4. K has zero measure. The final step is to prove that K has zero
Lebesgue measure. To this end, we argue by contradiction and show that
when |K| > 0 the corresponding Ψ would vanish to all orders at one point of
K. This is impossible by unique continuation, as explained in Appendix A.
Let us therefore assume that |K| > 0 and denote by
Ω := R3 \ {R1, ..., RK}
the set obtained after removing the largest singularities of µ, for instance
all the points so that µ({Rj}) > min(1/4, ε0/4) where ε0 is the universal
constant from Theorem 14 in Appendix A. Then of course |K ∩ Ω| > 0 as
well. Let us denote by
U := max
R3
(
|Ψ|2 ∗ 1|x|
)
− |Ψ|2 ∗ 1|x| > 0
the shifted potential which satisfies U ≡ 0 on K as well as the equation
∆U = 4π|Ψ|2 > 0
on R3. Consider a point of full measure x0 ∈ Ω ∩K, that is, such that
lim
r→0
|Br(x0) \K|
|Br(x0)| = 0.
To simplify our exposition we assume without loss of generality that x0 = 0.
Let χ ∈ C∞c (B2) be so that χ|B1 ≡ 1 and set χr(x) := χ(x/r). Then we
have
−χrU∆(χrU) = −4πχ2rU |Ψ|2 − χrU2∆χr −
1
2
∇χ2r · ∇U2.
The first term on the right side is non-positive since U > 0. Integrating we
obtainˆ
R3
|∇(χrU)|2 6 −
ˆ
R3
χrU
2∆χr +
1
2
ˆ
R3
U2∆χ2r =
ˆ
R3
U2|∇χr|2
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and thereforeˆ
Br
(
U2
r2
+ |∇U |2
)
6
ˆ
R3
(
χ2rU
2
r2
+ |∇(χrU)|2
)
6
C
r2
ˆ
B2r
U2 =
C
r2
ˆ
B2r\K
U2
since U ≡ 0 on K by definition. From the Sobolev inequality we have
C
r2
ˆ
B2r\K
U2 6
C|B2r \K| 23
r2
‖U‖2L6(B2r) 6
C|B2r \K| 23
r2
ˆ
B2r
(
U2
4r2
+ |∇U |2
)
hence in summary we have proved that
ˆ
Br
(
U2
r2
+ |∇U |2
)
6 C
( |B2r \K|
|Br|
) 2
3
ˆ
B2r
(
U2
4r2
+ |∇U |2
)
for a universal constant C. By arguing like in [9, Section 3] this proves that
lim
r→0+
r−α
ˆ
Br
(
U2
r2
+ |∇U |2
)
= 0, ∀α > 0, (71)
that is, U and ∇U vanish to all orders at x0 = 0.
Next we prove that Ψ also vanishes to all orders at the same point. We
use Green’s formula in the form
4π
ˆ
Br
|Ψ|2 =
ˆ
Br
∆U = −
ˆ
Sr
∇U · n
where n is the outward normal to the sphere Sr of radius r. Note that
Ψ ∈ H1(Ω) by (9) since in Ω we have removed the largest singularities. In
particular, ∇U is indeed a continuous function on Ω by Hardy’s inequality.
Although we could show that ∇U vanishes to all orders when integrated on
the sphere Sr, we prefer to bound it in terms of U . After passing to spherical
coordinates we see thatˆ
Sr
∇U · n = r2 d
dr
(
1
r2
ˆ
Sr
U
)
therefore we obtain after integrating over r
π
r2
ˆ
Br
|Ψ|2 6 4π
ˆ 2r
r
ˆ
Bs
|Ψ|2 ds
s2
=
1
r2
ˆ
Sr
U − 1
4r2
ˆ
S2r
U. (72)
Since U > 0 we have shown the inequality
π
ˆ
Br
|Ψ|2 6
ˆ
Sr
U.
From the continuity of boundary traces in the ball Br we haveˆ
Sr
U 6 Cr
ˆ
Br
(
U2
r2
+ |∇U |2
)
which vanishes to all orders, as we have shown in (71). By (72) this proves
that Ψ also vanishes to all orders at the same point. This is impossible by
Corollary 15 in Appendix A. Hence we must have |K| = 0 and this concludes
the proof of Theorem 5. 
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Appendix A. A unique continuation principle for Dirac
operators
The unique continuation principle for Dirac operators has been the object
of many works, including for instance [51, 26, 52, 40, 31, 8, 28, 5]. Here we
prove a result which we have not been able to locate in the literature and
which is well adapted to the case of Coulomb potentials generated by an
arbitrary charge charge distribution µ.
Theorem 14 (Strong unique continuation for Dirac operators). Let Ω ⊂ R3
be a connected open set and V ∈ L3,∞loc (Ω,R+). Let Ψ ∈ L
3, 3
2
loc (Ω,C
4) be such
that ∇Ψ ∈ L
3
2
loc(Ω) and solving the differential inequality
|α · ∇Ψ(x)| 6 V (x)|Ψ(x)| on Ω. (73)
There exists a universal constant ε0 such that if
lim sup
r→0
‖V ‖L3,∞(Br(x0)) 6 ε0
for every x0 ∈ Ω, and if Ψ vanishes to all orders at one point x1 ∈ Ω, that
is,
lim
r→0+
r−α
ˆ
Br(x1)
|Ψ|2 = 0, ∀α > 0,
then Ψ ≡ 0 everywhere on Ω.
The case where V ∈ L3loc(R3) is treated in [52] but we are not aware of a
result for potentials which are small locally in the Lorentz space L3,∞. For
the Laplacian a result similar to Theorem 14 with V small in L3/2,∞ was
proved first by Stein in [48] based on ideas of Jerison-Kenig [27]. This has
recently been generalized to fractional Laplacians by Seo in [47], a result on
which we rely in our proof.
Proof of Theorem 14. The proof is based on the following Carleman inequal-
ity in Lorentz spaces∥∥|x|−τj−1u∥∥
L3,
3
2 (R3)
6 C
∥∥|x|−τj−1α · ∇u∥∥
L
3
2 (R3)
(74)
for an appropriate sequence τj → ∞ and a universal constant C. We first
discuss the proof of (74) which we deduce from the similar inequality in [47,
Eq. (2.1)]. By duality and density of C∞c (R3 \ {0},C4) in L
3
2
,3(R3) we can
rephrase (74) in the manner∣∣∣∣ˆ
R3
g(x)∗ u(x)
|x|τj+1 dx
∣∣∣∣ 6 C ‖g‖L 32 ,3(R3) ∥∥|x|−τj−1α · ∇u∥∥L 32 (R3)
for all u, g ∈ C∞c (R3 \ {0},C4). Here g(x)∗ denotes the transposition and
complex conjugation of the vector g(x) ∈ C4. Letting f = −i|x|−τj−1α · ∇u
which also belongs to C∞c (R3 \ {0}), this reduces the problem to showing
that∣∣〈|x|−τj−1g, (α · p)−1|x|τj+1f〉
L2
∣∣ 6 C ‖g‖
L
3
2 ,3(R3)
‖f‖
L
3
2 (R3)
,
∀f, g ∈ C∞c (R3 \ {0}). (75)
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Note that the two functions |x|−τj−1g and |x|τj+1f belong to C∞c (R3) and
that 1B(α · p)−11B is a bounded operator on L2 for any ball B, hence the
left side of (75) makes sense for every f, g ∈ C∞c (R3 \{0}). We estimate the
kernel pointwise and obtain
∣∣〈|x|−τj−1g, (α · p)−1|x|τj+1f〉
L2
∣∣
=
1
4π
∣∣∣∣¨
R3×R3
g(x)∗ α · (x− y)f(y)
|x|τj+1|x− y|3 |y|
τj+1 dx dy
∣∣∣∣
6
1
4π
¨
R3×R3
|g(x)| |f(y)|
|x|τj+1|x− y|2 |y|
τj+1 dx dy
=
〈
|x|−τj−1|g|, (−∆)− 12 |x|τj+1|f |
〉
L2(R3)
.
The right side was studied in [47] where it is shown that
∣∣∣∣〈|x|−τj−1g, (−∆)− 12 |x|τj+1f〉L2(R3)
∣∣∣∣ 6 C ‖g‖L 32 ,3(R3) ‖f‖L 32 (R3) .
This concludes the proof of (75).
The way to deduce the result using (74) is classical and works as in [1, 27,
47]. We quickly outline the argument for the convenience of the reader. Let
χ(x) := max(0,min(2−|x|, 1)) which localizes in a neighborhood of the ball
B1 and set as usual χr(x) := χ(x/r). Let also η(x) := max(0,min(2, |x|−1))
which localizes outside of the ball B1 and ηk(x) := η(2
kx). We consider Ψ
as in the statement and assume, after an appropriate space translation, that
Ψ vanishes to all orders at the origin. Using (74) we estimate
∥∥|x|−τj−1ηkχrΨ∥∥
L3,
3
2 (R3)
6 C
∥∥|x|−τj−1α · ∇(ηkχrΨ)∥∥
L
3
2 (R3)
6 C
∥∥|x|−τj−1ηkχrVΨ∥∥
L
3
2 (R3)
+ C
∥∥|x|−τj−1|∇χr|Ψ∥∥
L
3
2 (B2r\Br)
+C
∥∥|x|−τj−1χr|∇ηk|Ψ∥∥
L
3
2 (B2r\Br)
6 C ′ ‖V ‖L3,∞(B2r)
∥∥|x|−τj−1ηkχrΨ∥∥
L3,
3
2 (R3)
+
C ‖∇χ‖L3
rτj+1
‖Ψ‖L3(B2r\Br)
+C2k(τj+2) ‖Ψ‖
L
3
2 (B
21−k
)
,
where C ′ equals C multiplied by the constant in Ho¨lder’s inequality for
Lorentz spaces. We then let ε0 := 1/(2C
′) in order to be able to put the
first term on the left side and invert it. Namely, the condition is that
lim sup
r→0
‖V ‖L3,∞(B2r) 6
1
2C ′
.
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Choosing r small enough (depending only on V and on the considered origin
but not on Ψ and τj) we obtain∥∥∥∥∥
(
r
|x|
)τj+1
ηkΨ
∥∥∥∥∥
L3,
3
2 (Br)
6
∥∥∥∥∥
(
r
|x|
)τj+1
ηkχrΨ
∥∥∥∥∥
L3,
3
2 (R3)
6
C ‖∇χ‖L3
1− C ′ ‖V ‖L3,∞(B2r)
‖Ψ‖L3(B2r\Br)
+
C2k(τj+2) ‖Ψ‖
L
3
2 (B
21−k
)
1− C ′ ‖V ‖L3,∞(B2r)
. (76)
We have
2k(τj+2) ‖Ψ‖
L
3
2 (B
21−k
)
6
(
22k(τj+2)+1−k
ˆ
B
21−k
|Ψ|2
) 1
2
which tends to 0 when k → 0, since Ψ vanishes to all orders at the origin by
assumption. Passing to the limit k →∞ in (76) we find∥∥∥∥∥
(
r
|x|
)τj+1
Ψ
∥∥∥∥∥
L3,
3
2 (Br)
6
C ‖∇χ‖L3
1− C ′ ‖V ‖L3,∞(B2r)
‖Ψ‖L3(B2r\Br) .
Taking then τj →∞ gives Ψ ≡ 0 on Br. Iterating the argument gives Ψ ≡ 0
on the whole connected domain Ω. 
Theorem 14 has the following immediate consequence.
Corollary 15 (Unique continuation for Dirac operators with general charge
distributions). Let µ be any finite signed Borel measure on R3, such that
|µ({R})| < 1 for all R ∈ R3.
Then the eigenfunctions of the self-adjoint operator
D0 − µ ∗ 1|x|
defined in [20, Thm. 1] can never vanish on a set of positive measure in R3.
They can also not vanish to all orders at a point x1 such that µ({x1}) 6
min(1/4, ε0/4) where ε0 is the constant from Theorem 14.
Proof of Corollary 15. Let us denote by R1, ..., RK all the points for which
|µ({Rj})| > min(1/4, ε0/4) where ε0 is the universal constant from The-
orem 14 and set Ω := R3 \ {R1, ..., RK}. Then, by (9) we know that
an eigenfunction Ψ is necessarily in H1loc(Ω) so that ∇Ψ ∈ L2loc(Ω) and
Ψ ∈ L6loc(Ω) ⊂ L
3, 3
2
loc (Ω). In addition, with Vµ := µ ∗ |x|−1 we can write
|Vµ| 6 |Vµ1Bδ(x0) |+
|µ|(R3)
δ − r a.e. in the ball Br(x0). (77)
The first potential satisfies2∥∥∥Vµ1Bδ(x0)∥∥∥L3,∞(Br(x0)) 6 |µ|(Bδ(x0))
2In our convention
∥
∥|x|−1
∥
∥
L3,∞
= 1.
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which is less than ε0/2 for δ small enough (depending on x0). For this fixed
δ the last term in (77) is in L∞ and hence converge to 0 in L3,∞(Br(x0))
when r → 0. The same applies to the mass term β in the Dirac operator
D0 = α · (−i∇) + β. Thus
lim sup
r→0
‖−Vµ + β‖L3,∞(Br(x0)) 6
ε0
2
for every x0 ∈ Ω. We are therefore exactly in the setting of Theorem 14. If
Ψ vanishes to all orders at a point in Ω, we deduce immediately that Ψ ≡ 0.
In case that Ψ only vanishes on a set A of positive measure, we argue
like in [9] and in the proof of Theorem 5, to deduce the existence of a point
in Ω where Ψ vanishes to all orders. We quickly outline the argument for
the convenience of the reader. We pick a point x1 of density of Ω ∩ A and
assume again that x1 = 0 without loss of generality. Denote
ε(r) :=
|Br \K|
|Br|
which tends to 0 when r → 0. Let δ 6 1 be so that µ(Bδ) 6 3/8. Let χr
be the same function as in the proof of Theorem 14, which localizes around
the origin. Then we have for r 6 δ/4
‖Ψ‖L2(Br) = ‖Ψ‖L2(Br\A) 6 |Br \ A|
1
3 ‖Ψ‖L6(Br\A)
6 |B1|
1
3 rε(r)
1
3 ‖χrΨ‖L6(R3)
6 CSob|B1|
1
3 rε(r)
1
3 ‖D0χrΨ‖L2(R3)
6 Crε(r)
1
3
∥∥∥(D0 − Vµ1Bδ )χrΨ∥∥∥L2 .
Here we have used the Sobolev inequality and, in the last estimate, the fact
that ∥∥∥∥D0 (D0 − Vµ1Bδ)−1
∥∥∥∥ 6 C
for some universal constant C for µ(Bδ) 6 3/8, by the Rellich-Kato theorem.
Using then the eigenvalue equation for Ψ, we obtain∥∥∥(D0 − Vµ1Bδ )χrΨ∥∥∥L2 6 |λ| ‖χrΨ‖L2 + ∥∥∥Vµ1R3\BδχrΨ∥∥∥L2 + ‖|∇χr|Ψ‖L2
6
(
1 +
2|µ|(R3)
δ
+
1
r
)
‖Ψ‖L2(B2r) .
This gives
‖Ψ‖L2(Br) 6 2Cε(r)
1
3
(
1 + |µ|(R3)) ‖Ψ‖L2(B2r)
for a universal constant C. The rest of the argument goes like in [9, Sec-
tion 3]. 
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