The application of leaching models to predict fi eld-scale heavy metal transport has been successful at several sites. Past studies involved site-specifi c sorption experiments to quantify the leaching process and to investigate its spatial variability. Uncertainty due to lack of knowledge was frequently ignored. Here we present a leaching model that is based on an extended Freundlich equation to describe sorption. The equation is derived on a nationwide scale and is applicable to arbitrary sites in Germany. Instead of relying on site-specifi c sorption experiments, it only requires information on the spatial variability of pH, organic carbon (C org ), and clay content. In addition to accounting for spatial variability, the model also considers the major sources of uncertainty infl uencing a leaching prediction. These sources involve uncertainty in the spatial distribution of pH, C org , and clay content, as well as uncertainty of the extended Freundlich equation. The modeling strategy is based on a parallel soil column approach, in which a deterministic transport model is combined with a two-dimensional Monte Carlo method. The model's ability to predict downward movement is tested on two sites in Germany-a wastewater irrigation area and an area in the vicinity of a metal smelter-where cadmium leaching has been modeled previously using extended Freundlich equations derived from local sorption data. Without any parameter fi tting involved, the predicted fi eld-averaged cadmium profi les agree quite well with measured profi les in both cases.
E nvironmental situations in which materials with low contamination are disposed of, or where soils are contaminated unintentionally, pose a risk of groundwater contamination. Trace elements that are frequently encountered in these materials are subject to leaching processes that should be assessed. We present a modeling strategy adapted to these elements that allows the prediction of their leaching potential in situations where information is scarce. In Germany, the need to provide such tools has been articulated as part of soil legislation passed in recent years (Federal Republic of Germany, 1998 .
Most trace elements have a strong affi nity to the solid phase of soils. Sorption is therefore a key process in modeling the transport of these elements. Using specifi c isotherm models such as Freundlich or Langmuir models to describe trace element sorption to soil is often not justifi ed because detailed information on site-specifi c sorption behavior is either not available or its determination is too time consuming. To overcome this situation, a semi-empirical pedotransfer function may be applied to relate sorption or transport parameters to easily measurable soil properties. The pedotransfer function used here is an extended Freundlich isotherm relating trace element sorption to standard soil properties such as pH, clay content, or C org (van der Zee and van Reimsdijk, 1987; Streck, 1993; Horn et al., 2004 , Römkens et al., 2004 . It belongs to a set of pedotransfer functions given by Utermann et al. (2005) , who described the derivation of generally applicable extended Freundlich isotherms for Cd, Cr, Co, Cu, Mo, Ni, Pb, Sb, Tl, and Zn on a nationwide scale in Germany. The extended Freundlich isotherm has the advantage that by relating easily measurable soil properties to trace element sorption, the spatial variability of sorption can be incorporated easily in a leaching risk assessment. A disadvantage of the extended isotherm model is that it contributes considerably to uncertainty when used to describe sorption in a solute transport model, and it is less accurate than isotherm models such as the Freundlich or Langmuir models. Another nonnegligible source of uncertainty related to the use of the extended isotherm is the sampling uncertainty associated with the soil sampling strategy used to investigate the spatial variation of soil properties such as pH, clay content, and C org at a given site.
Some solute-transport concepts that may be applied to fi eld-scale transport problems with spatially variable soil properties are inappropriate with regard to the characteristics of fi eldscale solute fl ow, while others are too demanding with regard to data and computational requirements in a practical risk assess-ment. Applying the convection dispersion equation (CDE) at the fi eld scale is only valid at travel times and distances that are suffi ciently long , usually longer than encountered in reality. The stochastic convective model (SCM) is a better approximation of the physics in the initial phase of solute movement when transverse mixing is still minor. In theory, it converges toward the convective dispersive model asymptotically for linear sorption and longer transport distances (Jury and Roth, 1990, ch. 7) . The SCM is often used for relatively mobile solutes, and although it is diffi cult to apply to layered soils, the SCM has been quite successful in the past (Simmons, 1982; Butters and Jury, 1989; Jury and Scotter, 1994) .
For fi eld-and regional-scale problems, van Dam et al. (2004) suggested that the SCM is in principle superior to the CDE but suffers from numerous practical limitations. Instead, a model of noninteracting parallel columns can be used (Dagan and Bresler, 1979 ) that may or may not involve the CDE at the column scale. In practice, the parallel columns model is similar to the stochastic-convective model but is more fl exible (de Rooij, personal communication, 2005) . Relatively recent developments such as the fractional advection dispersion equation or continuous time random walk methods have not yet been developed to a stage that allow a routine application to practical transport problems in the unsaturated zone (van Dam et al., 2004) .
The parallel soil column model is often combined with Monte Carlo methods (van der Zee and van Reimsdijk, 1987; van der Zee and Boesten, 1991; Streck and Richter, 1997b) . Basically, a certain number of simulations, in which each simulation is run deterministically with selected input variables randomly sampled from their respective distributions, yields probability density functions of soil concentrations as an output. Even though this approach is neither stochastic convective nor convective dispersive, it converges toward the SCM when the local column scale dispersion is small.
Our modeling approach is based on the parallel column model, with the investigated site divided into individual soil columns. Solute transport in each column is modeled with the CDE, taking into account sorption. Sorption coeffi cients are calculated with the extended Freundlich equation mentioned above. Uncertainty of the extended Freundlich equation, as well as spatial variability and sampling uncertainty, is explicitly considered using a two-dimensional (2-D) Monte Carlo technique (Cullen and Frey, 1999) .
A guidance document on ecological risk assessment by the USEPA (2001) states that the different sources responsible for output variance should be distinguished within risk assessments; the 2-D Monte Carlo technique provides the capability of separating the effects of uncertainty and spatial variability.
Variability arises from true heterogeneity or variation in characteristics of the environment and/or receptors. Uncertainty, on the other hand, arises from incomplete knowledge of the world and represents lack of knowledge about certain factors. If necessary, variance due to uncertainty about the spatial distribution of soil properties may be decreased by a more detailed investigation of the site. Variance due to variability of soil characteristics, however, is an intrinsic property of a site and therefore is fi xed.
Results of the 2-D Monte Carlo simulation are spatially averaged to yield a distribution of site-or fi eld-averaged concentrations that refl ects the uncertainty of the forecast methodology.
To test the model's capability for risk assessment, we applied it to two case studies dealing with Cd transport at the fi eld scale.
Theory

Deterministic Model Theory
Before describing the stochastic part of the chosen approach, we give a brief description of the deterministic transport model describing solute transport in an individual column of the parallel soil column model. The transport model was originally developed by Streck and Richter (1997b) and later modifi ed by Ingwersen (2001) . These authors successfully applied it in combination with a parallel soil column approach to predict downward Cd movement at the fi eld and regional scale. The following text is a short introduction to the theory. More details can be found in Ingwersen (2001) .
Water Transport
Since all investigated trace elements feature strong sorption and no degradation in soils, solute transport can be simulated assuming a stationary soil water regime (Swartjes, 1990; Stöfen, 2005) . The one-dimensional local water balance is (Streck, 1993 )
where q is the water fl ux density (m d −1 ), z is depth (m), and W(z) is the root water uptake. Assuming that root water uptake is proportional to the relative root density (RRD = 1 − e −ωz ) as a function of z and that evapotranspiration (ET in [mm yr −1 ]) is completely taken up by the roots, one may write after integration of Eq.
[1]:
where N (mm yr −1 ) is precipitation, ET (mm yr −1 ) is the actual evapotranspiration, and ω is a parameter describing root density distribution with depth. The factor on the right side of Eq.
[2] converts (mm yr −1 ) to (m d −1 ). If the source of contamination lies below the root zone, water uptake by roots becomes unimportant and Eq.
[2] simplifi es to
One-dimensional transport of sorbing and nondegradable contaminants in the model is described with the convection-dispersion equation:
where C is the dissolved concentration (µg L −1 ), D s = λq is the apparent dispersion coeffi cient (m 2 d −1 ) with proportionality constant λ (m) representing the dispersion length, S is the sorbed concentration (µg kg −1 ), θ is the volumetric water content, ρ is the soil bulk density (kg L −1 ), and t is time (d). The sorbed amount, S, is assumed to be a function of C and soil properties like pH, C org , and clay content. The derivation of this relationship for several trace elements from nationwide data in Germany is described in Utermann et al. (2005) . More details, especially for Cd, are outlined below. The initial condition is
where S 0 is equal to the natural background sorbed concentration for an uncontaminated soil. The boundary condition at the upper boundary is a fl ux-averaged concentration of the infi ltrating source, C inf (µg l −1 ) so that
At the lower boundary, we assume
where G is the depth of the groundwater table (m). The CDE (Eq.
[4]) is approximated numerically using the Crank-Nicholson implicit-explicit fi nite difference scheme (Smith, 1985) with a grid resolution of 1 cm and a time step of 10 d (Streck, 1993) . The nonlinear system of equations is solved using the NewtonRaphson method (Press et al., 1988) . More details regarding the numerical procedures may be found in Streck (1993) .
Stochastic Model Theory Incorporating Variability and Uncertainty
Uncertainty and variability are considered in the framework of a parallel soil column model. The use of this model to describe trace element transport at the fi eld scale is possible based on the assumption that transverse solute mixing can be neglected. If the transport distance is short compared to the spatial variation of the variables governing sorption and transport, this assumption is likely to be fulfi lled (Dagan and Bresler, 1979) . Unlike its conventional form, the parallel soil column model used here does not consider the stochastic distribution of local pore water velocities. Instead, only the sorption properties are assumed to vary in space. The choice is based on the following reasoning. First, according to Streck and Piehler (1998) , the mean travel time of strongly sorbing solutes is insensitive to variations in the water content θ. Hence, instead of assessing the probability density functions (pdf ) of v (e.g., by means of a tracer experiment), modeling of the transport of strongly sorbing solutes can be based on the pdf of the water fl ux density q and assuming constant water content. Second, the variation of the water fl ux density pdf is usually small compared to the variation of soil sorption properties. This was illustrated by Streck and Richter (1997b) , who showed that ignoring the spatial variation of q had only a minor effect on the prediction of Cd transport at the fi eld scale. As will be shown later, if uncertainty and variability are considered, the Freundlich sorption coeffi cient may vary by several orders of magnitude.
Preferential fl ow that might cause the rapid transport of small solute fractions is not relevant in the present case. Soil properties relevant for solute movement are varied over the ensemble of parallel soil columns to account for spatial variability and sampling uncertainty of these properties. An additional important source of uncertainty, described in more detail in the Appendix, is the limited precision of the extended Freundlich equation that relates soil parameters like pH, C org, and clay content to sorption.
Variability and uncertainty in the model input are explicitly considered by assigning distributions to the respective model parameters to account for the two sources of input variance. These parameter distributions are then propagated through the deterministic model within a Monte Carlo approach, leading to an output that is itself a distribution that may be evaluated with regard to threshold values.
To discriminate what effect input variability and uncertainty have on the model's output distribution, the Monte Carlo method can be extended to two statistical dimensions (2-D Monte Carlo). The two dimensionality of this so called "double looping" method (Cullen and Frey, 1999 ) is achieved by 1. running the model at k discrete locations of the investigated site (variation of input parameters in the statistical dimension "variability"), 2. running the model l times for each of the k discrete locations (variation of input parameters in the statistical dimension "uncertainty").
Step 1 leads to a set of k local results refl ecting one realization of site variability, while step 2 leads to l sets with k local results where the ensemble of sets refl ects uncertainty in the knowledge of variability. The k local results at a certain depth obtained from step 1 may be displayed as a cumulative density function (CDF) visualizing variance due to variability.
Step 2 allows the calculation of an ensemble of l CDFs displaying uncertainty in the knowledge on spatial variation. Another advantage of this method is that it allows the calculation of fi eld-or site-averaged results by averaging only in dimension "variability" without losing information on uncertainty. This is useful as it is expected that decision making with regard to threshold values will be based on fi eld-averaged concentrations instead of local ones. These concentrations may as well be displayed in form of a CDF, visualizing uncertainty of the fi eld-averaged result.
Column Generation
The risk assessment takes place at the fi eld scale. Before a transport prediction is performed within a risk-assessment framework, it is assumed that the unsaturated zone of an investigated site has been characterized with regard to the soil properties governing transport. As outlined above, only those properties that control sorption are considered for highly sorbing trace elements. The result of this characterization will be depth-dependent distributions of each property based on a random sample derived from soil profi le sampling. Our modeling approach considers normal or lognormal distributions with given mean and standard deviation. Further, they may be truncated to minimum and maximum values. In addition to its depth-dependent distribution, a property may be correlated with itself over depth or with other properties. Correlation is characterized by the correlation matrix. Distribution parameters and correlations are uncertain because they are based on sampling. While uncertainty in the correlation matrix is neglected, bootstrap sampling based on the property-specifi c parametric distribution and sample size (Cullen and Frey, 1999 ) is used to estimate uncertainty in the mean and standard deviation of the distributions.
Random columns are generated with soil properties distributed according to the type of distribution, the minimum and maximum, the correlation matrix, and uncertainty in the mean and standard deviation. Random number generation is done using a JAVA routine based on the method of mixed linear congruential random number generation (Knuth, 1981) . Values exceeding minimum or maximum are replaced by resampling. The Cholesky transform of the correlation matrix is used to correlate the multivariate normal random numbers. After correlating the random numbers, remaining values exceeding minimum or maximum are corrected again, this time by setting them to the respective minimum or maximum value to keep shifts in correlations at a minimum. To retain correlation and distribution characteristics of the multivariate random sample, the limiting minimum-maximum values must not be too close to the mean.
The layerwise generation of the soil properties in the random columns is achieved in the following manner. First, based on the statistics of the layer specifi c sampling distribution of each property (i.e., mean, standard deviation, sample size), a mean and standard deviation pair is generated via bootstrap sampling for each soil layer. Second, the set of layer-specifi c mean and standard deviation pairs are combined with the corresponding minimum and maximum of the layer-specifi c sampling distribution and the correlation matrix to generate k random soil columns representing one realization of the soil variability at the investigated site (fi rst dimension of the 2-D Monte Carlo Method). This procedure is repeated l times, each time with a new set of mean and standard deviation pairs obtained through bootstrap sampling, to quantify uncertainty (second dimension of the 2-D Monte Carlo Method). Figure 1 shows CDFs of two soil properties, pH and C org , in a single soil layer of a set of random columns generated in this manner. The distribution data used to generate these two CDFs are from a study on Cd transport at a wastewater irrigation site (Streck, 1993) . This site is one of two sites where the model approach was tested. Model testing is described in detail in a later section. It can be seen that in this specifi c case, the variability of pH and C org (a single CDF) has a much larger infl uence on the overall variance than uncertainty (confi dence intervals of the ensemble of CDFs). 
where K* is the intrinsic Freundlich coeffi cient, Clay is clay content, a, b, and c are regression coeffi cients, n is the Freundlich exponent accounting for sorption nonlinearity, and ε is the residual error remaining after regression. Clay and C org are in weight percentage. Knowing the empirical regression coeffi cients, the spatial variability and uncertainty of pH, C org , and clay, and the residual error distributions of the on-site error ε 1 and the betweensites error ε 2 (see Appendix for details), Freundlich coeffi cients K may be calculated for each column and layer by using Eq.
[8]. The empirical regression coeffi cients of the extended CdFreundlich equation, as well as the parameters of the residual error distributions, are given in Table 1 . An example distribution of Freundlich coeffi cients K calculated from Eq. spatial variation and sampling uncertainty of soil properties governing sorption may be justifi ed. This would be helpful in situations where depth-specifi c soil profi le samples are not available, which is not uncommon for many contaminated sites. In this case, fi eld averages of the soil properties that govern sorption may suffi ce for transport modeling when a non-site-specifi c pedotransfer functions is used to predict sorption. This would simplify the risk assessment of trace elements with regard to the necessary site-specifi c measurements. However, the 2-D Monte Carlo approach would still be needed to allow the separate treatment of the on-site error ε 1 and the between-sites error ε 2 .
Modeling Solute Transport
Deterministic transport model simulations are run for each soil column of the parallel soil column model, using the Freundlich coeffi cients calculated for the column layers and appropriate boundary conditions. The Freundlich coeffi cients integrate variability and uncertainty of pH, C org , and clay, as well as the residual error of the extended Freundlich equation according to Eq. [8] . Local column scale dispersion, if not available for the investigated site, may be derived from literature (for a review of dispersivity length, see Vanderborght and Vereecken, 2007) . Column scale dispersion has no signifi cant effect on trace element transport at the fi eld scale because at this scale, solute spreading is caused to a high degree by the spatial variability of sorption (Streck and Piehler, 1998) . The water content θ of the horizons is set to fi eld capacity. Figure 3 shows the procedure for aggregating the transport simulation results from the local column scale to the fi eld scale. At fi rst, concentration depth profi les are simulated in k parallel soil columns. The k simulations are repeated l times to account for uncertainty in the spatial variation represented by the confidence band of the CDFs in Fig. 2 .
The concentration depth profi les belonging to each of the l sets can be averaged for each set to obtain l fi eld-averaged depth profi les of the contaminant. Variation of these profi les refl ects the remaining uncertainty with which contaminant movement at the fi eld scale can be predicted (see upper four panels in the right column of Fig. 3 ). Distribution parameters like median or certain percentiles can also be calculated for the ensemble of fi eld-averaged profi les to quantify this uncertainty (bottom right panel in Fig. 3 ).
Case Studies
The displacement of trace elements in soil is a very slow process (Dowdy and Volk, 1983) . For Pb, Maskall et al. (1995 Maskall et al. ( , 1996 reported migration rates at historical smelter sites of 0.72 to 0.75 cm yr −1 in sandy materials and 0.07 to 0.31 cm yr −1 in clays. Because measurable transport distances develop only within decades (Swartjes, 1990) , it is diffi cult to measure transport in fi eld experiments. Sites that have a long history of contamination are an ideal test ground for the modeling approach outlined above, presuming that the contamination history can be reconstructed (Hawkins et al., 1995; Streck and Richter, 1997b; Ingwersen and Streck, 2006) . At two Cd-contaminated sites where these conditions are met, the present depth distribution of Cd in soil is predicted from historical data to test the model approach. A good agreement between the predicted and measured present profi les may be regarded as an indication that the model captures the dominant transport processes and may be used to predict future developments.
The fi rst site is a fi eld in a wastewater irrigation area near Braunschweig, Germany. When data for the fi eld were collected by Streck (1993) , it already had a 29-yr history of Cd pollution due to irrigated wastewater from the municipal wastewater treatment plant nearby. The downward movement of Cd at the site has been successfully modeled before by Streck and Richter (1997b) , using an extended Freundlich equation derived from local Cd-sorption data. Briefl y, Streck (1993) took a total of 480 soil samples at 48 locations on a regular 11 by 7 grid (120 m long and 72 m wide) with 10 subsamples at each location (fi rst sample 0-30 cm, followed by 9 samples in 10-cm increments) down to a depth of 120 cm. On these samples, Streck (1993) measured the Cd concentration in the solution and sorbed phases as well as the soil properties pH and C org . From these data, he derived an extended Freundlich equation relating measured sorption equilibria to pH and C org . More details may be found in Streck and Richter (1997a) . The second site is located close to a metal smelter in the city of Nordenham, Germany. The site has an 85-yr history of Cd emissions from the smelter. The Cd transport at this site has been modeled before by Beyer (2002) , using an extended Freundlich equation relating measured sorption data to pH and C org . Data on Cd content, pH, and C org on a 100 by 100 m plot, with 25 regular grid points and 5 depth increments down to a depth of 80 cm were used to derive a local transfer function for transport prediction (Beyer, 2002) . Streck (1993) and Beyer (2002) derived their site-specifi c extended Freundlich equations by relating Cd sorption to pH and C org , but not to clay. This approach seems suitable on an intermediate scale (e.g., the fi eld scale) for a relatively homogeneous soil texture because a pronounced variation of clay content is unlikely. The infl uence of clay on sorption is more or less constant and independent of location at a given site and can be treated as part of the intrinsic sorption coeffi cient. As a consequence, the measurement of spatial clay content distribution was omitted in both investigations.
The lack of clay content information poses a problem when applying the universal extended Freundlich equation to the two sites. The function was derived from data gathered on the national scale, and on this scale the variation of clay content cannot be neglected (Utermann et al., 2005) . We therefore face the task of incorporating clay content at the two sites in our model predictions even though its spatial distribution was not investigated in either study. Figure 4 shows the boundary conditions for the wastewater irrigation site near Braunschweig. The precipitation rate is the 30-yr average from a nearby weather station. The evapotranspiration rate is based on the site-specifi c crop rotation. The irrigation rate was retrieved from irrigation records, while the Cd concentration in the irrigation water was reconstructed from various data sources (Streck, 1993) . Layerwise distribution parameters of pH and C org reported by Streck (1993) are given in Table  2 . The minimum and maximum values were set to the sample limits of the respective layer.
Case Study 1: Wastewater Irrigation
As mentioned above, the spatial variation of clay content was not investigated at this site. However, a preliminary screening study by Streck (1993) suggests that clay content at the site has a nearly constant and rather low concentration of only about 1% of mass. Because the contribution of clay content to overall sorption is small when clay content is low, a clay content of 1% was assumed in each soil layer (see Table 2 ).
For the 2-D Monte Carlo simulation, a total of 40,000 columns were generated-200 columns for variability times 200 realizations of uncertainty. Column generation was performed using the parameters listed in Table 2 and covariance matrices (not shown) describing the correlations between Corg and pH in each layer. The generated pH and C org distributions for the 50-to 60-cm layer are presented in Fig. 1 . The generated pH and C org distributions and the constant clay content were combined with the parameters and residual errors listed in Table 1 to calculate layerwise Freundlich coeffi cients for the 40,000 columns. The generated K distribution shown in Fig. 2 is also for the 50-to 60-cm layer.
The boundary conditions shown in Fig. 4 were used in combination with the Freundlich coeffi cients of a single column to calculate Cd displacement down to a depth of 120 cm in each of the columns. Evaporation from the soil surface was neglected, and infi ltration at the surface is equal to precipitation plus irrigation. The rate of water taken up by roots is approximated by the potential evapotranspiration due to the high irrigation rates (Streck and Richter, 1997b) . The empirical parameter ω = 5.87 m −1 describing the relative root density and the dispersion length λ = 0.01 m were taken from Streck and Richter (1997b) . Water content was set to the steady state depth distribution of θ, corresponding to the fl ux rates q instead of fi eld capacity, to be in line with Streck and Richter (1997b) . The effect of plowing was simulated by perfect mixing of the Cd content in the plow layer (0.3 m) each year, using the same approach as Streck and Richter (1997b) . The results were aggregated as illustrated in Fig. 3 and compared t o m e asured d a t a . In Fig.  5 the m e asured fielda v e ra g e d d i ssolved a n d sorbed Cd concentrations are plotted versus depth. The measured concentrations are layer-wise arithmetic means of the 48 grid samples. In addition the fi gure shows the depth distribution predicted with the local extended Freundlich equation (Streck, 1993) as well as the depth distribution predicted in this study. The median of the predicted concentrations matches the measured fi eld averaged depth profi les of the dissolved and sorbed concentration remarkably well. It is also close to the concentrations predicted with the local extended Freundlich equation.
Case Study 2: Metal Smelter Figure 6 shows the boundary conditions for the metal smelter site in Nordenham. The average yearly precipitation is assumed to be 740 mm, based on data from the Deutscher Wetterdienst (1996) . An average yearly evaporation of 610 mm is estimated for the site using the method of Renger and Wessolek (1990) for pastures as described by Hennings (2000) . The Cd-emission concentration was reconstructed by a proportional distribution of the total mass of Cd recovered on the site based on the production numbers of the smelter.
Because no site-specifi c data on clay content is available, we searched the database of the soil information system of Lower Saxony (NIBIS) (Heineke and Eckelmann, 1998) for nearby clay content measurements. We retrieved four soil profi les with a close distance to the center of the site (ranging from 280 to 580 m) where the clay content was measured down to depth of 80 cm. All profi les are in the same mapping unit as the modeled site (Calcaric fl uvisol, according to the World Reference Base [WRB, 1998] ). The clay content in the different layers of these profi les is shown in Table 3 . Down to a depth of 40 cm, the clay content stays relatively constant. Below 40 cm, there seems to be a shift to a material containing less clay. The omission of clay in the Beyer (2002) derivation of the site-specifi c extended Freundlich equation, based on the assumption that variations in clay content are small, is apparently incorrect at this site.
We derived distribution parameters for each layer by assuming that these profi les are representative for the site-specifi c clay distribution. Because these four soil profi les represent an area that is larger than the investigated site, it may be that the layerwise variation of clay is more pronounced than on the site itself. Correlations between clay contents in different layers and correlations of clay content with the two other properties (pH, C org ) were not considered. Assuming a lognormal distribution for clay, minimum and maximum clay content were estimated by taking the log transformed clay content and adding or subtracting twice the standard deviation to the mean.
In addition to the distribution characteristics of clay, Table  4 lists the layerwise distribution parameters and distribution types of pH and C org reported by Beyer (2002) . The minimum and maximum values for pH and C org were set to the sample limits for each layer. The empirical parameter ω = 7.34 m −1 was estimated on a measured root density under pasture (Aboling, FIG. 5 . The sorbed and dissolved Cd-concentration profi les measured at the site in Braunschweig, Germany, sorbed and dissolved concentrations predicted with the local extended Freundlich equation (Streck and Richter, 1997b) as well as the depth distribution (including the 95% confi dence interval) predicted with the extended Cd-Freundlich equation derived by Utermann et al. (2005) .   FIG. 6 . Boundary conditions for the site near the metal smelter facility in Nordenham, Germany. TABLE 3. Distance to the investigated site in Nordenham, Germany, and layer-specifi c clay distribution parameters of the soil profi les from the database of the Lower Saxony soil information system (Heineke and Eckelmann, 1998 ) . 1997). Dispersion length λ was set to 0.01 m based on the study of Cernik et al. (1994) . The water content θ was set to fi eld capacity, estimated at 0.41 (dimensionless) for this site based on a method reported in Hennings (2000). As in Case Study 1, evapotranspiration is assumed to be completely taken up by roots. The transport modeling procedure with the columns is the same as described for Case Study 1. Figure 7 shows the fi eld-averaged depth profi le of the sorbed-Cd concentration for the site. The dissolved concentration was not measured. It also shows the depth distribution predicted with the local extended Freundlich equation (Beyer 2002) as well as the results from this study. The median of the predicted concentrations on the left matches the fi eld-averaged depth profi le of the sorbed concentration. It is also close to the concentrations predicted with the local extended Freundlich equation.
Conclusions
We have successfully demonstrated that a relatively simple modeling approach, applicable when data are scarce, allowed the prediction of trace element transport in soil at two sites with a known history of Cd contamination. The modeling approach relies on a combination of (i) an extended Freundlich equation applicable nationwide to describe trace element sorption from easily measurable soil properties, (ii) a parallel soil column model, and (iii) a 2-D Monte Carlo technique. Instead of calculating a single deterministic result, the approach estimates a distribution of concentrations in the solid and liquid soil phase by explicitly accounting for the spatial variability and uncertainty in the input data as well as model uncertainty of the extended Freundlich equation. By taking into account input variances, the model is a valuable tool for groundwater pollution risk assessment of trace elements at sites where available data are sparse. The predicted probability distributions of sorbed and dissolved concentrations are as precise as possible under the given conditions and allow a direct evaluation of the certainty of a result. This is especially useful in situations where more simple methods do not allow a clear yes-or-no decision with regard to the transgression of legislative threshold values.
Appendix
Uncertainty of the Extended Freundlich Equation
The set of extended Freundlich equations derived by Utermann et al. (2005) for different trace elements is based on experiments with soil samples gathered at 133 sites in Germany. From this set, the extended Freundlich equation for Cd relating pH, C org and clay content (Clay) to Cd-sorption has the following form: 
where K* is the intrinsic Freundlich coeffi cient, Clay is clay content, a, b, and c are regression coeffi cients, n is the Freundlich exponent accounting for sorption nonlinearity, and ε is the residual error remaining after regression. Clay and C org are in weight percentage. Utermann et al. (2005) demonstrated that knowledge of pH, C org , and clay is the minimum information required for a successful application of these functions. Figure  A1 shows measured and predicted (using Eq.
[A1]) sorbed-Cd concentrations from the study of Utermann et al. (2005) . The residual error between the two quantities in Fig. A1 is up to the   FIG. 7 . The sorbed Cd-concentration profi le measured at Nordenham, Germany, sorbed concentrations predicted with the local extended Freundlich equation (Beyer, 2002) as well as the depth distribution (including the 95% confi dence interval) predicted with the extended Cd-Freundlich equation derived by Utermann et al. (2005) . order of one magnitude and must be considered in a risk assessment.
In risk assessment, site-or fi eld-averaged concentrations are compared to threshold values. Given that the extended Freundlich equation is based on isotherm measurements gathered at 133 soil monitoring sites of a nationwide network, the residual error ε is likely to combine an error that is site-specifi c (on-site error) and an error occurring between different sites. When fi eld-average concentrations are calculated, on-site error will infl uence the absolute value of the fi eld average but not its uncertainty. Uncertainty will only be infl uenced by the error between sites. To separate the on-site error from the between-site error, an ANOVA of the error residuals was performed. A prerequisite for an ANOVA is a constant sample error variance. Figure  A2 shows a box plot of the residual error in the predicted sorbed concentration S based on C org , pH, and clay. The residual error is plotted against the site (sample) ID. To increase confi dence in the results of the ANOVA, the analysis was limited to residuals from sites where isotherms were measured in at least four horizons, leaving 36 sites for analysis. Figure A2 shows that the prerequisite of a nonvarying onsite error variance is approximately fulfi lled. Two sites appear to have a relatively large error variance (BW71 and NS57). Figure  A3 shows four additional diagnostic plots that characterize the distribution of the on-site residuals (or error variance) in more detail. The two plots on the left show the absolute residuals and the square root of the standardized residuals versus the fi tted ANOVA-mean for each site. Both plots allow a visual test of constant variance and infl uence of outliers. Outliers are more prominent in the upper plot, while in the lower plot resolution of the ordinate is increased because of standardization. Both plots include a moving average (averaged over 0.2 units on the abscissa) to check for constant variance. The higher resolution in the lower plot leads to more fl uctuations but neither trend nor prominent peaks are visible in the moving average. The upper-right plot, where the standardized residuals are compared to quantiles of a normal distribution, reveals a good agreement between the two. In the lower-right plot, the Cook's distance (Cook and Weisberg, 1982) , a measure for the infl uence of outliers on an ANOVA-fi t, is plotted for every single observation. No prominent outlier is visible in the plot, which means that no single observation has a prominent infl uence on the ANOVAfi t.
Results of the ANOVA are presented in Table A1 . The F value suggests that there is a difference between the site-specifi c means at the 1% signifi cance level. Comparing the sums of squares reveals that on-site variance is approximately 70% of the total variance and between-site variance is approximately 30% of the total variance. These variance fractions are approximate because the between-sites sum of squares is a biased estimator for the error variance. However, the on-site sum of squares is an unbiased estimator and can readily be used to estimate the standard deviation of the normally distributed on-site random error with a mean of zero.
A complete statistical description of the residual error is achieved by providing the standard deviation of the on-site error and a statistical distribution of the site-specifi c error means that characterize the between-sites error. The left panel of and summary statistics of site-specifi c group means obtained from the ANOVA procedure, and the right panel shows the corresponding quantile-quantile plot. Figure A4 suggests that the site-specifi c means are approximately described by a normal distribution but may deviate moderately in the tails. We approximate the distribution of site-specifi c means in the following as a normal distribution with mean and standard deviation as given in the left panel of Fig. A4 . The residual error term in the extended Freundlich equation (Eq. [A1]) is broken into two normally distributed error terms, representing contributions from on-site error, ε 1 , and between-sites error, ε 2 , yielding Note that by deriving a local extended Freundlich equation from site-specifi c sorption data the between-sites error ε 2 could be neglected-such a function is unlikely to exhibit a site-specifi c bias. In contrast, the on-site error ε 1 may only be reduced by choosing a more accurate process-oriented sorption model. A consequence is that in the context of our model approach ε 2 is treated like uncertainty (reducible), while ε 1 is related to variability (irreducible). In addition, since the random error ε 1 varies on the site scale (the fi eld scale), it contributes to the absolute value of the fi eld-average concentration but not to its uncertainty (which is only infl uenced by ε 2 ). This is important considering that risk assessments will be based on fi eld-averaged concentrations.
In the context of the 2-D Monte Carlo approach, the statistical distribution of ε 2 is used to generate l mean residual error values, comparable to different realizations of a site-specifi c bias. The mean residual error ε 2 is kept constant in the layerwise calculation of Freundlich coeffi cients in each of the k columns of a single set describing on-site variability, but it is varied over the l sets describing uncertainty. In contrast, the statistical distribution of ε 1 is used to generate an on-site random error that varies for each soil layer in the k columns that describe on-site variability. The values of ε 1 and ε 2 are assumed statistically independent, in contrast to the soil properties.
An actual simulation run of one set of k columns is therefore based on layerwise Freundlich coeffi cients calculated with a varying error ε 1 but a constant error ε 2 ; ε 2 is only varied between the l different sets. Figure A5 shows the distribution of the CDFs for the combined residual error ε 1 + ε 2 . Because the residual error distributions are independent of soil layer and depth, one CDF belonging to this distribution applies to each soil layer within one set of k columns.
