Abstract. A word w = w 1 w 2 · · · w n is alternating if either w 1 < w 2 > w 3 < w 4 > · · · (when the word is up-down) or w 1 > w 2 < w 3 > w 4 < · · · (when the word is down-up). The study of alternating words avoiding classical permutation patterns was initiated by the authors in [3] , where, in particular, it was shown that 123-avoiding up-down words of even length are counted by the Narayana numbers.
Introduction
A permutation π = π 1 π 2 · · · π n is called up-down if π 1 < π 2 > π 3 < π 4 > π 5 < · · · . A permutation π = π 1 π 2 · · · π n is called down-up if π 1 > π 2 < π 3 > π 4 < π 5 > · · · . A famous result of André states that if E n is the number of up-down (equivalently, down-up) permutations of 1, 2, . . . , n, then n≥0 E n x n n! = sec x + tan x.
Some aspects of up-down and down-up permutations 1 are surveyed in [9] . Slightly abusing these definitions, we refer to alternating permutations as the union of up-down and downup permutations 2 . The study of alternating permutations was extended to other types of alternating sequences, for example, to up-down multi-permutations [5] . For other relevant sources see [4] and [6] .
In [3] we extended the study of alternating permutations to that of alternating words. These words, also called zigzag words, are the union of up-down and down-up words, which are defined in a similar way to the definition of up-down and down-up permutations, respectively. Namely, a word w = w 1 w 2 · · · w n is up-down (resp., down-up) if w 1 < w 2 > w 3 < · · · (resp., w 1 > w 2 < w 3 > · · · ) 3 . For example, 1214, 2413, 2424 and 3434 are examples of up-down words of length 4 over the alphabet {1, 2, 3, 4}. In this paper, we write the entries of an up-down word w as w = b 1 t 1 b 2 t 2 · · · where b i < t i > b i+1 for i ≥ 1. We call a letter b i a bottom element and t i a top element.
For a word w = w 1 w 2 · · · w n over the alphabet {1, 2, . . . , k}, its complement w c is the word c 1 c 2 · · · c n , where for each i = 1, 2, . . . , n, c i = k + 1 − w i . For example, the complement of the word 24265 over the alphabet {1, 2, . . . , 6} is 53512. For a word w = w 1 w 2 · · · w n , its reverse w r is the word w n w n−1 · · · w 1 . For example, if w = 53512 then w r = 21535.
We say that a permutation π = π 1 π 2 · · · π n contains an occurrence of a pattern τ = τ 1 τ 2 · · · τ k if there are 1 ≤ i 1 < i 2 < · · · < i k ≤ n such that π i 1 π i 2 · · · π i k is orderisomorphic to τ . If π does not contain an occurrence of τ , we say that π avoids τ . For example, the permutation 315267 contains several occurrences of the pattern 123, such as, the subsequences 356 and 157, while this permutation avoids the pattern 321. Such patterns are referred to as "classical patterns" in the theory of patterns in permutations and words (see [7] for a comprehensive introduction to the theory). Occurrences of a pattern in words are defined similarly as subsequences order-isomorphic to a given word called pattern. The only difference between word and permutation patterns is that word patterns can contain repetitive letters, which is not in the scope of this paper.
Another type of patterns of interest to us is vincular patterns, also known as generalized patterns [2] , in occurrences of which some of the letters may be required to be adjacent in a permutation or a word. We underline letters of a given pattern to indicate the letters that must be adjacent in any occurrence of the pattern. For example, the word w = 1244254 contains four occurrences of the pattern 132, namely, the subsequences 142, 154, and 254 twice: in each of these occurrences, the letters in w corresponding to 2 and 3 in the pattern stay next to each other. On the other hand, w contains just one occurrence of the pattern 132 formed by the rightmost three letters in w. If all letters in an occurrence of a pattern are required to stay next to each other, which is indicated by underlying all letters in the pattern, such patterns are called consecutive patterns. Vincular patterns play an important role in the theory of patterns in permutations and words (see Sections 3.3 and 3.4 in [7] for details).
In this paper, [k] = {1, 2, . . . , k}, S p k,n denotes the set of p-avoiding up-down words of length n over [k] , and N p k,n denotes the number of words in S p k,n . Two patterns, p 1 and
k,n for n ≥ 0 and k ≥ 1. Also, for a word w, {w} + denotes a word in {w, ww, www, . . .} and {w} * denotes a word in {w} + ∪ {ǫ}, where ǫ is the empty word. Moreover, recall that the n-th Catalan number is C n = . Also, a Dyck path of semi-length n is a lattice path with steps (1, 1) and (1, −1) which begins at (0, 0), ends at (2n, 0), and never goes below the x-axis.
The content of this paper is as follows. In Section 2 we not only discuss in more detail the structure of 123-avoiding up-down words of even length, but also give an alternative, combinatorial way to show that the number of these words is given by the Narayana numbers. Originally, this fact was established in [3] . An essential part of our studies here is the notion of a cut-pair, which allows us to subdivide the set of words in question into equivalence classes. We prove that the number of equivalence classes is counted by the Catalan numbers, which is done by establishing a bijection between the classes and Dyck paths of certain length.
Further, in Sections 3 and 4 we extend the enumerative results in [3] to the case of alternating words avoiding a vincular pattern of length 3. This direction of research is also an extension of vincular pattern-avoidance results on all words to alternating words; see [7, Section 7 .2] for a survey of the respective results. Table 1 shows Wilf-equivalent classes, where A is given by Theorem 3.3, B by Theorem 3.4, C by Theorem 3.8, and D by Theorem 3.7. Also, G, H, N are given by Corollary 4.5 and Theorem 4.6, and E and F by Theorems 4.8 and 4.9. Finally, we do not give separate enumeration for K and L, but treat these cases together in Theorem 3.1 by providing a recurrence relation for these numbers. In particular, we show that it is sufficient to enumerate up-down words of even length avoiding the consecutive pattern 132 (corresponding to A in Table 1 ) and up-down words of odd length avoiding the consecutive pattern 312 (corresponding to D in Table 1 ) to deduce all of our enumerative results. Note that A in Table 1 is given by the Stirling numbers of the second kind S(n, m) counting the number of ways to partition a set of n elements into m nonempty subsets.
All our results in this paper are for up-down pattern-avoiding words. However, they can be easily turned into results on down-up pattern-avoiding words by using the complement operation.
Structure of 123-avoiding up-down words of even length
Recall that 123-avoiding up-down words were enumerated in [3] . To be more precise, the following theorem was proved in [3] .
Theorem 2.1 ([3]
). For p ∈ {123, 132, 312, 213, 231} and i ≥ 1,
where
In this section, we give more details on the structure of 123-avoiding up-down words, and provide an alternative, combinatorial proof for their enumeration.
Cut-pairs and cut-equivalence
We begin with a description of the structure of 123-avoiding up-down words of even length. 
Proof. We first show that if w is a 123-avoiding up-down word, then (a) and (b) hold. (a) is true since if there exist 1 ≤ j 1 < j 2 ≤ i such that b j 1 < b j 2 , then b j 1 b j 2 t j 2 forms the pattern 123. Similarly, (b) is true since if there exist 1 ≤ j 1 < j 2 ≤ i such that t j 1 < t j 2 , then b j 1 t j 1 t j 2 forms the pattern 123.
We next prove that any up-down word w satisfying (a) and (b) must be 123-avoiding. Suppose that there is an occurrence xyz of the pattern 123 in w. Then at most one of the three letters x, y and z can stay in bottom positions, since otherwise it would contradict the condition (a). Similarly, due to (b), at most one of the three letters can stay in top positions. This is impossible and thus w is 123-avoiding, which completes the proof.
Furthermore, if w contains repeated pairs then b j t j is a cut-pair if it is a cut-pair in the word obtained from w by removing all repetitions of repeated pairs.
For example, given k = 6, the word w = 4645252512 ∈ S 123 6,10 has only one cut-pair 45. On the other hand, 25 is a cut-pair in the word 252525 ∈ S 123 6,10 . For yet another example, the word 262626 ∈ S 123 6,10 has no cut-pair. The word "cut" in "cut-pair" came in analogy with the notion of a cut-point in a permutation that can be used to define reducible/irreducible permutations [7] . A cut-point in that context is a place in the permutation, where every element to the left of the place is smaller than every element to the right of it.
Combining the definition of cut-pairs with Lemma 2.2, it is easy to see that if a 123-avoiding up-down word Clearly, "to be cut-equivalent" is an equivalence relation on S 
consists of the words of length 2i that can be generated from the expression
where the second line is continuation of the first one. Moreover, two different expressions of the form (1) cannot generate the same word.
Proof. All the words of length 2i that can be generated from the expression (1) are clearly 123-avoiding. Moreover, by the definition of cut-pairs, these words have cut-pairs
Conversely, we shall show that any 123-avoiding word w with cut-pairs
. . , b p j t p j can be generated from (1) . Without loss of generality, suppose that all the pairs b j t j in w are distinct. We first prove the following claim.
and t pm > t x > t p m+1 cannot be satisfied at the same time.
Proof of the Claim. If some pair b x t x between b pm t pm and b p m+1 t p m+1 has the property b pm > b x > b p m+1 and t pm > t x > t p m+1 , then there are two cases to consider.
Case 1: There exists at least one pair b y t y between b x t x and b p m+1 t p m+1 in w such that b y = b x . We list all such pairs as b y 1 t y 1 , b y 2 t y 2 , . . . , b ys t ys , where b x = b y 1 = b y 2 = · · · = b ys and t x > t y 1 > t y 2 > · · · > t ys . But then b ys t ys must be a cut-pair by the definition, which contradicts the assumption that there is no cut-pair between b pm t pm and b p m+1 t p m+1 .
Case 2:
There exist no pair b y t y between b x t x and b p m+1 t p m+1 such that b y = b x . Then there must exist at least one pair b z t z such that t z = t x between b pm t pm and b x t x in w, since otherwise b x t x would be a cut-pair. We list all such pairs as
But then b z 1 t z 1 must be a cut-pair, which also contradicts the assumption that there is no cut-pair between b pm t pm and b p m+1 t p m+1 .
This completes the proof of the claim.
We next show that the subword of w starting at b pm t pm and ending at b p m+1 t p m+1 (1 ≤ m ≤ j − 1) belongs to the set of words generated from the expression
Indeed, if a pair b x t x is between b pm t pm and b p m+1 t p m+1 in w, then combining the definition of a cut-pair with Lemma 2.2, there is
Together with the claim above, we have either
Thus, for any two distinct pairs b x t x and b y t y between b pm t pm and b p m+1 t p m+1 in w, there are three cases to consider.
Then b x t x is to the left of b y t y in w if b x > b y and to the right of it otherwise.
Case 3:
is to the left of b y t y in w if t x > t y and to the right of it otherwise.
Hence, it follows that the subword of w between b pm t pm and
can be generated by an expression of the form (2).
Similarly, if there is a pair b x t x to the left of
The subword of w to the left of b p 1 t p 1 belongs to the set of words that can be generated by the expression
And similarly, if there is a pair b x t x is to the right of b p j t p j in w, then b p j > b x > 1 and t p j > t x > 1 cannot happen at the same time. That is to say, there is b p j > b x > 1 and t x = t p j , or b x = 1 and t p j ≥ t x > t p 1 . The subword of w after b p j t p j belongs to the set of words that can be generated by the expression
Thus, we obtain that every word w ∈ S 123 k,2i with cut-pairs
. . , b p j t p j , where p 1 < p 2 < · · · < p j , belongs to the set of words that can be generated by the expression (1).
Finally, two different expressions of the form (1) cannot produce the same word since they belong to two different cut-equivalence classes. This completes the proof.
From Lemma 2.3, we see that each cut-equivalence class in S 123 k,2i can be represented by an expression of the form (1). For example, given k = 5, there are five solutions to
Indeed, it is not difficult to see that 0 ≤ j ≤ 2. When j = 0, the solution is the empty set; when j = 1, the three solutions are {23}, {24} and {34}; when j = 2, the unique solution is {34, 23}. Note that each solution corresponds to a cut-equivalence class with the corresponding cut-pairs. Thus F 
A bijection between Dyck paths and cut-equivalence classes
Let D n denote the set of all Dyck paths of semi-length n. It is a well-known fact that the number of paths in D n is given by C n , the n-th Catalan number.
Each Dyck path in D n can be encoded by a Dyck word π = π 1 π 2 · · · π 2n , where π i ∈ {U, D} for 1 ≤ i ≤ 2n, and π satisfies the condition that for 1 ≤ k ≤ 2n, the number of Us in π 1 π 2 · · · π k is no less than the number of Ds there. Thus, U corresponds to an up-step (1, 1) and D corresponds to a down-step (1, −1). Slightly abusing the terminology, we think of a Dyck path to be the same as the Dyck word encoding it.
A valley in π ∈ D n is an occurrence of DU, that is, a U in π immediately preceded by a D. We let v(π) denote the number of valleys in π. For example, Figure 1 shows a Dyck path π of semi-length 8 with v(π) = 3. It is a well-known result that the number of Dyck paths of semi-length n with j valleys is given the Narayana number N n,j = Given a cut-equivalence class in S 123 k,2i , we define a Dyck path as follows: start at the point (0, 0) and go along an up-step. Then if the pair immediately after (k−2)k is (k−3)k, go along an up-step, while if it is (k − 2)(k − 1), go along a down-step. In general, if in the following pair the bottom element is decreased by 1, go along an up-step, while if the top element there is decreased by 1, go along a down-step. See Figure 2 for an example when k = 5. Note that cut-pairs in the correspondence given by Figure 2 correspond to valleys, which is not a coincidence. This correspondence leads to the following theorem, the main result of this subsection. Proof. Let f be the cut-equivalence class in
In particular, if f is the unique cut-equivalence class containing no cut-pairs, then
Clearly, π contains k − 2 up-steps and k − 2 down-steps. Moreover, since
which implies that the number of up-steps is never less than that of down-steps in any initial part of π. Thus, π ∈ D k−2 . Finally, note that π contains exactly j valleys since there are j DUs in π, and thus n(f ) = v(π).
In order to show that φ is injective, we need to show that for different
According to the definition of φ, φ(f 1 ) and φ(f 2 ) are the same in the first k − 1 − b p j * −1 upsteps and the first k−t p j * −1 down-steps. Then in φ(f 1 ), b p j * −1 −b p j * up-steps and t p j * −1 −t p j * down-steps follow, and in φ(f 2 ), b
To complete the proof, it remains to describe the inverse map φ −1 . For any Dyck path π ∈ D k−2 with v(π) = j, π must be of the form
where α m > 0 and β m > 0 for 1 ≤ m ≤ j + 1, and
We define the corresponding cut-equivalence class as follows. For 1 ≤ m ≤ j, let
By Lemma 2.3, the cut-pairs of a 123-avoiding up-down word uniquely determine the cut-equivalence class that it belongs to. Thus, we can determine the cut-equivalence class f corresponding to the Dyck path π from the sequence of integer pairs {(b pm , t pm )} j m=1 . Clearly, we have n(f ) = j.
Moreover, combining forms (3) and (4), we can get that
This completes the proof.
To illustrate the bijection given in Theorem 2.4, we consider the set S 123 5,2i whose five cut-equivalence classes were listed above. The Dyck paths corresponding to these classes, in the respective order, are given in Figure 3 . Class 1 is the only class in S is N k−2,j , where 0 ≤ j ≤ k − 3.
An alternative enumeration of
Corollary 2.5 allows us to give an alternative, combinatorial proof of the following theorem appearing in [3] . 
Proof. Let f be the cut-equivalence class corresponding to cut-pairs
We first claim that the number of words of length 2i belonging to f is 2k−4+i−j 2k−4 . Indeed, by Lemma 2.3, any word w ∈ f must be obtained from (1) . Further, by Theorem 2.4, there are at most 2(k − 2) + 1 = 2k − 3 distinct pairs in (1), which gives an upper bound on the number of distinct pairs in P w . For 1 ≤ i ≤ 2k − 3, we let x i denote the number of times the i-th pair in (1) , from left to right, appears in w. Thus the words in f are in 1-to-1 correspondence with nonnegative solutions of the equation x 1 + x 2 + · · · + x 2k−3 = i, where j specified x m s (corresponding to cut-pairs) are forced to be positive. The number of such solutions is
, as desired.
Combining the last statement with Corollary 2.5, we obtain that
In what follows, we shall give a closed form formula for N 123 k,2i . We start with using the formula for the Narayana numbers N k−2,j to obtain
Since the factor k−3 j vanishes for j > k − 3, we have that
We next use the approach described in [8, p. 35 ] to express (5) in terms of a hypergeometric series. Denote (a) n the rising factorial a(a + 1) · · · (a + n − 1) and let 3 F 2
Since the constant coefficient of (5) is
and the ratio between consecutive coefficients in (5) is
it follows that N 123 k,2i can be expressed as
The Saalschütz identity [1, p. 9] says that
By setting a = 3 − k, b = 2 − k, c = 2 and i = n, we have that
Substituting the last formula into (6), we obtain that
which completes the proof.
To illustrate Theorem 2.6, the words in the five cut-equivalence classess in S , and
, respectively. Hence, the number of words in S 
Enumeration of length consecutive pattern-avoiding up-down words
The following theorem is a straightforward corollary to Formula (1) in [3] , since the patterns 123 and 321 do not bring any new restrictions on alternating words, and thus S 
with the initial conditions M k,0 = 1, M k,1 = k for k ≥ 2, and M 2,ℓ = 1 for ℓ ≥ 2. 
132-avoiding up-down words
Proof. If there were some j,
would form an occurrence of the pattern 132.
Conversely, if there is an occurrence w j w j+1 w j+2 of the pattern 132 in w, where 1 ≤ j ≤ ℓ − 2, then we have w j < w j+2 < w j+1 . According to the definition of up-down words, w j+1 must be a top element in w, and w j and w j+2 must be bottom elements in w, and w j < w j+2 .
This completes the proof. Hence for k ≥ 3 and i ≥ 1, the numbers A k,2i satisfy the recurrence relation
with the initial conditions A 2,2i = 1 for all i ≥ 1 and A k,0 = 1 for all k ≥ 2, which are easy to check.
We have that A k,2i = S(k + i − 1, k − 1) since these numbers have the same recurrence relation and initial conditions. Indeed, from a well-known recurrence relation for the Stirling numbers of the second kind,
together with their initial conditions S(i + 1, 1) = 1 for all i ≥ 0 and S(k − 1, k − 1) = 1 for all k ≥ 2.
We now turn our attention to considering A k,2i+1 .
Theorem 3.4. For all k ≥ 2 and i ≥ 1, we have
Proof. Let A j k,ℓ denote the number of those words counted by A k,ℓ that end with j. It is easy to see that for k ≥ 2 and i ≥ 1,
By Lemma 3.2, for any word w ∈ S 132 k,2i+1 whose last letter is j, the minimum letter of w is also j. Thus, we have that
, where 1 ≤ j ≤ k − 1, because we can subtract j from each letter of any word counted by A j k,2i+1 . Moreover, for any word in S 132 k−j+1,2i+1 ending with 1, we can remove 1 to form a word of length 2i, which is also 132-avoiding. On the other hand, for any word S 132 k−j+1,2i , we can adjoin the letter 1 at the end to form a 132-avoiding word of length 2i + 1. Thus,
So, we obtain that
ℓ be the generating function for N 132 k,ℓ . Then we have
.
By (8), it follows that
for k ≥ 2 and A 1 (x) = 1. This leads to the following well-known generating function for Stirling numbers of the second kind, where k ≥ 1:
From the definition of N 132
k (x) as well as the fact A k,1 = k, we have that
, as desired. This completes the proof.
312-avoiding up-down words
In this subsection, we consider the enumeration of 312-avoiding up-down words, which is similar to the enumeration of 132-avoiding up-down words done in Section 3.1. Table 3 provides the numbers N 312 k,ℓ for small values of k and ℓ. We begin with giving a description of 312-avoiding up-down words. Lemma 3.6. An up-down word w = w 1 w 2 · · · w ℓ is 312-avoiding if and only if the top elements of w are weakly increasing from left to right, i.e.,
Proof. For any up-down word w, if there exists 1 ≤ j ≤ ⌊
⌋ − 1 such that t j > t j+1 , then t j b j+1 t j+1 would be an occurrence of the pattern 312.
Conversely, if there is an occurrence w j w j+1 w j+2 of the pattern 312 in w, where 1 ≤ j ≤ ℓ − 2, we would have w j+1 < w j+2 < w j . By definition of up-down words, w j+1 must be a bottom element in w, and w j and w j+2 must be top elements in w. But then w j > w j+2 .
For ℓ ≥ 2, let B k,ℓ = N 312 k,ℓ denote the number of 312-avoiding up-down words of length ℓ over an alphabet [k] . Also, let B k,0 = 1 and to simplify our calculations, we assume that
First, we deal with the enumeration of B k,2i+1 . Theorem 3.7. For k ≥ 2 and i ≥ 1, the numbers B k,2i+1 satisfy the recurrence relation
with the initial conditions B 1,2i+1 = 0 for all i ≥ 1 and
Proof. Our proof of (10) is similar to the proof of (8) considering subclasses of whether k appears in w or not, and we omit it.
By (10), we have
for k ≥ 2. Therefore,
with the initial condition B 1 (x) = 0.
Hence, for k ≥ 2, we have
, which completes the proof.
Now we turn our attention to the words of even length.
Theorem 3.8. For all k ≥ 2 and i ≥ 2, we have
Proof. Let B j k,ℓ denote the number of those words counted by B k,ℓ that end with j for ℓ ≥ 2. It is easy to see that for k ≥ 2 and i ≥ 2,
For any word w ∈ S 312 k,2i whose last letter is j, by Lemma 3.6, the maximum letter of w is also j. Thus, for 2 ≤ j ≤ k, we have that
Moreover, for any word in S 312 j,2i ending with j, we can remove j to form a word of length 2i − 1, which is also 312-avoiding. On the other hand, for any word in S 312 j,2i−1 , we can adjoin a letter j at the end to form a 312-avoiding word of length 2i. Thus,
So, we obtain that
Proof. From Theorem 3.8 together with the fact
, we obtain that
213-avoiding or 231-avoiding up-down words
In what follows, we resume using N Proof. The equalities hold by applying the reverse operation to all words, which keeps the property of being an up-down word.
For the case of the even lengths, we have the following result. Proof. The statement follows by applying the complement and reverse operations which turn an up-down word into an up-down word.
Enumeration of up-down words avoiding a vincular pattern of length 3
In Section 3, we enumerated up-down words avoiding consecutive patterns of length 3, which are a particular case of vincular patterns. In this section, we consider avoidance of other vincular patterns of length 3 on up-down words. We divide patterns of the form xyz into three subcases; in each subcase the proofs are similar.
132-avoiding or 312-avoiding up-down words
Similarly to our considerations above, we first give a description of 132-avoiding up-down words. Conversely, if in w there is an occurrence w j * w j w j+1 of the pattern 132, where 1 ≤ j * < j ≤ ℓ − 1, we would have w j * < w j+1 < w j . According to the definition of up-down words, w j must be a top element and w j+1 must be a bottom element in w. If w j * is a bottom element, then there is w j * < w j+1 and the bottom element w j * is to the left of the bottom element w j+1 . If w j * is a top element, then there is w j * +1 < w j * < w j+1 , and the bottom element w j * +1 is to the left of the bottom element w j+1 .
(b) Combining Lemma 3.2 and (a), we get the desired result.
The enumeration of 312-avoiding up-down words is similar to that of 132-avoiding up-down words, and we omit a proof of the following theorem leaving it to the interested Reader. 
231-avoiding or 213-avoiding up-down words
Our proof of the following lemma is very similar to the proof of Theorem 4.1 (a), and thus is omitted.
Lemma 4.3. In a 231-avoiding up-down word, the bottom elements are weakly increasing from left to right, i.e.,
Note that unlike Theorem 4.1 (a), we do not have "if and only if" statement in Lemma 4.3 as demonstrated, e.g., by the word 12131.
The following theorem shows that avoidance of the pattern 231 is equivalent to avoidance of the classical pattern 231 studied in [3] . Proof. If w has an occurrence of the pattern 231 then it clearly has an occurrence of the pattern 231. Thus, we just need to show that if w is 231-avoiding, then w is 231-avoiding. Suppose that w is 231-avoiding, but there is an occurrence w j 1 w j 2 w j 3 of the pattern 231 in w, that is, j 1 < j 2 < j 3 and w j 3 < w j 1 < w j 2 . Among all such occurrences, we can pick one which has j 3 − j 1 minimum possible.
(a) If w j 2 is a bottom element, then w j 3 must be a top element by Lemma 4.3. Since w j 3 −1 < w j 3 , we have that w j 2 = w j 3 −1 . But then, w j 2 and w j 3 −1 are bottom elements such that w j 3 −1 is to the right of w j 2 and w j 3 −1 < w j 2 contradicting Lemma 4.3.
(b) If w j 2 is a top element, we have the following cases to consider. If j 3 = j 2 + 1, then w j 1 w j 2 w j 3 is an occurrence of the pattern 231, which is impossible. If j 3 ≥ j 2 + 2 and w j 3 is a bottom element, according to the definition of up-down words and Lemma 4.3, we have w j 2 +1 ≤ w j 3 and thus w j 1 w j 2 w j 2 +1 is an occurrence of the pattern 231; contradiction. Finally, if j 3 ≥ j 2 + 2 and w j 3 is a top element, then w j 1 w j 2 w j 3 −1 is an occurrence of the pattern 231 with w j 1 and w j 3 −1 being closer to each other than w j 1 and w j 3 contradicting our choice of w j 1 w j 2 w j 3 .
The proof is completed.
The following statement is a direct corollary to Theorem 4.4. The enumeration of 213-avoiding up-down words is similar to that of 231-avoiding up-down words. Here we list all the results about the former objects, omitting the proofs. 
Proof. For any 123-avoiding up-down word w, if there exists 1 ≤ j ≤ ⌊
is an occurrence of the pattern 123, which is a contradiction.
Conversely, if there is an occurrence w j * w j w j+1 of the pattern 123 in w, where 1 ≤ j * < j < ℓ, we would have w j * < w j < w j+1 . According to the definition of up-down words, w j must be a bottom element, and w j+1 must be a top element in w. If w j * is a bottom element, then w j * is to the left of w j and w j * < w j . If w j * is a top element, then the bottom element w j * −1 = w j is to the left of w j and w j * −1 < w j .
We can now obtain the following enumerative result. This completes the proof.
The case of enumeration of 321-avoiding up-down words is similar to that of 123-avoiding up-down words conducted above. Thus, we omit our proof of the following theorem. 
The remaining cases
The remaining enumeration cases for vincular pattern-avoiding up-down words are obtained by applying the reverse and complement operations to our obtained results. We record these cases in the following two theorems. 
Concluding remarks
In this paper, we not only enumerated all cases of length 3 vincular pattern-avoidance on alternating words providing a link, e.g., to the Stirling numbers of the second kind, but also discussed the structure of 123-avoiding up-down words of even length. As the result, we provided an alternative, combinatorial proof of the fact that these words are counted by the Narayana numbers. However, our combinatorial proof uses a bijection between Dyck paths and certain equivalence classes on words in question, along with a known relation on Narayana numbers. It is still desirable to solve the following problem.
Problem 1. Provide a direct combinatorial proof of the fact that 123-avoiding up-down words of even length are counted by the Narayana numbers, namely, find a bijection sending these words to Dyck paths.
Also, it would be interesting to describe the structure of 132-avoiding up-down words of even length, e.g., via the notion of a cut-pair introduced in this paper, and possibly provide an alternative proof of the fact that these words are counted by the Narayana numbers, as was shown in [3] . We leave this as an open research direction.
Finally, there are many other types of patterns studied in the literature (see Chapter 1 in [7] ) and one could study occurrences of these patterns on alternating words, which should bring more links to known combinatorial structures.
