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ABSTRACT
Wireless Smart Sensor (WSS) process field data and inform structural field engineers and
owners about the infrastructure health, condition, and safety. Engineers acquire the data
and investigate changes on displacements under loads to make informed choices and
prioritize decisions concerning maintenance, required repairs, and infrastructure
replacements. However, reliable data collection and access to displacement information in
the field in real-time under loads remains a challenge. The displacement data provided by
the WSS in the field undergoes additional processing, and it is seen at a different location,
at the decision-making headquarters. If inspectors were able to observe structural
displacements in real-time at the locations of interest, that would enable a new informationbased decision-making reality in the field, and it would also make it possible for the
inspector to conduct additional observations based on that information. As a solution, this
thesis develops a new human-centered access to actionable structural data (real-time
displacements under loads) using Augmented Reality (AR). The main contribution of this
work is a real-time human-infrastructure interface that facilitates inspectors’ direct access
to displacement data during the structural inspection and monitoring.

v

Table of Contents
ABSTRACT.........................................................................................................................v
List of Figures .................................................................................................................... xi
List of Tables .....................................................................................................................xv
Chapter 1. Introduction ........................................................................................................1
1.1 Monitoring of critical civil infrastructure ................................................................1
1.2 Displacement............................................................................................................1
1.3 Sensors 2
1.4 Augmented Reality (AR) .........................................................................................4
1.5 Thesis outline ...........................................................................................................5
Chapter 2. Literature Review ...............................................................................................7
2.1 Introduction ..............................................................................................................7
2.2 The application of sensors for measuring displacement ..........................................7
2.3 The application of Augmented Reality (AR) for Structural Health
Monitoring (SHM) ...................................................................................................9
2.4 Proposed Research .................................................................................................13
Chapter 3. Design and Implementation of a Connection between Augmented
Reality and Sensors ..........................................................................................14
3.1 Introduction ............................................................................................................14
vi

3.2 The Components of AR .........................................................................................14
3.3 The AR device .......................................................................................................16
3.3.1 Advantages of the AR Application ...............................................................17
3.4 The Structure of the Sensing Platform ...................................................................18
3.4.1 Strain Gauge and Its Components.................................................................19
3.4.1.1 Microcontroller .................................................................................19
3.4.1.2 Sensor................................................................................................21
3.4.1.3 Analog to Digital Converter..............................................................21
3.4.1.4 Potentiometer ....................................................................................21
3.4.1.5 Resistors ............................................................................................22
3.4.1.6 Wireless SD Shield ...........................................................................22
3.4.1.7 XBee Series 1 Module ......................................................................22
3.4.1.8 Power Source ....................................................................................22
3.5 AR and Database....................................................................................................25
3.5.1 Hardware .......................................................................................................26
3.5.1.1 The server..........................................................................................26
3.6 Software .................................................................................................................27
3.6.1 The Server .....................................................................................................28
3.6.2 The Sensor ....................................................................................................28

vii

3.6.3 The Connection between the AR and the Sensor..........................................29
3.6.4 Sensor Data to Server....................................................................................29
3.6.5 Server Data to AR Device.............................................................................29
3.7 AR and Human-Machine Interface ........................................................................30
3.8 Experiment .............................................................................................................30
3.8.1 Experiment Setup ..........................................................................................31
3.8.2 Theoretical Strain ..........................................................................................32
3.9 Results and Evaluation ...........................................................................................34
3.10 Conclusion ............................................................................................................37
Chapter 4. Visualization of Real-Time Displacements with Dynamic
Experiments .....................................................................................................39
4.1 Introduction ............................................................................................................39
4.2 State of the art: WSS ..............................................................................................40
4.2.1 The need of the interface...............................................................................42
4.2.2 New Human-Infrastructure Interface for Displacement
Visualization .................................................................................................43
4.2.2.1 Design ...............................................................................................43
4.2.2.2 Real-time AR WSS displacement visualization ...............................46
4.3 Hardware ................................................................................................................48

viii

4.3.1 The AR device ..............................................................................................48
4.3.2 Advantages of the AR device .......................................................................50
4.3.3 The server......................................................................................................50
4.4 Software .................................................................................................................50
4.4.1 Software in the sensor ...................................................................................51
4.4.2 Software in the server ...................................................................................51
4.4.3 Software in the AR device ............................................................................51
4.4.4 Sensor data to server .....................................................................................52
4.4.5 Server data to AR device ..............................................................................53
4.4.6 Implementation of the AR interface .............................................................53
4.4.7 Algorithm ......................................................................................................54
4.5 Visualization ..........................................................................................................56
4.6 Code Implementation for the Interface ..................................................................58
4.6.1 Implementation in the Server Side ................................................................58
4.6.2 Implementation in the Client Side ................................................................60
4.6.3 Limitations of the code .................................................................................66
4.7 Experiments ...........................................................................................................67
4.7.1 Displacements in AR from WSS vs smartphone camera..............................68
4.7.2 Displacements in AR from WSS vs a laser ..................................................71

ix

4.7.3 Time machine for temporal displacements ...................................................77
4.8 Conclusion .............................................................................................................78
Chapter 5. Conclusion ........................................................................................................80
5.1 Summary ................................................................................................................80
5.2 Future Research .....................................................................................................82
5.2.1 Benchmarking and field testing of the human-infrastructure
interface.........................................................................................................82
5.2.2 Implementation with new sensor LEWIS 5 ..................................................83
5.2.3 Implementation with a mesh of sensors ........................................................83
5.3 Applications ...........................................................................................................83
5.4 Publications ............................................................................................................84
5.4.1 Journal publications ......................................................................................84
5.4.2 Proceedings ...................................................................................................85
5.4.3 Conference Presentations and Workshops ....................................................86

x

List of Figures
Figure 1. Instrumentation layout of sensory systems for structural
monitoring in Tsing Ma Bridge (H.-P. Chen & Ni, 2018b). ...............................3
Figure 2. The Touring Machine was the first outdoor AR system (left).
Image of the Situated Documentaries AR campus tour guide
running on a 1999 version of the Touring Machine (right).
Courtesy of Columbia University (Schmalstieg & Höllerer, 2017). ...................4
Figure 3. The AR headset device. ........................................................................................5
Figure 4. Sensor deployment for measuring displacement
(Moreu et al., 2015). ............................................................................................8
Figure 5. Conceptual design for augmented reality application. Each panel
indicates a step in a user's process: (1) view structure on site,
(2) view existing damages or sensors in the context of the structure,
(3) interact with existing annotations, (4) visualize existing data
and metadata for a structure (Napolitano et al., 2019). .......................................9
Figure 6. Relation between the Scene Graph and the Augmented Scene
(Behzadan & Kamat, 2011). ..............................................................................10
Figure 7. Length of crack using the augmented reality headset
(Mascareñas et al., 2020). ..................................................................................11
Figure 8. AR application to visualize the re-bar inside the column
(Webster et al., 1996). .......................................................................................12

xi

Figure 9. The components of the Augmented Reality (AR) System. ................................15
Figure 10.Components of AR technology. ........................................................................17
Figure 11. Basic elements of wireless sensors and connections. .......................................19
Figure 12. Components of the Arduino-based strain gauge: (a) Arduino
Uno R3, (b) 3/120 CLY41-2L-0.5M Strain Gauge,
(c) XFW-HX711 analog to digital converter, (d) potentiometer,
(e) 10k ohm resistances, (f) Arduino Wireless SD Shield,
(g) XBee Series 1, (h) battery. .........................................................................20
Figure 13. Connection between Augmented Reality and sensors......................................25
Figure 14. Hardware components. .....................................................................................26
Figure 15. Software components. ......................................................................................27
Figure 16. Experimental set-up for loading. ......................................................................32
Figure 17. Theoretical strain definition. ............................................................................33
Figure 18. Experimental measurements compared to the values of theoretical
measurements. ..................................................................................................35
Figure 19. Errors in the experimental measurements compared to the values
of theoretical measurements. ...........................................................................36
Figure 20. (a) Strain visualized in the AR device, (b) graph that is seen
by the viewer. ...................................................................................................37
Figure 21. Basic components of wireless sensors and connections. ..................................41
xii

Figure 22. Assembled LEWIS 2. .......................................................................................41
Figure 23. Stages of SDCL. ...............................................................................................44
Figure 24. Workflow of the new AR interface. .................................................................46
Figure 26. Human-infrastructure interface. (a) Sketch, (b) Real
implementation. ...............................................................................................48
Figure 27. (a) Displacement visualized in the AR device, (b) graph that
is seen by the viewer. .......................................................................................48
Figure 28. The AR device (a) Right side, (b) Front side. ..................................................49
Figure 29. Connection between AR and sensors. ..............................................................52
Figure 30. Framework for displacements visualization. ....................................................53
Figure 31. Algorithm for displacement calculation. ..........................................................55
Figure 32. Delay of displacement visualization. ................................................................56
Figure 33. Interface current displacement. ........................................................................57
Figure 34. Interface past displacement. .............................................................................57
Figure 35. Client – server architecture for the human-infrastructure interface. ................58
Figure 36. Tables in MySQL database. .............................................................................59
Figure 37. Classes required to display the current experiment. .........................................64
Figure 38. Classes required to display past experiment. ....................................................66
Figure 39. Experimental set-up. (a) Sketch, (b) Real implementation. .............................68
xiii

Figure 40. Set-up for validation with camera. (a) Sketch,
(b) Real implementation. .................................................................................69
Figure 41. Displacements visualization with the AR headset.
(a) Maximum displacement: 0.0 mm, (b) Maximum displacement:
2.92 mm, (c) Maximum displacement: 3.90 mm, (d) Maximum
displacement: 5.35 mm. ...................................................................................71
Figure 42. Set-up for displacements visualization. (a) Sketch,
(b) Real implementation. .................................................................................72
Figure 43. Real-time displacement visualization from the human-infrastructure
interface. Displacements from (a) S1, (b) S2, (c) T1, (d) T2. ..........................73
Figure 44. Comparison real-time displacement visualization vs laser.
(a) Displacement from S1, (b) Displacement from S2,
(c) Displacement from T1, (d) Displacement from T2. ...................................74
Figure 45. RMS error. ........................................................................................................75
Figure 46. PSD of the displacements of LEWIS 2 using AR vs. the laser. .......................76
Figure 47. Current displacement vs past displacement. .....................................................77

xiv

List of Tables
Table 1. Cost of Nanotech 1.0 battery components (Nanotech, 2018). .............................23
Table 2. Cost comparison between the existing and proposed architecture. .....................24
Table 3. The known values such as material and sectional properties
of the ruler. ..........................................................................................................32
Table 4. Cantilever dimensions..........................................................................................33
Table 5. Theoretical strain using imposed loads from Equation (1) and
experimental strain from the sensor. ...................................................................34
Table 6. Observed maximum and minimum values for loading of 697.9 g
weight. .................................................................................................................35
Table 7. PHP scripts in the server. .....................................................................................61
Table 8. Sinusoidal signal inputs. ......................................................................................72
Table 9. Train crossing inputs. ...........................................................................................72
Table 10. RMS error. .........................................................................................................74

xv

Chapter 1. Introduction
1.1 Monitoring of critical civil infrastructure
Critical civil infrastructure needs to cope with serious demands, related to both internal and
external factors. All components of the infrastructure deteriorate due to natural processes such as
aging and the normal wear and tear that comes with utilization. Structures may experience
unexpected and accelerated damage because of sudden environmental events, such as earthquakes
and hurricanes. Furthermore, human-related events may also cause damages, such as variability in
service loads or unanticipated overloading (Frangopol & Liu, 2007). In order to determine whether
a structure has experienced damage, engineers need to inspect structures to establish that a damage
has occurred and to accurately measure its deterioration. Inspectors and managers use
displacements and deflections data to quantify the health and serviceability of structure (Moreu et
al., 2015). However, the information regarding damage must be precise, providing accurate
information about the damage location and severity, transmitted in real time and in a way that can
be easily understood by inspectors (H.-P. Chen & Ni, 2018a).
The access to displacement information in the field in real-time under loads remains a
challenge for inspectors. In general, the displacement data provided by sensors in the field needs
to undergo additional processing, and it is examined at a different location by an inspector and a
sensor specialist. This process is time consuming and may lead to delays in decision making about
required structure repairs.

1.2 Displacement
Displacement is a response produced by a civil structure, understood as the distance from
which part of a structure, such as a column, has moved from the original position. Displacements
1

are normally measured with respect to the unloaded or undeformed state of a structure.
Measurement of displacement measurement under dynamic loading is a crucial ingredient of
Structural Health Monitoring procedures of structures such as bridges, as it gives reliable
information about their performance (Moreu et al., 2012). There are many methods that are used
to measure displacement. The most common ones include the application of sensors, which are
discusses in the subsequent section.

1.3 Sensors
Displacement can be measured in a number of ways; the most common method is through the
application of contact or wireless sensors (WSS). Normally inspectors deploy sensor networks in
an area of suspected damage to obtain displacement data (Dargie & Poellabauer, 2011). Sensors
measure a phenomenon collectively and process the obtained raw data before it becomes
transferred to the base station (Muhammad Ayaz et al., 2018; Sim & Spencer Jr., 2009). Most of
the currently used WSS provide the necessary amount of data remotely to engineers located outside
the area of collection and allow engineers to collect data in the field. However, it is often necessary
to perform subsequent data processing in the office or at the decision-making headquarters (Chang
et al., 2003; H.-P. Chen & Ni, 2018b; Cross et al., 2013), see Figure 1. Moreover, the large and
heterogeneous strings of data provided by sensors may be confusing for inspectors, who then find
it difficult to immediately process and visualize the received information (H.-P. Chen & Ni, 2018b;
Entezami et al., 2020; Limongelli & Çelebi, 2019). The lack of sufficiently explicit information
necessitates laborious and time-consuming data processing in the office, which results in decisionmaking delays about the necessary structure maintenance and repair (Chang et al., 2003; H.-P.
Chen & Ni, 2018b; W. Chen, 2020; Cross et al., 2013; Louis & Dunston, 2018). In general, the
industry relies on inspectors’ analyses for critical decision-making. If wireless sensors could
2

provide direct and immediately understandable information to inspectors, the industry decisions
would be improved by the data obtained.
Furthermore, the data processing performed by inspectors on site can be disrupted by the
geometry and the size of the examined structures. Some components, especially in bridges, are big
and complex, and pose a challenge for inspectors to correlate the data obtained from sensors with
the part of the structure that needs to be investigated, the exact location of the damage, and the
sensor placement (Glisic et al., 2014; Napolitano et al., 2019; Shahsavari et al., 2019; Silva et al.,
2019). To address these challenges, the author of this thesis proposes the application of a new
human-centered interface that provides visualization of real-time displacements under loads using
an Augmented Reality (AR) tool. The mechanism of AR tools is described in the next section.

Figure 1. Instrumentation layout of sensory systems for structural monitoring in Tsing Ma
Bridge (H.-P. Chen & Ni, 2018b).
3

1.4 Augmented Reality (AR)
AR is a mechanism which overlays the known attributes of an object with the corresponding
position on the computer screen. Once AR captures input from mechatronic devices such as
sensors, the AR application recognizes the target, processes the images, and augments it with
audiovisual data, creating an illusion that helps the user to analyze the real-world situations in
more detail. In this way, AR allows integration of reality with virtual representations provided by
a computer in real time. These additional synthetic overlays supply data that may be unavailable
otherwise, but it may also display additional contextual information (Schmalstieg & Höllerer,
2017), see Figure 2. Two other major advantages of AR include the possibility of having real-time
interactions and access to accurate three-dimensional (3D) representation of structures.

Figure 2. The Touring Machine was the first outdoor AR system (left). Image of the Situated
Documentaries AR campus tour guide running on a 1999 version of the Touring Machine (right).
Courtesy of Columbia University (Schmalstieg & Höllerer, 2017).
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AR can be applied to all senses, including vision, touch, and hearing, so it is normally
implemented through a headset or a handset. In the experiments reported in this thesis, the author
used an augmented reality headset, see Figure 3. The headset is equipped with a variety of
mechatronic sensors, such as microphones, RGB/depth imagers, and inertial measurement units
(IMU); communication interfaces such as Bluetooth, and peripherals such as stereo sound.
Interaction with AR headsets occurs via voice commands, gesture recognition, and tracking the
user’s gaze. Due to these interaction possibilities, AR headsets are useful for industrial
applications, as they allow leaving the hands free for performing manual work or taking notes
during the inspection. In this context, AR provides a new alternative to existing AR SHM efforts
to date in the perspective of enabling new technology to collect important data in the field for
future field implementation. The objective information of interest to inspectors in this thesis is
real-time displacements under live loads.

Cameras

Visor

Figure 3. The AR headset device.

1.5 Thesis outline
The author of this thesis proposes a new human-centered access to actionable structural data
(real-time displacements under loads) using AR. Specifically, the author develops a new AR
5

interface that gives inspectors located in the field better access to the physical structure under
investigation and improves their analysis of the received information by visualizing data coming
from the WSS in a graphic form. The subsequent parts of this thesis are organized as follows.
Chapter 2 presents a literature review, focusing on the application of sensors for measuring
displacements and of AR tools for structural health monitoring purposes. The remaining parts of
this thesis present the design, the development, and the validation of the new AR interface, which
were done through experiments performed in two sets. The first set, which is reported in Chapter
3, involves the application of a smart Strain Gauge Platform, which automatically measures strain
for different applications, using a wireless sensor, whereas the AR headset is used to improve
actionable data visualization. The second set of experiments, which is presented in Chapter 4,
develops a new AR interface that provides inspectors located in the field with better access to the
physical structure under investigation and improves their analysis of the received information by
visualizing data coming from the WSS in a graphic form. The new AR interface has been validated
through three experiments, which consist in (a) a comparison of the displacements obtained in the
AR headset with a mobile phone camera; (ii) the validation of the accuracy of the displacements
obtained in the AR headset with a sensor placed over a shake table and a comparison of
displacements obtained from the WSS with the displacements obtained from the LVDT; (iii) the
juxtaposition of historical displacement data and the current displacement data. The experiments
have indicated that the application of an Augmented Reality (AR) tool significantly improves the
human-infrastructure connection on field, facilitates on-site observations, and ensures reliable,
real-time data transfer from WSS to databases.

6

Chapter 2. Literature Review
2.1 Introduction
This section overviews the current methods for measuring displacement. Specifically, it
discusses current contact and non-contact methods, pointing out their advantages and potential
shortcomings. Special attention is given to Wireless Sensors (WSS), whose importance as a
method for measuring displacement has increased recently because of their efficiency and the low
cost of their installation and maintenance. Subsequently, the author addresses the application of
AR tools, which have become more relevant to industry during the last 20 years. The author
describes the way AR tools have been applied to visualize structural health monitoring data. The
last part of this chapter discusses the proposed research solution.

2.2 The application of sensors for measuring displacement
Two types of sensors are currently applied to measure displacement: wired sensors (Casciati
& Fuggini, 2011; Feng et al., 2015; Fukuda et al., 2013; Ribeiro et al., 2014) and wireless sensors
(Casciati & Wu, 2013; Park et al., 2014; Shitong & Gang, 2019). Wired sensors include, for
example, Linear Variable Differential Transformers (LVDT). LVDTs are robust sensors, with a
potentially infinite life cycle, which can be used in harsh conditions and at high temperatures.
Furthermore, LVDTs do not require significant post-processing, and their operations are not
influenced by weather conditions or low visibility (Mehrabi, 2006). However, LDVTs cannot
perform simultaneous measurement at many locations (Chen and Ni, 2018); they require a surface
located close to the target, and it can be challenging and costly to mount LVDTs to stationary
reference points on large structures such as bridges which span big areas (Moreu et al., 2015), see
Figure 4. It is easier to install GPS sensors, which have a long service life in challenging weather
7

conditions and can perform measurements over long baselines, at high rates, with low latency (H.P. Chen & Ni, 2018b). GPS sensors also have high measurement accuracy (Cranenbroeck, 2015),
though it is sometimes not sufficient to identify minor displacements, such as those caused by train
crossings on railway bridges (H.-P. Chen & Ni, 2018b). Non-contact laser vibrometers often give
satisfactory accuracy, but they cannot be used to measure large structures, as that would require
applying high-intensity laser beams that expose human health to danger (Feng et al., 2015; Kohut
et al., 2013; Nassif et al., 2005).

Figure 4. Sensor deployment for measuring displacement (Moreu et al., 2015).
Given the disadvantages of wired sensors, wireless sensors (WSS) have received prominence
recently. Researchers have determined through tests that they have a better technological potential,
which makes them strong alternatives to the traditional wired counterparts (H.-P. Chen & Ni,
2018b). For example, WSS have a very short deployment time (Chintalapudi et al., 2006) and the
application of WSS gives large cost reductions, as WSS are considerably cheaper than wired
sensors (Noel et al., 2017). For example, a wireless sensor node costs on average USD 500, while
the cost of a wired sensor networks is by comparison very high, between USD 10,000 and USD
25, 000 (Cao & Liu, 2012). Thus, the application of WSS gives strong expenditure reductions,
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which permits extensive monitoring of infrastructure. Furthermore, the lower cost of WSS enables
increasing the number of sensors deployed on different locations of structures, which gives more
comprehensive and reliable monitoring. The number of installed WSS is also normally higher
because of the ease of their installation. This in turn leads to a lower frequency of routine
inspections, earlier damage detection, increased structure lifespan, and improved public safety due
to more reliable and more systematic monitoring.

2.3 The application of Augmented Reality (AR) for Structural Health
Monitoring (SHM)
AR has been used in engineering since the 1960’s (Sutherland, 1968), but it has become more
relevant to industry and structure monitoring only recently, with the AR miniaturization and
improved computing and processing power (Egger & Masood, 2020). AR has been used to
visualize structural health monitoring data for over 20 years (see Napolitano et al., 2019 for a
recent overview), see Figure 5.

Figure 5. Conceptual design for augmented reality application. Each panel indicates a step in a
user's process: (1) view structure on site, (2) view existing damages or sensors in the context of
the structure, (3) interact with existing annotations, (4) visualize existing data and metadata for
a structure (Napolitano et al., 2019).
9

The applications of AR tools for monitoring purposes to date include, for example, Behzadan
and Kamat’s (2011) development of an AR tool to create realistic virtual objects in animations of
engineering processes. In Behzadan and Kamat’s experiment, these objects were displayed as
independent entities in AR scenes, with a possibility of manipulating their orientation, position,
and size in an animation, see Figure 6.

Figure 6. Relation between the Scene Graph and the Augmented Scene (Behzadan & Kamat,
2011).
Other applications of AR tools include workflows for facility management (Bae et al., 2013;
Wang et al., 2013), design (Broll et al., 2004; Thomas et al., 1999; Webster et al., 1996), and for
inspection (Shin & Dunston, 2009, 2010). More recently, the AR solutions have been applied by,
for example, Bleck et al. (2017), who created a toolbox for the AR device application in the smart
nuclear facility development. In Bleck et al.’s project, a nuclear facility was designed to be
modeled in virtual domains, and subsequently it was augmented on the users’ screen, giving the

10

stakeholders access to the real-time operations taking place in the nuclear facility. Morales Garcia
et al. (2017) have adopted the AR headset to perform smart inspections of infrastructure, focusing
on the integration of thermal images. They showed that AR can be applied to detect heat emitted
by electronic equipment, which can in addition be useful for firefighters for detecting hotspot in
buildings engulfed in fire. Mascareñas et al. (2020) applied AR tools to minimize the
disadvantages of visual inspection of structures. They used the sensors of an AR headset to obtain
a 3D measurement of high resolution of an infrastructure under inspection that was combined with
RGB photos overlaid on the geometry. They showed that the 3D measurement could be
implemented to examine the condition of structures over time as well as to keep track of the
progression of the damage, see Figure 7.

Figure 7. Length of crack using the augmented reality headset (Mascareñas et al., 2020).
Hammad et al., 2004 created an AR tool that assisted inspectors in the assignment of condition
ratings to bridge components and allowed them to interact with the georeferenced infrastructure
model by providing real-time information about the inspectors’ position and orientation. Webster
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et al. (1996) developed an AR model to enhance architectural construction and renovation by
supplying maintenance workers with information about hidden elements, such as electrical wiring,
underground components, and buried utilities, in renovated buildings, reducing the possibility of
causing accidental damage to structures, see Figure 8.

Figure 8. AR application to visualize the re-bar inside the column (Webster et al., 1996).
AR tools may also provide inspectors with an opportunity to overlay obtained data on the
structure and to correlate the observations with the timeline of the investigation. Such data overlay
is possible regardless of whether inspectors are present on the field or work offline, which makes
investigation less expensive and available for implementation at any time, irrespective of potential
time constraints. The data overlay may also improve data management and ensure that the way all
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engineers document and process data is more uniform (Genaidy et al., 2002; Gino & Pisano, 2008;
Karwowski, 2005).
The AR techniques proposed in the work referred to above improve the inspectors’ capacity
to perform informed maintenance decisions, to efficiently evaluate on-site damage and potential
risk, to determine the growth of defects that occur over time, and to provide high-resolution
documentations of performed inspections, which reduces the variability found in manual
inspections. However, a serious problem with most of these AR applications is that they overlap
existing information in databases, and since they do not process real-time data, inspectors cannot
perform decisions using the information coming from sensors in real time.

2.4 Proposed Research
As a solution to the limitations of the currently used AR applications referred to in the
previous section, as well as to improve the accessibility of WSS data to inspectors, the author of
this thesis proposes the application of a new human-centered interface that provides visualization
of real-time displacements under loads using an Augmented Reality (AR) tool. As will be
demonstrated through experiments in the subsequent chapters, the AR tool significantly improves
the communication and the data transfer between WSS and databases. The AR-based interface
developed in this thesis will help inspectors to obtain integrated, visualized, and understandable
information about displacements in real time, so that they can perform objective judgments
regarding damaged structures. The programming of this interface can also be exported to other
interfaces, such as tablets and iphones, in order to have a higher impact among the population of
inspectors. Thus, the main contribution of this thesis is a real-time human-infrastructure interface
that facilitates inspectors’ direct access to displacement data during the structural inspection and
monitoring.
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Chapter 3. Design and Implementation of a Connection between
Augmented Reality and Sensors
3.1 Introduction
This chapter presents the results of an experiment which shows the way Augmented Reality
may improve the availability of WSS data to inspectors. Specifically, it provides a summary of the
design, the development, and the validation of a new AR interface used for a smart Strain Gauge
Platform, which automatically measures strain for different applications, using a wireless sensor.
In this experiment, an AR headset was used to improve actionable data visualization. The results
of the reported experiment indicate that as the AR headset makes it possible to visualize
information collected from the sensors in a graphic form in real time, it enables automatic,
effective, reliable, and instant communication from a smart low-cost sensor strain gauge to a
database. Moreover, it allows inspectors to observe augmented data and compare it across time
and space, which then leads to appropriate prioritization of infrastructure management decisions
based on accurate observations.

3.2 The Components of AR
AR covers a number of technical components that apply electronic devices to observe, directly
or indirectly, physical environments in the real world and to combine them with virtual elements.
The components that are part of an AR system include:
A device used for capturing images (for example, a Charge-Coupled Device (CCD), a stereo,
or a depth-sensing camera).
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A display that is used for projecting the virtual information on the images that were obtained
by the capturing device.
There are two types of display technologies:
Video-mixed display—it digitally merges and represents on a display the real and virtual data
obtained with a camera. The presented images may have reduced resolutions, with limited fields
of vision.
Optical see-through displays (such as projection-based systems)—in this technology, an
optical projection system superimposes virtual information on the inspector’s field of view.
A processing unit that yields the virtual information that will be projected.
Activating elements triggering the virtual information display. They include GPS positions,
images, sensor values from accelerometers, QR (Quick Response) markers, compasses,
gyroscopes, altimeters, and thermal sensors.
The components of the AR System are shown in Figure 9.

Figure 9. The components of the Augmented Reality (AR) System.

15

3.3 The AR device
The AR headset is a device that permits interaction between a computer and a user in mixedreality environments. It is a holographic computer worn on the user’s head and it consists of the
following components:
1. A widescreen stereoscopic head-mounted display (with the resolution of 1268 ×
720 pixels per eye, 60-Hz refresh rate, and aspect ratio of 16:9). The display
contains colored holographic lenses.
2. A depth camera (1208 × 1208), with four additional cameras equipped with builtin sensors used for environment sensing and ambient light detection. The sensors
obtain user input via IMU that contains a gyroscope, an accelerometer, and a
magnetometer.
3. A set of integrated speakers and four microphones that enable two-way
communication.
The AR headset is equipped with a Holographic Processing Unit, which handles one trillion
calculations per second, and has two gigabytes (GB) of RAM. Moreover, it has 64 GB of internal
flash storage and provides Wi-Fi support and Bluetooth. The battery life is up to two weeks of
standby mode or 3 hours of active usage.
The AR headset is equipped with a clicker accessory connected via Bluetooth, which enables
the user to make physical commands instead of using hand gestures or voice commands.
The device is lightweight (579 g), and the holographic computer images can be observed
within the user’s conventional point of view.
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The AR headset device components are shown in Figure 10.

Figure 10.Components of AR technology.

3.3.1 Advantages of the AR Application
A strong advantage of the application of the AR headset for data collection is the produced
hologram effect which mixes physical and virtual objects. The hologram effect is understood as
the extra information visualized through the AR device which the viewer obtains in addition to the
information received from the real world. This effect allows inspectors to visualize and interact
with the obtained data as well as with the real existing physical objects in the actual environment.
The AR headset works with very powerful computing technologies that produce quick
visualization of complex data and reliable task analysis. Moreover, the AR headset has the
additional advantage of enabling a computing infrastructure, which permits inspectors to
implement both data analysis and physical operations at the same physical locations without a
context switch. In this way, inspectors from different locations can perform a collaborative analysis
of infrastructure in an identical environment at the same time. Such an analysis can be carried out
in different situations, both in disaster scenarios when visualization of critical infrastructures is
necessary to ensure a quick and efficient emergency response, as well as during the monitoring of
infrastructure in routine operation.
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3.4 The Structure of the Sensing Platform
This section describes the battery-powered, cost-efficient wireless sensor strain gauge and
provides a description of its components.
The sensing platform is a wireless (WS) Structural Health Monitoring (SHM) system.
Wireless SHM systems have substantial advantages when compared to their conventional wired
counterparts. First of all, a major advantage of WS-based SHM systems is their reliability and that
they enable autonomous, efficient monitoring that takes place in real time in any location
(Frangopol & Messervey, 2009; Ko & Ni, 2005). For this reason, WS-based SHM systems are
used to monitor large structures that are strategic and critical public infrastructure, such as bridges,
mines, pipelines, dams, oil rigs, and wind turbines (Doebling et al., 1996; Sohn et al., 2004). A
second major advantage of WS-based SHM systems is related to their economic performance: in
comparison to traditional, wiring-based communication systems, wireless communication is very
cost-effective due to lower labor costs (Chintalapudi et al., 2006). The commercial advantage of
WS-based SHM systems permits an application of a denser network of wireless sensor nodes,
which in consequence provides a more accurate and reliable level of SHM monitoring.
Generally, a wireless sensor node contains the following essential components: sensors, a
microcontroller, a transceiver, external memory, and a power source (Akyildiz et al., 2002). The
role of the sensors is to obtain data from the environment and to convert it into data for
postprocessing, i.e., digital data the algorithm can operate. The microcontroller then processes the
raw data acquired and stores the results of the processing in an external memory. The data saved
in the external memory may be later accessed by the user. The role of the transceiver is to share
the data between the nodes and the base station. The power unit provides energy, and it can be a
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battery, a capacitor, or both. Other modules can be added to the system if required. Figure 11
shows the basic elements of wireless sensors (Aguero et al., 2019).

Figure 11. Basic elements of wireless sensors and connections.

3.4.1 Strain Gauge and Its Components
The previous section provided an overview of the main components of a wireless sensor. The
current section offers recommendations of particular components that can be used for the strain
gauge, considering their technical properties and their market availability. The components are
shown in Figure 12, and their cost is presented in Table 1. Table 2 shows a cost comparison
between the proposed and existing architecture.

3.4.1.1

Microcontroller

This research uses the Arduino Uno R3. It is an ATmega328P-based microcontroller platform.
It is an open-source platform that is utilized for various electronic applications and can be applied
to many projects. It can be powered through a USB or connected through a barrel jack. It contains
a circuit board that is programmable physically and through coding, and it features 14 digital
input/output pins. These pins have two purposes: they can collect information from the sensors
(measuring temperature, acceleration, strain, light), and they can control actuators. Another
component of the pins includes six PWM outputs. There is an Integrated Circuit (IC) which
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essentially runs the Arduino board. In summary, it is a flexible and efficient microcontroller; it
provides an easy to use interface and ensures a reliable connection between systems (Banzi, 2011).
Since it can interact with various types of equipment, it is a very useful component for this
experiment.

Figure 12. Components of the Arduino-based strain gauge: (a) Arduino Uno R3, (b) 3/120
CLY41-2L-0.5M Strain Gauge, (c) XFW-HX711 analog to digital converter, (d) potentiometer,
(e) 10k ohm resistances, (f) Arduino Wireless SD Shield, (g) XBee Series 1, (h) battery.

20

3.4.1.2

Sensor

The strain gauge 3/120 CLY41-2L-0.5M has a measuring grid length of 3 mm, made of ferritic
steel (10.8 ppm/K) with a nominal resistance of 120 ohms, employs two wires with a connection
cable of 0.5 m, produced by HBM with headquarters in Germany.
This is a sensor that consists of a resistor (metallic grid) which measures displacement due to
different types of forces. This gage converts forces that are applied and records the displacement
due to that force. This gage is affixed to a metal ruler for this experiment. As load is added to the
free end of the ruler, the metallic ruler bends. As the metal bends, the resistor changes its resistance
value, which in turn changes the output voltage. This millivoltage is then amplified by the HX11
converter to be correlated to displacement.

3.4.1.3

Analog to Digital Converter

This chip is used for communication between the strain gauge and the Arduino. It can transfer
data with precision. It is a 24-bit analog to digital converter (ADC).
The HX711 allows for a digital interface which is connected to the Arduino Shield. The DT
(data output) and SCK (serial clock input) are connected to the Arduino along with the Ground
and 5 V power (Vcc).
To the left of the HX711 ADC, there are four input connections: Ch A and Ch E, one positive
and one negative for each channel

3.4.1.4

Potentiometer

The circuit also consists of a 500 Ω potentiometer.
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3.4.1.5

Resistors

The circuit also consists of two resistors, 10 kΩ ± 5% each.

3.4.1.6

Wireless SD Shield

The Wireless SD Shield allows the microcontroller board to (1) to communicate through the
XBee transceiver module (a wireless module) (Arduino, 2018); and (2) to store digital data coming
from the sensor in a micro SD card socket. These two functions can be applied synchronously or
independently.

3.4.1.7

XBee Series 1 Module

Computers, systems, and microcontrollers can be interconnected with a module referred to as
the XBee Series 1 Module, providing support to point-to-point and multi-point networks, which
can be converted to a mesh network point. According to the specifications included in the Digi
XBee documentation (XBee Explorer, 2018), XBee Series 1 has the range of 300 feet outdoors
within line-of-sight and 100 feet indoors, and it is equipped with an excellent wire antenna. The
setup is easy, and it is not necessary to perform any prior configuration. The XBee Series 1 can be
applied as a replacement for wired serial connections used previously. The author chose to use the
XBee module as it ensures continuous communication between the sensor platform and any
computational platform. In our research, we wanted to communicate the sensor with the AR
headset.

3.4.1.8

Power Source

The author used the Nanotech Battery as the power source (Nanotech, 2018). It is a reliable
battery that can provide energy to the wireless sensor and ensure its autonomous performance. An
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additional advantage of the Nanotech Battery is that it is rechargeable. A solar panel can be used
to charge the battery, which is particularly advantageous in field applications.

Table 1. Cost of Nanotech 1.0 battery components (Nanotech, 2018).
Element

Description

Price, $

Arduino Uno R3

Microcontroller

$4.00–$25.00

Arduino

Wireless

SD Comm. XBee S1 Module Arduino Uno R3

$15.00

Shield
XFW-HX711

Analog to digital converter

$3.13

Potentiometer

Potentiometer

$0.90

Resistances

10k ohm resistances

$0.07

Strain Gauge

3/120 CLY41-2L-0.5M

$9.99

XBee Series 1 Module

Wireless transmission module

$25.00

Battery

Nanotech LiPo 1000 mAh rechargeable $6.33
Total
battery

$64.42-$85.42

The m+p VibPilot 8-Channel has a 24-bit resolution, whereas the Arduino Uno R3 has a 10bit resolution. The 24-bit ADC has 16,384 times the resolution of the 10-bit ADC. The dimensions
of the m+p VibPilot 8-Channel are 211 mm length × 190 mm width, while the dimensions of the
Arduino Uno R3 are 68.6 mm length × 53.4 mm width. The comparison indicates that the sensing
platform developed by the author is more portable, and it is easier to install in any location.
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Table 2. Cost comparison between the existing and proposed architecture.
N

Element

Description

Product: M+P VibPilot
Price: $13,600.00

Product Arduino Uno R3 with
Ethernet Shield
Price: $40.00

1

2

Product: Omega Signal Conditioners
Price: $465.00

Product: module weighing sensor
Price: $3.13

3

Product: Omega BCM-1
Price: $93.50

Product: Potentiometer and two
resistors
Price: $0.97

Product: Strain Gauge
Price: $9.99

Product: Strain Gauge
Price: $9.99

4

Total $14,168.49

$54.09
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3.5 AR and Database
The connection between augmented reality and sensors is displayed in Figure 13.

Figure 13. Connection between Augmented Reality and sensors.
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3.5.1 Hardware
The hardware components include the server, the sensor, and the AR device. The hardware
components are shown in Figure 14.

Figure 14. Hardware components.

3.5.1.1

The server

The server is a computer which manages access to the sensor data through the AR device in
a network. The server used in this experiment is a Microsoft Surface computer.
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3.6 Software
To support affordability and accessibility, the author used open-source software. The major
exception is Unity 3D, for which a license must be obtained. Although the features of Unity are
free to use, they are not open source. It is possible to use Cocos 2d-x or the Godot Engine as
alternatives. The software components are shown in Figure 15.

Figure 15. Software components.
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3.6.1 The Server
The author installed Node.js and MySQL on the server (i), which are the necessary software
to connect databases to any application. MySQL is one of the most popular open-source databases
in the world because of its accessibility and efficiency. Virtually every popular programming
language, including Java or PHP, provides access and enables operations with MySQL. Node.js is
an open-code, which executes JavaScript codes outside the display program. Node.js represents a
“JavaScript everywhere” paradigm, which allows the user to apply JavaScript for server-side
scripting and to write command-line tools. Node.js is supported on macOS, Linux, Microsoft
Windows 7, and Server 2008 (and later versions). It is mainly applied to develop network programs
such as Web servers, but it also allows creating Web servers and networking tools that use
JavaScript. MySQL is a free, open-code relational database management system (RDBMS) that
follows the GNU General Public License (GNU GPL.) It is written in C and C++, and it can be
used on many system platforms. MySQL can be built and manually installed from source code.
When special customizations are not needed, it can also be installed from a binary package. Since
the author works with a database, it is possible to visualize storage data from previous
measurements.

3.6.2 The Sensor
The sensor (ii) programming was performed in the Arduino IDE platform. Arduino IDE is an
open-code software that runs on different operative systems. The environment is written in Java
and based on open-source software, including processing. This software can be used with any
Arduino board, which facilitates writing the code and uploading it to the Arduino compatible
boards, but also to other vendor development boards when third party cores are used, which makes
it a very flexible solution.
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3.6.3 The Connection between the AR and the Sensor
The AR headset (iii) was connected to the server that contains the web page connected to the
Internet. In this way, it was possible to project the information from the sensors in the AR headset.
The projection of the web page contained in the server in the AR headset was possible because of
the Windows 10 Microsoft Edge application. Microsoft Edge is a web browser first released for
Windows 10 and Xbox One in 2015, developed by Microsoft. It is built with Microsoft Edge
HTML and Chakra engines. It is integrated with Microsoft's online platforms and provides voice
control, search functionality, and dynamic information search in the address bar. Edge shows
superior power efficiency in comparison with most other major web browsers.

3.6.4 Sensor Data to Server
The sensor data is stored in the MySQL database. The MySQL database contains the field
time, strain value, and the ID of the sensor.

3.6.5 Server Data to AR Device
The research team used PHP and HTML to graph the information contained in the database
from the sensors. A web page was developed using PHP and HTML. This chapter shows a first
approach to a data visualization from only one sensor. However, in the future, it can easily be
expanded to a mesh of sensors, which is of interest to the research and industry application domain
of this new interface. In the event of a human using the AR headset with a mesh of sensors, which
sensor data to visualize will need to be chosen. In order to distinguish various sensors using the
AR headset, it is possible to paste a Quick Response (QR) code to each sensor. Each QR code is
linked to an ID associated with each sensor. Under this scenario, the user will select one sensor
and scan it with the QR code reader. Then, the AR headset will identify the ID being scanned at
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that moment with their corresponding sensor. With this QR-ID pairing, it will be possible to filter
the data from the database and display only the data corresponding to the sensor chosen by the
user.

3.7 AR and Human-Machine Interface
AR is a complex technology that involves the application of novel solutions that mix actual
and virtual realities. The technology supplements actual realities with computer-generated sensory
inputs, such as sound, video, and graphics. Due to the novelty of AR applications and solutions, it
is not yet clear how AR may affect the human-machine interface (in particular, what new humanrelated challenges may emerge) and what design principles should be at work for the effective
application of AR technologies (see Hall et al. 2015 for a discussion of human factor considerations
for the application of AR in an operational railway environment).
The application of AR raises a number of issues that need to be considered. For example, AR
functionality must match the user’s needs. The additional information provided by AR must be
appropriate in scope for the user to be able to process it and comprehend it. The properties of
human perception may impose requirements on the size of objects provided on display and the
availability of interactive information. Other limitations may be related to human learnability and
the amount of information that can be presented to the user at a given time.

3.8 Experiment
In the experiment, the author used the augmented reality headset the “HoloLens from
Microsoft.” The AR headset was used to visualize the data coming from the strain gauge. This
headset collects data via its image sensors. It also contains an IMU; four sensors; an ambient light
sensor; a depth camera; a photographic video camera of 2.4-megapixels; and four microphones
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(Holmdahl, 2015). The process of capturing data by the AR headset involves four light-sensitive
grayscale cameras which track visual features in front as well as alongside the edge of the smart
glasses. The sensors operate in conjunction with a depth camera that measures depth through
infrared light by applying the time-of-flight method. This method is more accurate and effective
than the ones used by standard cameras, which are more sensitive to ambient light. Moreover,
when the AR headset is used in Windows Research Mode, inspectors can access an even wider
spectrum of data collected by the sensors. For example, they can obtain access to computer vision
algorithms, such as simultaneous localization and mapping (SLAM) for spatial mapping and
motion as well as the audio and video streams. It is also possible to route the output provided by
the smart glasses wirelessly to a computer or cloud environment for subsequent more intensive
data processing.

3.8.1 Experiment Setup
This section describes the experimental setup that is applied in order to validate the developed
method. The first part provides an overview of the simplified cantilever beam model that was
chosen for the experiment. The second part describes the placement of the sensor as well as the
instrumentation that was necessary for the method. This section develops an analysis and provides
an assessment of strains that were collected from the experiments to evaluate the performance of
the developed method.
As shown in Figure 16, a cantilever ruler was utilized as the test specimen to conduct the
experiment, the material and sectional properties of the ruler are presented in Table 3, and its
dimensions are displayed in Table 4.
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Figure 16. Experimental set-up for loading.

3.8.2 Theoretical Strain
This section introduces the principles of estimating strain from a strain gauge. Since strains
directly relate to the structural condition of bridges, they can also be used to determine bridge
serviceability. As shown in Figure 17, the strain is calculated at a specified point where the strain
gauge is attached. This value is derived utilizing the strain–stress formula and deflection due to
point load. As the equation is only valid for the elastic behavior of a ruler, some discrepancy with
the experimental data is expected. The author of this thesis selected the modulus of elasticity on
the basis of the type of material of the ruler. In this case, the ruler was made of Stanley steel. To
obtain the sectional properties of the ruler such as thickness and width, a Vernier Caliper was used.

Table 3. The known values such as material and sectional properties of the ruler.
Parameters

Given Values

Young’s modulus of elasticity (E)

2.03 E07 gm/mm2

Length of strain gage from point load (L1) 70 mm
Total length of cantilever ruler (L2)

140 mm

Thickness of ruler (t)

1.83 mm

Width of ruler (d)

26 mm
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Table 4. Cantilever dimensions.
Dimension

(mm)

L1

70

L2

140

Ruler thickness

1.83

Equation (1) defines the theoretical strain, 𝜀:

𝜀=

𝑀𝑐
𝐸𝐼

(1)

where, 𝑀 represents the moment at 𝐿1 given by

, 𝐸 is the Young’s modulus of elasticity,

𝐼 is the second moment of inertia and c is the maximum distance of compression from the elastic
neutral axis.

Figure 17. Theoretical strain definition.
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3.9 Results and Evaluation
The theoretical strain was calculated on the basis of the formula obtained in Equation (1). This
value is based on the load imposed (𝑃), section property (𝐼), material property (𝐸), and the relative
location of the sensor (𝐿1 ), the theoretical strain and the experimental strain are presented in Table
5 and plotted in Figure 18.
The observed maximum and minimum strain values for loading of 697.9 g of weight are
summarized in Table 6.

Table 5. Theoretical strain using imposed loads from Equation (1) and experimental strain from
the sensor.
Weight (g) Load (N) Theoretical Strain Experimental Strain
270.6

2.652

6.22 × 10−5

7.03 × 10−5

409.6

4.014

9.42 × 10−5

9.71 × 10−5

697.9

6.839

16.05 × 10−5

16.32 × 10−5

723.8

7.093

16.64 × 10−4

17.00 × 10−5

1129.3

11.067

25.97 × 10−4

26.68 × 10−5

Note: This experiment is done with the calibration factor as –375. This calibration factor is a result
of the starting value of the measurements, which was measured at 375 during the experiment and
needed to be corrected to measure real increments of strain. In order to have a measurement starting
in 0, the author of this thesis applied this calibration factor to shift the initial offset of the signal
(Aguero et al., 2020).
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Table 6. Observed maximum and minimum values for loading of 697.9 g weight.
Observed Load Case Loading (697.9 g)
Maximum

2078 × 10−7

Minimum

446 × 10−7

Difference

1632 × 10−7

Figure 18. Experimental measurements compared to the values of theoretical measurements.
The error was calculated using the equation given in Equation (2).
(2)
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Figure 19 presents a comparison of the errors obtained in the experimental measurements
compared to the values of the theoretical measurements.

Figure 19. Errors in the experimental measurements compared to the values of theoretical
measurements.
The experimental strain is also displayed using the AR device and is shown in Figure 20. The
author used PHP and HTML to graph the information contained in the database from the sensors,
whereas the web page was developed using PHP and HTML. As can be seen from this video
capture, the inspector can visualize real-time changes in the strain that inform structural properties.
According to the structural inspection community, the application of this technology can be used
to observe live load testing quantitatively in the field. The future direction of this research includes
field application of this new framework.
It must be noted though that the method developed in this chapter has some limitations (for a
general discussion of the limitations of Augmented Reality, see Lass 2015). For example, there
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are technological challenges that need to be addressed in future work, such as the limited battery
life, the insufficient data storage and processing capacity of mobile devices, and the high cost of
these appliances. Furthermore, there are physiological limitations concerned with the user’s
interaction with AR technology. They are related to the insufficient understanding and knowledge
of natural body movements during the application of AR technology, as well as the restricted scope
of vision offered to the user of AR headsets.

(a)

(b)

Figure 20. (a) Strain visualized in the AR device, (b) graph that is seen by the viewer.

3.10 Conclusion
This chapter introduced a new automatic Strain Gauge platform, which collects data with a
smart low-cost sensor to measure the strain of different applications. In the experiment presented
in this chapter, the platform allowed real-time visualization of data coming from the strain gauge
in the AR headset. In the context of this experiment, the application of the AR headset was shown
to ensure automatic, effective communication from a smart, low-cost sensor strain gauge to a
database in real time in a reliable way. Inspectors can use the AR headset to observe augmented
data and quickly compare it across time and space, which in turn leads to the prioritization of
infrastructure management decisions following accurate observations.
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The opportunities afforded by Augmented Reality for industry and academia will help to
visualize the design-sense-build experiment. The two main contributions of this chapter in the field
of sensing technology and mechatronics are the low-cost fabrication of a smart strain gauge sensor
and the real-time visualization of data provided by the AR headset. By demonstrating the
framework for strain gage sensing, this experiment encourages engineers to apply the sensors as a
crucial component of the design. A design-sense-build framework results in a ground-breaking
shift in the civil engineering, mechatronics, and construction industry. The cost comparison shows
a difference in price of an order of magnitude $153.45 compared to $14,257. Finally, this chapter
demonstrates that building a smart low-cost sensor that can be rapidly deployable on-site may
result in more efficient use of time and labor, therefore increasing overall efficiency.
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Chapter 4. Visualization of Real-Time Displacements with Dynamic
Experiments
4.1 Introduction
This chapter proposes a new human-centered access to actionable structural data (real-time
displacements under loads) using AR. Specifically, it develops a new AR interface that gives
inspectors located in the field better access to the physical structure under investigation and
improves their analysis of the received information by visualizing data coming from the WSS in a
graphic form. This chapter develops a new human-centered access to actionable structural data
(real-time displacements under loads) using Augmented Reality (AR). The main contribution of
this work is a real-time human-infrastructure interface that facilitates inspectors’ direct access to
displacement data during the structural inspection and monitoring. The author validated the results
with a fixed camera located in front of the sensor to demonstrate the new interface informing the
inspector of real-time displacements by streaming reference-free displacements including their
peak values. This chapter summarizes the development and validation of the new humaninfrastructure interface for measuring and autonomously storing reference-free dynamic
displacements. The novel features of this interface include portability, increased accuracy, and
compatibility with field application. This chapter also evaluates the efficiency of the new interface
for measuring displacements through a series of laboratory experiments. The conducted
experiments demonstrate that the new interface accurately estimates dynamic displacements, with
a maximum error of only 20% in comparison with the laser. With this AR tool, inspectors can
observe and compare displacement data during the train crossing as well as share it across space
and time and visualize displacements in time history.
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This chapter provides a summary of the design, the development, and the validation of the
new AR interface. It is based on three experiments. The aim of the first experiment was to compare
the displacements obtained in the AR headset with a mobile phone camera. The aim of the second
experiment was to validate the accuracy of the displacements obtained in the AR headset. For this
purpose, the author put the sensor over a shake table, then applied a displacement to the check the
table, and compared the displacements obtained from the WSS with the displacements obtained
from a laser. The goal of the third experiment was to show historical displacement data and
compare it with current displacement data. Through these experiments the author has demonstrated
that the application of an Augmented Reality (AR) tool significantly improves the humaninfrastructure connection on field, facilitates on-site observations, and ensures reliable, real-time
data transfer from WSS to databases.

4.2 State of the art: WSS
This section presents the low-cost, efficient wireless intelligent sensor (LEWIS 2) and outlines
its components. LEWIS 2 is composed of the following parts: sensor, a transceiver, a
microcontroller, a power source, and external memory (Akyildiz et al., 2002). The sensors receive
data from the external environment and convert all of it into the data that is used in post-processing,
which is the digital data accessible to the algorithm. The microcontroller subsequently processes
the obtained new raw data. The transceiver shares the data between the base station and the nodes.
The role of the power unit is to provide energy. The power unit can be either a capacitor or a
battery (or both). If necessary, it is possible to add other modules to the system. Figure 21 presents
the basic components of the wireless sensors (Aguero et al., 2019), whereas Figure 22
demonstrates the assembled LEWIS 2.
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Sensor

Microcontroller

Transceiver

Power
Source

Figure 21. Basic components of wireless sensors and connections.

Figure 22. Assembled LEWIS 2.
The equation used for the estimation of the reference-free displacements make uses of the
data coming from LEWIS 2 that uses an accelerometer as the sensor, and then applies a finite
impulse response (FIR) filter (Lee et al., 2010).

∆𝑑 = (𝐿𝑇 𝐿 + 𝜆2 𝐼)−1 𝐿𝑇 𝐿𝑎 𝑎̅(∆𝑡)2 = 𝐶𝑎̅(∆𝑡)2

(3)

𝜆 = 46.81𝑁 −1.95

(4)

Where L is the diagonal weighting matrix.
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Moreu et al. (2015), Ozdagli et al. (2017, 2018), Park et al. (2014, 2016), and Aguero et al.
(2019) provided a demonstration of the FIR filter in the dynamic displacement estimation.

4.2.1 The need of the interface
The main purpose of AR devices is to integrate actual objects with virtual holograms
presented by computers in real time. AR tools fulfill this purpose by overlaying the visible
attributes of real objects with their matching position on the computer display. When AR tools
capture images from the sensors, the AR applications recognize the target, process the data,
augment it with audio-visual information, and create illusions that make it possible for users to
interpret real-world situations in a greater detail. These additional synthetic overlays provide
additional contextual data as well as the information that is unavailable otherwise to the user
(Kalkofen et al., 2007; Kruijff et al., 2010). Furthermore, AR may enable a real-time interaction
with objects and provide access to a precise three-dimensional representation of a structure
(Schmalstieg & Höllerer, 2017).
AR comprises several technical subcomponents which use electronic devices to monitor the
physical environment of the real world and to combine it with virtual elements.
The key elements which form an AR system are the following:
A device applied to capture images (for instance, a stereo, Charge-Coupled Devices (CCD),
or depth-sensing cameras).
A display applied to project the virtual data on the images received via the capturing tool. It
is possible to distinguish two different technologies:
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Video-mixed display—it gives a digital merge and provides a representation of the virtual and
real data received with the camera on a display. The displayed images may show a limited field of
vision and reduced resolutions.
Optical see-through display (for example, a projection-based system)—in this solution, the
virtual data on the inspector’s field of view is superimposed by an optical projection system.
A processing unit which gives access to the virtual data that will be projected.
Activating elements that trigger display of the virtual information. These elements include,
for example, sensor values from the accelerometer, GPS positions, QR (Quick Response) marker,
images, gyroscopes, compasses, thermal sensors, and altimeters.
AR is a complex, novel technology that implements new solutions which juxtapose virtual
and actual realities. The virtual reality is provided by sensory inputs generated by computers,
which include images, video and sound effects. As we pointed out earlier in this article, given the
novelty of the AR technology, it has not been determined yet how the new AR solutions will
impact the human-infrastructure interface, with potential unexpected challenges related to the
human factor involved (see Hall et al. 2015) for an analysis of the AR solutions in railway
environments).

4.2.2 New Human-Infrastructure Interface for Displacement Visualization
4.2.2.1

Design

To ensure the appropriate implementation of the design principles for the interface, the
development methodology for this research was conducted using the System Development Life
Cycle (SDLC), see Figure 23. SDLC is a procedure which characterizes the different stages related
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to the advancement of programming for conveying a high-quality AR interface. SDLC stages
spread the total life cycle of an AR interface.

Figure 23. Stages of SDCL.
•

Planning

This is the most important stage for the organization of the whole AR interface, which
involves the completion of the following tasks: Identification of the AR interface that needs to be
developed and drafting and creation of the AR interface plan.
•

Analysis

The purpose of the analysis stage is to address the inspectors’ needs and the requirements of
end users. The collection of the inspectors’ requirements is the most important interface phase at
this stage. These requirements are the functionalities that the AR interface under development must
meet to be successful. Detailed requirements, such as a type of technological solutions applied in
the AR interface implementation, are not determined at this stage.
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•

Design

The design stage determines the desired operations and required features of the AR interface.
A flowchart was developed to clearly explain the AR interface and show the workflow of the
system process, see Figure 24. The flowchart indicates that when a user requires the visualization
of the displacement data, the connection between the sensor and the AR device starts immediately,
providing the inspector with the displacement data.
•

Implementation

The development stage involves transformation of the flowchart from the previous phase into
the actual AR interface. This stage includes the following two main activities: database setup and
code development for AR interface. This stage is completed with the database creation and the
development of the actual code so that the AR interface can be created following the provided
specifications.
•

Testing

The testing stage consists in the integration and deployment of all the pieces of the code in
the testing environment. During the execution, the tester compares the actual results with the
anticipated results, making sure that the AR interface operates as designed and expected. The tests
need to be performed in a systematic and reliable way to ensure high quality software.
•

Deployment

The deployment stage, also referred to as the delivery stage, involves AR interface
exploitation in the real-life environment, often on the client’s premises, when the inspector starts
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operating the AR interface. During this stage, all the AR interface components and data become
allocated in the production environment.

Human

Server

Sensor

AR Device

Start

Press display
displacement
data

Read
acceleration
data
Detect
acceleration?

No

Yes
Storage
acceleration
in database

Visualize
displacement
data

Convert
acceleration
into
displacement

Display
displacement
data

End

Figure 24. Workflow of the new AR interface.

4.2.2.2

Real-time AR WSS displacement visualization

For a successful application of AR tools, it is necessary to consider a number of design
principles of the system. For instance, it is crucial to determine the scope of AR functionality, so
that it provides the amount of information that matches the user’s requirements. If the AR system
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provides too much data, the inspectors will not be capable of processing it or comprehending it,
which may lead to confusion and human errors. Other restrictions that we must consider are
concerned with human learnability and the amount of interactive data that an inspector can receive
at a given time. The mechanism of the human-infrastructure interface is presented in Figure 25,
while Figure 26 shows an example of an interface.

Real Environment

Augmented
Reality (AR)
Virtual
Environment

Display

User

Human-infrastructure
interface

Figure 25. The mechanism of the human-infrastructure interface.
Figure 27 shows the way displacement is demonstrated with the AR tool. The author deployed
this application in Unity in order to obtain a graph of the information included in the database
coming from the sensors, and they used C# to develop the source code of the application. The
video capture in Figure 27 shows that inspectors are able to receive visualizations of real-time
changes in the displacement, and in this way, they become informed about structural properties.
According to inspectors, this technology could be applied to monitor the testing of live loads in
quantitative manner in the field, with a potential additional field application of this framework in
the future research.
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Figure 26. Human-infrastructure interface. (a) Sketch, (b) Real implementation.

(a)

(b)

Figure 27. (a) Displacement visualized in the AR device, (b) graph that is seen by the viewer.

4.3 Hardware
4.3.1 The AR device
The AR headset used in this research is Microsoft HoloLens 2. It is a tool which allows
interactions between a user in a mixed-reality environment and a computer. It has the form of a
holographic computer that is attached to the user’s head. The AR headset is composed of the
following parts and components:
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1. A wide-screen, head-mounted, stereoscopic display (the resolution is 2k per eye,
and the aspect ratio is 3:2). The display is equipped with holographic, colored
lenses.
2. A depth camera (1 MP), coupled with additional four visible cameras and two
infrared cameras. The sensors perform ambient light detection and environment
sensing. The sensors receive input from the user with an IMU that is equipped with
an accelerometer, a magnetometer, and a gyroscope.
3. A set of five microphone channels with a system of integrated speakers, which
make mutual communication possible.
The AR headset contains a Holographic Processing Unit, with four GB of RAM. Furthermore,
it is equipped with 64 GB of universal flash storage, and it supplies Bluetooth and Wi-Fi. The
battery life is from two to three hours of active usage or maximum two weeks in the standby mode.
The tool is not heavy (566 g) and convenient to carry.
The AR device is presented in Figure 28.

(a)

(b)

Figure 28. The AR device (a) Right side, (b) Front side.
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4.3.2 Advantages of the AR device
A remarkable benefit of the AR headset application in the process of collecting data is the
ability to create holographic visualizations of data. The holographic visualizations generated by
the AR device provide inspectors with data that complements the data they receive from the real
world through their own senses. As a result, the AR headset produces an effect that mixes virtual
and physical objects. This effect makes it possible for inspectors to interact with the received data
and with the physical objects existing in reality, in their actual environment. The AR tool is
equipped with powerful computing technology, which provides rapid visualization of complex
information and enables reliable and quick task analysis. Furthermore, the AR headset is able to
compute infrastructure, thanks to which inspectors can carry out physical operations and
information analysis at the same time and within identical physical locations. Inspectors located
in different areas can carry out a collaborative examination of the infrastructure concurrently in
identical environments. They can also perform the same analysis in different scenarios, including
routine infrastructure monitoring, as well as in disaster situations, when it is crucial to provide
rapid representation of critical infrastructure.

4.3.3 The server
The server is a device whose function is to provide access to the sensor data in a network via
the AR device. The server used by the author in this study is a Microsoft Surface laptop. The
connection between the AR and the sensors is presented in Figure 29.

4.4 Software
The author made use of open-source software to support accessibility and affordability. The
main exception was Unity 3D, for which it is necessary to receive a license. The features of Unity
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can be used free of charge, but this is not an open source program. As an alternative, it is possible
to use the Godot Engine or Cocos 2d-x.

4.4.1 Software in the sensor
The author performed the sensor programming using the Arduino Integrated Development
Environment. The Arduino platform is based on open-source software, and the environment is
written in Java. It is possible to use this software with any Arduino board, which makes it easier
to write the code and upload it to any Arduino-compatible board, as well as to any other vendor
development boards when it is necessary to use third-party cores. In this way it a very flexible
solution.

4.4.2 Software in the server
The software installed on the server includes MySQL and Node.js. MySQL is an open-source
database that is very popular worldwide due to its efficiency and accessibility. Node.js role is to
execute the JavaScript code outside of the area the display programs. Node.js is supported on
Microsoft Windows 10, Linux, macOS, and Windows Server 2008 (including subsequent
versions). Node.js is primarily used to develop Web servers and other network programs, but it
can be also used to create Web servers and JavaScript-based networking tools.

4.4.3 Software in the AR device
The author connected the AR headset to the server with an application developed in Unity.
The author was in this way able to perform the projection of the data that was hosted in the database
and transformed into displacements in the AR headset.

51
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ii) Server

Reality

Sensor data to server

LEWIS 2

Augmented

Server data
to AR
Device

Augmented
Reality (AR)

iii) AR Device

Figure 29. Connection between AR and sensors.

4.4.4 Sensor data to server
The author used the MySQL database to store the sensor data. This database contained the
accelerations in x, y, and z, the angular velocities in x, y, and z, the field time, and the sensor ID.
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4.4.5 Server data to AR device
The author made use of queries in PHP and SQL languages to access the data from the MySQL
Database located in the Server. The experiment presented in this chapter was an initial analysis of
data visualizations, coming only from one sensor. In future work, the experiment can be easily
expanded to a mesh of sensors.

4.4.6 Implementation of the AR interface
The author used Unity and visual studio with C# to develop the application and to graph the
displacement information calculated from the accelerometer data stored in the database from the
sensors as shown in Figure 30. Displacements were visualized real-time, with a delay of
approximately 2.5 seconds through the AR Headset.

i)
Sensors
Reality

ii) Server

iii) AR Device
Acceleration

Algorithm

Displacement

Figure 30. Framework for displacements visualization.
The application receives the acceleration data coming from the wireless sensors and
transforms this acceleration data into displacements, making use of an algorithm that will be
explained in the following section. The communication between the sensor and the server occurs
via the Zigbee based protocol network. This protocol is an IEEE 802.15. 4, designed for high
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throughput applications that require predictable timing of communication and low latency. The
communication between the server and the AR device is through the Internet Protocol (IP). The
Zigbee protocol communication between the sensor and the sever has a limitation with respect to
the data sampling rate that can be transmitted, which is 300 Hz. For the purpose of this research
and based on the past implementation of this algorithm for displacement estimation for
accelerations on low frequencies this sampling frequency is adequate (Moreu et al., 2015, 2016).

4.4.7 Algorithm
The acceleration data is collected with a frequency of 300 Hz and all the data obtained from
the sensor is stored in a database. Then the AR device request the data storage in the database and
convert them into displacements, applying the algorithm showed in Figure 31. Finally, the user is
able to visualize the displacement data. The number of points obtained as displacements is exactly
the same as the number of points of the acceleration data.
The algorithm for the displacement calculation follows the equation showed in section 2.1.
The program requests the acceleration from the server, the C matrix is predefined since the
frequency of the sensor is known, then with the acceleration data and the C matrix, we obtain the
displacements. Once the displacements are obtained, they are displayed in a graph.
During this process, there is a delay during the data transmission that is summarized in the
Figure 32. For the displacement calculations, the app installed in the AR device make a query to
the acceleration data that is in the server. This query is made every 0.5 seconds, with the data
obtained we follow the algorithm described before, to optimize the run time. Since this application
uses a fixed frequency, we consider the C matrix as constant so the program does not need to
recalculate the long matrix multiplications (𝐿𝑇 𝐿 + 𝜆2 𝐼)−1 𝐿𝑇 𝐿𝑎 all the time. This reduces the run time
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down to 1 second. Finally, once we obtained the displacements, we plot this data as a collection
of points and lines; this process takes 1 second, making the visualization delay a total of 2.5
seconds.

Start

Request acceleration
data from server (𝑎̅)

C Matrix
(𝐿𝑇 𝐿 + 𝜆2 𝐼)−1 𝐿𝑇 𝐿𝑎

Calculate
Displacements
∆𝑑 = 𝐶𝑎̅(∆𝑡)2

Graph
Displacements

End

Figure 31. Algorithm for displacement calculation.
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Figure 32. Delay of displacement visualization.

The researchers conducted the calculation of displacement at the sensor node in the past
(Ozdagli et al., 2018), but this was conducted with a power source in the sensor and required more
energy to perform the calculation. In this research, the emphasis is to perform the algorithm away
from the node to reduce the impact of additional energy demands in the duration of the battery of
the sensor, which is limited to measurement and transmission of the acceleration data. With this
new research approach, the author proposes a new framework that enables conducting remote
algorithm capabilities in the AR headset that can have some advantages for other applications in
the future. The following sections describe the components of the new framework.

4.5 Visualization
The interface consists of two sections, one called “current displacement” and the other one
called “past displacements.” Each section is composed of an information area, which displays the
time of the displacement and the maximum displacement, a graph area, which displays the time
history of the displacement data, and the buttons area.
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The current displacement section has the following options for the user (see Figure 33):
•

Display: Display the displacement of the structure at the current time.

•

Stop: Stop displaying the displacements.

•

Save: Save the current displacement data to be visualized later on.

•

Delete: Remove the displacement data that has being visualized.

Information area

Graph area

Buttons area

Figure 33. Interface current displacement.
The past displacements section has the following options (see Figure 34):
•

Experiment: Show previous experiments

•

Clear: Clear the data that is being visualized at the moment

Information area

Graph area

Buttons area

Figure 34. Interface past displacement.
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4.6 Code Implementation for the Interface
The client – server architecture for the human-infrastructure interface is displayed in figure
35. The communication between the client and the server is performed through the internet.
Server

Client
MySQL

Internet

Humaninfrastructure
interface

Node.js
Script
PHP Scripts

C#

Figure 35. Client – server architecture for the human-infrastructure interface.

4.6.1 Implementation in the Server Side
MySQL database to store sensor data
In the server, a MySQL database was configured. The database consists of two tables, as
shown in Figure 36. The first table called “datalewis2,” contains the following columns: id, micros,
acceleration in x, y, and z, angular velocity in x, y, and z, sensor id and time. The main function
of this table is to store the information coming from the sensor LEWIS 2. To be able to fill this
table in real time, it is necessary to have the node.js script. This script receives the data coming
from the serial port where the data coming from LEWIS 2 is being received. Once the data has
been received, the data is stored in table datalewis2 of the database. The default value for the
column id is auto increment, and for the column time it is the current time; the other columns are
filled automatically with the data coming from the sensor LEWIS 2. The second table called
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“datalewis2experiment” contains the following columns: id, micros, acceleration in x, y, and z,
angular velocity in x, y, and z, sensor id, time and experiment time. The main function of this table
is to be a repository for experiments, which will be identified by the column experiment time. The
default value for the column experiment is the current time; the other columns are filled with the
data coming from the table datalewis2.
Node.js Script to connect sensor with server
The node.js script contains two parts, the first part is the serial part, in this part all the logic to
receive the data coming from the serial port has been programmed. The second part of the database
is the connection part. In this part the logic that will send the data received in the serial part to the
database has been programmed.

datalewis2experiment

datalewis2
id
micros
ax
ay
az
gx
gy
gz
sensorid
time

id
int
micros
float
ax
float
ay
float
az
float
gx
float
gy
float
gz
float
sensor
int
time
timestamp
experiment timestamp

int
float
float
float
float
float
float
float
int
timestamp

Figure 36. Tables in MySQL database.
In the human-infrastructure interface this script runs when the user presses the “Display” and
“Stop” buttons. When the user presses the “Display” button the connection between the server and
the sensor LEWIS 2 starts. When the user presses the “Stop” button, the connection between the
server and the sensor LEWIS 2 stops.
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To make access of Unity to this file possible from the client side, it was necessary to program
a PHP script that will be described in the following section.
PHP Scripts to send data from server to client
The php scripts enable the communication between the interface developed in Unity and the
Server. The PHP scripts are in relation with the buttons of the application. There are six buttons in
the application; each button has an associated PHP script. In the case of the “Display” button, the
execution of two scripts is required: one that will establish the communication between the sensor
and the server and the other that will request the acceleration data in the server that will be utilized
in the application. Basically, these scripts make queries to the database to obtain the data coming
from LEWIS 2. The function of the scripts used in the interface are summarized in table 7.

4.6.2 Implementation in the Client Side
Human-infrastructure interface for displacement visualization
The AR interface was developed in Unity 2018.4.14f1 and programmed in C#.
C# Code for new human-infrastructure interface
The programming for the interface consists of two section; each section has two classes.
The first section was programmed to display the current displacement in the interface, this section
consist of the classes: displacement_graph and max_displacement, as shown in Figure 37.
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Table 7. PHP scripts in the server.
Button

Script

Function
Execute Node.js Script in the server side to

display.php

establish communication between the sensor
LEWIS 2 and the server.

Display
Request the acceleration data in the server
datasensor.php

that will be utilized in the application to
obtain displacements.
Close Node.js Script in the server side to

Stop

stop.php

stop communication between the LEWIS 2
sensor and the server.
Save the current experiment that is being

Save

saveexperiment.php

displayed

into

the

table

datalewis2experiment in the database.
Delete the data existing in the table
Delete

deletedatasensor.php

datalewis2, making it possible to perform a
new experiment.
Show previous experiment, existing in the
table datalewis2experiment, the experiment

Experiment showexperiment.php
is identified by the column “experiment” in
the table.
Delete the data existing in the table
Clear

deletedatasensorexperiment.php
datalewis2experiment.
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The class displacement graph (Displacement_Graph) was implemented to create the
displacement graph. In this way the inspector can visualize how the displacement of the experiment
varies across time. This class has the variables Acceleration_Data, Displacement_Data, and the
methods Awake, Display, Stop, Save, Delete, Displacement_Calculation, Draw_Graph. The goal
of every variable and method is explained below.
Variables:
-

Acceleration_Data: List that contains the acceleration data coming from the LEWIS 2
sensor.

-

Displacement_Data: List that contain the displacements data calculated from the
acceleration data.

Methods:
-

Awake: This method refreshes the data every 0.5 second to be able to visualize real-time
data.

-

Display: This method establishes the communication between the sensor and the server
from the user side with the display.php script that at the same time executes the Node.js
script.
Once the communication was established, the method display obtain the acceleration data
through the datasensor.php script. With the acceleration data it is possible to apply the
algorithm for displacement calculation described before. The displacement calculation
algorithm was implemented in the method “displacement_Calculation.” Once the
displacement was calculated, it is stored in the variable Displacement_Data to finally be
drawn using the method Draw_Graph.
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-

Stop: Stop the communication between the sensor and the server from the client side using
the stop.php script.

-

Save: Save the current experiment into the database, storing the data in the table
datalewis2experiment. To do this from the client side, it is necessary the save.php script.

-

Delete: Delete the current experiment from the database, deleting the data in the table
datalewis2. To do this from the client side, it is necessary the deletedatasensor.php script.

-

Displacement_Calculation: This method implements the algorithm that calculates
displacement from acceleration data previously explained.

-

Draw_Graph: This method draws each value in the Displacement_Data list as a
combination of points and lines.

The class maximum displacement (Max_Displacement) was created to find the maximum
displacement in the current experiment and to provide the inspector with the ability to identify the
maximum displacement. This class has the variables Acceleration_Data, Displacement_Data,
Max_displacement, and the method Max_Displacement_Calculation.
Variables:
-

Acceleration_Data: List that contains the acceleration data coming from the LEWIS2
sensor.

-

Displacement_Data: List that contains the displacements data calculated from the
acceleration data.

-

Max_Displacement: Variable that stores the value of the maximum displacement of the
past experiment.
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Methods:
-

Max_Displacement_Calculation:

Calculate

the

max

displacement

from

the

Displacement_Data list and store the value in the variable Max_Displacement.

Displacement_Graph

Max_Displacement

+Acceleration_Data: List<float>
+Displacement_Data: List<float>

+Acceleration_Data: List<float>
+Displacement_Data: List<float>
+Max_Displacement: float

+Awake()
+Display()
+Stop()
+Save()
+Delete()
+Displacement_Calculation()
+Draw_Graph()

+Max_Displacement_Calculation
()

Figure 37. Classes required to display the current experiment.

The second section was programmed to display the past displacement in the interface, this
section consists of the classes: past_displacement_graph and max_past_displacement, as shown in
Figure 38.
The class past displacement graph (Past_Displacement_Graph) was implemented to visualize
the past displacement graph. In this way the inspector can compare the current displacement with
the past displacement. This class has the variables Acceleration_Data, Displacement_Data, and
the methods Experiment, Clear, Displacement_Calculation, Draw_Graph. The goal of every
variable and method is explained below.
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Variables:
-

Acceleration_Data: A list that contains the acceleration data coming from the sensor
LEWIS 2.

-

Displacement_Data: A list that contains the displacements data calculated from the
acceleration data.

Methods:
-

Experiment: The method “experiment” obtains the acceleration data through the
showexperiment.php script. With the acceleration data it is possible to apply the algorithm
for displacement calculation; the displacement calculation algorithm was implemented in
the method displacement_Calculation. Once the displacement was calculated, it is stored
in the variable Displacement_Data to finally be drawn using the method Draw_Graph.

-

Clear: Delete the current experiment from the database by deleting the data in the
datalewis2experiment table. To do this from the client side, it is necessary to perform the
deletedatasensorexperiment.php script.

-

Displacement_Calculation: This method implements the algorithm that calculate
displacement from acceleration data previously explained.

-

Draw_Graph: This method draws each value in the Displacement_Data list as a
combination of points and lines.

The class maximum past displacement (Max_Past_Displacement) was created to find the
maximum displacement of the past experiment. This class has the variables Acceleration_Data,
Displacement_Data, Max_displacement, and the method Max_Displacement_Calculation.
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Variables:
-

Acceleration_Data: A list that contains the acceleration data coming from the sensor
LEWIS 2.

-

Displacement_Data: A list that contains the displacements data calculated from the
acceleration data.

-

Max_Displacement: Variable that stores the value of the maximum displacement of the
past experiment.

Methods:
-

Max_Displacement_Calculation:

Calculate

the

max

displacement

from

the

Displacement_Data list and store the value in the variable Max_Displacement.

Past_Displacement_Graph

Max_Past_Displacement
+Acceleration_Data: List<float>
+Displacement_Data: List<float>
+Max_Displacement: float

+Acceleration_Data: List<float>
+Displacement_Data: List<float>
+Experiment()
+Clear()
+Displacement_Calculation()
+Draw_Graph()

+Max_Displacement_Calculation()

Figure 38. Classes required to display past experiment.

4.6.3 Limitations of the code
•

The code was tested in the new Microsoft HoloLens 2. To deploy the application in
Microsoft HoloLens 1, may be necessary to reduce the sampling rate of the graph that is
being displayed, for example from 5 Hz to 3 Hz.
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•

In order to start the application properly, make sure that the table datalewis2 is empty.
When it is empty, it means there is no data left from previous experiments and it is ready
to perform a new experiment.

•

The maximum number of data values that can be displayed at the same time with the current
hardware is 100 points (5hz x 20 seconds).

•

Because the communication between the server and the client is using the Internet via a
wireless connection, the limitation of the application is related to the limitation of a wireless
local area network: 150 feet or 46 m indoors and 300 feet or 92 m outdoors.

•

The internet protocol (IP) that the application uses should be updated when the application
is used in a new Local Area Network (LAN).

4.7 Experiments
The author conducted three experiments. The goal of the first experiment was to compare the
displacements obtained at the AR device with a mobile phone camera. We conducted this
experiment to make sure that the displacements obtained with the AR device are coherent and
make sense according to the displacements obtained with the camera. The goal of the second
experiment was to validate the accuracy of the displacements obtained at the AR device. For this
experiment, we put the sensor over a shake table, then we applied a displacement to the shake table
and compared the displacements obtained from the wireless sensors with the displacements
obtained from the laser. The purpose of the third experiment was to show historical displacement
data and compare it with current displacement data. During the experiments, the author made use
of the AR headset the “HoloLens 2 from Microsoft”. The author applied the AR tool to visualize
the displacements calculated from the accelerometer data received from the LEWIS 2 sensor.
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4.7.1 Displacements in AR from WSS vs smartphone camera
In the experiment, the author used a shaker with a sensor attached to it, as shown in Figure
39. The sensor collected the acceleration data with the movement of the shaker. The sensor that
the author applied was LEWIS 2, a Low Cost Efficient Wireless Intelligent Sensor, which collects
acceleration data during the vibration test at a frequency of 300 Hz. The shaker used in the
experiment was a Mini Smart Shaker combined with Integrated Power Amplifier (K2007E01)
from The Modal Shop (MTS Systems Corporation). It is a smart shaker that functions as an
electrodynamic exciter, whose general purpose is to test the vibration of small components and
sub-assemblies up to 9kHz. It can also be used as a tool for excitation of small structures in modal
testing. The author also used a smartphone to send the vibration input signal to the smart shaker.
The connection between the smartphone and the smart shaker was performed through a BNC cable.

Smart
Shaker

Smart Shaker

LEWIS 2

LEWIS 2

Smart
Phone

Structure

BNC Cable

Smart Phone BNC Cable
(a)

Structure

(b)

Figure 39. Experimental set-up. (a) Sketch, (b) Real implementation.

68

For the validation of the obtained displacements reported in section 9.3., we connected a
camera with zoom 5x, and we attached a millimetric ruler to the wall in the background of the
experiment. Then we were able to visualize the maximum displacement of the experiment, as is
shown in Figure 40.

Tripod
Ruler
Camera

LEWIS2

Tripod LEWIS 2 Ruler

(b)

Smart
Shaker

Structure
(a)

Smart Shaker Structure Camera
(b)

Figure 40. Set-up for validation with camera. (a) Sketch, (b) Real implementation.
All of the experiments show that the order of magnitude of the maximum displacements
obtained with the Sensor-AR connection are similar to the displacements visualized with the zoom
5x of the camera as shown in Figure 40.
Human eyes cannot observe the maximum displacement of a structure that is moving only
within a few millimeters. By using the AR interface, we provide inspectors with a tool that they
can use on the field to have an idea how much the structure has moved.
For the experiment, three different signals where applied to the smart shaker using the mobile
application called “SignalGenerator.” The signal generates a horizontal displacement to the sensor
that is attached to the shaker.
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The server has an antenna connected to it that receives the wireless data coming from the
sensor. We conducted three experiments. The initial displacement of the structure is equal to 0.00
mm, as is shown in Figure 41 (a). Using the AR device, we visualized the data by pressing the
button “display” for the first experiment. The maximum displacement obtained was 2.92 mm, as
indicated in Figure 41 (b). To stop the experiment, the author pressed the “stop” button stop. To
start a new experiment. we pressed the button "delete" to clear the current graph. We started the
second experiment following the procedure explained in the previous experiment and we obtain
the maximum displacement of 3.90 mm, as is shown in Figure 41 (c). For the third experiment, we
followed the procedure described before, and we obtained the maximum displacement of 5.35 mm,
as is shown in the Figure 41 (d).
It is possible to visualize the time history of the displacement and the maximum displacement,
as shown in Figure 41. When the maximum displacement is less or equal to 6 mm, the color of the
text is green. When the maximum displacement is more than 6.00 mm but less or equal to 10.00
mm, the text is orange. When the real maximum displacement changes, the color of the text of the
virtual maximum displacement changes. When the displacement is more than 10.00 mm, the text
is red. As can be observed from the video capture in Figure 41, inspectors are able to visualize
modifications in the displacements which provide information about the properties of the structure
in real time. Following the recommendations given by the structural inspection community, this
technology could be applied to monitor quantitative live displacement testing at the field. The
potential development of this study in the future may include field applications of this novel
approach.
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(a)

(b)

(c)

(d)

Figure 41. Displacements visualization with the AR headset. (a) Maximum displacement: 0.0
mm, (b) Maximum displacement: 2.92 mm, (c) Maximum displacement: 3.90 mm, (d) Maximum
displacement: 5.35 mm.

4.7.2 Displacements in AR from WSS vs a laser
In this experiment we attached the wireless smart sensor LEWIS 2 to the shake table as shown
in Figure 42. The shake table utilized in the experiment is a Quanser Shake Table II with a
maximum stroke of +– 76 mm. A Keyence laser IL600 with a range of 800 mm (400 mm back and
forth) and an accuracy of 0.1 mm is installed to validate the displacements of the shake table
obtained with LEWIS 2 and visualized from the AR device.
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L-Bracket

Laser

LEWIS 2

L-Bracket

LEWIS 2

Laser

Shake Table

Shake Table

(b)

(a)

Figure 42. Set-up for displacements visualization. (a) Sketch, (b) Real implementation.
We applied four different signals to the shake table, two sinusoidal signals with the details
displayed in table 7, and two train crossing displacements recorded in Bluford Bridge by Moreu et
al. (2015), with the details showed in the table 8.

Table 8. Sinusoidal signal inputs.
Signal Number

Frequency (Hz)

Amplitude (mm)

S1

1

1

S2

2

2

Table 9. Train crossing inputs.
Train Number

Velocity km/h (mph)

T1

24.9 (15.5)

T2

31.1 (19.3)

The acceleration data from LEWIS 2 was collected at a frequency of 300 Hz, and the
displacements collected from the Laser were collected at a frequency of 51200 Hz. The
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acceleration data from LEWIS 2 was converted into displacements in the AR device and was
visualized in real-time, while the experiments were performed with a delay of 2.5 seconds, as
shown in Figure 43.

(a)

(b)

(c)

(d)

Figure 43. Real-time displacement visualization from the human-infrastructure interface.
Displacements from (a) S1, (b) S2, (c) T1, (d) T2.
The validation of the displacements after comparing them with the Laser are shown in Figure
44.
The root mean square (RMS) error was calculated following the equation 5:

𝐸=

𝑅𝑀𝑆(∆𝑒𝑠𝑡 − ∆𝑚𝑒𝑎𝑠 )
𝑅𝑀𝑆(∆𝑚𝑒𝑎𝑠 )

(5)

Where ∆𝑒𝑠𝑡 are the displacements estimated from LEWIS 2 and ∆𝑚𝑒𝑎𝑠 are the displacements
measured using the laser.
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The obtained RMS are summarized in Table 9 and displayed in Figure 45.
S1

S2

RMS=12.89%

RMS=12.05%

(b)

(a)
T1

T2

RMS=19.96%

RMS=11.83%

(c)

(d)

Figure 44. Comparison real-time displacement visualization vs laser. (a) Displacement from S1,
(b) Displacement from S2, (c) Displacement from T1, (d) Displacement from T2.
Table 10. RMS error.
Signal

E(%)

S1

12.05

S2

12.89

T1

19.96

T2

11.83
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Figure 45. RMS error.
Apart from the comparison of the displacement time in history, this thesis also developed an
analysis of the frequency history through the power spectrum density (PSD) of the displacements.
Figure 46 shows the PSD of the displacements of LEWIS 2 using AR vs. the laser. The PSD were
calculated in Matlab by means of Welch’s overlapped segment averaging estimator, using the
pwelch command (Mathworks, 2017). Figure 46 presents the dominant frequencies concentrated
at 0-20 Hz, which are the ones of higher interest in the context of this research. The signals used
in this thesis are under 20 Hz, and they take into consideration the field monitoring experience in
bridges of other analyses (Moreu et al., 2015, 2016). The PSD of displacements obtained from
LEWIS 2 are comparable to the PSD obtained from the laser.
The results have shown that it is possible to visualize displacements in real time with a delay
of 2.5 seconds in the AR device, with an error of less than 20%. The largest error was 19.96% for
T1; the other three errors are under 13%.
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Figure 46. PSD of the displacements of LEWIS 2 using AR vs. the laser.
The sources of the error in the displacement estimation could be due to data transmission
losses between the Sensor and the Server through the Zibee protocol; data transmission losses
between the Server and the AR Device through the IP protocol, and due to the C matrix static. The
acceptable errors for SHM of railroad bridges are approximately between 10 and 20% (Aguero et
al., 2019; Moreu et al., 2016) as the owners are interested in a first estimate of the displacement of
railroad bridges in the field with an approximate value that can be more accurate than the visual
observation of the inspector. Even though the error estimation for this application is around 20%,
it can be considered a first step towards its improved accuracy. This accuracy could be further
improved by increasing the sampling rate of the sensor and by enhancing the protocol for
communication between the sensor and the server from Zigbee to Wi-Fi.
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The results of the experiment presented in this section demonstrate that the displacements
visualized with the AR device provided approximated estimations of the dynamic displacement
within 20% of the results produced by the commercial laser, which was considered the ground
truth. In the future this accuracy can be improved with added sampling rate and wireless
communication and further validation of more signals.

4.7.3 Time machine for temporal displacements
The developed interface is able to show historical displacements visualized previously, so in
that way it is possible to make a comparison between two displacements. The graph in the upper
part of the Figure 47 is the current displacement, and the graph in the lower part is the historical
displacement. In the Figure 47 we can observe that the current displacement has a maximum value
of 5.98 mm and the past displacement has a maximum value of 3.90 mm.

Figure 47. Current displacement vs past displacement.
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The experiments presented in this chapter are an initial analysis of data visualizations, coming
exclusively from one sensor. In future work, the author may expand the experiment to a mesh
network of sensors. However, during the AR headset application to a mesh network of sensors, it
may be necessary to paste a Quick Response (QR) code to every sensor. In this way every QR
code becomes associated with the ID linked to each sensor, and the inspector can choose a sensor
for scanning with the QR code reader. Afterwards the AR tool will automatically identify the
sensor with its respective ID. The method of QR-ID pairing will enable filtering the relevant data
coming from the database, providing only the information that corresponds to the sensor selected
by the inspector.

4.8 Conclusion
This chapter developed a new interface for measuring displacement calculated from the
accelerometer data, which is obtained with a wireless smart sensor LEWIS 2. The crucial
component of the interface is the AR headset HoloLens 2 from Microsoft, which allows the
visualization of the displacements in real time. The author conducted three experiments. In the
first experiment the author tested the human-infrastructure interface using LEWIS 2 and a camera
and observed that the interface showed the displacements of the structure, obtaining maximum
displacements of 2.92 mm, 3.90 mm and 5.35 mm. In the second experiment the author validated
the displacements observed in the interface, using LEWIS 2 and a laser, and obtained errors in the
displacement calculation of less than 20% that can be improved in the future. In the third
experiment the author was able to visualize displacements of the previous experiments and
compare it with the current experiment.
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The results of the experiments have shown that the AR interface developed in this chapter can
in the future serve as a field inspection tool in the field to observe displacement data in a
transparent, practical, and realistic way. In future steps of this research the new AR interface will
be tested with inspectors to investigate if whether they can modify their decisions in real time in
the field with the new tool. The future hypothesis to test is whether the inspectors will be able to
change their inspections by contextualizing the data information with the behavior of the structure
and establish whether the structure undergoes too much movement with AR. The author also
proposes that AR can be a tool to enable appropriate documentations of performed inspections
with high quality data, which in the future and after field validation with new research can be
proposed to attempt to reduce the variability observed in inspections performed manually.
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Chapter 5. Conclusion
5.1 Summary
This thesis has presented the application of a new human-centered interface that provides
visualization of real-time displacements under loads using an Augmented Reality (AR) tool. The
AR tool significantly improves the communication and the data transfer between WSS and
databases, and the aim of the AR-based interface developed in this thesis is to help inspectors to
obtain integrated, visualized, and understandable information about displacements in real time, so
that they can perform objective judgments regarding damaged structures. The workings of the ARbased interface have been validated through a series of experiments.
The first experiment, reported in Chapter 3, involves the application of a smart Strain Gauge
Platform to automatically measure strain for different applications, using a wireless sensor,
whereas the AR headset is used to improve actionable data visualization. The results of the reported
experiment indicate that since the AR headset makes it possible to visualize information collected
from the sensors in a graphic form in real time, it enables automatic, effective, reliable, and instant
communication from a smart low-cost sensor strain gauge to a database. Moreover, it allows
inspectors to observe augmented data and compare it across time and space, which then leads to
appropriate prioritization of infrastructure management decisions based on accurate observations.
The two main contributions of the experiment reported in Chapter 3 include the low-cost
fabrication of a smart strain gauge sensor and the real-time visualization of data supplied by the
AR headset. By presenting the framework for strain gage sensing, this experiment encourages
engineers to apply the sensors as an indispensable ingredient of the design A design-sense-build
framework will lead to a ground-breaking shift in the civil engineering and construction industry.
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This chapter further shows that constructing a smart low-cost sensor that can be rapidly deployable
on-site may result in more efficient use of time and labor, therefore increasing overall efficiency
and considerable expenditure savings. The new AR interface can be extended to different devices,
such as tablets and smartphones, which will further improve its applicability, as the interface will
not be device-dependent. The second contribution of this chapter is the demonstration that the
application of the AR headset ensures automatic, effective communication from a smart, low-cost
sensor strain gauge to a database in real time in a reliable way. The AR headset can be used by
inspectors to observe augmented data and quickly compare it across time and space, which gives
rise to the prioritization of infrastructure management decisions on the basis of precise
observations.
The validation of the AR-based interface presented in Chapter 4 was performed through three
experiments. In the first experiment the author tested the AR-based human-infrastructure interface
using the wireless smart low-cost sensor LEWIS 2 and a camera and observed that the interface
showed the displacements of the structure, obtaining maximum displacements of 2.92 mm, 3.90
mm and 5.35 mm. In the second experiment the author validated the displacements observed in
the interface, using LEWIS 2 and a laser, and obtained errors in the displacement calculation of
less than 20%, which can be reduced in the future with added hardware and communication
improvements. In the third experiment the author was able to visualize displacements of the
previous experiments and compare it with the current experiment.
Through the experiments reported in Chapter 4 the author has demonstrated that the
application of an AR can be a future proposed tool that can be tested by inspectors to observe realtime displacement data provided by the WSS in the field. In this way it facilitates on-site
observations, and ensures reliable, real-time data transfer from WSS to databases. Moreover, by
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using the AR interface, the author proposes future steps of this research test and validates how
inspectors can interact with the real world directly using AR. In the future stages of this research
the new tasks will test whether the inspector can increase their understanding of the physical
behavior of structures with AR, in comparison with traditional inspections, which is still a future
step. Future questions to address with research is whether the inspector can change their decisions
using this application addressing the objective behavior of the structure and establish whether the
structure undergoes too much movement.
The AR techniques developed in this thesis propose in the future to improve the inspectors’
capacity to perform informed maintenance decisions, to efficiently evaluate on-site damage and
potential risk, to determine the growth of defects that occur over time, and to provide highresolution documentations of performed inspections, which reduces the variability found in
manual inspections. Overall, they will lead to the appropriate prioritization of maintenance
management, with considerable expenditure savings and more secure and dependable
infrastructure.

5.2 Future Research
5.2.1 Benchmarking and field testing of the human-infrastructure interface
In order to receive additional feedback, the future work on this project will include
benchmarking the new human-infrastructure interface for measuring displacements of different
structures. The field testing could then be performed on a real bridge under different loads events.
The first approach with inspectors at the field could include testing the new interface in the field
by developing a pilot plan with a selected group of inspectors who will perform a set of
measurements and register them during their inspections. At the end of the test program a survey
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could be performed to determine how beneficial was the use of the application during the
inspections.

5.2.2 Implementation with new sensor LEWIS 5
In the next step of this research, the implementation of the new interface will be performed
with a more advanced sensor LEWIS 5, which improves the wireless data transmission in
comparison with the currently used LEWIS 2 sensor.

5.2.3 Implementation with a mesh of sensors
It is possible to expand the experiment to a mesh of sensors. During the application of the AR
headset to a mesh of sensors, it may be necessary to paste a Quick Response (QR) code to each
sensor. In this way every QR code will become associated with the ID linked to each sensor, and
the engineer can select a sensor for scanning with the QR code reader. Afterwards the AR tool will
automatically identify the sensor with its respective ID. The method of QR-ID pairing will enable
filtering of the relevant data coming from the database, providing only the information that
corresponds to the sensor selected by the engineer.

5.3 Applications
The proposed method is easy to apply. It is possible to implement it with minimal training
and without prior advanced knowledge. The methods developed in this thesis have several
applications and include the measurement of real-time dynamic displacements in industrial
infrastructure, for example in oil and mining industries. The proposed method will reduce, effort,
time, and expenditure that are required to obtain dynamic displacements under loading operations.
Thus, the methods can be successfully applied to provide economical and resourceful
infrastructure monitoring in different industries.
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5.4 Publications
The results of this research are being reviewed for submission in reputed international
journals. The results have also been presented at national and international technical conferences.
The publications have been listed below:

5.4.1 Journal publications
M. Aguero, F. Moreu. Visualization of Real-Time Displacement Time

(to be submitted

History Superimposed with Dynamic Experiments using Wireless Smart

by Nov 20, 2020)

Sensors and Augmented Reality. To be submitted to Structural Health
Monitoring in November, 2020.
J. Xu, E. Wyckoff, M. Aguero, J. Hanson, F. Moreu. Measuring movements

(submitted, under

across time in emergencies with Augmented Reality. Advanced Engineering

review)

Informatics, 2020.
M. Aguero, D. Maharjan, M. P. Rodriguez, D. D. L. Mascarenas, F. Moreu,

Jan’20

Design and Implementation of a Connection between Augmented Reality and
Sensors. Robotics 2020, 9, 3.
M. Aguero, A. Ozdagli, F. Moreu. Measuring Reference-Free Total

Mar’19

Displacements of Piles and Columns Using Low-Cost, Battery-Powered,
Efficient Wireless Intelligent Sensors (LEWIS2). Sensors 2019, 19, 1549.
D. Mascarenas, T. Harden, J. Morales, B. Boardman, E. Sosebee, C. Blackhart,
A. Cattaneo, M. Krebs, M. Tockstein, S. Dasari, A. Green, F. Moreu, D.
Maharjan, M. Aguero, R. Fernandez, J. Trujillo, A. Wysong. Augmented
Reality for Enabling Smart Nuclear Infrastructure. Frontiers in Built
Environment, 5, 82.
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Jun’19

5.4.2 Proceedings
M. Aguero, D. Maharjan, S. Chavez, M. Rodriguez, D. Mascarenas, and F.

Nov’19

Moreu. Remote Sensing Using Augmented Reality and Low Cost Sensors.
IWSHM2019.
D. Maharjan, M. Aguero, F. Moreu, and D. Mascarenas. Structure sensing

Sep’19

Using Augmented Reality. AREMA Annual Conference with Railway
Interchange
D. Maharjan, M. Aguero, and F. Moreu. Augmented Sensing for Structural

Aug’19

Inspection based on Stakeholders’ Perspective. SHMII 9th International
Conference on Structural Health Monitoring of Intelligent Infrastructure.

Aug’19

F. Moreu, C. Lippitt, D. Maharjan, M. Aguero, and X. Yuan. Augmented
Reality Enhancing the Inspections of Transportation Infrastructure: Research,
Education, and Industry Implementation.
M. Aguero, D. Maharjan, M. Rodriguez, and F. Moreu. Augmented Reality

Jul’19

Interface with Strain Gauge Sensors for Railroad Bridge Inspections.
ANCRiSST 2019.
E. Robbins, M. Aguero, D. Maharjan, E. Ayorinde, and F. Moreu. Low Cost

Jun’19

Wireless Smart Strain Sensors for Structural Health Monitoring of Launching
Operations on Aerospace Vehicles. EMI2019.
M. Aguero, S. Chavez, D. Maharjan, D. Mascarenas, and F. Moreu. Sensor

Jun’19

Data Visualization using Augmented Reality and Database. EMI2019.
D. Maharjan, M. Rodriguez, M. Aguero, D. Mascarenas, and F. Moreu. Use of
Augmented Reality for time critical decision making in hazardous built
environment. EMI2019.
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Jun’19

M. Aguero, A. Ozdagli, and F. Moreu. Low-Cost, Battery-Powered, Efficient

Apr’19

Wireless Intelligent Sensor (LEWIS2): Outdoors and Remote Sensing
Applications. Tran-SET Conference.
D. Maharjan, M. Aguero, C. Lippitt, and F. Moreu. Infrastructure

Apr’19

Stakeholders’ Perspective in Development and Implementation of New
Structural Health Monitoring (SHM) Technologies for Maintenance and
Management of Transportation Infrastructure. Tran-SET Conference.

Mar’19

D. Maharjan, E. Wyckoff, M. Aguero, S. Martinez, L. Zhou, and F. Moreu.
Monitoring induced floor vibrations: dance performance and bridge
engineering. Sensors and Smart Structures Technologies for Civil, Mechanical,
and Aerospace Systems 2019
D. Maharjan, C. Zhu, E. Wyckoff, M. Aguero, S. Martinez, L. Zhou, and F.

Mar’19

Moreu. Monitoring Induced Floor Vibrations: Dance Performance and Bridge
Engineering. SPIE, Smart Structures and Nondestructive Evaluation.
Nov’18
F. Moreu, C. Lippitt, D. Maharjan, M. Aguero, and R. Nasimi. Development,
Training, Education, and Implementation of Low-Cost Sensing Technologies
for Bridge Structural Health Monitoring (SHM). Publications. 16.
https://digitalcommons.lsu.edu/transet_pubs/16

5.4.3 Conference Presentations and Workshops
“Bridge Inspection using Augmented Reality: State of Art and Implementation

Mar’19

Opportunities”, NMDOT District 3, Albuquerque, NM, March 2019
“Augmented Sensing and Augmented Reality for Increased Human Awareness

Feb’19

of the Environment”, UNM, Albuquerque, NM, Feb 2019
“Infrastructure, Maintenance and Management Using New Technology”, Fort
Worth, TX, April 2018
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