The EWMA control chart is used to detect small shifts in a process. It 
Introduction
Control charts are a well-known tool in today's industry. The most known of them are the Shewhart control charts. However, they are unable to detect small shifts in a process quickly enough. For this reason, other charts have been implemented such as the Cumulative Sum (CUSUM) (Page, 1954) and the Exponentially Weighted Moving Average (EWMA) charts (Roberts, 1959) .
The EWMA chart is popular because of another characteristic. As Montgomery (2001, p. 433) states: "It is almost a perfectly non parametric (distribution free) procedure". Borror et al. (1999) , examined the Average Run Length (ARL) performance of the EWMA chart for the mean in non normal cases when the parameters of the process are known and concluded in the same result for certain values of the smoothing parameter. Recently, Stoumbos and Sullivan (2002) and Testik et al. (2003) extended the work of Borror et al. (1999) to the multivariate case of the EWMA chart. They concluded that a properly designed multivariate EWMA control chart is robust to the non normality assumption. The performance of the EWMA charts for the dispersion under non normality appears to have been studied so far only by Stoumbos and Reynolds (2000) . In this article, we examine the performance under non normality of the charts discussed in Stoumbos and Reynolds (2000) along with a new suggestion and other EWMA charts that have been proposed (Domangue and Patch, 1991) for monitoring a process' dispersion.
The article outline is as follows. In Sec. 2, we present the EWMA charts for dispersion that have been implemented up to now together with a new proposal. Section 3 presents the methods for evaluating the performance of a control chart's behavior and ways to compute them. In Sec. 4, the results on the performance of the charts are given with some recommendations. The conclusions are summarized in Sec. 5.
The EWMA Control Charts for Monitoring the Process Dispersion
The first step in the setting up control charts is to gather data that are used to estimate the unknown parameters. These data are used to examine whether the process was in control at the time they were collected, since otherwise the parameter estimates computed would affect the ability of a chart to detect an out of control situation (see e.g., Sullivan and Woodall, 1996) .
Let 0 and 0 denote the in-control values of the process parameters that are either known or estimated from a very large sample taken when the process is assumed to be in control. We want to detect any shifts of the dispersion in the process using EWMA charts that are known to be efficient for detecting small to moderate shifts in the parameters. For the remainder of this article we consider individual observations n = 1 which are independent and identically distributed. We further assume that we are in the prospective setting (Phase II), where the estimates or the parameter values are used to monitor the process.
Several publications dealing with the subject of detecting shifts in the dispersion using an EWMA type chart have appeared in the literature (see, e.g., AcostaMejia and Pignatiello, 2000; Domangue and Patch, 1991; MacGregor and Harris, 1993) . Our main concern is to detect increases in the process dispersion. It should be stressed that detecting decreases in the dispersion is equally important because they indicate an improvement in the process. Nevertheless, it is not probable that a reduction in the process standard deviation, or variance, will occur without a corrective action. Therefore, when an attempt to improve the quality of a process is taking place, the time that this possible change occurs is known. A control chart is one of the tools used to check for possible reduction in the variance before and after the corrective action. However, the main use of a control chart is to detect persistent or sudden shifts in a process at unknown times.
The EWMA chart of squared deviations from target (WR) was proposed by Wortham and Ringer (1971) for detecting a shift in the process standard deviation. The statistic of this chart is given by
where is a smoothing parameter that takes values between 0 and 1 and S 0 is the initial value. The above statistic is defined in a way to detect only upward shifts and therefore we need only an upper control limit. This happens because, whenever S i is less than 2 0 , we set it equal to its starting value. The control limit of this chart is
where h S is a constant used to specify the width of the control limit. Note that 2 0 would be the mean and 2 0 2 / 2 − would be the asymptotic standard deviation of S i if the reset were not used.
As Stoumbos and Reynolds (2000) point out, when the normality assumption is questionable for the observations, the WR statistic does not converge fast to normality because it is a weighted average of squared deviations. For this reason, they propose an EWMA chart of the absolute deviations from target (SR), adjusted for detecting only upward shifts. The statistic of this chart is
where V 0 is the initial value. As in the case of the WR statistic, the above statistic can detect only upward shifts and therefore we need again only an upper control limit. The control limit of this chart is
where h V is a constant specifying the width of the control limit. Note that 0 2/ would be the mean and 0 1 − 2/ / 2 − would be the asymptotic standard deviation of V i if the reset were not used. Hawkins and Olwell (1998, p. 82 ) suggested a different statistic for monitoring individual readings for scale changes. Specifically, they recommended the use of the differences X n − 0 CUSUMming the square root of their absolute values. Here, we introduce an EWMA type control chart using the suggestion of Hawkins and Olwell. Let H = x i − 0 , where x i are our observations. It can be shown that if X is normally distributed N 0 2 0 , then E H = 2 3/4 3/4 0 /2 and Var H = 0 2 − √ 2 2 3/4 , where the gamma function is defined as
Then, the Hawkins-Olwell (HO) chart is based on the statistic
where H 0 is the initial value. The control limit of this chart is
where h H is a constant specifying the width of the control limit. The mean of H i is 2 3/4 3/4 0 /2 and 0 2/ √ 2 − √ 2 2 3/4 / / 2 − is the asymptotic standard deviation of H i if the reset is not used. Domangue and Patch (1991) introduced the omnibus EWMA control charts. The statistic used in these charts is Z i = x i − 0 / 0 and the proposed DomanguePatch (DP) scheme is
where the starting value A 0 is set by the practitioner and it is usually equal to the asymptotic mean of A i . Two different schemes were proposed by Domangue and Patch, one with a = 0 5 and the second with a = 2. In the case of independent samples from a normal process with mean 0 and standard deviation 0 , Domangue and Patch (1991) showed that the asymptotic mean and variance of A i for the DP1 scheme with a = 1/2 are E A i = √ 2/ 1/2 3/4 and Var A i = √ 2 2− √ − 2 3/4 . In the case of the DP2 scheme, where a = 2, they proved that E A i = 1 and Var A i = 2 2− . Then, the control limit in each case is
where h A is a constant specifying the width of the control limit and either of the schemes signals whenever A i ≥ UCL. Note that these schemes can signal only upward because of the way they are constructed. Moreover, as Domangue and Patch point out these schemes are sensitive to increases in dispersion. Note that if we use in the computation of the scheme a reset as in the other charts already presented, then for a = 1/2 we end up with a chart that has exactly the same performance as the HO chart. However, since Domangue and Patch demonstrated that the charts they propose are able to detect an increase in the process dispersion, we choose to use them as they are.
For all the above schemes, we observe that they are vulnerable to shifts in the mean apart from the dispersion. Therefore, a signal of these charts might be the result of a change in the mean. This deficiency can be resolved by using the moving range (Hawkins and Olwell, 1998, p. 82) or by calculating at each point in time (observation) an estimate of the mean (MacGregor and Harris, 1993) . However, the use of either of these techniques might lead to other problems such as dependence of the observations and since they involve cumbersome calculations they are not considered here.
Methods of Evaluating Control Charts Performance and Their Computation
In a control chart, we have two objectives. Firstly, when we are in control, we want the chart to signal as we have planned it to do (false alarm). Secondly, when the process is out of control, we want the control chart to signal as soon as possible. Different measures for evaluating the performance of a chart, concerning the previous two objectives, have been proposed. The most known measure is the average run length (ARL), which is based on the run length (RL) distribution. The number of observations (individual data), or samples (data in subgroups), needed for a control chart to signal is a run length or, equivalently, one observation of the RL distribution. The mean of the RL distribution is the ARL, which is actually the average number of observations needed for a control chart to signal. Usually, along with the ARL, the standard deviation of the run length (SDRL) is also computed. Alternatively, the ARL is expressed as the average number of observations to signal (ANOS). A measure similar to the ARL is the average time to signal (ATS), which is the average time needed for a control chart to signal and it is actually a product of the ARL and the sampling interval used in the case of fixed sampling. From the preceding discussion, one can see that all these measures are related to the ARL. However, the sole use of the ARL has been criticized (see, e.g., Barnard, 1959; Bissell, 1969; Gan, 1993 Gan, , 1994 Woodall, 1983) . The disadvantage of the ARL is the skewness of the run length distribution in the in and out of control cases as well as in non normality cases. As a result, one can draw misleading conclusions based on the ARL. An alternative measure is the median run length (MRL), which is more credible since it is less affected by the skewness of the run length distribution (see, e.g., Gan, 1993 Gan, , 1994 .
In the context of EWMA charts, computing the previously stated measures of performance can be done by employing the integral equation method, the Markov chain method or via simulation (see e.g., Brook and Evans, 1972; Domangue and Patch, 1991; Lucas and Saccucci, 1990) . The integral equation method is an exact method. However, estimates of the measures in question are not always obtainable. The Markov chain method can be implemented in the cases where the previous method cannot, but requires discretization of the continuity of the process using many steps. The simulation method is easy in its implementation and, when using a large number of iterations, the results are very close to the ones of the exact case. In this article, the simulation approach is used, with 200,000 iterations.
In order to study the effect of non normality in the performance of the EWMA charts for dispersion we use the same types of distributions as in Borror et al. (1999) and Stoumbos and Reynolds (2000) ; symmetric and skewed ones. Specifically, we simulated observations in the skewed case from the Gamma a b distribution with probability density function
where the mean is /b and the variance is /b 2 . In the sequel, we set b equal to unity without loss of generality. Under this condition, as increases, the gamma distribution approaches the normal. In the symmetric case, we simulated observations from the t k distribution with probability density function
where k are the degrees of freedom, the mean is 0, and the variance is k/ k − 2 . The t distribution is symmetric about 0, but it has more probability in the tails than the normal. Moreover, as the degrees of freedom increase, the t distribution approaches the normal.
In the simulation algorithm, the parameter values we simulated from, are = 0 5, 2, 4 and b = 1 in the gamma case, and k = 4, 10, 30 in the t distribution case. The in-control mean, when we are in the gamma case, is equal to /b and the variance is /b 2 . When we have a t distribution, the in-control mean is 0 and the variance is k/ k − 2 . The values under the normal distribution are calculated also in each case for studying the non normality effect. The values of chosen are 0.05, 0.1, and 0.2, which are usually the chosen values for studying the non normality effect (see e.g., Borror et al., 1999; Reynolds and Stoumbos, 2001; Stoumbos and Reynolds, 2000) . The values of h S h V h H h A are chosen so that, under normality, they give the same in-control value for ARL approximately 370.4. The simulation study was conducted using Fortran and the random deviates where generated using the Microsoft IMSL Library routines RNNOR, for the normal, RNGAM, for the gamma and RNSTT, for the t distribution. Also, in all the cases, results are displayed for asymptotic control limits. Finally, all the out-of-control computations performed in this paper are made under the assumption of immediate occurrence of the shift at the beginning of the process. Tables 1 and 2 contain the results for the five EWMA charts for dispersion (WR, SR, HO, DP1, and DP2). The results are displayed for three combinations of and the corresponding h S , h V , h H , and h A values. The second row of Table 1 gives the five different h S , h V , h H , and h A values, which are calculated so as to give, under normality, an in-control value of ARL equal to 370.4. The same values for these h constants are used in Table 2 and, for this reason, are not displayed. Table 1 summarizes the results for the in-control case for the gamma and the t distributions (ARL(0)), while Table 2 contains the results in the out-of-control case for the Gamma and the t distributions (ARL(1)). In each table, the ARL, MRL, and SDRL values for the normal distribution have also been included, in order to identify the non normality effect. In Table 2 , the out-of-control process variance is computed by multiplying the in-control process variance by 1.2 for the first 5 columns and by 1.4 for the remaining 5 ones.
Results
The conclusions drawn from these tables are the following. When the process is in control, the HO chart, for = 0 1 has a satisfactory non normality performance. Additionally, the DP1 chart for, = 0 2 gives also results comparable to the normal ones when we are in control. One also may conclude that the other charts are much less robust regarding non normality for every combination of the smoothing parameter and the process parameters presented. Most of the time, they lead to a larger number of false alarms than the nominal. However, the HO and DP1 can give for certain parameters, very large ARL values. As the value of in the gamma case and k in the t, become larger so does the ARL and MRL for WR, SR, and DP2. On the other hand, the ARL and MRL values for the HO and DP1 decrease when = 0 05 = 0 1, and increase for = 0 2.
Although the ARL values in the cases of WR and SR in Stoumbos and Reynolds (2000) are the same as the ones in this work, we propose the HO chart as a better alternative to the SR that they propose. They also check the performance of combined charts which are able to detect both increases in the mean and variance. However, in this article we deal only with the EWMA charts for dispersion. The fact that these charts can also detect an increase in the process 
