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ABSTRACT 
This research addresses the problem of setting planned lead times in material re-
quirements planning systems. A new method of setting planned lead times that takes 
into account both earliness and tardiness costs was proposed. This method, 
earliness/ tardiness costs (ETC), was designed with the purpose of setting minimum cost 
planned lead times, gi\'cn a distribution of each item's flow time and a certain ratio of 
tardiness to earliness costs. A variation of ETC that pays special attention to critical 
path lead times (ETCCP) was also proposed. ETC and ETCCP were compared to t,ro 
commonly used methods of setting PLTs, total \\'Ork content and constant, in terms of 
due date costs, work in process inventory costs, ::i.nd service level. 
Experimental results did not indicate significant differences among the methods 
with respect to due date costs and \\'Ork in process inventory costs. Constant \\'as the 
only method that, under a few circumstances, sho\\'ed poorer performance. Results also 
indicated that due date cost and work in process inventory cost performance deteriorates 
\.Vhcn shop utilization increases, when master production schedule lumpiness increases, 
and when larger cost ratios arc used. The service lc\'cl performance of the four methods, 
under the different experimental conditions, did not indicate any particular pattern. 
Results from a follo\\'-up exploration \\'ere consistent \\'ith the assumption that the due 
date costs curve was concave and further indicated that the curve was fairly flat in the 
area surrounding the lowest cost. Examination of the cost curves for each planned lead 
time method indicated that ETC generated near optimal O\'erall planned lead times. 
Further research will focus on the improvement of ETC. particularly on finding ways 
of assigning appropriate cost ratios for the different items on the bill of materials. 
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Material Requirements Planning (\1 RP) is a production planning and control ap-
proach that has been increasingly used for the past two decades. The three key functions 
of an :'v1 RP system are: Inventory control, priority planning, and providing the basis for 
capacity requirements planning (Orlicky, 1975). As any other inventory control system 
M RP provides answers to two major questions: When to order? and, how much to or-
der? M orcover, :'v1 RP systems arc not only capable of providing more accurate answers 
to these questions than the traditional inventory control methods, but also of yielding 
valuable information for other functions. 
\1 RP Process 
From the \1astcr Production Schedule (:VIPS), YIRP establishes the Gross Re-
quirements (GR) for the end items in each period on the planning horizon. GR arc then 
netted by subtracting scheduled receipts and projected on hand for each period. :'.\ct 
requirements arc lot sized to determine the planned order receipts. Finally, these 
planned order receipts arc offset by the planned lead times to establish the planned order 
releases. GR for components and parts arc derived from the planned order releases of 
their immediate parents. The process is repeated until all items arc completed. 
It is obvious from the :Vl RP process, just brie0y explained, that it provides answers 
to the questions of how much to order and when to order. II owcvcr, to give these an-
swers YI RP must be provided with some critical operational information. for one, it 
has to be provided with lot sizing rules. This critical information is used to detcrm.inc 
the planned order receipts, and consequently, to ans\\"cr the question of how much to 
order. On the other hand, to offset the planned order receipts, and answer the question 
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of \\'hen to order, MRP must be proYided with planned lead times (PLT). In an \1RP 
environment, these t\\'O problems can be seen as lot sizing and lead time problems. 
There has been a great deal of research dedicated to the lot sizing problem. The 
lead time problem, on the other hand, has not been as extensively studied. There has 
been some research on lead time decisions in M RP (Melnyk and Piper, 1985; St. John, 
1985; \1 clnyk, 1980; Marlin, 1986), but most of the research has been performed in other 
environments, concentrating on due date assignment in a job shop en\'ironment. This 
research focuses on the problem of setting PLTs in an M RP environment. 
MRP Implementation 
Despite the increasing use of M RP, there have been some problems with its suc-
cessful implementation. J\ survey conducted among American Production and Inven-
tory Control Society (APICS) members in two midwestern regions showed that only 
9.5 % of the \1 RP users have a class A system (Anderson, Schroeder, Tupy and White, 
1982). In a later survey conducteJ among South Carolina firms, only 25 % of the \tl RP 
users claimed to be a class A \ti RP user (La Forge anJ Sturr, 1986). Being a self-reported 
class A \1 RP user may not be equivalent to having a successful implementa tion. How-
ever, it is difficult to portray a class B or C \1RP user as a successful one'. In fact, this 
idea is confirmed by other studies. Burns and Riggs ( 1986) cited statistics sho\,·ing that, 
among surveyed \ti RP implementations, only 23.5% of them could be considered suc-
cessful. Even more negati\·c estimates of between 95% and 98(% failure were cited by 
\1arlin (1986). -
Orlicky ( 1975) considered that human resistance is the "most serious obstacle to 
\1 RP success. " I Iowever, failure of M RP implementation cannot be attributed to hu-
man factors only. Technical factors such as those related to bill of materials, inventory 
l. J\ complete definition of class /\, B, and C :VI RP users can be found in 
Anderson et al. ( 1982). 
.., 
.) 
status data, and planned lead times must also to be taken into consideration. \fanu-
facturing lead time has bee_D suggested as a productive research area for M RP (Orlicky, 
1975; Berry and Whybark, 1975). 
Lead Times 
There are two types of lead times in a manufacturing environment: manufacturing 
lead times and purchased lead times. Manufacturing lead times refer to the time required 
for the transformation of components into higher level components, parts, or end items . 
. Purchased lead times refer to the time necessary to procure purchased parts or compo-
nents. This research focuses on manufacturing lead times. 
There have been different and somewhat contradicting opinions on the importance 
of PL Ts in an \II RP environment. Orlicky, in his pioneering work, contended that PLTs 
arc of little importance. He concluded that, since PL Ts "serve to time order releases, and 
no more than that," the differences between PLTs and actual lead times are of "no con-
cern," and the concept of lead time accuracy "is elusive and devoid of meaning" (Orlicky, 
1975). 
One may agree that PL Ts serve only to "time release orders," ho\\'cver, the conse-
quences that timing of orders may have on many aspects of system performance seem 
to be overlooked by those who follow this view. In fact, some other authors defended 
a different point of view. Peterson, for instance, said that "proper determination of lead 
times is very important in an M RP system" (Peterson, 1975). Kanet stated that PL Ts 
"can affect virtually every component of an \II RP-based manufacturing logistics system" 
( Ka net, 1986). 
Lead Time Error 
Lead time error is the difference between PLT and the actual lead time or flow time. 
I Icard and Plossl ( 1984) pointed out that the problem of lead time errors has been a 
one-sided problem. Performance measures usually emphasize percentage of late . 
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deliveries, " ... nobody is penalized for early performance." In reality, the problem of lead 
time error should rather be seen as a two-sided problem. There is no doubt that there 
arc costs associated with late deliveries. Uut, on the other hand, there arc also costs 
associated with early completion of orders. In fact, components and parts completed 
early "go straight to inventory" (Heard and Plossl, 1984), and the same thing happens 
to finished goods when early order departures arc not allowed (Kanet and Christy, 19S--l). 
This research is concerned with the effects that PL Ts ha Ye on system performance. 
Particular attention is given to lead time errors. Both earliness and tardiness costs arc 
taken into consideration. 
Research Purposes 
Constant (CO:\') and Total Work Content (TWK) are among the most commonly 
used methods of assigning due dates and setting PL Ts (Kiran and Smith, 198--la). His-
torical information on f1ow times has also been used particularly to set PLTs on :VI RP 
systems. SeYcral studies (:Vliyazaki, 1981; Walker and Wysk, 1983; Melnyk and Piper, 
1985) ha Ye used empirical distribution of f1ow times to set PLTs equal to the mean f1ow 
time plus safety time. This safety time is usually a multiple of the standard deviation 
of flow time. 
A new mcthoJ Earliness,' Tardincss Costs (ETC), is proposed in Chapter I I I. This 
method will simultaneously account for both earliness and tardiness costs. It is designed 
to minimize the sum of earliness plus tardiness costs, given a certain distribution of the 
f1ow times. This sum will be called due date costs. Authors like I luge ( 1979), and 
Kanct ( I 982) have suggested that special attention should be dedicated to the items tha t 
are on the critical path lead time in an :VI RP system. :Vlethods that include information 
on the critical path have in fact been proposed by some authors (:Vlaxwcll and :Vlehra. 
I 968; Boeder and Gurnee , I 982; Fry, Philipoom and :Vlarkland, 1989). A variation of 
ETC that pays special attention to items on the critical path ( ETCCP) is also proposed . 
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The major purpose of this research is to find out whether ETC and ETCCP out-
perform traditional methods in terms of due date costs. The four methods of setting 
PL Ts arc also compared in terms of other performance criteria: work in process inven-
tory costs and service level. 
The methods proposed here arc based on the assumption that the due date cost 
function is concave with the level of PL Ts, and unimodal. Although this has been 
proven to be true with less complex production systems (Seidmann and Smith, 1981 ), it 
is not clear what happens with \1 RP systems. M orcover, the proposed methods arc 
designed to set minimum cost PL Ts \\'ith simple production systems. They may or may 
not produce minimum costs with M RP systems. It is also a purpose of this research to 
find out if due date costs in an \1RP system have a concave shape, and if any of the 
methods proposed here arc able to set minimum cost PL Ts. 
The following research questions arc addressed by this study: 
I. Do difTcrcnt methods of setting PLTs have any cfTcct on due date costs 
( earliness plus tardiness costs)? 
2. Do difTerent methods of setting PLTs have any efTect on other measures of 
system performance (work in process inventory costs and service level)? 
3. Do either ETC or ETCCP produce minimum cost PL Ts? 
Data required for the analysis in this research is generated by a simulated 
:VI RP-controlled production system. Four methods of setting PLTs arc used. Shop 
utilization is set at two levels. The degree of lumpiness of the :VI PS varies over two 
levels. Three ratios of earliness to tardiness costs arc used in this research. The system 
modelled here is composed of 5 end items, 17 manufactured parts and 21 purchased 
components. Relevant research literature will be reviewed in the next chapter, followed 
by the development of an earliness/ tardiness cost approach. The fourth chapter will 
define a research methodology to be analyzed on Chapter V. Results and conclusions 




Setting Pl Ts is a fundamental aspect of the design of any :V1RP system. Ho\\·cvcr, 
the issue of lead times is somewhat confusing. A good part of this confusion can be 
explained by the different connotations associated with the words "lead times" (Kanct, 
1982). 
Lead times can be divided into two categories: manufacturing lead times and 
purchased-parts lead times. Although some research has been done on purchased-parts 
lead times (Grasso and Taylor, 1984; Walker and Wysk, 1983; Collier,1975), the bulk of 
the research has been dedicated to manufacturing lead times. This emphasis is under-
standable; while purchased-parts lead times represent a variable external to the firm, 
management may have much greater control over manufacturing lead times. 
The confusion docs not cnJ by the simple fact of narrowing the focus into only 
manufacturing lead times. Lead time has been defined as "a span of time required to 
perform an activity" (Wallace, 1984 ); "the elapsed time interval occurring between the 
time an order is .released and the time that it is received into stock" (\'1elnyk, 1980); or 
"the time that elapses between the release of a shop order until its completion" (St. John , 
1985). Although these definitions may seem equivalent, they are slightly different. In 
fact, it may happen that the time of release docs not coincide with the beginning of an 
activity. Secondly, the end of an activity may not coincide \\'ith the receiving of an order 
into stock. 
If there are minor disagreements on the de11nition of lead times, it seems obvious 
that there is not a unanimous opinion on what composes leaJ time. According to \Vight 
( I 970), lead time is composed of the following elements: set-up time, running time, mo\'e 
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time, wait time, and queue time. Marlin ( 1986) did not include wait time as a separate 
clement of lead time, but he added a different element: initial paperwork. With the ob-
jective of identifying all possible factors contributing to lead time, :\1 elnyk (1980) pro-
posed a slightly different model. I le di\'idcd manufacturing lead time into three major 
components: operation time, interoperation time, and shortage time. These compo-
nents were then subdivided into more specific subcomponents. 
For the sake of simplicity, lead time ( actual lead time or flow time) in this study is 
seen as being composed of only setup time, processing time and queue time. In fact, 
other components can be seen as a proportion of the processing time and arc not con-
sidered. There is no paperwork time. Orders, upon release, go to a queue or to proc-
essing, moving instantaneously between work centers, and upon their completion, orders 
go immediately into inventory. flow time is the difference between the time of release 
and the time of completion of an order. It should be noticed here that this simplification 
assumes a \'cry cmcicnt manufacturing system, a system in which mo,·e time and \\'ait 
time arc negligible. Any practical conclusion based on the results of this study should 
have this assumption into consideration. 
Planned Lead Times and Actual Lead Times 
Although not stated clearly, it is apparent that all models and definitions proposed 
so far seem to refer to actual lead times or Oow times, not PLTs. When talking about 
lead times we need to distinguish among three different concepts: the time budge1ed to 
perform an activity, the acwal time it took to perform that activity, and the es1ima1ed 
time to perform the activity (Kanct, 1982). The aelual lead time, that will be called from 
now on flow time, can only be known after the fact. It c;.fn be es1ima1ed but, the time 
budge1ed (PL T) may or may not coincide with this estimate. 
The problem of setting PLTs, or allowances as they arc also called ( Kanet, I 986), 
in :\1 RP resembles the problem of setting due dates in a job shop environment. How-
ever, as :\1arlin ( I 986) pointed out, the context is different. When setting due dates, the 
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job is already in hand, and the question is to determine when it will be finished. In an 
M RP en\'ironmcnt, on the other hand, the due date is known; allo\\'ancc is used to de-
termine when the order should be released. In any case, both problems can be expressed 
by the same mathematical expression (Baker anJ Kanct, 1983; Kanct, 1986): 
PLT= DD-OR, 
where PLT is the planned lead time, DD is the due date, and OR is the order release 
date. 
(1) 
The problem of setting PL Ts has not been addressed by most of the production and 
operations text books. \1ost of them simply state that "lead time is assumed to be 
known" (Wight, 1970), or that lead times arc "given" (Belt, 1974). Herc again the con-
fusion betv,ecn PLTs and actual leaJ times seems to be apparent. PL Ts ha\'e in fact to 
be "given"; but actual lead times arc only "kno\\'n" after production ha\'e been com-
pleted. 
Were it possible to know the now times "a priori" then the problem of setting PL Ts 
\\'ould be very easy to sol\'c. They would be simply set equal to the now time. Since this 
is not possible in real life situations, one question arises: I low should PL Ts be set? 
Some other different aspects haYc to be taken into consideration before addressing this 
problem. 
Lead Time Error 
The problem of long PLTs should not be ignored; in fact, all other things being 
equal, quoting long lead times may mean, among other things, loss of' sales to one's 
competitors (Kanet and Christy, 1984). l lowe\'cr, unless the manufacturing process and 
the cnYironmcntal conditions change in such a \\'ay that actual lead times can also be 
reduced, it docs not do any good to reduce PLTs. In fact, the major question in terms 
of setting PLTs seems to be how different they arc from actual lead times. 
9 
This difference, lead time error, has t\rn different aspects. On one hand, PLTs may 
be set at le,·cls different from (usually higher than) the estimated mean now time. This 
is commonly used in practice, and the implications of using different levels of slack, or 
safety lead time ha\'e been studied in the literature (\.1clnyk and Piper, 1985; St. John, 
1985; \1arlin, 1986). On the other hand, there arc differences that arc caused by the 
variability of now times. Although it seems obvious that this variability would affect 
system performance, only a few studies have investigated how now time variability af-
fects the performance of \.1 RP systems (Grasso and Taylor, 1984). The question of lead 
time error or, for that matter, of lead time accuracy seems to be of different importance 
for different authors. Orlicky ( 1975) says that accuracy is of "no concern" and "any 
reasonable estimate" of lead time will be as good for the purpose of :Vl RP. 
Ori icky' s Yiew is contradicted by other researchers. In a study of the costs associ-
ated with innated PL Ts, St. John ( 1985) found out that total costs, the sum of direct 
material, direct labor, inventory carrying and overhead costs, increased \\'ith the increase 
of slack in lead time. This increase is particularly significant for carrying costs. Similar 
conclusions were found by \'1clnyk and Piper ( 1985). In a study focusing on the inter-
action bet\\'een PLTs and lot-sizing rules, they sho\\'ed that setup plus carrying costs 
increased with the level of PLTs. They also found that the percentage of on-time deliv-
eries increased with the level of PLTs. In a different study (\.1arlin, 1986), it was shown 
that PLTs that produce lower lead time errors also reduce inventory level. 
Lead Time Syndrome 
The relationship between PLTs and actual lead times is another point of disagree-
ment among researchers. Some defend that 0ow times arc a "direct consequence of the 
planning lead times" (St. John, 1985). The concept of lead time "syndrome" introduced 
by Wight ( 1970) is based on this idea. If, for some reason, the shop load increases, 
backlogs start building up. As a consequence, many jobs \\'ill be completed after the 
scheduled <late. PLTs are increased to adapt to this situation. Then shop load increases 
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again, and the cycle repeats itself. Eventually the system will reach a point were the 
company will start losing sales to its competitors. PL Ts arc reduced under pressure from 
the sales department. Now the cycle starts in the opposite direction. Since PL Ts de-
crease shop load decreases, orders will be finished ahead of schedule and, to adapt to the 
new conditions, PL Ts will be reduced again. Following this idea, longer PL Ts would 
mean longer flow times and vice versa. 
However, as Kanet (1982) pointed out, for the lead time syndrome to exist it ,,·ould 
be necessary to have a continual increase of PL Ts. If there is only a one-shot increase 
in PL Ts, there will be a temporary increase in shop load, utilization level will increase, 
and consequently flow time will increase. But, since PL Ts are not increased again, and 
assuming that long run average utilization is less than 100%, the arrival rate will come 
back to its normal value, and so will the utilization rate and the flow time. This idea is 
supported by the findings of an experiment conducted by \.1.arlin ( 1986). I le showed 
that a one-shot increase in PLTs caused only a temporary increase in \\·ork in process 
inventory (WI P) using a simulation of an \.1 RP system. After this transient period, the 
level of WIP returned to its value before the PLT increase. A real life situation where 
a 50<% increase in planned manufacturing lead times did not cause an increase in \VIP 
has also been reported (South and Stewart, 1986). If this happened with WIP, it is 
reasonable to assume that the same woulJ happen with flow times. 
It can reasonably be accepted that, on the long run , for a particular method of 
setting PL Ts, their level docs not have an effect on actual lead times . However, the 
question of whether or not methods of setting PLTs affect flow times may have a dif-
ferent answer and deserves f urthcr attention. The scheduling discipline adopted by a 
shop is one of the factors that affect the behavior of the flo,v times. When the sched-
uling rule used is due date based, different methods of setting PLTs may generate dif-
ferent sets of priorities. Consequently, flow times may also Yary. This is particularly 
true in a job-shop environment were PLTs arc used to set due dates. It is also true in 
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an \1 RP environment. In this case, PL Ts are used to determine planned order releases . 
The planned date of release of an order is the due date of its components or parts. 
Different methods of setting PL Ts will also generate different sets of due dates. This 
idea has been supported by research. In a simulation study of an :vi RP system con-
ducted by Smith ( 1989) it was shown that with a lumpy MPS, different methods of set-
ting PL Ts produced different mean flow times. 
Lead Times and Inventory 
Many different approaches and opinions have been expressed on the relationship 
between lead times and inventory. These differences seem to be more a consequence of 
semantics rather than real differences. Belt ( 1974) observed that a company that quotes 
larger lead times has to make a larger investment in WI P. This conclusion would be 
consistent with Little 's formula ( l 961 ): 
L=AW, (2) 
where L is the expected number of units in the system, \V is the expected time spent by 
an unit in the system, and ,.l is the arrival rate . 
It has been shown that the relationship expressed by Little's formula does not de-
pend on any assumption about the distributions of the arriva l or service times; neither 
does it depend on the queue discipline (Little, 1961 ). IIoweYer, a real world example 
reported by South and Stewart ( 1986) seemed to contradict this relationship. 
This contradiction can be explained by the different definitions of both lead times 
and WIP. In fact, PL Ts do not coincide with the expected time a unit spends in the 
system. If we consider W to be flow time, not PL T, then the contradiction may not 
exist. If Little ' s formula is to be applied on the relationship between WI P and flow 
times, then the definition of one has to be consistent with the other. 
The.APICS definition ofWIP (Wallace, 1984) included the product in various 
stages of completion, from raw material to finished product awaiting for inspection or 
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shipment to a customer. This definition is consistent with the definition of system flow 
time proposed by Kanct and Christy (1984) for systems \\'ith forbidden early shipment. 
In this case, since an increase in PL Ts would mean an increase in system flow time, 
longer PL Ts would mean larger WlP as defined by APICS. 
Other authors, however, proposed a different definition of WIP. They distin-
guished between WIP ( open orders on the shop floor) and available inventory (materials 
in stockroom: raw materials, components, and finished goods) (Marlin, 1986; Kanet, 
1986). This definition of WI P is consistent with the definition of flow time as an item's 
flow time. If, in fact, increasing PLTs does not have any long term effect on an item's 
flow time, and knowing that ). will only increase temporarily, following Kanet ( 1982) and 
using Little's formula, it can be assumed that this increase has only a short term effect 
on WIP. In that case the level of PL Ts will not be related with WIP. This claim is 
supported by Marlin's findings (1986). 
The relationship between planned lead times and aYailablc inventory is more com-
plex. If PL Ts for end items' orders, or its cumulative PL T is increased for systems \Yith 
forbidden early order departure, it is reasonable to ass ume that final product irn·entory 
will increase. In fact, if flow times do not increase, items will enter the stockroom earlier. 
This is also true for components and manufactured parts. Ho,vcver, as Kanet (I 986) 
pointed out, available inventory is not composed only of early items; there may also be 
delayed items. These arc items ,x.·hosc parent assembly has been delayed because other 
components are late. 
Considering these two types of items in inventory, we may have a somewhat con-
tradicting relationship bet\\'ccn PLTs and available inventory. On one hand, decreasing 
an item's PLT will mean a decrease in that item's available inventory. On the other hanJ 
this decrease may cause an increase in the available inventory of other items required for 
the assembly of a parent item. 
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If PL Ts are set too high, very few items will be late, and available inventory is 
composed almost exclusively of early items. Shortening PL Ts will cause a decrease in 
inventory up to a point. If PL Ts become too short, more items will start being late, and 
inventory will start building up again due to an increase in delayed items. 
A study of lead times errors in the MRP environment conducted by :\1arlin (1986) 
produced results supporting this somewhat curvilinear concave behavior of inventory. 
Melnyk and Piper ( 1985), and St. John ( 1985), on the other hand, only found a direct 
relationship between PL Ts and inventory. This result may not be so much of contra-
diction with Marlin's results as it may seem. '.'vlarlin's study showed that the lowest 
values of inventory where achieved when lead time errors were close to zero; it increased 
when lead time error deviated from zero, either positively or negatively. '.'vlelnyk and 
Piper' s, and St. John's studies did not consider situations in which PL Ts were lower than 
the estimated mean Dow time. 
Lead Times and Lateness 
An order's lateness (L) can be defined as the difference between that or<ler's Dow 
time (F) and its PL T: 
L = F- PLT. (3) 
Once we assume that PL Ts have no effect on F, the relationship between PL Ts and 
lateness is clear and easy to understand. As Kanet ( 1982) pointed out, if PL Ts are in-
creased, the distribution of lateness shifts to the left and the proportion of tardy orders 
decreases. 
Lateness is closely related to available inventory in systems '-'"ith forbidden early 
order departure. The system used in this study is assumed not to allow early or<ler de-
parture. In fact, in an '.'vi RP system, the due date of components or parts is the order 
release date of their parent items. If finished early, these items go to inventory waiting 
for that date. End items may or may not be shipped early depending on the agreement 
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with customers or on their good will. In most cases, ho\\'ever, early order departure is 
not permitted (Kanet and Christy, 1984). Lateness can either be positive or negative. 
When lateness is negative the item is said to be tardy. A measure of tardiness (T) can 
be defined as follows: 
T = max {O, L}. (4) 
If lateness is negative the item was finished before its due date and it is said to be early. 
Similarly earliness (E) is defined as follows: 
E = max {O, -L}. (5) 
When an item is finished early it goes to inventory, and that means costs to the 
company. Tardy items also have costly consequences. In an MRP system, tardy com-
ponents and parts may contribute to the inventory of delayed items. This again means 
costs for the company. Tardy items may also cause the completion of final products to 
be delayed. This is particularly true when the item is on the lead time critical path. 
Tardy end items also have costly consequences, such as loss of customer good will, loss 
of customers, selling the product at discount prices or even for scrap. 
If the objective is to reduce inventory, the solution should be to reduce the level 
of PL Ts. The number of early items would decrease and inventory would be reduced. 
However, this solution will cause the percentage of tardy items to increase. As a con-
sequence, available inventory would also increase, and final products would be finished 
too late. After a certain point, the negative consequences of decreasing the level of PL Ts 
would outweigh the benefits sought. 
In practical terms this means that, when setting PL Ts, both the costs associated 
with being tardy (tardiness costs) and the costs associated with being early (earliness 
costs) should be taken into consideration. These costs should be balanced and PL Ts set 
at a level where their sum would be minimum. 
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Methods of Scttin2: PL Ts 
Since, as Conway, Maxwell and \1illcr (1967) pointed out, perfect prediction of 
flow times is not attainable, some kind of method has to be devised to estimate them. 
Many different methods have been proposed by different authors, either to assign due 
dates in a job shop environment, or to set PL Ts in \1RP systems. 
Probably the first authors to propose and compare different methods were Conway 
ct al. ( 1967). They found that methods that use some sort of information on job char-
acteristics were preferred over methods that ignored them and used constant (CO;-.:) or 
random (RDM) allowances. More specifically, they found that total work content 
(TWK) method, in which allO\vances arc set equal to a multiple, K, of the job processing 
time, provided better tardiness performance than T\OP, a method of setting allowances 
proportional to the number of operations, C001, or RD\1. 
Two of the methods proposed by Conway ct al. (1967), co::-,; and RD\11, arc naive 
methods and are independent of job characteristics or the state of the shop. TWK and 
T\OP, on the other hand, arc job dependent methods, and arc based on some informa-
tion on a specific job. A variation of TWK, where total processing time is raised to a 
certain power, was proposed by Eilon and Chowdhury ( 1976). Baker and Bertrand 
(I 98 I a) proposed another method that also uses information on the job processing time: 
slack time (SLK). Allowances arc set equal to the processing time plus a constant in this 
method. 
Methods that include most of the information available on the incoming job, 
processing time and number of operations, were designed to overcome the limitations 
of SLK, TWK and their variations that use only processing time information. A com-
bination of TWK and ~OP was proposed by Ashour and Vaswani (l 972). Process plus 
waiting (PPW) (Bertrand, 1983; Kanct, 1986) used a slightly different approach. It sets 
allowances equal to processing time plus an allowance for waiting time. This allowance 
is proportional to the number of operations. Kanet and Christy ( 1989) stressed the 
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importance of PPW because it is the allowance setting approach used by IB:Vl in some 
its software implementations, and it has been used by large manufacturing firms . 
Some authors considered that to set appropriate allowances it is not enough to use 
information only about the job. They proposed methods that also take the state of the 
shop into account. Eilon and Chowdhury ( 1976) proposed a method that considers the 
current queue lengths in the system. This method has been named jobs in queue (JIQ) 
by Ragatz and Mabert ( 1984a), and total work and jobs in queue (TWQE) by Smith and 
Scidmann (1983). A method based on the number of jobs in the system (JIS) was pro-
posed by Weeks (1979). Many other methods have been proposed. A thorough review 
of these methods can be found on Smith and Seidmann (1983) and Ragatz and Mabert 
(l 984a). 
A significant part of the research on the performance of allowance setting methods 
has compared CON with TWK and some other methods. Although the appropriateness 
of CO~ is questionable (Smith, 1989), its performance relative to other rules has been 
frequently studied. Total work content is quite popular among researchers, and, in many 
studies, it has been reported to produce good system performance as measured mostly 
by due date oriented performance criteria. 
In a simulation experiment designed to study how due date methods and di spatch-
ing rules interact, Baker ( 1984) reported that TWK typically performed better than 
CO~, SLK, NOP or PPW, in terms of mean tardiness and proportion of tardy across 
several experimental conditions. Baker and Bertrand ( 1981 a , 1981 b, 1982) compared the 
performance of CO~, SLK and TWK in three different studies, under different condi-
tions. ln terms of mean tardiness and mean completion time, TWK outperformed the 
other methods in almost all the situations. 
Kanet and Christy ( 1989) compared the performance of TWK with PPW. Process 
plus waiting failed to show consistently better performance than TWK . Total work 
content showed better tardiness performance, and, at the same level of tardiness , its 
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inventory performance ,ms also superior. PPW compared favorably with TWK in terms 
of inYentory performance at the same leYels of allowance. In a study conducted by 
Cheng ( 1986), the TWK + ~OP method proved to be superior, in terms of reducing 
missed due-date costs when compared with TWK. In this case, earliness and tardiness 
costs were equally weighted. 
TWK has also been used to study how different levels of allowance affect system 
performance. Eilon and Chowdhury ( 1976) used values of K ranging from 1 to 8 to 
study how several measures of performance behaved. A similar approach was used by 
St. John ( 1985). A simulation model of a factory using :vt RP was used to generate costs 
associated ,vith K values ranging from l to 20. Regression was then used to study the 
beha Yior of these costs as a function of lcYel of allowance. Kanet and I-Iayya ( 1982) and 
Baker and Kanet ( 1983) also used TWK, with different levels of K, as a method of set-
ting allowances to study different aspects of due date shop performance. In these studies 
TWK was not compared with any other method, but the level of allowance proved to 
have an impact on system performance. 
When compared \\'ith rules that incorporate information on the shop congestion, 
TWK seems to lose its supremacy. In a study conducted by Weeks ( 1979), J IS showed 
overall good performance across different experimental conditions. It usually outper-
formed TWK in terms of mean lateness and mean missed due dates. Ragatz and Mabert 
(1984b) also found that using information on the queues of the incoming jobs to set due 
dates improves the system due date performance when compared with TWK 
A simulation of a multistage assembly job shop, developed Fry ct al. (l 989) 
produced similar results. A method that adds information on the total amount of V,'ork 
in the system to TWK proved to perform better than TWK alone in terms of mean 
lateness , mean tardiness, and mean absolute deviation. I IO\vevcr, as Fry ct a l. (l 989) 
pointed out , the use of information on the level of work on the shop floor may be im-
practical with an M RP system. Besides, in this type of system the due dates for the 
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different items on the product structure arc determined at the time of :VI RP explosion, 
not when the job j_s released to the shop. At this point in time the shop load may be 
completely- different. This is different from assigning due dates upon the job arrival 
v;hich is what happens in a job shop environment. In this case it makes much more 
sense to look at status of the shop. 
The results of a survey conducted by Wemmerlov ( 1979) indicated that, among 
MRP users, about one half of the companies surveyed estimated PL Ts "from experi-
ence. " The other half used "some kind of calculation." Setting PL Ts from past "expe-
rience" will most likely mean that companies carry some kind of historical information 
on Oow times. In fact, as Tatsiopoulos and Kingsman ( 1983) pointed out, setting PL Ts 
based on historical data is "widely used in industrial practice." 
. This information could be used to set the level of allowance with CO~, or to esti-
mate the appropriate parameters used with several other methods. For instance, Orlicky 
(I 975) proposed the use of the following formula to set PLTs: 
PLT =a+ b:\, (6) 
where :\ is the number of operations. The parameters a and b would be empirically 
"derived" from historical data . However, methods like TWK seem to fall under the cat-
egory of "some kind of calculation," and not as "derived" from experience. 
I listorical information is most likely used to empirically estimate the distribution 
of Oow times. This distribution would then be used to set PLTs. This is the approach 
follov,:ed by some of the research on PLTs in M RP. The common practice is to set PL Ts 
equal to the estimated mean Oow time plus a certain value of "safety lead time. " This 
safety lead time is a multiple of the estimated standard deviation of flow time that, based 
on an assumed distribution, will provide a required service level. 
Safety lead time was advocated by Why bark and Williams ( 1976) as more appro-
priate than safety stock to buffer uncertainty in time. Chang ( 1985) studied the 
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interchangeability between safety stocks and safety lead times. He found that , although 
they are interchangeable, safety lead time is less adequate to buffer variability in quantity 
because actual situations seldom met the theoretical requirements for the interchange-
ability. Safety lead time was found to be a good method to deal with variability in 
queuing delays in MRP-driven job shops (Melnyk, 1980). 
Different levels of safety time (1, 2 and 3 times the standard deviation oflead times) 
were used by Walker and Wysk ( 1983) to determine minimum cost Pl Ts. The total cost 
in this study was the sum of lateness penalty costs plus carrying costs. I Iowever, this 
study focused on purchased part lead times, not on manufacturing lead times. 
Melnyk and Piper (1985) studied the impact of lead time errors on the performance 
of different lot-sizing rules in an M RP system. Based on the actual distribution of lead 
times, PL Ts were set equal to mean lead time plus "allowance." Different levels of "al-
lowance" or safety lead time were set in order to achieve different serYice leYels. Service 
level and inventory costs were used as measures of system performance. I-lo\\'ever, the 
question of combining these two measures was not addressed. Moreover, this method 
was not compared against any other method. 
Distribution of job flow times was also used by :VI iyazaki (l 981) to set due dates 
in a job shop. Allowances were set equal to mean flow time plus difTerent multiples of 
its standard deYiation. Performance of different scheduling rules in terms of mean 
tardiness, number of tardy jobs, and maximum tardiness, across different levels of due 
date tightness was studied. I lowever, the mean and the standard deviation of flow times 
was not derived from historical data. Instead Miyazaki ( I 98 I) developed two formulae 
that were "derived from the machine number, the load ratio, the required number of 
operations and the mean and standard deviation of processing time. " 
In this study, CON and TWK \\'ill be compared with two other methods of setting 
PL Ts that arc based on the historical distribution of the flow times. These two methods 
that will be explained on the next chapter will take cost information into consideration. 
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Lead Times and Costs 
Most of the performance measures that have been used to compare the different 
methods of setting PL Ts are tardiness related. In fact, as I Icard and Ploss! ( 1984) 
pointed out, the problem of lead time errors has been a one-sided problem. Performance 
measures usually emphasize percentage of late deliveries; "nobody is penalized for early 
performance." 
In real life, the problem of setting PL Ts is a two-sided problem, both tardiness and 
earliness have to be taken into consideration. Several studies have used this two meas-
ures of performance separately, but very rarely have they been combined. Among the 
I 5 due date based measures of performance listed by Kiran and Smith ( 1984a) as being 
used in job shop scheduling studies, none included a combination of earliness and 
tardiness. 
Following the idea that "the main objective in many industrial systems is to nlini-
mize total costs'' (Kiran and Smith, 1984b), the most appropriate way of combining 
these two criteria ( earliness and tardiness) seems to be to use a combination of earliness 
and tardiness costs. Several studies have used cost information not only to build more 
realistic measures of performance, but also to determine optimal levels of PL Ts or al-
lowances. 
St. John ( 1985) used costs as a mcasL1re of performance. The total cost function 
used in his study included material, carrying, labor, and overhead costs. :\'ot surpris-
ingly, since tardiness costs were not included, total costs were found to increase with the 
level of PL Ts in M RP across all levels considered. 
Total costs, a sum of carrying costs and lateness costs was used as a measure of 
performance by Grasso and Taylor, ( 1984) to study uncertainty in \1 RP systems. Al-
though three levels of safety lead time were used as buffering alternatives, the objective 
of this study \\'as not to analyze the effect of different levels of PLTs. It was, however, 
found that total costs increased with the level of safety lead time. 
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raaland and Schmitt ( 1987) used earliness and lateness penalty cost information 
to develop a scheduling heuristic technique for a fabrication/ assembly process. This 
technique would minimize total costs. The problem of setting PLTs was not addressed. 
Most of the research on allowance setting or due date assignment using cost in-
formation has been dedicated to finding ways of setting minimum cost due dates. Dif-
ferent types of costs have been considered, and in almost every case tardiness and 
earliness costs are included in the total cost function. 
Several studies have been dedicated to the problem of optimal due date assignment 
in a single machine job shop. A procedure to assign optimal due dates and optimal se-
quence of n jobs in a single machine is proposed by Seidmann, Panwalkar and Smith 
(1981). Three types of costs were considered in their study: (1) due date cost, (2) 
earliness cost, and (3) tardiness cost. Panwalkar, Seidmann and Smith ( 1982) used the 
same three types of costs. They developed a "polynomial bound scheduling algorithm" 
to assign optimal common due date for n jobs in a single machine. 
A linear programming model was proposed by Quaddus ( 1987) to find an optimal 
"COJ\ due date." The environment and costs were the same as in Seidmann ct al. (l 981 ), 
and Panwalkar ct al. ( 1982). However, Baker and Scudder ( 1989) considered that the 
examples in Quaddus (l 987) study were not completely optimized because the sequenc-
ing pro_blem was ignored. 
The problem of determining an optimal common due date and optimal sequence 
in a single machine job shop has a lso been addressed by other authors using other cri-
teria . Cheng (l 987) used only tardiness and earliness costs. In a later stuJy (Cheng, 
1988), he used the same penalty costs. The algorithm developed, however, did not assign 
any penalty ,vhen deviations of completion time were small. 
\!lean absolute deviation (\1AD) or completion times (llector, Gupta, and Gupta, 
1988), and mean square deviation (\1SD) (Bagchi, Sullivan and Chang, 1987) were also 
used as minimization criteria. lloth of these criteria consider only earliness and tardiness 
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costs. However, :VIAD assumes a linear function of earliness and tardiness with the 
same weight gi\'cn to any of them. MSD, on the other hand, gives the same weight to 
earliness and tardiness but penalizes larger deviations more heavily. 
Studies of more complex job shops ha\'e shown cost functions with conca\'e shapes. 
This shape suggests the possibility of finding minimum cost allowances. Two cost 
functions equal to the sum of earliness and tardiness costs, where the ratio of earliness 
to tardiness costs was set at two different levels, were used by Eilon and Chowdhury 
(l 976). They showed that, for almost all the methods of assigning due dates used, it 
would have been possible to find parameters that would produce minimum costs. 
Cheng ( 1986) proposed a method of determining the parameters for both TWK and 
TWK + ?\OP that would minimize the mean square deviation of job lateness. Simu-
lation results supported the validity of the proposed analytical model. However, this 
measure, like :VISD, assumes heavier penalties for larger deviations, and equally ,-veighs 
earliness and tardiness. 
A procedure to set minimum cost purchased-part PLTs in an M RP system was 
presented by Walker and Wysk (1983). Total cost, the sum of inventory carrying cost 
and lateness penalty cost, was the criterion used to determine the best lead time strategy. 
Four lead time strategies were used: PLT equal to (I) the mean historical lead time, (2) 
mean lead time plus l standard deviation, (3) mean lead time plus 2 standard deviations, 
and ( 4) mean lead time plus three standard deviations. Total cost showed to have min-
imum values with different strategics depending on the product structure. 
Weeks and Fry=er ( 1977) presented a methodology of assigning minimum cost due 
dates. First, data were generated through the simulation of a job shop using different 
values for the parameter K in TWK. Regression analysis was then performed to find the 
values of K that would produce minimum cost. The cost function minimized was the 
sum of flow time cost, lateness cost, due date cost, and transfer cost. The optimal value 
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of K was found to be dependent on the cost structure and on the dispatching and labor 
assignment methods used. 
Scidmann and Smith (1981) proposed an algorithm to assign minimum cost due 
date in a dynamic job shop. The objective was to find a constant allowance that would 
minimize the total cost function composed of due date cost, earliness cost, and tardiness 
cost. They showed that the total cost function is concave, and the optimal lead time is 
a unique minimum point. 
Algorithms designed to minimize the sum of earliness and tardiness costs have also 
been proposed for more complex production systems. Yano (1987a) addressed the 
problem of finding optimal PL Ts in a two level assembly system with two components. 
The algorithm proposed was derived from a "difficult nonlinear programming problem." 
The costs considered \:\'ere tardiness cost and inventory holding costs set at three differ-
ent levels for the two components and the final product. 
A similar approach was followed by Yano (1987b) to determine optimal PLTs in a 
serial production system. The costs used in this case were tardiness cost for finished 
product and holding costs for each stage. The general solution for the two stage prob-
lem ,vas developed. Indications on how to extend the procedure to :\-stage \\'ere also 
provided. This same problem was investigated by the same author (Yano, 1987c) in a 
different study. In this last study, different tardiness costs \\'ere used at different stages 
and not only for the final product. 
In any of the cases considered by Yano (1987a, b, c) the problem of setting optimal 
PL Ts is of complex solution. This complexity is greatly increased when we move from 
a two stage to a N-stage problem. The problem of an assembly system with several 
components is not even audrcsscd. The problem of a manufacturing system with several 
components and several stages, if solvable, would require an exorbitant amount of 
computation. 
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Different studies have used different types of costs, but earliness and tardiness costs 
are present in most of them. Generally, earliness costs arc associated with inventory 
carrying costs. We should notice however, that inventory costs of components and parts 
in \ti RP systems should not be simply associated with earliness costs. In fact, as Ka net 
( 1986) noticed, inventory of components and parts should be seen as both earliness and 
tardiness costs. This idea is supported by \tiarlin's ( 1986) findings that showed a some-
what curvilinear relationship between inventory and the level of PL Ts. 
The problem of setting PL Ts using cost information is not a simple one. Several 
algorithms have been proposed, some for simple production systems, others much more 
complex. Methods of determining the values of the parameters of TWK and other 
methods that would produce minimum cost PL Ts have also been proposed. However, 
no simple heuristic, based on cost information, that could be used with \ti RP driven 
shop systems has yet been proposed. 
Lead Time Control and Llpdatin~ 
Lead Time Control 
The objectives of the production control department arc: maximum customer ser-
vice, maintaining an efficient plant operation, and minimizing investment in inventories. 
According to Bcllofatto ( 1974), no other area \Vill do more for meeting these contra-
dicting objectives than the control of lead times. \ti ost of the literature published on lead 
time control has been non-research literature. 
Belt ( 1974) considered that "lead time can be controlled by controlling backlogs, 
or queues, on the shop Ooor in relation to capacity. " The causes of large backlogs arc: 
lead time inOation, and erratic plant input (Wolfmeyer, 1980). Consequently, the sol-
utions proposed arc: reducing lead time, and input,' output controlling (Wolfmcycr, 
1980). 
In other words, lead time control has two phases: (1) establishing Pl Ts, and (2) 
closing the gap between actual lead times and the planned ones (Belt, 1974; Wolfmeyer, 
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1980). PL Ts have to be balanced with other resources. :vtaking planned and actual lead 
times coincide means control of backlogs and queues. This control can be achieved 
through input/ output control. The use of input/ output control to handle lead times has 
also been proposed by Wight ( 1970), Iluge (I 979), and Tatsiopoulos and 1-:ingsman 
( 1983). 
Heard and Plossl (1984) pointed out that there is one aspect of lead times that has 
been ignored: lead time variability. A company can have good customer performance 
but bad inventory performance. The reason for this situation does not reside in long 
lead times, but rather in high lead time variability. Moreover, they indicated that 
input/output control is an average lead time technique, it does not provide any solution 
for high lead time variability. The problem of lead time variability results from manu-
facturing engineering practices; and it is there that the solution must be found. 
Lead Time C pdating 
Assuming that engineering manufacturing techniques are set and stabilized; and 
assuming that input and output rates are also stabilized, should PL Ts be updated? Or, 
in other words, should PL Ts be dynamically updated? 
Considering that the commonly used methods of setting PLTs in M RP were either 
inaccurate or not dynamic, or both, Hoyt (l 978), a practitioner, proposed a method to 
overcome these problems: QCOAT (QLJeue/Output Analysis Technique). \Vith this 
method, PL Ts are set based on work center lead time. For each work center, lead time 
is set equal to "the most recent week's average queue divided by its average output." 
Marlin ( 1986) compared QCOA T method with two other methods: average Oow time 
and the sum of the average queuing times plus standard times. QUOAT method was 
generally outperformed by the other two methods in terms of mean absolute deviation 
and root mean square error. I Iov.rever, in this study, PL Ts were set equal to the initial 
estimate of QCOA T and never updated. 
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Kanct ( 1986) considered that component inventory should be di\'ided in two types: 
early items (El)Jtnd delayed items (DI). Assuming that this two types of inventory have 
different inventory costs, d and e respectively, he proposes a simple rule to update PL Ts. 
If El /DI < d/e then PL Ts should be increased; if El ,' Dl = d,'e PLTs should not be 
changed; finally, if El / DI > d/e PL Ts should be decreased. Smith (1989) used Kanet's 
idea: cost ratio of inventory types (CRIT) and QlJOA T as methods of updating the 
levels of PL Ts of three basic methods: CO~, TWK and PPW. She found that the use 
of these updating procedures did not significantly improve the performance of the static 
rules. 
Some dynamic methods of setting allowances that take into account shop infor-
mation have shown superior performance in a job shop environment. llo\-vever, these 
methods may not be appropriate in an M RP environment, as we have seen. We consider 
that in real life situations the production process and the shop conditions should be 
monitored to access significant changes that require PLTs update. I lo\\'evcr, since these 
conditions arc assumed not to change, no PL T update will be considered in this study. 
Summarv 
The concepts and approaches to lead times in \1 RP most commonly used in the 
literature have been reviewed. A distinction between PL Ts and actual lead times has 
been established. The relationship benveen PLTs and difTerent aspects of the M RP 
system performance have also been reviewed. The most commonly used methods of 
setting PL Ts in M RP and assigning due dates in a job shop were identified, and their 
relative performance reviewed. Particular attention was placed on cost performance and 
on methods that are designed to minimize costs. 
DifTcrcnt methods of setting PL Ts in \ti RP have been proposed in the literature. 
TWK, proposed by Conway et al. ( 1967), is probably the most commonly used method. 
It has consistently shown good performance across difTcrcnt measures of system per-
formance, both in a job shop environment and in an \ti RP environment. While TWK 
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uses information on the job's work content to set PL Ts, other methods make use of 
different types of information. Historical information on the distribution of Omv times 
is commonly used in \1 RP, particularly to establish safety lead times. Safety lead time 
has proven to be a good method to deal with certain types of variability in an ,\II RP 
environment (Chang, 1985; Melnyk, 1980). 
When implementing and comparing methods of setting PL Ts, the major criterion 
seems to be tardiness, or at least, tardiness oriented. Very little attention is paid to 
earliness costs ( Heard and Plossl, 1984). There ha vc been several studies dedicated to 
the problem of assigning optimal due dates where both earliness and tardiness costs arc 
taken into consideration. Most of these studies have been performed on a single ma-
chine job shop environment. Studies on more complex job shop environments have 
shown that the use of earliness and tardiness costs combined produce a concave cost 
function (Weeks and Fryer, 1977; Scidmann and Smith, 198 l). This means that it would 
be possible to find a level of due date allowance that produces minimum costs. How-
ever, this approach has never been used for setting manufacturing PL Ts in an .vi RP 
environment. It is the purpose of this study to address this research gap. 
In the next chapter two methods of setting PLTs arc proposed . These methods 
arc based on the historical distribution of flow times and take into account both earliness 
and tardiness costs. The proposed methods will be compared with TWK and CON. 
CIIJ\PTER III 
EJ\RLl:\ESS:TARDI:\ESS COST MET! !ODS 
Introduction 
The objective of the methods proposed here is to set minimum cost PL Ts, given a 
certain distribution of the flow times. Optimality is not guaranteed, but it is expected 
that the methods will proYide an easy ,vay of finding the level of safety lead time that 
will yield minimum values for the sum of tardiness and earliness costs. Before formally 
presenting these methods, the foundation of costs considered and variability of flow 
times will be explained. 
Some studies have used cost functions that include earliness and tardiness costs, in 
addition to other costs such as labor transfer costs, flow costs and allowance costs 
(Scidmann and Smith, 1981; Weeks and Fryer, 1977). :\o labor transfer is assumed in 
this study. Consequently, labor transfer costs are not considered. rlo\\' costs, costs as-
sociated with the actual now time of an item, on the other hand, do not seem to be re-
lated to the level of PLTs (Kanet, 1982), and therefore, are not considered. Allo\\'ance 
costs, the costs associated \\'ith the level of quoted allowances or PL Ts, arc, in fact, a 
function of the level of PLTs. This type of cost, ho,vever, was not included in the cost 
function for two reasons. First, estimation of allO\vance costs is very complex. The 
major component of this cost is the loss of competitiYeness, but this factor is subjective 
and therefore not easily quantifiable. Moreover, it is difficult to determine what part 
of this loss can be attributed to the level of PL Ts. Second, and more important, is that 
only by reducing the actual level of lead times can allo\\'ance costs be significantly re-
duced. Actual lead times can be reduced only by engineering and design factors. This 
reduction will allow a reduction in the level of PI_,Ts and consequently, a reduction in 
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allowance costs. These engineering and design factors arc assumed not to change in this 
study. Consequently, allowance costs are not considered here. 
Heard and Plossl (1984) indicated that variability in lead times is an important issue 
when studying PL Ts. I ligher variability is expected to cause higher costs. By consider-
ing the historical distribution of actual lead times, the methods proposed here will take 
this variability into consideration. For that reason, they are expected to produce the 
lowest cost result at any level of lead time variability. 
Similar to what was done in other studies (Seidmann and Smith, 198 I; Kanet and 
Christy, 1984) a "total cost" function will be considered. This cost function is: 
where 
(7) 
TC = the "total cost" associated with a particular value of PLT for a set of 
n items, 
CE = per unit earliness costs, 
CT = per unit tardiness costs, 
TE = the sum of early time units for early items, and 
TT = the sum of tardy time units for tardy items. 
A marginal increase of one unit of PL T will produce a new total cost: 
TC'= CE[TE + n x P(F s PLT)J + Cr[TT - n x (I - P(F s PLT))J, (8) 
where PL T is the old planned lead time, F is the actual now time, and n is the number 
of units processed. /\Jding units of PL T is advisable as long as: 
TC' s TC, (9) 
or, in other words, as long as increasing PLT causes TC to decrease. Substituting (7) 
and (8) into (9) and simplifying yields: 
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CT 
P( F ::; p LT) ::; _C_E_+_C-,1-- ( l 0) 
One of the major problems associated with the use of cost information in a situ-
ation like this is that it is not an easy task to estimate it accurately. Earliness costs can 
be fairly well represented by inventory carrying costs. However, it still remains a prob-
lem of how these costs are calculated. Tardiness costs, on the other hand, are much 
more difficult to estimate. There is some agreement on what they should include: loss 
of sales, loss of customers, loss of customer's good will , and opportunity cost arising 
from the delay of revenue receipts. However, the question of what value and what 
weight to give to each of these factors is not easy. 
The problem of estimating costs could be mitigated, as Kanet and Christy ( 1984) 
pointed out, by the use of cost ratios. In this particular case, only the ratio of tardiness 
to earliness costs is required. If Kc= ~T is the ratio of tardiness costs to earliness costs , 
E 
expression (10) can be simplified into: 
i,;: 
P(F::; PL T)::; C 
I+ Kc 
( l l ) 
The rule would then become: increase PL T as long as ( 11) holds. This is equivalent to 
the "newsboy" solution to the single stage problem (Yano, 1987a). It is also equivalent 
to the solution proposed by Seidmann and Smith ( 1981) when only tardiness and 
earliness costs are considered. Lsing the rationale of the "newsboy" problem (Wagner, 
1975), and recognizing that PL Ts only assume integer values, the PL T should be set to 
the smallest integer such that: 
K 
P( F ::; p LT) > C 
l + Kc ( I 2) 
The cut-off value of PLT will then be determined using (12). 
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This value depends on the actual distribution of the flow time. \1ost of the statis-
tical inventory models were developed under the assumption of normal distribution of 
lead times (Tersine, 1982; \1arkowski and \1arkowski, 1986). ?\ormal distribution of 
manufacturing lead times have also been assumed both for research purposes (\1elnyk, 
1980; \1elnyk and Piper, 1985) and for software development (IBM, 1972). 
Assuming that F is normally distributed with mean µF and standard deviation OF, 
the cut-off value of PL T derived from (12) should be: 
( 13) 
where µF is the mean flow time, Zw is the standard normal value associated with the 
probability w = 
1 
:~c, and OF is the standard deviation of flow time. 
Under the assumptions just explained, the PL Ts set using ( 13) would produce 
minimum costs in single level systems with normally distributed manufacturing lead 
times. To guarantee optimality for more complex systems, more complex models would 
be required. Yano (1987a, b, c) developed algorithms to determine minimum cost PL Ts 
for multi-level systems. I le presented algorithms for t\vo and three level systems and 
gave some insight into how an algorithm for an :\-level system should be developed. 
The proposed algorithms for these relatively simple problems are somewhat complex. 
We would expect that an algorithm for a multilevel \1 RP system with several compo-
nents would be of extreme complexity. Therefore, it seems to be more appropriate to 
use some kind of simple heuristic for setting PLTs. 
Earliness/Tardiness Cost 
There has not been a unique solution that captures the increased complexity asso-
ciated with a move from a single level to a multiple level problem. One of the solutions 
that has been adopted for the multi-level lot-sizing problem, for example, is "the suc-
cessive application of unmodified single level rules throughout the product structure" 
(Coleman, 1988). Following Yano's suggestion (1987b) that the level of the minimum 
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cost PL Ts for each stage is more dependent on that stage cost ratio than on anything 
else, the use of the single level solution across the different levels on the bill of materials 
is also proposed here. 
A complicating factor is tJ1e value assigned to the tardiness to earliness costs ratio, 
Kc. Tardiness costs are directly assessed only at end item level. To the degree that part 
and component tardiness affect end item delivery, the tardiness costs at the end item 
level indirectly capture the penalty of lateness of parts and components. A more direct 
measurement of part earliness and tardiness costs can be found in inventory costs. If a 
part is delivered early, then it is placed in inventory and held until it can be used at a 
later time. This is an inventory cost due to part earliness. If, on the other hand, a part 
is late, the costs incurred are the inYentory costs of holding other items \\·hilc they await 
delivery of the late item. This is an inventory cost due to part lateness. 
The considerations just presented give an indication of the problems involved in 
setting appropriate cost ratios across the product structure. GiYen that this is the first 
study that addresses the problem of cost ratios in an \1 RP environment, and for reasons 
of simplicity, the cost ratio is assumed to be constant across all levels of the product 
structure. We recognize that further research is needed to set appropriate cost ratios . 
The results of this study will hopcf ully provide some insights to the solution of this 
problem. 
Following the ETC method proposed here, PLTs for any item will be set using the 
following formula: 
( 14) 
where MF and SF arc the estimated mean and standard deviation of the Oow times for 




The completion date of any end· item depends on its particular aggregate lead time. 
This aggregate lead time is the cumulative lead time of the items on its critical path 
(Kanet, 1982; lluge, 1979). For that reason, special attention should be placed to the 
critical path items. 
The idea of critical path lead time has been followed by some researchers when 
setting the due dates for end items. Maxwell and Mehra ( l 968), on a study of job shop 
scheduling in an assembly environment, set due dates using total work content of oper-
ations on the critical path (TWKCP). Fry ct al. ( 1989) compared TWKCP with other 
methods of assigning due dates. This method did not show significantly better per-
formance in terms of predicting actual flow times than TWK by itself. A method of 
calculating manufacturing lead times based on setup time + run time + move time + 
queue time of items on the critical path was proposed by Boeder and Gurnee (.I 982). 
Using this method, lead times arc calculated for each component and part. The bill of 
materials is then used to find the critical path lead time. · 
The idea behind critical path seems to be a very simple one; however, the problem 
of estimating the cumulative lead time \\'hen lead times arc considered to be random is 
somewhat complicated. Probability theory tells us that the sum of independent random 
variables is also a random variable with the mean and variance equal to the sums of the 
means and variances of the individual variables. If the distribution of the flow time of 
the different items on the bill of materials is assumed to be independent, the approach 
used with Program Evaluation Review Technique (PERT) can be used here. \faking 
use of the central limit theorem, PERT concludes that overall project time is normally 
distributed with mean and variance equal to the sums of the means anJ variances of the 
activities on the critical path (Tersine, 1985). In the same way, the cumulati\·e flow time 
will be a normally distributed variable with mean and variance equal to the sum of the 
means and variances of the flow times of the items on the critical path. To find the 
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critical path, we must first estimate the mean flow time of each item and then use the 
product struct_11re to find which items arc on the critical path ( 13ocdcr and Gurnee, 1982). 
For the purpose of finding the safety lead time the critical path could then be seen 
as a single stage problem. For a gi\'cn ratio of earliness to tardiness costs, the safety 
time to be added to the cumulative mean flow time would be: 
( 15) 
where m is the number of items on the critical path assuming that it is unique. 
The question that arises at this point is how to distribute this safety time across the 
items on the critical path. Yano ( 1987a, b, c) has shown that the problem of finding 
optimal planned lead times for serial production systems even with small number of 
stages requires the use of somewhat complex algorithms. He has, however, shown 
(Yano, 1987c) that the optimal level of safety time at each stage is affected primarily by 
its own ratio of earliness to tardiness costs. This ratio could be assumed to be the same 
at all the stages, and the total safety time \\'ould be distributed in proportion to the 
standard deviation in each stage. H owcver, since the use of the critical path approach 
will produce tighter planned lead times, this question deserves further attention. 
It is assumed that tardiness costs arc only assessed at the end item level. This is 
not to say that if any other item is tardy that docs not mean costs. In fact, if an item 
is tardy it may cause end items to be tardy also. On the other hand, it may cause other 
components to wait in storeroom inventory because assembly is delayed ( Kanct, 1986). 
If only the costs associated with delayed items arc considered, and assuming con-
stant echelon holding costs, it would be reasonable to assume a constant ratio of 
earliness to tardiness costs. However, the effect of tardiness of components and parts 
on the tardiness of end items also has to be taken in consideration. As we move to lower 
level items on the bill of materials, the effect that a tardy item has on the tardiness of 
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the end item seems to decrease. In fact, because of the stochastic nature of now times, 
this tardiness could be offset in the next stages. 
Recognizing that any assumption about cost ratio is very subjectiYe, the method 
of distributing the total safety time proposed here takes into account both the standard 
deviation of the flow time of each item on the critical path and the assumption that 
tardiness costs decrease relative to earliness costs as we move to lower levels on the bill 
of materials. Moreover, it is assumed that per unit tardiness costs are greater than or 
equal to earliness costs. 
For items on the critical path the planned lead time will then be set using the fol-
lowing formula: 
(m - i)SFi 
PLTETccr= \1Fi+ m-1 
L (m- i)SFi 
i=O 
( 16) 
In this formula M Fi and SFi are the estimated mean and standard deviation of item i on 
the critical path. The parameter mis the number of levels on the bill of materials for the 
critical path, and it is assumed that there is a unique critical path. With parallel critical 
paths formula (16) has to be applied to each of these paths. For items not on the critical 
path, PL Ts will be set using formula ( 14). Again, when PLTETccr is not an integer value 
it will be set to the next integer. 
Summary 
Two new methods of setting PL Ts in \1 RP were proposed and described in this 
chapter. These methods take into account both earliness and tardiness costs and are 
based on the historical distribution of the flow times. ETC method uses the same simple 
expression to set PL Ts for any item. ETCCP, on the other hand, uses a more complex 
expression and pays special attention to items on the critical path. In the next chapter 
we will describe the methodology used in this study. 




The major purpose of this research study is to exam.inc how well, in terms of due 
date costs, the proposed methods perform in an M RP environment. These methods, 
ETC and ETCCP are compared with two other commonly used methods of setting 
planned lead times in M RP: constant (CO:'\1) and total work content (TWK). The 
performance of these four methods is also compared in terms of other frequently used 
measures of performance: work in process inventory costs an<l service level. 
The primary research question addressed by this study can be stated as follows: 
Does the use of tardiness and earliness cost information for the purpose of setting 
planned lead times a/Teet the performance of an YI RP driven system? 
A simulation model of an YI RP driven manufacturing system, MA TPLA:\, developed 
by Barrett and LaF orge (I 989) is used to generate the necessary data to address this 
question. Computer simulation of M RP driven production systems has been extensively 
used in studies that investigate several M RP issues. Lead times has been one of these 
issues (Sm.ith, 1889; Marlin, 1986; :Vlelnyk and Piper, 1985; St. John, 1985; Grasso and 
Taylor, 1984). 
Computer simulation was chosen as the mean of generating data for statistical 
analysis for several reasons. The use of real data was considered inpractical. It would 
be unlikely to find a firm willing to participate in this research. If one was identified, it 
would be extremely expensive to implement all the necessary experimental conditions, 
and the experiments would require an unacceptable amount of time. BesiJes, there arc 
some factors that arc impossible to manipulate in real life situations. Simulation, on the 
other hand, allows a relatively inexpensive manipulation of a large range of factors. It 
also permits the replication in minutes or even seconds of processes that in real life 
would take months or years. 
System Description 
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The system modelled here is based on "Orange OfTice Products" (OOPS) data-base 
(LaF orge, 1986). OOPS is a manufacturing data-base of a fictitious manufacturer de-
signed for educational and research purposes. It has been extensively used as an edu-
cational tool by the Clemson University's Manufacturing \1anagement Laboratory. 
Some studies have also used OOPS data-base as a research tool (Smith, 1989; Verni, 
I 986). 
The product structure on the OOPS data-base contains 43 items: Five end items, 
17 manufactured parts, and 21 purchased parts. The five end items are: a 3-shelf ad-
justable book case (item 1), a standard desk chair (item 2), a 2-drawer ,rnrk desk (item 
3), a 3-drawer file cabinet (item 4), and a I-shelf credenza (item 5). The bills of materials 
for each of these items arc shown on Appendix A. 
The shop is composed of 9 work centers: cutting, trimming, shaping, finishing, 
welding, drilling, painting, assembly and packaging. Routings for the end items and 
manufactured parts are shown on Appendix B. The information on Appendices A and 
B is not the exact copy of OOPS data-base. The notation is different and the informa-
tion is only what is required for this study. The numbers identifying the work centers 
on Appendix B follow the order above. 
Experimental Factors 
This section provides the description and explanation of the experimental factors 
for the main experiment in this study. Table I provides a summary description of these 
factors. 
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Table I. Experimental Factors 
I. Methods of Setting PL Ts: 
CO~ Constant 
TWK Total Work Content 
ETC Earliness/Tardiness Costs 
ETCCP Earliness/Tardiness Costs (Critical Path) 
2. Shop Utilization: 
Low 80 percent 
High 90 percent 
3. Lumpiness of MPS: 
Low Cv for end itein demand: 0.2 
High Cv for end item demand: 1.2 
4. Ratio of Tardiness to Earliness Costs ( Kc): 
Low Kc= 2 
\,tedium Kc = 4 
High Kc = 10 
:Vlcthods of Setting PL Ts 
The major experimental factor for this study is the method of setting PL Ts. Four 
methods are compared here: CO~, TWK, ETC, and ETCCP. ETC and ETCCP are the 
two new methods proposed on Chapter 111. They arc based on two critical pieces of 
information: the parameters of the flow time distributions, and the ratio of tardiness to 
earliness costs. These parameters should be derived from historical information. Pre-
liminary runs of the simulation are performed to generate ·this "historical" information. 
The cost ratio is assumed to be provided by management. In this study, it will be treated 
as an experimental factor. 
CON and TWK arc the other methods against which ETC and ETCCP arc com-
pared. Although many other methods have been proposed and studied on the literature, 
CO~ and TWK appear on almost every study on the due date assignment methods on 
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a job shop. Generally TWK has shown better performance than CO~, particularly \\'ith 
tardiness oriented measures of performance (Conway ct al. I 967; Baker, 198.:J; Baker and 
Bertrand 1981a, b, 1982). However, some studies ha\'e shown that CO~ produced 
overall good results in an \1RP environment (Smith, 1989; Marlin, 1986). The values 
of CO~ and the constant Kon TWK are set such that, for any combination of the other 
factors, the mean value of PL Ts for these two methods is equal to the mean value of 
PL Ts for ETC. 
Shop Utilization 
In terms of simulation, shop utilization is an important factor because it affects 
queue lengths (Kiran and Smith, 1984a). The level of these queue lengths will, in turn , 
affect the level of actual flow times ( Fry et al., 1989). Since the level of PL Ts in this 
study arc set based on "historical information" taken from preliminary runs, this level 
reflects the actual level of the flow times. Kno,\'ing that total cost is essentially a func-
tion of the difference between PL Ts and actual flow times, it is unclear what effect, if 
any, shop utilization has on the \1 RP cost performance. \ti oreover, it is also unclear 
how the level of shop utilization will affect the performance of the different methods of 
setting PL Ts. 
According to Kiran and Smith ( 1984a), levels of shop utilization commonly used 
in the literature range from 85 to 95 percent. I lo\\'e\'er, some other levels have also been 
used. Baker and Bertrand ( 198 la) set shop utilization at three levels: 80, 85, and 90 
percent; and f-aaland and Schmitt ( 1987) used also three levels: 55,· 80, and 95 percent. 
Two levels of shop utilization, low (80 percent) and high (90 percent) are used in 
this study. These are values that we would expect to find in industrial settings. In fact, 
the manufacturing capacity utilization in the C nited States for the period 1965-80 has 
ranged from about 80 to 90 percent (Baker and Kanet, 1983). Utilization rates of 80 and 
90 percent can be found in other studies ( Fry ct al., 1989; Baker, 1984; Baker and Ka net, 
1983). 
40 
Processing times and setup times were set such that the expected shop utilization 
would be the same across the different ,vork centers. Information on the setup and 
processing times, as well as routing information can be found on Appendix B. The 
processing and setup time settings arc the same for both levels of shop utilization. Av-
erage daily demand of 10 units for each of the five end items will produce an expected 
shop utilization very close to 80 percent, while an average daily demand of 11.25 units 
produces an expected shop utilization of 90 percent. The parameters used to generate 
demand with mean values of l O and 11.25 are shown on Table 11. When the mean is 
the same, different degrees of lumpiness produce somewhat different levels of shop 
utilization. However, when the proportion of setup time relative to the processing time 
is very small, the difference in the level of shop utilization will also be very small. 
Processing times and setup times are set such that, for low lumpiness of the :vtPS and 
low shop utilization, the proportion of time used for setups is around 2.5 percent of the 
expected work content of an order across all the work centers. 
Table 11. Parameters for Demand Generation 
Lumpiness 
Cv = 0.2 


















Research (Why bark and Williams, 1976) has shown that the degree of lumpiness 
of the MPS is an important factor in \ti RP. When demand is constant there is no 
lumpiness on the MPS, and consequently there will be very low variability on the actual 
flow times. The opposite will happen with high demand variability. In this case, there 
will be high lumpiness on the MPS, and this is likely to cause high flow time variability. 
The level of flow time variability will then affect the behavior of the total cost function. 
Moreover, since some of the methods of setting PL Ts take into account the flow time 
variability while others do not, it is likely that lumpiness of MPS will affect the relative 
performance of the methods under study. 
As suggested by Kaimann ( 1969), the coefficient of variation (Cv) of demand is a 
good measure of the degree of lumpiness. This measure as been used in several other 
studies. Why bark and Williams ( 1976), in a study on the use of safety stock. vs. safety 
lead time to deal with uncertainty in M RP, set Cv equal to 0.58, 1.3, and 1.85 as meas-
ures of low, medium, and high degrees of lumpiness . 
Studies on lead times in M RP have also used different degrees of lumpiness. 
Marlin (1986) used two degrees of lumpiness, low and high, setting Cv at 0.15 and 1.1-l; 
while Smith ( 1989) set Cv at 0.2 and 0.8 for low and moderate levels of lumpiness. 
Schmitt, Berry and Vollmann ( 1984) also used two levels for the coefficient of variation 
of the end item derrnrnd: 0 and 58 percent. Vera! (I 986) set Cv at five different levels: 
0.50, 0.80, 1.00, 1.35, and 2.00. 
There is no unique way of setting Cv with multiple end items. Smith's (I 989) and 
Veral's (1986) studies used the same OOPS data-base as in this study which has five end 
items. However, the methods of setting the different levels of Cv was not the same. 
While Smith ( 1989) simply states that each end item faces the same demand pattern, 
V eral (I 986) set the level of Cv as the average coefficient of variation of the five end 
items requirements. On a similar, but somewhat different way, Schmitt et al. ( 1984) 
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generated the demand for each of the four end items in their study from the same dis-
tribution. 
- -Lumpiness refers to difference between requirements from period to period. Vary-
ing the le\'cl of lumpiness has implications on the size of the orders and on the percent-
age of periods on which there will be no order. It seems then reasonable to 
operationalize these factors at the item level and not when all end items are considered 
together. Consequently this study follows Schmitt et al. (1984) approach. Two le\'els 
of MPS lumpiness, low and high arc used. To produce this two levels, the coefficient 
of variation of demand for each of the end items is set at 0.2 and 1.2. Demand is gen-
erated from a normal distribution. The use of different seeds for the random numbers 
generators ensures independence of the rcq uiremcnts among different end items. The 
values of the parameters for the two levels of the lumpiness of the MPS and the two 
levels of shop utilization are shown on Table I I. 
Bobko and Why bark (1985) pointed out that shop performance is affected not only 
by the different levels of Cv but also, at the same level of Cv, by the way requirements 
are distributed among the different periods. Williams and Peters ( I 987) argue that this 
fact may be explained by the presence of autocorrelation. The use of randomly gener-
ated demand prevents the presence of autocorrelation. 
The distributions have to be truncated at zero to avoid negative demand. This 
means that when a negative value is generated it will assume a zero value, consequently 
demand is drawn from max{;\'(µ, a) , O}. There is no problem with the truncation at zero 
when Cv = 0.2. In fact the probability of having a negative value drawn from a normal 
distribution when Cv = 0.2, either with mean IO or I 1.25, is almost zero. Things arc a 
little more complicated with Cv = 1.2. For a mean value of 10 for the end item demand, 
the standard deviation has to be 12. Since about 20% of the numbers drawn from a 
normal distribution with mean IO and standard deviation 12 arc less than zero , after 
truncation the actual mean value of the daily demand would be higher than IO and the 
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standard deviation lower than 12. The same would happen with a mean value of 11 .25 
and a standard deviation of 13.5. The values for the parameters µ and a for the demand 
generator that, after truncation, result on Cv = 1.2 were set by trial and error. 
Marlin ( 1986) used a normal distribution with a mean value of 32. 7 and standard 
deviation 81.8, truncated at zero, to produce a ¼·eekly demand with mean 50, standard 
deviation 57, and coefficient of variation 1.14. The same values were used by 
Wemmerlov (1982, 1983) in at least two other studies. However, the method used to 
determine the parameters \Vas not explained. A simple "speakez" program, designed for 
this purpose, was used to determine the parameters on Table I I. The program is shown 
on Appendix C. This program asks for the parameters to be used for the demand gen-
eration. Then it provides the theoretical values for the mean, standard de\'iation , and 
coefficient of variation after truncation at zero. It also provides the probability of being 
greater than zero, \\'hich is the proportion of periods with significant demand. 
After several trials the values 5.378 and 17.507 forµ and a produced I 0, 12, and 
1.2 for the mean, standard deviation, and coefficient of variation after truncation at zero. 
The procedure was repeated to find 6.0503 and 19.695 for the mean and standard devi-
ation, respectively, when shop utilization is 90 percent. After truncation at zero, the 
mean, standard deviation , and coefficient of variation were 11.25, 13.5, and 1.2 respec-
tively. 
Cost Ratio 
There have be~n several studies on the problem of assigning due dates or setting 
planned lead times where costs have been considered. However, in most of the cases 
costs have been used only as a measure of performance. Whenever mean lateness is used 
as measure of performance it is implicitly assumed that the cost of being early or tardy 
is the same. .vi oreover, these costs arc considered to be linear. On the other hand when 
measures like mean square lateness (Cheng, 1986), or standard deviation of lateness 
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(Ragatz and :vtabcrt, 1984b) arc used instead, the ratio of tardiness to earliness costs is 
assumed to be one, but costs arc not considered linear. 
Walker and Wysk (1983) used total costs, the sum of holding plus penalty costs, 
as a measure of performance. 1 lowcvcr, they di<l not consider different leYels for the cost 
ratio. Grasso and Taylor ( 1984) used cost value, a combination of holding costs and 
lateness costs, as an experimental factor. The cost value was set at different levels, but 
the problem of different cost ratios was not addressed. 
Eilon and Chowdhury ( 1976) also used a cost function as measure of performance. 
In this case two different leYels of the ratio of tardiness to earliness costs were consid-
ered: 1 and IO. Yano (1987a, c) used a wide range of values of cost ratios. Problem 
settings applied to an algorithm for a two level assembly shop (Yano 1987a) made use 
of fiyc ratio values: I. 4, 9, 19, and 49. The ratios used on the problem settings applied 
to an algorithm for a multi-level system (Yano 1987c) were somewhat different. rour 
ratio values, 4, 36, 100, and 196, were used on two-stage problems, \\'hile three-stage 
problems made use of three ratios: 4, 36, and 100. 
Since the level of planned lead times in this study is dependent on the value of the 
ratio of tardiness to earliness costs, it is assumed that it may affect system performance. 
For that reason this ratio is considered an experimental factor. Three leYcls of cost ratio 
will be used here: low, medium, and high. The classification of low, medium and high. 
in this case, should be understood as a relative position of the cost ratios among them-
selves. It docs not imply any assuir,ption about real life cost ratios. The underlying 
assumption is that tardiness costs will always be higher than the earliness costs, but their 
relative value may vary. A low cost ratio of 2 means that tardiness costs arc only two 
times as higher as earliness costs. J\t medium level the cost ratio is set at 4 meaning that 
the per unit cost of being tardy is four times that of being early. J\t high level, being 
' 
tardy is ten times more costly than being early, and the cost ratio is set at I 0. 
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Fixed Factors 
In addition to the experimental factors presented on the last section there is a series 
of other factors that is maintained fixed throughout this experiment. These factors, the 
defining parameters for the simulation, arc outlined on Table 111. 
Table I I I. Fixed Factors 
l. Lot Sizing Ruic: 
2. Dispatching Ruic: 
3. Time Buckets: 
4. Planning Horizon: 
5. Safety Stock: 
6. Purchased Parts: 
7. Initial Inventory: 
Lot for Lot 
Earliest Due Date 
Daily 
40 days 
l'\o Safety Stock 
Ready when needed 
Expected Demand During PL Ts 
Lot Sizing 
Lot for lot is the lot sizing rule used in this study. Orlicky ( 1975) suggested that lot 
for lot should be used unless there arc significant setup costs which is not the case in thi 
study. In a study conducted by \'Iclnyk and Piper ( 1985), lot for lot has shown to 
produce tighter lead time error and higher probability of on-time delivery when com-
pared with other lot sizing rules. Lot for lot has been the lot sizing rule used in other 
studies of lead times in :VI RP (Smith, 1989; Walker and Wysk, 1983). 
Dispatching Ruic 
The priority dispatching rule used in this study is earliest due <late first (EDD). 
As suggested by \ttaxwcll and Mchra ( 1968), Eilon and Chowdhury ( I 976), and Weeks 
( 1979), the most succcssf ul dispatching rules, in terms of due date performance, arc those 
that incorporate due date information. EDD was selected because it is computationaly 
simple, and did not show significant differences in performance, particularly with the 
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standard deviation of the Oow time, when compared with other due date based rules 
(Kanct and I Iayya, 1982). EDD has been used elsewhere in studies on due date assign-
ment methods in a job shop (Fry et al., 1989) and on planned lead times in \tlRP (Smith, 
1989). Whenever there is a tic it will be broken by the shortest processing time first 
(SPT) rule. 
Other Fixed Factors 
The :\1 RP system simulated in this study uses daily time buckets. The planning 
horizon is 40 days. Forty days is two times the longest cumulative planned lead time 
when using TWK \\"ith K = IO. ~o safety stock was considered at any level. The 
presence of safety stock could lead to erroneous conclusion about the effect of using 
different methods of setting PL Ts which is the major purpose of this study. Since this 
study is interested only on manufacturing lead times, the purchased parts are assumed 
to be ready \\"hen needed. 
Initial inventory for either end items and manufactured parts is set to a value that 
\\·ill cover the expected demand during the plannc<l lead time of each item. Since the 
results for the transient period bcf ore reaching the steady state arc disregarded, these 
initial values have little effect on the overall results. I Iowever, the use of these values 
is likely to reduce the length of the transient period. Each work center is assumed to 
have only one dedicated server. Other factors, like processing times, setup times and 
routings arc also fixed factors and are shown on Appcn<lix B. 
Performance M casurcs 
Due date costs (sum of earliness plus tardiness costs) is the major measure of sys-
tem performance of interest in this study. System performance is also analyzed in terms 
of v.·ork in process inventory costs and service level. These performance measures arc 
outlined on Table IV. 
Table IV. Measures of Performance 
l. Due Date Costs (DDC): 
2. WIP Costs (WIPC): 
3. Service Level (SL): 
A vcragc due date costs. 
A vcrage work in process inventory costs. 
Mean service level across the five end items 
Due Date Costs 
.n 
Since the major purpose of this study is to assess the cost performance of the dif-
ferent methods of setting PLTs under different experimental conditions, due date cost is 
the measure of performance of primary interest . The idea behind any method of setting 
PL Ts is to predict actual now times, so that the completion of any order coincides, as 
much as possible, with its due date. For that reason, when comparing these methods, 
the major factor of interest should be the costs associated \\'ith missing due dates. For 
the purpose of this study, the cost measure includes only the sum of earliness plus 
tardiness costs. 
It is always a subjective decision to attribute values either to earliness or tardiness 
costs. I nvcntory carrying costs arc assessed at all levels of the bill of materials; tardiness 
costs arc assessed directly only at end item lc\·el. We should, however, keep in mind 
that, since part tardiness may affect end item tardiness , its tardiness costs arc partially 
captured through end item ta~diness costs. On the other hand, inventory costs represent 
not only earliness costs, but also tardiness costs. In fact, although not assessed sepa-
rately, inventory costs of delayed items arc, in fact, tardiness costs. This is because 
parent orders can only be sent to the shop when all parts arc available, so delayed items 
must sit in inventory until all other tardy components have been completed. 
Per unit inventory costs of any item arc seen as a proportion of its inventory value. 
As Wilson and \1ardis (1983) pointed out, as a job progresses through the shop and any 
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processing takes place, its inventory value increases. The computation of per unit in-
ventory costs shown on Appendix 13 follo\\'ed this idea of ,·alue-added inventory. As on 
Kanet and Christy's (1989) study, purchased parts are assumed not to have any material 
costs, and all processes add value to a job at the same rate. Based on the processing and 
setup time information, each item's "inventory value" was determined as the cumulative 
processing time plus a proportion of the setup time. This proportion is simply the setup 
time divided by the average expected order size for each item across the different con-
figurations. Per unit inventory cost of each of the 22 items was simply set equal to its 
"inventory value." 
Throughout each simulation run, inventory costs arc accessed by SLA:V[ I I time 
persistent variables. One of this variables captures manufactured parts inventory costs, 
the other captures end items inventory costs. Any time an order is finished and goes to 
inventory the respective time persistent variable is increased by an amount that is equal 
to the order size times that item per unit inventory cost. When an order is released to 
the shop the time persistent variable that maintains the manufactured parts inventory 
costs is decreased. The amount of this decrease is the result of the sum different terms; 
one for each different part linked to the parent item. Each term is equal to order size 
times number of parts needed per parent item, times per unit inventory cost of the part. 
End item inventory cost is decreased whenever gross req uirernents arc satisfied from in-
ventory. The amount of the decrease, in this case , is simply the inventory decrease times 
per unit inventory cost. Since this study is interested only on manufacturing lead times, 
analysis is limited to the manufacturing environment. r or that reason purchased parts 
inventory costs arc of no interest and considered to be zero. 
At the end of each simulation run SLA\1 I I statistics give a time weighed average 
of the time persistent variables. The means in this case arc the average inventory costs 
per unit of time for manufactured parts and end items. If these two values arc added 
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and then multiplied by the number of time units on the simulation run, the result will 
be the total inventory costs. 
Tardiness costs arc only accessed at end item inYentory level. A SLA\1 I I time 
persistent variable is also used to capture these costs. This variable is increased any time 
end items gross requirements are not satisfied. The value of this increase is the amount 
back ordered times per unit tardiness costs. It is decreased any time an end item is fin-
ished and directed towards the satisfaction of backorders. The value of the decrease is 
equal to backorder satisfied times per unit tardiness costs. Per unit tardiness costs de-
pend on the value of the cost ratio factor ( Kc)- These costs are the product of per unit 
inventory costs times Kc. 
Total tardiness costs arc determined in the same fashion as total inventory costs 
were. Due date costs are then computed as the sum of total inventory costs plus total 
tardiness costs. Since the number of end items produccJ is different for different con-
figurations, particularly for different values of shop utilization, the measure of perform-
ance used for the purpose of the analysis is the average due date costs. This average is 
obtained by dividing due date costs by the total number of end items produced. 
Other Measures of Performance 
Work in Process Invcntorv Costs 
Work in process inventory (WIP) is a commonly used measure of \1 RP perform-
ance. Although WI P is not dcpcndcn on how well a method of setting lead times pre-
dicts actual Dow times, that docs not mean that different methods of setting PL Ts do 
not produce different levels of WI P and consequently different levels of \rnrk in process 
inventory costs (WI PC). WI PC is then used in this study as a secondary measure of 
performance. 
A SLA\1 II time persistent variable is also used to access WIPC. This variable is 
increased whenever an order is sent to the shop. The amount of this increase is the result 
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of the sum of different terms; one for each different part linked to the parent item. Each 
term is equal to the order size times the number of parts needed per unit of parent item 
times the per unit inventory costs of the part. This value is also recorded as an attribute 
of the order. After the completion of processing at any \\'Ork center both WI PC and the 
attribute are increased. To be consistent with the approach used to compute per unit 
inventory costs, this increase is equal to total processing time plus setup time adjusted 
for the order size. When the processing sequence of an order is completed WIPC is de-
creased by the value of the attribute used to store the costs of this a particular order. 
At the end of each simulation run average WI PC are determined in the same fashion as 
average due date costs. 
Service Level 
Due date costs, the primary measure of performance in this study, combines both 
the cost of being early and the cost of being tardy. They seem then to be an appropriate 
measure of \1RP due date performance. However, costs, even when they arc realistic, 
may not show a complete picture of the problem on hand. A poor service level per-
formance may have long term consequences that tardiness costs failed to capture. For 
that reason it seems also important to access how well, in terms of service level, different 
methods of setting PL Ts perform under different experimental conditions. The average 
service level for the five end items combined is accessed at the end of each simulation 
run. 
While PLTs are set at the item level, the measures of performance proposed here 
access the system performance only at the aggregate level. They do not give any idea 
about the due date performance of the different items separately. For that reason sta-
tistics on earliness and tardiness of each of the end items and manufactured parts arc 
also collected. The analysis of these statistics will hopefully provide some insight on how 
the performance of each item affects the overall system performance. 
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Statistical I lypotheses 
The main experiment consists of four factors, with four levels for methods of set-
ting PL Ts, three levels of cost ratio, two levels of MPS lumpiness and two levels of shop 
utilization. For each of the response variables (performance measures) the experimental 
design is a 4 x 3 x 2 x 2 full factorial design (Hicks, 1982) which is represented by the 
model 
Yijkmq = µ + 't'ijkm + E;q(ijkm) ( 17) 
where 
Yiikmq = the performance measure, 
µ = the common mean, 
't'ijkm = the treatment effects, and 
l:q(ijkm) = the random error. 
The treatment effects can be broken down into four main effects, six first order inter-
action effects, four second order interaction effects, an<l one third order interaction effect 
as follows: 
where 





+ MUii + \1Lik + MCim + lJLik + CCim + LCkm 
+ \1 U Liik + \1 C Ciim + \1 LCikm + C LCikm 
+ MULCiikm 
= PL T method effect, with i = l, 2, 3, 4, 
= Shop ·utilization effect, with j = 1,2, 
= \1 PS lumpiness effect, with k = l, 2, and 
= Cost ratio effect, with m = l, 2, 3. 
( 18) 
The other terms represent the interaction effects. Since there arc seven observations per 
performance measure at each of the 48 cells, q assumes the integers values from l to 7. 
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These seven observations arc the result of seven replications of each combination of the 
factor settings. The method used to determine the number of replications is explained 
later in this chapter. 
The two research questions stated on Chapter I and addressed by the main exper-
iment are: 
1. Do different methods of setting PL Ts have any effect on due date costs? 
2. Do different methods of setting PLTs have any effect on other measures of 
system performance? 
These research questions are addressed by hypotheses H0 1 and H02. The first of these 
hypotheses, 
i = I, 2, 3, 4, 
tests the effect of using different methods of setting PL Ts, an<l can be stated as follows: 
H01.1 : There is no difference in system performance due to the effect of using differ-
ent methods of setting PL Ts. 
The second hypothesis, 
i = l,2,3,4;j = l,2;k = l,2;andm = 1,2,3, 
addresses the question of the presence of interaction between methods of setting PL Ts 
and operating characteristics, and can be broken d".Jwn into the following hypotheses: 
I l02_ 1 : There is no difference in system performance due to the interaction effect be-
tween methods of setting PLTs and shop utilization; 
H02_2 : There is no difference in system performance due to the interaction effect be-
tween methods of setting P LTs and .\ii PS lumpiness; 
I l02_3 : There is no difference in system performance due to the interaction effect be-
tween methods of setting PL Ts and cost ratios; 
I l02_4 : There is no difference in system performance due to the interaction effect 
among methods of setting PLTs, shop utilization, and \ti.PS lumpiness; 
I l02.s : There is no difference in system performance due to the interaction effect 
among methods of setting PLTs, shop utilization, and cost ratio; 
I-102.6 : There is no difference in system performance due to the interaction effect 
among methods of setting PLTs, \'1 PS lumpiness, and cost ratio; 
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H02.7 : There is no difference in system performance due to the interaction effect 
among methods of setting PL Ts, shop utilization, MPS lumpiness and cost 
ratio. 
These hypotheses arc tested for each of the three measures of system performance: due 
date costs, work in process inventory costs, and service level. 
The hypothesis, 
j = I, 2; k = I, 2; and m = I, 2, 3, 
that deals with the effects of operating characteristics on system performance is also 
tested. This hypothesis can be broken down into the following hypotheses: 
H03_ 1 : There is no difference in system performance due to the effect of shop utili-
zation; · 
I-103.2 : There is no difference in system performance due to the effect of :vi PS 
lumpiness; 
H03.3 : There is no difference in system performance due to the effect of cost ratio; 
H03.4 : There is no difference in system performance due to the interaction effect be-
tween shop utilization and :vi PS lumpiness; 
H03.s : There is no difference in system performance due to the interaction effect be-
t,vecn shop utilization and cost ratio; 
H03.6 : There is no difference in system performance due to the interaction effect be-
tween \ii PS lumpiness and cost ratio; 
H03.7 : There is no difference in system performance due to the interaction effect 
among shop utilization, :vi PS lumpiness, and cost ratio. 
These hypotheses arc also tested for the three measures of system performance: DOC, 
WIPC and SL. 
The Simulation \ii odcl 
SLA:\11 II (Pritsker, 1986), a fORTRA:\-based simulation language was used to 
develop the simulation model. SLAM I I has the advantage of combining network and 
discrete event approaches to simulation. The simulation model used here makes use of 
this advantage; it is composed of two portions: a manufacturing shop, and an \ii RP 
interface. 
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The model is based on the general purpose simulator MA TPLA:'\ (Barrett and 
LaF orgc, 1989) with some modifications. It uses the standard \1 RP logic to determine 
planned orders and it releases them at the appropriate time. It also reschedules open 
orders that become "out of phase. " Lpon their release orders arc processed at the job 
shop. Fallowing is a brief description of the model. Barrett and LaF orge (1989) provide 
a more comprehensive description of the simulator. 
The simulation model starts \Vith the FORTRAN subroutine I~TLC. This sub-
routine is used to set.the initial conditions of the simulation. The two major functions 
performed by the subroutine INTLC, arc to generate end items gross requirements (GR) 
and read the problem data file. End items GR arc generated by a S LA \1 I I normal 
distribution function . The problem data file contains the bills of materials, routings, 
inventory cost information, initial inventory, planned lead times and average order size. 
The input parameters in this model, except for the average order size, arc those used by 
Barrett and Laforge (1989). These parameters and their definition arc shown on Ap-
pendix D. 
M RP I ntcrfacc 
The \1 RP interface portion of the model follows the discrete event approach to 
simulation. The subroutine \1 RP is the most important subroutine of this portion and 
it provides the basic planning/replanning logic of material requirements planning. 
Basically the concepts and logic used here arc those commonly used on M RP sys-
tems. I Iowever, a brief explanation of some of the these concepts will help understand 
the description that follo\:vs. End items GR arc provided by the :V[ PS. Since lot for lot 
is the lot sizing rule used and no uncertainty of MPS is assumed, end item GR are ex-
actly the values provided by the demand generator. "Previously held scheduled receipt 
(SR)" is an SR that was found not to be necessary in the period for which it v;as sched-
uled. "Future SR" represents an SR which due date is a period beyond the one being 
evaluated. On hand (01 I) inventory is the projected inventory level of the item being 
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evaluated in the period being evaluated. Beginning Oil is the ending OH of the previous 
period. "?\'on released orders" arc planned orders that were not released to the shop due 
to unavailability of required parts. 
M RP Subroutine 
The subroutine M RP is executed at the beginning of every period. For the purpose 
of this study each period is one day and is composed of eight hours. This subroutine 
evaluates the inventory status of every item at every period on the planning horizon. 
For any item, at any period, the beginning OH is reduced by GR. The resulting OH is 
evaluated. If it is greater than or equal to zero and there is no SR or non released or-
ders, the subroutine rolls to the next period. If there arc SR or non released orders not 
necessary at the period evaluated they are held to be rescheduled , at it rolls to the next 
period. 
If the resulting OI r' is less than or equal to zero the subroutine does several checks. 
It first checks for SR and non released orders due on the period evaluated. and adds 
them to OH. Then it checks for previously held SR or non released orders and future 
SR or non released orders in this sequence, changes their due date and adds them to OH. 
Any time OIi becomes greater than or equal to zero it rolls to the next period. 
If OH is still less than zero a planned order equal to OH x ( -1) is set for the period 
evaluated minus lead time . . 01 l is then set to zero, requirements arc exploded to deter-
mine GR of parts linked to the item, and the subroutine rolls to the next period. When 
period evaluated minus planned lead time is less than or equal to the current period, the 
period associated with the current simulation time, a planned order becomes either a 
"non released order" or an SR. If the required parts are not available the order is held 
until parts become available. If parts arc available, their inventory is reduced, an SR is 
set, and the order is sent to the job shop. lnYentory costs are updated. 
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Other Subroutines 
When an order finishes its processing at one work center the subroutine :\XT:\tl G 
is called. This subroutine updates WI PC and either sends the order to the next work 
center in sequence or calls the subroutine UPDAT when an item has completed its 
processing at all work centers. The decision is based on the routing information. Sub-
routine CPDA T updates inventory level and inventory costs whenever an item is com-
pleted. Tardiness costs arc also updated. Subroutine UPDA T also checks for 
nonreleased orders that require any part that has just been completed. In the same 
fashion as the M RP subroutine, the inventory of the other required parts is reduced, 
inventory costs are updated, and the order is sent to the shop. 
Like MRP, subroutine EICOV is executed at the beginning of each period and 
checks for availability of end item inventory to cover GR. It also updates end item in-
ventory costs and tardiness costs, and registers service level. Subroutine PER CI I incre-
ments the period counter at the beginning of each day. Subroutine CLR clears statistics 
after steady state has been reached. 
The Job Shop 
The job shop portion of the model follows the network approach. The nine work 
centers are modelled as resources. The entities (orders) enter a specific work center 
through its E::\'TER node. The ENTER node in SLA:\1 I I is the link between 
FORTRA1' subroutines and the network. 
The order is placed on a A WA IT node waiting to be processed. When selected it 
is processed by a service activity. The service time depends on the item being processed 
and it is equal to setup time plus processing time. J\n order's processing time is the 
product of the order size times the per unit processing time. After processing has been 
completed at one work center subroutine ~XTM G is called to move the order to the 
next work center or to inventory if the \Vork center is the last in sequence. The move 
time is assumed to be zero. 
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Experiment Implementation 
To implement the main experiment at its diITerent factor level combinations the 
simulation model has to be provided with several pieces of information. This informa-
tion falls into two major categories: parameters for random generator of demand, and 
data file. In order to compute tardiness costs the value of the ratio Kc has also to be 
provided. 
The demand generator function is provided with the four combinations of param-
eters shov;n on Table 11. These combinations produce four levels of the combination 
of experimental factors: lumpiness of \1 PS and shop utilization. For each of these four 
levels there are twelve levels of the combination of the experimental factors: method of 
setting PL Ts and cost ratio . These levels are obtained through the use of diITerent values 
of PL Ts for each configuration. 
PL T information is contained on the data file read by the subroutine 1-:\TLC, and 
changes from configuration to configuration. All other information on the data file , 
except for beginning inventory, remains unchanged across all the configurations. This 
information is contained on Appendix A and B. The method of determining the begin-
ning inventory was explained on the Fixed Factors section of this chapter. 
PL Ts Setting 
The values of PL Ts for any of the end items and manufactured parts, set using any 
of the methods studied here, depend on the mean and standard deviation of now times. 
For that reason, these parameters have to be estimated before the experiment is run. 
Since no historical information is available, preliminary simulation runs have to be per-
formed to generate this information. 
Each of the four combinations of \1 PS lumpiness and shop utilization are simu-
lated for 2,000 hour period. Mean and standard deviation of now times are estimated 
from the results of seven simulation runs. For each item the estimated mean is simply 
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the average of the mean flow times provided by SLAVt II. The standard deviation of 
each item's flow time is determined by the follo\\'ing pooled estimate: 
where 
7 





SF = the estimated standard deviation, 
SFi = the standard deviation from each replication, 
ni the number of observations per replication. 
( 19) 
For these preliminary runs PL Ts ,,·ere set using TWK with K = 10. The value K = 10 
is consistent with the idea that setup anJ run time account for only 10 percent of lead 
time, while queue time accounts for 90 percent (Wolfmeyer, 1980). 
The estimates of mean and standard deviation of flow time arc then used to set 
PL Ts for each of the cost ratio values. formulas (14) and (16) on Chapter II are used 
with ETC and ETCCP methods respectively. The PL T value set by CO:\' method is the 
same for all items: 
PLT coN = Keo:-.: . (20) 
This value is the average across all items of the PL Ts set by ETC method. This proce-
dure guarantees that the average level of PLTs for ETC and CO:\' is the same. TWK 
lead times are set as a multiple of an order 's work content (WK): 
PLTT\VK = KT\VK X (WK). (2 l ) 
The constant K TWK is set such that the average level of PL Ts across all items is the same 
for ETC, TWK, and CO:\'. 
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The actual WK of any item's order changes from order to order depending on its 
size. Because PLTs have to be set prior to the implementation of the simulation, actual 
WK cannot be used to set PL Ts and expected WK has to be used instead. To determine 
the expected WK it was necessary to first determine the expected order size (OS). From 
the experimental settings it is known that average daily demand for any end item is 10 
and 11.25 for 80 and 90 percent shop utilization respectively. Since the probability of 
having zero end item requirements when Cv = 1.2 is 0.3793, it is obvious that for any 
of the end items there will be orders on only 62.07 percent of the days. The expected 
number of end item daily setups is then one when Cv = 0.2, and 0.6207 when Cv = 1.2. 
These values arc used to determine the expected end item OS. End item OS is "ex-
ploded" and the manufactured parts expected OS is determined. The expected WI-:: of 
an order is the setup time for all the work centers visited by the order plus the processing 
time. Processing time is the product of the expected order size times the sum of the per 
unit processing time at each work center visited. The expected values of OS and WK for 
all the items at both levels of shop utilization and both levels of '.\1 PS lumpiness arc 
shown on Appendix E. 
>!umber of Replications 
The number of simulation runs (replications) was determined based on the follow-
ing formula proposed by Pritsker ( 1986): 
(22) 
where 
= number of runs, 
X1 = the sample mean (a random variable), 
µx the population mean, 
g the required half length confidence interval, and 
l - a = the confidence level. 
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Assuming that X1 is unbiased, and that Var[X1] = a3,c/I, the number of replications I 
determined based on (22) guarantees a l - o: confidence level that the population mean 
is within the prescribed interval. Since ax is unknown, the estimate Sx has to be used 
on its place; and Jf (X1 - µx)/Sx is assumed to have a t-distribution with I - l degrees 
of freedom. To determine I, Pritsker ( 1986) proposes the use of a sequential stopping 
rule based on the following formula: 
* '{ ..,2 22 I = mm 1:1 ~ .,; Sx s lg /ta /2, 1 _ ,}. (23) 
The use of (23) requires the prescription of g the half-length confidence interval , and the 
performance of at least three simulation runs to determine Sx and to test the conditions. 
I lowcver, when g is specified in relative terms of Sx, I can be determined a priori. Set-
ting g = 1 Sx, the condition 
2 2 2 
Sx s lg /ta/2,1-1 (24) 
can be simplified into 
2 
l/ta/2, 1-1 ~ l. (25) 
Since 5 percent is the level of significance used to test hypotheses in this study a is set 
at 0.05. r or a = .05, I = 7 is the smallest integer value that satisfies (25). In fact from 
any t-table we will have t.025 ,6 = 2.45, and 7 /(2.45)2 = l.166 ~ l. Based on this result it 
was decided to replicate each of the factor settings simulation seven times. 
Follow-up Exploration 
Regardless of the results on the major experiment one of the research questions 
remains to be answered: 
Do either ETC or ETCCP produce minimum cost PLTs? 
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These methods were dcYcloped under the assumption that, from their application, it 
would result a minimum cost level of PL Ts. :\o matter what is the relative performance 
of either ETC and ETCCP this assumption has not yet been proven. The follow-up 
exploration is designed to shed some light into this question. On the other hand, its re-
sults are likely to provide some explanation for the results on the main experiment . 
The follow-up exploration is performed only at one level of the operating .condi-
tions. A low level of shop utilization (80 percent) is combined with an high degree of 
MPS lumpiness ( CV = 1.2), and a medium level (Kc = 4) for the ratio of tardiness to 
earliness costs. This combination was selected because it represents somewhat moderate 
shop conditions but with some degree of variability. 
When setting PL Ts using either ETC or ETCCP the factor Zw on formulas (14) and 
( 16) is 0.842 when Kc is 4. This corresponds to an w of0.80. To decide if these formula s 
produce in fact minimum cost PL Ts, the due date cost obtained when Zw = 0.842 is . 
compared with those produced by other six \"alucs of factor Zw- The six values arc: 
0.253, 0.524, 0.675, 1.036, l.282, and l.96. These values correspond tow values of 0.60, 
0.70, 0.75, 0.85, 0.90, and 0.975. Total costs for CO:\ and TWK methods set at average 
PL T levels resulting from the use of ETC arc also recorded and compared. Graphical 
analysis is used to study the results of the follow-up exploration. 
final Comments 
Lead Time Control and C pdate 
For the main experiment and the follow-up exploration PLTs are set before the 
simulation is performed, and no provision is made for lead time control and update. It 
was decided to follow the much simpler approach of not controlling or updating PLTs 
for several reasons. To access the cfTcct of the experimental factors under study no ex-
ternal action to control actual lead times is permitted. The only "exception" is the up-
dating of due dates when orders arc "out of phase." 
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In terms of lead time updating, since shop conditions remain the same throughout 
any simulation run i~ is assumed that the mean and the standard deviation of the flow 
times would not change and, consequently, no PLT update is necessary. \1oreover, 
dynamically updated PL Ts have not proven to produce significantly better M RP per-
formance (Smith, 1989). Such stable conditions are difficult to find in real life situations. 
However, lead time update can easily be implemented. Flow time can be seen as any 
other process measurement, and statistical process control can also be applied here. 
Control charts for both the mean and the standard deviation of the flow times would 
detect any significant change on these parameters. Then PL Ts would be adjusted in 
accordance with those changes. 
Study Limitations 
The considerations just presented about lead time update show some of the limi-
tations of this study. Like any other simulation model, the one used in this study fails 
to fully depict real life situations in their many complex aspects. For that reason some 
of these aspects had to be isolated. Since the study focus on the manufacturing side of 
the lead time problem the procurement problem is not dealt with. Purchased parts are 
assumed to be delivered on time and on the right amount. 
The model limitations arc not restricted to the procurement problem. Some man-
ufacturing factors are also isolated. for instance, the effects of machine breakdown or 
scrapping are ignored. -:\o machine breakdown is permitted, and production is assumed 
to be zero percent defective. On the other hand, the actual demand for the five end items 
is considered to be the values on the :VIPS. ~o forecast error is assumed. Such ideal 
situation is unlikely to be found in real life production systems. 
Summarv 
This chapter described the research methodology. The research questions were 
presented, the simulation model was described, the research design was formulated, and 
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the research hypotheses were stated. A follow-up exploration was also proposed and 




Preliminarv Results and PLTs Setting 
As proposed in Chapter IV, preliminary simulation runs were performed to obtain 
the information used to set PL Ts. Each of the four basic configurations, low and high 
values of shop utilization (U) and :Vl PS lumpiness (L) were simulated for a period of 
3,000 hours. Statistics were cleared at time 1,000, leaving 2,000 hours of usable data. 
The 2,000 hours arc roughly equivalent to one year of shop operations for eight hours 
each work day. Each configuration was replicated seven times . 
As suggested by Banks and Carson ( 1984), one way of reducing the point estimator 
bias caused by the initial conditions is to divide the simulation runs into two phases: 
The initialization phase in which the system reaches steady state, followed by the data 
collection phase. To decide the length of the initialization phase, data on the mean flow 
time (\1 FT) across all 21 items was collected every 200 hours. The M FT values for each 
of the basic configurations ,vere plotted and are displayed on Figure l . 
Figure l indicates no particular trend for any of the configurations. It indicates 
the presence of high variability under conditions of high MPS lumpiness. However, as 
Pritsker ( 1986) noted , steady state docs not mean absence of variability but rather that 
this variability is no longer affected by the starting conditions. We considered that after 
day 125, or 1,000 hours, the initial conditions did not effect the variability of the mean 
flow times. 
Statistics on flow times of each of the 21 items were collected from each of the 
seven replications. The formulas proposed in Chapter IV were used to find the estimates 
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These estimates were then used to set the PL Ts for each one of the 48 experimental 
conditions, as proposed on Chapter IV. 
Steady State Determination 
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The steady state analysis for the preliminary runs has shown that the combination 
of high shop utilization and high MPS lumpiness is the basic configuration that shows 
the highest variability and the one that seems to take the longest to reach steady state. 
In fact, Figure I demonstrates that the other basic configurations converge to a steady 
state behavior much sooner than does the combination of high utilization and high 
lumpiness. Based on this information, it is reasonable to assume that if a shop under 
these extreme conditions is in steady state at a certain point in time, it would also be in 
steady state at that point under the other conditions considered in this study. Conse-
quently, only the conditions of high shop utilization and high \1PS lumpiness were used 
to determine the steady state conditions for the main experiment. Due date costs were 
the measure of performance used for steady state determination. This measure of per-
formance was selected because it is of primary interest for this research. 
Each method of setting PL Ts at each level of cost ratio was simulated under con-
ditions of high shop utilization and high demand variability. Statistics were collected 
every 200 hours, or 25 days. Due date costs for each of the 12 combinations of these 
factors were plotted and are displayed on Figures 2 through 4. The decision about the 
steady state was made based on graphical analysis of these figures. When the cost ratio 
is equal to IO, the effect of the initial conditions seems to disappear after day 150. 
However, that seems not to be the case when the cost ratio is 4 or 2. Moreover, when 
the cost ratio is equal to 2, due date costs show a somewhat downward trend between 
days 350 and 550. They appear to stabilize after day 550, or 4,400 hours. Based on these 
considerations, and adopting a conservative approach, it was decided to clear statistics 
at time 4,400 for all 48 configurations. Data was collected for the next 6,000 hours 
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Each configuration was replicated seven times. For each run, the same demand 
stream was used across all 48 configurations. Consequently any of the four basic con-
figurations faced exactly the same demand on each run. The seven replications of each 
of the 48 experimental conditions produced 336 observations for each one of the per-
formance measures. The results of the simulation experiment will be presented on the 
next sections. The the statistical analysis model used is explained next, followed by the 
results on each performance measure. 
A:\'OVA Model 
The use of an analysis of variance (ANOVA) model to analyze results generally 
requires that some underlying assumptions are met. Namely, it is required that the res-
iduals are independent and normally distributed, and that they have equal variance for 
all factor levels. However, as Neter, ·wasserman and Kutner (1985) pointed out, these 
assumptions do not have to be, and usually are not, perfectly met. More over they noted 
that, under certain conditions, A~OVA models arc robust against departures from these 
assumptions. On one hand, for a fixed effects model, departure from normality, if not 
extreme, " ... is not an important matter." On the other hand, a fixed effects model is only 
slightly effected by unequality of error variance when all factor level sample sizes are the 
same. 
Preliminary residual analysis of the data on any of the measures of performance 
did not indicate any major departure from the model assumptions. For that reason, 
A NOVA was considered to be an appropriate method of analysis of the results. Keeping 
in mind the comments of >Jeter ct al. ( 1985) and considering that the model in this study 
is a fixed effects model with equal factor level sample size, any minor departure from 
normality or homoscedasticity ,-vill have no effect on the validity of the results. 
71 
Due Date Costs 
The results of the A;\OVA procedure with SAS (SAS Institute Inc., I 985) for the 
dependent variable DOC are shown on Table V. All main effects proved to be signif-
icant at .0 I level. This table also shows that the first order interactions :'vi* L, U ,:, L, L':'C, 
and the second order interaction U*L *C arc all significant at .01 level. The mean values 
for the different levels of the experimental factors are displayed on Table VI. This table 
gives an idea of the system due date cost performance at the different levels of exper-
imental factors. Ho,vcver, the graphical representation of the mean DDCs for the 48 
configurations shown on Figure 5 provides complete information. It displays the DOC 
behavior for any of the factors at the different level of the other factors. The mean 
DDCs for the 48 configurations arc presented in Appendix F. 
Although the method proposed here, ETC, shows the smallest mean DOC, 
figure 5 clearly indicates that the different methods of setting PL Ts do not show im-
portant differences among themscl\'cs with respect to due date costs . This is true not 
only when ,,·e look at the overall means, but also at the different levels of any combi-
nation of the other factors. The method that more often shmvs the poorest perform-
ance is CO'\: . The situation is different for the other factors considered in this study. 
The factor that seems to affect system performance the most is :'vi PS lumpiness. The 
mean value for high lumpiness is about four times the mean for low lumpiness. A large 
difference between high and low L is also apparent for any combination of the other 
factors . Shop utilization is also a factor that seems to affect the due date costs system 
performance. The mean DOC for high utiliza tion is about 1.5 times higher than for low 
utilization. However, this difference seems to be more noticeable for high le\'els of 
lumpiness. Differences on the level of cost ratios also seem to produce differences on 
mean DOC. These differences are not of the same magnitude as for lumpiness or shop 
utilization. As with shop utilization , differences in system performance due to differ-
ences in cost ratio seem to rnry for different levels of .\ti PS lumpiness. 
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Table V. A~OVA Results for Due Date Costs 
SOURCE OF A~OVA SS F VALUE PR > F 
1101.1 M 3 8.20934075 7.90 0.0001 ..,_ ~·  
I l03_1 u l 221.97394061 640.52 0.0001 .•.... 
1103.2 L l l 777.25430285 5128.42 0.0000 
~ ,. 
H03_3 C 2 109.77175924 158.38 0.0001 t.:::: 
H02.1 Mt.'U 3 0.97135083 0.93 0.4245 
H02.2 M*L 
.., 
8.15119568 7.84 0.0001 ** ., 
H02.3 M*C 6 l.52796923 0.73 0.6219 
H03.4 U*L l 174.37787721 503.18 0.0001 ** 
l-103_5 U "'C 2 8.29960979 11.97 0.0001 f.;* 
I l03 .6 L*C 2 51 .40326743 74.1 6 0.0001 ** 
H02.4 M"' U"' L 3 0.10031622 0.10 0.9619 
H02.s M ':' U "'C 6 1.81053663 0.87 0.5167 
H02.6 Mt.' L*C 6 0.52120181 0.25 0.9588 
l-103_7 U*L*C 2 9.10476627 13.14 0.0001 *::: 
H02.7 M*U"'L*C 6 2.52035666 1.21 0.2999 
ERROR 288 99.80648689 
,.,,., : significant at a = .01 
Table Vl. DDC Factor Level \'leans 





2. Shop Ctilization (C): 
Low 2.99195 
lligh 4.61755 
3. Lumpiness of\1PS (L): 
Low l.50487 
High 6.10463 
4. Ratio of Tardiness to Earliness Costs (C): 
Kc= 2 3.12300 
Kc = 4 3.7695 1 
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The considerations presented on the last paragraph arc based only on the obser-
vation of the mean D DC. They do not imply any statistical analysis. The decision 
whether to reject or not to reject the hypotheses stated on Chapter IV will be taken from 
Table V. The first part of our analysis will focus on the first two sets of hypotheses: 
1-101 and I-l02, that deal with the method of setting PL Ts. T\ext, l-103 will be examined. 
Planned Lead Times Methods 
The AN OVA results on Table V show that the main effect M, method of setting 
PL Ts, is significant. This means that the hypothesis, 
H01. 1 : there is no difference in system performance due to the effect of using different 
methods of setting PLTs, 
is rejected. We can then assume that there are differences in DDC that arc caused by 
the method used to set the PL Ts. I lo\.\·cvcr, since the first order interaction :vt *L is also 
significant, no practical conclusion about \\·hat method performs best should be drawn 
only from the analysis of the main effect \1 . 
Table V also shO\rs that from the second set of hypotheses, only 
1-102_2 : there is no difference in system performance due to the interaction effect be-
tween methods of setting PL Ts and :VIPS lumpiness, 
should be rejected. There is no statistical evidence showing that the hypotheses H02_1, 
I-102_3 , I-102.4, I-102_5, I-102 .6 , and I-102.7 should be rejected. In other words, we can say that 
there is interaction between the method of setting PL Ts and the degree of MPS 
lumpiness, but no interaction with the other operating characteristics considered in this 
study is present. 
The presence of interaction means that the effect of one factor may be different at 
different levels of the other factor. For that reason, a more in depth analysis of what 
happens at the different levels of methods and lumpiness is required. The results of the 
Studcnt-:\ewman-Kculs range test for the interaction effect \1 * L are presented in 
Table VI I. Interaction levels connected by a solid line in this table indicate situations 
for which the mean DDCs are not significantly different at .05 level. 
Table VII. Range Test for M ':' L Interaction for DOC 
PLT 





























As seen in Table VII, lumpiness of the MPS had a major impact on DOC. All 
high lumpiness costs are significantly larger than their low counterparts. While there 
was no significant difference between methods for high :\-1 PS lumpiness , CO\: produced 
significantly higher mean DDCs than the other methods when lumpiness was set at. its 
low level. ETC, ETCCP, and TWK arc not statistically different for either lumpiness 
level. 
These results should not be considered as disappointing for ETC as they may seem. 
While ETC and TWK generated similar DDCs, one should remember that the mean 
PL T generated by ETC was used to set the K parameter for TWK and the PLT values 
for COX Therefore, ETC is more attractive than TWK because it provides a method 
for determining mean PL Ts used to find CO~ and TWK parameters. In themselves , 
these methods do not provide any guidance for assigning a value to their parameters. 
We will return to the discussion of this point when analyzing the results of the follow-up 
exploration. It is possible that the "good" performance of TWK, when compared to 
ETC, is not inherent to TWK itself, but possibly to the level of PL Ts that was given by 
ETC. 
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Another comment is in order at this point. The use of a somewhat more complex 
method, ETCCP, that takes into account the critical path lead time did not produce 
significantly better performance in terms of DOC when compared to ETC. This does 
not mean that ETC cannot be improved, particularly in terms of looking more carefully 
into the cost ratios for components and parts. This subject will also be discussed latter 
in this chapter. 
Operating Characteristics 
Table V shows that the other experimental factors, in addition to method of setting 
PLTs, considered in this study are all significant at .01 level. It also shows that the 
interaction effects between the operating characteristics arc all significant. This means 
that all the hypotheses dealing with the operating characteristics: H03_ 1, H03.2, I--103_3, 
I--103.4, I--103.5, I--103.6, and H03.7, should be rejected. Data on Table VI indicates that mean 
DOC increases as we move from low to high shop utilization. It also increases as we 
move from low to high MPS lumpiness and from low to high cost ratio . However, since 
Table V indicates that the second order interaction U* L *C is significant, we should be 
careful when analyzing these results . 
A Student-1\ewman-Keuls range test was performed on the U*L *C interaction ef-
fect. The results of this test are shown on Table VI I I. In this table, the levels of 
interaction effect connected with a solid line represent situations in which mean DDCs 
are not significantly different at .05 level. The mean values shown in this table are 
graphically represented on Figure 6. The major conclusion that can be drawn from the 
data displayed is that the most important factor in terms of due date costs is MPS 
lumpiness. In fact, under conditions of high demand variability, the system produces 
significantly poorer due date performance than when the variability is low. Although the 
magnitude of the differences may vary, this holds true for conditions of high or lo\V shop 
utilization and for any level of cost ratio. 











































Based on Table VIII, it can be said that the effect of shop utilization on the system 
performance depends on the level of \1PS lumpiness, but not on the cost ratio. In fact, 
high utilization only produces significantly poorer performance than low utilization un-
der conditions of high demand variability, at any level of cost ratio. Cnder conditions 
of low variability, for the different cost ratios, the mean DOC for high and low utiliza-
tion are not statistically different. This situation is clearly shown on Figure 6. For low 
lumpiness, there is no real difference between low and high utilization, first and third 
columns. In the contrary, for high levels of lumpiness, Figure 6 shows important dif-
ferences in terms of DDCs for low and high utilization, second and forth columns. 
Differences in cost ratio only cause the magnitude of the differences to vary slightly. 
Data indicate that the DOC system performance deteriorates as the cost ratio in-
creases. This deterioration is different for different levels of \1 PS lumpiness, but not for 
different levels of shop utilization. In fact mean DOC for different levels of cost ratio 
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low utilization. On the other hand, there is no statistically significant difference for dif-
ferent cost ratio levels with low lumpiness. The only exception is that the mean DOC 
for cost ratio of 2 is statistically different from l O under conditions oflow utilization and 
low lumpiness. 
These results are as expected. Under conditions of high :vtPS lumpiness, the system 
variability is much higher. Consequently, it should be expected that a large number of 
items would not be completed in time, resulting in larger earliness and tardiness and 
higher DDCs. The value of DOC is particularly high for conditions of high shop utili-
zation and high cost ratio. The higher DDCs for high levels of U is easily understand-
able. The presence of higher congestion in the shop only can add to the system 
variability and consequently to an even larger deterioration of the conditions that lead 
to high DOC. The explanation for the increase on DOC \\'hen the cost ratio is increased 
may not be as easy. It is unclear if it is due only to the increase on the cost of being 
tardy, or to the increase in earliness, or both. 
One final comment concerning :vtPS lumpiness and its relationship with due date 
costs seems to be appropriate here. ~o matter what method is used to set PLTs, what 
conditions of shop utilization we have, or what cost ratio we work with, DOC increase 
dramatically when MPS lumpiness increases. This suggests that significant potential 
benefits can be generated by smoothing the demand variability. 
Work in Process Invcntorv Costs 
The results of the A"\/OVA procedure on the response variable WIPC are shown 
on Table IX. This table shows that the main effects arc all significant. However, while 
C, L, and C are significant at .01 level, M on the other hand is significant at .05 level. 
Table IX also shows that the first onlcr interactions :VFL, Ct.' L, c1.•c, L':'C, and the 
second order interactions :VFli*L, and U*L ~' Care significant. The mean work in 
process inventory costs (WI PC) for the different levels of the experimental factors arc 
displayed on Table X. A more complete information on the WI PC performance of each 
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experimental factor at any combination of the other factors is provided by Figure 7. 
This figure is the graphical representation of the mean WI PC for each of the 48 config-
urations. These values arc shown on Appendix G. 
Both the Table X and Figure 7 indicate that WI PCs follow a pattern Yery similar 
to DDCs. There is no evidence indicating that different methods of setting PLTs 
produce different levels of WI PCs. This seems to be true for any combination for the 
other experimental factors. Only CON produces somewhat higher WIPCs, and only 
under conditions of high utilization and high lumpiness, particularly when the cost ratio 
is equal to 2 or 4. Lumpiness shows a definite influence on the level of WI PCs. Higher 
levels of demand variability clearly produce higher WI PCs. This is particularly true for 
high level of U. While shop utilization has some influence on the level of WI PCs, its 
influence seems to be much smaller than that of \1 PS lumpiness. Iligh utilization clearly 
produces higher WIPCs than low utilization, but this difference is much smaller for low 
levels of lumpiness. There is some indication that WI PCs increase when the cost ratio 
increases, but the differences arc minimal. Only for high Ll and high L do these differ-
ences seem to be of some importance. For the other basic configurations, the means of 
WIPC for different cost ratios seem to be at the same level. 
The considerations just presented are not based on any statistical analysis. This 
analysis will be done next. Based on the results in Table IX, three sets of hypotheses 
will be discussed. First we will discuss the first two sets of hypotheses, 1-10 1, and H02 
concerning the methods of setting PL Ts. Then the third set, I-103, concerning the oper-
ating characteristics will be discussed. 
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Table IX. At\OVA Results for Work in Process Inventory Costs 
SOURCE DF ANOVA SS F VALUE PR > F 
H01.1 M 3 0.0966763 l 3.57 0.0145 
,. 
HOJ.1 u l 37.59488316 4168.47 0.0000 *:!: 
H03.2 L l 231.62527070 25682.31 0.0000 * ~: 
H03_3 C 2 0.64715101 35.88 0.0001 *1-: 
H02.1 M*U 3 0.00917584 0.34 0.7970 
H02.2 M*L 3 0.10666046 3.94 0.0088 ** 
1-102.J M*C 6 0.03189946 0.59 0.7387 
H03.4 U*L l 16.72938597 1854.93 0.0000 *='r 
H03 _5 U*C 2 0.20006796 I 1.09 0.0001 t,":* 
H03.6 Lt.' C 2 0.42250113 23.42 0.0001 ** 
H02.4 M *Ut.' L 3 0.09987226 3.69 0.0124 <· 
H02.s M'-'U*C 6 0.02673956 0.49 0.8126 
H02.6 M*L*C 6 0.0115771 l 0.21 0.9722 
1-103.7 U*L*C 2 0.15002416 8.32 0.0003 
...... 
H02.1 M '-'U*L*C 6 0.01525129 0.28 0.9453 
ERROR 288 2.59743308 
** : significant at o: = .01 
* : significant at o: = .05 
Table X. WIPC Factor Level \;leans 
l. Methods of Setting PLTs ( \1 ): 
TWK 1.65546 
ETCCP 1.66 183 
ETC 1.67177 
CON 1.69982 
2. Shop utilization (u): 
Low l.33772 
High 2.00672 
3. Lumpiness of \llPS (L): 
Low 0.84194 
High 2.50250 
4. Ratio of Tardiness to Earliness Costs (C): 
Kc = 2 l.61640 
Kc = 4 l_.67664 
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Since the main effect \1, method of setting PL Ts, is significant at .05 level, the hy-
pothesis: 
1101.1 : there is no difference in system performance due to the effect of using different 
methods of setting PL Ts, 
should be rejected. We should notice however, that the first order interaction M*L and 
the second order interaction M*U*L are also significant, the first at .01 level, and the 
second one at .05 level. Consequently the hypotheses, 
1-102.2 : there is no difference in system performance due to the interaction effect be-
tween methods of setting PL Ts and MPS lumpiness, an~ 
H02.4 : there is no difference in system performance due to the interaction effect 
among methods of setting PL Ts, shop utilization, and MPS lumpiness, 
should also be rejected. It can be said that there arc differences in WIPC system per-
formance that can be explained by the method of setting PL Ts. 1-lo\vever, since the 
second order interaction effect M ~'U~' L is significant, any discussion should take this fact 
into consideration. 
A Studcnt-Ncwman-Keuls range test on the interaction effect M*U*L \Vas per-
formed, and its results are shO\vn on Table XI. The results on this table only confirm 
what Figure 7 already indicated. The methods of setting PL Ts have different ranking 
positions for the different combinations of the two levels of shop utilization and \1 PS 
lumpiness. However, for any of these levels, the means of WIPC for the different 
methods are not riot statistically different among themselves. This is shown on 
Table XI by the solid lines connecting the different interaction levels, which mean that 
the means are not statistically different at .05 level. The only exception occurs under 
conditions of low utilization and low lumpiness. In this case, CO~ produced mean 
WI PC that is statistically different and higher than the means produced by any of the 
other methods. Based on these results, no method can be pinpointed as overall best 
performer in terms of WI PC. The differences in system performance seem to be ex-
plained basically by the shop conditions. Ho\vever, since for any combination of the 
other factors, all methods generate the same level of PL Ts, the question if different levels 
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of PL Ts affect WIPC performance remains to be answered. This question \\ill be ad-
dressed next when discussing the effect of cost ratio. 
Table XI. Range Test for M*U*L Interaction for WIPC 
PLT Shop Mean 
Method (M) Utilization (U) Lumpiness (L) WIPCs 
CON High High 3.14976 
ETC High High 3.06207 
TWK High High 3.02198 
ETCCP High High 3.00673 
CON Low High 1.96564 
ETC Low High 1.94960 
ETCCP Low High 1.94462 
TWK Low High 1.91960 
ETCCP High Low 0.97626 
ETC High Low 0.95358 
TWK High Low 0.94873 
CON High Low 0.93466 
CON Low Low 0.74923 
TWK Low Low 0.731.52 
ETC Low Low 0.72183 
ETCCP Low Low 0.71974 
Table IX shows that the main effects shop utilization, lumpiness, and cost ratio 
are all significant at .0 l level. It also shows that all the interaction effects regarding the 
operating characteristics are significant at .01 level. This means that, with respect to 
WIPC, the hypotheses H03_ 1, H03.2, H03_3, H03.4, H03_5 , H03.6, and H03.7 should all be 
rejected. Since the second order interaction U*L *C is significant, any practical conclu-
sion about the operating characteristics has to be based on the analysis of this inter-
action effect. 
A Student--:"\ewman-Keuls range test was performed on U ,.'L*C and its results are 
shown in Table XI I. lligh lumpiness produces significantly higher mean WI PC, both 
overall and at any level of utilization or cost ratio. The same happens with shop 
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utilization. Although the differences may not be of the same magnitude, high shop 
utilization ahvays produces mean WI PCs that are statistically differerit and higher than 
those produced by low levels of shop utilization. 









































The situation is somewhat difTerent with cost ratio . The ranking of mean WI PC 
for the difTerent levels of cost ratio at any combination of lumpiness and shop utilization 
is always the same. However, the difTcrcnces among them arc not always statistically 
significant. At high levels of shop utilization and lumpiness, difTerent cost ratios produce 
mean WIPC that arc statistically difTcrcnt among themselves. But this is not true for low 
lumpiness. In the case of low utilization and high lumpiness, a cost ratio of 10 produces 
mean WI PCs statistically difTcrcnt from those produce by a cost ratio of 4 or 2. 1-1 ow-
ever, mean values for 4 and 2 are not statistically difTerent. 
It is obvious that shop conditions have an important impact on WIPC system 
performance. The efTect of shop utilization is easily understandable. With higher shop 
congestion, open orders have to spend more time on the shop. This situation will ca use 
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an increase on work in process inventory and consequently on WIPC. The impact of 
lumpiness is not so obvious, however, it seems that higher demand variability creates 
conditions on the shop that cause flow times to increase. If flow times increase, then 
WI P also increases because open orders spend more time on the shop resulting in in-
creased WI PC. 
The cost ratio results do not lead to a definitive conclusion about their impact on 
WIPC. Keeping in mind that, for any method of setting PL Ts, different cost ratios mean 
different PL T level, cost ratio can somehow be equated to PL T level. In this perspective, 
the results of this study do not fully support the contention that the level of PL Ts do 
not have a long term effect on WIP. In fact, this study has shown that under certain 
conditions (high U and high L) an increase on the level of PL Ts produces a significant 
increase on WIPC. This increase in costs can only be explained by an increase in work 
in process inventory. 
Service Level 
Service level (SL) is the third measure of performance psed in this study. The 
A:\OVA results for SL shown on Table XIII do not help to explain service level system 
performance under the different levels of the experimental factors. In fact, not only all 
of the main effects arc significant at .0 I level, but also all interaction effects, including 
the third order interaction M*U*L *C. This fact does not allow us to make any separate 
analysis for the different sets of hypotheses stated on Chapter IV. All hypotheses should 
be rejected. This means that we cannot say that there is no difference in system per-
formance due to the interaction effect among methods of setting PL Ts, shop utilization, 
MPS lumpiness and cost ratio. For that reason, the performance of the different meth-
ods has to be analyzed at any level of the combination of the operating characteristics, 
and this analysis has to be based on the M '-'U~' L ~'C interaction effect. 
The mean values for the different experimental factors shown Table XIV may lead 
to conclusions about the SL system performance that may not be the most correct. 
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Although there may seem to exist important differences for the different levels of the 
experimental factors, the mean values for the 48 different configurations graphically re-
presented on Figure 8 do not show any particular pattern. The only exception appears 
to be in terms of cost ratio. Service level seems to improve ,vith level of the cost ratio . 
A Student-Newman-Keuls range test was performed on the M *U*L ~·c interaction 
effect and is shown on Table XV. Configurations connected by a solid line represent . 
instances in which the mean service level is not statistically different at .05 level. The 
analysis of a third order interaction is always complicated and usually does not produce 
clear cut conclusions. The situation presented in this study is not any easier, particularly 
since this interaction effect has 48 levels . Instead of studying all of the 168 comparisons, 
we will try to identify general trends and patterns of SL behavior based on Table XV 
and Figure 8. 
Among the methods of setting PL Ts, CO:--.! is the one that generally shows the best 
SL performance. It should be noticed, however, that CO~ is also the method that 
produces the poorest performance. under conditions of low U and low L for cost ratios 
of 2 and 4. This difference in performance can be explained by the v;:ay PL Ts arc set 
with CO~. Since it docs not allow for differences among items, and because PL Ts have 
to be set to integer values, a difference in one unit in PL TS may cause a big difference 
in system performance. This is the case with low utilization and low lumpiness. The 
difference in PL Ts for cost ratios of 4 and 10 is only one unit. This unit causes the mean 
SL to jump from the lowest value among all the configurations to its highest value. This 
indicates that we should be particularly careful with the level of PL Ts when using CO>i 
to set PL Ts. 
ss 
Table XII I. ANOVA Results for Service Level 
SOURCE OF A~OVA SS F VALUE PR > F 
1-101.1 M 3 0.08203872 51.89 0.0001 * t,: 
H03 _1 u 1 0.08249973 156.56 0.0001 *=!: 
H03 _2 L 1 0.01536048 29.15 0.0001 ** 
H03_3 C 2 1.09345900 1037.51 0.0000 ~:* 
H02.1 M*U 3 0.32320750 204.45 0.0001 
wJ. 
H02.2 M*L 3 0.06095181 38.56 0.0001 ** 
H02_3 M*C 6 0.09675041 30.60 0.0001 ** 
H03.4 U*L 1 0.01874746 35.58 0.0001 ** 
H03 _5 U*C 2 0.03814523 36.19 0.0001 * t.: 
H03.6 L*C 2 0.00688547 6.53 0.0017 ** 
1-102.4 M*Ut.'L 3 0.20760739 131.32 0.0001 ** 
H02.s Mt.'U*C 6 0.17869296 56.52 0.0001 ** 
H02.6 M*Lt.'C 6 0.05284065 16.71 0.0001 ** 
H03.7 U*L*C 2 0.02930229 27.80 0.0001 ** 
1-102.7 M*U*L*C 6 0.16724093 52.89 0.0001 ** 
ERROR 288 0. 15176559 
*f" : significant at a = .01 
Table XIV. SL Factor Level Means 




ETCCP 0.88824 l 
2. Shop Utilization (U): 
Low 0.874034 
High 0.905373 
3. Lumpiness of \1PS (L): 
Low 0.882942 
High 0.896465 
4. Ratio of Tardiness to Earliness Costs (C): 
Kc = 2 0.819704 
Kc = 4 0.889967 
Kc = IO 0.959439 
1 
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1: Low U, Low L; 2: Low U, High L; 3: High U, Low L; 4: High U, High L 
Figure 8. Mean Service Level 
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Table XV. Range Test for M*U1.' V 'C Interaction for SL 
PLT Shop Cost :vtcan 
:vtethod (:vt)Utilization (U) Lumpiness (L) Ratio (C) SL 
CON Low Low 10 0.99996 
CON I Iigh Low 4 0.99978 
CON High Low 10 0.99978 
CON High Low 2 0.99978 
TWK High High 10 0.98828 
CON High High 10 0.98335 
CON Low High 10 0.97954 
ETCCP Low Low 10 0.97024 
ETCCP High Low 10 0 .96530 
TWK High High 4 0.96245 
TWK Low High 10 0.96109 
ETC High Low 10 0.95600 
CON High High 4 0.94847 
ETCCP High High 10 0.94801 
ETCCP lligh Low 4 0.94781 
ETC Low High 10 0.94360 
ETCCP Low High 10 0.94276 
TWK High Low 4 0.94060 
TWK I ligh Low 10 0.93808 
ETC High High 10 0.93340 
ETC Low Low 10 0.93316 
ETCCP Low High 4 0.91082 
TWK Low Low 10 0.90848 
TWK Low High 4 0.90735 
TWK Low Low 4 0 .90642 
TWK High High 2 0.90418 
ETC Low High 4 0.87877 
ETCCP Low Low 4 0.87536 
ETCCP Low Low 2 0.87536 
ETC Low Low 2 0 .87536 
ETC Low Low 4 0.87488 
CO:-J High High 2 0.87485 
ETCCP lligh l ligh 4 0.87249 
CON Low lligh 4 0.87039 
CO:-J Low High 2 0.87039 
ETC High High 4 0.85900 
ETC High Low 4 0.82956 
TWK Low High 2 0.82581 
TWK High Low 2 0.80292 
ETCCP High High 2 0.80250 
FfCCP Low High 2 0 .80155 
TWK Low Low 2 0.78774 
ETC High High 2 0.77899 
ETC Low High 2 0.76713 
ETCCP High Low 2 0.74669 
ETC I ligh Low 2 0.74669 
CO>i Low Low 2 0.65533 
CO); Low Low 4 0.65533 
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The other methods show a somewhat more regular pattern in terms of SL per-
formance. This is particularly true with ETC and ETCCP. These are the methods that 
show the closest performance. We found that ETCCP always performs at the same or 
higher level that ETC, this difference being statistically significant in seYeral cases. This 
result indicates that improvements on ETC do not have necessarily to be done at ex-
penses of SL performance. 
TWK seems to show better SL performance than ETC and ETCCP. However, this 
is not true for the different cost ratios at the different levels of b(?th shop utilization and 
MPS lumpiness. For instance, TWK performs generally better for Kc = 4; but for Kc 
= 2, with both low U and low L, the mean SL for TWK is statistically different and 
lower than the mean value of either ETC or ETCCP. On the other hand when Kc = 
10, TWK shows higher SL only under conditions of high lumpiness. These results do 
not allow us to establish a clear pattern of TWK behavior when compared to ETC or 
ETCCP. 
Among the experimental factors, cost ratio is clearly the one that shows a definite 
pattern. SL performance for all methods of setting PL Ts, at any combination of shop 
utilization and lumpiness, generally improves when cost ratio increases. Differences in 
mean SL are statistically significant most of the time. Such a result is somehow ex-
pected. In fact, higher cost ratios mean higher PL T levels, and consequently looser lead 
times. Looser lead times, in turn, are expected to produce better SL performance. One 
final word about the experimental factors shop utilization and MPS lumpiness. The 
mean values shown on Table XIV suggest better service level system performance for 
both, high levels of shop utilization and high levels of lumpiness. However, the results 
on Table XV and f-'igure 8 do not indicate any clear pattern of SL behavior with respect 
to these factors. 
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Follow-up Exploration 
During the development of the ETC methodology, the assumption was made that 
the DOC curve was concave with respect to planned lead times, and contained a unique 
minimum cost point. ETC was designed to find the planned lead time that was associ-
ated with the minimum DOC. The assumption on concavity has not been tested. To 
address this issue, a brief follow-up exploration was proposed in Chapter IV. This ex-
ploration was done under conditions of low shop utilization and high MPS lumpiness. 
PL Ts were set for a cost ratio of 4. Six other levels of PL Ts were used, three lower than 
the level generated by the cost ratio of 4, and three higher, making seven levels for the 
whole experiment. 
Based on the average value for ETC, PLTs were set for TWK, co:-,..; and ETCCP 
for all seven levels in the same fashion as for the main experiment. The 28 configura-
tions were simulated for the same time period as the main experiment, being each repli-
cated seven times. Due date costs were collected and their mean values are plotted on 
Figure 9. The mean PL T of 2. 71 corresponds to Kc= 4, which is the level proposed by 
ETC to produce the minimum value for DOC. The mean DOC for CO:\ at level l is 
not plotted because it is so high that, due to scaling problems, the graph would not show 
any useful information. The first conclusion that can be taken from this graph is that, 
for any of the methods used in this study, the DOC curves exhibit a definitely concave 
nature when plotted against PL T's level. Further, the curves appear to be reasonably 
flat in the area containing the minimum. for both ETC and ETCCP, the minimum 
value coincides exactly with the expected level. 
Broadly speaking, it can be seen from figure 9 that the level of PLTs that produce 
near minimum due date costs is about the same for any of the four lead time methods 
used in this study. I Iowever, while ETC and ETCCP are designed to determine the set 
of near optimal PLTs, CO(\ and TWK are dependent upon outside methods for deter-













2 2.25 2 .5 2.75 3 3.25 3.5 3 .75 4 
Mean Planned Lead Time from ETC 
Figure 9. Mean DDC for Different Levels of' Mea n PLTs 
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methods may be attributed to the fact that ETC generated near optimal average planned 
lead times for CO?\' and TWK to use in determining parameters. We can sec from the 
figure that any of the methods perform poorly when given a bad estimate of average 
PLT. Both CO:\' and TWK could generate significantly higher DDCs in the absence of 
a good PL T generated by ETC. For this reason, ETC and ETCCP appear to be more 
attractive in that they provide a comprehensive methodology for dealing with planned 
lead times. 
We have seen that ETC, in terms of DDC, performs equally well as TWK. We 
have also seen that ETC, by itself, is able to produce near minimum cost PL T level. 
However, when ETC was proposed on Chapter I I I, it was assumed that the ratio of 
tardiness to earliness costs is the same for all items in the bill of materials. One question 
arises at this point: Can the performance of ETC be improved if this very strong sim-
plifying assumption is relinquished. Can TWK performance also be improved? Exam-
ination of Figure 9 suggests that the answer to the last question is negative. In fact, the 
only thing that can be done to improve TWK performance is to change the K value, and 
this means varying the PLT level. But the minimum cost PL T level has already been 
found. The answer to the first question does not seem to be so easy. An analysis of the 
mean earliness (\1E) and mean tardiness (\1T) of the different items in the bill of ma-
terials may help answering this question. These values for low shop utilization, high 
MPS lumpiness, and a cost ratio of 4 arc represented in figure l 0. 
It is difficult to say if any change of the cost ratio will mean any real improvement 
on ETC due date cost performance. However, Figure 10 indicates that the end items 
that show the highest MT arc items 3 and 4. These are the items that have the longest 
cumulative PLT. At the same time, these items share manufactured parts 8 and 21, and 
21 is the part that has the longest PL T. This indicates that there may be some room for 
improvement. If it is possible to decrease the MT of these items without increasing 
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and tardiness results suggest that any "improved" ETC should take at least two factors 
into consideration. On one hand, it should pay attention to the cumulatiYe PL T. On 
the other, commonality should also be taken into consideration. 
Summary 
The results of the main experiment and the follow-up study were analyzed in this 
chapter. The methods of setting PL Ts used in this research do not make a significant 
difference. This is true not only with due date costs, but also with work in process in-
ventory costs, and, to a certain extent, with service level. We should notice, however, 
that the experimental factor methods of setting PL Ts was clearly dominated by the other 
factors. Differences in system performance seem to be explained essentially by the shop 
conditions. 
Although it does not represent positive proof, results from the follow-up explora-
tion suggest that, given a certain distribution of 0ow times, ETC and ETCCP are able 
to find the level of PL Ts that produce near minimum costs. The PL T level provided by 
ETC also produced the minimum, or very close to the minimum DOC with the other 
methods used in this study. Analysis of mean earliness and mean tardiness of the dif-
ferent items in the bill of materials suggested that there is room for DOC performance 
improvement of ETC. 
CHAPTER VI 
SUMMARY A:---:D CO:'\CLUSIOI\S 
This study has been dedicated to the problem of setting manufacturing planned 
lead times (PL Ts) in material requirements planning (\.1 RP) systems. Although some 
authors have down played the importance of PL Ts in \.1 RP (Orlicky, 1975), this research 
follows the idea that PL Ts are an important issue in M RP-based systems (Peterson, 
1975; Kanet, 1986). The problem of setting PL Ts in M RP resembles the problem of 
setting due dates in a job shop environment. 
There have b.een several studies dedicated to the problem of assigning minimum 
cost due dates in simple production systems (Scidmann ct al., 1981; Quaddus, 1987; 
Yano, 1987a, b, c). Some studies (Weeks and Fryer, 1977; Seidmann and Smith, 1981) 
have shown that cost functions that include earliness and tardiness costs have a concave 
shape, and the optimal lead time is a unique minimum point. However, no simple 
method of setting "optimal" PL Ts in M RP has yet been proposed. 
A new method of setting PL Ts that takes into consideration both earliness and 
tardiness costs was proposed in this study. This method, earliness/ tardiness costs (ETC), 
seeks to set PL Ts that will minimize the sum of earliness plus tardiness costs, given a 
certain distribution of 0ow times and a cost ratio. A variation of ETC that takes into 
account the critical path (ETCCP) has also been proposed. These methods were com-
pared to two commonly used methods of setting PL Ts, TWK and CO~, in terms of due 
date costs (DOC), work in process inventory costs (WIPC), and service level (SL). 
Three research questions were specified in Chapter I. The questions were general state-
ments of the hypotheses tested in Chapter V. We will now return to these issues as we 




Do different methods of setting PL Ts have any effect on due date costs ( earliness 
plus tardiness costs)? 
The methods did not show significant differences among themselves with respect 
to DOC across the different shop conditions considered in this study. The only excep-
tion occurred with CON. This method showed the worst DOC performance under 
conditions of low lumpiness. 
It should be noticed that the experimental factor methods of setting PL Ts were 
clearly dominated by the other experimental factors considered in this study. The dif-
ferences in DOC system performance were explained primarily by differences in shop 
conditions. The factor that showed the strongest impact was MPS lumpiness. High 
levels of lumpiness produced clearly larger DDCs. Due date costs were also higher for 
higher levels of shop utilization and cost ratios. 
Question Two 
Do different methods of setting PL Ts have any effect on other measures of system 
performance (work in process inventory costs and service level)? 
As with question one, the answer to this question is also negative. In fact, the 
methods did not show significant differences among themselves in terms of WI PCs. The 
only exception was, once again, CON. It proved to be the worst method in terms of 
WIPC under conditions of high shop utilization and high lumpiness. The service level 
performance of the different methods did not indicate any clear pattern. 
As with DDCs, methods of setting PL Ts were clearly dominated by the other ex-
perimental factors. The differences in system performance, particularly with respect to 
WI PC, were explained mostly by differences in shop conditions. The factor that showed 
the strongest impact was MPS lumpiness. Iligh levels of lumpiness clearly produced 
larger WIPCs. Work in process inventory costs were also higher for higher levels of 
shop utilization and cost ratios. The service level results were somewhat more complex. 
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The only distinguishable pattern was with the experimental factor cost ratio. Service 
level performance was better for higher cost ratios. 
Question Three 
Do either ETC or ETCCP produce minimum cost PL Ts? 
The answer to this question is less clear than the answer to the research questions 
one and two. The main experiment found no significant difference between the four 
methods. However, the follow-up _exploration suggested that all four methods generated 
their near optimal due date costs when using the mean planned lead times provided by 
the ETC methodology. It may be the case that ETC is robust in that it can determine 
planned lead times that yield the best due date costs for any of the methods under study. 
If this is true, then upon further study, ETC may become an important method in the 
implementation of M RP systems. 
Results from the follow-up exploration were consistent with the assumption that 
DDCs have concave shape when plotted against the level of PL Ts. This result is in ac-
cordance with Seidmann and Smith (1981) findings for a dynamic job shop. Further, the 
results suggested that the levels of PL Ts generated by ETC arc in the region of the cost 
curve where DDCs are minimum. 
Further Research 
It is a fact that ETC did not show significantly better performance than the other 
methods, except for CO~ in certain situations. However, it was ETC that generated the 
level of PL Ts that, for itself and for CON and TWK, seem to be in the region of the cost 
curve where DDCs are minimum. Moreover, this was done under the assumption of 
constant cost ratio for all items in the product structure. This indicates that ETC may 
deserve further attention. Since the follow-up study was performed under specific shop 
conditions, low shop utilization, high \1 PS lumpiness, and Kc= 4, it would be useful to 
find out if DDCs have the same behavior under different shop conditions. When ETC 
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was proposed, it was assumed that the cost ratio would be the same for all items in the 
bill of materials. The analysis of mean earliness and mean tardiness of the different items 
suggests that ETC performance may be improved if this assumption is relaxed. It also 
indicated that when "improving" ETC two factors, cumulative PL T, and commonality 
should be taken into consideration. Since inventory costs can be seen as both earliness 
and tardiness costs, it would be useful to separately assess inventory earliness costs and 
inventory tardiness costs. This information would assist in the determination of the 
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Workcenter Setup Time Proc. Time: L nit 
:! 
l 0.015 0.011~ 
,. 
2 0.01-l 0.0109 
3 0.041 0.0298 
,· 
; 
6 0.069 0.0497 :, 
. 
4 0.024 0.0 179 
7 0.028 0.0205 .'. 
' 
Item 22 
Invent. Cost ,' Cnit: 0.1190 
Workccnter Setup Time Proc. Time.t Cnit 
l 0.006 0.0128 
2 0.012 0.0220 
' 
3 0.018 0.0335 
4 0.009 0.0177 ~ 











ASK ("MU=", "MU=") 
"ENTER S.D." 




























"MU AND SD ARE THE GIVEN MEAN AND STANDARD DEVIATION." 
"M, S, AND CV ARE THE MEAN, STANDARD DEVIATION, AND" 
"COEFFICIENT OF VARIATION AFTER TRUNCATION AT ZERO." 
TABULATE MU SD MS CV 
END 




















Lead Time for I tern I 
Beginning Inventory for I tern I 
:\ umber of parts linked to I tern I 
:\umber of Work Centers Item I :vtust Visit 
Per Unit Inventory Costs for Item I 
A vcragc Order Size for I tern I 
K th Part Linked to I tern I 
:\umber of Kth Parts Required for Each Item I 
Sequence of Work Centers to Process I tern I 
I IO 
Setup Time For Item I in the 1th \York Center in Sequence 
Processing Time for Item I in the 1th Work Center in Se-
quence 




Expected Order Size and Work Content 
80 percent Shop Utilization 90 percent Shop Ctilization 
Cv = 0.2 Cv = 1.2 Cv = 0.2 Cv = 1.2 
Item OS WK OS WK OS WK OS WK 
1 10.00 2.0320 16.112 3.2410 11.25 2.2793 18.126 3.6393 
2 10.00 1.4760 16.112 2.3543 11 .25 1.6556 18.126 2.6437 
3 10.00 2.4030 16.112 3.8326 11 .25 2.6954 18.126 4.3037 
4 10.00 2.5920 16.112 4.1347 11 .25 2.9075 18.126 4.6300 
5 10.00 3.2490 16.112 5.1810 11 .25 3.6441 18.126 5.81 76 
6 10.00 5.1580 16.112 8.2250 11 .25 5.7853 18.126 9.2356 
7 60.00 4.3640 96.672 6.9604 67.50 4.8950 108.756 7.8159 
8 50.00 0.9400 58.405 1.0938 56.25 1.0544 65.705 1.2274 
9 10.00 0.7660 l 6.112 1.2220 11 .25 0.8593 l 8.126 1.3722 
10 10.00 l.1920 16.112 1.9034 11.25 l.3375 18. 126 2.13 79 
11 10.00 l.7100 16.112 2.7295 11.25 l.9185 18.126 3.0654 
12 10.00 l.9670 16.112 3.1393 11.25 2.2068 18.126 3.5256 
13 40.00 2.8820 64.448 4.5982 45.00 3.2330 72.504 5.1638 
14 10.00 l.4790 16.112 2.3591 11.25 l.6590 18.126 2.6491 
15 10.00 1.4790 16.112 2.3591 11.25 l.6590 18.126 2.6491 
16 40.00 3.4850 64.448 5.5582 45.00 3.9090 72.504 6.2413 
17 120.00 2.6890 193.344 4.2879 135.00 3.0160 217.512 4.8148 
18 40.00 2.8750 46.72--1 3.3457 45.00 3.2250 52.56~ 3.75--15 
19 10.00 2.2630 16.112 3.6113 11.25 2.5388 18.126 4.05.56 
20 10.00 3.2840 16.112 5.2398 11 .25 3.6840 18.126 5.88--13 
21 50.00 7.2010 58 .405 8.3794 56.25 8.0773 65.705 9.4028 
22 20.00 2.3950 32.224 3.8215 22.50 2.6868 36.252 4.2916 
OS: Expected Order Size 
WK: Expected Work Content 
Appendix F 
Due Date Costs 
Table F-1. Mean Values for Due Date Costs 
Shop Utilization 
80 percent 90 percent 
MPS Lumpiness Yi PS Lumpiness 
Cost PLT 
Ratio Method Low I ligh Low High 
CON 1.35653571 3.76016714 2.07547429 5.95253429 
TWK 1.01370857 3.94530429 1.14946857 6.14565429 
2 ETC 1.13793857 3.83202571 l .12467857 6.22108571 
ETCCP 1.13793857 3.70001857 l .12467857 6.29078000 
co~ 2.09563714 4.77-148143 2.07558857 7.40009714 
TWK l . 18854429 4.60938000 l.68579571 7.64963571 
4 ETC 1.28611143 4.43651286 1.25574286 7.54605286 
ETCCP 1.21981000 4.2893657 l 1.48683714 7.31252143 
co~ 2.36880286 5.35282714 2.07592286 9.33619143 
TWK 1.34995571 5.48348429 1.84009286 9.85071286 
10 ETC l .33559286 5.385091-B 1.528 l 3286 8.87645429 




Work in Process Inventon· Costs 
Table G-1. Mean Values for Work in Process Inventory Costs 
Shop Utilization 
80 percent 90 percent 
MPS Lumpiness MPS Lumpiness 
Cost PLT 
Ratio \1ethod Low High Low High 
CON 0.74408286 l.93871429 0.9346571'-l 3.02501429 
TWK 0.73300429 l.87252429 0.94598571 2.86860286 
2 ETC 0.71169143 l.90988571 0.93369143 2.86702000 
ETCCP 0.71169143 l.90873714 0.93369143 2.82338286 
CON 0.74408286 l.93871429 0.93465714 3.16241286 
TWK 0.72688429 1.90478286 0.95247000 3.08537000 
4 ETC 0. 71820286 l.93556571 0.97355000 3.08895857 
ETCCP 0.71169143 l.93931286 0.98374429 3.02579000 
CON 0.75953429 2.01948429 0.9346571.:l 3.26184571 
TWK 0.73468143 l.98148429 0.94773286 3.11195571 
10 ETC 0.73559000 2.00335286 0.9534871-l 3.23023714 
ETCCP 0.73582714 l.98579571 l.01134143 3.17101 l-l3 
Appendix H 
Service Level 
Table H-1. Mean Values for Service Level 
Shop Utilization 
80 percent 90 percent 
MPS Lumpiness MPS Lumpiness 
Cost PLT 
Ratio Method Low High Low High 
CON 0.65533429 0.87038571 0.99977571 0.87484571 
TWK 0.78774286 0.82581286 0.80292143 0.90418143 
2 ETC 0.87536143 0.76712857 0.74669143 0.77898714 
ETCCP 0.87536143 0.80154714 0.74669143 0.80250286 
co~ 0.65533429 0.87038571 0.99977571 0.94847143 
TWK 0.90641571 0.90734714 0.94059857 0.96245429 
4 ETC 0.87488286 0.87877000 0.82955857 0.85900000 
RTCCP 0.87536143 0.91082286 0.94780571 0.87249000 
CO?\ 0.99995571 0.97953857 0.99977571 0.98335429 
TWK 0.90848143 0.96108857 0.93808000 0.98828000 
10 ETC 0.93316429 0.94359714 0.95600429 0.93340429 
ETCCP 0.97024143 0.94275714 0.96530000 0.94800714 
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