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ABSTRACT
In this thesis several physical and chemical properties of two dimensional graphene
were investigated using the tight binding approximation and ab initio calculations.
The dielectric functions are calculated with a quantum mechanical approach using the
tight-binding approximation, this dielectric function describes the response of a
graphene sheet, when an external electric field is applied. The Schrödinger equation
was applied to graphene to describe the dynamical polarization in the structuring of the
honeycomb lattice that depends on the Hamiltonian equation. The polarization function
of graphene is calculated under electromagnetic radiation as a function of wave vector
and frequency.

At low wave vector the imaginary part increases with frequency

approxiately quadratically. Furthermore, this procedure has been used to study the
polarization function of asymmetric massless Dirac fermions at temperatures of 0, 77
and 300 K and a number of wave vectors.The calculate the wavefunction overlap of
graphene asymmetric massless Dirac fermions was calculated by using the Hamiltonian
equation. The results show that the imaginary part of the polarization function of
asymmetric massless Dirac fermions when plotted as a function of wavevectors (𝑞𝑎),
depends on the values of the anisotropy parameter 𝜆 and angle ∅(𝑞) at different
temperatures.
On the other hand the interaction between pyrazole, benzene and fluoro- and methylsubstituted benzenes as a molecules adsorbates on a single graphene sheets, modelled
as an array of 6 x 6 fused aromatic rings of carbon and referred to as graphene (6,6)
were also studied. The strength of the interaction were simulated using ab initio
calculations with dispersion corrected density functional theory (DFT). The 𝜔B97XD/6-31G(d,p) functional/basis combination was employed to probe the interaction as a
function of the distance between the graphene sheet and the aromatic species, along
with the faster semi-empirical PM6 method to provide a comparison to a lower level,
non-dispersion corrected method. Furthermore, this procedure has been used to study
the interaction between benzene and fluoro- and methyl- substituted benzenes with
graphene (5,5) - a smaller 5 x 5 array of fused aromatic rings. Given that isomeric forms

xiv

may exist for some of the substituted benzenes, the effect of isomeric forms on the
binding of the adsorbate to the graphene has also been studied in this work.
The energetics of the interaction between graphene and the aromatic molecule were
restrained in a parallel geometry and are largely van der Waals’ in nature. At separation
distances greater than that corresponding to the minimum energy, which was found to
be dependent upon the precise nature of the interacting aromatic species, the interaction
was found to become increasingly weak with increasing separation between the
graphene sheet and aromatic species. By contrast, closer approaches were found to
result in pronounced repulsive forces. Significant differences in the energies of
interaction were observed when changing the group substituents from hydrogen to
fluorine or methyl groups.
The degree of charge transfer between the graphene and adsorbate was also
investigated using density functional theory (DFT). The 𝜔B97X-D and B3LYP/631+G(d,p) and 6-31++G(d,p) functional/basis. Using Hirshfeld charge analysis, Atoms
in Molecules (Bader) and Mulliken population analysis, the charge transfer between
adsorbed molecules and a graphene surface, showed a significant dependence on the
charge analysis method. In general, the degree of charge transfer was very small in this
class of complexes, corresponding to only a small fraction of an electron.
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CHAPTER 1
Introduction
1.1 Literature review and background
Carbon, being known as the basis of organic chemistry and thus of life, has been a
matter of interest for a long time. However, after the discovery of fullerenes in 1985 [1]
and carbon nanotubes in 1991[2], graphene, a sheet of carbon atoms arranged on a
honey-comb lattice, has drawn scientists’ attention instead. In 2004, this material was
isolated for the first time by Novoselov and Geim (who several years later won the
Nobel Prize in Physics for this work) [3-7].
Carbon, due to its flexible bonding, has a variety of allotropes. In most of these
allotropes, graphene, a two-dimensional construct, can be considered to be the basic
member of the family. Graphene can be wrapped up into zero dimensional fullerenes,
rolled into one dimensional nanotubes or stacked into three dimensional graphite, which
is the most common and well-known three-dimensional allotrope. Graphite is formed by
a stack of graphene layers interacting weakly, with each layer consisting of an sp 2
bonded network. (Diamond is also a three-dimensional carbon allotrope, but its bonding
network is sp3 hybridised instead)[8]. Due to the large variety of properties, graphene is
of extreme interest to both fundamental scientists and developers of technological
applications. Therefore, graphene research and related publications have developed
remarkably over the last decade [9, 7].
In order to review the history behind graphene, graphite is the perfect starting point.
Graphite has an established, long and interesting history covering many areas of
chemistry, physics, and engineering[10]. It started in the 1840s, when the German
scientist Schafhaeutl reported the discovery of graphite oxide (GO) and graphite
intercalation compounds (GICs) and the related material called reduced graphene oxide
(r-GO) [11]. Later, in 1859, the methods described by Schafhaeutl were modified with
the use of strong acids (sulphuric and nitric) by the British chemist Brodie, in an effort
to characterize the molecular weight of graphite [12].
Graphene grew out of the chemistry of GICs as a means of describing the
decoupled graphite layers. It was suggested, by Boehm in 1986, that pristine graphene
may be obtained by extending the interlayer spacing of the entire structure of GICS and
1

then removing the small molecule spacers [13]. Figure (1) shows a brief history of
scientific works involving in the preparation, isolation and characterization of graphene,
covering the period from 1840 until 2004, when Novoselov and Geim were able to
isolate this material for the first time.

Figure 1. 1: The history of scientific works involving in the preparation, isolation and
characterization of graphene [14].

2

To understand the structure and the properties of graphene, the physics and
chemistry of carbon will need to be mentioned. Carbon (C), the chemical element of all
life forms on Earth, has atomic the number 6. Naturally, three isotopes occur:
13

C, which are stable, and

14

12

C and

C, which is radioactive [15, 16]. For the free carbon atom,

its electronic structure is 1s22s22p2 Figure 1.2a [15].
The hybridized atomic orbitals of carbon are formed by the mixing of its electronic
orbital wavefunctions, so that the binding energy of a given carbon atom with its
neighbouring atoms is optimized [17]. There are three possible ways to mix the
spherically symmetric 2s orbital and the three sub-orbitals 2px, 2py, and 2pz. In the first
possibility, the 2s is mixed with one suborbital of 2p (2px) to create two sp hybridized
orbitals. In the second possibility, the 2s is mixed with two sub-orbitals of 2p (2px and
2py) to create three sp2 hybrid states. Finally, in the third possibility, the 2s is mixed
with all three 2p sub-orbitals (2px, 2py, and 2pz) to create four sp3 states [18].
There are two ways for carbon atoms to overlap their electrons for any chemical
reaction. The first way is when sp2 orbitals overlap in a head-to-head fashion, forming a
sigma (𝜎) bond. They will also form a sigma antibond 𝜎 ∗ when the overlap of the two
orbitals is out of phase. The second way is when two orbitals, like two 2pz, overlap side
by side, forming a 𝜋 bond (𝜋 ∗ antibond). These two possibilities can be seen in Figure
1.2b [18,19]. Benzene rings contain six carbons atoms with the six equivalent 2pz
orbitals, each of which contains one electron, perpendicular to the plane of the nuclei.
Therefore there are three 𝜋 bonds, however, due to energy considerations, those three 𝜋
bonds are delocalized over the whole molecular ring [19]. This also explains graphenes
superior properties as the 2pz orbitals lead to the delocalized carriers [9,7]. The bonding
types of carbon atoms (𝜎 or 𝜋) are determined according to the kind of hybridization of
the atomic orbitals. In this way, several possible allotropes of carbon are created, of
which the best known are diamond, graphite, graphene, carbon nanotubes (CNTs), and
fullerenes [20- 22, 1].

3

Figure1. 2 : a) energy levels of carbon atomic orbitals and sp2 hybridized orbitals. b)
The interaction between the valence orbitals of carbon atoms in a graphene crystal [23].
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1.1.1 Properties of Graphene
Graphene, a flat monolayer of sp2 carbon atoms, is tightly packed into a twodimensional (2D) honeycomb lattice [7, 9, 24]. This structure is a basic building block
for carbon-based materials. The 2D system of graphene allows some of the interesting
physics of quantum electrodynamics to be accessible in a bench-top experiment.
Novoselov et al. showed that electron transport in graphene is essentially governed by
Dirac’s (relativistic) equation [25]. As well as these examples of new physics, graphene
also contains some amazing electronic properties, as mentioned in the following
sections.
An interesting effect is charge carriers (Klein tunnelling) in graphene where
electrons that propagate through the honeycomb lattice completely lose their effective
mass. As a result, they become quasi-particles called “Dirac-fermions” which obey a
Dirac-like equation. Due to the Dirac-Weyl nature of the charge carriers in graphene,
they can normally tunnel without reflection through potential barriers. This can be
understood when the influence of the potential is viewed as a local shift of the Fermilevel of the system. The Dirac-particle changes its nature from electron to hole (or vice
versa) in the barrier, so that it can easily go through without scattering [7, 26, 27].
The band structure of graphene is unusual as graphene is a semi-metal and a zerogap semiconductor. The semiconducting gap ΔE can be tuned continuously from zero to
≈ 0.3 eV if SiO2 is used as a dielectric [7, 26].

5

Figure 1. 3: The insets show the change in low-energy spectrum of graphene versus
voltages and different positions of the Fermi-energy, which corresponds to negative,
zero, and positive respectively [7].
The thermal conductivity and mobility of graphene is very high as it is a 2D
material with little or no phonon scattering. As the low-energy phonons in the system
are used to heat transfer graphene offers higher thermal conductivity. Graphene exhibits
an ambipolar electric field effect in the same way that charge carriers tune continuously
between electrons and holes with concentrations as high as 1013 cm–2, and their
mobilities, μ, are in excess of 15,000 cm2V–1s–1 even under ambient conditions. The
observed mobilities depend weakly on temperature T. This means that μ at 300 K still is
limited by impurity scattering, and thus may be improved significantly, up to ≈100,000
cm2V–1s–1. In graphene, μ remains high, up to the level of n (>1012 cm–2) in both
electrical and chemical devices. Consequently, ballistic transport is created on the submicrometer scale (currently up to ≈ 0.3 μm at 300 K). A further indication of the
system’s extreme electronic quality is the quantum Hall effect (QHE) in graphene even
at room temperature, which extends the previous temperature range for the QHE by a
factor of 10 [7, 26, 27].

6

1.1.2 Applications of Graphene
The preceding section describes the unusual properties of graphene. Apart from
this uniqueness, graphene also has high optical transparency, chemical inertness, and
low cost. Therefore, it is ideal for a cornucopia of industrial applications that require
specific graphene properties. For example, due to its e-h symmetry and linear
dispersion, it is suitable for RF and high frequency applications such as THz detectors
and lasers. Graphene also has its applications in chemical sensors and MEMS-based
applications. Because of high mobility even at high E-field-induced concentrations,
carriers be treated as ballistic, giving rise to a ballistic FET device at 300 K. Another
option for graphene-based electronics is to apply graphene as a conductive sheet rather
than a channel material to create a single-electron-transistor (SET) [7, 29-32].

1.2 Theoretical Background
1.2.1 Tight binding method
The tight binding method is the best way to describe the electronic structure of
graphene because it has a two dimensional nature [33, 34]. This method was developed
historically for applications in the physics of graphite [24, 35- 37]. The tight-binding
model allows the separate treatment of atomic orbitals that are symmetric and antisymmetric with respect to the graphene plane and it is also fast and reliable and can deal
with many atoms at the same time.
In tight binding calculations due to the translation symmetry, any wave function
should satisfy the Bloch Theorem [33].
⃗⃗⃗

𝑇𝑎⃗𝑖 𝛹 = 𝑒 𝑖𝑘∙𝑎⃗𝑖 𝛹 ,

(1.1)

⃗ is
where 𝑇𝑎𝑖 a translational operation along the lattice is vector 𝑎𝑖 (𝑖 = 1,2,3) and 𝑘
⃗ , 𝑟) is defined as a tight binding Bloch function
the wave vector. For this purpose, 𝛷(𝑘
which is given by:
𝛷𝑗 (𝑘⃗ , 𝑟) =

1
√𝑁

𝑁
⃗
∑ 𝑒 𝑖𝑘𝑅⃗ 𝜓𝑗 (𝑟 − 𝑅⃗ ), (𝑗 = (1, … , 𝑛) ),
𝑅

7

(1.2)

where 𝑅⃗ is the position of the atom, 𝜓𝑗 denotes the atomic wave function in state j,
N is the number of unit cells, and n is the number of Bloch function in the solid for a
⃗.
given 𝐾
⃗ , 𝑟 + 𝑎) = 𝑒 𝑖𝑝𝑎⃗𝑖 𝛷𝑗 (𝑝, 𝑟) so 𝑇𝑀𝑎 = 1
From equation (1.2), it is clear that 𝛷𝑗 (𝐾
𝑖
which can also be expressed as𝑒 𝑖𝐾𝑀𝑎𝑖 = 1. Then the wave number 𝑘 is equal to
2𝑘𝜋/𝑀𝑎𝑖 where 𝑘 = 0,1,2, … , 𝑀 − 1, 𝑖 = 1,2,3. The eigenfunctions in the solid,
⃗ , 𝑟), are expressed by a linear combination of Bloch function as follows:
𝜓𝑗 (𝑘
𝑛

𝜓𝑗 (𝑘⃗ , 𝑟) = ∑ 𝐶𝑗𝑗′ (𝑘⃗ )𝛷𝑗′ (𝑘⃗ , 𝑟).

(1.3)

𝑗 ′ =1

⃗ is
Here 𝐶𝑗𝑗 ′ are coefficients to be determined. The 𝑗 , th eigenvalue as a function of 𝑘
given by:
𝐸𝑗 (𝑘⃗ ) =

⟨𝜓𝑗 |𝐻|𝜓𝑗 ⟩
⟨𝜓𝑗 |𝜓𝑗 ⟩

,

(1.4)

where 𝐻 is the Hamiltonian of the solid. Substituting equation (1.3) into
equation(1.4) will result in:
𝐸𝑖 (𝑘⃗ ) =

∑𝑛𝑗,𝑗′ =1 𝐻𝑗𝑗′ (𝑘⃗ )𝐶𝑖𝑗∗ 𝐶𝑖𝑗′
∑𝑛𝑗,𝑗′ =1 𝑆𝑗𝑗′ (𝑘⃗ )𝐶𝑖𝑗∗ 𝐶𝑖𝑗′

(1.5)

⃗ ) = ⟨𝛷𝑗 |𝐻|𝛷𝑗′ ⟩ and 𝑆𝑗𝑗′ (𝑘
⃗)=
Here the integrals are over the Bloch orbitals, 𝐻𝑗𝑗′ (𝑘
⟨𝛷𝑗 |𝛷𝑗′ ⟩ (𝑗, 𝑗 ′ = 1, … , 𝑛) are called transfer integral matrices and overlap integral
matrices respectively [33]. If the eigenvalue is minimised by taking the derivative with
respect to 𝐶𝑖𝑗∗ and is used in equation(1.5), the generalized eigenvalue equation will be:
𝐻𝐶𝑖 = 𝐸𝑖 (𝑘⃗ )𝑆𝐶𝑖 ,

(1.6)

Where 𝐶𝑖 is defined as a column vector with elements𝐶𝑖1 , … , 𝐶𝑖𝑁 . Transporting the
right hand side to the left will result in either𝐶𝑖1 = 0, which represents the null vector,
or secular equation as follows:
det|𝐻 − 𝐸𝑆| = 0.
8

Solving the secular equation will lead to the eigenvalues which are energy values
⃗ ), (𝑖 = 1, … , 𝑛) for a given 𝑘
⃗.
𝐸𝑖 (𝑘

1.2.1.2 Electronic structure of graphene
The electronic structure of graphene can be examined using the tight binding
model. The hexagonal structure, a product of the carbon atoms in the graphene, is
illustrated in Figure 1.4. (The unit cell of graphene contains two geometrically different
carbon A and B sublattices[38,39].

a

b

Figure 1. 4: (a) The crystallographic structure of graphene, where (𝑎1 and 𝑎2 are the
lattice unit vectors, and 𝛿1, and 𝛿3 are the nearest neighbour vectors. (b) Graphene
Brillouin zone. The Dirac points are situated at 𝐾 and 𝐾 , points [38].
The unit vectors seen in Figure (1.4a) can be written as:
√3

𝑎

𝑎1 = ( 2 𝑎, 2 ),
√3

𝑎

𝑎2 = ( 2 𝑎, − 2 ).

(1.7)

(1.8)

in the (𝑥, 𝑦) basis and the bond length between two carbon atoms in a unit cell is
denoted by a = 1.42 Å. The 𝑝𝑧 atomic orbitals are oriented perpendicular to the plane
and have rotational symmetry around the 𝑧-axis.
Reciprocal lattice vectors can be written using these unit vectors as:
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2𝜋 2𝜋
𝑏⃗1 = ( 3𝑎 , 𝑎 ),
√

2𝜋
2𝜋
𝑏⃗2 = ( 3𝑎 , − 𝑎 ).
√

(1.9)

(1.10)

There are also three nearest neighbour vectors locating at:
𝛿1 =

𝑎
(1, √3),
2

𝑎

(1.11)

𝛿2 = 2 (−1, √3),

(1.12)

𝛿3 = 𝑎(−1,0).

(1.13)

In the Brilluoin zone of graphene, there are three special points that ease the
problem of determining the electronic structure. These points are so called high
symmetry points which are denoted 𝛤, 𝐾 and 𝑀 (cf. figure 1.4b. The positions of these
points in momentum space can be described as:
𝛤 = (0,0),

(1.14)

2𝜋
2𝜋
𝐾 = ( ,±
),
3𝑎 3√3𝑎

(1.15)

2𝜋
𝑀 = ( , 0).
3𝑎

(1.16)

In 𝐾 space, there are an infinite number of points where the energy approaches
zero. These points are also known as Dirac points.
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1.2.1.3 Band structure of graphene

Figure1.5 :the band structure of graphene [40]

To calculate the band structure of graphene, the starting point is to calculate the
eigenvalues to the Schrodinger equation[22, 33, 39, 41]:
Hƹ𝑘 (𝑟) = 𝐸ƹ𝑘 (𝑟),

(1.17)

where H is the single-electron Hamiltonian of graphene due to there being only one
𝜋-electron per site:
H=

𝑝2
+ ∑ 𝑉(𝑟 − 𝑅),
2𝑚

(1.18)

𝑅

where

𝑝2
2𝑚

is the kinetic energy of the electron, and ∑𝑅 𝑉(𝑟 − 𝑅) is the potential

energy R is the lattice vector (of the carbon atoms). As the unit cell of graphene is made
of two atoms, the following Ansatz defines the wavefunction:
ƹ𝑘 (𝑟) = 𝜓𝐴 Ф𝐴𝑘 (𝑟) + 𝜓𝐵 Ф𝑘𝐵 (𝑟),

11

(1.19)

where 𝜓𝐴 and 𝜓𝐵 are coefficients depending on the wave vector 𝑘 . The Bloch
function is described by Ф𝐴𝑘 (𝑟) 𝑎𝑛𝑑 Ф𝑘𝐵 (𝑟) and it is related to the Wannier function
given by:
𝑘
(𝑟)
Ф𝐴/𝐵

=

1

𝑁

∑ 𝑒 𝑖𝑘𝑅𝐴⁄𝐵 𝑋(𝑟 − 𝑅𝐴⁄𝐵 ),

√𝑁 𝑅

(1.20)

𝐴⁄𝐵

where 𝑁 denotes the number of unit cells. 𝑅𝐴⁄𝐵 denotes the position of the 𝐴⁄𝐵
atom and 𝑋(𝑟 − 𝑅𝐴⁄𝐵 ) is Wannier function localized at the 𝐴⁄𝐵 atoms. The factor
𝑒 𝑖𝑘𝑅𝐴⁄𝐵 contains the periodicity of the lattice.
To calculate the energy eigenvalues, we substitute equation (1.20) into equation
(1.19). The result becomes:

ƹ𝑘 (𝑟) = 𝜓𝐴

1

𝑁

∑ 𝑒 𝑖𝑘𝑅𝐴⁄𝐵 𝑋(𝑟 − 𝑅𝐴⁄𝐵 )
√𝑁 𝑅
𝐴⁄𝐵

+ 𝜓𝐵

(1.21)

𝑁

1

∑𝑒
√𝑁 𝑅

𝑖𝑘𝑅𝐴⁄𝐵

𝑋(𝑟 − 𝑅𝐴⁄𝐵 )

𝐴⁄𝐵

After that, equation (1.21) is substituted in the Schrodinger equation, multiplied by
Ф𝐴∗ and integrated over the whole space. After the same procedure is repeated with Ф𝐵∗ ,
where ∗ denotes complex conjugate, we obtain a system of two equations:
∫ 𝑑3 𝑟 Ф𝐴∗ 𝐻(𝜓𝐴 Ф𝐴 + 𝜓𝑩 Ф𝐵 ) = ∫ 𝑑3 𝑟 Ф𝐴∗ 𝐸(𝜓𝐴 Ф𝐴 + 𝜓𝑩 Ф𝐵 ),

(1.22)

∫ 𝑑3 𝑟 Ф∗𝐵 𝐻(𝜓𝐴 Ф𝐴 + 𝜓𝑩 Ф𝐵 ) = ∫ 𝑑3 𝑟 Ф∗𝐵 𝐸(𝜓𝐴 Ф𝐴 + 𝜓𝑩 Ф𝐵 ).

(1.23)

As 𝜓𝐴 and 𝜓𝐵 do not depend on r, they can be taken outside of the integral. For the
remaining integrals, the following notation is introduced:
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𝐻𝑖𝑗 = ∫ 𝑑3 𝑟 Ф∗𝑖 𝐻Ф𝑗 with 𝑖, 𝑗 ∈ {𝐴, 𝐵}

(1.24)

𝑆𝑖𝑗 = ∫ 𝑑3 𝑟 Ф∗𝑖 Ф𝑗 with 𝑖, 𝑗 ∈ {𝐴, 𝐵} .

(1.25)

𝐻𝑖𝑗 is called the transfer integral matrix element. It describes the hopping of the 𝜋
electrons between the different carbon atoms. 𝑆𝑖𝑗 is called the overlap integral matrix
element and gives us the strength of the overlap of the 𝜋 orbitals on different atoms. In
matrix notation, the form of equation then becomes:
𝐻 𝜓 = 𝐸𝑆𝜓

(

𝐻𝐴𝐴
𝐻𝐵𝐴

(1.26)

𝐻𝐴𝐵 𝜓𝐴
𝑆
) ( ) = ( 𝐴𝐴
𝐻𝐵𝐵 𝜓𝑨
𝑆𝐵𝐴

𝑆𝐴𝐵 𝜓𝐴
) ( ).
𝑆𝐵𝐵 𝜓𝑨

(1.27)

To caculate 𝜋 bands by using tight binding method, the Hamiltonian matrix H has
to be constructed. There is only an integration over a sigle atom in 𝐻𝐴𝐴 and 𝐻𝐵𝐵 . Thus,
𝐻𝐴𝐴 = 𝐻𝐵𝐵 = 𝜀2𝑝 for the diagonal elements of 2x2 Hamiltonian matrix. For off
diagonal elements we sum over only the positions of the nearest neighbors:
⃗⃗

⃗⃗

⃗⃗

𝐻𝐴𝐵 = 𝑡 (𝑒 𝑖𝑘𝛿1 + 𝑒 𝑖𝑘𝛿2 + 𝑒 𝑖𝑘𝛿3 ) = 𝑡𝑓(𝑘),

(1.28)

⃗ is
where 𝑡 denotes the transfer integral between p orbitals of atom A and atom B, 𝑘
the wave vector in consideration and 𝑓(𝑘) is a function of the sum of the phase factors
⃗
𝑒 𝑖𝑘⃗𝛿𝑛 (𝑛 = 1,2,3). Using x and y coordinates in figure (1.4) 𝑓(𝑘) is given by:

𝑓(𝑘) = 𝑒 −𝑖𝑘𝑥 𝑎 + 2𝑒 −𝑖𝑘𝑥 𝑎⁄2 cos (𝑘𝑦 𝑎√3⁄2 ),

(1.29)

Since 𝑓(𝑘) is a complex function and the Hamiltonian matrix should be hermitian,
∗
the form then becomes𝐻𝐴𝐵 = 𝐻𝐴𝐵
.

Then, the hamiltonian matrix can be written in matrix form as:
𝐻=(

𝜀2𝑝
𝑡𝑓(𝑘)∗
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𝑡𝑓(𝑘)
).
𝜀2𝑝

(1.30)

To solve the secular equation det (𝐻 − 𝐸𝑆) = 0, the overlap matrix S is needed.
For this problem, the overlap matrix is the following:
1
𝑆=(
𝑠𝑓(𝑘)∗

𝑠𝑓(𝑘)
),
1

(1.31)

where 𝑠 is the overlap integral between the nearest A and B atoms. We can now
⃗ ) as a function of 𝑘
⃗ , 𝑡 and 𝑠 as given in equation (1.32)
thus find the eigenvalues of 𝐸(𝑘
.
2

𝐸(𝑘⃗ ) =

𝜀2𝑝 ± 𝑡√|𝑓(𝑘⃗ )|

2

.

(1.32)

1 ± 𝑠√|𝑓(𝑘⃗ )|

Here + signs in both numerator and denominator denote the bonding 𝜋 energy
band, whereas the minus signs indicate the anti-bonding 𝜋 band. Using the atomic
energy of the 2𝑝𝑧 orbital, 𝜀2𝑝 = 0, 𝑡 = −3.033 eV, 𝑠 = 0.129 𝑒 𝑉 in equation, the
following energy dispersion relation can be obtained:

𝐸(𝑘⃗ ) = ±𝑡√1 + 4𝑐𝑜𝑠 (

𝑘𝑦 𝑎√3
𝑘𝑦 𝑎√3
3𝑘𝑥 𝑎
) 𝑐𝑜𝑠 (
) + 4𝑐𝑜𝑠 2 (
) .
2
2
2

(1.33)

It is clear from equation (1.32) that the spectrum is symmetic around zero energy if
𝑡 = 0. For finite values 𝑡 the electron-hole symmetry is broken and the 𝜋 𝑎𝑛𝑑 𝜋 ∗ bands
become asymmetric. In figre 1.3, we show the full band structure of graphene is shown
with a zoom in of the band structure close to one of the Dirac point (in this case, the
energies at 𝛤, 𝐾 and 𝑀 are ±3𝑡, 0, and±𝑡 respectively.
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Figure 1. 6 :Dispersion relation for graphene 𝜋 energy bands. Detail of a low energy
Dirac point found near the K points [38]

1.2.2 Computational methods
This section aims to give a brief overview of the other theoretical methods aside
from tight binding model used in this thesis. It will first start with a brief outline of
Born-Oppenheimer approximation and Density functional theory (DFT) methods and
DFT with long range corrections (DFT-D) and semi-empirical methods (PM6).
Due to the recent improvements in computational capacity over the last two
decades, it is now possible to perform ab-initio calculations on larger and more realistic
systems. Also, a high degree of accuracy can be achieved, enabling direct comparison to
experiments. Only the atomic numbers and positions need to be input for a calculation
in order to compute the electronic structure properties of a system. The term DFT was
first proposed by J. C. Slater in 1951 to suggest a potential depending on the electron
density [42]. However, it was only in 1965, due to the introduction of the HohenbergKohn theorems [43,44], when the impact of DFT for theoretical chemistry became
understandable for everyone. Nowadays, DFT has become more and more popular
amongst theoretical chemists [45, 46]

1.2.2.1 The Born-Oppenheimer Approximation
Exact solutions in quantum mechanics are hard to come by. In most cases,
approximation is necessary. The Born-Oppenheimer approximation in particular is a
key factor to analyse real-life quantum of things like atoms and molecules. The Born-
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Oppenheimer Approximation is the assumption that the electronic motion can be
separated from the nuclear motion in molecules [47].
In general, expression for the Schrodinger equation for a molecular comprising n
electrons and N nuclei is:
𝐻𝜓(𝑟, 𝑅) = 𝐸𝑡𝑜𝑡𝑎𝑙 𝜓(𝑟, 𝑅)
(𝑇𝑛 + 𝑇𝑁 +𝑉(𝑟, 𝑅))𝜓(𝑟, 𝑅) = 𝐸𝑡𝑜𝑡𝑎𝑙 𝜓(𝑟, 𝑅) ,

(1.34)

where 𝑇𝑛 represents the electronic kinetic energy, 𝑇𝑁 the nuclear kinetic energy, 𝑉 the
potential energy, 𝐸𝑡𝑜𝑡𝑎𝑙 the total energy, r the coordinates of the electrons and R the
coordinates of the nuclei.
To solve the above equation is very challenging, partly because there are many
coordinates for consideration (the dimensionality of the problem is very large) and
partly because it is very difficult to describe the nuclear part of the wavefunction (much
harder than the electronic part). The Born-Oppenheimer approximation, however,
considers the condition under which the motion of the nuclei and electrons can be
separated. The Born-Oppenheimer electronic wavefunction is the solution of:
(𝐻 − 𝑇𝑁 )𝜓𝑒 (𝑟, 𝑅) = 𝐸𝑒 (𝑅)𝜓𝑒 (𝑟, 𝑅),

(1.35)

where 𝜓𝑒 (𝑟, 𝑅)a function of the electronic is coordinates, r, but only depends
parametrically upon the nuclear coordinates, R, because the equation (1.35) is solved
only at some fixed nuclear geometry R. the notation 𝐸𝑒 (𝑅)𝑎𝑛𝑑 𝜓𝑒 (𝑟, 𝑅) reflects that
different electronic wavefunctions are obtained for different molecular structures.

1.2.2.2 Density functional theory
The concept of Density Functional was begun in the 1920s by the work of E. Fermi
and L.H. Tomas [48, 49]. These authors introduced the idea of expressing the energy of
a system as a function of the total electron density. Later in 1951 J.C. Slater [42]
developed this future concept of Density Functional to be the Hartree–Fock method.
Later, this method was known as 𝑋𝛼 method, which is the predecessor of the DFT.
Density functional theory (DFT) usually treats systems on the basis of the ground
state electron density. This approach reduces the N-body problem from demonstrating
many-body wavefunction depending in the expression of simpler three-variable density.
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However, approximation is needed in the expression of exchange to correlate a number
of local, semi-local and non-local expressions [50]. This allows the systems with
hundreds of carbon atoms to be treated practically. Therefore, DFT has been widely
used to study carbon nanostructures, including graphitic nanoribbons where spin–
polarized DFT is typically needed to investigate edge effects [8]. Unfortunately, DFT is
a theory to deal with systems in the ground state. Therefore, it needs post-DFT
treatments to compute electronic band gaps.

However, DFT is still an option to

establish new phenomena and to benchmark results from those semi-empirical
approaches [8, 51].

1.2.2.3 The Hohenberg – Kohn theorems
According to the Hohenberg–Kohn theorems, energy and all other electronic
properties of the ground state are uniquely determined by their charge or election
density 𝜌(𝑟). Also, the energy is a minimum for the exact ground state electron density.
A density functional is a mathematical device that takes the electron density out of the
system and then returns back the corresponding energy value. In principle, the total
energy of the system can be expressed as a functional of 𝜌(𝑟), with this typical
partition:
𝐸[𝜌] = 𝐸𝑇 [𝜌] + 𝐸𝑉 [𝜌] + 𝐸𝐽 [𝜌] + 𝐸𝑋 [𝜌] + 𝐸𝐶 [𝜌],

(1.36)

where 𝐸𝑇 the kinetic energy of the electrons is, 𝐸𝑉 is the Coulomb energy of the
electrons due to their attraction to the nuclei, 𝐸𝐽 is the Coulomb energy that the
electrons would have in their own field. There is an assumption that the electrons move
independently [44, 50, 52].
In Kohn-Sham density functional theories, the orbital-based Hartree–Fock methods
are combined to determine 𝐸𝑇 with 𝐸𝑉 and 𝐸𝐽 determined from basic electrostatic theory
and with density-based exchange-correlation functionals.
The charge density 𝜌(𝑟) can be determined from the one-electron orbitals KohnSham ∅𝑖𝜎 . This is similar to HF-SCF theory, which uses similar basis set:
𝑁

𝜌(𝑟) = ∑ ∑ |∅𝑖𝜎 |2 .
𝑖
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𝜎

(1.37)

The Kohn-Sham orbitals are solved interactively (like in the Hartree–Fock) for the
𝜌(𝑟) that gives the lowest energy.

1.2.2.4 Functionals in DFT
This section does not consider any spin distributions for open shell systems.
Therefore, all expressions are only valid for closed shell systems.

1.2.2.4.1 The Local Density Approximation
The Local Density Approximation (LDA) is already introduced by Kohn and Sham
[50, 53], which considers the electronic energy a function of the electron density alone,
that is, 𝐸[𝜌(𝑟)]. The LDA is beneficial in expressing the kinetic and exchange
functionals:
𝐸𝑇𝐿𝐷𝐴 [𝜌] = 2.87 ∫ 𝜌

5⁄
3 (𝑟)𝑑𝑟,

(1.38)

𝐸𝑋𝐿𝐷𝐴 [𝜌] = 0.74 ∫ 𝜌

4⁄
3 (𝑟)𝑑𝑟.

(1.39)

LDA functionals were originally developed for metals, which were assumed to have
constant electron density. This is not a sensible assumption in a molecule. There are
also LDA or local spin density approximations (LSDA) for the correlation functional
[50]. The correlation energy of the free electron gas is also given by the Vosko-WilkesNusair (VWN) functional [54], 𝐸𝐶𝑉𝑊𝑁 [𝜌].

1.2.2.4.2 Generalised gradient approximation
The generalised gradient approximation (GGA) [50] is where the electronic energy
is a functional of the electron density and gradient, that is, 𝐸[𝜌(𝑟); ∇𝜌(𝑟)] . The local
kinetic energy density,𝜏(𝑟), which depends on the Kohn-Sham orbitals, is also used in
some second generation meta functionals:
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𝐺𝐺𝐴 [𝜌]
𝐸𝑋𝐶
= ∫ 𝑓(𝜌 (𝑟), ∇𝜌(𝑟))𝑑𝑟,

(1.40)

𝑚𝑒𝑡𝑎−𝐺𝐺𝐴 [𝜌]
𝐸𝑋𝐶
= ∫ 𝑓(𝜌 (𝑟), ∇𝜌(𝑟), 𝜏(𝑟))𝑑𝑟.

(1.41)

In these functionals, the gradient expansion is parameterised so as to correct scaling
behaviour of the functional. GGAs and meta-GGAs are local functionals. This is
because the electronic energy density at a single spatial point depends only on the
behaviour of the electronic density and kinetic energy at and near that point. The most
common versions are by Becke (B88), Perdew and Wang (PW91) and Perdew, Burke
and Enzerhof (PBE). Revised versions of PBE are also widely used to fit databases,
such as revPBE and RPBE [55- 59].

1.2.2.4.3 Hybrid functionals
The hybrid functionals include functionals where the electronic energy is a
functional of the electron density, its gradient and its Laplacian, that is,
𝐸[𝜌(𝑟); ∇𝜌(𝑟); ∇2 𝜌(𝑟)]. However, to calculate of ∇2 𝜌(𝑟) can be challenging. The
hybrid functional proportion of the exact HF exchange energy is included in equation
(1.36). The weights of the various contributions to 𝐸𝑋𝐶 are obtained by fitting to
experimental data. These functional generally perform better than the GGA functionals
in chemical applications [50, 60, 61, 62, 63]. The most popular hybrid functional is the
B3LYP functional:

𝐸𝑋𝐶 [𝜌(𝑟)] = 0.2𝐸𝑋𝐻𝐹 + 0.8𝐸𝑋𝐿𝐷𝐴 + 0.72𝐸𝑋𝐵88 + 0.19𝐸𝐶𝑉𝑊𝑁
(1.42)

+ 0.81𝐸𝐶𝐿𝑌𝑃 ,

where the factors appearing in equation (1.41) are determined by fitting to experiment.
Thus, B3LYP is a semi-empirical functional. Other Hybrid functionals include the
BMK functional, which uses both the kinetic energy density and 42% of the exact
Hartree-Fock exchange.

19

1.2.2.4.4 Van der Waals-DF
The widely used local and semi-local functionals usually describe covalent and
ionic chemical bonds accurately [50]. However, they fail to reproduce nonlocal
dispersive forces, particularly van der Waals interactions, which may play an important
role relating to graphene. Therefore, the vander Waals-DF, vdWDF was recently
developed to account for the van der Waals interaction through a non-local correlation
term [64, 65, 66]. The functional takes the form:
𝑣𝑑𝑤−𝐷𝐹
𝐸𝑋𝐶
= 𝐸𝑋𝑟𝑒𝑣𝑃𝐵𝐸 + 𝐸𝐶𝐿𝐷𝐴 + 𝐸𝐶𝑛𝑙 ,

𝑣𝑑𝑤−𝐷𝐹
where 𝐸𝑋𝐶
is the revPBE exchange energy, 𝐸𝐶𝐿𝐷𝐴 is the LDA correlation energy

and 𝐸𝐶𝑛𝑙 is the non-local correction.

1.2.2.4.5 𝝎B97X-D
The functional used most in this thesis is referred to as 𝜔B97X-D. This is a longrange corrected (LC) hybrid density functional [67-72]. The resulting functional
provides satisfactory accuracy for thermochemistry, kinetics, and non-covalent
interactions.
Studies indicate that for non-covalent systems, ωB97X-D shows slight
improvement over other empirical dispersion-corrected density functionals available at
the time of its introduction[71]. On the other hand, for covalent systems and kinetics, it
performs noticeably better. Relative to previous functionals, such as ωB97X, which did
not include empirical dispersion-correction, the new functional is significantly superior
for non-bonded interactions, and very similar in performance for bonded interactions. In
addition, studies have shown LC hybrid functionals (ωB97X [71] and ωB97 [67]) on a
separate independent test set of data, which includes further atomization energies,
reaction energies, non-covalent interaction energies, equilibrium geometries, and a
charge-transfer state. The results indicate that this new long-range corrected DFT-D
functional is generally superior in overall performance.
Relative to ωB97X, it is recommended to use ωB97X-D for applications where
non-covalent interactions are expected to be significant. ωB97XD is best among all the
applied DFT functionals to describe hydrogen bonding interactions. Intermolecular
hydrogen bonds have higher covalent character and accordingly higher strength.
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However, ωB97X-D does have some limitations. Although ωB97X-D is free in
long-range self-interaction (like other LC functions), it still suffers from some selfinteraction at short-range.

1.2.2.5 Semi-empirical methods
Semi-empirical quantum chemistry methods address two limitations of the HartreeFock calculation, namely slow speed and low accuracy. These methods omit or
parameterize certain integrals based on experimental data, such as ionization energies of
atoms, or dipole moments of molecules. As a result, semi-empirical calculations are
much faster than their counterparts. However, the results obtained at semi-empirical
level are highly dependent on the sets of molecules used in parameterizations. This
inconvenience which hinders the semi-empirical methods is well known in the field of
organometallic chemistry [72, 73], where the metal ion can be found in many different
oxidative states and different coordination number. Because of this, semi-empirical
calculations have been most successful mainly in the description of organic compounds,
where only a few elements are extensively used. Some semi-empirical methods are
CNDO (the Neglect of Differential Overlap), INDO (Intermediate Neglect of
Differential Overlap), NDDO (Neglect of Differential Diatomic Overlap), AM1 (Austin
Model 1), PM3 (Parametric Method 3), PM6 (Parametric Method 6)[72, 74-79].

1.2.2.5.1 PM6
Several modifications that have been made to the NDDO core-core interaction term
and to the method of parameter optimization have been described. These changes have
resulted in a more complete parameter optimization, called PM6 [79, 80]. The “PM” of
the method’s name stands for “parameterization method”. The general performance of
PM6 is better than that of AM1 and PM3 for traditional systems.
The PM6 method presents some modifications for the core-core interaction term
and for the parameters optimization procedure comparatively with the previous ones
PM3. Below are some of the most important aspects of PM6 that differ from previous
work:
*ab initio and DFT results are used where experimental data is lacking
*New experimental data are included in parameterization
*Molecular mechanics correction terms are used in certain difficult cases
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*The experimental data are examined carefully to ensure quality and consistency
*Many pairwise interaction terms are added to adjust the core repulsion function
Significantly however, the PM6 method does not include empirical dispersion
corrections. Very recently, dispersion corrected semi-empirical methods have become
available, but they were introduced too late for use in this thesis.

Purpose of this study
The objective of this study is to develop a formalism and computation method which
can provide a better understanding of the nonlinear dielectric response of graphene
under an intense radiation. This study is of particular significance in view that most
research in this area is limited to linear response under a weak electric field. However, it
is well known that due to the linear energy-momentum relations, graphene becomes
highly nonlinear under a moderate electric field of around 3000V/cm. This strong
nonlinearity will play an important role in the application of graphene in electronics and
photonics. Both the particle-hole excitation and the collective excitation will become
dependent on the electric field strength. So far there are no exact solvable models for
calculating the nonlinear dielectric function. It is the purpose of his thesis to employ a
well-controlled multi-phonon expansion method to obtain a quantitative knowledge of
the dielectric response in the nonlinear regime. The predicted nonlinear dielectric
function phenomena in graphene open up new and exciting opportunities for both
industry and in academia. This can be used in the development of modern electronics,
the semiconductor industry and high density energy storage capacitors, which are
comparable to that of other strongly nonlinear materials, such as carbon nanotubes and
silicon. In this study we show the differences in the linear polarization and nonlinear
polarization which depended on ω0 with different ω and q under electromagnetic
radiation.
The polarization function of asymmetric massless Dirac fermions is chosen in this
study. Whilst there has been a fair amount of research on this topic, there has been no
investigation on how the anisotropy affects graphene’s properties at the K-point at
varying values of the anisotropy parameter λ and the angle ∅(q). Further it is found
which temperature is best to maximise the polarization of graphene.
The substituent effects in the π-π interaction between a graphene surface and aromatic
molecules have been investigated in this study. Given that the graphene surface is an
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extended -aromatic system,  and -H contacts are expected to dominate adsorbate
interactions. The motivation behind these studies arises from two factors. First, was the
desire for a better understanding of the non-covalent functionalization of graphene by ππ interactions. The presence of functional groups can significantly alter the overall
magnitude of π-π interactions between the adsorbed molecules and graphene by giving
rise to strong medium-range interactions involving π-orbitals of the substituents. The
second motivating factor in this study was the desire to use first principle calculations to
study these systems, which were performed using density functional theory (DFT) as
well as a semi-empirical method.

The 𝜔B97X-D and B3LYP functionals were

employed for the DFT studies and PM6 was employed for the semi-empirical method
and comparison of the two theories was made.
In this study, different aromatic molecules and substituents were chosen. The first
aromatic system investigated was the interaction between benzene with a graphene
surface. There are two positions of interaction of benzene with graphene surface. The
first interaction is where the benzene is parallel to the surface of graphene and π-π
interactions are more likely in this position. The second position is where the plane of
the benzene molecule is perpendicular to the graphene. In this second situation, the Hbond interaction are more likely. This study focused on benzene molecules parallel
with the plane of graphene surface because this position is approximately similar to the
graphite structure, which has known in stability as explained in the beginning of the
chapter.
Different substituted benzenes with a graphene surface were explored. The role of the
ring substituents on the interaction potential was studied by considering electronwithdrawing fluor-substituted and electron-donating methyl-substituted rings; the fluoro
analogues can maintain strict planarity whilst the methylated benzenes introduce nonplanarity courtesy of the hydrogen sites within the methyl groups. The energetics of the
interaction between graphene and the are benzene molecule when held parallel, that are
largely van der Waals’ in nature, was investigated. Beyond a separation corresponding
to an energy minimum that was found to be dependent upon the nature of the interacting
aromatic species, the interaction becomes increasingly weak with increased separation
between the graphene sheet and aromatic species. Significant differences in the energies
of interaction were observed when changing the group substituents from hydrogen to a
fluorine and methyl groups.
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The second aromatic molecule studied was the pyrazole molecule. Pyrazole is a simple
aromatic ring organic compounds of the heterocyclic diazole series characterized by a 5membered ring structure composed of three carbon atoms and two nitrogen atoms in
adjacent positions. In chapter four, more details are given about the interaction of
pyrazole and graphene. Pyrazoles are an interesting family of molecules that display
features such as hydrogen bonding. The importance of this to determine the
thermodynamic ground state stabilities of the intermolecular potential energy surfaces
and the degree of charge transfer between various pyrazoles (pyrazole, fluoropyrazole,
difluoropyrazoles, trifluoropyrazole, dimethylpyrazole and trimeric units of pyrazole
molecules) and graphene was examined.
The energetics of the interaction between graphene and the pyrazole molecule
when held parallel, the π-π and H-bonds interaction between graphene surface and
pyrazole molecule, Significant differences in the energies of interaction were
observed when changing the group substituents from hydrogen to a halogen such
as fluorine
Using a computational approach, we have considered the interactions of pyrazole
analogues with ring adducts of increasing electronegativity with a defect-free, clean
graphene sheet; this series of higly planar fluorinated pyrazoles allows for the clear
definition of an interfacial interaction distance, whilst also providing a sequential
perturbation of the electronic states of the adduct relative to the substrate. The charge
transfer is calculated between benzene with graphene using Hirshfeld, Bader and
Mulliken methods

1.3 Outline of thesis
The target of this thesis is to study the quantum properties of graphene and carbon
nanostructures and is presented in five chapters, with each chapter dealing with the
investigation of a different aspect of the overall study. Chapter One presents a brief
introduction, giving some historical context, basic properties and applications of
graphene and the theoretical background of numerical and computational theories using
in this thesis.

In Chapter Two, the dielectric response of graphene under

electromagnetic radiation was investigated using the tight-binding approach to calculate
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the band overlap of the wavefunction of graphene without radiation and dielectric
function of graphene without radiation. The results are compared to those obtained with
calculations of

the band overlap of the wavefunction and dielectric function of

graphene under radiation. In Chapter Three, the polarization function of asymmetric
massless Dirac fermions was examined at different temperatures and wave vectors.
Chapter Four moves to the study of the interaction of molecular units with a graphene
surface. This was achieved using density functional theory and semi-emprical methods
in the Gaussian code to initially study the interaction of pyarzole heterocycles having
substituent groups such as fluorine atoms and methyl groups with on a graphene surface
of 6 × 6 aromatic rings - graphene(6,6). The trajectory through the potential energy
surface normal to the graphene surface and the degree of charge transfer between the
two species were studied. In Chapter Five the results for potential energy trajectory
along the durection normal to the graphene plane for a series of benzene species was
studied, with particular attention to the effects of molecular isomerism on the depth of
the minimum energy well for the interaction between different fluorine or methyl
substituted benzenes. The extent of charge transfer between the graphene and adsorbate
was also investigated, along with the effect of different supercell sizes used in the
calculations.
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CHAPTER 2
Dielectric response of graphene under electromagnetic
radiation
2.1 Introduction
Over recent years, there has been much research done on the dielectric function
of nanomaterials. The topic has attracted great interest in both industry and in academia,
playing an important role in the development of modern electronics, the semiconductor
industry and high density energy storage capacitors [3, 81- 84]. Improving the high
power and energy densities achieved with dielectric materials is a major current
challenge in technology. Graphene is a promising material with an unique dielectric
function [85 - 89]. The electrical, thermal, magnetic and optical properties of graphene
can be tuned over a wide range by various means. There are two models for the
dielectric properties of an isolated two dimensional system. In the first method, one can
apply an effective medium theory by considering a thin slab of homogeneous material
in the limit of vanishing thickness. The second method employs the tight-binding
approach to calculate the dielectric response of a graphene layer in the random phase
approximation (RPA) [90].
The dielectric function in the random phase approximation is given by
𝜖(𝑞, 𝜔) = 1 − 𝑣(𝑞)𝛱 (𝑞, 𝜔),

(2.1)

where 𝛱(𝑞, 𝜔) is the polarisability function, q is the wave vector, 𝜔 is the frequency,
and 𝑣(𝑞) in the coulomb interaction between the electrons in the wave vector space for
two dimensional systems given by
𝑣(𝑞) =

2𝜋𝑒 2
,
𝜀0 q

where e is the electron charge and 𝜀0 is the dielectric constant.
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(2.2)

The electric field vector is perpendicular to both the direction of the traveling wave
and the magnetic field vector. In this work we are interested in finding the effect of an
electric field on the polarizability function of graphene.
In general all electromagnetic waves are elliptically polarized, a combination of
linear polarization and circular polarizations [91]. There are three types of linear
polarization: vertical polarization, horizontal polarization and slant polarization. A
circularly polarized electromagnetic wave is the combination of two linearly polarized
electromagnetic waves orthogonal to each other.
Results of previous studies have shown the impact of electromagnetic radiation for
circularly polarizated electromagnetic radiation on graphene [91]. In this chapter we
will demonstrate the effect of electromagnetic radiation on the non-linear polarizability
of graphene.

2.2 Theoretical formalism of dielectric response
2.2.1 Formalism for dielectric function without radiation in graphene
The dielectric function describes the response of graphene to an external field. This
definition of the dielectric function describes a linear response to the external potential
and the total potential. For the macroscopic dielectric function
ϵ(q, ω) = 1 − v(q)Π (q, ω),

(2.3)

the dynamical polarization Π(𝑞, 𝜔) is written as,
Π (q, ω) = ∑ |Fp,p+q |2
p

fp+q − fp
,
εp+q − εp − ω + iδ

(2.4)

′

ss
where |Fp,p+q
| is the form factor describing the wave function overlap, 𝑠, 𝑠 ′ = ±1

indicate the conduction (+1) and valence (-1) bands, p is the momentum of the initial
state, p+q is momentum of the final state, and fp the Fermi-Dirac distribution
function, fp =

1

εp−μ

and 𝜇 the chemical potential.

𝑘0𝑇
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2.2.2 Band overlap of the wavefunction of graphene without
radiation
Let’s consider a graphene sheet without radiation. The overlap of the wavefunctions
becomes
|Fp,p+q |2 = |a∗p+q ap |2

(2.5)

∗
Where 𝑎𝑝 and 𝑎𝑝+𝑞
are the destruction and creation operators of the Bloch states of

two triangular sub-lattices respectively. The Schrodinger equation is given as
𝐻ψ= 𝐸𝜓

(2.6)

where 𝜓 is the wavefunction. In the absence of an external field
α0
ψo = (β )
0

(2.7)

where 𝜓𝑜 denotes the zeroth order wavefunction.

The Hamiltonian of a graphene sheet is given in the form of a Bloch spinor:
0 p
H = ℏ𝑣𝐹 k [
],
p 0

(2.8)

where ℏ is Plank constant, 𝑣𝐹 is the Fermi velocity (𝑣𝐹 = 3𝑎𝑡/2ℏ) is determined by the
carbon-carbon distance, a = 1.42 Å, and t = 2.7 eV is the nearest neighbour hopping
energy. The two-component Schrodinger equation is written as,
𝑣𝐹 (

0
p+

α0
p− α0
) ( ) = E (β )
0 β0
0

(2.9)

The matrix result becomes
0 + 𝑣𝐹 p+ β0 = Eα0
α0 𝑣𝐹 p_ + 0 = Eβ0

(2.10)

To simplify equation (2.10) we make the following substitutions
𝑣𝐹 𝑝− 𝛽0
=𝑐
𝐸
𝑐𝑣𝐹 𝑝−
𝛽0 =
𝐸

𝛼0 =
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(2.11)

where c is a constant and 𝑝 = √𝑝+2 + 𝑝−2 .

Where E = 𝑣𝐹 p

By substituting equation (2.11) into equation (2.7) the first order wavefunction is found to
be
1
ψ0 = c (𝑣𝐹 p− )
𝑣𝐹 p

(2.12)

The wavefunction can be normalized as shown:
ψ 0 ψ∗ = 1
(1

p+ p1
) ( −) c2 = 1
p
p

1

c2 =

(1 +
c=

1
√2

= α0 , β0 =

(2.13)

p−
√2 p

p2
)
p2

.

(2.14)

Now we have α0 and β0 values in the absence of the electric field.
The next step is to calculate |Fp,p+q |2from equation (2.6).
′

𝑠𝑠
Using the relationship |𝐹𝑝,𝑝+𝑞
| =< 𝜓0 (𝑝)|𝜓0 (𝑝 + 𝑞) > we find we need to calculate

α0
(α0 β0 ) ( β )

(2.15)

0

By substituting equation (2.14) into equation (2.15)
1
′

𝑠𝑠
|𝐹𝑝,𝑝+𝑞
|=(

1

s ′ p−

√2 √2 p
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)

√2
sp−
(√2 p)

(2.16)

2

1
=

(

1

s ′ (p + q)e+i∅(p+q)

√2

√2 p

√2
spe−i∅p

)

(2.17)

( √2 p ))

(

where ∅ is the angle between 𝑝 and 𝑝 + 𝑞
2

1 ss′ p +i∅(p+q) −i∅(p)
=( +
e
e
)
2
2p

e+i∅(p+q) e−i∅(p) = e+i∅(p+q,−p) = e±θ
where 𝜃 is the angle between 𝑝 and 𝑞.We therefore get
𝑠𝑠′
|𝐹𝑝,𝑝+𝑞
|

2
1
′ ±θ
= ((1 + ss e ))
4

1

= 4 ((1 + ss′ e+θ )(1 + ss ′ e−θ ))
1
= ((2 + 2𝑐𝑜𝑠𝜃)).
4

(2.18)

The angle 𝜃𝑝+𝑞,𝑝 can be rewritten in terms of p,q and ∅(𝑝) by using the cosine rule
q2 = p2 + |p + q|2 + 2p|p + q|θp+q,p
𝑞 2 = 𝑝2 + 𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅(𝑝) − 2𝑝√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅ x θp+q,p
It can be simplified to
𝜃𝑝+𝑞,𝑝 =

𝑝 + 𝑞𝑐𝑜𝑠∅(𝑝)
√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅(𝑝)

(2.19)

By substituting equation (2.19) into equation (2.18), we obtain
1
𝑝 + 𝑞𝑐𝑜𝑠∅(𝑝)
𝑠𝑠′
))
|𝐹𝑝,𝑝+𝑞
| = ((1 + 𝑐𝑜𝑠
2
2
√𝑝 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅(𝑝)
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(2.20)

2.3 dielectric function of graphene without radiation
In the previous subsections of chapter 2 we have derived all equations needed to
calculate the dynamical polarization,
Π (q, ω) = ∑ (1 +
p

fp+q − fp
)
+ 2pqcos∅(p) εp+q − εp − ω + iδ

p + qcos∅(p)
√p2

+

q2

(2.21)

To calculate the imaginary part of the dynamical polarization at zero temperature,
the Fermi distribution functions take simple step functions.

𝐼𝑚[𝛱 (𝑞, 𝜔)] =

∞

2𝜋

2
∫ 𝑝𝑑𝑝 ∫ 𝑑∅𝑝
4𝜋 2 ℏ 0
0

(1 +

𝑝 + 𝑞𝑐𝑜𝑠∅(𝑝)
)
+ 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅(𝑝)
.
𝜀𝑝+𝑞 − 𝜀𝑝 − ω + 𝑖δ

√𝑝2

(2.22)

Thus the Dirac identity can be used
1
1
= ∓ 𝑖𝜋𝛿(𝑥)
𝑥 ± 𝑖ƞ 𝑥

(2.23)

where ƞ→ 0 and we obtain,
Im[Π (q, ω)] =

∞
2π
2
p + qcos∅(p)
∫
pdp
∫
d∅p (+
) πδ(f(p, ∅p)
2
2
4π ℏ 0
√p + q2 + 2pqcos∅(p)
0

(2.24)

Calculation of the ∅-integral can be performed
(f(p, ∅p) = (ω + α𝑣𝐹 (p ± |p + q|))
(ω + α𝑣𝐹 (p ± |p + q|)) = 0
p2 + q2 + 2pqcos∅0 = (−

ω
− p)2
𝑣𝐹

To simplified we made the following substitution,
ω
=Ω
𝑣𝐹
𝑐𝑜𝑠∅0 =

Ω2 − 2𝑝Ω − 𝑞 2
.
2𝑝𝑞
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(2.25)

To simplify equation (2.25) we made the following substitution
𝑁(𝑝) =

Ω2 − 2𝑝Ω − 𝑞 2
.
2𝑝𝑞

(2.26)

∅0 = 𝑐𝑜𝑠 −1 𝑁(𝑝) .

(2.27)

The integration limits 𝑝𝑢𝑝 and 𝑝𝑙𝑜𝑤 can be calculate from ∅
∅ = cos −1 𝑁(p).
Therefore 𝛿(𝑓(𝑝, ∅) can be rewritten as
𝛿(𝑓(𝑝, ∅) =

𝛿(𝜃 − 𝜃0 )
𝜕(𝑓(𝑝, ∅)
|
|∅0 =∅
𝜕𝜃

(2.28)

𝜕(𝑓(𝑝, ∅)
= (ℏ𝜔 + ℏ𝑣𝐹 𝑝 + ℏ𝑣𝐹 |𝑝 + 𝑞|)
𝜕𝜃 ∅0 =∅

(2.29)

= (ℏ𝜔 + ℏ𝑣𝐹 𝑝 + ℏ𝑣𝐹 √𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅0 )
ℏvF pqsin∅

=

−√p2 + q2 + 2pq

=

Ω2 − 2pΩ − q2
2pq

ℏ𝑣𝐹 𝑝𝑞𝑠𝑖𝑛𝑐𝑜𝑠 −1 𝑁(𝑝)
−√𝑝2 − 𝑝Ω + Ω2

=−

ℏ𝑣𝐹 𝑝𝑞√1 − 𝑁(𝑝)2
Ω−𝑝

(2.30)

By substituting equation (2.30) into equation (2.24) we can arrive of the following
equation

𝐼𝑚[𝛱 (𝑞, 𝜔)] =

2
∫ 𝑑2 𝑝 ∑
4𝜋 2

(1 +

𝛼=±
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√𝑝2

𝑝 + 𝑞𝑐𝑜𝑠∅(𝑝)
)
+ 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅(𝑝)

ℏ𝑣 𝑝𝑞√1 − 𝑁(𝑝)2
− 𝐹 Ω−𝑝

,

(2.31)

Or,
∞

1

2𝜋

𝐼𝑚[𝛱 (𝑞, 𝜔)]= (2𝜋)² ∫0 𝑝𝑑𝑝 ∫0 𝑑∅

𝜋𝛿(∅−∅0 )
ℏ𝑣𝐹 𝑝𝑞√1−𝑁(𝑝)2

(Ω − 𝑝) (1 −

𝑝+𝑞𝑐𝑜𝑠∅
√𝑝2 +𝑞2 +2𝑝𝑞𝑐𝑜𝑠∅

)

After integrating over to ∅ we obtain,
𝐼𝑚[𝛱 (𝑞, 𝜔)] =

∞
1
𝜋
𝑝 + 𝑞𝑐𝑜𝑠∅0
(Ω − 𝑝) (1 −
∫ 𝑝𝑑𝑝
)
(2𝜋)² 0
ℏ𝑣𝐹 𝑝𝑞√1 − 𝑁(𝑝)2
√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅0

(2.32)

By substituting equation (2.25) into equation (2.32) the imaginary part of the
polarization function can be written as,
𝐼𝑚[𝛱 (𝑞, 𝜔)] =

1−

1 ∞
𝑑𝑝
(Ω − 𝑝)
∫
2𝜋 0 ℏ𝑣𝐹 𝑞√1 − 𝑁(𝑝)2

𝑝+𝑞

(2.33)

Ω2 − 2𝑝Ω − 𝑞 2
2𝑝𝑞
2

2
√𝑝2 + 𝑞 2 + 2𝑝𝑞 Ω − 2𝑝Ω − 𝑞
2𝑝𝑞
)

(

Now we perform of the 𝑝-integral
𝐼𝑚[𝛱 (𝑞, 𝜔)] =

1 ∞
𝑑𝑝
1 2
∫
(2(Ω − 𝑝) +
(𝑞 − Ω2 ))
2𝜋 0 ℏ𝑣𝐹 𝑞√1 − 𝑁(𝑝)2
2𝑝

(2.34)

The square root term can be simplified as followed,
2

Ω2 − 2pΩ − q2
2
√
√1 − 𝑁(p) = 1 − (
)
2pq
=

=

1
2
√4p2 q2 − (−2pΩ + Ω2 − q2 )
2pq

1
2
√4𝑝2 𝑞 2 − (4𝑝2 Ω2 − 4𝑝Ω(Ω2 − 𝑞 2 ) + Ω2 − 𝑞 2 )
2𝑝𝑞
1/2

(Ω2 − 𝑞 2 )
=
2𝑝𝑞

√−4𝑝2 + 4𝑝Ω − Ω2 + 𝑞 2
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(2.35)

By substituting equation (2.35) into equation (2.34), we obtain

𝐼𝑚[𝛱 (𝑞, 𝜔)] =

1 ∞
∫
2𝜋 0

𝑑𝑝
ℏ𝑣𝐹

1
𝑞 2 )2

(Ω2 −
2𝑝

(2(Ω − 𝑝) +

√−4𝑝2 + 4𝑝Ω − Ω2 + 𝑞 2

(2.36)

1 2
(𝑞 − Ω2 )).
2𝑝

2.4 Dielectric function of graphene under radiation
Let’s consider a graphene sheet under an applied field
𝜓 = 𝜓0 + 𝜓1 + 𝜓2

(2.37)

where 𝜓 is the wavefunction. With 𝜓0 , 𝜓1 and 𝜓2 the zeroth order, first order and
second order wavefunctions in terms to the applied field respectively. These can be
written in terms of the number of photons involved in the process,
𝜓 = ∑ 𝑎𝑝𝑛 𝑎𝑝∗ 𝑒 𝑖(𝜀𝑝 +𝑛𝜔0 )𝑡
𝑝,𝑛

where 𝑎𝑝 and 𝑎𝑝∗ are the destruction and creation operators of the Bloch states of
two triangular sub-lattices. The density operator is given as,
′

′

i(εp+q −εp −(n−n )ω0 )t
n
ρ(t) = ∑ a∗n
p+q a p e
p nn′

The polarization function can be evaluated from the bare bubble diagrams and is
given by
𝛱1 (𝑞, 𝜔) =

𝑓𝑝+𝑞,𝜔0 − 𝑓𝑝
2
(𝑔𝑠 𝑔𝑣 )
𝑠𝑠′
∑|𝐹𝑝,𝑝+𝑞
,
|
𝜀𝑝+𝑞 − 𝜀𝑝 − 𝜔0 + 𝜔
4𝜋²ℏ

(2.38)

𝑝

where 𝑔𝑠 = 𝑔𝑣 = 2 and denotes the spin and valley degeneracy, 𝜔0 frequency radiation
field
′

𝑠𝑠
The form factor describing the wavefunction overlap, |𝐹𝑝,𝑝+𝑞
| is defined as

𝜓0 (𝑝)|𝜓1 (𝑝 + 𝑞) >
34

<

The wavefunction overlap describing the lowest order nonlinear effect comes from
′

2

𝑠𝑠
|𝐹𝑝,𝑝+𝑞
| = | < 𝜓0 (𝑝)|𝜓1 (𝑝 + 𝑞) > |2 ≈ 𝐸 2

(2.39)

where 𝐸 2 is the electromagnetic field squared. For centro-symmetric systems the form
factor is linear in E and does not contribute to the dielectric function.
Let us consider an applied field Е(t) = Е𝑒 𝑖𝜔𝑡 whose direction is along the x-axis.
The tight binding Hamiltonian in the low energy regime is given by
𝐻 = 𝑣𝑓 (

0
𝑝+ + 𝑒𝐴+

𝑝− + 𝑒𝐴−
)
0

(2.40)

Е

𝜈𝐹 ≈ 𝑐/300, 𝑝± = 𝑝ₓ ± 𝑖𝑝𝑦 , 𝑎𝑛𝑑 𝐴± = 𝐴 = 𝑖𝜔 𝑒 𝑖𝜔𝑡 , here
𝜈𝐹 is the Fermi velocity and 𝑐 is the light speed. The time dependent two component
wavefunction can be expanded in the basis set
𝑖𝑛𝜔𝑡 −𝑖𝜖𝑡
𝜓(𝑝, 𝑡) = ∑∞
𝑒
,
𝑛=0 ∅(𝑝, 𝑛)𝑒

(2.41)

where 𝜖 = |𝑣𝐹 𝑝|, and ∅(𝑝, 𝑛) is a spinor given by
∅(p, n) = [

𝛼𝑛 (𝑝)
]
𝛽𝑛 (𝑝)

(2.42)

By substituting equation (2.40) into the Schrodinger equation
iℏ ∂ψ
= Hψ
∂t
∞

−ℏ ∑ ∅(𝑝, 𝑛)(𝑛ℏ𝜔 − 𝜖)𝑒

𝜖
𝑖(𝑛𝜔− )𝑡
ℏ

𝑛=0

0

= 𝑣𝐹 (
𝑒Е 𝑖𝜔𝑡
𝑝+ +
𝑒
𝑖𝜔

𝑝− +

𝑒Е 𝑖𝜔𝑡 ∞
𝑒
𝜖
𝑖(𝑛𝜔− )𝑡
𝑖𝜔
ℏ
) ∑ ∅(𝑝, 𝑛)𝑒 𝑖𝑛𝜔𝑡 𝑒
0

(2.43)

𝑛=0

The equation (2.43) contains information of all multiple photon processes in
intrinsic graphene 𝜖 =𝑣𝐹 𝑝. Due to the orthogonality
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𝑣 Е

𝐹
(𝜖 − 𝑛ℏ𝜔) 𝛼𝑛 (𝑝) = 𝑣𝐹 𝑝₊𝛽𝑛 (𝑝) + 2𝑖𝜔
𝛽𝑛−1 (𝑝)

(𝜖 − 𝑛ℏ𝜔)𝛽𝑛 (𝑝) = 𝑣𝐹 𝑝− 𝛼𝑛 (𝑝) +

The

recursion

relation

couples

the

(2.44)

𝑣𝐹 Е
𝛼 (𝑝)
2𝑖𝜔 𝑛−1

𝑛 photon

processes

to

the 𝑛 −

1 photon processes.

2.4.1 calculates the 𝒏th order of polarization
From the solutions to equation (2.44) we can calculate the 𝑛𝑡ℎ order of
wavefunctions,

𝛼𝑛 =

𝑒Е
𝑣𝐹 𝑝+𝛽𝑛 + 𝑣𝐹 𝑖𝜔 𝑒 𝑖𝜔𝑡 𝛽𝑛−1
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)

𝑒Е
𝑣𝐹 𝑝− 𝛼𝑛 + 𝑣𝐹 𝑒 𝑖𝜔𝑡 𝛼𝑛−1
𝑖𝜔
𝛽𝑛 =
,
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)

(2.45)

where (e) is the charge of an electron. To simplify 𝛼𝑛 and 𝛽𝑛 from equation (2.45)
𝑒Е
𝑣𝐹 𝑝− 𝛼𝑛 + 𝑣𝐹 𝑖𝜔 𝑒 𝑖𝜔𝑡 𝛼𝑛−1
Е
𝑣𝐹 𝑝₊(
) + 𝑣𝐹 𝑒 𝑖𝜔𝑡 𝛽𝑛−1
𝑖𝜔
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)
𝛼𝑛 =
.
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)

(2.46)

To simplify equation (2.46), we made the following substitution
𝑒Е

𝐴 = 𝑖𝜔 𝑒 𝑖𝜔𝑡 the 𝜔 are function an written as,
𝛼𝑛 𝑣𝐹 2 𝑝2
𝑣𝐹 2 𝑝+ 𝐴𝛼𝑛−1
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)𝑣𝐹 𝐴𝛽𝑛−1
𝛼𝑛 =
+
+
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)2 (𝑣𝐹 𝑝 − 𝑛ℏ𝜔)2
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)2

(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)𝑣𝐹 𝐴𝛽𝑛−1
𝛼𝑛 (𝑣𝐹 𝑝 − 𝑛ℏ𝜔)2 − 𝛼𝑛 𝑣𝐹 2 𝑝2
𝑣𝐹 2 𝑝+ 𝐴𝛼𝑛−1
=
+
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)2
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)2
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)2
𝑣𝐹 𝑝+ 𝛼𝑛−1 + (𝑣𝐹 𝑝 − 𝑛ℏ𝜔)𝛽𝑛−1
𝛼𝑛 (−2𝑣𝐹 𝑝𝑛ℏ𝜔 + 𝑛ℏ2 𝜔2 ) = 𝑣𝐹 𝐴(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)2 (
)
(𝑣𝐹 𝑝 − 𝑛ℏ𝜔)2

Finally ,

36

𝛼𝑛 =

𝑣𝐹 𝐴
(𝑣 𝑝 𝛼
+ (𝑣𝐹 𝑝 − 𝑛ℏ𝜔)𝛽𝑛−1 )
𝑛ℏ𝜔(𝑛ℏ𝜔 − 2𝑣𝐹 𝑝) 𝐹 + 𝑛−1

(2.47)

𝑣𝐹 𝐴
(𝑣 𝑝 𝛼 + 𝑣𝐹 𝐴𝛼𝑛−1 )
𝑛ℏ𝜔(𝑛ℏ𝜔 − 2𝑣𝐹 𝑝) 𝐹 − 𝑛

(2.48)

𝛽𝑛 =

In the absence of the electric field, only n = 0 terms are non-zero and the solution of
equation (2.10) is the usual wavefunction for the massless Dirac Fermion, 𝛼0 =
𝛽0 =

𝑝−
√2𝑝

1
√2

and

.We can use equations (2.47) and (2.48) to calculate 𝜓 to higher orders.To

calculate 𝛼1 and 𝛽1 from equation (2.47) and (2.48)

𝛼1 =

𝑣𝐹 𝐴
(𝑣 𝑝 𝛼 + (𝑣𝐹 𝑝 − ℏ𝜔)𝛽0 )
ℏ𝜔(ℏ𝜔 − 2𝑣𝐹 𝑝) 𝐹 + 0

𝑣𝐹 𝐴
1
𝑝−
(𝑣𝐹 𝑝+
+ (𝑣𝐹 𝑝 − ℏ𝜔)
)
ℏ𝜔(ℏ𝜔 − 2𝑣𝐹 𝑝)
√2
√2𝑝

=

=

𝑣𝐹 𝐴
√2𝑝ℏ𝜔(ℏ𝜔 − 2𝑣𝐹 𝑝)

=

𝑣𝐹 𝐴
√2𝑝ℏ𝜔(ℏ𝜔 − 2𝑣𝐹 𝑝)

(𝑣𝐹 𝑝+ 𝑝 + (𝑣𝐹 𝑝 − ℏ𝜔)𝑝− )

(𝑣𝐹 𝑝− + 𝑣𝐹 𝑝+ )𝑝 − ℏ𝜔𝑝− ).

(2.49)

The result for 𝛽1 will be
𝑣 𝐴

𝐹
𝛽1 = 𝑛ℏ𝜔(𝑛ℏ𝜔−2𝑣

𝐹 𝑝)

=

(𝑣𝐹 𝑝− 𝛼1 + (ℏ𝜔 − 2𝑣𝐹 𝑝)𝛼0 )

𝑣𝐹 𝐴
𝑣𝐹 𝐴
(𝑣𝐹 𝑝− + 𝑣𝐹 𝑝+ )𝑝 − ℏ𝜔𝑝− )) + (ℏ𝜔
(𝑣𝐹 𝑝−
ℏ𝜔(ℏ𝜔 − 2𝑣𝐹 𝑝)
√2𝑝ℏ𝜔(ℏ𝜔 − 2𝑣𝐹 𝑝)
− 2𝑣𝐹 𝑝)
=

1

)
√2

𝑣𝐹 𝐴
√2 (𝑣𝐹 𝑝 − ℏ𝜔) pℏ𝜔(ℏ𝜔 − 2𝑣𝐹 𝑝)

(𝑣𝐹 2 𝑝−2 𝑝 + 𝑣𝐹 2 𝑝3 − 𝑣𝐹 𝑝−2 ℏ𝜔) + 𝑝ℏ2 𝜔2

− 2𝑣𝐹 𝑝2 ℏ𝜔)
=

𝑣𝐹 𝐴
√2 (𝑣𝐹 𝑝 − ℏ𝜔)p ℏ𝜔(ℏ𝜔 − 2𝑣𝐹 𝑝)
+ 𝑝−2 (𝑣𝐹 𝑝 − ℏ𝜔).
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(𝑝(𝑣𝐹 𝑝 − ℏ𝜔)2

(2.50)

2.4.2 The overlap of the wavefunction of graphene under radiation
from the Schrodinger equation
𝐻ψ= 𝐸𝜓
2

′

𝑠𝑠
we can use the matrix element |𝐹𝑝,𝑝+𝑞
| = < 𝜓0 (𝑝)|𝜓1 (𝑝 + 𝑞) >

to calculate

< 𝜓0 |𝜓1 >
= (𝛼0

𝛼1
𝛽0 ) (𝛽 ).
1

(2.51)

By substituting the values of 𝛼0 and 𝛽0 from the equation (2.14), 𝛼1 and 𝛽2from
equation (2.49), (2.50) in equation (2.51)
𝑣𝐹 𝐴
(𝑣𝐹 𝑝− + 𝑣𝐹 𝑝+ )𝑝 − ℏ𝜔𝑝− )
√2𝑝ℏ𝜔(ℏ𝜔−2𝑣𝐹 𝑝)
)(
).
𝑣𝐹 𝐴
√2𝑝
2
2
(𝑣𝐹 𝑝 − ℏ𝜔𝑝 + 𝑣𝐹 𝑝− )
√2ℏ𝜔𝑝(ℏ𝜔−2𝑣𝐹 𝑝)

(

1

𝑝−

√2

The product of the matrix elements 𝜓0 and 𝜓1 is give as,
1
𝑣𝐹 𝐴
(𝑣𝐹 𝑝− + 𝑣𝐹 𝑝+ )𝑝 − ℏ𝜔𝑝− ))
( )(
√2 √2𝑝ℏ𝜔(ℏ𝜔 − 2𝑣𝐹 𝑝)
+(

𝑝−
√2𝑝

(2.52)

𝑣𝐹 𝐴

(𝑣𝐹 𝑝2 − ℏ𝜔𝑝 + 𝑣𝐹 𝑝−2 ))
)(
√2ℏ𝜔𝑝(ℏ𝜔 − 2𝑣𝐹 𝑝)

Substituting p = (𝑝 + 𝑞)𝑒 −𝑖∅(𝑝+𝑞) into the terms due to |𝜓1 > and 𝑝𝑒 −𝑖∅𝑝 into the
terms due to < 𝜓0 |
′

2

1

𝑣𝐹 𝐴

√

√2ℏ 𝜔(𝜔−2𝑣𝐹 |𝑝+𝑞|

𝑠𝑠
|𝐹𝑝,𝑝+𝑞
| =( 2) (

(𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| ) −

ℏ𝜔𝑒 −𝑖∅|𝑝+𝑞| )
𝑝𝑒 +𝑖∅𝑝
𝑣𝐹 𝐴
)(
(𝑣𝐹 |𝑝
√2𝑝
√2𝜔ℏ(ℏ𝜔−2𝑣𝐹 |𝑝+𝑞|)

+(

(2.53)
+ 𝑞| − ℏ𝜔 + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −2𝑖∅|𝑝+𝑞| )).

We can simplify the equation (2.53), by grouping similar terms
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′

2

𝑠𝑠
|𝐹𝑝,𝑝+𝑞
| =(

𝑣𝐹 𝐴

) ((𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞|
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)
+ 𝑣𝐹 (𝑝 + 𝑞)𝑒 +𝑖∅|𝑝+𝑞| ) − ℏ𝜔𝑒 −𝑖∅(𝑝+𝑞)

(2.54)

+ (𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅𝑝 − ℏ𝜔𝑒 +𝑖∅𝑝 + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −2𝑖∅|𝑝+𝑞| 𝑒 +𝑖∅𝑝 ))

To normalize equation (2.54) we require the complex conjugate
(

𝑣𝐹 𝐴

) ((𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞| )
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)
− ℏ𝜔|𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅𝑝 − ℏ𝜔𝑒 −𝑖∅𝑝 + 𝑣𝐹 |𝑝

(2.55)

∗

+ 𝑞|𝑒 +2𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )

The form factor can now be found by multiplying equation (2.54) and (2.55)

′

2

𝑠𝑠
|𝐹𝑝,𝑝+𝑞
| =(

𝑣𝐹 𝐴
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)

) ((𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞|

+ 𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| ) − ℏ𝜔𝑒 −𝑖∅|𝑝+𝑞|
+ (𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅𝑝 − ℏ𝜔𝑒 +𝑖∅𝑝 + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −2𝑖∅|𝑝+𝑞| 𝑒 +𝑖∅𝑝 ))
(2.56)
(

𝑣𝐹 𝐴

) ((𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅(𝑝+𝑞 )
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)
− ℏ𝜔|𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅𝑝 − ℏ𝜔𝑒 −𝑖∅𝑝 + 𝑣𝐹 |𝑝
+ 𝑞|𝑒 +2𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )

The result of equation (2.56) became
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2
𝑠𝑠′
|𝐹𝑝,𝑝+𝑞
|

=(

𝑣𝐹 𝐴

2

)
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)

[(𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞| ) ((𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞| )
− ℏ𝜔|𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅𝑝 − ℏ𝜔𝑒 −𝑖∅𝑝 + 𝑣𝐹 |𝑝
+ 𝑞|𝑒 +2𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )
+(𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| ) ((𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞| )
− ℏ𝜔|𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅𝑝 − ℏ𝜔𝑒 −𝑖∅𝑝 + 𝑣𝐹 |𝑝
+ 𝑞|𝑒 +2𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )
−(ℏ𝜔𝑒 −𝑖∅|𝑝+𝑞| ) ((𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞| )
− ℏ𝜔|𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅𝑝 − ℏ𝜔𝑒 −𝑖∅𝑝 + 𝑣𝐹 |𝑝
+ 𝑞|𝑒 +2𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )

(2.57)

+(𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅𝑝 ) ((𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞| )
− ℏ𝜔|𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅𝑝 − ℏ𝜔𝑒 −𝑖∅𝑝 + 𝑣𝐹 |𝑝
+ 𝑞|𝑒 +2𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )
−(ℏ𝜔𝑒 +𝑖∅𝑝 ) ((𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞| ) − ℏ𝜔|𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞|
+ 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅𝑝 − ℏ𝜔𝑒 −𝑖∅𝑝 + 𝑣𝐹 (𝑝 + 𝑞)𝑒 +2𝑖∅(𝑝+𝑞)−𝑖∅𝑝 )
+(𝑣𝐹 |𝑝 + 𝑞|𝑒 −2𝑖∅|𝑝+𝑞|+𝑖∅𝑝 ) ((𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞| )
− ℏ𝜔|𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞| + 𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅𝑝 − ℏ𝜔𝑒 −𝑖∅𝑝 + 𝑣𝐹 |𝑝
+ 𝑞|𝑒 +2𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )]
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2
𝑠𝑠′
|𝐹𝑝,𝑝+𝑞
|

=(

𝑣𝐹 𝐴

2

)
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 (𝑝 + 𝑞))

[((𝑣𝐹 2 |𝑝 + 𝑞|2 + 𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 −2𝑖∅|𝑝+𝑞| ) − ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|
+ 𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 − ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝
+ 𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )
+ (((𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 +2𝑖∅|𝑝+𝑞| + 𝑣𝐹 2 |𝑝 + 𝑞|2 )) − ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|𝑒 +2𝑖∅|𝑝+𝑞|
+ (𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 ) − ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝
+ 𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 +3𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )
− ((ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| + ℏ𝜔 𝑣𝐹 |𝑝 + 𝑞|𝑒 −2𝑖∅|𝑝+𝑞| ) − ℏ2 𝜔2 + ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅(𝑝+𝑞)−𝑖∅𝑝
− ℏ2 𝜔2 𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )
+ ((𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 ) − ℏ𝜔𝑣𝐹 |𝑝
+ 𝑞|𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑣𝐹 2 |𝑝 + 𝑞|2 − ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|
+ 𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 +2𝑖∅|𝑝+𝑞| )
− ((ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 )
− ℏ2 𝜔2 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| − ℏ2 𝜔2 + ℏ𝜔𝑣𝐹 |𝑝
+ 𝑞|𝑒 +2𝑖∅|𝑝+𝑞| )
+ ((𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 −3𝑖∅|𝑝+𝑞|+𝑖∅𝑝 ) − ℏ𝜔𝑣𝐹 |𝑝
+ 𝑞|𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑣𝐹 2 |𝑝 + 𝑞|2 𝑒 −2𝑖∅|𝑝+𝑞|
− ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|𝑒 −2𝑖∅|𝑝+𝑞| + 𝑣𝐹 2 |𝑝 + 𝑞|2 )]

We can simplify equation (2.58) by grouping similar terms and obtain
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(2.58)

2
𝑠𝑠′
|𝐹𝑝,𝑝+𝑞
|

=(

𝑣𝐹 𝐴

2

) (4𝑣𝐹 2 |𝑝 + 𝑞|2
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 (𝑝 + 𝑞))
+ 𝑣𝐹 2 |𝑝 + 𝑞|2 (𝑒 −2𝑖∅|𝑝+𝑞| + 𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝
+ 𝑒 +2𝑖∅|𝑝+𝑞| + 𝑒 +𝑖∅|𝑝+𝑞|−∅𝑝 + 𝑒 +3𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝
+ 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 +2𝑖∅|𝑝+𝑞| + 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 −3𝑖∅|𝑝+𝑞|+𝑖∅𝑝
+ 𝑒 −2𝑖∅|𝑝+𝑞| ) − 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| − ℏ𝜔𝑣𝐹 |𝑝
+ 𝑞|(𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +2𝑖∅|𝑝+𝑞| + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 −2𝑖∅|𝑝+𝑞|

(2.59)

+ 𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝
+ 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 +2𝑖∅|𝑝+𝑞| + 𝑒 −2𝑖∅|𝑝+𝑞| + 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 ) + 2ℏ2 𝜔2
+ ℏ2 𝜔2 (𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 ))

In equation (2.59) we can neglect terms of the form e+2i∅|p+q|, e−3i∅|p+q|−i∅p
′

2

𝑠𝑠
|𝐹𝑝,𝑝+𝑞
| =(

𝑣𝐹 𝐴

2

) (4𝑣𝐹 2 |𝑝 + 𝑞|2
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)
+ 𝑣𝐹 2 |𝑝 + 𝑞|2 (𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝
+ 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 ) − 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|
− ℏ𝜔𝑣𝐹 |𝑝
+ 𝑞|(𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝

(2.60)

+ 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 )
+ 2ℏ2 𝜔2 + ℏ2 𝜔2 (𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 ))

We note that the terms 𝑒 +𝑖∅|𝑝+𝑞|+𝑖∅𝑝 , 𝑒 −𝑖∅|𝑝+𝑞|−𝑖∅𝑝 in equation (2.60) are equal to
zero after the integration therefore the result will be as follows
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𝑠𝑠′
|𝐹𝑝,𝑝+𝑞
|

2

2

𝑣𝐹 𝐴

=(
) (4𝑣𝐹 2 |𝑝 + 𝑞|2
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)
+ 𝑣𝐹 2 |𝑝 + 𝑞|2 (𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝+𝑒

−𝑖∅|𝑝+𝑞|+𝑖∅𝑝 +𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝

)

− 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| − ℏ𝜔𝑣𝐹 |𝑝
+ 𝑞|(𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 )
+ ℏ2 𝜔 2 )
2
𝑠𝑠′
|𝐹𝑝,𝑝+𝑞
|

=(

2

𝑣𝐹 𝐴
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)

) (4𝑣𝐹 2 |𝑝 + 𝑞|2

+ 2𝑣𝐹 2 |𝑝 + 𝑞|2 (𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 ) − 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|

(2.61)

− ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|(2𝑒 −𝑖∅|𝑝+𝑞|+𝑖∅𝑝 + 2𝑒 +𝑖∅|𝑝+𝑞|−𝑖∅𝑝 ) + 2ℏ2 𝜔2 )

The angle 𝑖∅|𝑝 + 𝑞| + ∅(𝑝) ≡ 𝜃(𝑝 + 𝑞, 𝑝) in equation (2.61)
𝑠𝑠′
|𝐹𝑝,𝑝+𝑞
|

=(

2

vF A

) (4vF 2 |p + q|2
2√2ωℏ(ℏω − 2vF |p + q|)
+ 2vF 2 |p + q|2 (e−iθ + e+iθ ) − 4ℏωvF |p + q| − 2ℏωvF |p

(2.62)

+ q|(e−iθ + e+iθ ) + 2ℏ2 ω2 )

Therefore, by using 𝑒 ±𝑖𝜃 = 𝑐𝑜𝑠𝜃 ± 𝑖𝑠𝑖𝑛𝜃
2
𝑠𝑠′
|𝐹𝑝,𝑝+𝑞
|

=(

2

𝑣𝐹 𝐴
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)

) (4𝑣𝐹 2 |𝑝 + 𝑞|2 + 2𝑣𝐹 2 |𝑝 + 𝑞|2 (2𝑐𝑜𝑠𝜃)
2

− 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| − 2ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|(2𝑐𝑜𝑠𝜃) + 2ℏ 𝜔

(2.63)

2)

Substituting equation (2.19) into equation (2.63) and finally the form factor for
polarization due to electromagnetic radiation is given by
′

2

𝑠𝑠
|𝐹𝑝,𝑝+𝑞
| =(

2

𝑣𝐹 𝐴
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)
+ 2𝑣𝐹 2 |𝑝 + 𝑞|2 (2

) (4𝑣𝐹 2 |𝑝 + 𝑞|2
𝑝 + 𝑞𝑐𝑜𝑠∅(𝑝)

) − 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|
√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅(𝑝)

− 2ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| (2

𝑝 + 𝑞𝑐𝑜𝑠∅(𝑝)
√𝑝2

+ 𝑞2
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) + 2ℏ2 𝜔2 )
+ 2𝑝𝑞𝑐𝑜𝑠∅(𝑝)

(2.64)

2.4 Calculation of polarization function
Using the results in section 2.3 we see that the polarization function can be
rewritten as
2

𝛱 (𝑞, 𝜔) =

𝑣𝐹 𝐴
((
) )
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)

(𝑔𝑠 𝑔𝑣)
∫ 𝑑2 𝑝 ∑
(4𝑣𝐹 2 |𝑝 + 𝑞|2
𝜔0 + 𝜔 + 𝛼𝑣𝐹 (𝑝 ± |𝑝 + 𝑞|) + 𝑖𝛿
4𝜋²ℏ
𝛼=±

+ 2𝑣𝐹 2 |𝑝 + 𝑞|2 (2

𝑝 + 𝑞𝑐𝑜𝑠∅(𝑝)
√𝑝2

− 2ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| (2

+

𝑞2

) − 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|
+ 2𝑝𝑞𝑐𝑜𝑠∅(𝑝)

(2.65)

𝑝 + 𝑞𝑐𝑜𝑠∅(𝑝)
√𝑝2

+

𝑞2

) + 2ℏ2 𝜔2 )
+ 2𝑝𝑞𝑐𝑜𝑠∅(𝑝)

The first step in solving this is the calculation of the ∅-integral
The Dirac identity can be used
1
1
|
= ∓ 𝑖𝜋𝛿(𝑥)
𝑥 ± 𝑖ƞ ƞ→0
𝑥
Therefore
𝐼𝑚[𝛱 (𝑞, 𝜔)]=
2𝑣𝐹 2 |𝑝 + 𝑞|2 (2

2
∞
2𝜋
2
𝑣𝐹 𝐴
𝑝𝑑𝑝
𝑑∅𝑝
(
)
(4𝑣𝐹 2 |𝑝 +
∫
∫
2
0
0
4𝜋 ℏ
2√2𝜔ℏ(ℏ𝜔−2𝑣𝐹 |𝑝+𝑞|)
𝑝+𝑞𝑐𝑜𝑠∅(𝑝)

𝑞|2 +

) − 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| −

√𝑝2 +𝑞2 +2𝑝𝑞𝑐𝑜𝑠∅(𝑝)

2ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| (2

𝑝+𝑞𝑐𝑜𝑠∅(𝑝)
√𝑝2 +𝑞2 +2𝑝𝑞𝑐𝑜𝑠∅(𝑝)

(2.66)

) + 2ℏ2 𝜔2 ) 𝜋𝛿(𝑓(𝑝, ∅(𝑝)))

Here
𝑓(𝑝, ∅𝑝) = (ℏ(𝜔0 + 𝜔) + 𝛼𝑣𝐹 (𝑝 ± |𝑝 + 𝑞|))
(2.67)
𝑓(𝑝, ∅𝑝) = (ℏ(𝜔0 + 𝜔) + 𝑣𝐹 (𝑝 + √𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅))

The root of 𝑓(𝑝, ∅(𝑝)) is given by
(ℏ(𝜔0 + 𝜔) + 𝑣𝐹 (𝑝 + √𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅0 )) = 0
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2

ℏ(ω0 + ω)
ℏ(ω0 + ω)
) − 2𝑝
− 𝑞2
𝑣𝐹
𝑣𝐹
𝑐𝑜𝑠∅0 =
2𝑝𝑞
(

(2.68)

∅0 = 𝑐𝑜𝑠 −1 𝑁(𝑝)

𝑁(𝑝) =

ℏ(𝜔0 + 𝜔) 2
ℏ(𝜔0 + 𝜔)
(
) − 2𝑝
− 𝑞2
𝑣
𝑣
𝐹

𝐹

2𝑝𝑞

Therefore 𝛿(𝑓(𝑝, ∅)) can be rewritten as
𝛿(𝑓(𝑝, ∅)) =

𝛿(∅ − ∅0 )
𝜕(𝑓(𝑝, ∅))
|
|∅=∅0
𝜕∅

𝜕(𝑓 ′ (𝑝, ∅)
|
𝜕∅
∅=∅

(2.69)

0

ℏ𝑣𝐹 𝑝𝑞𝑠𝑖𝑛∅0

=

ℏ(𝜔0 + 𝜔) 2
ℏ(𝜔0 + 𝜔)
) − 2𝑝
− 𝑞2
√ 2
𝑣
𝑣𝐹
𝐹
2
− 𝑝 + 𝑞 + 2𝑝𝑞
2𝑝𝑞
(

=−

ℏ𝑣𝐹 𝑝𝑞√1 − 𝑁(𝑝)2
Ω−𝑝

(2.70)

Now the imaginary part of 𝜋 is given as
𝐼𝑚[𝛱 (𝑞, 𝜔)]
=

∞
2𝜋
2
∫
𝑝𝑑𝑝
∫
𝑑∅
4𝜋 2 ℏ 0
0

𝜋𝛿(∅ − ∅0 )
−

𝑣𝐹 𝐴

(

ℏ𝑣𝐹 𝑝𝑞√1 − 𝑁(𝑝)2 2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)
|
𝑤
−𝑝
𝑣𝐹

2

)

(2.71)
(4𝑣𝐹 2 |𝑝 + 𝑞|2 + 2𝑣𝐹 2 |𝑝 + 𝑞|2 (2
+ 𝑞| (2

𝑝 + 𝑞𝑐𝑜𝑠∅(𝑝)
√𝑝2

+ 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅(𝑝)

𝑝 + 𝑞𝑐𝑜𝑠∅(𝑝)
√𝑝2

+

𝑞2

) − 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| − 2ℏ𝜔𝑣𝐹 |𝑝

) + 2ℏ2 𝜔2 )
+ 2𝑝𝑞𝑐𝑜𝑠∅(𝑝)

The square root term can be simplified as following
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√1 − 𝑁(𝑝)2 =

1
2𝑝𝑞

2

√4𝑝2 𝑞 2

2

ℏ(𝜔0 + 𝜔)
ℏ(𝜔0 + 𝜔) ℏ(𝜔0 + 𝜔)
ℏ(𝜔0 + 𝜔) 2
− 4𝑝 (𝑝 (
) −
((
) − 𝑞2) + (
) − 𝑞2)
𝑣𝐹
𝑣𝐹
𝑣𝐹
𝑣𝐹

2

√1 − 𝑁(𝑝)2

ℏ(𝜔0 + 𝜔) 2
) − 𝑞2 )
𝑣𝐹
2𝑝𝑞

1/2

((

=

Substituting 𝑐𝑜𝑠∅0 =

2

√−4𝑝2 + 4𝑝

2
ℏ(𝜔0 +𝜔)
ℏ(𝜔0 +𝜔)
) −2𝑝
−𝑞 2
𝑣𝐹
𝑣𝐹

(2.72)

(

2𝑝𝑞

2

1
|𝐹𝑝,𝑝+𝑞
| =(

in equation (2.65) ,we obtain,
2

𝑣𝐹 𝐴

)
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)

4𝑣𝐹 2 (𝑝 + 𝑞)2 + 2𝑣𝐹 2 |𝑝 + 𝑞|2 2
(

ℏ(𝜔0 + 𝜔)
ℏ(𝜔0 + 𝜔)
−(
) + 𝑞2
𝑣𝐹
𝑣𝐹

𝑝+

(
− 2ℏ𝜔𝑣𝐹 |𝑝 + 𝑞| 2
(

Ω2 − 2𝑝Ω − 𝑞 2
2𝑝

√𝑝 2

2

+ Ω − 2𝑝Ω

− 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|
)
(2.73)

Ω2 − 2𝑝Ω − 𝑞 2
𝑝+
2𝑝
√𝑝2 + Ω2 − 2𝑝Ω

Equation (2.74) can be simplified after some algebra
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+ 2ℏ2 𝜔2
)

)

2

1
|𝐹𝑝,𝑝+𝑞
| =(

2

𝑣𝐹 𝐴

)
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 |𝑝 + 𝑞|)

(2

𝑝+

Ω2 − 2𝑝Ω − 𝑞 2
2𝑝
) (+2𝑣𝐹 2 |𝑝
Ω−𝑝

(( (
+ 𝑞|2 − 2ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|) + 4𝑣𝐹 2 |𝑝 + 𝑞|2 − 4ℏ𝜔𝑣𝐹 |𝑝 + 𝑞|

(2.74)

)

+ 2ℏ2 𝜔2
))

here |𝑝 + 𝑞|=√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠𝜃. Substituting cos𝜃𝑝+𝑞,𝑝 =

𝑝+𝑞𝑐𝑜𝑠∅(𝑝)
√𝑝2 +𝑞2 +2𝑝𝑞𝑐𝑜𝑠∅(𝑝)
2

𝑣𝐹 𝐴

=

2√2𝜔ℏ (ℏ𝜔 − 2𝑣𝐹 (√𝑝2 + 𝑞 2 + 2𝑝𝑞2𝑝𝑞

Ω2 − 2𝑝Ω − 𝑞 2
2𝑝𝑞

))

(

2
((

𝑝+

)

Ω2 − 2𝑝Ω − 𝑞 2
2𝑝

𝜔
𝑣𝐹 − 𝑝

+2𝑣𝐹 2 (√𝑝2 + 𝑞 2 + 2𝑝𝑞2𝑝𝑞

2

2

Ω − 2𝑝Ω −

𝑞2

2𝑝𝑞

)

)(

− 2ℏ𝜔𝑣𝐹 (√𝑝2 + 𝑞 2 + 2𝑝𝑞2𝑝𝑞

Ω2 − 2𝑝Ω − 𝑞 2
2𝑝𝑞

)
)

+ 4𝑣𝐹 2 (√𝑝2 + 𝑞 2 + 2𝑝𝑞

Ω2 − 2𝑝Ω − 𝑞 2

− 4ℏ𝜔𝑣𝐹 (√𝑝2 + 𝑞 2 + 2𝑝𝑞2𝑝𝑞

2𝑝𝑞

2

)

Ω2 − 2𝑝Ω − 𝑞 2
2𝑝𝑞

) + 2ℏ2 𝜔2
)
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The wavefunction overlap is given as,

2
𝑠𝑠′
|𝐹𝑝,𝑝+𝑞
|

(

=(

𝑣𝐹 𝐴
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 (Ω − 𝑝))

2

)

Ω2 𝑞 2
𝑝 − Ω + 2𝑝 − 2𝑝
(2
) (+2𝑣𝐹 2 (Ω − 𝑝)2 − 2ℏ𝜔𝑣𝐹 (Ω − 𝑝)) + 4𝑣𝐹 2 (Ω − 𝑝)2
𝜔
−
𝑝
𝑣𝐹

(2.75)

− 4ℏ𝜔𝑣𝐹 (Ω − 𝑝) + 2ℏ2 𝜔2
)

2
𝑠𝑠′
|𝐹𝑝,𝑝+𝑞
|

(

=(

𝑣𝐹 𝐴
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 (Ω − 𝑝))

2

)

Ω2 𝑞 2
𝑝 − Ω + 2𝑝 − 2𝑝
(2
) (+2𝑣𝐹 2 ((Ω)2 − 𝑝)2 − 2ℏ𝜔𝑣𝐹 (Ω − 𝑝)) + 4𝑣𝐹 2 (Ω − 𝑝)2
𝜔
−𝑝
𝑣𝐹

− 4ℏ𝜔𝑣𝐹 (Ω − 𝑝) + 2ℏ2 𝜔2
)

We are now in a position to calculate the 𝑝-integral
The imaginary part of 𝛱 (𝑞, 𝜔) can be written as
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(2.76)

2

𝛱 (𝑞, 𝜔) =

𝑣𝐹 𝐴
(
)
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 (𝜔 − 𝑝))

∞
1
∫ 𝑝𝑑𝑝
2𝜋ℏ 0

−
(

(2

Ω2 𝑞 2
𝑝 − Ω + 2𝑝 − 2𝑝
Ω−𝑝

ℏ𝑣𝐹 𝑝𝑞√1 − 𝑄 ′ (𝑝)2
ℏ(𝜔0 + 𝜔)
−𝑝
𝑣𝐹

)
(2.77)

) (+2𝑣𝐹 2 (Ω − 𝑝)2 − 2ℏ𝜔𝑣𝐹 (Ω − 𝑝)) + 4𝑣𝐹 2 (Ω − 𝑝)2

(
− 4ℏ𝜔𝑣𝐹 (Ω − 𝑝) + 2ℏ2 𝜔2
)

2

=

𝑣𝐹 𝐴
(
)
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 (𝜔 − 𝑝))

∞
1
∫ 𝑝𝑑𝑝
2𝜋ℏ 0

2

−

ℏ(𝜔0 + 𝜔)
−𝑝
𝑣𝐹

(

((

1

2
ℏ(𝜔0 + 𝜔)
((
) − 𝑞2 )
2
𝑣𝐹
√−4𝑝2 + 4𝑝 ℏ(𝜔0 + 𝜔) − (ℏ(𝜔0 + 𝜔)) + 𝑞2
ℏ𝑣𝐹 𝑝𝑞
2𝑝𝑞
𝑣𝐹
𝑣𝐹

)

2
𝑞2
𝑝−Ω+Ω −
2𝑝 2𝑝
2
(+2𝑣𝐹 2 (Ω − 𝑝)2 − 2ℏ𝜔𝑣𝐹 (Ω − 𝑝)) + 4𝑣𝐹 2 (Ω − 𝑝)2 − 4ℏ𝜔𝑣𝐹 (Ω − 𝑝)
𝜔 −𝑝
𝑣𝐹

)

+ 2ℏ2 𝜔2
)
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𝛱 (𝑞, 𝜔) =

𝑝𝑢𝑝
1
∫ 𝑝𝑑𝑝
2𝜋ℏ 𝑝𝑙𝑜𝑤

𝑒𝐸𝑒 𝜔𝑡
𝜔
(
)
2√2𝜔ℏ(ℏ𝜔 − 2𝑣𝐹 ℏ(Ω − 𝑝))

2

𝑣𝐹

1/2

(

−

ℏ(𝜔0 + 𝜔) 2
1
ℏ𝑣𝐹 ((
) − 𝑞2)
2
𝑣𝐹

2
√−4𝑝2 + 4𝑝 ℏ(𝜔0 + 𝜔) − (ℏ(𝜔0 + 𝜔)) + 𝑞 2
𝑣𝐹
𝑣𝐹

Ω−𝑝
𝑝−Ω+
2

Ω2 𝑞2
−
2𝑝 2𝑝

Ω−𝑝

((

)

(+2𝑣𝐹 2 (Ω − 𝑝)2 − 2ℏ𝜔𝑣𝐹 (Ω − 𝑝)) + 4𝑣𝐹 2 (Ω − 𝑝)2

)

− 4ℏ𝜔𝑣𝐹 (Ω − 𝑝) + 2ℏ2 𝜔2
)

2.5 Integration limits of polarization
The integration limits 𝑝𝑢𝑝 and 𝑝𝑙𝑜𝑤 can be calculate from ∅0
∅0

= 𝑐𝑜𝑠−1𝑁(𝑝)

where

𝑁(𝑝) =

ℏ(𝜔0 + 𝜔) 2
ℏ(𝜔0 + 𝜔)
(
)
−
2𝑝
− 𝑞2
𝑣
𝑣
𝐹

𝐹

2𝑝𝑞

Since ∅0 has to be real, 𝑁(𝑝) must lie in the range of [−1 , 1]. Therefore
2

−1 ≤

ℏ(𝜔0 + 𝜔)
ℏ(𝜔0 + 𝜔)
(
) − 2𝑝
− 𝑞2
𝑣
𝑣
𝐹

𝐹

2𝑝𝑞

≤ +1

2

ℏ(𝜔0 + 𝜔)
ℏ(𝜔0 + 𝜔)
−2𝑝𝑞 ≤ (
) − 2𝑝
− 𝑞 2 ≤ +2𝑝𝑞
𝑣𝐹
𝑣𝐹
2

ℏ(𝜔0 + 𝜔)
ℏ(𝜔0 + 𝜔)
2𝑝𝑞 ≥ (
) − 2𝑝
− 𝑞2
𝑣𝐹
𝑣𝐹
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1 ℏ(𝜔0 + 𝜔)
𝑝≥ (
− 𝑞)
2
𝑣𝐹
2

ℏ(𝜔0 + 𝜔)
ℏ(𝜔0 + 𝜔)
−2𝑝𝑞 ≤ (
) − 2𝑝
− 𝑞2
𝑣𝐹
𝑣𝐹
1 ℏ(𝜔0 + 𝜔)
𝑝≤ (
+ 𝑞)
2
𝑣𝐹
Therefore, the limits of p-integration are
1 ℏ(𝜔0 + 𝜔)
𝑝𝑙𝑜𝑤 = (
− 𝑞)
2
𝑣𝐹
1 ℏ(𝜔0 + 𝜔)
𝑝𝑢𝑝 = (
+ 𝑞)
2
𝑣𝐹

(2.80)

2.6 Discussion
The polarization function of graphene under electromagnetic radiation as a function
of wave vector and frequency, are presented below.
In the Figure 2.1 we plot the imaginary part of the polarization function of graphene
under electromagnetic radiation versus wave vector. Here we set 𝜔0 =1 THz, E=10 eV
and plotted for three different values of ω. The higher frequency (energy) requires a
higher transfer of wave vector when frequency increases from 0.5 to 0.55 and 0.6 THz
in this time the wave vector transfer too. means that the electrons are excited from
below 𝐸𝐹 to higher levels above 𝐸𝐹 and when ω=0.5 THz it is start from 0.06 and the
magnitude is higher than ω=0.55 and 0.6 THz that because there are sub subtransfer in
the intraband for electrons. However, when 𝜔0 =0.7 THz and E=10 eV, the magnitude
is lower when ω=0.5 THz and increases as the frequency does. This can be seen clearly
in the Figure 2.2. We can see how 𝜔0 plays an important role on the polarization
function if we compare Figure 2.1 with the linear polarization in the Figure 2.5. In
Figure 2.5 all the curves start from zero and when frequency increasing from 0.5 to 0.55
and 0.6 THz in this time the wave vector shift and the The magnitude became higher.
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By comparing Figures 2.1, 2.2 and 2.5 we can see that increasing the value of 𝜔0
causes the lower frequency response of the polarizability function to be increased.
When 𝜔0 = 1 THz, lower values of 𝜔 have a higher peak and the height trails of as 𝜔
increases. When we set 𝜔0 = 0.7 however this trend is reversed and increasing the
frequency increases the height of the peaks. In both cases with 𝜔0 ≠ 0 there is a
nonzero response for zero wave vector. This is in comparison to the linear case which
has a vanishing polarizability function at zero wave vector .
This occurs because the two photon process can have the final wave vector change
of ±2 q corresponding to simultaneously absorbing or emitting two photons. This
process goes to zero as the wave vector tranfer goes to zero. The two-photon process
can also have final wave vector change of 0, corresponding to simultaneously absorbing
and emitting a photon. The final value of the imaginary part of the dielectric function at
zero wave vector exchange is due to the contribution of this process.
At low wave vector the imaginary part increases with frequency approximately
quadratically. This is mainly due to the avalaible phase space which is proportional to q
and the average wave vector transfer is also proportional to q. There is a cut-off wave
vector exchange beyond which the imaginary part of the polarizability vanishes. This
cut-off reflects the combined requirements of energy and wave vector conservation in
optical processes. The cusp-like peak before the cut-off is due to the nature of the two
dimensional motion of electrons in graphene.
Plotting the polarizability function for a fixed wave vector

and varying the

frequency Figures 2.3, 2.4 and 2.6 shows similar features to what is seen when we fix
frequency and vary wave vector . For the linear polarization and 𝜔0 = 0.7 THz Figures
2.6 and 2.4 respectively the peak height increases with wave vector , but setting 𝜔0 = 1
THz Figure 2.3 causes the peak height to decrease with wave vector . The location of
the peaks increases with frequency as is expected by ℏ𝜔 = 𝐸𝑝+𝑞 − 𝐸𝑝 ; increasing q
results in an increase in 𝜔.
Under a strong electromagnetic radiation, the original band splits into multiple photon
side band. The electronic transition between these sidebands can exhibit a weak von
Hove like divergence.
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Figure 2. 1: Imaginary part of the polarization versus 𝑞 under electromagnatic radiation
(nonlinear) and different 𝜔 In the blue curve 𝜔 = 0.5, green curve 𝜔 = 0.55 and red
curve 𝜔 = 0.6, 𝜔0 = 1.

Figure 2. 2: Imaginary part of the polarization versus 𝑞 under electromagnatic radiation
(nonlinear) and different 𝜔 In the blue curve 𝜔 = 0.5, green curve 𝜔 = 0.55 and red
curve 𝜔 = 0.6, 𝜔0 = 0.7.
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Figure 2. 3:Imaginary part of the polarization versus 𝜔 under electromagnatic radiation
(nonlinear) and different q In the blue curve q = 0.5, green curve q = 0.55 and red curve
q= 0.6, 𝜔0 = 1.

Figure 2. 4:Imaginary part of the polarization versus 𝜔 under electromagnatic radiation
(nonlinear) and different q In the blue curve q = 0.5, green curve q = 0.55 and red curve
q = 0.6, 𝜔0 = 0.7.
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Figure 2. 5: Imaginary part of the polarization versus 𝑞 (linear) and different (𝜔) In the
blue curve 𝜔 = 0.5, green curve 𝜔 = 0.55 and red curve 𝜔 = 0.6.

Figure 2. 6: Imaginary part of the polarization versus 𝜔 (linear) and different q In the
blue red curve q = 0.5, green curve q = 0.55 and red curve q = 0.6.
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CHAPTER 3
Polarization function of asymmetric massless Dirac fermions
3.1 Introduction
In the previous chapter we discussed the dielectric response of graphene under
electromagnetic radiation. The imaginary part of the polarization has been calculated for
different frequencies and wave vectors for both linear and nonlinear responses. The
graphene sheet in the previous chapter was treated as having symmetric massless Dirac
fermions. In this chapter we will discuss the polarization function of asymmetric
massless Dirac fermions at different temperatures and wave vectors. However, before
investigating these systems, we must introduce some properties of the asymmetric
super-lattices of graphene.
In the asymmetric graphene structure, strain leads electrons to asymmetrically
interact with the three nearest electrons. As these neighbouring electrons have different
energies and positions, the effective energy band structure also becomes asymmetric.
Due to this, the velocities of the carriers also become asymmetric. Since strain is
applied in the armchair direction, graphene is gapless, being governed by the
asymmetric massless fermions [92, 93].
Gapped graphene, on the other hand, can occur at the critical deformation .Due to
the controllable electronic properties of strain in graphene, the mechanical and
electronic properties become connected [92, 94]. Strain can deform the honeycomb
lattice of graphene but if the tension is too large its structure may permanently break.
The honeycomb structure of graphene will persist if the strain is under 20% [95].For
more details about symmetric graphene, see Chapter One. To allow for a comparison
with asymmetric graphene, we will first briefly discuss symmetric (normal) graphene.
Graphene, as shown in Figure 1.1 has the formula of (t1 = t2 = t3), t is due to its
point symmetry that includes invariance under 120° rotation, where the atomic energy
of the 2𝑝𝑧 orbital, and using 𝜀2𝑝 = 0, 𝑡 = −3.033𝑒𝑉, 𝑠 = 0.129𝑒𝑉, we can obtain the
following energy dispersion.
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𝑘𝑦 𝑎√3
𝑘𝑦 𝑎√3
3𝑘𝑥 𝑎
𝐸(𝑘⃗ ) = ±𝑡√1 + 4𝑐𝑜𝑠 (
) 𝑐𝑜𝑠 (
) + 4𝑐𝑜𝑠 2 (
)
2
2
2

(3.1)

3𝑘𝑥 𝑎

the tight-binding structure of the honeycomb lattice see Figure 1.3, where x=
and 𝑦 =

𝑘𝑦 𝑎√3
2

2

.

For finite values of 𝑡 the electron-hole symmetry is broken and the 𝜋 𝑎𝑛𝑑 𝜋 ∗ bands
become asymmetric. There is nothing that stops the Dirac point moving away from the
K and K’ points. As high anisotropy is limited, the graphene Hamiltonian can be fully
gapped [38,96]. For example, for 𝑡3 ≫ 𝑡1 , 𝑡2 , we have ℎ(𝑘) = −𝑡3 𝜎𝑥 , with eigenvalues
𝐸 = ±|𝑡3 | and a gap equal to 2|𝑡3 |. This is clearer in Figure 3.1 on just how the 𝑡 value
effect changes the Dirac point from isotropic to anistropic. It has been found previously
that for small anisotropy (𝑡3 ≈ 𝑡1 ≈ 𝑡2 ) the Dirac nodes are stable without the gap [97].

Figure 3. 1: Phase diagram of the asymmetric honeycomb lattice within tight-binding
description. Black lines with arrows are coordinate axes for the tunnelling amplitudes.
Pink central region denotes semimetal with two distinct Dirac points. White regions
labelled by 𝐴1, 𝐴2 , 𝐴3 denote insulating phases in which no Dirac points are present
Motion of Dirac points as a function of t3 for t1/t2 = 1 (red line) t1/t2 = 3/2(blue line)
t1/t2 = 2/3 (green line). Arrows indicate direction of motion of Dirac points for
increasing t3. The symmetric case t1 = t2 = t3 (like in graphene) is indicated by red
circles [97].
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Figure 3.1 illustrates the phase diagram and the displacement of Dirac points as a
function of the tunnel amplitudes. The central pink region in the figure is where the
parameter regime of the semi-metallic phase lies. As the asymmetry is small, two inequivalent Dirac points exist, defined by the conditions |𝑡1 − 𝑡2 | < 𝑡3 < 𝑡1 + 𝑡2 , which
remains invariant under the permutation of the three subscripts. The Dirac point is
located at 𝑘 = ±𝑘𝐷 with:
2
𝑡32 − (𝑡2 − 𝑡1 )2
𝑎𝑟𝑐𝑐𝑜𝑠 (−√
)
𝑎
4𝑡1 𝑡2
𝑘𝐷 =

𝑡1 + 𝑡2 𝑡32 − (𝑡2 − 𝑡1 )2
√
𝑠𝑔𝑛(𝑡1 − 𝑡2 )𝑎𝑟𝑐𝑐𝑜𝑠 (
)
𝑡3
4𝑡1 𝑡2
𝑎√3
(
)

(3.2)

2

The above expression implies that the hopping amplitudes must satisfy the triangle
inequality
|𝑡1 − 𝑡2 | < 𝑡3 < 𝑡1 + 𝑡2
As illustrated in Figure 3.2, the Dirac points merge and a band gap opens. Instead
of being semimetallic, the system becomes a band-insulator, in which case the band gap
is given by
∆𝐵𝐼 = 𝑡3 − 𝑡2 − 𝑡1
In such a particular case, the hopping amplitudes are given as
𝑡3 ≡ 𝑡′, 𝑡2 = 𝑡1 ≡ 𝑡
In this case we have 𝑡′2 + 4𝑡𝑡′cos(𝑥)cos(𝑦) + 4𝑡 2 𝑐𝑜𝑠 2 (𝑥)
𝐸(𝑘⃗ ) = √𝑡′2 + 4𝑡𝑡′cos(𝑥)cos(𝑦) + 4𝑡 2 𝑐𝑜𝑠 2 (𝑥)

The resulting movement of Dirac point is illustrated in Figure 3.2
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(3.3)

Figure 3. 2: The band structure of the honeycomb lattice as a function of the hopping
amplitudes. One of the three nearest hopping amplitudes is labelled, which is varied
with respect to the other two labelled 𝑡. When𝑡 ′ = 𝑡, the Dirac points are labelled K and
K’. For 𝑡 < 𝑡′ < 2𝑡 the Dirac point shifts toward each other. At 𝑡 ′ = 2𝑡 they coincide,
forming the so-called semi-Dirac point, at which the dispersion is linear in one direction
and parabolic in the other. Beyond this point, when 𝑡′ > 2𝑡, the Dirac point disappears
and a band gap ∆𝐵𝐼 opens [98].

There have been many interesting studies in solid state realization of quantum
electrodynamics after the discovery of massless Dirac fermions of graphene [7, 92, 93, 99]. As
they form a super-lattice, electrons in graphene are analogous to the massless Dirac fermions
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travelling with the Fermi velocity 𝑣𝐹 ~106 m/s. This is an effective speed for one dimension
(1D) and two dimensions (2D).

The K-point electrons in graphene are travelling with a reduced speed of 𝑣𝐹 ~106
m/s and are perfectly isotropic in all directions [99, 7].The K-point electrons in a
graphene super-lattice however do not travel with a uniform 𝑣𝐹 in all directions.
Instead, depending on the potential strength and periodicity, the group velocity in the
direction perpendicular to the periodicity of the Kronig-Penney potential is reduced by a
factor of 𝜆. In that way, the normal circular shape of the band of the super-lattice is
deformed to an elliptic cone. Such a quasi-particle nature is similar to a massless Dirac
fermion travelling in anisotropic space-time [99-101].

3.2 Formalism
The anisotropy can be modelled by defining an anisotropy parameter, 𝜆, which
modifies the 𝑦-direction group velocity by 𝑣𝑦 = 𝜆𝑣𝐹 where 𝑣𝐹 ~106 m/s is the Fermi
velocity, and the range of anisotropy parameter is,0 ≤ 𝜆 ≤ 1. The graphene superlattice Hamiltonian is therefore written as Ĥ = σx px + 𝜆σy py where σ are the Pauli spin
matrices. The energy dispersion is given as 𝜀𝑠 (𝑝) = 𝑠ℏ𝑣𝐹 𝑝𝜑(𝑝) where 𝑠 = ±1 denotes
the electron and hole bands respectively. The 𝜑(𝑝) in the 𝜃-direction is given
as 𝜑(𝑝) = 𝑐𝑜𝑠𝜃(𝑝) + 𝑖𝜆𝑠𝑖𝑛𝜃(𝑝).
The Hamiltonian of a graphene super-lattice is then given by:
𝐻 = ℏ𝑣𝐹 𝑘 [

0
𝜑− (𝑝)
]
𝜑+ (𝑝)
0

(3.4)

Where ℏ is the reduced Planck’s constant. Here 𝜑± (𝑝) = 𝑐𝑜𝑠𝜃(𝑝) ± 𝑖𝜆𝑠𝑖𝑛𝜃(𝑝),
𝜑 2 (𝑝) = 𝜑+ (𝑝)𝜑− (𝑝) =𝑐𝑜𝑠 2 ∅(𝑝)+𝜆2 𝑠𝑖𝑛2 ∅(𝑝), where ∅(𝑝) is the quasi momentum
angle of 𝑝 state, the energy dispersion is given as
𝜀𝑠 (𝑝) = 𝑠ℏ𝑣𝐹 𝑝𝜑(𝑝) = 𝑠ℏ𝑣𝐹 𝑝√𝑐𝑜𝑠 2 ∅(𝑝) + 𝜆2 𝑠𝑖𝑛2 ∅(𝑝)
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(3.5)

3.3 Wavefunction overlap of asymmetric graphene
A characteristic difference between the dynamical polarizations of graphene with
symmetric massless Dirac electrons and asymmetric massless Dirac electrons is the
appearance of the band overlap of the wavefunctions.
To calculate the imaginary part of the dynamical polarization we first calculate the
eigen-energies and eigenstates of the system. By using the Hamiltonian (3.4) to solve
the eigenvalue equation
𝐻𝜑 = 𝐸𝜑
the eigenvectors can be obtained,

𝜑𝑠,𝑝

1
𝜑
= [𝑠 + (𝑝)]
𝜑(𝑝)

1
𝜑𝑠′ ,𝑝+𝑞 = [𝑠 𝜑+ (𝑝 + 𝑞)]
𝜑(𝑝 + 𝑞)

(3.6)

(3.7)

By substituting equations (3.6) and (3.7) into the matrix element
|𝐹𝑠𝑠′(𝑝,𝑝+𝑞) |=< 𝜑𝑠 (𝑝)|𝜑s′ (𝑝 + 𝑞) >, we obtain,
∗
< 𝜑𝑠,𝑝
|𝜑𝑠′,𝑝+𝑞 >= [1 𝑠

1
𝜑+ (𝑝+𝑞)]
]
[
𝑠′
𝜑(𝑝)

𝜑+ (𝑝)

= 1 + 𝑠𝑠′

(3.8)

𝜑(𝑝+𝑞)

𝜑− (𝑝 + 𝑞)𝜑+ (𝑝)
,
𝜑(𝑝 + 𝑞)𝜑(𝑝)

(3.9)

Where 𝑠 and 𝑠′ indicate transitions from the valence band to the conduction band,
𝑠 = −1, 𝑠′ = 1
We write 𝜑± (𝑝) in the form
𝜑± (𝑝) = 𝑐𝑜𝑠∅(𝑝) ± 𝑖𝑠𝑖𝑛∅(𝑝)) ± 𝑖𝜆𝑠𝑖𝑛∅(𝑝)) ± 𝑖𝑠𝑖𝑛∅(𝑝)

(3.8)

We can simplify equation (3.10) to be written as,
= 𝑒 ±𝑖∅(𝑝) ± 𝑖(𝜆 − 1)𝑠𝑖𝑛∅(𝑝).
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(3.9)

This gives
∗
< 𝜑𝑠,𝑝
|𝜑𝑠′ ,𝑝+𝑞 >= 1 +

𝑠𝑠 ′
(𝑒 −𝑖∅(𝑝+𝑞) − 𝑖(𝜆 − 1)𝑠𝑖𝑛∅(𝑝 + 𝑞))
𝜑(𝑝 + 𝑞)𝜑(𝑝)

(3.12)

× (𝑒 𝑖∅(𝑝) + 𝑖(𝜆 − 1)𝑠𝑖𝑛∅(𝑝)).

We can simplify the equation by introducing the numerator Z and denominator R
∗
< 𝜑𝑠,𝑝
|𝜑𝑠′ ,𝑝+𝑞 >= 1 + 𝑠𝑠 ′

𝑍
𝑅

(3.13)

𝑅 = 𝜑(𝑝 + 𝑞)𝜑(𝑝),

where

(3.14)

and
𝑍 = 𝑒 𝑖∅(𝑝)−𝑖∅(𝑝+𝑞) + 𝑒 −𝑖∅(𝑝+𝑞) 𝑖(𝜆 − 1)𝑠𝑖𝑛∅(𝑝) − 𝑒 𝑖∅(𝑝) 𝑖(𝜆 − 1)𝑠𝑖𝑛∅(𝑝 + 𝑞)
− 𝑖(𝜆 − 1)2 𝑠𝑖𝑛∅(𝑝)𝑠𝑖𝑛∅(𝑝 + 𝑞).

(3. 15)

On calculating the value of Z we can get the following result
= 𝑒 𝑖∅(𝑝)−𝑖∅(𝑝+𝑞) + 𝑖(𝜆 − 1)2 𝑠𝑖𝑛∅(𝑝)𝑠𝑖𝑛∅(𝑝 + 𝑞)
+ 𝑖(𝜆 − 1) (𝑒 −𝑖∅(𝑝+𝑞) 𝑠𝑖𝑛∅(𝑝) − 𝑒 𝑖∅(𝑝) 𝑠𝑖𝑛∅(𝑝 + 𝑞))
= 𝑒 𝑖𝜃 + 𝑖(𝜆 − 1)2 𝑠𝑖𝑛∅(𝑝)𝑠𝑖𝑛∅(𝑝 + 𝑞) + 𝑖(𝜆 − 1)(𝑐𝑜𝑠∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) −
𝑖𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) − 𝑐𝑜𝑠∅(𝑝)𝑠𝑖𝑛∅(𝑝 + 𝑞) − 𝑖𝑠𝑖𝑛∅(𝑝)𝑠𝑖𝑛∅(𝑝 + 𝑞)).
Here 𝜃 is the angle between 𝑝 and 𝑝+𝑞 , i.e. 𝜃 ≡ ∅(𝑝) − ∅(𝑝 + 𝑞), 𝑍 can be further
written as
𝑍= 𝑒 𝑖𝜃 + 𝑖(𝜆 − 1)2 𝑠𝑖𝑛∅(𝑝)𝑠𝑖𝑛∅(𝑝 + 𝑞) + 𝑖(𝜆 − 1)(𝑐𝑜𝑠∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) −
2𝑖𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) − 𝑐𝑜𝑠∅(𝑝)𝑠𝑖𝑛∅(𝑝 + 𝑞))
= 𝑒 𝑖𝜃 + 𝑖(𝜆 − 1)2 𝑠𝑖𝑛∅(𝑝)𝑠𝑖𝑛∅(𝑝 + 𝑞) + 𝑖(𝜆 − 1)(sin(∅(𝑝) − ∅(𝑝 + 𝑞)) −
2𝑖𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝))
= 𝑒 𝑖𝜃 + 𝑖(𝜆 − 1)2 𝑠𝑖𝑛∅(𝑝)𝑠𝑖𝑛∅(𝑝 + 𝑞) + 𝑖(𝜆 − 1)𝑠𝑖𝑛𝜃 + 2(𝜆 − 1)𝑠𝑖𝑛∅(𝑝 +
𝑞)𝑠𝑖𝑛∅(𝑝)
= 𝑒 𝑖𝜃 + 𝑖(𝜆 − 1)𝑠𝑖𝑛𝜃 + (𝜆2 − 1)𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝).

By using the above result, the form factor is given as
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(3.16)

𝑍
𝑍∗
2
|𝐹𝑠𝑠′ (𝑝, 𝑝 + 𝑞)| = (1 + 𝑠𝑠 ′ ) (1 + 𝑠𝑠 ′ )
𝑅
𝑅

= (1 + 𝑠𝑠 ′

(3.17)

𝑍∗
𝑍
𝑍𝑍 ∗
+ 𝑠𝑠 ′ + 𝑠 2 s′2 2 ).
𝑅
𝑅
𝑅

Summing over the 2nd and 3rd terms
𝑠𝑠 ′

𝑍∗
𝑍
2𝑅𝑒(𝑍)
+ 𝑠𝑠 ′ = 𝑠𝑠 ′
𝑅
𝑅
𝑅

(3.18)

𝑠𝑠 ′

𝑍∗
𝑍
2𝑅𝑒(𝑍)
+ 𝑠𝑠 ′ = 𝑠𝑠 ′
.
𝑅
𝑅
𝑅

(3.19)

and the last term

Therefore we can calculate 𝑅𝑒(𝑍) by substitute 𝑍 value have been calculated in the
equation (3.16)
𝑅𝑒(𝑍) = 𝑒 𝑖𝜃 + 𝑖(𝜆 − 1)𝑠𝑖𝑛𝜃 + (𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)
𝑒 𝑖𝜃 = 𝑐𝑜𝑠𝜃 − 𝑖(𝜆 − 1)𝑠𝑖𝑛𝜃
𝑅𝑒(𝑍) = 𝑐𝑜𝑠𝜃 + (𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)
𝑅𝑒(𝑍) = 𝑠𝑠 ′

𝑐𝑜𝑠𝜃 + (𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)
.
𝑅

(3.20)

Now we calculate |𝑍|2 :
|𝑍|2 = (𝑒 𝑖𝜃 + 𝑖(𝜆 − 1)𝑠𝑖𝑛𝜃 + (𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝))
× ((𝑒

𝑖𝜃

2

∗

+ 𝑖(𝜆 − 1)𝑠𝑖𝑛𝜃 + (𝜆 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)))

= 𝑒 −𝑖𝜃 𝑒 𝑖𝜃 + 𝑒 𝑖𝜃 (𝜆 − 1)𝑠𝑖𝑛𝜃+𝑒 𝑖𝜃 (𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)+
(𝜆 − 1)𝑠𝑖𝑛𝜃𝑒 𝑖𝜃 + (𝜆 − 1)𝑠𝑖𝑛𝜃(𝜆 − 1)𝑠𝑖𝑛𝜃
+ (𝜆 − 1)𝑠𝑖𝑛𝜃(𝜆2 − 1)𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)
+ (𝜆2 − 1)𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)𝑒 𝑖𝜃
+ (𝜆2 − 1)𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)(𝜆 − 1)𝑠𝑖𝑛𝜃 + (𝜆2
− 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)(𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)
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(3.21)

The result becomes
|𝑍|2 = 1 + (𝜆 − 1)𝑠𝑖𝑛𝜃(𝑒 −𝑖𝜃 + 𝑒 𝑖𝜃 ) + (𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)
× (𝑒 −𝑖𝜃 + 𝑒 𝑖𝜃 )+2(𝜆 − 1)𝑠𝑖𝑛𝜃(𝜆2 − 1)𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) +
(𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝) + (𝜆 − 1)2 𝑠𝑖𝑛2 𝜃

= 1+(𝜆 − 1) 𝑠𝑖𝑛𝜃(𝑐𝑜𝑠𝜃 − 𝑠𝑖𝑛𝜃 + 𝑐𝑜𝑠𝜃 + 𝑠𝑖𝑛𝜃) + (𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 +
𝑞)𝑠𝑖𝑛∅(𝑝)(𝑐𝑜𝑠𝜃 − 𝑠𝑖𝑛𝜃 + 𝑐𝑜𝑠𝜃 + 𝑠𝑖𝑛𝜃)2(𝜆 − 1)𝑠𝑖𝑛𝜃(𝜆2 − 1)𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) +
(𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝) + (𝜆 − 1)2 𝑠𝑖𝑛2 𝜃

= 1 + (𝜆 − 1) 𝑠𝑖𝑛𝜃(2𝑐𝑜𝑠𝜃) + (𝜆2 − 1)𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)(2𝑐𝑜𝑠𝜃)
+2(𝜆 − 1)𝑠𝑖𝑛𝜃(𝜆2 − 1)𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)
+(𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝) + (𝜆 − 1)2 𝑠𝑖𝑛2 𝜃

= 1 + (𝜆2 − 1) 𝑠𝑖𝑛2 𝜃 + 2𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑐𝑜𝑠𝜃
(3.22)

+ (𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝).

Therefore, the wavefunction overlap between the initial and final states can be
written as
2

|𝐹𝑠𝑠′ (𝑝, 𝑝 + 𝑞)| = 1 + 2𝑠𝑠 ′

𝑅𝑒[𝑍]
𝑅

+ 𝑠𝑠 ′

|𝑍|2
𝑅2

(3.23)

.

By substituting equations (3.21) and (3.22) into equation (3.23) the result becomes
=1+

1
(𝑐𝑜𝑠𝜃 + (𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝))
𝑅
1
+ 2 (1 + (𝜆2 − 1)𝑠𝑖𝑛2 𝜃 + 2(𝜆2 − 1) 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑐𝑜𝑠𝜃
𝑅
+ (𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝))

=1+

𝑐𝑜𝑠𝜃
𝑅

+

(𝜆2 −1) 𝑠𝑖𝑛∅(𝑝+𝑞)𝑠𝑖𝑛∅(𝑝)
𝑅

1

+𝑅2 +

(𝜆2 −1) 𝑠𝑖𝑛2 𝜃
𝑅2

2

+

(𝜆2 −1) 𝑠𝑖𝑛2 ∅(𝑝+𝑞)𝑠𝑖𝑛2 ∅(𝑝)
𝑅2
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2(𝜆2 −1) 𝑠𝑖𝑛∅(𝑝+𝑞)𝑠𝑖𝑛∅(𝑝) 𝑐𝑜𝑠𝜃
𝑅2

+

𝑐𝑜𝑠𝜃
1 (𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝)
= 1+
+ 2+
+
𝑅
𝑅
𝑅2
(𝜆2 − 1) (

2𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑠𝑖𝑛2 𝜃 2 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑐𝑜𝑠𝜃
+
+
).
𝑅
𝑅2
𝑅2

To simplify, we make the following substitution
𝐹1 = 1 +
𝐹2 =
𝐹3 = (𝜆2 − 1) (

𝑐𝑜𝑠𝜃
1
+ 2
𝑅
𝑅

(𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝)
𝑅2

2𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑠𝑖𝑛2 𝜃 2 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑐𝑜𝑠𝜃
+
+
)
𝑅
𝑅2
𝑅2

We now introduce two functions to help us simplify the result;
𝛼 = ∅(𝑝 + 𝑞) − ∅(𝑝)

(3.24)

and
̃ ≡ ∅(𝑝) − ∅(𝑞).
∅
̃ we obtain
By using the rule |𝑝 + 𝑞|2 = 𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅
𝑝2 = |𝑝 + 𝑞|2 +𝑞 2 +2|𝑝 + 𝑞|𝑞𝑐𝑜𝑠𝛼

(3.25)

Now by substituting |𝑝 + 𝑞|2 into equation (3.25) we get
̃ +𝑞 2 -2√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅
̃ 𝑞𝑐𝑜𝑠𝛼.
𝑝2 = 𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅

̃ 𝑞𝑐𝑜𝑠𝛼 = 𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅
̃ + 𝑞 2 − 𝑝2 ,
2√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅

(3.26)

which gives us the results
𝑐𝑜𝑠𝛼 =

̃
𝑞 + 𝑝𝑐𝑜𝑠∅
̃
√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅

and
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(3.27)

̃
𝑝𝑠𝑖𝑛∅

𝑠𝑖𝑛𝛼 =

.

(3.28)

̃
√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅

We can now evaluate the function 𝑠𝑖𝑛∅(𝑝 + 𝑞) and 𝑐𝑜𝑠∅(𝑝 + 𝑞) as following
𝑠𝑖𝑛∅(𝑝 + 𝑞) = sin(∅(𝑞) + 𝛼)
= sin∅(𝑞)𝑐𝑜𝑠𝛼 + cos∅(𝑞)𝑠𝑖𝑛𝛼

=

φ(p)psin∅(𝑝) + qsin∅(𝑞)

.

̃
√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅

(3.29)

And
𝑐𝑜𝑠∅(𝑝 + 𝑞) = 1 − 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)
=

φ(p)pcos∅(𝑝) + qcos∅(𝑞)
̃
√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅

= 𝑐𝑜𝑠𝜃 =

̃
φ(p) + qcos∅
̃
√𝑝2 + 𝑞 2 + 2𝑝𝑞𝑐𝑜𝑠∅

(3.30)

3.4 Imaginary part of the polarizability function of asymmetric Dirac
fermions massless
To the first order in the electron–electron interaction, we obtain
Π (q, ω) = ∑ |Fp,p+q |2
p

fp+q − fp
,
εp+q − εp − ω + i𝛿

′

ss
where|Fp,p+q
| is the wavefunction overlap, 𝑠𝑠 ′ =±1 indicate the conduction (+1) and

valence (-1) bands respectively, p is the momentum of the initial state |p+q| is
momentum of the final state, and fp is the Fermi-Dirac distribution function.
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We will first consider the imaginary part of the polarizability function for
asymmetric massless Dirac fermions. At 𝑇 = 0𝐾, the Fermi-Dirac distributions
approach step functions. If we consider also the case of zero doping (𝜇 = 0) only
interband transitions from the conduction to the valence band will contribute to the
polarizability function. Intraband transitions are prohibited. We obtain,
𝐼𝑚[Π(𝑤, 𝑞)] =

𝑔
∫ 𝑑𝑝|𝐹𝑠𝑠′ (𝑝, 𝑝 + 𝑞)|2
(2𝜋ℏ)2
∗ 𝜋𝛿(ℏ𝑣𝐹

√𝜑2 𝑝2

+ 𝑞2

̃ (𝑝) + ℏ𝑣𝐹 𝜑𝑝 − ℏω)
+ 2𝑝𝑞𝜑𝑐𝑜𝑠∅

(3.31)

where 𝑔 = 𝑔𝑠 𝑔𝑣 = 4 are the spin and valley degeneracies, and 𝜑 ≡ 𝜑(𝑝) for
simplicity 𝑠 = −1, 𝑠 ′ = 1, the 𝛿 function can be converted via:
𝛿(𝐹(𝑝)) =

𝛿(𝑝 − 𝑝0 )
𝜕𝐹(𝑝)
|
|
𝜕𝑃 𝑝=𝑝0

(3.32)

We can now calculate (𝑝) ,
̃ (𝑝) + ℏ𝑣𝐹 𝜑𝑝 − ℏω
𝐹(𝑝)=ℏ𝑣𝐹 √𝜑2 𝑝2 + 𝑞 2 + 2𝑝𝑞𝜑𝑐𝑜𝑠∅

̃ (𝑝) + ℏ𝑣𝐹 𝜑𝑝 − ℏω=0
ℏ𝑣𝐹 √𝜑 2 𝑝2 + 𝑞 2 + 2𝑝𝑞𝜑𝑐𝑜𝑠∅
̃=
√𝜑 2 𝑝2 + 𝑞 2 + 2𝑝𝑞𝜑𝑐𝑜𝑠∅

ℏω − ℏ𝑣𝐹 𝜑𝑝
ℏ𝑣𝐹

̃=
√𝜑 2 𝑝2 + 𝑞 2 + 2𝑝𝑞𝜑𝑐𝑜𝑠∅

ω
− 𝜑𝑝.
𝑣𝐹

To simplified we made the following substitution,
ω
=Ω
𝑣𝐹
̃ = Ω − 𝜑𝑝
√𝜑 2 𝑝2 + 𝑞 2 + 2𝑝𝑞𝜑𝑐𝑜𝑠∅
̃ = Ω2 − 2Ω𝜑𝑝 + 𝜑 2 𝑝2
𝜑 2 𝑝2 + 𝑞 2 + 2𝑝𝑞𝜑𝑐𝑜𝑠∅
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(3.33)

2Ω𝜑𝑝 + 2𝑝𝑞𝜑𝑐𝑜𝑠∅~ = Ω2 − 𝑞 2
𝑝=

Ω2 − 𝑞 2
̃)
2𝜑(Ω + 𝑞𝑐𝑜𝑠∅

.

(3.34)

To further simplify we make the following substitution,
̃=𝛾
Ω + 𝑞𝑐𝑜𝑠∅
𝑝=

Ω2 − 𝑞 2
.
2𝜑𝛾

(3.35)

Differentiating the function we get:
|

𝜕𝐹(𝑝)
|
𝜕𝑃 𝑝=𝑝0

̃ (𝑝) + ℏ𝑣𝐹 𝜑𝑝 − ℏω
= ℏ𝑣𝐹 √𝜑2 𝑝2 + 𝑞 2 + 2𝑘𝑞𝜑𝑐𝑜𝑠∅

= ℏ𝑣𝐹

̃
2𝜑2 𝑘 + 2𝑞𝜑𝑐𝑜𝑠∅
̃
√2𝜑2 𝑘 2 + 𝑞 2 + 2𝑘𝑞𝜑𝑐𝑜𝑠∅

+ ℏ𝑣𝐹

(3.36)

(3.37)

The integral over the magnitude of the momentum is found by substituting 𝑝 = 𝑝0

= ℏ𝑣𝐹

̃
Ω2 − 𝑞 2 + 2𝑞𝛾𝑐𝑜𝑠∅
𝜑(
)
𝛾
1√ 2
2
2
2 2
2
̃
𝛾 (Ω − 𝑞 ) + 𝑞 𝛾 + 𝛾(Ω − 𝑞 )𝑞𝑐𝑜𝑠∅
2

+ ℏ𝑣𝐹 𝜑.

To simplify, we make the following substitution
̃
k=Ω2 + 𝑞 2 + 2𝑞Ω𝑐𝑜𝑠∅
Equation (3.38) can be written as
𝜑(
= ℏ𝑣𝐹

̃
Ω2 − 𝑞 2 + 2𝑞𝛾𝑐𝑜𝑠∅
)
𝛾
+ ℏ𝑣𝐹 𝜑 .
1 2
𝛾 √𝑘

which can be simplified to
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(3.38)

𝜑(
= ℏ𝑣𝐹

= ℏ𝑣𝐹

̃
Ω2 − 𝑞 2 + 2𝑞𝛾𝑐𝑜𝑠∅
)
𝛾
𝑘
𝛾

+ ℏ𝑣𝐹 𝜑

𝜑(Ω2 − 𝑞 2 + (𝑞𝑐𝑜𝑠∅~ + Ω)2𝑞𝑐𝑜𝑠∅~ ) + ℏ𝑣𝐹 𝜑𝑘
𝑘
̃ + 4𝑞Ω𝑐𝑜𝑠∅
̃
2Ω2 + 2𝑞 2 𝑐𝑜𝑠 2 ∅
= ℏ𝑣𝐹 𝜑
𝑘
̃ + Ω)2
2(𝑞𝑐𝑜𝑠∅
= ℏ𝑣𝐹 𝜑
.
𝑘

(3.39)

𝜕𝐹(𝑝)
2𝜑𝛾 2
|
|
= ℏ𝑣𝐹
.
𝜕𝑃 𝑝=𝑝0
𝑘

(3.40)

Not that

Since all p-terms in 𝐹𝑠𝑠′ (𝑝, 𝑝 + 𝑞) will eventually be replaced by 𝑝0 , we perform
the substitution 𝑝 → 𝑝0 .Using 𝑅 = 𝜑(𝑝 + 𝑞)𝜑(𝑝) from equation 3.14 we calculate R
value by substituting|𝜑(𝑝 + 𝑞)|2 =𝑐𝑜𝑠 2 ∅(𝑝 + 𝑞)+𝜆2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞) and |𝜑(𝑝)|2 =
𝑐𝑜𝑠 2 ∅(𝑝)+𝜆2 𝑠𝑖𝑛2 ∅(𝑝) ,
where
𝑐𝑜𝑠∅(𝑝 + 𝑞) =

φ(p)pcos∅(𝑝) + qcos∅(𝑞)
̃
√𝑘 2 + 𝑞 2 + 2𝑘𝑞𝑐𝑜𝑠∅

from equation (3.30) and
sin∅(𝑝 + 𝑞) =

φ(p)psin∅(𝑝) + qsin∅(𝑞)
̃
√𝑘 2 + 𝑞 2 + 2𝑘𝑞𝑐𝑜𝑠∅

from equation (3.29).
By substituting equations (3.29) and (3.30) into |𝜑(𝑝 + 𝑞)|2 we obtain

|𝜑(𝑝 + 𝑞)|2 =

φ(p)pcos∅(𝑝) + qcos∅(𝑞)
̃
√𝑘 2 + 𝑞 2 + 2𝑘𝑞𝑐𝑜𝑠∅

69

+ 𝜆2

(φ(p)psin∅(𝑝) + qsin∅(𝑞))
̃
√𝑘 2 + 𝑞 2 + 2𝑘𝑞𝑐𝑜𝑠∅

φ2 (𝑝)𝑝2 φ2 (𝑝) + 𝑞 2 φ2 (𝑞) + 2𝜑(𝑝)φ
̃ 𝑘𝑞
|𝜑(𝑝 + 𝑞)| = √
2
2
̃
𝑝 + 𝑞 + 2𝑝𝑞𝑐𝑜𝑠∅

(3.41)

Where φ
̃ = cos∅(𝑝)cos∅(𝑞) + 𝜆2 sin∅(𝑝)sin∅(𝑞), we obtain

2

Ω2 − 𝑞 2
Ω2 − 𝑞 2
φ2 (𝑝) (
) φ2 (𝑝) + 𝑞 2 φ2 (𝑞) + 2𝜑(𝑘)φ
̃(
)𝑞
2𝜑𝛾
2𝜑𝛾
|𝜑(𝑝 + 𝑞)| = √
.
2
Ω2 − 𝑞 2
Ω2 − 𝑞 2
̃
(
) + 𝑞2 + 2 (
) 𝑞𝑐𝑜𝑠∅
2𝜑𝛾
2𝜑𝛾

(3.42)

Now R became
2

𝑅=√

Ω2 − 𝑞 2
Ω2 − 𝑞 2
φ2 (𝑝) (
) φ2 (𝑝) + 𝑞 2 φ2 (𝑞) + 2𝜑(𝑝)φ
̃(
)𝑞
2𝜑𝛾
2𝜑𝛾
2

Ω2 − 𝑞 2
Ω2 − 𝑞 2
̃
( 2𝜑𝛾 ) + 𝑞 2 + 2 ( 2𝜑𝛾 ) 𝑞𝑐𝑜𝑠∅

(3.43)

× √𝑐𝑜𝑠 2 ∅(𝑝) + 𝜆2 𝑠𝑖𝑛2 ∅(𝑝)

𝜑
2 (Ω2 − 𝑞 2 )2 + 4𝑞 2 φ2 (𝑞)γ2 + 4φ
̃ 𝑞(Ω2 − 𝑞 2 )𝛾
𝛾 √φ
=
.
Ω2 − 𝑞 2
̃
2(𝑞𝑐𝑜𝑠∅ + Ω) (Ω − 2𝜑𝛾 )

(3.44)

To simplify, we make the following substitution
𝑥 = 𝜑𝑥0 = 𝜑√φ2 (Ω2 − 𝑞 2 )2 + 4𝑞 2 φ2 (𝑞)γ2 + 4φ
̃ 𝑞(Ω2 − 𝑞 2 )𝛾

𝑥

R=

2
2
̃ + Ω) (Ω − Ω − 𝑞 )
2(𝑞𝑐𝑜𝑠∅
2𝜑𝛾

(3.45)

.

In the end the imaginary part can be written as
2𝜋

𝐼𝑚[Π(𝜔, 𝑞)] = ∫
0

𝜕𝐹(𝑝) −1
𝑑∅(𝐹1 +𝐹2 + 𝐹3 )𝑝=𝑝0 × 𝑝0 × |
|
𝜕𝑃 𝑝=𝑝0
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(3.46)

The wavefunction is
𝑐𝑜𝑠𝜃 1 (𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝)
𝐹1 + 𝐹2 + 𝐹3 = 1 +
+ 2+
𝑅
𝑅
𝑅2
+

(𝜆2

2𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑠𝑖𝑛2 𝜃
− 1) (
+
𝑅
𝑅2

(3.47)

2 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑐𝑜𝑠𝜃
+
)
𝑅2

We calculate 𝐹1 , 𝐹2 and 𝐹3 separately.
We can calculate the first term 𝐹1 from the equation of the wavefunction
𝑐𝑜𝑠𝜃 1
𝜕𝐹(𝑝) −1
𝐹1 = (1 +
+ 2 ) 𝑝0 × |
|
𝑅
𝑅
𝜕𝑃 𝑝=𝑝0

(3.48)

and knowing that
𝜕𝐹(𝑝) −1
𝑝
|
|
= ℏ𝑣𝐹
𝜕𝑃 𝑝=𝑝0
2𝜑𝛾 2
and
𝐹1 can be written as,
2

(
𝐹1 =

𝑥

𝑥
2 − 𝑞2 ) +
2
2 𝑐𝑜𝑠𝜃 + 1
Ω
̃ + Ω) (Ω −
̃ + Ω) (Ω − Ω − 𝑞 )
2(𝑞𝑐𝑜𝑠∅
)
2(𝑞𝑐𝑜𝑠∅
2𝜑𝛾
2𝜑𝛾

(

2

(
(

𝑥 2 + 𝑥 (2𝛾 (Ω −

𝑥
)
Ω2 − 𝑞 2
̃
2(𝑞𝑐𝑜𝑠∅ + Ω) (Ω −
)
2𝜑𝛾

Ω2 − 𝑞 2
Ω2 − 𝑞 2
)) 𝑐𝑜𝑠𝜃 + (2𝛾 (Ω −
))
2𝜑𝛾
2𝜑𝛾

Ω2 − 𝑞 2
𝑝
)(
)
2𝜑𝛾
2𝜑𝛾 2

)

2

2

=

2𝛾 (Ω −

(3.49)

Ω2 − 𝑞 2
)
2𝜑𝛾
𝑥2

Ω2 − 𝑞 2
𝑝
(
)(
).
2𝜑𝛾
2𝜑𝛾 2

71

By substituting equation (3.30), 𝑐𝑜𝑠𝜃 =

̃
φp+qcos∅

, into equations (3.49)

̃
√𝑝2 +𝑞 2 +2𝑝𝑞𝑐𝑜𝑠∅

we get the following result

F1 =

̃ ) + (Ω2 + 2Ω𝑞𝑐𝑜𝑠∅
̃ + 𝑞 2 )2
𝑥 2 + 𝑥(Ω2 − 𝑞 2 + 2𝑞 2 𝑐𝑜𝑠 2 𝜑̃ + 2𝑞Ω cos∅
̃ + 𝑞 2 )2
2𝛾(Ω2 + 2Ω𝑞𝑐𝑜𝑠∅
(𝑥)2
×(

(3.50)

Ω2 − 𝑞 2
𝑝
).
)(
2𝜑𝛾
2𝜑𝛾 2

Now we make the following substitution
̃ = 𝑘̃
Ω2 − 𝑞 2 + 2𝑞 2 𝑐𝑜𝑠 2 𝜑̃ + 2𝑞Ω cos∅
̃ + 𝑞2 = k
Ω2 + 2Ω𝑞𝑐𝑜𝑠∅
𝐹1 =

Ω2 − 𝑞 2 𝜑2 𝑥0 2 + 𝑘 2 − 𝜑𝑥0 𝑘̃
𝑘
4
𝜑4 𝛾 3 𝑥0 2

(3.51)

To calculate 𝐹2 , the second term from wave function equation, we start with
F2 = (

(𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝) Ω2 − 𝑞 2
𝑝
)
)(
)(
2
𝑅
2𝜑𝛾
2𝜑𝛾 2

(3.52)

and substitute the value of R

F2 =

(𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝)
2

(

Ω2 − 𝑞 2
𝑝
)(
)
2𝜑𝛾
2𝜑𝛾 2

𝑥
(
2
2 )
̃ + Ω) (Ω − Ω − 𝑞 )
2(𝑞𝑐𝑜𝑠∅
2𝜑𝛾
(
)

̃ + Ω) (Ω −
((𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝)) (2(𝑞𝑐𝑜𝑠∅
=

Ω2 − 𝑞 2
))
2𝜑𝛾

2

(

𝑥2
(

)
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̃ + 𝑞2
Ω2 − 𝑞 2 (Ω2 + 2Ω𝑞𝑐𝑜𝑠∅
)(
)
2𝜑𝛾
2𝜑𝛾 2

=(

̃ + 𝑞2
((𝜆2 − 1)2 𝑠𝑖𝑛2 ∅(𝑝 + 𝑞)𝑠𝑖𝑛2 ∅(𝑝))(𝑘)2 Ω2 − 𝑞 2 (Ω2 + 2Ω𝑞𝑐𝑜𝑠∅
)
(
)
(
).
𝑥2
2𝜑𝛾
2𝜑𝛾 2

(3.53)

By substituting equation (3.29) into equation (3.53) the result becomes

(𝜆2 − 1)2
(

F2 =

(φ(p)(Ω2 − 𝑞 2 )sin∅(𝑝) + qsin∅(𝑞)𝛾)2
𝑠𝑖𝑛2 ∅(𝑝) 𝑘 2
2
2 − 𝑞2
Ω2 − 𝑞 2
Ω
(( 2𝜑𝛾 ) + 𝑞 2 + 2 ( 2𝜑𝛾 ) 𝑞𝑐𝑜𝑠∅~ )
)
𝑥2
(3.54)

(

)
̃ + 𝑞2
Ω2 − 𝑞 2 (Ω2 + 2Ω𝑞𝑐𝑜𝑠∅
×(
)(
)
2𝜑𝛾
2𝜑𝛾 2

F2 = (

((𝜆2 − 1)2 (Ω2 − 𝑞 2 )𝑘 𝑠𝑖𝑛2 ∅(𝑝))(φ(p)(Ω2 − 𝑞 2 )sin∅(𝑝) + qsin∅(𝑞)𝛾)2
)
4𝜑 4 𝑥0 2 𝛾 3

To simplify we make the following substitutions:

(Ω2 − 𝑞 2 )sin∅(𝑝) + qsin∅(𝑞)𝛾 = Λ
(λ2 − 1)2 (Ω2 − q2 ) kΛ2
F2 =
sin2 ∅.
4
φ4 γ3 x0 2

(3.55)

Finally we calculate 𝐹3 , the third term from wave function equation:
𝐹3 = (𝜆2 − 1) (

2𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑠𝑖𝑛2 𝜃
+
𝑅
𝑅2

2 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑐𝑜𝑠𝜃
Ω2 − 𝑞 2
+
)
(
)
𝑅2
2𝜑𝛾
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(3.56)

We will substitute values of R into the first 3 terms of (3.56) and simplify
individually.
The first term from equation (3.56) becomes

̃ + 𝑞2
Ω2 − 𝑞 2 (Ω2 + 2Ω𝑞𝑐𝑜𝑠∅
(
)(
)
2𝜑𝛾
2𝜑𝛾 2

2𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝)

=
(

𝑥

2
2
̃ + Ω) (Ω − Ω − 𝑞 )
2(𝑞𝑐𝑜𝑠∅
2𝜑𝛾

̃ + Ω) (Ω −
= (2(𝑞𝑐𝑜𝑠∅

Ω2 − 𝑞 2
)) 𝑠𝑖𝑛∅(𝑝)2(φ(p)(Ω2 − 𝑞 2 )sin∅(𝑝)
2𝜑𝛾

+ qsin∅(𝑞)𝛾) (

=

)

̃ + 𝑞2
Ω2 − 𝑞 2 (Ω2 + 2Ω𝑞𝑐𝑜𝑠∅
)(
)
2𝜑𝛾
2𝜑𝛾 2

(𝑘) 𝑠𝑖𝑛∅(𝑝)2(φ(p)(Ω2 − 𝑞 2 )sin∅(𝑝) + qsin∅(𝑞)𝛾)
2𝜑 3 𝑥0 𝛾 3
= 𝑞 2 (𝜆2 − 1)(Ω2 − 𝑞 2 )

𝑘
𝜑4 𝛾𝑥0 2

̃ .
𝑠𝑖𝑛2 ∅

(3.57)

The second term from equation (3.56) becomes
=

̃ + 𝑞2
Ω2 − 𝑞 2 (Ω2 + 2Ω𝑞𝑐𝑜𝑠∅
)
2 ( 2𝜑𝛾 ) (
2𝜑𝛾 2

𝑠𝑖𝑛2 𝜃
𝑥
(
2
2 )
̃ + Ω) (Ω − Ω − 𝑞 )
2(𝑞𝑐𝑜𝑠∅
2𝜑𝛾

2

2
2
̃ + Ω) (Ω − Ω − 𝑞 )) 𝑠𝑖𝑛2 𝜃
(2(𝑞𝑐𝑜𝑠∅
2𝜑𝛾
Ω2 − 𝑞 2
𝑘
=
(
)
(
)
(𝑥)2
2𝜑𝛾
2𝜑𝛾 2

=

(𝑘)2 𝑠𝑖𝑛2 𝜃 Ω2 − 𝑞 2
𝑘
)
(
)(
2
(𝑥)
2𝜑𝛾
2𝜑𝛾 2

(3.58)

By substituting equation (3.30) into equation 𝑠𝑖𝑛2 𝜃 = 1 − 𝑐𝑜𝑠 2 𝜃, the result
becomes
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2

Ω2 − 𝑞 2
̃
φ 2𝜑𝛾 + qcos∅

𝑠𝑖𝑛2 𝜃 = 1 −

2

2
2
2
2
̃
√(Ω − 𝑞 ) + 𝑞 2 + 2 Ω − 𝑞 𝑞𝑐𝑜𝑠∅
2𝜑𝛾
2𝜑𝛾
(
)
2

𝑠𝑖𝑛2 𝜃 =

2

Ω2 − 𝑞 2
Ω2 − 𝑞 2
Ω2 − 𝑞 2
( 2𝜑𝛾 ) + 𝑞 2 + 2 2𝜑𝛾 𝑞𝑐𝑜𝑠∅~ − (φ 2𝜑𝛾 + qcos∅~ )
2

Ω2 − 𝑞 2
Ω2 − 𝑞 2
̃
( 2𝜑𝛾 ) + 𝑞 2 + 2 2𝜑𝛾 𝑞𝑐𝑜𝑠∅

2

=

2

2
2
Ω2 − 𝑞 2
Ω2 − 𝑞 2
̃ − (φ Ω − 𝑞 + qcos∅
̃)
( 2𝜑𝛾 ) + 𝑞 2 + 2 2𝜑𝛾 𝑞𝑐𝑜𝑠∅
2𝜑𝛾

(3.59)

2

Ω2 − 𝑞 2
Ω2 − 𝑞 2
̃
( 2𝜑𝛾 ) + 𝑞 2 + 2 2𝜑𝛾 𝑞𝑐𝑜𝑠∅
2

2

2
2
Ω2 − 𝑞 2
Ω2 − 𝑞 2
̃ − (φ Ω − 𝑞 + qcos∅
̃)
(
) + 𝑞2 + 2
𝑞𝑐𝑜𝑠∅
2𝜑𝛾
2𝜑𝛾
2𝜑𝛾
=
.
1
𝑘
2𝜑𝛾

(3.60)

By substituting equation (3.60) into equation (3.58), the result becomes
=

(𝜆2 − 1)(Ω2 − 𝑞 2 ) 𝑘𝛬𝑘̃
𝑠𝑖𝑛∅.
2
𝜑4 𝛾 3 x02

(3.61)

And lastly the third term from equation (3.56) becomes
=

2 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑐𝑜𝑠𝜃 Ω2 − 𝑞 2
𝑘
)
(
)(
2
𝑅
2𝜑𝛾
2𝜑𝛾 2

2 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑐𝑜𝑠𝜃

=
(

=

2(

(3.62)

Ω2 − 𝑞 2
𝑘
)(
)
2𝜑𝛾
2𝜑𝛾 2

𝑥

2
2 )
̃ + Ω) (Ω − Ω − 𝑞 )
2(𝑞𝑐𝑜𝑠∅
2𝜑𝛾

2(𝑘)2 𝑠𝑖𝑛∅(𝑝 + 𝑞)𝑠𝑖𝑛∅(𝑝) 𝑐𝑜𝑠𝜃 Ω2 − 𝑞 2
𝑘
).
(
)(
2
𝑥
2𝜑𝛾
2𝜑𝛾 2
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(3.63)

By substitute the equation (3.29) and (3.30) in the equation (3.63) the result becomes
=

(𝜆2 − 1)(Ω2 − 𝑞 2 ) 𝑘𝛬
𝑠𝑖𝑛∅
2
𝜑3 𝛾 3 𝑥0

(3.64)

The summation of equations (3.57), (3.61) and (3.64) give the 𝐹3 result is found to be

𝐹3 = 𝑞 2 (𝜆2 − 1)(Ω2 − 𝑞 2 )

𝑘
𝜑4 𝛾𝑥0 2

̃
𝑠𝑖𝑛2 ∅

(𝜆2 − 1)(Ω2 − 𝑞 2 ) 𝑘𝛬𝑘̃
+
𝑠𝑖𝑛∅
2
𝜑4 𝛾 3 𝑥0 2
−

(3.65)

(𝜆2 − 1)(Ω2 − 𝑞 2 ) 𝑘𝛬
𝑠𝑖𝑛∅
2
𝜑3 𝛾 3 𝑥0

In the limit of T=0K and 𝜇=0, the ∅-integral of the imaginary part of the
polarization is given by

2𝜋

𝐼𝑚[Π(𝑞, 𝜔)] = ∫
0

+

{

Ω2 − q2 φ2 x0 2 + k 2 − φx0 k̃
k
4
φ4 γ3 x0 2

(λ2 − 1)2 (Ω2 − q2 ) kΛ2
sin2 ∅
4
φ 4 γ3 x 0 2

+𝑞 2 (𝜆2 − 1)(Ω2 − 𝑞 2 )

+

𝑘
𝜑4 𝛾𝑥0 2

̃
𝑠𝑖𝑛2 ∅

(𝜆2 − 1)(Ω2 − 𝑞 2 ) 𝑘𝛬𝑘̃
𝑠𝑖𝑛∅
2
𝜑4 𝛾 3 𝑥0 2

(𝜆2 − 1)(Ω2 − 𝑞 2 ) 𝑘𝛬
−
𝑠𝑖𝑛∅} 𝑑∅
2
𝜑3 𝛾 3 𝑥0
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(3.66)

3.5 Discussion
The results for the imaginary part of the polarization function of asymmetric
massless Dirac fermions are shown in figures below, where the polarization is plotted as
a function of the wave vector (𝑞𝑎) for different values of the anisotropy parameter 𝜆
π π π

(λ = 1, 0.99, 0.5, 0.2, 0.1) and a range of angles ∅(𝑞) (∅(𝑞 ) = 0, , , ) at zero
4 3 2
temperature. The figures show that the polarization depends on 𝜆 and the angle ∅(𝑞).
Figure 3.3 presents the polarization of asymmetric massless Dirac fermions in graphene
at 𝑇 = 0 and ∅(𝑞) = 0. When 𝜆 = 1 the system is fully isotropic and the polarizability
function is found to be minimised. The magnitude of the polarizability function
increases when 𝜆 → 0, ie, when the anisotropy of the system increases, so does the
polarizability function at a given wave vector. On the other hand, for the wave
vector, 𝑞 = 1 × 10−4 𝑐𝑚, and 𝜆 = 0.1 the polarization is equal to 3.5 × 10−3 𝑒𝑉/𝑐𝑚2 ,
and when 𝜆 = 0.2 the polarization equal to 1 × 10−3 𝑒𝑉/𝑐𝑚2 for the same wave vactor.
We can ascribe this result to that anisotropy increases with decreasing 𝜆.
Further effects of 𝜆 can also be seen in figure 3.4 and figure 3.5. As the anisotropy
increases (𝜆 → 0) the polarizability function increases for all values of 𝑞𝑎. Comparing
figures 3.3 through to 3.6 we can see the dramatic effect the angle ∅(𝑞) has on the
magnitude of imaginary component of the polarizability function. Approximately, the
polarization of ∅(𝑞) = 0, is larger than ∅(𝑞) = 𝜋/4 in the wavefactor 𝑞 = 1 ×
10−4 𝑐𝑚 . But is twice large compared to ∅(𝑞) = 𝜋/3.
In the low 𝑞𝑎 region the polarizability function is mostly unaffected by ∅(𝑞),
however, for 𝑞𝑎 ≳ 2 × 10−4 the polarizability function deviates and increases
considerably. This however is not the case for ∅(𝑞) = 𝜋/2. In this case the
polarizability function is mostly unaffected by the anisotropy parameter, varying only
slightly in the low 𝑞𝑎 region and increasing sharply a before in the higher 𝑞𝑎 region as
can be seen in figure 3.6.
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The polarization function of asymmetric graphene increases rapidly at qa around
4.5 x 10−4 because in this point 𝜔 = qa , The polarization function become infinity
according to the equation (3.66).
In conclusion, the imaginary part of the polarizability increases with the anisotropic
parameter. This is because in an anisotropic system, the wavefunctions becomes a
mixture of symmetric and antisymmetric component. In this case, the overlap integral
between the conduction and valence bands decreases. Furthermore due to the gap
opening, the transition probability also decreases. These effects resulted in a reduced
optical response, from the imaginary part of the dielectric function.
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Figure 3. 3: Effect of anisotropy parameter 𝜆 and the angle ∅(𝑞) on the imaginary part
of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 0K, ∅(𝑞) = 0.

Figure 3. 4: Effect of anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary part
of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 0K, ∅(𝑞) = 𝜋/4.
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Figure 3. 5: Effect of anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary part
of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 0K, ∅(𝑞) = 𝜋/3.

Figure 3. 6: Effect of anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary part
of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 0K, ∅(𝑞) = 𝜋/2.
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3.6 Effect of temperature on the polarizability function
We are now in a position to compute the polarization function at T=77K and
T=300K. For 𝜇 = 0, the imaginary part of polarization function of graphene with
asymmetric massless Dirac fermions equation can be written as
𝑔

𝐼𝑚[Π(𝜔, 𝑞)] = (2𝜋ℏ)2 ∫ 𝑑𝑝 𝐹𝑠𝑠′ (𝑝, 𝑝 + 𝑞)
× (ℏ𝑣𝐹 √𝜑2 𝑝2 + 𝑞 2 + 2𝑝𝑞𝜑𝑐𝑜𝑠∅~ (𝑝) ℏ𝑣𝐹 𝜑𝑝 − ℏ𝜔)(

1

𝜀𝑝,s −𝜇
𝑒 𝑘𝐵 𝑇 +1

1

𝜀𝑝+𝑞,𝑠́ −𝜇
𝑒 𝑘𝐵 𝑇 +1

−

(3.67)

)

The energy dispersion is given as 𝜀𝑠 (𝑝) = 𝑠ℏ𝑣𝐹 𝑝𝜑(𝑝) .The energy dispersion in
the initial state
𝜀𝑝,𝑠 = 𝑠ℏ𝑣𝐹 𝑝𝜑(𝑝),

(3.68)

and the energy dispersion in the final state
𝜀𝑝+𝑞,s′ = s′ℏ𝑣𝐹 𝑝𝜑(𝑝 + 𝑞)

(3.69)

where 𝑠 = 1 the −𝜀𝑠 (𝑝) term at finite temperature and 𝑠 ′ = −1 the εs′ (p + q)
term, 𝜇 is potential energy, 𝑘𝐵 Boltzmann constant and T temperature (K).
From the Hamiltonian of a graphene super-lattice, 𝜑(𝑝) is given as |𝜑(𝑝)|2 =
𝑐𝑜𝑠 2 ∅(𝑝) + 𝜆2 𝑠𝑖𝑛2 ∅(𝑝) which gives
𝜑(𝑝) = √𝑐𝑜𝑠 2 ∅(𝑝) + 𝜆2 𝑠𝑖𝑛2 ∅(𝑝).
Substituting 𝜑(𝑝) for the energy dispersion in equation (3.68):
Ω2 − 𝑞 2
𝜀𝑝 = ℏ𝑣𝐹 (
) √𝑐𝑜𝑠 2 ∅(𝑝) + 𝜆2 𝑠𝑖𝑛2 ∅(𝑝)
2𝜑𝛾

(3.70)

By substituting equation (3.42) in the energy dispersion into equation (3.69),we
obtain
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𝜀𝑝+𝑞,𝑠 = −ℏ𝑣𝐹 (

Ω2 − 𝑞 2
)
2𝜑𝛾

2

√

Ω2 − 𝑞 2
Ω2 − 𝑞 2
φ2 (𝑝) ( 2𝜑𝛾 ) φ2 (𝑝) + 𝑞 2 φ2 (𝑞) + 2𝜑(𝑝)φ
̃ ( 2𝜑𝛾 ) 𝑞

(3.71)

2

Ω2 − 𝑞 2
Ω2 − 𝑞 2
̃
( 2𝜑𝛾 ) + 𝑞 2 + 2 ( 2𝜑𝛾 ) 𝑞𝑐𝑜𝑠∅

1
2
2
2 2
2 2 2
̃ (Ω2 − 𝑞 2 )
Ω2 − 𝑞 2 2𝛾 √φ (𝑝)(Ω − 𝑞 ) + 4𝛾 𝑞 φ (𝑞) + 4𝛾𝑞φ
= −ℏ𝑣𝐹 (
)
2𝜑𝛾
1 √ 2
̃
(Ω − 𝑞 2 )2 + 4𝛾 2 𝑞 2 φ2 (𝑝) + 4𝜑𝛾𝑞(Ω2 − 𝑞 2 )𝑐𝑜𝑠∅
2𝜑𝛾
1
Ω2 − 𝑞 2
2𝛾 x0
= −ℏ𝑣𝐹 (
.
)
2𝜑𝛾
1 √ 2
2
2
2
2
2
2
2
̃
(Ω − 𝑞 ) + 4𝛾 𝑞 φ (𝑝) + 4𝜑𝛾𝑞(Ω − 𝑞 )𝑐𝑜𝑠∅
2𝜑𝛾

(3.72)

The results for the imaginary part of polarization at finite temperature are presented
in figures 3.7 through to figure 3.12. As before they are plotted for different values of 𝜆
π π π

(λ = 1, 0.99, 0.5, 0.2, 0.1) and different values of the angle ∅(𝑞) (∅(𝑞) = 0, , , )
4 3 2

for the temperatures 77 K and 300 K.
An interesting characteristic of the imaginary part of the polarization function of
graphene with asymmetric massless Dirac fermions is that in the region 𝜆 < 1 at T=77K
and T=300K, polarization function 𝐼𝑚[ᴨ(𝑞, 𝑤)] decreases as temperature increases. It
is clearly seen from figure 3.3 at zero temperatures, figure 3.7 at T=77K and figure 3.11
at T=300K, the polarization functions are approximately (3 × 10−3 𝑒𝑉𝑐𝑚−2 , 1 ×
10−4 𝑒𝑉𝑐𝑚−2 , 2.5 × 10−5 𝑒𝑉𝑐𝑚−2 ) respectively, at q = 1 × 10−4 𝑐𝑚 and ∅(𝑞)=0. This
is because of the increasing random result in a reduced isolation of charge and also the
arising dipoles lessened in magnitude.
As before, the angle ∅(𝑞) plays an important role on the polarization. We can see by
comparing the plots in the previous sections that in general, an increase in the
anisotropy will cause an increase in the polarizability function. The magnitude of the
polarizability function is also seen to decrease with increasing temperature. The
exception to this is that when ∅(𝑞) → 𝜋/2 where an increase in anisotropy is seen to
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actually decrease the polarizability at higher temperatures. The effect of ∅(𝑞) is quite
complicated on the polarizability when the system is anisotropic as is expected. There is
a simultaneous increase and decrease of the polarizability function as ∅(𝑞) increases.
Initially the response at higher wave vectors will be increased and at lower wave vectors
the response will be decreased, however as we approach ∅(𝑞) = 𝜋/2, the polarizability
decreases to approximately that of the isotropic case.
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Figure 3. 7: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 77K, ∅(𝑞) = 0.

Figure 3. 8: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 77K, ∅(𝑞) = 𝜋/4.
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Figure 3. 9: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞)for the imaginary
part of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 77K, ∅(𝑞) = 𝜋/3.

Figure 3. 10: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 77K, ∅(𝑞) = 𝜋/2.

85

Figure 3.11: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞)for the imaginary
part of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 300K, ∅(𝑞) =0.

Figure 3.12: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞)for the imaginary
part of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 300K, ∅(𝑞) = 𝜋/4.
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Figure 3.13: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞)for the imaginary
part of the polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 300K, ∅(𝑞) = 𝜋/3.

Figure 3.14: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞)for the imaginary
part of polarization function in the y-direction and wave vector q in the x-direction,
where we set T = 300K, ∅(𝑞) = 𝜋/2
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The results of polarization in the graphics with temperatures at q = 1 x 10−4 𝑐𝑚 and
q = 2 x 10−4 𝑐𝑚, are consistent with that discussed in the previous paragraph. The
polarization function reduced with increasing temperature as shown in the figure 3.15 at
λ = 0.1, q = 1x10−4 𝑐𝑚. At T = 77K, the polarization function is 1 x 10−4 𝑒𝑉𝑐𝑚−2,
which is similar to the result in figure 3.7. We can account this by the fact that in the
case of high temperature there is an increased electron transfer from the valence band to
the conduction band. This higher temperature however also causes the change in the
movement of the electrons from regular movement to random movement. This motion
causes a reduction of the polarization as shown the figures 3.15, 3.16, 3.17 and 3.18.
The anisotropy parameter also effects the polarization, for λ = 0.1,0.2, 0.5 and 0.99,
the polarization is increas with reducing the anisotropy parameter.
On the other hand, the angle ∅(𝑞) plays an important role in the influence of the
polarization when increasing in angle value from 0 to 𝜋⁄2, But in the plotted figure, in
the q = 1 x 10−4 𝑐𝑚 and q = 2 x 10−4 𝑐𝑚, the polarization function of different
temperature was less affected by ∅(𝑞). The value for λ = 0.1 and T = 40 K in the
figures

3.15,

3.16

and

3.17

are

approximately

0.24

x 10−3 𝑒𝑉𝑐𝑚−2 , 0.2

x 10−3 𝑒𝑉𝑐𝑚−2 , 0.14 x 10−3 𝑒𝑉𝑐𝑚−2 , respectively, since the wave vector is weak, and
thus, there are no electrons transfer from the valence band to the conduction band. But
in the wave vector q = 2x10−4 𝑐𝑚, the polarization increases slightly at λ = 0.1 and T =
40K

in

the

figures

3.19,

3.20

and

3.21

x 10−3 , 0.4x 10−3 , 0.25 x 10−3respectively. For

which

are

approximately 0.5

∅(𝑞) = 𝜋⁄2, the polarization

corresponding to the wave vector at q = 1 x 10−4 𝑐𝑚 and q = 2 x 10−4 𝑐𝑚 are very
small, approximately 0.25 x 10−5 𝑒𝑉𝑐𝑚−2, 0.5x10−4 𝑒𝑉𝑐𝑚−2 respectively. We can see
that clearly in the figures 3.18 and 3.22.
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Figure 3.15: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of polarization function in the y-direction and temperature in the x-direction, where
we set wave vector q = 1 x 10-4 cm, ∅(𝑞) = 0.

Figure 3.16: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of polarization function in the y-direction and temperature in the x-direction, where
we set wave vector q = 1 x 10-4 cm , ∅(𝑞) = 𝜋/4.
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Figure 3.17: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of the polarization function in the y-direction and temperature in the x-direction,
where we set wave vector q = 1 x 10-4 cm, ∅(𝑞) = 𝜋/3.

Figure 3.18: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of the polarization function in the y-direction and temperature in the x-direction,
where we set wave vector q = 1x 10-4 cm, ∅(𝑞) = 𝜋/2.
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Figure 3. 19: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of polarization function in the y-direction and temperature in the x-direction, where
we set the wave vector q = 2 x 10-4 cm, ∅(𝑞) = 0.

Figure 3. 20: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of the polarization function in the y-direction and temperature in the x-direction,
where we set the wave vector q = 2 x 10-4 cm, ∅(𝑞) = 𝜋/4.
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Figure 3.21: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of the polarization function in the y-direction and temperature in the x-direction,
where we set the wave vector q = 2 x 10-4 cm, ∅(𝑞)= 𝜋/3.

Figure 3.22: Effect of the anisotropy parameter 𝜆 and the angle ∅(𝑞) for the imaginary
part of the polarization function in the y-direction and temperature in the x-direction,
where we set the wave vector q = 2 x 10-4 cm, ∅(𝑞) = 𝜋/2.
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CHAPTER 4
Interactions of Hydrogen-bonded Molecules with Graphene
4.1 Introduction
The previous two chapters investigated some of the physical properties of graphene,
such as the dielectric response of graphene under electromagnetic radiation and the
polarization function of asymmetric massless Dirac fermions. In this chapter we will
present some chemical properties of graphene, namely the adsorption interaction of
different aromatic molecules with graphene sheets. Whilst there are many researchers
currently studying the interaction between graphene surfaces and adsorbed molecules,
both experimentally and theoretically [102-105], this study aims to determine the
thermodynamic ground state stabilities of the intermolecular potential energy surfaces
and the degree of charge transfer between various pyrazoles and graphene; .pyrazole,
fluoropyrazole, difluoropyrazoles, trifluoropyrazole, dimethylpyrazole and trimeric
units of pyrazole molecules. In these studies, graphene sheets were represented by an
array of 6 x 6 fused aromatic rings of carbon - graphene-(6,6). This sheet size is
sufficiently large that adsorbed molecules are free from edge effects and is consistent
with the findings of other researchers who have recently performed similar studies [105]
Pyrazoles are an interesting family of molecules that display features such as the
hydrogen bonding self-organisation of 3,5-dimethylpyrazole (3,5-DMP) which has
previously been studied as a model system for intermolecular interactions and
supramolecular self-ordering [106]. The X-ray structure of 3,5-DMP indicates that the
molecules lie in planar trimeric units linked by NH....N bonds along the vertices of
equilateral triangles [107].
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Figure 4.1: Views of the structure of 3,5-DMP indicates that the molecules lie in planar
trimeric units linked by NH....N bonds.
The tautomeric nature of the H-bonds is evidenced by partial occupation numbers
of 0.5 in the crystal structure in addition to NMR measurements, showing that the rate
of the tautomeric proton hop along the H-bonds is ca. 103 s-1 at T = 300 K, with an
associated activation energy of 46 kJ mol-1 [107]. The family of methylpyrazoles to
which 3,5-DMP belongs, displays a propensity to self-organise into multi-member units
and differences in the inter-molecular interactions within these compounds are believed
to underpin the marked differences in physical properties such as the melting points
[108]. Therefore the influence that an approaching planar surface has in perturbing these
intermolecular interactions is of profound interest given the highly anisotropic nature of
the interactions. Thereby the approach of pyrazole and its fluorinated analogues toward
a graphene sheet of sp2 hybridised carbon atoms is of inherent interest. Graphene is
often referred to as being all surface, with a theoretical surface area of 2965 m2g-1, (the
sum of both faces of a single sheet), [109] giving it exceptional capacity as a catalytic
support or gas loading [110]. The interaction of the surface with molecular species is
therefore of fundamental interest, framing the rationale behind the present study.
Using a computational approach, we have considered the interactions of pyrazole
analogues with ring adducts of increasing electronegativity with a defect-free, clean
graphene sheet; this series of higly planar fluorinated pyrazoles allows for the clear
definition of an interfacial interaction distance, whilst also providing a sequential
perturbation of the electronic states of the adduct relative to the substrate.
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4.2 Computational details
All computations have been performed using Gaussian 09 [111] and the ab initio
calculations were performed using density functional theory (DFT). The 𝜔B97X-D and
B3LYP functionals were employed for the DFT studies [70, 112, 113]. The splitvalence basis sets 6-31+G (d,p), 6-31++G(d,p) were employed throughout the charge
transfer study. A full geometry optimization was performed for each of the pyrazoles
and graphene separately and selected structural parameters are given in Figure 4.2, prior
to the optimization of the binary system using DFT and 𝜔B97X-D functionals and the
6-31G (d,p) basis set. The minimum energy point of the potential energy surfaces for
the binary complexes were identified as being the minimum energy, configuration. In
the determinations of the optimum separation of the graphene sheet and the pyrazole
derivatives, the graphene sheet was restrained to a flat conformation and the carbon and
nitrogen atoms of the pyrazole ring(s) were kept parallel to the graphene sheet.
Translational movement of the pyrazole in the plane parallel to the graphene sheet was
unrestricted. The positions of the other atoms of the pyrazole derivatives were not
confined to be in the same plane as the 5 atoms of the pyrazole ring and were free to
move in all directions. The potential energy surface as a function of the separation of
pyrazole and graphene units was determined by varying this separation between 2.302
Å and 5.702 Å in 0.200 Å steps using the 𝜔B97X-D/6-31G(d,p) method. Furthermore,
single point energy calculations, were performed by employing the 𝜔B97X-D
functional at all of the low energy geometries at the thermodynamically preferred
separation of graphene and pyrazole derivatives. Semi-empirical calculations were
performed using the PM6 method [79, 80]. The semi-empirical calculations were used
in this study because they are much faster than their ab initio counterparts allowing for a
rapid way of checking that calculations would work and also a comparison with the
DFT results. The PM6 method does not include dispersion correction and so is not
expected to be an accurate method for studying this system, but a comparison with a
more accurate (DFT), dispersion method can be made.
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Figure 4. 2: structure of pyrazole, and graphene (6,6)

4.3 Results and discussion of potential energy
4.3.1 Potential energy
In this study, the slice through the potential energy surface between a rigid
graphene sheet and pyrazole molecules along the direction perpendicular to the
graphene plane was calculated in 18-steps, each of 0.2 Å separations, between 2.302
and 5.702 Å.

Whilst the planes of the pyrazole ring atoms and graphene were

constrained to be parallel to each other, the pyrazole molecules were unrestricted with
respect to motions across the graphene sheet, allowing access to the true minimum
potential at each separation.
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4.3.2 Pyrazoles adsorbed on graphene surfaces
The binding energy of the pyrazole molecules to the graphene was calculated the at
each sequential distance in order to find the optimal geometry of adsorption using the
formula
𝐸𝑏𝑜𝑛𝑑 = −(𝐸𝑎𝑑𝑎𝑡𝑜𝑚+𝐺 − (𝐸𝑎𝑑𝑎𝑡𝑜𝑚 + 𝐸𝐺 ))

(4.1)

where 𝐸𝑏𝑜𝑛𝑑 is the binding energy between the adsorbed molecule and the graphene
sheet, 𝐸𝐺 is the total energy of the graphene sheet and 𝐸𝑎𝑑𝑎𝑡𝑜𝑚 energy of the pyrazole.
The values quoted are electronic energies that are not corrected for vibrations or other
contributions to enthalpy.
The adsorption of a single pyrazole molecule on graphene was studied first. The
𝜔B97X-D functionals were employed for the DFT studies in describing such weakly
bound system, giving an adsorption energy of 41.6 kJ mol-1 and the minimum energy
distance of 3.217 Å from the surface to the pyrazole molecule. Note that the precise
equilibrium distance was obtained by interpolation using a polynomial of order six from
the calculated data points, each separated by 0.2 Å. Sequentially replacing a hydrogen
atom with fluorine atom in the pyrazole ring was found to increase the energy of
adsorption onto graphene linearly. The calculated adsorption energies are given in
Table 4.1. They show that the adsorption of a pyrazole ring having a single fluorine
substitution, 3-fluoropyrazole, is 3.7 kJ mol-1 stronger. On the other hand, 3,5difluoropyrazole and 3,4,5-trifluoropyrazole adsorption, Figure 3, show an even more
stable minimum energy than both pyrazole and 3-fluoropyrazole on graphene, with
adsorption energies of 48.0 and 52.0 kJ mol-1, respectively. Due to the difference in
electronegativities between hydrogen and fluorine, these chemical substitutions tend to
reduce the electron density on the pyrazole ring and thereby attenuate the 𝜋– 𝜋
interaction between the adsorbate and graphene, leading to stronger binding. However,
the distance between the molecule and graphene surface decreases with the replacement
of hydrogen with fluorine. Table 4.1 shows that the minimum energy distance between
the pyrazole and graphene surface is 3.217 Å, larger than that of 3-fluoropyrazole, 3,5difluoropyrazoles and 3,4,5-trifluoropyrazole on the graphene surface (3.196, 3.184 and
3.165 Å) respectively, as a result of an increasingly attractive interaction between the
molecules and the graphene surface.
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The minimum energy for 3,4-difluoropyrazole was found to be 48.8 kJ mol-1,
similar to that of 3,5-difluoropyrazole, 48.0 kJ mol-1, the other isomer of
difluoropyrazole. As such, the location of the fluorine atom on the pyrazole ring does
not significantly affect the energy of interaction. In the next chapter we will discuss in
more detail the role of isomeric effects in the adsorption of aromatic species onto
graphene.
Figures 4.3 and 4.4 show the results of the DFT and semi-empirical calculations
performed on the fluoropyrazoles. The determination of the intermolecular separation in
the minimum energy configuration using semi-empirical calculations of the pyrazole, 3fluoropyrazole, 3,5-difluoropyrazole and 3,4,5-trifluoropyrazole on graphene resulted in
separations of 3.351, 3.349, 3.359 and 3.350 Å, respectively with binding energies of
5.4, 5.6, 6.3 and 7.3 kJ mol-1. There is therefore little discrimination in the PM6 results
between the different pyrazoles and the interaction potentials are unrealistically low. As
such, the DFT calculations better represent the minimum energy than the semi-empirical
approach, rendering the PM6 results of limited value, despite the gain made in
calculation time. This is unsurprising since the PM6 method does not account for
dispersion corrections. The new semi empirical method PM7 has recently been
introduced that does account for dispersion interactions and this is likely to perform
much better than PM6, however, this method is not yet implemented in the Gaussian
software package and was not used in this work.
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Table 4. 1: Summary of the calculation results of the adsorption energy 𝐸 bond at the
equilibrium graphene–pyrazole distance
𝐸𝑏𝑜𝑛𝑑 (𝐷𝐹𝑇)

Distance

𝐸𝑏𝑜𝑛𝑑 (𝑃𝑀6)

Distance

kJ mol-1

Å

kJ mol-1

Å

Pyrazole+G

41.6

3.217

5.4

3.351

3-Fluoropyrazole+G

45.3

3.196

5.6

3.349

3,5-Difluoropyrazole+G

48.0

3.184

6.3

3.359

3,4-Difluoropyrazole+G

48.7

3.181

7.1

3.345

3,4,5-Trifluoropyrazole+G

52.0

3.165

7.3

3.35

Compound

Figure 4. 3: Potential energy plots of the adsorption of pyrazole, 3-fluoropyrazole, 3,5difluoropyrazoles and 3,4,5-trifluoropyrazole on graphene determined by DFT methods.
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Figure 4. 4:

Potential energy plots of the adsorption of pyrazoles on graphene

determined by semi-empirical methods.

Figure 4. 5: Plot of the energy as a function of the number of F atoms in the pyrazoles,
as determined from DFT calculations. The gradient of the plot yields an increase in the
energy of adsorption by 3.3 kJ mol-1 per F atom, with a linear-fit R2 value of 0.998.
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In summary, the DFT results on the adsorption of fluoropyrazoles on graphene
indicate that the energy of adsorption increases linearly approximate by 3.3 kJ mol-1
with each fluorine atom added to the pyrazole molecule, Table 4.1. The minimum
energy configuration of the adsorbed pyrazole molecule was found to lie at a distance of
3.217 Å, with an associated binding energy of 41.6 kJ mol-1, Figure 4.3.

The

fluorinated analogue, fluoropyrazole, has a slightly stronger binding energy of 45.3 kJ
mol-1 at a similar minimum energy configuration, 3.196 Å, Table 4.1. Note that the
precise equilibrium distance was obtained by interpolation using a polynomial of order
six from the calculated data points, each separated by 0.2 Å. The calculated equilibrium
distance from the graphene surface to the difluoropyrazole was found to be slightly
closer, at 3.184 Å and with a larger interaction potential 48.0 kJ mol-1, Table 4.1, and to
vary linearly, reducing by 0.017 Å with every fluorine atom added.

4.3.3 Pyrazole trimers on a graphene surface
The minimum energy geometry of isolated pyrazole trimers, shown in Figure 4.6a,
has N….H hydrogen bond distances of 1.829, 1.822 and 1.826 Å, forming an equilateral
triangular unit in which the average H-bond distance is dave = 1.826(4) Å where the
number in parentheses is the standard deviation across the three bonds. The optimized
structures of the pyrazole trimers adsorbed onto the graphene surface are shown in
Figure 4.6b, in which the three aromatic rings were constrained to be parallel to the
graphene sheet. The calculated minimum energy distance between the pyrazole trimer
and the graphene surface was found to be 3.246 Å. The adsorbed trimers were found to
be slightly distorted triangular units relative to the free, non-adsorbed trimers of
molecules, with N….H hydrogen bond distances of 1.804, 1.824 and 1.838 Å. It is
interesting to note that whilst the mean H-bond distance is unchanged upon adsorption,
the variance in the bond lengths is 4× that of the free trimer, dave = 1.822(17) Å. This
lowering of symmetry in the trimer is a direct result of the interaction between the
dimethylpyrazole molecules and the graphene sheet. Whilst in the isolated trimer, all
interactions are minimised only in relation to equivalent molecules, in the adsorbed
system, these interactions are also in equilibrium with the interactions with the
underlying graphene sheet. As such, the act of adsorption onto graphene results in a
perturbation of the H-bonding system in this self-organising supramolecular system.
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The most stable structure of the pyrazole trimers on graphene is shown in Figure
4.6b, it is represents the adsorption energy calculated by DFT by using the 𝜔B97X-D/631G(d,p) method, resulting in a calculated minimum energy of 3.246 Å from the
graphene surface and an overall binding energy of the trimer of 143.6 kJ mol-1, Table
4.2. This is slightly larger than three times that of a single pyrazole molecule 41.6 kJ
mol-1. Results of the semi-empirical calculations are shown in Figure 4.7, with a
minimum energy of the pyrazole trimers-graphene interaction at a distance of ~3.354 Å,
with a binding energy of 13.0 kJ mol-1. As with the single molecule studies, the DFT
calculations represent the minimum energy more accurately than the semi-empirical
approach.

Table 4.2: Summary of results of the calculation of the adsorption energy 𝐸 bond for the
equilibrium configuration of a pyrazole trimer on graphene

Pyrazoles trimers

𝐸𝑏𝑜𝑛𝑑 kJ mol-1

Distance Å

DFT

143.6

3.246

PM6

13.0

3.354

+

Figure 4.6a: Views the interaction between pyrazole trimers molecular with graphene
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b

a

Figure 4.6b: Views of the pyrazole trimers structures (a) with the H-bond distance in
the isolated structure; (b) pyrazole trimer with a graphene surface.

Figure 4.7: Potential energy plots of the adsorption of pyrazole trimers on graphene.
The binding energy is plotted as a function of the distance between the molecule and
graphene DFT, 𝜔B97X-D /6-31 G(d,p).
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4.3.4 Dimethylpyrazoles on graphene surface
Moving to electron-donating methyl functional groups as opposed to the highly
electronegative fluorine atoms, the most stable structure of dimethylpyrazole on a
graphene surface is shown in Figure 4.8, as determined by DFT calculations, with the
intermolecular interaction potential shown in Table 4.3, where Ebond = 74.0 kJ mol-1 at a
distance of 3.253 Å. As such, the binding energy of 3,5-dimethylpyrazole on graphene
is almost twice that of the unsubstituted pyrazole, indicating that the methyl groups act
to increase the adsorption energy far more than fluorine groups. This is primarily due to
the surface-hydrogen interactions. We can see clearly in Table 4.3 and 4.1, the distance
between two of the hydrogen atoms within the methyl groups to the graphene surface is
smaller than the distance of fluorine atoms substituted onto the pyrazole ring.
On the other hand, semi-empirical calculations of the minimum energy of the 3,5dimethylpyrazole-graphene interaction were found to have a minimum value at a
distance of ~3.405. with a binding energy of 9.2 kJ mol-1. Again, the DFT calculations
represent the minimum energy more accurately than the semi-empirical approach.
Table 4.3: The calculated energy of adsorption of 3,5-dimethylpyrazole on graphene
and distance Å .

3,5-dimethylpyrazoles

𝐸𝑏𝑜𝑛𝑑 kJ mol-1

Distance Å

DFT

74.1

3.253

PM6

9.2

3.405
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Figure 4.8:

Potential energy plots of the adsorption of 3,5-dimethylpyrazole on

graphene. The binding energy is shown as a function of the distance between the
molecule and graphene as determined by both DFT and semi-empirical methods.
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Figure 4.9: Views of the calculated structures of a 3,5-dimethylpyrazole with graphene
at different intermolecular distances
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4.4 Charge Transfer calculations
The adsorption interactions between all of the species investigated, pyrazole,
fluoropyrazole, difluoropyrazoles, trifluoropyrazole, dimethylpyrazole, and pyrazole
trimmers to graphene, are strictly nonbonding interactions in the formalism of covalent
bonding. However, even with formally discrete entities, the absorbed species clearly
undergo attractive interactions. Many such non-bound interactions can be characterised
as acceptor-donor complexes, not covalently bonded to each other, but with some small
transfer of electronic charge. DFT is the best value level of theory in describing nonbonded interactions [70, 112, 114-117]; whereas, the 𝜔B97X-D and B3LYP hybrid
density functionals are widely accepted as standard methods for describing these
interactions [115, 116, 118].
Before presenting the results of the degree of charge transfer between graphene and
the pyrazole molecular units, a brief introduction will be given to the importance of
charge transfer analysis and the methods used to perform these calculations.

4.4.1 Charge analysis method
Partial charges are created due to the asymmetric distribution of electrons in
chemical bonds.

The accuracy of the electron density calculated by quantum-

mechanical (QM) methods appears to be lower than in experiment. QM methods also
require consideration of the correct aggregate state, and particular difficulties arise for
electron densities of elements with d and f electrons because atomic charges often
reflect minor differences in the total electron density, deviations up to multiples
compared to the real system may occur [119, 120]. Charge transfer and atomic charge
play important roles in molecule behaviour and reactivity.

Quantum mechanical

descriptions of molecules are in terms of atoms consisting of positive nuclei surrounded
by a cloud of negative electrons [121]. In addition, quantum chemistry using the
concept of atomic charge has been used widely in research, in terms of the description
of atomic populations by Mulliken [122].
The concept of population analysis is to study charge distributions within molecules
so that the magnitudes and locations of partial charges are accurately modelled within a
molecule, partial charges are difficult to calculate by QM methods and inherently
unreliable. Assigning charges to individual atoms can be very useful as it may give an
approximate idea of the charge distribution in a molecule and hence its reactivity or
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polarity. The total electron density is expanded in terms of the molecular orbitals.
Then, each orbital is expanded in terms of a set of atomic orbitals:
ρ(r) = ∑ ni ρi
i

(4.2)

ρ(r) = 𝜓 ∗ (𝑟)𝜓𝑖 (𝑟) and 𝑛𝑖 account for the orbital occupation
𝜓𝑖 (𝑟) = ∑ cαi xα
i

(4.3)

So
ρ𝑖 (r) = ∑ cαi cβi xα∗ xβ
αβ

(4.4)

and thus
ρ(r) = ∑ ni ∑ cαi cβi xα∗ xβ
i

αβ

Suppose the summation indices are interchanged, which basically means the order
summing all the individual terms is changed:
ρ(r) = ∑ ∑ ni cαi cβi xα∗ xβ
αβ

i

where 𝑆𝛼𝛽 = xα∗ xβ is the overlap matrix and
𝐷𝛼𝛽 = ∑ ni cαi cβi
i

is the density matrix.
Then, ρ(r) can be written in a simplified form:
ρ(r) = ∑ 𝐷𝛼𝛽 𝑆𝛼𝛽
αβ
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(4.5)

and the population analysis method divides up 𝐷𝛼𝛽 𝑆𝛼𝛽 to obtain numbers
informing the locations of the electron in a system.
The gross charge on atom A is the sum of the nuclear and electronic contributions
and each atomic centre has a positively core (charge 𝑍𝐴 ) surrounded by a shielding
electron cloud (8).
𝑄𝐴 = 𝑍𝐴 − 𝜌𝐴

(4.6)

There are many wavefunction population analysis methods, including:
1- Mulliken population analysis [122].
2- Lowdin population analysis [123].
3- Roby population analysis [124].
4- Atoms in Molecules (AIM) [125].
5- Hirshfeld [119].
6- Natural bond orbitals (NBO) [126]
In this study, some of the above methods were used to calculate the charge transfer
between pyrazole molecules and a graphene surface. These used methods are described
in the following sections.

4.4.1.1 Mulliken population analysis
The Mulliken analysis is the most common population analysis method used to
calculate charge transfer between different molecular units and carbon nanotubes [127].
A Mulliken population analysis uses the density matrix (D) and the overlap matrix (S)
from the wavefunction to give the interaction of an atomic orbital with itself,
𝑄𝐴 = 𝑍𝐴 − 𝑁𝐴

(4.7)

where 𝑁𝐴 is the total number of electrons in the system.It can be useful to compare
the results of Mulliken populations with other methods.

4.4.1.2 Atoms in Molecules (AIM)
The population analysis known as atoms in molecules was introduced by Bader in
1991 [125]. Bader's theory of atoms in molecules is often useful for charge analysis. For
example, the charge enclosed within the Bader volume is a good approximation to the
total electronic charge of an atom. The charge distribution can be used to determine
109

multi-pole moments of interacting atoms or molecules. Bader's analysis has also been
used to define the hardness of atoms, which can be used to quantify the cost of
removing charge from an atom. The theory also provides a definition for chemical
bonding that gives numerical values for bond strength.
The development in the computational methods improves partitioning a charge
density grid into Bader volumes, making it efficient, robust, and linear scaling with the
number of grid points. The partitioning algorithm follows the steepest ascent paths
along the charge density gradient from grid point to grid point until the maximum
charge density is reached. As the algorithm assigns grid points to charge density
maxima, subsequent paths are terminated when they reach previously assigned grid
points. This grid-based approach makes the algorithm efficient. Also, it allows for the
analysis of the large grids generated from plane wave based density functional theory
calculations [128, 129].

4.4.1.3 Hirshfeld
The Hirshfeld method is a common method to partition electron deformation
densities from laboratory measurements in crystallographic studies[119].

Hirshfeld

atomic populations are an alternative definition of atomic charges to the standard
Mulliken and Lowdin schemes.

They provide a clear partitioning of the electron

density. Hirshfeld's scheme can provide an optimal partitioning of atomic densities in
an information theoretic sense, and Hirshfeld populations can be calculated at the end of
any molecular calculation [119].
𝜌𝐴0 (𝑟)
𝑄𝐴 = 𝑍𝐴 − ∫ 𝑑𝑟
∑𝐵 𝜌𝐵0 (𝑟)

4.4.2 Charge transfer results
Different methods to calculate the charge transfer have been investigated,
specifically the Mulliken method, which is used because of its easy operation, and the
Gaussian package can also automatically do Mulliken analysis. Hirshfeld and Atoms in
Moleculers (Bader) methods were used because other studies have shown that these
give more accurate answers than Mulliken [130, 131]. There appears to be a strong
dependence of the calculated charge transfer between adsorbed molecules (pyrazole, 3fluoropyrazole, 3,5-difluoropyrazole and 3,4,5-trifluoropyrazole, pyrazole trimers and
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3,5-dimethylpyrazole) and a graphene surface on the charge analysis method used. The
different charge analysis methods were examined by applying them to the charge
transfer between

pyrazole, 3-fluoropyrazole, 3,5-difluoropyrazoles and 3,4,5-

trifluoropyrazole, pyrazole trimers, 3,5- dimethylpyrazole and graphene. The charge
transfer, was calculated with the different methods, for the most stable adsorption
geometry and the results are given in Tables 4.4, 4.5 and 4.6. The tables report the
charge on the pyrazole/aromatic molecule, a – sign indicates the pyrazole is acting as an
acceptor, a + sign indicates it is acting as an electron donor.
Different functional and basis set combinations were used in this study, specifically
B3LYP and 𝜔B97X-D functionals and 6-31+G (d,p) and 6-31++G(d,p) basis sets. The
two functionals, B3LYP and 𝜔B97X-D with the 6-31+G(d,p) basis give similar results
using the Bader method, Figure 4.11, but with the Hirshfeld and Mulliken methods
there are small differences between two functionals, Figures 4.12 and 4.13. When the
basis set is changed from 6-31+G (d,p) to 6-31++G(d,p) with the same functional the
results of different methods become closer .
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Table 4.4:

The charge transfer between a range of molecules (pyrazole, 3-

fluoropyrazole, 3,5-difluoropyrazoles and 3,4,5-trifluoropyrazole, pyrazole trimers, 3,5dimethylpyrazole) and graphene, calculated using the Bader method.

All charge

calculations performed by DFT using functionals (𝜔B97X-D,B3LYP) and the basis sets
6-31+G(d,p), 6-31++G(d,p).

BADER CHARGE

Complex

B3LYP/6-

B3LYP/6-

31+G

31++G

𝜔B97X-D/6- 𝜔B97X-D/631+G

31++G

Pyrazole+G

-0.014

-0.015

-0.013

-0.013

3-Fluoropyrazole+G

-0.001

-0.001

+0.001

0.000

3,5Difluoropyrazole+G

-0.039

-0.040

-0.037

-0.037

3,4,5Trifluoropyrazole+G

-0.102

-0.102

-0.0991

-0.099

pyrazole trimer+G

+0.024

+0.023

+0.026

+0.026

3,5-dimethylpyrazole+G

0.000

0.000

+0.001

+0.001
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Figure 4. 10: Charge transfer using Bader method between the pyrazole, fluoropyrazole,
difluoropyrazoles and trifluoropyrazole and graphene versus the number of fluorines.
Charge transfer calculated by DFT and functional 𝜔B97X-D, B3LYP / basis set 631+G(d,p).
Table 4.5:

The charge transfer between a range of molecules (pyrazole, 3-

fluoropyrazole, 3,5-difluoropyrazoles and 3,4,5-trifluoropyrazole, pyrazole trimers, 3,5dimethylpyrazole) and graphene, calculated using the Hirshfeld analysis. Charge
transfer calculated by DFT and 𝜔B97X-D,B3LYP /6-31+G(d,p), 6-31++G(d,p).
HIRSHFELD CHARGE

Complex

B3LYP/6-

B3LYP/6-

𝜔B97X-D/6-

𝜔B97X-D/ 6-

31+G

31++G

31+G

31++G

Pyrazole+G

0.012

0.012

0.014

0.013

3-Fluoropyrazole+G

0.017

0.017

0.018

0.018

3,5-Difluoropyrazole+G

0.020

0.020

0.021

0.021

3,4,5-Trifluoropyrazole+G

0.024

0.024

0.025

0.025

pyrazole trimer+G

0.032

0.012

0.036

0.013

3,5-dimethylpyrazole+G

0.029

-0.030

-0.028

-0.028
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Figure 4.11:

Charge transfer using Hirshfeld analysis between the pyrazole,

fluoropyrazole, difluoropyrazoles and trifluoropyrazole and graphene versus the number
of fluorines. Charge transfer calculated by DFT and functional 𝜔B97X-D, B3LYP /
basis set 6-31+G(d,p).
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Table 4.6:

The charge transfer between a range of molecules (pyrazole, 3-

fluoropyrazole, 3,5-difluoropyrazoles and 3,4,5-trifluoropyrazole, pyrazole trimers, 3,5dimethylpyrazole) and graphene, calculated using the Mulliken analysis Charge transfer
calculated by DFT and functional 𝜔B97X-D and B3LYP / basis set 6-31+G(d,p) and 631++G(d,p).
MULLIKEN CHARGE
B3LYP/6-

B3LYP/6

𝜔B97X-D/6-

𝜔B97X-D/6-

31+G

-31++G

31+G

31++G

Pyrazole+G

-0.051

-0.110

-0.020

-0.074

3-Fluoropyrazole+G

-0.067

0.116

-0.026

-0.071

3,5-Difluoropyrazole+G

-0.077

-0.110

-0.033

-0.064

3,4,5-Trifluoropyrazole+G

-0.113

-0.120

-0.064

-0.069

pyrazole trimer+G

-0.114

-0.114

-0.110

-0.190

3,5-dimethylpyrazole

-0.015

-0.155

Complex
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-0.055

-0.106

Figure 4.12:

The charge transfer using Mulliken analysis between the pyrazole,

fluoropyrazole, difluoropyrazoles and trifluoropyrazole and graphene versus the number
of fluorine atoms. Charge transfer calculated by DFT and 𝜔B97X-D,B3LYP / 631+G(d,p).

4.4.3 Discussion of charge transfer results
The degree of charge transfer between the adsorbed pyrazole molecules and the
graphene substrate suggests a very small tendency for them to be electron acceptors
according to the Bader method figure 4.10 (although the Hirshfeld method arrives at
donor behaviour, figure 4.11, and the Mulliken method indicates acceptor behaviour
figure 4.12); the extent of the electron transfer from the electron-rich graphene surface
is of the order of only 0.051 e. If a trimeric moiety of pyrazole molecules is considered
rather than a single molecule, then the calculated electron transfer is effectively only 2×
that of a single molecule when using the Mulliken method, 0.114 e, whilst when using
the Hirshfeld method, a more reasonable value of around 3× that of a single a pyrazole
molecule was obtained, 0.032 vs. 0.012 e. This indicates that the total interaction of the
trimer is a result of the summation of 𝜋 electrons interactions in the pyrazole and
graphene moieties. According to Bader method, the monomer is an acceptor, trimer is a
donor. The numbers are very small in both cases however. In summary, the different
for one pyrazole derivative methods suggest:
Bader, Mulliken – more fluorines better acceptor.
Hirshfeld, more fluorines better donor, but charges are miniscule
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Overall, the results show that the partial charges are difficult to calculate by QM
methods and inherently unreliable. The partial charges calculated are very small
implying that the charge transfer between graphene and the pyrazole is very low and
maybe insignificant. Because of the issues with charge transfer calculations and the fact
that they are so small, the conclusion is that the amount of charge transfer in these
systems is small. Results are method dependant, even basis set dependent in some cases
and also dependant on the position the atoms of pyrazole on top of the graphene surface.
For example in the Bader calculations, the pyrazole unit becomes more electron
accepting when the number of fluorines increases. But 3-fluoropyrazole (-0.001e) is less
of an acceptor than an unmodified pyrazole molecule (-0.015 e). It can be seen in Figure
4.13 that the positioning of the pyrazole relative to the graphene is different in these two
species and this may be a contributing factor.

Figure 4.13: The position the atoms of the pyrazole group on the top of graphene
surface for pyrazole and 3-fluoropyrazole at a separation corresponding to the most
stable interaction.
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CHAPTER 5
A dsorption of functionalized benzenes on graphene
5.1 Introduction
This chapter investigates the interaction between benzene and different substituted
benzenes with a graphene surface. The role of the ring substituents on the interaction
potential is studied by considering electron-withdrawing fluoro-substituted and
electron-donating methyl-substituted rings; the fluoro analogues can maintain strict
planarity whilst the methylated benzenes introduce non-planarity courtesy of the
hydrogen sites within the methyl groups. The number and relative ring positions of the
fluoro and methyl groups has also been investigated, focusing on the potential energy
surface of interaction and the degree of charge transfer between the substrate and
aromatic adsorbate. As a secondary interest, the role of the size of the supercell used in
the calculations was also investigated. The ab-initio calculations in this chapter were
performed within the density functional theory (DFT) formalism using the Gaussian
code In the previous chapter, three different charge transfer methods were used - the
Hirshfeld, Mulliken and atoms in molecule, or Bader, approaches. In all of those
studies, the charge transfer between the pyrazole adsorbate and the graphene used a 6 x
6 graphene supercell; here both 6 x 6 and 5 x 5 graphene supercells were used.

5.2 Computational Details
The ab initio calculations were performed using density functional theory (DFT)
using the Gaussian 09 program [111]. A model graphene sheet consisting of 96 carbon
and 26 hydrogen atoms in the case of graphene (6,6) and 70 carbon and 22 hydrogen
atoms in the case of graphene (5,5) was restricted to a planar geometry, with bond
lengths and angles free to change within the planar graphene sheet. The basis sets for
the geometry optimization and energy calculations as a function of separation of
graphene and aromatic species was 6-31G (d,p) and the 𝜔B97X-D functional was
employed. The Gaussian keyword opt=loose, was used for the geometry optimizations
as a function of distance. As was done in the case of the pyrazole derivatives (Chapter
4), in the determinations of the optimum separation of the graphene sheet and the
aromatic derivatives, the six carbon atoms of the aromatic ring were kept parallel to the
graphene sheet. Translational movement of the aromatic species in the plane parallel to
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the graphene sheet was unrestricted. The positions of the other atoms of the aromatic
species were not confined to be in the same plane as the six atoms of the aromatic ring
and were free to move in all directions. The potential energy surface as a function of
the separation of aromatic and graphene units was determined by varying this separation
between 2.102 Å and 5.702 Å in 0.2 Å steps using the 𝜔B97X-D/6-31G(d,p) method.
On the other hand, the basis set 6-31+G (d,p), 𝜔 B97X-D and B3LYP functionals
were using in the charge transfer calculations.
Corresponding semi-empirical calculations were performed using the PM6 method
in place of 𝜔B97X-D/6-31G (d,p) method, allowing more rapid checking of the
methodology and semi-empirical data for comparison.

5.3 Results and discussion of potential energy
5.3.1 Potential energy
Density functional theory was used to generate the ground state potential energy
surfaces as a function of inter planar distance of graphene (6, 6) and graphene (5,5) with
benzene and fluoro or methyl substituted benzenes. In order to obtain more accurate
potential energy surfaces, DFT calculations using ωB97X-D functional were performed,
with semi-empirical approaches using the PM6 method as a cross-check and
comparison of the outcomes. The following section details the calculations of the
intermolecular interactions, specifically leading to identifying the minimum potential
energies and geometries.

5.3.2 Graphene (6, 6) with Benzene
In order to calculate the binding energy of the aromatic adsorbate to the graphene
substrate to find the optimal adsorption configuration of adsorbed systems from the
equation (4.1)
𝐸𝑏𝑜𝑛𝑑 = −(𝐸𝑎𝑑𝑎𝑡𝑜𝑚+𝐺 − (𝐸𝑎𝑑𝑎𝑡𝑜𝑚 + 𝐸𝐺 ))
where 𝐸𝑏𝑜𝑛𝑑 is the binding energy of the adsorbate to the graphene sheet, 𝐸𝐺 is the
total energy of one sheet of graphene and 𝐸𝑎𝑑𝑎𝑡𝑜𝑚 is the total energy as an isolated
molecule of the adsorbate in the most stable configuration on the graphene sheet, shown
in Figure 5.1.
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Figure 5. 1: Potential energy plots of the adsorption of Benzene on graphene
determined by DFT and semi-empirical methods.
In the DFT calculations, the benzene molecule was found the be in the most stable
configuration with a graphene (6,6)-benzene distance of ~3.274 Å, with a binding
energy of 60.1 kJ mol-1 Table 5.1, however previous studies using the local density
approximation (LDA), have reported the binding energy of benzene with graphene to be
19.0, 18.8 and 15.7 kJ mol-1 [130-132], despite the experimentally obtained value for
the adsorption of benzene on graphite to be around 45 kJ mol-1 [133]. On the other hand,
semi-empirical calculations of the minimum energy of the benzene-graphene interaction
was found the have a minimum value at a distance of ~3.441 Å, with a binding energy
of only 4.3 kJ mol-1. It is clear then that the DFT calculations represent the minimum
energy more accurately than the semi-empirical approach. The basis set superposition
error (BSSE) for C6H6+G6 is calclulated to be 11.2 kJ mol-1 and the counterpoise
corrected binding energy is then 48.9 kJ mol-1, very close to the experimentally
determined value for the benzene-graphite interaction. Note that the precise equilibrium
distance was obtained by interpolation using a polynomial of order six from the
calculated data points, each separated by 0.2 Å.
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Table 5. 1: Summary of the calculation results of the adsorption energy in equilibrium
of graphene-benzene and distance determined by DFT and semi-empirical methods
functionals ( ωB97X-D)/ basis set (6-31G(d,p) or PM6
DFT
Compound

C6H6+G6

semi-empirical

Energy

Distance

Energy

Distance

kJ mol-1

Å

kJ mol-1

Å

60.1

3.274

4.2

3.441

The molecular structures of benzene adsorbed on graphene, shown in Figure 5.2,
clearly demonstrate how the preferred position of the benzene molecule moves around
above the graphene substrate as the intermolecular distance varies. Whilst the benzene
and graphene were maintained in a parallel configuration throughout the series of
calculations, the benzene was free to undergo movement across the graphene surface in
each of the 17-steps in distance between the closest approaches of 2.102 Å, in 0.2 Å
steps to the final distance of 5.502 Å. At each step, the minimum energy configuration
was obtained. At the distance of 2.102 Å, the hydrogen atoms are clearly observed to
flex out of the molecule plane as a result of intermolecular repulsions, introducing strain
into the aromatic adsorbate. As such the overall interaction energy rises dramatically. At
the minimum energy geometry, the benzene ring lies with three hydrogen atoms and
three carbon atoms of the benzene lying essentially directly above carbon atoms in the
graphene surfaces.
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2.102 Å

2.502 Å

3.302 Å

4.102 Å

Figure 5. 2: Views of the calculated structures of benzene at different inter-facial
distances to graphene, as determined by DFT calculations
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Figure 5. 3: Views of the calculated structures of benzene at different inter-facial
((((99(p
((((99(p
distances to graphene, by semi-empirical methods
m
m

5.3.3 Graphene (6,6) with Fluoro-benzene
In the previous chapter we examined the adsorption of fluoropyrazoles on graphene
(6,6), where the energy of adsorption was found to dramatically increase upon the
addition of fluorine atoms to the pyrazole molecule unit; in this section the adsorption
of fluorobenzenes on graphene (6,6) was studied and, similar to the pyrazoles, the
energy of adsorption was found to increase with the addition of fluorine atoms to the
benzene ring, Table 5.2. for unsubstituted benzene The most stable structure was found
at a benzene graphene distance of 3.274 Å, with a binding energy of 60.1 kJ mol-1. This
is a considerable interaction potential given that there are no formal chemical bonds
between the two species. The addition of a single fluorine atom onto the benzene ring
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was found to result in a similar structure in which the fluorobenzene-graphene distance
was 3.232 Å, with a binding energy of 60.7 kJ mol-1, Table 5.2. This small difference
suggests that the fluorine slightly enhances the adsorption interaction by 0.6 kJ mol-1
with a resultant interfacial distance 0.042 Å less. Moving to 1,2-difluorobenzene, the
calculated equilibrium distance of the adsorbate from the graphene surface is closer than
that of benzene, at 3.261 Å and a binding energy of 66.7 kJ mol-1, Table 5.2. This is a
considerably larger interaction potential – some 6.6 kJ mol-1 bigger than that of benzene
and 0.013 Å closer; however this distance is slightly larger than that of fluorobenzene,
the changes in interfacial separation appear to be less significant than the changes in
interaction energy.
Moving on the tri- and tetra-flurobenzene, the most stable structures of 1,2,3C6H3F3 and 1,2,3,4-C6H2F4 are shown in Table 5.2. The minimum energy of 1,2,3C6H3F3 and 1,2,3,4-C6H2F4 adsorbed on graphene was found to lie with the planes of
the molecules at 3.232 Å and 3.236 Å from the graphene surface respectively, with
associated energies of Ebond = 73.3 kJ mol-1 and 69.3 kJ mol-1, again with a small change
in the interaction distance. Adding another fluorine atom onto the ring to yield C 6HF5
resulted in a separation from the graphene plane to be ~3.200 Å, with a binding energy
of 82.1 kJ mol-1, Table 5.2. The final analogue hexafluorobenzene, C6F6, also shown in
Table 5.2, was found to result in an optimised geometry in which the plane of the C6F6
molecules was only 3.187 Å from the graphene surface, with an associated binding
energy of Ebond = 83.4 kJ mol-1 and the BSSE for C6F6+ G6 is 11.2 kJ mol-1 the
counterpoise corrected energy is 57.4 kJ mol-1, some 17.3 kJ mol-1 larger than that of
non-fluoronated benzene.
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Table 5. 2: Summary of the calculation results of the adsorption energy at equilibrium
of graphene(6,6)–fluorobenzene and distance determined by DFT and semi-empirical
methods

DFT
Compound

semi-empirical

Energy

Distance

Energy

Distance

kJ mol-1

Å

kJ mol-1

Å

1-C6H5F+G6

60.7

3.232

3.7

3.503

1,2-C6H4F2+G6

66.7

3.261

4.2

3.467

1,3-C6H4F2+G6

71.2

3.239

4.1

3.489

1,4-C6H4F2+G6

68.1

3.25

4.8

3.455

1,2,3-C6H3F3+G6

73.3

3.232

6.5

3.487

1,2,4-C6H3F3+G6

72.5

3.230

5.1

3.499

1,3,5-C6H3F3+G6

78.8

3.220

6.4

3.492

1,2,3,4-C6H2F4+G6

69.3

3.236

4.0

3.462

1,2,3,5-C6H2F4+G6

69.6

3.201

5.4

3.387

2,3,5,6-C6H2F4+G6

69.8

3.218

3.2

3.497

C6HF5+G6

82.1

3.200

11.2

3.542

C6F6+G6

83.4

3.187

6.8

3.442

Of course the number of fluorine atoms alone does not reflect the total picture of
the adsorption of substituted benzenes onto graphene – the potential for isomer effects
to influence the binding of the adsorbate is also of interest. The manner in which ring
substitution may influence the interfacial interactions as a result of atomic overlap with
the underlying graphene lattice clearly must also be considered. As such, the various
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isomeric forms of the partially fluorinated benzenes were also studied, demonstrating a
pronounced isomer effect. Commencing with difluorobenzene, there are three possible
1,2-C6H4F2, 1,3-C6H4F2 and 1,4-C6H4F2, Table 5.2, with binding energies in the most
stable configurations of 66.7, 71.2 and 68.1 kJ mol-1 respectively. The associated ringgraphene separations are 3.261, 3.239 and 3.250 Å respectively. Clearly then, the
relative location of the fluorine atoms can have a pronounced effect on the adsorption
behaviours, with a difference of as much as 5.5 kJ mol-1 in the binding energy and 0.022
Å in the separation between 1,2-C6H4F2 and 1,2-C6H4F2. The adsorption behaviour of
the three isomers of trifluorobenzene 1,2,3-C6H3F3, 1,2,4-C6H3F3 and 1,3,5-C6H3F3 on
graphene result in the short interaction distances of 3.232, 3.230 and 3.220 Å and
associated binding energies of 73.3, 72.5 and 78.8 kJ mol-1, respectively, Table 5.2. An
isomer effect in tetrafluorobenzene molecules containing four fluorine’s atoms is also
seen. In the 1,2,3,5-C6H2F4+G6 isomer the binding energy is 69.6 kJ mol-1 in the short
interaction distance of 3.201 Å, larger than the binding energy for 1,2,3,4-C6H2F4+G6
of 69.3 kJ mol-1 at the interaction distance of 3.236 Å and smaller than for the 2,3,5,6C6H2F4+G6 molecule, is about 0.5 kJ mol-1 at the interaction distance of 3.218 Å.
The geometries that hexafluorobenzene adopts relative to the underlying graphene
lattice upon adsorption at different interfacial distances are displayed in Figure 5.5. At
the very close interaction distance of 2.102 Å, much lower than the optimal binding
distance, the six fluorine atoms sit almost directly above carbon atoms in the graphene
sheet, but as the hexafluorobenzene molecule moves further away from the graphene
sheet, the most stable configuration, at 3.102 Å, in which 3 of the 6 fluorine atoms sit
essentially directly above carbons of the sheet, along with 3 of the 6 ring carbon atoms –
those at the alternate ring positions to where the overlapping fluorine atoms are
attached. Note that the precise equilibrium distance was obtained by interpolation using
a polynomial of order six from the calculated data points, each separated by 0.2 Å
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Figure 5. 4:

Potential energy plots of the adsorption of the different isomers of

difluorobenzene on graphene determined by DFT.
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2.502 Å

2.102 Å

4.102 Å

3.302 Å

Figure 5. 5: Views of the calculated structures of fluorobenzene at different distance
from graphene using DFT.

5.3.4 Graphene (6,6) with Methyl Benzene
Methylated benzenes provide a distinct alternative to the fluorobenzenes; firstly, the
methyl groups are electron donating rather than electron withdrawing, significantly
modifying the electron density in the aromatic ring and secondly, they do not wholly lie
within the molecular plane of the ring, with the hydrogen atoms of the methyl groups
entering into the closest contacts with the substrate, potentially resulting in larger ringgraphene separations upon adsorption. The calculated adsorption energies and distances,
obtained from the minima of the adsorption potentials, are given in Table 5.3. As can be
seen, the interaction potentials in the methylated benzenes are significantly larger than
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those of either unsubstituted benzene or the fluorobenzenes, with the strength of the
interaction displaying a strong dependence on the number of methyl groups present.
The calculated adsorption energies of toluene, C6H5(CH3) on graphene is 78.1 kJ
mol-1 at the distance of 3.281 Å, a larger distance than that of fluorobenzene and a
remarkably similar distance (0.007 Å further away) to that of benzene given the nonplanarity of the methyl groups. Adding a second methyl group immediately adjacent to
the first, 1,2-dimethylbenzene, results in a very similar interaction with a separation of
3.273 Å and a binding energy of only 76.5 kJ mol-1, Table 5.3. Therefore the result of
adding the second methyl group immediately adjacent to another has a negligible effect
upon the adsorption characteristics. However, continuing this approach to 1,2,3trimethylbenzene and 1,2,3,4-tetramethylbenzene, the respective binding energies are
96.3 kJ mol-1 and 135.2 kJ mol-1. Table 5.3, both larger than the respective tri- and tetrafluorobenzenes, despite the methylbenzenes being further away from the surface of the
graphene sheet, by 0.092 Å in the case of the tri-substituted benzenes and 0.077 Å for
the tetra-substituted molecules.
The minimum energy of pentamethylbenzene, C 6H(CH3)5, adsorbed on graphene
was found to lie at an interfacial distance of 3.343 Å in a 145.1 kJ mol-1 potential well.
The final analogue hexamethylbenzene, C6(CH3)6, also shown in Table 5.3, was found
to result in an optimised geometry in which the plane of the C6(CH3)6 molecules were
only 3.332 Å from the graphene surface, with an associated binding energy of Ebond =
135.6 kJ mol-1 with a BSSE = 16.8 kJ mol-1, which gives a counterpoise corrected value
of 118.9 kJ mol-1.
Compared to the fully methylated analogue, C6H(CH3)5 on graphene is some 9.50
kJ mol-1 greater in binding affinity, with the aromatic ring lying at a distance 0.011 Å
further away.
The calculated binding energies obtained from the semi-empirical PM6 method for
methylbenzenes on a graphene surface are dramatically lower than those obtained from
DFT studies, but do show a general relative correlation, Table 5.3. As such, the binding
energy is seen to generally increase with the addition of methyl groups on to benzene,
however, there is little correlation in the respective binding distances. As noted with
pyrazoles in Chapter 4, the PM6 method does not account for dispersion which is
expected to be a major component of the binding interaction.
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The isomers of methylated benzenes were also investigated, commencing with the
dimethylbenzenes, 1,2-C6H4(CH3)2, 1,3-C6H4(CH3)2 and 1,4-C6H4(CH3)2. These
showed a similar result to that found for the difluorobenzenes, Figure 5.6, with the 1,3isomer having the greatest stability, 91.7 kJ mol-1 and a distance of 3.303 Å; the 1,2and 1,4- isomers have binding energies and distances of 76.5 and 82.4 kJ mol-1 and
3.273 and 3.293 Å, respectively. This can only be due to the relative packing of the
adsorbate relative to the underlying graphene lattice. For trimethylbenzene, the isomers
showed only small differences in binding energy, with 1,2,3-C6H3(CH3)3, 1,2,4C6H3(CH3)3 and 1,3,5-C6H3(CH3)3 all having very similar the binding energies 96.3,
95.8 and 96.7kJ mol-1 respectively. In the case of tetramethylbenzene, Figure 5.7, the
isomer 2,3,5,6-, shows the lowest tendency to adsorb, with a binding energy some 32.2
and 29.4 kJ mol-1 lower than the 1,2,3,4- and 1,2,3,5- isomers respectively, which are
very similar and differ by only 2.8 kJ mol-1. This corresponds to a much greater bound
distance of durene, 3.335 Å, relative to that of 1,2,3,4- and 1,2,3,5- at 3.303 and 3.309
Å, respectively.
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Table 5. 3: Summary of the calculation results of the adsorption energy at equilibrium
of graphene (6,6)–methylbenzene and distance determined by DFT and semi-empirical
methods

DFT
Compound

semi-empirical

Energy

Distance

Energy

Distance

kJ mol-1

Å

kJ mol-1

Å

1-C6H5(CH3)+G6

78.1

3.281

-4.7

3.501

1,2-C6H4(CH3)2+G6

76.5

3.273

5.7

3.522

1,3-C6H4(CH3)2+G6

91.7

3.303

7.0

3.454

1,4-C6H4(CH3)2+G6

82.4

3.293

5.8

3.486

1,2,3-C6H3(CH3)3+ G6

96.3

3.324

6.5

3.517

1,2,4-C6H3(CH3)3+ G6

95.8

3.306

6.8

3.510

1,3,5-C6H3(CH3)3+ G6

96.7

3.308

8.6

3.454

1,2,3,4-C6H2(CH3)4+G6

135.2

3.303

7.3

3.529

1,2,3,5-C6H2(CH3)4+G6

132.4

3.309

7.1

3.447

2,3,5,6-C6H2(CH3)4+G6

103.0

3.335

7.2

3.537

C6H(CH3)5+ G6

145.1

3.343

8.3

3.508

C6(CH3)6+ G6

135.6

3.332

8.7

3.549
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Figure 5. 6:

Potential energy plots of the adsorption of different isomers of

dimethylbenzene on graphene as determined by DFT calculations

Figure 5. 7: Potential energy plots of the adsorption the different isomers of
tetramethylbenzene on graphene as determined by DFT calculations.
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Figure 5. 8: Comparison of the potential energy surfaces for the adsorption of benzene,
hexafluorobenzene and hexamethylbenzene.
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2.102 Å

2.502 Å

3.302 Å

4.102 Å

Figure 5. 9: Views of the calculated structures of methylenzene at different distances to
the graphene sheet as calculated by DFT.
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5.4 Supercell dependence
The role of the size of the substrate fragment was investigated by performing
similar DFT and PM6 calculations with a smaller graphene (5,5) sheet with benzene and
fluorobenzene.

5.4.1 Benzene on graphene (5,5)
DFT calculations indicated that the most stable configuration was at a distance of
3.285 Å between the plane of the benzene molecules and graphene (5,5), with a binding
energy of 59.1 kJ mol-1,with a BSSE = 11.2 kJ mol-1, the counterpoise corrected value
is then 48.0 kJ mol-1 Table 5.4. The corresponding values for benzene on graphene
(6,6), Table 5.1, were determined to be 60.1 kJ mol-1 and 3.274 Å, indicating a
negligible supercell dependence, Figure 5.10. The results of semi-empirical calculations
had the most stable geometry of the benzene-graphene (5,5) system to be at a distance
of 3.529 Å and a binding energy of 4.2 kJ mol-1.
Table 5. 4: Summary of the calculation results of the adsorption energy in equilibrium
of graphene(5,5)–benzene and distance determined by DFT and

semi-empirical

methods.
DFT
Compound

C6H6+G5

semi-empirical

Energy

Distance

Energy

Distance

kJ mol-1

Å

kJ mol-1

Å

59.1

3.285

4.2

3.529
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Figure 5. 10: Potential energy plots of the adsorption of benzene on graphene(6,6) and
graphene (5,5) as determined by DFT.

5.4.2 Fluorobenzene on graphene (5, 5)
In the 5.3.1.2 the adsorption of fluorobenzenes on graphene (6, 6) was examined,
where the energy of adsorption was found to significantly increase upon the addition of
fluorine atoms to the benzenes molecule unit. In this section the adsorption of
fluorobenzenes on graphene (5,5) was studied to assess effect of sheet size; in accord
with the adsorption of fluorobenzenes on graphene (6,6), the energy of adsorption was
found to increase with the addition of fluorine atoms to the benzene ring, Table 5.5. The
most stable structure was found at a benzene to graphene (5, 5) distance of 3.285 Å,
having a binding energy of 59.1 kJ mol-1. With the addition of one fluorine atom onto
the benzene ring, this distance decreased to 3.263 Å, with a larger binding energy of
64.4 kJ mol-1, Table 5.5. Moving to 1,2-difluorobenzene, the calculated equilibrium
distance was found to be even closer (by 0.034 Å) than that of benzene, at 3.251 Å, with
an enahnced (by 10.0 kJ mol-1) binding energy of 69.1 kJ mol-1, Table 5.5. This
interaction is slightly stronger than that of 1,2-fluorobenzene on graphene (6,6),
however the difference of <2.5% may not be significant.
Moving to the tri- and tetra-flurobenzenes, the most stable structures of 1,2,3C6H3F3 and 1,2,3,4-C6H2F4 are shown in Table 5.5. The minimum energy of 1,2,3C6H3F3 and 1,2,3,4-C6H2F4 adsorbed on graphene was found to lie at distances of 3.236
Å and 3.422 Å from the graphene surface respectively, with associated energies of Ebond
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= 72.8 kJ mol-1 and 75.8 kJ mol-1, again with relatively small changes in the interaction
distance and binding energy compared with the tri- and tetra-flurobenzene on graphene
(6,6), but with the 1,2,3,4-C6H2F4 now more than 6% different. Adding another fluorine
atom onto the ring to yield C6HF5 resulted in a separation from the graphene plane to be
~3.210 Å, with a binding energy of 81.2 kJ mol-1, Table 5.5., very close to the results
for pentafluorobenzene adsorbed onto graphene (6,6), 82.1 kJ mol-1 and a distance of
3.200 Å. The final analogue hexafluorobenzene, C6F6, also shown in Table 5.5, was
found to result in an optimised geometry in which the plane of the C6F6 molecules were
only 3.210 Å from the graphene surface, with an associated binding energy of Ebond =
85.13 kJ mol-1, again with 2% of the (6, 6) values Overall, in this study the results in
Table 5.2 and Table 5.5 show that graphene size does not significantly effect on the
binding energy interaction between fluorobenzene and graphene (6,6) or (5,5).
The calculated binding energy obtained from the semi-empirical PM6 method for
fluorobenzenes on a graphene (5,5) surface are dramatically lower than those obtained
from DFT studies, but do show a general relative correlation, Table 5.5. As such, the
binding energy is seen to generally increase with the addition of fluorine to benzene.
The isomers of fluorobenzene were also investigated, commencing with the
difluorobenzene, 1,2-C6H4F2, 1,3-C6H4F2 and 1,4-C6H4F2, Table 5.5, which showed a
similar result to that found for difluorobenzenes, with the 1,3- isomer having the
greatest stability, 70.9 kJ mol-1 and a distance of 3.243 Å; the 1,2- and 1,4- isomers have
binding energies and distances of 69.1 and 67.6 kJ mol-1 and 3.251 and 3.250 Å,
respectively. This is due to the packing of the adsorbate relative to the underlying
graphene lattice. The adsorption behaviour of the three isomers of trifluorobenzene
1,2,3-C6H3F3, 1,2,4-C6H3F3 and 1,3,5-C6H3F3 on graphene(5,5) result in the short
interaction distances of 3.236 Å, 3.055 Å and 3.226 Å and associated binding energies
of 72.8, 71.2 and 78.9 kJ mol-1, respectively, Table 5.5. In the case of
tetrafluorobenzenes, the isomer 1,2,3,4-, shows the highest binding energy, some 5.3 kJ
mol-1 greateer than the 2,3,5,6- and 2.2 kJmol-1 higher than the 1,2,3,5- isomers. This
corresponds to a greater bound distance of 3.422 Å, relative to that of 1,2,3,5- and
2,3,5,6- at 3.273 and 3.221 Å, respectively, highlighting the effects of charge density
with close fluorine-graphene interactions.
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Table 5. 5: Summary of the calculation results of the adsorption energy in equilibrium
of graphene (5,5)–fluorobenzene and distance determined by DFT and semi-empirical
methods
DFT
compound

semi-empirical

Energy

Distance

Energy

Distance

kJ mol-1

Å

kJ mol-1

Å

1-C6H5F+G5

64.4

3.263

3.5

3.503

1,2-C6H4F2+G5

69.1

3.251

3.8

3.572

1,3-C6H4F2+G5

70.9

3.243

3.8

3.488

1,4-C6H4F2+G5

67.6

3.250

4.0

3.486

1,2,3-C6H3F3+G5

72.8

3.236

2.8

3.485

1,2,4-C6H3F3+G5

71.2

3.055

4.3

3.476

1,3,5-C6H3F3+G5

78.9

3.226

5.5

3.48

1,2,3,4-C6H2F4+G5

75.8

3.422

5.0

3.562

1,2,3,5-C6H2F4+G5

73.6

3.273

5.4

3.387

2,3,5,6-C6H2F4+G5

70.5

3.221

4.6

3.464

C6HF5+G5

81.2

3.210

4.7

3.471

C6F6+G5

85.1

3.21

5.2

3.463
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Figure 5.11: Potential energy plots of the adsorption of benzene and hexafluorobenzene
on graphene (5,5) determined by DFT.

5.5 Charge transfer
.In the previous chapter, details about different charge analysis methods were
presented. In this chapter, charge transfer between different substituted benzenes with a
graphene (6,6) and (5,5) is investigated with the same methods. The role of the ring
substituents on the interaction potential is studied by considering electron-withdrawing
fluoro-substituted and electron-donating methyl-substituted benzenes. The adsorption
interactions between all of the species investigated and graphene are strictly nonbonding
interactions in the formalism of covalent bonding. However, whilst formally discrete
entities, the adsorbed species clearly undergo stabilizing interactions; many such nonbound interactions can be characterised as acceptor-donor complexes, not covalently
bonded to each other, but with some small transfer of electronic charge.

5.5.1 Charge transfer interactions of adsorbate molecules with
graphene (6,6)
Different methods to calculate the charge transfer have been investigated. There
appears to be a strong dependence of the charge transfer between adsorbed molecules
(benzenes, fluoro benzenes and methyl benzenes) and a graphene (6,6) surface on the
charge analysis method used. Differences between results of using different functionals
are much smaller.
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5.5.2 Charge transfer between benzene and graphene (6,6)
The charge transfer between benzene and graphene calculated using the Hirshfeld and
Bader methods with B3LYP as the functional of benzene on graphene is -0.007e, with
the electron transfer being from graphene to the benzene ring, but the value is very close
to zero. Using the Mulliken. method with B3LYP as functional gave a value of -0.138 e
Table 5.6. On the other hand, there are different functionals were used in this study.
When the functional was changed from B3LYP to 𝜔B97X-D with the same basis set, 631+G(d,p), the results of the three methods changed little, as can be seen in Table 5.6.
Table 5. 6: Summary of the calculation results of the charge transfer of graphenebenzene determined by DFT
Method

Hirshfeld

Mulliken

Bader

Complex

B3LYP

𝜔B97X-D

B3LYP

𝜔B97X-D

B3LYP

𝜔B97X-D

C6H6+ G6

-0.007

-0.005

-0.138

-0.123

-0.007

-0.005

5.5.3 Charge transfer between fluorobenzenes and graphene (6,6)
The degree of charge transfer in the adsorption of benzene and fluorobenzenes
molecules on a graphene sheet suggests a very small tendency for them to be electron
acceptors according to the Bader and Mulliken methods. The Hirshfeld method suggests
that C6H5F1 is an acceptor -0.007e , with an extremely small amount of charge transfer ,
and the charge transfer decreases with an increasing

number of fluorines until

becoming a donor in the case of C6F6 0.007e Table 5.7, again a miniscule amount of
charge transfer. The Mulliken and Bader methods suggest all the molecules are
acceptors Table 5.7). The degree of charge transfer in the adsorption of benzene and
fluorobenzenes molecules on a graphene sheet is calulcated to be relatively small, less
than 0.1 e in all cases using the Bader method.
Different functionals were used in this study; the final results making use of both
the B3LYP and 𝜔B97X-D functional with the basis set 6-31+G (d,p) under the
Hirshfeld and Mulliken methods are shown in Figures 5.12 and 5.13. Again the results
appear to suggest that there is little difference between the use of these two functionals
with the basis set 6-31+G(d,p) in this case.
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Table 5. 7: Summary of the calculations of the degree of charge transfer of
fluorobenzenes with graphene (6,6) using the Hirshfeld Method, the Mulliken Method
and Bader Method
Methods

Hirshfeld

Mulliken

Bader

Complex

B3LYP

𝜔B97X-D

B3LYP

ωB97X-D

B3LYP

ωB97X-D

1-C6H5F+G6

-0.007

-0.005

-0.132

-0.118

-0.001

-0.000

1,2-C6H4F2+G6

-0.006

-0.005

-0.133

-0.108

-0.042

-0.040

1,2,3-C6H3F3+G6

-0.006

-0.005

-0.116

-0.102

-0.025

-0.021

1,2,3,4-C6H2F4+G6

-0.003

-0.003

-0.105

-0.091

-0.017

-0.014

C6HF5+G6

-0.002

-0.00

-0.095

-0.081

-0.031

-0.027

C6F6+G6

0.007

0.008

-0.036

-0.013

-0.068

-0.062

Figure 5. 12: Charge transfer using Hirshfeld analysis between the C6H6, C6H5F1,
C6H4F2, C6H3F3, C6H2F4, C6H1F5and C6F6 and graphene with number of fluorine.
Charge transfer calculated by DFT and functional 𝜔B97X-D,B3LYP / basis set 631+G(d,p).
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Figure 5. 13: The charge transfer using Mulliken analysis between the C6H6, C6H5F1,
C6H4F2, C6H3F3, C6H2F4, C6H1F5and C6F6 and graphene with the number of fluorine
atoms. Charge transfer calculated by DFT and 𝜔B97X-D,B3LYP / 6-31+G(d,p).

Any isomer effects on the degree charge transfer is also of interest and was
investigated using Hirshfeld method with B3LYP functional. As such, the various
isomeric forms of the partially fluorinated benzenes were studied, to look for an isomer
effect. Commencing with difluorobenzene, for which there are three possible
configurations 1,2-C6H4F2, 1,3-C6H4F2 and 1,4-C6H4F2, Table 5.8, a charge transfer of
-0.006, -0.008 and -0.007 e respectively was found. Clearly then, the relative location of
the fluorine atoms only appears to have a very small, likely negligible, effect on the
charge transfer behaviours in this case. The charge transfer of the three isomers of
trifluorobenzene 1,2,3-C6H3F3, 1,2,4-C6H3F3 and 1,3,5-C6H3F3 on graphene result in the
-0.006, -0.007, -0.006 e respectively, Table 5.8. The isomer effect in the
tetrafluorobenzene isomers see 1,2,3,4-C6H2F4+G6 having a charge transfer of -0.004 e,
almost identical to that for 2,3,5,6 -C6H2F4+G6 and 1,2,3,5-C6H2F4+G6, which are
about -0.003 e. It is clear then that the degree of charge transfer varies little with the
position the fluorine atoms relative to the atoms of the underlying graphene, Figure
5.14, in 2,3,5,6- C6H2F4, all of the fluorine atoms lie on top carbon atoms..
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The fluoro-isomers were also investigated using the Mulliken method with B3LYP
functional, commencing with the difluorobenzenes, 1,2-C6H4F2, 1,3-C6H4F2 and 1,4C6H4F2, Table 5.8, This displayed a different result to that obtained using the Hirshfeld
method, with the 1,2- isomer having the largest charge transfer, -0.133 e; and the 1,3and 1,4- isomers having charge transfers of -0.123 and -0.128 e, respectively. For
trifluorobenzene, the isomers showed a small difference in the charge transfer with
1,2,3-C6H3F3, 1,2,4-C6H3F3 and 1,3,5-C6H3F3 having very similar values.. In the case of
tetrafluorobenzene, Table 5.8, the symmetric isomer 2,3,5,6-tetrfluorobenzene, shows
highest tendency for charge transfer, with -0.110 e, while the 1,2,3,4- and 1,2,3,5isomers, which are very similar and differ by up to 0.009 e.
Table 5. 8: Summary of the calculations of the degree of charge transfer of isomer
fluorobenzenes with graphene (6,6) using the Hirshfeld and Mulliken Method

Methods

Hirshfeld

Mulliken

Complex

B3LYP

𝜔B97X-D

1,2-C6H4F2+G6

-0.006

-0.005

1,3-C6H4F2+G6

-0.008

-0.006

-0.123

1,4-C6H4F2+G6

-0.007

-0.006

-0.128

-0.104

1,2,3-C6H3F3+G6

-0.006

-0.005

-0.116

-0.102

1,2,4-C6H3F3+G6

-0.007

-0.006

-0.115

-0.110

1,3,5-C6H3F3+G6

-0.006

-0.005

-0.119

-0.110

1,2,3,4-C6H2F4+G6

-0.003

-0.003

-0.105

-0.091

1,2,3,5-C6H2F4+G6

-0.003

-0.003

-0.101

2,3,5,6-C6H2F4+G6

-0.004

-0.003
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B3LYP
-0.133

-0.110

ωB97X-D
-0.108
-0.110

-0.086
-0.096

Figure 5. 14: Views of the structures used to calculate charge transfer between the
C6H2F4 and graphene. Charge transfer calculated by DFT and functional 𝜔B97X-D /
basis set 6-31+G(d,p).
Results of comparing the functional B3LYP and 𝜔B97X-D with the basis set 631+G (d,p) are shown in Table 5.7 and Table 5.8. The results suggest that there is small
difference between two functionals with the basis set 6-31+G(d,p).

5.5.4 Charge transfer between methylbenzenes and graphene (6,6)
The charge transfer between methylbenzenes and graphene (6,6) using the
Hirshfeld , Mulliken and Bader method with B3LYP and 𝜔B97X-D was calculated.
Hirshfeld methods suggest the methylbenzene is an acceptor, Table 5.9, and becomes
more of an acceptor with an increase in the number of methyl groups Figure 5.15. The
calculated charge transfer obtained from the using Mulliken analysis for
methylbenzenes on a graphene surface are dramatically lower than those obtained from
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Hirshfeld method, in some cases, Table 5.9. As such, the charge transfer increases but
the not linearly, with the addition of methyl groups on to benzene. On the other hand,
the Mulliken method present different result when using different functional B3LYP
and 𝜔B97X-D with the basis set 6-31+G (d,p) Figure 5.16.
Bader result show with a single methyl- substitution, the nature of the adduct was
found to switch from being donor to an acceptor Table 5.9. As a result, the final result
between the functional B3LYP and 𝜔B97X-D with the basis set 6-31+G (d,p) by the
Hirshfeld and Bader, method Table 5.9.
Table 5. 9: Summary of the calculations of the degree of charge transfer of
methylbenzenes with graphene (6,6) using the Hirshfeld Method, the Bader Method and
the Mulliken Method

Methods

Hirshfeld

Mulliken

Bader
ωB97X-

Complex

B3LYP

𝜔B97X-D

B3LYP

ωB97X-D

B3LYP

1-C6H5(CH3)+G6

-0.027

-0.025

-0.025

0.010

+0.010

+0.012

1,2-C6H4(CH3)2+G6

-0.045

-0.043

-0.023

0.016

+0.009

+0.011

1,2,3-C6H3(CH3)3+ G6

-0.057

-0.054

-0.056

-0.024

-0.005

-0.006

1,2,3,4-C6H2(CH3)4+G6

-0.079

-0.078

-0.028

0.014

0.000

+0.001

C6H(CH3)5+ G6

-0.092

-0.093

-0.030

0.014

-0.009

-0.007

C6(CH3)6+ G6

-0.107

-0.107

-0.028

0.029

-0.006

-0.004

D

The isomers of methylated benzenes were also investigated Hirshfeld method and
B3LYP as a functional, commencing with the dimethylbenzenes, 1,2-C6H4(CH3)2, 1,3C6H4(CH3)2 and 1,4-C6H4(CH3)2, with the 1,3- isomer having the charge transfer, 0.043
e and; the 1,2- and 1,4- isomers have charge transfer -0.045 e and -0.046 e, respectively.
For trimethylbenzene, the isomers showed different in the charge transfer between
1,2,3-C6H3(CH3)3+ G6, 1,2,4-C6H3(CH3)3+ G6 and 1,3,5-C6H3(CH3)3+ G6 are smaller 145

0.057, -0.056 and -0.063 e but the 1,3,5-C6H3(CH3)3+ G6 is slightly bigger than 1,2,3C6H3(CH3)3+ G6 and 1,2,4-C6H3(CH3)3+ G6 respectively. In the case of
tetramethylbenzene, Table 5.9, the isomer 2,3,5,6-, shows highest tendency to charge
transfer, than the 1,2,3,4- and 1,2,3,5- isomers Figure 5.17. The results suggest that the
Hirshfeld results are similar

between the two functionals using the basis set

6-31+G(d,p).
The calculated effect of isomers on the charge transfer obtained from the using
Mulliken analysis for methylbenzenes on a graphene surface is shown below.

Figure 5.15: Charge transfer using Hirshfeld analysis between the C6H6 C6H5(CH3),
C6H4(CH3)2_12, C6H3(CH3)3_123, C6H2(CH3)4_1234, C6H(CH3)5, and C6(CH3)6 and
graphene with number of fluorine. Charge transfer calculated by DFT and functional
𝜔B97X-D,B3LYP / basis set 6-31+G(d,p)
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Table 5. 10: Summary of the calculations of the degree of charge transfer of isomer
methylbenzenes with graphene (6,6) using the Hirshfeld and Mulliken Method

Methods

Hirshfeld

Mulliken

B3LYP

𝜔B97X-D

B3LYP

ωB97X-D

1,2-C6H4(CH3)2+G6

-0.045

-0.043

-0.023

0.016

1,3-C6H4(CH3)2+G6

-0.043

-0.041

-0.021

-0.017

1,4-C6H4(CH3)2+G6

-0.046

-0.042

-0.020

0.019

1,2,3-C6H3(CH3)3+ G6

-0.057

-0.054

-0.056

-0.024

1,2,4-C6H3(CH3)3+ G6

-0.056

-0.055

-0.041

-0.010

1,3,5-C6H3(CH3)3+ G6

-0.063

-0.062

-0.009

0.040

1,2,3,4-C6H2(CH3)4+G6

-0.079

-0.078

-0.028

0.014

1,2,3,5-C6H2(CH3)4+G6

-0.078

-0.077

-0.017

0.035

2,3,5,6-C6H2(CH3)4+G6

-0.080

-0.079

-0.029

0.016

Complex
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Figure 5. 16:

Views of the calculated charge transfer

structures using Hirshfeld

analysis between the C6H2(CH3)4 and graphene. Charge transfer calculated by DFT and
functional 𝜔B97X-D / basis set 6-31+G(d,p).

5.5.5 Charge transfer Benzene with graphene (5,5)
The charge transfer is calculated between benzene with graphene (5,5) using
Hirshfeld, Bader and Mulliken methods by using B3LYP and 𝜔B97X-D as functionals
with the basis set 6-31+G(d,p), by Hirshfeld method given the result -0.009 e and 0.007e,for functionals B3LYP and 𝜔B97X-D respectively. Bader method given the
similar result -0.015 e,for functionals B3LYP and 𝜔B97X-D Table 5.11. The calculated
charge transfer is slightly bigger than benzene with graphene (6,6). Mulliken method
using B3LYP and 𝜔B97X-D as functionals given the result -0.131e and -0.116 e,
respectively, Table 5.11.
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Table 5.11: Summary of the calculation results of charge transfer benzene with
graphene (C6H6+G5) using the Hirshfeld Method, the Bader Method and the Mulliken
Method
Method

Hirshfeld

Mulliken

Bader

Complex

B3LYP

𝜔B97X-D

B3LYP

𝜔B97X-D

B3LYP

𝜔B97X-D

C6H6+ G5

-0.009

-0.007

-0.131

-0.116

-0.010

-0.010

In general the charge transfer between graphene and the benzene, fluorobenzenes
and methybenzenes is very low and maybe insignificant. Because of the issues with
charge transfer calculations and the fact that they are so small, the conclusion is that the
amount of charge transfer in these systems is small. As with chapter 4 the results are
method dependent, even basis set dependent in some cases and also depended on the
position the atoms of benzene, fluorobenzenes and methybenzenes on the top of
graphene surface Figure 5.14 and Figure 5.16.
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CHAPTER 6
CONCLUSION
It is pertinent at this stage to make some concluding remarks; this thesis has examined
some of the chemical and physical properties of graphene using quantum mechanical
approaches. In chapters two and three, numerical calculations were used to calculate
dielectric functions of graphene, whilst chapters four and five made use of firstprinciples calculations to calculate the interactions between a single layer graphene and
adsorbed molecules.
In chapter two the tight-binding approach was used to calculate the dielectric response
of a graphene layer in the random phase approximation (RPA). The dielectric functions
of graphene both under radiation and in the absence of radiation were calculated, with
the results showing that the wavenumber and frequency dependence of imaginary part
of the polarization function of graphene under electromagnetic radiation is effected The
frequency of the radiation field 𝜔0 plays an important role in the polarization function
when compared with the linear polarization.
Asymmetric graphene was studied in chapter three, with the results showing that the
imaginary part of the polarization function of asymmetric massless Dirac fermions
depends on the values of the anisotropy parameter 𝜆 and of angles ∅(𝑞). The imaginary
part of the polarizability decreases with the anisotropic parameter. This is because in an
anisotropic system, the wavefunctions become a mixture of symmetric and
antisymmetric components. In this case, the overlap integral between the conduction
and valence bands decreases.

Furthermore due to the gap opening, the transition

probability also decreases. These effects resulted in a reduced optical response, as seen
in the imaginary part of the dielectric function.
An interesting characteristic of the imaginary part of the polarization function of
graphene with asymmetric massless Dirac fermions is that in the region 𝜆 < 1 at T = 77
K and T = 300 K, the polarization function 𝐼𝑚[ᴨ(𝑞, 𝑤)] decreases as the temperature
increases. This is because of the increasingly random result in a reduced isolation of
charge and also the arising dipoles are lessened in magnitude. And also the result
showed the angle ∅(𝑞) plays an important role on the polarization. When increasing the
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𝜋

angle from 0 to 2 , the polarization function reduces more in the smaller wave vector
because the gap at the Dirac point begins to open.
The imaginary part of the polarization function of asymmetric massless Dirac
fermions with temperatures was examined too, at q = 1x10−4 cm and q = 2x10−4 cm.
The anisotropy parameter also effects the polarization, λ, the polarization is reduced
with the increasing anisotropy parameter. On the other hand, the angle ∅(𝑞) plays an
important role in the influence of the polarization when increasing in angle value from 0
to 𝜋⁄2.
Ab initio calculations using DFT and semi-empirical calculations were used in
chapter four to investigate adsorption of pyrazoles and fluoropyrazoles on graphene.
The results indicate that the energy of adsorption increases linearly by around 3.3 kJ
mol-1 with each fluorine atom added to the pyrazole molecule, with an associated
binding energy. As such, fluorinated analogues have a slightly stronger binding energy
then pyrazoles.
The adsorption onto graphene of the self-organising pyrazole trimmers, known to
exist in the solid state, was also calculated. The adsorption energy calculated by DFT
theory using the 𝜔B97X-D/6-31G(d,p) method, resulted in a binding energy of the
trimer, slightly larger than three times that of a single pyrazole molecule. However, the
binding energy of 3,5-dimethylpyrazole on graphene is almost twice that of the
unsubstituted pyrazole, indicating that the methyl groups act to increase the adsorption
energy far more than fluorine groups. This is primarily due to the surface-hydrogen
interactions.
It was found that in all cases, the DFT calculations represent the minimum energy
more accurately than the faster semi-empirical PM6 method that was used for
comparison. This was explained by the fact the DFT calculations account for the
dispersion energy, PM6 does not.
The degree of charge transfer calculated by three different methods - the Hirshfeld,
Mulliken and atoms in molecule, or Bader, approaches - were evaluated. In all of these
studies, the extent of charge transfer between the pyrazole adsorbate and the graphene
showed that the partial charges are very small, implying that the charge transfer between
graphene and the pyrazole is very low and maybe even insignificant. Given that the
amount of charge transfer calculated in these systems was very small, the results were
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found to be highly method-dependent, even basis set dependent in some cases, and also
depended on the position the atoms of pyrazole on the top of graphene surface.
The interaction between benzene and differently substituted benzenes with a
graphene surface was investigated in chapter five. Consistent with the functionalities
investigated in chapter 4, both fluoro- and methyl-substituted benzenes were studied,
with the DFT results showing the energy of adsorption for methylbenzenes is greater
than the fluorobenzenes. On the other hand, the results showed the number and relative
ring positions of the fluoro- and methyl- groups also have significant effects on the the
binding energy.
The results showed that the size of the supercell – changing the graphene surface
between (6,6) and (5,5) - had a relatively small effect on the calculated binding energy
for benzenes and fluorobenzenes when changed.

The degree of charge transfer

calculated by three different methods were used - the Hirshfeld, Mulliken and Bader
approaches. All charge calculations were performed by DFT using functionals (𝜔B97XD, B3LYP) and the basis sets 6-31+G(d,p). The results showed that the charge transfer
between graphene and the benzene, fluorobenzenes and methybenzenes with graphene
surface (6,6), (5,5) is very low. Indeed, the results were found to be heavily method
dependent, even basis set dependent in some cases and also depended on the position
the atoms of benzene, fluorobenzenes and methybenzenes on the graphene surface.
Different substituted benzenes and pyrazole with a graphene surface: The binding
energy increases only slightly when hydrogens are replaced with fluorine However, the
binding energy increases significantly when hydrogens are replaced by methyl groups
due to increased dispersion interactions. The CH3 groups are not linear and this causes
one or two of the hydrogen atoms in the CH3 group to become closer to the graphene
surface than the ring itself and this leads to increased attraction between the aromatic
molecule and graphene surface.
Following on from the results obtained in this computational study, further work
aimed at investigating the adsorption of species containing other functional groups, both
more and less electron accepting, and of graphene surfaces of differing size, symmetry
and

surface

nature,

can
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be

envisioned.
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