Abstract. Let Fq be a finite field, let X be a subset of a projective space P s−1 , over the field Fq, parameterized by rational functions, and let I(X) be the vanishing ideal of X. The main result of this paper is a formula for I(X) that will allows us to compute: (i) the algebraic invariants of I(X), and (ii) the basic parameters of the corresponding Reed-Muller-type code.
Introduction
In this paper we study vanishing ideals of sets in projective spaces parameterized by rational functions over finite fields.
Let R = K[y] = K[y 1 , . . . , y n ] be a polynomial ring over a finite field K = F q and let F be a finite set {f 1 /g 1 , . . . , f s /g s } of rational functions in K(y), the quotient field of R, where f i (resp. g i ) is in R (resp. R \ {0}) for all i. As usual we denote the affine and projective spaces over the field K by A s and P s−1 , respectively. Points of the projective space P s−1 are denoted by [α] , where 0 = α ∈ K s . The projective set parameterized F , denoted by X, is the set of all points [(f 1 (x)/g 1 (x), . . . , f s (x)/g s (x))]
in P s−1 that are well defined, i.e., x ∈ K n , f i (x) = 0 for some i, and g i (x) = 0 for all i. Let S = K[t 1 , . . . , t s ] = ⊕ ∞ d=0 S d be a polynomial ring over the field K with the standard grading. The graded ideal I(X) generated by the homogeneous polynomials of S that vanish at all points of X is called the vanishing ideal of X.
There are good reasons to study vanishing ideals over finite fields. They are used in algebraic geometry [6] and algebraic coding theory [3] . They are also used in polynomial interpolation problems [12] .
We come to our main result.
Theorem 3.8 Let B = K[y 0 , y 1 , . . . , y n , z, t 1 , . . . , t s ] be a polynomial ring over K = F q . If X is a projective set parameterized by rational functions f 1 /g 1 , . . . , f s /g s in K(y), then
, y 0 g 1 · · · g s − 1) ∩ S. Using the computer algebra system Macaulay2 [4] , this result can be used to compute the degree, regularity, and Hilbert polynomial of I(X) (see Example 3.17) .
By the algebraic methods introduced in [11] (see Section 2), this result can also be used to compute the basic parameters (length, dimension, minimum distance) of the corresponding projective Reed-Muller-type code over X (see Example 3.18) .
For all unexplained terminology and additional information, we refer to [2, 6, 8] (for algebraic geometry and computational commutative algebra) and [13] (for coding theory).
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Preliminaries
All results of this section are well-known. To avoid repetitions, we continue to employ the notations and definitions used in Section 1.
If d ∈ N, let S d denote the set of homogeneous polynomials of degree d in S, together with the zero polynomial. Thus S d is a K-linear space and S = ⊕ ∞ d=0 S d . Definition 2.1. An ideal I ⊂ S is graded if I is generated by homogeneous polynomials. Proposition 2.2. [10, p. 92] Let I ⊂ S be an ideal. The following conditions are equivalent:
Let I be a graded ideal of S of dimension k. As usual, by the dimension of I we mean the Krull dimension of S/I. The Hilbert function of S/I is the function H I : N → N given by
where
. By convention, the zero polynomial has degree −1.
The degree or multiplicity of S/I is the positive integer
Definition 2.3. The regularity of the Hilbert function of S/I, or simply the regularity of S/I, denoted reg(S/I), is the least integer r ≥ 0 such that
We will use the following multi-index notation: for a = (a 1 , . . . , a s ) ∈ Z s , set t a = t a 1 1 · · · t as s . We call t a a Laurent monomial. If a i ≥ 0 for all i, t a is a monomial of S. An ideal of S generated by polynomials of the form t a − t b , with a, b in N s , is called a binomial ideal of S. 
Projective Reed-Muller-type codes. In this part we introduce the family of projective ReedMuller-type codes and its connection to vanishing ideals and Hilbert functions. Let K = F q be a finite field and let Y = {P 1 , . . . , P m } = ∅ be a subset of P s−1 with m = |Y|.
There is a well-defined K-linear map: The following summarizes the well-known relation between projective Reed-Muller-type codes and the theory of Hilbert functions. Proposition 2.7. ( [3] , [11] ) The following hold.
Rational parameterizations over finite fields
We continue to employ the notations and definitions used in Sections 1 and 2. Throughout this section K = F q is a finite field and X is the projective set parameterized by the rational
. . , t s ] be a polynomial ring over a field K, let f ∈ S, and let a = (a i ) ∈ N s . Suppose that the coefficient of t a in f is non-zero and
Lemma 3.2. Let K be a field and let A 1 , . . . , A s be a collection of non-empty finite subsets of
In particular if g is a polynomial of S that vanishes at all points of A s , then g = 0.
Proof. We proceed by contradiction. Assume that g is not zero. Then, there is a monomial t a = t a 1 1 · · · t as s of g with deg(g) = a 1 + · · · + a s and a = (a 1 , . . . , a s ) = 0. As deg t i (g) < |A i | for all i, then a i < |A i | for all i. Thus, by Theorem 3.1, there are x 1 , . . . , x s with x i ∈ A i for all i such that g (x 1 , . . . , x s ) = 0, a contradiction to the assumption that g vanishes on Y . Definition 3.3. The affine set parameterized by F , denoted X * , is the set of all points
in A s such that x ∈ K n and g i (x) = 0 for all i.
Lemma 3.4. Let K = F q be a finite field. The following conditions are equivalent:
Proof. 
, where the a i 's, b j 's and h are polynomials in the variables y j 's, t i 's, y 0 and z. Take an arbitrary point x = (x i ) in K n . In the equality above, making y i = x i for all i, z = 0 and t i = 0 for all i, we get
. . , f s /g s be rational functions of K(y) and let f = f (t 1 , . . . , t s ) be a polynomial in S of degree d. Then
for some h 1 , . . . , h s in the polynomial ring K[y 1 , . . . , y n , t 1 , . . . , t s ]. If f is homogeneous and z is a new variable, then
Proof. We can write f = λ 1 t m 1 + · · · + λ r t mr with λ i ∈ K * and m i ∈ N s for all i. Write
). By the binomial theorem, for all i, j, we can write
for some h ij ∈ I. Hence for any i we can write
where G i ∈ I. Notice that m i 1 + · · ·+ m is ≤ d for all i because f has degree d. Then substituting these expressions for t m 1 , . . . , t ms in f = λ 1 t m 1 + · · · + λ r t mr and multiplying f by g
, we obtain the required expression.
If f is homogeneous of degree d, the required expression for g
follows from the first part by considering the rational functions f 1 z/g 1 , . . . , f s z/g s , i.e., by replacing f i by f i z, and observing that f (f 1 z, . . . , f s z) = z d f (f 1 , . . . , f s ). Lemma 3.6. Let K = F q be a finite field. The following conditions are equivalent:
Proof. (a) ⇒ (b)): By Lemma 3.4, X * = ∅. Take a point P in X * , i.e., there is x = (x i ) ∈ A s such that g i (x) = 0 for all i and P = (f 1 (x)/g 1 (x), . . . , f s (x)/g s (x)). By hypothesis, for each t k , we can write
where the a i 's, b j 's and h are polynomials in the variables y j 's, t i 's, y 0 and z. From Eq. (3.1),
for all i, and z = 1, we get that
, by Lemma 3.4 one has that I ∩ S S. Thus it suffices to show that t k ∈ I ∩ S for all k. Notice that
vanishes at all points of A s because X * = {0}. Hence, thanks to Proposition 2.5,
). Setting w = y 0 g 1 · · · g s − 1, and applying Lemma 3.5 with f = t k , we can write
Therefore (w + 1) 2 t k ∈ I. Thus t k ∈ I ∩ S.
) and m = (t 1 , . . . , t s ) is the irrelevant maximal ideal of S, then (a) I ∩ S is a graded ideal of S, and (b) X = ∅ if and only if I ∩ S m.
Proof. (a):
We set B = K[y 0 , y 1 , . . . , y n , z, t 1 , . . . , t s ]. Take 0 = f ∈ I ∩ S and write it as f = f 1 + · · · + f r , where f i is a homogeneous polynomial of degree d i and d 1 < · · · < d r . By induction, using Proposition 2.2, it suffices to show that f r ∈ I ∩ S. We can write
where the a i 's, c i 's, and c are in B. Making the substitution t i → t i v, z → zv, with v an extra variable, and regarding f (t 1 v, . . . , t s v) as a polynomial in v it follows readily that v dr f r is in the ideal generated by B = {g
. Writing v dr f r as a linear combination of B, with coefficients in B, and making v = 1, we get that f r ∈ I ∩ S.
(b): ⇒) If X = ∅, by Lemma 3.4, we get that I ∩ S = S. By part (a) the ideal I ∩ S is graded. Hence I ∩ S m. ⇐) If I ∩ S m, by Lemmas 3.4 and 3.6, we get X * = ∅ and X * = {0}. Thus X = ∅.
We come to the main result of this paper.
Theorem 3.8. Let B = K[y 0 , y 1 , . . . , y n , z, t 1 , . . . , t s ] be a polynomial ring over a finite field K = F q . If X is a projective set parameterized by rational functions f 1 /g 1 , . . . , f s /g s in K(y) and X = ∅, then
Proof. We set I = ({g
. First we show the inclusion I(X) ⊂ I ∩ S. Take a homogeneous polynomial f = f (t 1 , . . . , t s ) of degree d that vanishes at all points of X. Setting w = y 0 g 1 · · · g s − 1, by Lemma 3.5, we can write
where a 1 , . . . , a s are in B. We set H = g 3) , we obtain the equality
Thus to show that f ∈ I ∩ S we need only show that G = 0. We claim that G vanishes on K n . Notice that y q i − y i vanishes at all points of K n because (K * , · ) is a group of order q − 1. Take an arbitrary sequence x 1 , . . . , x n of elements of K, i.e., x = (x i ) ∈ K n . Case (I): g i (x) = 0 for some i. Making y j = x j for all j in Eq. (3.4) we get G(x) = 0. Case (II): f i (x) = 0 and g i (x) = 0 for all i. Making y k = x k and t j = f j (x)/g j (x) for all k, j in Eq. (3.4) and using that f is homogeneous, we obtain that G(x) = 0.
Case (III): f i (x) = 0 for some i and g ℓ (x) = 0 for all ℓ. Making y k = x k , t j = f j (x)/g j (x) and z = 1 in Eq. (3.4) and using that f vanishes on [(f 1 (x)/g 1 (x), . . . , f s (x)/g s (x))], we get that G(x) = 0. This completes the proof of the claim.
Therefore G vanishes at all points of K n and deg y i (G) < q for all i. Hence, by Lemma 3.2, we get that G = 0.
Next we show the inclusion I(X) ⊃ I ∩ S. By Lemma 3.7 the ideal I ∩ S is graded. Let f be a homogeneous polynomial of I ∩S. Take a point [P ] in X with P = (f 1 (x)/g 1 (x), . . . , f s (x)/g s (x)). Writing f as a linear combination of {g
, with coefficients in K, and making t i = f i (x)/g i (x), y j = x j , z = 1 and y 0 = 1/g 1 (x) · · · g s (x) for all i, j it follows that f (P ) = 0. Thus f vanishes on X.
Definition 3.9. If I ⊂ S is an ideal and h ∈ S, we set (I : h) := {f ∈ S| f h ∈ I}. This ideal is called the colon ideal of I with respect to h. Definition 3.10. The projective algebraic set parameterized by F , denoted by X, is the set of all points [(f 1 (x)/g 1 (x), . . . , f s (x)/g s (x))] in P s−1 such that x ∈ K n and f i (x)g i (x) = 0 for all i.
The ideal I(X) can be computed from I(X) using the colon operation. Proof. Since X ⊂ X, one has I(X) ⊂ I(X). Consequently (I(X) : t 1 · · · t s ) ⊂ I(X) because t i is not a zero-divisor of S/I(X) for all i. To show the reverse inclusion take a homogeneous polynomial f in I(X). Let [P ] be a point in X, with P = (α 1 , . . . , α s ) and α k = 0 for some k, and let I [P ] be the ideal generated by the homogeneous polynomials of S that vanish at [P ]. Then I [P ] is a prime ideal of height s − 1, (3.5)
and the latter is the primary decomposition of I(X). Noticing that t i ∈ I [P ] if and only if α i = 0, it follows that t 1 · · · t s f ∈ I(X). Indeed if [P ] has at least one entry equal to zero, then t 1 · · · t s ∈ I [P ] and if all entries of P are not zero, then f ∈ I(X) ⊂ I [P ] . In either case t 1 · · · t s f ∈ I(X). Hence f ∈ (I(X) : t 1 · · · t s ).
Next we present some other means to compute the vanishing ideal I(X).
Theorem 3.12. Let B = K[y 0 , w, y 1 , . . . , y n , z, t 1 , . . . , t s ] be a polynomial ring over K = F q . If X is a projective algebraic set parameterized by f 1 /g 1 , . . . , f s /g s in K(y) and X = ∅, then
Proof. This follows adapting the proof of Theorem 3.8.
Theorem 3.13. Let B = K[y 0 , y 1 , . . . , y n , t 1 , . . . , t s ] be a polynomial ring over K = F q . If X * is an affine set parameterized by f 1 /g 1 , . . . , f s /g s in K(y), then
Definition 3.14. The affine algebraic set parameterized by F , denoted X * , is the set of all points (
The ideal I(X * ) can be computed from I(X * ) using the colon operation. Proof. This follows adapting the proof of Proposition 3.11.
Corollary 3.16. Let B = K[t 1 , . . . , t s , y 1 , . . . , y n , z] be a polynomial ring over the finite field K = F q and let f 1 , . . . , f s be polynomials of R. The following hold:
Proof. The result follows by adapting the proof of Theorem 3.8, and using Theorem 3.12.
The formula for I(X) given in (b) can be slightly simplified if the f i 's are Laurent monomials (see [ For convenience we present the following procedure for Macaulay2 [4] that we used to compute the degree and the regularity: 
The dth column of these tables represent the length, the dimension, and the minimum distance of the projective Reed-Muller-type codes C X (d) and C X (d), respectively (see Section 2). The minimum distance was computed using the methods of [9] . Continuing with the Macaulay2 procedure of Example 3.17 we can compute the other values of these two tables as follows:
degree Ixx, regularity Mxx hilbertFunction(1,Ixx),hilbertFunction(2,Ixx),hilbertFunction(3,Ixx), hilbertFunction(4,Ixx),hilbertFunction(5,Ixx) degree Ix, regularity Mx hilbertFunction(1,Ix),hilbertFunction(2,Ix)
Let us give some application to vanishing ideals over monomial parameterizations. Proof. That I(X) is a binomial ideal follows from Lemma 2.4 and applying Theorem 3.8. That I(X) is a radical ideal of dimension 1 is well known and follows from Eq. (3.5) (see the proof of Proposition 3.11). Recall that depth S/I(X) ≤ dim S/I(X) = 1. From Eq. (3.5) one has that m = (t 1 , . . . , t s ) is not an associated prime of I(X). Thus depth S/I(X) > 0 and depth S/I(X) = dim S/I(X) = 1, i.e., I(X) is Cohen-Macaulay. It is not hard to see that Y is parameterized by F 1 , . . . , F s . The next result gives a family of ideals where the converse of Corollary 3.19 is true. This leads us to pose the following conjecture.
Conjecture 3.24. Let K = F q be a finite field and let Y be a subset of P s−1 . If I(Y) is a binomial ideal, then Y is a projective set parameterized by Laurent monomials.
In particular from Proposition 3.23 this conjecture is true for q = 2.
