Introduction
In many scientific applications, statistical models provide a basis for inferences about real world phenomena. These inferences are typically dependent on the model assumptions being correct. However, there are few automatic means of evaluating these assumptions. In this paper, we address the problem of model validation by developing a method that automatically assesses the consistency of a set of models with respect to the observed data.
Let the observed data set be denoted as y = {y 1 , y 2 , . . . , y n },
which consists of n data blocks of equal dimension, referred to as data points. We describe the mechanism that gave rise to the data by a probability density or mass function p0(y), which is unknown to us. In many applications, the objective of statistical inference is to determine certain properties of the unknown function p0(y). Statistical methods typically specify a family or class of probability distributions that aim to model p0(y). We denote this model class as
where each model p(y | θ) is indexed by the parameter vector θ. Our aim in this paper is to assess whether the models in PΘ that best approximate p0(y) are consistent with the observed data y or not.
The idea behind the proposed data consistency criterion (see below) is that if the best models in PΘ fail to generate data setsỹ that are 'similar' to y, then PΘ can hardly be a valid modelling choice for y. This notion will be made precise in the subsequent sections. Past research efforts have mostly focused on comparing model classes, let us say P ′ Θ and P ′′ Θ , using tools such as the Akaike or Bayesian information criteria and Bayes factors (Akaike, 1974; Schwartz, 1978; Stoica and Moses, 2004) . These criteria typically assume that some model class is well specified, meaning that one of the * andreas.svensson@it.uu.se † dave.zachariah@it.uu.se classes contains the unknown p0(y). While the consistency criterion proposed in this paper also can be used for model comparison, our focus here is rather on validation of one specified model class PΘ.
One established approach to validation is to use a residual-based criterion which assesses whether there is "any information left" in the data after fitting a model. In the restricted context of linear dynamical systems models, such validation criteria are capable of rejecting model classes that are inconsistent with the data, cf. Ljung and Box (1978) and Söderström and Stoica (1989, Ch. 11 ). For models with assumption of independent and identical distribution of the data points, classical tests such as Cramér-von Mises, Anderson-Darling and Kolmogornov-Smirnov tests are applicable (Anderson and Darling, 1952; Lehmann, 1975) . Those tests are, however, constructed only for a single model, not an entire model class. In the context of Bayesian modelling, validation of a model class can also be performed using posterior predictive checks which require the user to specify a discrepancy measure, cf. Rubin (1984) ; Gelman et al. (2014); Box (1980) . Our proposed data consistency criterion (DCC) evaluates the ability of a model to generate data similar to the observed one. In contrast to posterior predictive checks, DCC is automatic and does not require the user to specify any quantities except the model class PΘ itself. Furthermore, it applies directly to a broad range of model classes with various data types, e.g., linear regression models, count models, hidden Markov models, autoregressive models, etc. In general, p(y | θ) can be factored as p(y | θ) = n i=1 p(yi | y1, . . . , yi−1, θ). DCC is applicable whenever it is possible to point-wise evaluate p(yi | y1, . . . , yi−1, θ) for all i, and simulate new dataỹ from the model, for any given θ ∈ Θ.
As an introductory application of our approach, we consider a modeling problem in seismology. Then, we explain the principles behind DCC for a single model p(y | θ⋆) and, subsequently, for an entire model class PΘ. DCC is thereafter applied to the seismological problem as an illustration. We also discuss the implementation of the method as well as illustrate how it can be applied to other model classes, including regression, autoregressive and latent variables models. The source code for all experiments is available online.
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Motivating example: Earthquake counts
A standard assumption in earthquake analysis is that earthquakes occur independently as described by a Poisson point process. That is, the number of earthquakes in a certain region during a certain time interval is Poisson distributed. However, it is also well-known that earthquakes tend to be clustered (both in time and space), where each cluster typically has several 'foreshocks' and 'aftershocks' and one larger 'mainshock'. By modeling the earthquakes within a cluster as a branching process, the negative binomial distribution has been suggested for earthquake counts (Kagan, 2013) . We consider both model classes, PΘ = Poisson distribution and PΘ = negative binomial distribution, which have one and two free parameters, respectively. We will use our proposed method to assess whether these model classes are consistent with the data y in the United States Geological Survey earthquake catalog 2 (partly shown in Table 1 ; for the full data set, see Fig. 8 ). We will return to this example after developing the DCC.
Data consistency check for a single model
We begin by considering a model class consisting of only a single model, i.e., PΘ = {p(y | θ⋆)} where θ⋆ is a specified parameter. Let y ∼ p(y | θ⋆) denote a sample generated from the model and Pỹ |θ⋆ (·) the probability of an event under the same model.
Initially, consider the simpler case of models in which the data points i = 1, . . . , n in (1) are assumed to be independent. Let zi ln p(ỹi | θ⋆) denote the log-likelihood for the ith generated data point, and let its mean be denoted as E [zi] . For the ith observed data point, let z i ln p(y i | θ⋆). The observed and generated loglikelihoods, z i andzi form the basis of our criterion. Intuitively, if the deviation of z i from E [zi] is much larger or much smaller than the deviation ofzi from E [zi], we consider the observed data y to be atypical for the given model p(y | θ⋆). More formally, we define the following statistic
where Var [zi] is variance ofzi. Similarly, we define the statistic T (ỹ; θ⋆) for generated data by replacing y withỹ. Let us now define the random event of generating a larger statistic than the observed one:
When the probability of this event Pỹ |θ⋆ (S(ỹ, y)) is close to 0, it is highly improbable that y could have been generated by p(y | θ⋆) and we deem the model to be inconsistent with the observed data. See Fig. 2a for an illustration. This type of inconsistency is due to under-dispersion of the generated log likelihoods, compared to the observed ones. The probability of the complementary event Pỹ |θ⋆ (S c (ỹ, y)) = 1 − Pỹ |θ⋆ (S(ỹ, y)) indicates inconsistency as well, see Fig. 2b . Also in this case it is improbable that y could have been generated by p(y | θ⋆). By contrast, if both aforementioned probabilities are significantly different from 0, we do not reject the model as inconsistent, see The criterion above is readily generalized to models in which the data points in (1) are dependent, by extending the definition of zi to zi ln p(yi | y1, . . . , yi−1, θ⋆).
As above, the same symbols E [zi] and Var [zi] are used to define the mean and variance ofzi. If the model were a match of the unknown data-generating distribution, i.e., p(y | θ⋆) = p0(y), then the quantity Pỹ |θ⋆ (S(ỹ, y)) would be uniformly distributed between 0 and 1 with respect to the observed data y, see the proof below. In this situation, the probability of falsely rejecting the model due to the generated log likelihoods being underdispersed would be PFAu(θ⋆) Pỹ |θ⋆ (S(ỹ, y)) .
Thus, when p(y | θ) = p0(y), the probability of PFAu to be less than ρ, is equal to ρ. Symmetrically, the false alarm probability due to over-dispersion is PFAo(θ⋆) = 1 − PFAu(θ⋆). If neither PFAu(θ⋆) nor PFAo(θ⋆) are small, we cannot reject the model p(y | θ⋆) on the ground that the observed data y is atypical, as discussed above. This criterion, that neither PFAu(θ⋆) nor PFAo(θ⋆) is close to 0, follows automatically from the specified model class and does not require user choices specific to the application scenario. The false alarm probabilities PFA above can be approximated numerically using Monte Carlo methods, as we will detail later.
Proof of uniform distribution of PFA
Let ξ T (ỹ; θ⋆), whose distribution is characterized by a cumulative density function denoted F ξ (x). Further, let ξ T (y; θ⋆), which allows us to write
Now, if y ∼ p(y | θ⋆), then also the distribution of ξ is characterized by F ξ , implying that F ξ (ξ) ∼ U[0, 1] according to the probability integral transform (Casella and Berger, 2002 , Thm. 2.1.10).
Data consistency check for the best models in a class
In most applications, θ⋆ is not given. Instead PΘ may consist of a large number of models, possibly an uncountable number when θ ∈ Θ is continuous. In such a case, we will aim to evaluate the false alarm probabilities PFAu(θ) and PFAo(θ) with respect to the models p(y | θ) that best approximate p0(y). A natural measure for quantifying the accuracy of the approximation is the Kullback-Leibler divergence (Kullback, 1959) . The best models are then defined as those that minimize the divergence:
where the expectation E0 is with respect to y ∼ p0(y). In particular, if θ⋆ exists such that the model divergence attains the minimum value 0, it follows that p(y | θ⋆) = p0(y).
Since p0(y) is unknown, (7) cannot be used to identify the best models. Consequently we resort to an alternative approach. We assign weights to each model in PΘ so as to average the false alarm probability PFAu(θ) across those models that are likely to be the best (a) The observed data points appear as atypical with respect to the model, since they fall into regions of low probability. We obtain T (y; θ⋆) = 14, and the probability of generating a higher statistic is Pỹ |θ⋆ (S(ỹ, y)) = 0.00. Thus, the dispersion ofz i is significantly lower than that of z i and we reject the model as inconsistent with the observed data.
The observed data points appear as atypical with respect to the model, since they are concentrated asymmetrically. We obtain T (y; θ⋆) = 0.24, and the probability of generating a lower statistic is Pỹ |θ⋆ (S c (ỹ, y)) = 0.04. Thus, the dispersion ofz i is significantly higher than that of z i and we reject the model as inconsistent with the observed data.
The observed data points appear to be typical samples from the model. We obtain T (y; θ⋆) = 0.51, and the probability of generating a lower statistic is Pỹ |θ⋆ (S c (ỹ, y)) = 0.39. We do therefore not reject the model as inconsistent.
Figure 2: Consider a data set y = {y i } containing n = 7 two-dimensional data points (red triangles, upper panels) and assume a Gaussian i.i.d. model p(y | θ⋆) = i p(y i | θ⋆) (green level curves). The loglikelihoods z i = ln p(y i | θ⋆) for each data point are shown as red triangles in the lower panels. The generated log-likelihoodsz i follow the distribution illustrated in green in the same panels. When the deviation of z i from E [z i ] is significantly different from that of z i , it is unlikely that the model could have generated the observed sample. The deviation is quantified by the statistic T (y; θ⋆). The figure illustrates three cases: two cases of inconsistency (a, b) and a balanced case (c).
approximations of p0(y). The averaged false alarm probability due to under-dispersion is given by
where the weights w(θ | y) ≥ 0 are high for models in the neighborhood of θ⋆ and integrate to unity. By defining
⋆ o ( (8)). A value close to 0 indicates that the observed data y is atypical for the best models in PΘ, and thereby we consider the model class PΘ to be inconsistent with y.
Implementation
The averaged PFA ⋆ is available in closed-form only in very few special cases, since there are non-trivial integrals in (5), (8), and (9). However, the integrals can be efficiently approximated by Monte Carlo integration techniques, provided that dataỹ can be generated from p(y | θ) and that p(yi | y1, . . . , yi−1, θ) can be evaluated pointwise. We outline such a generic Monte Carlo-based implementation 3 in Algorithm 1, where N parameters are first drawn using w(θ | y), and then (for each such draw) M + M ′ samples ofỹ are generated from p(y | θ), giving a computational complexity on the order of N (M + M ′ ).
The operations needed to execute Algorithm 1 are common in most statistical software packages. The weights w(θ | y) can be computed (at least approximately) by methods that estimate or learn θ. Numerical evaluation of the (incremental) likelihoods p(yi | y1, . . . , yi−1, θ), which in Algorithm 1 has to be performed both for generated dataỹ (line 5) and observed data y (line 6), is possible for many statistical models. If n is large compared to the number of parameters, it can be justified to use the following weights
whereθ is the maximum likelihood/maximum a posteriori point estimate (in this case N = 1).
Algorithm 1: Monte Carlo implementation of DCC (8)
as (4) for all generated data pointsỹ
Compute sample meanm i and variancev i ofz
Compute z i as (4) for all observed data points y i
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Examples Earthquake counts (cont'd)
To assess whether the Poisson or the negative binomial distribution is best suited for the data (partly) presented in Fig. 1 , we are now ready to apply the DCC. We use the Monte Carlo approach in Algorithm 1 with N = 200 and M = M ′ = 200, and obtain the results in Table 3 . From this table we draw the conclusion that the Poisson distribution and the negative binomial distribution are both consistent with the data for earthquakes with magnitude ≥ 7. However, only the negative binomial distribution is consistent with the data for smaller magnitudes. This result supports the qualitative reasoning in the literature (Kagan, 2013) : the Poisson distribution does not take the clustering effects into account, but since each cluster typically does not contain more than one major earthquake, the number of really big earthquakes can still follow the Poisson distribution.
Synthetic data: Gaussian models
To further illustrate the behavior of PFA ⋆ , we conduct a simulation study with two toy model classes PΘ = {N (0, 1)} and P ′ Θ = {N µ, σ 2 : σ 2 > 0} with θ = {µ, σ 2 }. Note that PΘ contains only a single model. We consider data sets y ∼ p0(y) of different size n and consider two cases: a standard Gaussian distribution p0 = N (0, 1) and a standard uniform distribution p0 = U[0, 1], respectively. We use N = 50 and M = M ′ = 100, and evaluate DCC in 1 000 experiments. The results are summarized as histograms in Fig. 4 .
In the case when data comes from p0 = N (0, 1) (Fig. 4a) , both PΘ and P ′ Θ contain p0. However, the only model in PΘ is p0. Thus the averaged PFA ⋆ is uniformly distributed across experiments (cf. the proof of uniform distribution for PFA). By contrast, the weights w(θ | y) for P ′ Θ concentrate at the best model p0 only as n → ∞. Thus the averaged PFA ⋆ approaches a uniform distribution only asymptotically. Neither model class is falsely rejected more frequently than the PFA indicates.
In the case when data comes from p0 = U[0, 1] (Fig. 4b) , neither PΘ nor P ′ Θ contains p0. Unlike PΘ, however, the best model in P ′ Θ matches the mean and variance of p0. The inconsistency of the best model are discernible only for data points generated from the distribution tails. Consequently, it takes more samples n to reject the larger model class P ′ Θ than the PΘ. As n increases, both model classes are clearly rejected. 
Synthetic data: Regression models
We illustrate the capability of DCC to reject model classes with an inappropriate model order, using the example of polynomial regression. If the observed data is well described by a high-order polynomial, the best model in PΘ, which contains models of lower-order polynomials plus noise, will yield a good fit in the likelihood sense because the noise variance is scaled to match the residuals. Such an example is shown in Fig. 5 , where PΘ contains 1st order polynomial models with independent Gaussian noise. When assessing PΘ using DCC, : Data points from p 0 (3rd order polynomial, blue dots) and model class P Θ = {1st order polynomial + Gaussian noise} where θ contains the polynomial coefficients and noise variance. A fitted model is shown with θ estimated using the maximum likelihood method (black solid line: estimated polynomial, dashed lines: 2 estimated noise standard deviations). While the estimated noise variance produces a good fit in terms of likelihoods, this model class should ideally be rejected. Using DCC for P Θ , we obtain PFA ⋆ = 0.01 and can reject P Θ . Similarly, for a model class P ′ Θ containing 2nd order polynomials we obtain PFA ⋆ = 0.01. By contrast, for 3rd order polynomials, P ′′ Θ , we have PFA ⋆ = 0.37 and this class is correctly found not to be inconsistent with the data.
we obtainP FA ⋆ = 0.01 (with N = M = M ′ = 100), which clearly indicates an inconsistency. On the other hand, for the model class containing 3rd order polynomials we obtainP FA ⋆ = 0.37, which (correctly) indicates no inconsistency.
Synthetic data: Time-series models
For the case of time-series models driven by white noise, whiteness tests such as the Ljung-Box test (Ljung and Box 1978; see also Stoica 1977) are common validation techniques. The Ljung-Box test constructs a p-value from the fact that the statistic n(n + 2) h k=1r
will follow a χ 2 h−d distribution if the model is correct, withr k being the lag k sample correlation of the prediction residuals, and d the dimension of θ. We set the upper lag limit h to ⌊log n⌉.
We conduct a simulation study with data from the saturated first order autoregressive model yi = max( 0.7yi−1 + ei, −0.3 ), where ei ∼ N (0, 1). We assume a misspecified model class which consists of first-order linear autoregressive models PΘ = {p(y|θ) : yi = ayi−1 + ei, ei ∼ N 0, σ 2 : σ 2 > 0}, with unknown parameters θ = {a, σ 2 }. We consider cases where y contains different amount of data samples n, and use N = 200 and M = M ′ = 200 in Algorithm 1.
The results are shown in Fig. 6 . As the amount of data n grows, both methods correctly reject the misspecified model, with the proposed DCC needing slightly less data to do so than the much more specialized Ljung-Box method.
Latent-variable models: Evolution of a kangaroo population
Certain models are too complex to be described using closed-form expressions. Instead these models are often parameterized using latent variables η, with a prior distribution p(η | θ). This includes, e.g., hidden Markov or state-space models, mixed-effect models, latent topic models, etc. Then the data distribution can be written as the integral If the (incremental) likelihoods p(yi | y1, . . . , yi−1, θ) can be evaluated or well approximated, DCC can be computed also for this model class, as we will illustrate in the following.
We consider the dynamics of a population of red kangaroos (Macropus rufus) in New South Wales, Australia. The data y, from Bayliss (1987, Appendix 8.2; available in Fig. 8) , is a time series of n = 41 bi-variate observations from double transect counts at irregular time intervals between 1973 and 1984. In Knape and Valpine (2012) the authors propose three different models for this data. These models are then compared in a pairwise fashion using the Bayes factor. The comparison has recently been repeated in Shao et al. (2017) using the Hyvärinen score. Both Knape and Valpine (2012) and Shao et al. (2017) conclude that among the three different models, the preferred model is the following continuous-time stochastic differential equation
y1,t, y2,t | xt
where LN is the log-normal distribution, Wt is the standard Brownian motion, N B is the negative binomial distribution, and θ = {σ, τ } are unknown parameters. The latent variables are η = {xt} t≥1 . Note that this model describes a bi-variate time-series {yi}.
While Knape and Valpine (2012) and Shao et al. (2017) favor the model given in (12) over other alternatives, we consider the different question whether the model in (12) is consistent with the observed data y or not. We first solve (12) analytically to obtain a discretetime nonlinear state-space model, and use the particle marginal Metropolis-Hastings method (Andrieu et al., 2010) to sample the unknown parameters. A standard particle filter is used to approximate p(yi | y1, . . . , yi−1, θ). We use N = 1000 and M ′ = M = 200 and obtainP FA ⋆ = 0.28. Thus the model in (12) is deemed to be consistent with the observed kangaroo population data (also see Fig. 7 for intuitive support of this conclusion). The kangaroo time series data (y, red), together with a few time series (grey) that are generated from the model in (12) (parameters sampled from w(θ | y); cf.
Step 7 of Algorithm 1). DCC indicates no inconsistency between the data and the model (P FA ⋆ = 0.28), which resonates with the intuition since the generated data behaves 'similarly' to the observed data.
Discussion
We have proposed a data consistency criterion (DCC) to assess the consistency of a model class PΘ with respect to the observed data y. By comparing the observed (incremental) likelihoods p(y i | y 1 , . . . , y i−1 , θ) to the ones of generated dataỹ, DCC rejects a model class for which y is atypical for the best models in the class. The criterion follows automatically from the specification of PΘ and does not require additional application-specific choices. It yields an (approximate) false alarm probability PFA ⋆ of erroneously declaring the best models to be inconsistent. When PFA ⋆ falls below some set threshold, there is a sound ground for ruling out the model class PΘ.
By exploiting properties of the Fisher information matrix of PΘ, it is possible to construct misspecification tests, cf. White (1982) . That is, decide whether p(y | θ⋆) = p0(y) is true or not. Since all practical models are incomplete in some respect, such tests may not always be relevant. Instead, what matters in many applications is whether the model is accurate or not, and the proposed DCC provides a practically useful criterion in this respect.
Using a Bayesian interpretation of (8), DCC can be understood as a certain posterior predictive check (Rubin, 1984; Gelman et al., 2014; Box, 1980) . Posterior predictive checks are, however, not available for plug-and-play since they require the user to specify a 'discrepancy variable', in contrast to the fully automatic DCC. The DCC also readily admits a frequentist interpretation in terms of false alarm probability as a sampling property of p0(y).
The computational cost of the criterion increases indeed with the dimension of θ and n. The operations required are, however, available for many models and well devloped in most statistical software packages. DCC could therefore be used as a routine check in existing statistical modeling methods, in order to better guide the end user to well-grounded scientific conclusions.
