The ensemble Kalman filter (EnKF) approximates background error covariance by using a finite number of ensemble members. Although increasing the ensemble size consistently improves the EnKF analysis, typical applications of the EnKF to realistic atmospheric simulations are conducted with a small ensemble size due to limited computational resources. The finite ensemble size introduces a sampling error into the background error covariance, leading to a degradation of the accuracy of the analysis fields. As a representative of EnKF applications, a local ensemble transform Kalman filter (LETKF) was implemented on the K computer, the flagship supercomputer in Japan, which enables demanding computations with larger ensembles. This study investigated the performance of the LETKF on the K computer and evaluated the influence of sampling noise on the background error covariance estimated from 1000-member ensemble forecasting with the Japan Meteorological Agency nonhydrostatic model covering Japan with a 15-km horizontal resolution.
Introduction
The ensemble Kalman filter (EnKF) is an approximation of the original Kalman Filter approach (Kalman 1960) . Since it was originally designed by Evensen (1994) , the EnKF approach has been widely applied and studied for atmospheric and oceanic data assimilation studies. During recent decades, various approaches to the EnKF have been tested to improve the stability and efficiency of calculations (e.g., Anderson 2001; Bishop et al. 2001; Whitaker and Hamill 2002; Hunt et al. 2007) . Notably, the EnKF has been implemented in operational numerical weather prediction (NWP) systems at the Meteorological Service of Canada and the United Kingdom Met Office (Bowler et al. 2008) .
The EnKF approximates the original Kalman filter as a Monte Carlo realization by running multiple model forecasts simultaneously with different initial conditions and considering each model's output as a statistical sample. Although a full-scale EnKF analysis requires a number of samples comparable to the dimension of the model's sub-space, in most cases the EnKF is performed with far fewer ensemble members due to limited computational facilities. In realistic EnKF applications for atmospheric data assimilation, the ensemble size is usually no more than 100, depending on the available resources of a particular environment. The finite ensemble size introduces a sampling error into the background error covariances, leading to degradation of the accuracy of the analysis fields. To deal with this problem, covariance localization schemes have been developed by eliminating spurious impact patterns of observations at distant locations. These kinds of localization schemes have shown promising results in applications of the EnKF for realistic simulations (e.g., Bishop and Hodyss 2009a, b) . However, it has been pointed out that the introduction of localization may introduce imbalance in the system (Kepert 2009 ).
In addition to the sampling noise, the finite number of ensemble members tends to underestimate the background error covariance (Lorenc 2003) . The covariance underestimation is caused not only by the presence of significant model errors, but also by the limited number of ensemble members (Li et al. 2009 ). The covariance underestimation generally leads to systematic underestimation of the observational weight, eventually resulting in filter divergence. Among the prevailing techniques proposed to deal with the covariance underestimation is multiplicative and additive covariance inflation schemes (e.g., Anderson and Anderson 1999; Corazza et al. 2003) . A more sophisticated technique, the adaptive covariance inflation algorithm, was developed by Anderson (2007) using a hierarchical Bayesian approach so as to improve the performance with small ensembles in the EnKF. Miyoshi (2011) developed an adaptive inflation scheme that estimates the multiplicative inflation factors adaptively at each grid point based on a statistical relationship derived by Desroziers et al. (2005) . Miyoshi and Kunii (2012a) investigated the advantages of this method over fixed multiplicative inflation.
Implementation of covariance localization and inflation methods significantly facilitates and accelerates the application of the EnKF to realistic atmospheric simulations. While these techniques are still effective, especially for operational use, it is also desirable to conduct EnKF experiments with adequate ensemble sizes, which would lead to further improvement in accuracy by reducing the assumptions used in the treatment of the error covariance built up from smaller ensemble members. EnKF applications with coarser-resolution NWP models would be a choice for increasing ensemble members under limited computer resources, but higher-resolution data assimilation strategies have been required for preventing and mitigating local natural disasters with accurate NWP outputs.
The K computer has been operational since autumn 2012; it is the flagship supercomputer in Japan and was jointly developed by RIKEN and Fujitsu. The K computer has 82 944 computational nodes, with each node equipped with one 128-GFLOPS octalcore CPU for a total of 663 552 cores. The Tofu interconnect technology, which is a six-dimensional network topology, increases scalability and performance of the K computer. The K computer is part of the High-Performance Computing Infrastructure (HPCI) promoted by the Ministry of Education, Culture, Sports, Science, and Technology (MEXT) in Japan. One of the major projects conducted under the HPCI is the Strategic Programs for Innovative Research (SPIRE). There are five active research fields in the SPIRE program: life sciences, new materials and energy creation, natural disaster prevention and reduction, manufacturing technology, and studies of the origin of matter and the universe. Each field is taking advantage of the K computer so as to make the most advanced achievements as well as to advance computer science and technology.
The Advanced Prediction Researches for Natural Disaster Prevention and Reduction (Field 3) is a SPIRE program that aims to reduce the damage caused by extremely severe natural disasters such as typhoons, local heavy rainfall, earthquakes, and tsunamis. In the atmospheric sciences, the EnKF has been expected to lead to breakthroughs in NWP due to its potential to generate accurate initial fields through data assimilation as well as to estimate probabilistic information based on ensemble forecasting. Under the SPIRE Field 3 program, the EnKF has been implemented on the K computer with a mesoscale NWP model so as to improve forecasts of severe weather events. For leveraging the potential of the K computer, EnKF experiments with 1000 ensemble members are being carried out, which up to now has not been possible with typical supercomputers. This will lead to thought-provoking results for the future development of EnKF schemes.
This study sought to investigate the performance of the EnKF on the K computer as well as to estimate the influence of sampling noise on background error covariance with much larger ensemble sizes than those used in typical applications. Because this was the first time the K computer was fully used for an atmospheric data assimilation study, verification of the analysis fields with different ensemble sizes was also conducted. This paper is organized as follows: Section 2 describes the experimental system, Section 3 presents the results, and Section 4 presents the summary and conclusions.
Experimental settings

The NHM-LETKF system
The local ensemble transform Kalman filter (LETKF, Hunt et al. 2007 ) is an ensemble square root filter method in which only the ensemble mean is updated by coupling numerical model outputs with observations, whereas analysis ensemble perturbations are modified by transforming the background ensemble perturbations through a transform matrix. The LETKF is characterized by the independent update of the analysis at each grid point by simultaneous assimilation of observations within a certain distance from the grid point. This leads to higher parallel efficiency attained a computational parallelizing ratio as large as 99.99 % by running 80-and 160-member LETKFs). Hence, the LETKF can potentially be expected to be suitable for supercomputers equipped with high performance parallel computing technologies, as the K computer.
Once typically applied to global models, the LETKF has recently been applied to mesoscale data assimilation studies. Miyoshi and Kunii (2012a) developed the LETKF system with the Weather Research and Forecasting (WRF) model (Skamarock et al. 2005) , and obtained promising results for the simulation of Typhoon Sinlaku in 2008 with this newly developed WRF-LETKF system. Miyoshi and Kunii (2012b) demonstrated that additional assimilation of the Atmospheric Infrared Sounder (AIRS) retrievals by the WRF-LETKF made a positive impact on tropical cyclone track forecasts. Using the WRF-LETKF, estimated the influence of the uncertainty of sea surface temperature (SST) on analyses by perturbing SST fields in data assimilation cycles. The WRF-LETKF system was also applied to the estimation of observation sensitivity on forecast fields .
After the development of the WRF-LETKF, the LETKF was implemented with the Japan Meteorological Agency (JMA) nonhydrostatic model (NHM; Saito et al. 2006 Saito et al. , 2007 Saito 2012) . The NHM-LETKF was applied to a case of heavy rainfall in Japan, and the results showed that forecasts initialized with LETKF analyses successfully captured intense rainfalls, suggesting that the system could work effectively for local severe weather events (Kunii 2014) . The NHM-LETKF is designed for research purposes and is independent of the computer platform. Moreover, the assimilation of previously quality-controlled observations can avoid the inclusion of complicated and model-dependent observation quality control processes in the system.
Implementation of the NHM-LETKF on the K
computer In this study, the NHM-LETKF was implemented on the K computer and performed with 1000 ensemble members. This ensemble size is one order of magnitude larger than those used in typical EnKF applications for atmospheric data assimilation studies. The NHM-LETKF consists essentially of two parts: ensemble forecasting and data assimilation. In ensemble forecasting, 1000 NHM integrations are required to prepare the first-guess inputs to the subsequent LETKF analysis. Because the K computer accepts a submission of a shell script with up to 128 background jobs, 9 job scripts are submitted simultaneously, each of which uses 1440 nodes with a maximum of 120 ensemble members. This technique reduces the number of submitted jobs and enhances the efficiency of the K computer.
In data assimilation, 1440 nodes are used with 5760 processes. The NHM-LETKF applies a four-dimensional LETKF (Hunt et al. 2004 ) in which observation data collected into 1-h time slots are assimilated seven times within a 6-h data assimilation window. Because the LETKF reads 1-h separated guess input files, 7000 files corresponding to a volume of approximately 1.5 TB are read in the beginning of the LETKF process. Hence, in addition to the parallel efficiency, the input/ output (IO) performance strongly depends on the total computational time.
The LETKF consists of Message Passing Interface (MPI)-parallelized Fortran90 source files. The code is compiled by using an MPI FORTRAN compiler optimized for the K computer. In the LETKF code, some subroutines related to matrix multiplication and eigenvalue decomposition algorithms call the Basic linear algebra subprograms (BLAS) routine, which dramatically raises the efficiency of the calculation compared with the original straightforward source code. Here a BLAS routine optimized for the K computer is utilized.
NHM-LETKF configurations
The NHM-LETKF configurations mostly follow Kunii (2014) , and the system is applied to the heavy rainfall event of July 2012. Sequential data assimilation cycles with a 6-h assimilation window start at 1200 UTC 5 July 2012, that is, more than 6 days before the rainfall event. The NHM consists of 241 × 193 grid points with a horizontal spacing of 15 km and 50 vertical levels, covering all of Japan (Fig.  1 ). The NHM model uses a modified Kain-Fritsch convective parameterization scheme , along with 3-ice bulk cloud microphysics (Ikawa and Saito 1991 ). The Mellor and Yamada level 3 closure model (Nakanishi and Niino 2004, 2006 ) is adopted for the turbulent scheme. Lateral boundary conditions are supplied from the JMA global forecasts with perturbations. Following Saito et al. (2012) , the lateral boundary perturbations are derived from the JMA operational 1-week ensemble prediction system (EPS). Because this EPS has just 50 ensemble members, one perturbation has to be used for perturbing lateral boundary conditions multiple times. The effectiveness of considering lateral boundary perturbations in the EnKF with the regional NWP model was validated by Kunii (2014) . The initial conditions for starting the data assimilation cycle experiments are derived from the JMA operational mesoscale analyses on randomly chosen dates.
The LETKF analyzes three-dimensional wind components (u, v, w) , temperature (T), pressure (p), water vapor mixing ratio (q v ), and water/ice microphysics variables, depending on the cloud microphysics schemes. Covariance localization parameters were 400 km in the horizontal direction, 0.4 in the log p coordinate in the vertical direction, and 3 h in time. The localization parameters correspond to the one-sigma length at which the Gaussian localization function becomes e −0.5 . Because the LETKF with a huge number of ensemble members can be expected to eliminate sampling noise, these localization parameters are set to be larger than those used in Kunii (2014) , which performed NHM-LETKF experiments with 50 ensemble members. The adaptive covariance inflation scheme (Miyoshi 2011 ) is employed so that the inflation factors are estimated adaptively at each grid point.
Results
Computational efficiency of the LETKF
Firstly, the computational efficiency of the LETKF is examined by evaluating the peak performance ratio, measured as the ratio of the real performance to the theoretical peak performance. As a result, in the application of the LETKF on the K computer, a peak performance ratio of as high as 14.7 % is achieved without special tuning. This is an encouraging result, indicating that the LETKF algorithm is quite suitable for parallel high-performance computing. The LETKF process can essentially be divided into three parts: data input, main analysis, and data output; in the application of the LETKF with 1000 ensemble members on the K computer, the parts consume about 24 %, 58 %, and 16 % of the CPU time, respectively. These results show that there is no significant difference in the ratio compared with typical applications of the NHM-LETKF. However, larger localization parameters are used in this study, probably resulting in an increase in the ratio of the main analysis part. This is because the introduction of larger localization parameters increases the number of observations used for updating each model grid point. The number of observations is related to the dimension of the matrices treated in the LETKF analysis part, so the CPU consumption ratio changes in accordance with the settings of the localization parameters. Therefore, the results imply that the CPU time consumed in the data input and output parts would be relatively increased if tighter localization were used, as is typical with small ensemble sizes. In addition, there has been an increasing need for NWP outputs with finer resolution to reduce the effects of local severe disasters. Because these circumstances raise the dependency of computational efficiency on the IO performance, in the future improving the IO performance of supercomputers will become more important.
Structure of the error covariance
The LETKF experiment with 1000 ensemble members motivates investigation of the structure of the error covariance estimated from the ensemble perturbations. The ensemble-based error covariance is responsible for the way in which observations are assimilated in the LETKF. Figure 2 shows maps of the horizontal distribution of the error correlation of the horizontal wind at the 500-hPa level after the 6-day data assimilation cycle. These simulations show that the approximate analysis increments from an observation of the horizontal wind at the center location. For comparison, an experiment with 50 ensemble members is separately carried out with the same localization parameters, and the estimated error correlation is also shown. When the error covariance is built up with 50 ensemble perturbations, it has noise patterns at distant locations (Fig. 2a) . Horizontal localization with a localization parameter of 400 km suppresses the noise patterns, while the flow dependence around the center point is conserved (Fig. 2b) . The error covariance with 1000 members shows a structure similar to that estimated by 50 ensemble members with localization (Fig. 2c) . It should be noted that this result is obtained without any localization so as to isolate the impact of the larger ensemble size. Although the error covariance structure is strongly affected by atmospheric conditions as well as model configurations, Fig. 2c indicates that the amount of 1000 ensemble members might be nearly sufficient to represent the error covariance for horizontal wind without covariance localization techniques. These results also imply that covariance localization plays an important role in eliminating spurious noise at distant locations because the localized error covariance with 50 ensemble members becomes similar to that with 1000 ensemble members, in spite of including some noise patterns. Figure 3 shows error covariance structures for the water vapor mixing ratio at the 925-hPa level. In general, the estimated error correlations have notably narrower structures for the moisture field than for the horizontal wind. This is probably because the lower level of the moisture field is strongly affected by convective activities. The apparent effectiveness of the localization scheme can be seen even for moisture fields by comparing Figs. 3a and 3b. However, spurious noise patterns with relatively large amplitudes remain even near the observation point. This may not be a localization problem, but might be due to the low dimensionality of the ensemble subspace spanned by 50 ensemble perturbations for representing the error correlation of a variable that includes high-frequency structures. In contrast to Fig. 3b , the case with 1000 ensemble members better represents the flow dependency around the center point, even for moisture variables (Fig. 3c) .
The vertical structure of the error covariance for the horizontal wind component is depicted in Fig. 4 . By comparing results without and with localization (Figs.  4a, b, respectively) , one can see that vertical localization effectively suppresses correlations at distant locations. Figure 4c shows that the error covariance built up with 1000 ensemble members represents the structures of both the vertical error correlation and the horizontal error correlation well (Fig. 4c) . Vertical correlations of the relative humidity show features similar to those of the horizontal wind (not shown).
In this study, the same horizontal and vertical localization parameters are applied to all types of observations. A comparison of the horizontal error correlations of the horizontal wind and moisture fields (Figs. 2, 3) shows that applying different localization scales between variables might be effective for treating sampling noise over various spatial scales. However, a brute application of different localization parameters may cause the system to become imbalanced. In recent studies, Zhang et al. (2009) proposed a successive covariance localization technique that uses different localization radii of influence for different groups of observations, that is, smaller localization parameters are applied for treating higher-density observations, whereas synoptic radiosonde observations are assimilated with a large localization radius of influence. They showed that the proposed scheme has a positive impact through sensitivity experiments for the case of a tropical cyclone. Miyoshi and Kondo (2013) developed a multi-scale localization approach in which analysis increments derived from the LETKF with different resolutions and localization parameters were combined. Although this scheme requires solving the LETKF analysis equations several times, they obtained promising results. These developments will contribute to the treatment of sampling noise over various spatial as well as temporal scales, which should be an important subject for future research. 
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The horizontal cross section of the error correlation of the horizontal wind without localization is shown in Fig. 5 . Here, the error correlation is estimated from different numbers of ensemble perturbations in a single experiment with 1000 ensemble members. With small ensemble sizes such as 10 and 20, large spurious noise can be seen, except near the center point. In contrast, the correlation becomes negligible at distant locations with larger ensembles. Interestingly, correlations built up with 500 and 1000 perturbations show relatively ideal correlation. This result indicates that an ensemble size of 500 would be sufficient to approximate the error covariance with ensemble perturbations, taking advantage of the atmosphere's lower dimensionality. It should be however noted that the ensemble size that can accurately approximate the true error covariance depends on the atmospheric conditions as well as the model configurations.
Verification of analysis fields
General verification measures were investigated to ascertain the sensitivity of the ensemble size in the NHM-LETKF system. Figure 6 shows the verification of 6-h forecasts relative to radiosonde observations averaged over 5 cases after a spinup of the cycle experiments. It is noted that the same localization settings are used in both experiments with 50 and 1000 ensemble members. With 1000 members, 6-h forecasts of the horizontal wind component fit better to radiosonde observations, especially in the lower and middle levels. For temperature, improvement owing to the large ensemble size is obvious in the upper levels. Because multiplicative inflation factors adaptively estimated in both experiments show similar distributions (Fig. 7) , the improvement is purely due to the difference in ensemble size. Hence, this result indicates that error covariance built up with a small ensemble size may include sampling errors even with localization, or the dimensions spanned by small ensembles may be inadequate for approximating error covariance, whereas comparable estimates are visually obtained. From the viewpoint of computational efficiency, the improvement found in the experiment with 1000 ensemble members could still be smaller than expected. However, Miyoshi and Kunii (2012a) pointed out that increasing the ensemble size improved the LETKF analysis consistently, but that increasing the ensemble size more than 27 did not show much improvement. Although this criterion depends on the experimental configuration, further improvement by increasing the number of ensemble members becomes insignificant with effective horizontal and vertical localization schemes. Therefore, an ensemble size of no more than 100 would be a reasonable choice for the current operational use of the EnKF.
Summary and conclusion
In this study, the NHM-LETKF was implemented on the K computer, a flagship supercomputer with high parallel efficiency. After the performance of the LETKF on the K computer was investigated, estimation of the influence of sampling noise on background error covariance with a very large ensemble size of 1000 was studied. The LETKF achieved a peak performance ratio of 14.7 % without special tuning, indicating that the LETKF algorithm was strongly preferable to parallel high-performance computing. Experiments with 1000 ensemble members were performed so as to estimate the sampling error introduced into the background error covariance. With a larger ensemble size, the sampling error was eliminated as expected. A comparison of the localized error covariance built up with a small ensemble size suggested that the covariance localization scheme efficiently eliminated spurious noise at distant locations. Moreover, the results implied that different localization scales might be effective for treating sampling noise over various spatial scales. However, it should be noted that the brute introduction of various localization scales might cause the system to become imbalanced. Development of multi-scale data assimilation should be an important subject for future research. As for covariance inflation, adaptively estimated multiplicative inflation factors with 1000 ensemble members showed distributions similar to those estimated in typical applications, suggesting that covariance inflation was still required even with large ensemble members. The results of this study are suggestive for prospective data assimilation studies and design of high-performance parallel supercomputers. In spite of future advances in computer technology, it will likely still be challenging to conduct an EnKF experiment with a huge ensemble size. This is because spending more CPU time for increasing the resolution of NWP models would be more efficient and effective for producing accurate local weather predictions in a timely manner than assigning larger ensemble members in EnKFs. Probabilistic information based on ensemble forecasting will also be an optimal choice for minimizing the effects of natural disasters. Therefore, covariance localization will still be one of the key issues in EnKFs. The experimental results obtained here will be useful as a reference for future research on covariance localization schemes, which would facilitate high-resolution EnKF experiments with small ensemble sizes.
In addition to the CPU power, excellent IO performance is also essential for higher-resolution data assimilation to handle not only model outputs but also high-density observations. Recently, satellite and remote sensing techniques have been making remarkable advances. For instance, the Meteorological Satellite Center of the JMA has tested rapid scan observations by MTSAT-1R, which allow scanning data over Japan to be available every 5 min. In addition, the National Institute of Information and Communications Technology and Osaka University have succeeded in developing phased array weather radar. Without a volume scan at multiple elevation angles, the radar can directly observe three-dimensional information and therefore has the potential to capture the fine structures of wind and rainfall. Although the computational cost for treating the huge data volumes of these advanced observations may increase explosively, these data can make significant contributions to local weather prediction through data assimilation. For the efficient execution of data assimilation with a high-resolution NWP model and high-density observational data, IO performance will become one of the primary benchmarks for supercomputers in the future.
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