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The D0L sequence equivalence problem consists of deciding, given two morphisms
g : X∗ → X∗ , h : X∗ → X∗ and a word w ∈ X∗, whether or not gi(w) = hi(w) for all i 0.
We show that in case of primitive morphisms, to decide the D0L sequence equivalence
problem, it suﬃces to consider the terms of the sequences with i < 7n3
√
n logn, where n
is the cardinality of X . A smaller bound is obtained for primitive looping morphisms.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let X be a ﬁnite alphabet, let g : X∗ −→ X∗ and h : X∗ −→ X∗ be morphisms and let w ∈ X∗ be a word. The problem of
deciding whether or not
gi(w) = hi(w) (1)
for all i  0 is known as the D0L sequence equivalence problem. This problem has a unique position in language theory
as the ﬁrst deep decision problem concerning free monoid morphisms and their iterations. Having been a celebrated open
problem for many years it was solved by Culik II and Fris [3]. Later Ehrenfeucht and Rozenberg [5] gave a new solution
based on a very effective use of elementary morphisms. Culik II and Karhumäki [4] showed that Makanin’s algorithm and
the noneffective existence of a ﬁnite test set for any language imply the decidability of the D0L sequence equivalence
problem. Ruohonen [16] and Honkala [8] have explained how the required computations can be carried out without using
Makanin’s algorithm.
A very basic question concerning the iteration of free monoid morphisms is to ﬁnd a bound B computable from X, g,h
and w such that (1) holds for all i  0 if and only if (1) holds for i = 0,1, . . . , B . Ehrenfeucht and Rozenberg [7] and
Ruohonen [17,18] give such bounds. These bounds are very large and depend heavily upon the properties of g and h.
During the 70’s it was conjectured that one can always choose B = 2n where n is the number of letters in X . This so-called
2n-conjecture was proved by Karhumäki [12] for binary alphabets but all other cases remain open. In fact, no bound is
known for the general case of the D0L equivalence problem which depends only on the cardinality of the alphabet. For
some special cases see [9–11].
In this paper we consider primitive morphisms and primitive D0L systems. By deﬁnition a morphism g : X∗ −→ X∗ is
primitive if there exists a positive integer k such that for all x, y ∈ X , y occurs in gk(x). A D0L system G = (X, g,w) is called
primitive if g is a primitive morphism. The primitive D0L systems form a very natural class of D0L systems.
Let now G = (X, g,w) and H = (X,h,w) be primitive D0L systems. We will show that to decide the sequence equiv-
alence of G and H it suﬃces to consider the words gi(w) and hi(w) and their factors gi(x) (x ∈ X ) for i < 7n3√n logn,
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the size of the alphabet.
In the proof of our result we will use the bound obtained in [11] for smooth and loop-free morphisms. We recall brieﬂy
the deﬁnitions of smooth and loop-free morphisms. Let again X be an alphabet with n letters and let g : X∗ −→ X∗ be a
morphism. Then g is called smooth if
∣∣gn(x)
∣∣
∣∣g(y)
∣∣
whenever x, y ∈ X , and g is called loop-free if there do not exist a positive integer k and a letter x ∈ X such that the
iteration of gk on x produces a periodic inﬁnite word. Because primitive morphisms turn out to be smooth we obtain our
bound easily for primitive, loop-free morphisms. However, for looping morphisms none of the known algorithms works fast
enough. For these morphisms we give a new algorithm. One of the diﬃculties is to show that if the initial terms of two
D0L sequences coincide and one of the systems is looping then necessarily also the other is looping. For primitive looping
morphisms we obtain a bound which is smaller than our bound for general primitive morphisms.
We assume that the reader is familiar with the basics concerning free monoid morphisms and D0L systems (see [14,15]).
2. Deﬁnitions
We use standard language-theoretic notation and terminology. In particular, the length of a word w is denoted by |w|. If
w is a nonempty word, ﬁrst(w) and last(w) are the ﬁrst and the last letter of w , respectively.
If u, v ∈ X∗ are words, then v is a factor of u if there exist words v1, v2 ∈ X∗ such that u = v1vv2. Similarly, if v ∈ X∗ is
a word and u ∈ Xω is an inﬁnite word, then v is a factor of u if there exist a word v1 ∈ X∗ and an inﬁnite word v2 ∈ Xω
such that u = v1vv2. If u is a ﬁnite word or an inﬁnite word, F (u) is the set of all factors of u.
A nonempty word u is called primitive if there does not exist a word v such that |v| < |u| and u ∈ v∗ . Words u and v
are called conjugates if there exist words w1 and w2 such that u = w1w2 and v = w2w1. If u is a primitive word, it has
|u| different conjugates.
If u ∈ X∗ is a nonempty word, then uω is the inﬁnite word uuu . . . .
A D0L system is a triple G = (X, g,w), where X is a ﬁnite alphabet, g : X∗ −→ X∗ is a morphism and w ∈ X∗ is a word.
The sequence S(G) generated by G consists of the words
w, g(w), g2(w), g3(w), . . . .
The set L(G) = {gn(w) | n 0} is called the language of G . A D0L system G = (X, g,w) is called reduced if there is no proper
subset Y of X such that L(G) ⊆ Y ∗ . In the sequel it is tacitly assumed that all D0L systems under consideration are reduced.
Two D0L systems G and H are called sequence equivalent if S(G) = S(H). In other words, the D0L systems G = (X, g,u)
and H = (X,h, v) are sequence equivalent if
gi(u) = hi(v) for all i  0.
Let g : X∗ −→ X∗ be a morphism and let w ∈ X∗ be a word. If w is a preﬁx of g(w), then gi(w) is a preﬁx of gi+1(w)
for all i  0. If, furthermore,
lim
i→∞
∣∣gi(w)
∣∣= ∞,
then we denote
gω(w) = lim
i→∞ g
i(w).
Hence, gω(w) is the unique inﬁnite word which has the preﬁx gi(w) for all i  0.
Suppose g : X∗ −→ X∗ is a morphism. Then g is called primitive if there exists a positive integer k such that for all
x, y ∈ X , y occurs in gk(x). If the alphabet X contains at least two letters, primitive morphisms are growing morphisms. In
general, a morphism g : X∗ −→ X∗ is called growing if for every x ∈ X we have
lim
i→∞
∣∣gi(x)
∣∣= ∞.
Now let X be an alphabet having n letters. Then a morphism g : X∗ −→ X∗ is called smooth (or smoothly growing) if
∣∣gn(x)
∣∣
∣∣g(y)
∣∣
for all x, y ∈ X .
Next we deﬁne loop-free morphisms. Let g : X∗ −→ X∗ be a morphism. Then we say that g is looping if there exist a
positive integer k, a letter x ∈ X and a nonempty word u such that (gk)ω(x) exists and
(
gk
)ω
(x) = uω.
If g is not looping, we say that g is loop-free.
A D0L system G = (X, g,w) is called primitive (resp. looping, loop-free) if g is primitive (resp. looping, loop-free).
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Given two morphisms g : X∗ −→ X∗ and h : X∗ −→ X∗ deﬁne the mapping β : X∗ −→ Z by
β(u) = ∣∣g(u)∣∣− ∣∣h(u)∣∣, u ∈ X∗,
and deﬁne the integer Mg by
Mg = max
{∣∣g(x)
∣∣ ∣∣ x ∈ X}.
The following theorem is from [11]. (In [11] the case of a binary alphabet is excluded because then a more precise result
holds, see [12].)
Theorem 1. Let X be an alphabet having n 2 letters and let G = (X, g,w) and H = (X,h,w) be D0L systems. Assume that g and h
are smooth and loop-free. Then
S(G) = S(H)
if and only if for all i ∈N such that i < 7n3√n logn we have
gi(w) = hi(w)
and
max
x∈X
∣∣β
(
gi(x)
)∣∣ Mn(2n−1)g exp
(
n2(1+√6n logn )).
We show next that primitiveness implies smoothness.
Lemma 2. Let g : X∗ −→ X∗ be a morphism. If g is primitive, then g is smooth.
Proof. Assume that X has n letters. Let x, y ∈ X . Because g is primitive, there is a nonnegative integer k such that
y ∈ F (gk(x)).
By Theorem I.1.1 in [14] we may assume that k n − 1. Hence
∣∣gn(x)
∣∣
∣∣ggk(x)
∣∣
∣∣g(y)
∣∣. 
By Lemma 2 we get the following corollary of Theorem 1.
Theorem 3. Let X be an alphabet having n 2 letters and let G = (X, g,w) and H = (X,h,w) be D0L systems. Assume that g and h
are primitive and loop-free. Then
S(G) = S(H)
if and only if for all i ∈N such that i < 7n3√n logn we have
gi(w) = hi(w)
and
max
x∈X
∣∣β
(
gi(x)
)∣∣ Mn(2n−1)g exp
(
n2(1+√6n logn )).
4. The sequence equivalence problem for primitive looping D0L systems
4.1. Preliminaries
In this subsection we show that if the iteration of a primitive morphism g produces a periodic inﬁnite word uω , then
the length of u is short with respect to g . In the proof we will use elementary morphisms.
By deﬁnition, a morphism g : X∗ → Y ∗ is simpliﬁable if there is an alphabet Z having fewer letters than X and morphisms
g1 : X∗ → Z∗ and g2 : Z∗ → Y ∗ such that g = g2g1. If g is not simpliﬁable, it is called elementary. Elementary morphisms
are injective on ﬁnite and on inﬁnite words. For this and other properties of elementary morphisms we refer to [14].
We now recall some basic properties of inﬁnite D0L words.
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(
gs
)ω
(x) = uω,
where u ∈ X∗ is a primitive word. Then
(i) gs(u) ∈ u∗ ,
(ii) each letter of X occurs in u,
(iii) there is a conjugate v of u such that g(u) ∈ v∗ .
Proof. By assumption gs(uω) = uω . Hence (gs(u))ω = uω which implies (i). Because g is primitive, there is a positive
integer k such that each letter of X occurs in gsk(x). Hence each letter of X occurs in uω which implies (ii).
Next, deﬁne y = ﬁrst(g(x)). Let i be a positive integer. Then the word gsi+1(x) is a preﬁx of g(u)ω . On the other hand,
gsi+1(x) has preﬁx gsi(y), which is a factor of uω . Hence (iii) follows by applying the theorem of Fine and Wilf (see
e.g. [15]). 
The next lemma is essentially due to [13].
Lemma 5. Let g : X∗ −→ X∗ be a growing elementary morphism. Assume that x ∈ X, s is a positive integer and
(
gs
)ω
(x) = uω,
where u ∈ X∗ is a primitive word. If x1, x2, x3 ∈ X and
x1x2, x1x3 ∈ F
(
uω
)
,
then
x2 = x3.
Proof. Assume that
w1x1x2w2 = w3x1x3w4 = uω,
where w1,w3 ∈ X∗ and w2,w4 are inﬁnite words over X . Choose an integer i such that
∣∣gsi(x1)
∣∣ |u|.
Then
gsi(x1x2w2) = gsi(x1x3w4)
because both of these words are inﬁnite suﬃxes of uω which have a common preﬁx of length |u|. Because g is elementary,
g and gsi are injective on inﬁnite words. Hence
x1x2w2 = x1x3w4
and
x2 = x3. 
The following three lemmas state in a precise way the fact that in the situation of Lemma 4 the length of u is short with
respect to g .
Lemma 6. Let X be an alphabet having n letters and let g : X∗ −→ X∗ be a primitive elementary morphism. Assume that x ∈ X, s is a
positive integer and
(
gs
)ω
(x) = uω,
where u ∈ X∗ is a primitive word. Then there is a letter y ∈ X such that u is a factor of gn(y).
Proof. The claim is trivial if n = 1. Assume that n 2. Let
(
gs
)ω
(x) = x1x2x3 . . . ,
where xi ∈ X for i  1. Let p be the smallest positive integer such that xp+1 = x1. By Lemma 5 we have
(
gs
)ω
(x) = (x1 . . . xp)ω.
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letter of X twice. (Otherwise, by Lemma 5, the word uω would contain only one occurrence of x1.) Because u contains each
letter of X by Lemma 4 we have p = n.
Now Lemma 4 implies that there is an integer q 2 and a word w of length n containing the letters of X in some order
such that g(u) = wq . Hence |gn(u)| = nqn . This implies that there is a letter y ∈ X such that
∣∣gn(y)
∣∣ 2n = 2|u|.
The claim follows because gn(y) ∈ F (uω). 
Lemma 7. Let X be an alphabet having n letters and let g : X∗ −→ X∗ be a primitive morphism. Assume that x ∈ X, s is a positive
integer and
(
gs
)ω
(x) = uω,
where u ∈ X∗ is a primitive word. Then there is a letter y ∈ X such that u is a factor of gn(y).
Proof. We prove the claim by induction on n. If n = 1, the claim is trivial. Assume that n 2. The claim follows by Lemma 6
if g is elementary. Otherwise there exist an alphabet Z having less than n letters and morphisms f : X∗ −→ Z∗ , h : Z∗ −→
X∗ such that g = hf and h is elementary. Without loss of generality we assume that each letter of Z occurs in f (X).
Deﬁne w = ( f h)s−1 f (x). Because f h is a growing morphism and w is a preﬁx of ( f h)s(w), the inﬁnite word (( f h)s)ω(w)
exists. Further, we have
h
((
( f h)s
)ω
(w)
) = (gs)ω(x), (( f h)s)ω(w) = f (hf )s−1((gs)ω(x)).
Let z0 be the ﬁrst letter of w and let v be a primitive word such that
(
f (hf )s−1(u)
)ω = vω.
Then
(
( f h)s
)ω
(z0) =
(
( f h)s
)ω
(w) = f (hf )s−1((gs)ω(x)) = ( f (hf )s−1(u))ω = vω.
Because, additionally, f h is a primitive morphism, the inductive assumption implies the existence of a letter z ∈ Z such that
v is a factor of ( f h)n−1(z).
Next, choose a letter y ∈ X such that z occurs in f (y). Then v is a factor of ( f h)n−1( f (y)). Hence h(v) is a factor
of gn(y). Because
(
h(v)
)ω = uω,
the word h(v) is a positive power of u. Consequently, u is a factor of gn(y). 
Lemma 8. Let X be an alphabet having n letters and let g : X∗ −→ X∗ be a primitive morphism. Assume that x ∈ X, s is a positive
integer and
(
gs
)ω
(x) = uω,
where u ∈ X∗ is a primitive word. Then
∣∣g2n(z)
∣∣ 2|u|
for all z ∈ X.
Proof. By Lemma 7 there is a letter y ∈ X such that u is a factor of gn(y). Assume that z ∈ X . Then there is an integer i,
0 i < n, such that y is a factor of gi(z). Hence u is a factor of gn+i(z). This implies the claim by Lemma 4. 
4.2. A special case
In this subsection we will give an algorithm for the sequence equivalence problem of primitive looping D0L systems in a
special case. We will show that if g and h satisfy the conditions described in the next paragraph, then in order to solve the
D0L sequence equivalence problem it suﬃces to consider the n2 + 2n ﬁrst terms of the sequences where n is the size of the
alphabet. In the next subsection we will consider the general case. There the main idea is to replace the morphisms g and
h by some powers of g and h which satisfy the conditions of the special case.
Let X be an alphabet having n  2 letters. In this subsection we assume that g : X∗ −→ X∗ and h : X∗ −→ X∗ are
primitive morphisms. We also assume that u is a nonempty primitive word and s 2 is an integer such that
g(u) = h(u) = us
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∣∣g(x)
∣∣ 2|u|, ∣∣h(x)∣∣ 2|u|
for all x ∈ X .
By Lemma 4, these assumptions imply that all letters of X occur in u. Consequently, if x ∈ X , then
gi(x) ∈ F (uω)
for all i  0.
In this subsection we assume that f : X∗ −→ X∗ is an arbitrary morphism such that
f (u) ∈ u∗
and
∣∣ f (x)
∣∣ 2|u|
for all x ∈ X .
Next, a word w ∈ X∗ is called special if |w| = 2 and w /∈ F (u2). If x ∈ X and i  0, no factor of f i(x) is special.
Lemma 9. If w ∈ X∗ does not have a special factor, then
f (w) ∈ F (uω).
Proof. Assume that w does not have a special factor. The claim holds if w = ε or w ∈ X . Assume inductively that w = w1ab,
where w1 ∈ X∗ , a,b ∈ X and f (w1a) ∈ F (uω). Let
f (w1a) = u1uiu2, f (b) = u3u ju4,
where the words u1 and u3 are proper suﬃxes of u, the words u2,u4 are proper preﬁxes of u and i, j  1. Then
f (a) = u5uku2,
where u5 is a proper suﬃx of u and k 1. Hence
f (ab) = u5uku2u3u ju4.
Because ab ∈ F (uω), we have f (ab) ∈ F (uω). This implies that
u2u3 ∈ u∗.
Therefore
f (w1ab) = u1uiu2u3u ju4 ∈ F
(
uω
)
. 
Lemma 10. Let
w1 = v1a1b1v2a2b2 . . . vαaαbαvα+1,
w2 = v1a1b1v2a2b2 . . . vαaαbαvα+1,
where aibi , i = 1, . . . ,α, are special factors of w1 and aibi , i = 1, . . . ,α, are special factors of w2 and neither w1 nor w2 has other
special factors. If f (w1) = w2 , then
f (v1a1) = v1a1,
f (bi vi+1ai+1) = bi vi+1ai+1,
f (bαvα+1) = bαvα+1,
for i = 1, . . . ,α − 1.
Proof. Assume that f (w1) = w2. By Lemma 9 we have
f (v1a1), f (bi vi+1ai+1), f (bαvα+1) ∈ F
(
uω
)
for i = 1, . . . ,α − 1. Hence none of these words has a special factor. Because f (w1) has α special factors, the words
last
(
f (v1a1)
)
ﬁrst
(
f (b1v2a2)
)
,
last
(
f (bi vi+1ai+1)
)
ﬁrst
(
f (bi+1vi+2ai+2)
)
,
last
(
f (bα−1vαaα)
)
ﬁrst
(
f (bαvα+1)
)
,
for i = 1, . . . ,α − 2, in this order, must equal the special factors a1b1, . . . ,aαbα of w2. This implies the claim. 
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yi = last
(
f i(y)
)
, zi = ﬁrst
(
f i(z)
)
for i  0. If yqzq is not special, then yi zi is special for no i  q. If yqzq is special, then yi zi is special for all i  0.
Proof. Consider the sequence ((yi, zi))i0. First, there exist integers α and β , 0 α < β  q such that (yα, zα) = (yβ, zβ).
Second, if (yα, zα) = (yβ, zβ), then (yα+γ , zα+γ ) = (yβ+γ , zβ+γ ) for all γ  0. As a consequence of these properties we see
that all terms of the sequence ((yi, zi))i0 are among the terms (yi, zi) for 0 i < q.
Assume now that y j z j is not special where j  0. Then f i− j(y j z j) ∈ F (uω) for all i  j which implies that yi zi is special
for no i  j. In particular, if yqzq is not special, then yi zi is special for no i  q. If, on the other hand, yqzq is special, then
yi zi is special for 0 i < q and, hence, for all i  0. 
Lemma 12. Suppose w is a nonempty word and g(w) ∈ F (uω). If
gi(w) = hi(w) for i = 0,1, . . . ,2n − 1
then
gi(w) = hi(w) for all i  0.
Proof. Assume that gi(w) = hi(w) for i = 0,1, . . . ,2n − 1. Then
∣∣gi(w)
∣∣= ∣∣hi(w)∣∣
for all i  0 (see [14, Theorem I.3.3]). Because g(w) = h(w) ∈ F (uω) we have
gi(w) ∈ F (uω) and hi(w) ∈ F (uω)
for all i  1. Finally,
ﬁrst
(
gi(w)
)= ﬁrst(hi(w))
for all i  0. Hence, for all i  1, the words gi(w) and hi(w) are factors of uω , have equal lengths and a common preﬁx of
length |u|. This implies the claim. 
Now we are in a position to prove the main result of this subsection.
Lemma 13. Let w ∈ X∗ . If
gi(w) = hi(w) for i = 0,1, . . . ,n2 + 2n − 1
then
gi(w) = hi(w) for all i  0.
Proof. Assume that gi(w) = hi(w) for i = 0,1, . . . ,n2 + 2n− 1. Let w = x0x1 . . . xγ , where x0, . . . , xγ ∈ X . Then for i  0 the
special factors of gi(w) are among the words
last
(
gi(xα)
)
ﬁrst
(
gi(xα+1)
)
for α = 0,1, . . . , γ − 1. Let q = n2 and let r be the number of special factors of gq(w). Then Lemma 11 implies that gi(w)
has exactly r special factors for all i  q. Hence, if i  q, we can write
gi(w) = vi1ai1bi1vi2ai2bi2 . . . virairbir vi,r+1,
where vi1, . . . , vi,r+1 ∈ X∗ , the words ai1bi1, . . . ,airbir are special factors of gi(w) and gi(w) does not have other special
factors.
Next, ﬁx an integer i, 1 i  2n − 1, and deﬁne
w1 = gq(w) = hq(w) and w2 = gq+i(w) = hq+i(w).
Then, apply Lemma 10 for f = gi to obtain
gi(vq1aq1) = vq+i,1aq+i,1,
gi(bqβ vq,β+1aq,β+1) = bq+i,β vq+i,β+1aq+i,β+1,
gi(bqr vq,r+1) = bq+i,r vq+i,r+1,
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hi(vq1aq1) = vq+i,1aq+i,1,
hi(bqβ vq,β+1aq,β+1) = bq+i,β vq+i,β+1aq+i,β+1,
hi(bqr vq,r+1) = bq+i,r vq+i,r+1
for β = 1, . . . , r − 1. Hence we have
gi(vq1aq1) = hi(vq1aq1), (2)
gi(bqβ vq,β+1aq,β+1) = hi(bqβ vq,β+1aq,β+1), (3)
gi(bqr vq,r+1) = hi(bqr vq,r+1) (4)
for i = 0,1, . . . ,2n − 1 and β = 1, . . . , r − 1. Because none of the words vq1aq1, bqβ vq,β+1aq,β+1 and bqr vq,r+1 has a special
factor, Lemmas 9 and 12 imply that (2)–(4) hold for all i  0. This implies the claim. 
4.3. The general case
In this subsection we ﬁnish the presentation of our algorithm for the sequence equivalence problem of primitive looping
D0L systems.
Theorem 14. Let X be an alphabet having n 2 letters, let g : X∗ −→ X∗ and h : X∗ −→ X∗ be primitive morphisms and let w ∈ X∗
be a nonempty word. Assume that g is looping. If
gi(w) = hi(w) for i = 0,1, . . . ,3n3 + 6n2 − 1 (5)
then
gi(w) = hi(w) for all i  0. (6)
Proof. Because g is looping, there exist a positive integer s, a letter z ∈ X and a primitive word v such that
(
gs
)ω
(z) = vω.
By Lemma 4 each letter of X occurs in v and gs(v) ∈ v∗ .
Next, let y = ﬁrst(w). Choose integers p and q, 0 p < q n, such that
ﬁrst
(
gp(y)
)= ﬁrst(gq(y)).
Let k = q− p and let x be the ﬁrst letter of gp(y). Then x is the ﬁrst letter of gk(x). Hence (gk)ω(x) exists. Because x ∈ F (v)
and gs(v) ∈ v∗ , we have
(
gk
)si
(x) = (gs)ki(x) ∈ F (vω)
for all i  0. This implies that there exists a conjugate u of v such that
(
gk
)ω
(x) = uω.
Hence gk(u) = ut for some t  2.
Assume now that (5) holds. Then
gkgi(w) = hkgi(w)
for i = 0,1, . . . ,3n3 + 6n2 − 1− k. Hence
∣∣gk gi(w)
∣∣= ∣∣hkgi(w)∣∣ (7)
for all i  0 (see e.g. [14, Theorems I.3.3 and III.4.1]). Because gki(z) ∈ F (uω) for all i  0 and z ∈ X , we have
gki(w) ∈ (Fu∗)|w|F
for all i  0, where F is the set of all words of X∗ having length at most 2|u| − 2. Hence (7) implies that
∣∣gk(u)
∣∣= ∣∣hk(u)∣∣. (8)
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hk(g2nk+p(w)). Thus (8) implies that
gk(u) = hk(u).
Next, let r be the least positive integer such that kr  2n. Hence kr  3n. Now gkr and hkr are primitive morphisms and
gkr(u) = hkr(u) = utr .
By Lemma 8 we have
∣∣gkr(z)
∣∣ 2|u| and ∣∣hkr(z)∣∣ 2|u|
for all z ∈ X . Consequently the morphisms gkr and hkr satisfy the assumptions of the previous subsection. Now (6) follows
easily by Lemma 13. Indeed, by (5) we have
(
gkr
)i
g j(w) = (hkr)i g j(w) (9)
for i = 0,1, . . . ,n2 + 2n − 1 and j = 0,1, . . . ,kr − 1. Hence Lemma 13 implies that (9) holds for all i  0 and j = 0,1, . . . ,
kr − 1. Hence (6) holds. 
5. The sequence equivalence problem for primitive D0L systems
We ﬁrst recall certain balance properties of sequence equivalent D0L systems. Given two morphisms g : X∗ −→ X∗ and
h : X∗ −→ X∗ we again deﬁne the mapping β : X∗ −→ Z by
β(u) = ∣∣g(u)∣∣− ∣∣h(u)∣∣
for u ∈ X∗ . Then deﬁne
BAL(g,h, X) = max{∣∣β(gi(x))∣∣ ∣∣ x ∈ X, i  0}.
Hence BAL(g,h, X) is a nonnegative integer or ∞. For a simple method to decide whether or not BAL(g,h, X) < ∞ see [10].
The following lemma gives a basic property of BAL(g,h, X). Its proof uses heavily results and observations from [1,6,2].
Lemma 15. Let X be an alphabet having n  2 letters and let G = (X, g,w) and H = (X,h,w) be primitive D0L systems. If S(G) =
S(H), then
BAL(g,h, X) Mn(2n−1)g exp
(
n2(1+√6n logn )).
Proof. By Lemma 2 g and h are smooth. Hence the claim follows by [11, Lemma 14]. 
Now we are ready for the main result.
Theorem 16. Let X be an alphabet having n 2 letters and let G = (X, g,w) and H = (X,h,w) be D0L systems. Assume that g and
h are primitive. Then
S(G) = S(H) (10)
if and only if for all i ∈N such that i < 7n3√n logn we have
gi(w) = hi(w) (11)
and
max
x∈X
∣∣β
(
gi(x)
)∣∣ Mn(2n−1)g exp
(
n2(1+√6n logn )). (12)
Proof. Assume ﬁrst that S(G) = S(H). Then (11) holds for all i  0. By Lemma 15 also (12) holds for all i  0.
Assume then that (11) and (12) hold for all i such that i < 7n3
√
n logn. If g and h are loop-free, (10) follows by Theo-
rem 3. If g or h is looping, (10) follows by Theorem 14. 
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