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We introduce a microwave bolometer aimed at high-quantum-efficiency detection of wave packet energy
within the framework of circuit quantum electrodynamics, the ultimate goal being single microwave photon
detection. We measure the differential thermal conductance between the detector and its heat bath, obtaining
values as low as 5 fW/K at 50 mK. This is one tenth of the thermal conductance quantum and corresponds to a
theoretical lower bound on noise-equivalent-power of order 10−20 W/
√
Hz at 50 mK. By measuring the differ-
ential thermal conductance of the same bolometer design in substantially different environments and materials,
we determine that electron–photon coupling dominates the thermalization of our nanobolometer.
I. INTRODUCTION
Reaching noise-equivalent-power (NEP) of 10−20 W/
√
Hz
in radiation sensors is an important goal for space-based tele-
scopy because it allows cosmic background radiation limited
spectroscopy in the THz regime.1,2 What intrigues us however,
is that such low noise levels would also enable direct measure-
ment of wave packet energy in circuit quantum electrodynam-
ics (cQED).3,4 For example, NEP of 10−21 W/
√
Hz allows
resolving an individual 10 GHz microwave photon emitted
from a qubit or resonator with energy relaxation time of 10 µs.
Even a more modest NEP of 10−18 W/
√
Hz enables on-chip
phase-insensitive energy measurements of multi-photon wave
packets, such as dispersive qubit measurement pulses.3,5 Since
the energy of a wave packet and the voltage produced by it
correspond to non-commuting quantum-mechanical observ-
ables, such single-shot energy measurements are fundamen-
tally limited in precision when using traditional microwave
amplifiers which amplify voltage.6 The difference between
these measurement schemes is crucial in single-shot measure-
ments of non-classical pulses containing a definite amount of
energy, such as in the Hong-Ou-Mandel effect or in linear op-
tics quantum computation.7,8 Although the Hong-Ou-Mandel
effect can be verified by ensemble averaging traditional volt-
age measurements,9,10 that approach is not scalable to more
complex experiments that require feedback conditioned on en-
ergy measurements. In addition to low NEP, such feedback
experiments require high bandwidth as well as absorption and
detection of nearly all of the incident microwave radiation,
i.e., high quantum efficiency. On the other hand, bolometry
in cQED does not require a broad dynamic range or antenna
coupling to off-chip radiation sources.
Transition edge sensors1,11–15 (TES) and kinetic induc-
tance detectors16–18 are the most mature low-temperature
bolometer technologies. Use of other superconductor weak
links,19–22 semiconductor nanostructures,23–25 graphene,26–29
carbon nanotubes,30 and quantum capacitance31–33 has also
been experimentally explored. State-of-the-art nanoscale
TESs,12 semiconducting detectors,25 and quantum capaci-
tance detectors33 have reached phenomenal NEP at THz
frequencies but their quantum efficiency relies on high-
energy input photons compared to a device-specific en-
ergy scale, e.g., the minimum energy for breaking Cooper
pairs in a quantum capacitance detector or the energy above
which the TES impedance is well approximated by its
normal-state resistance.34 Furthermore, TESs and semicon-
ducting detectors are typically read out using low-bandwidth
amplifiers.11,12,25 Our hot-electron35 nanobolometer addresses
the low-frequency impedance matching issue by including a
nanoscale resistive absorber element that is thermally strongly
coupled to the thermometer element, but in a configuration
that allows independent electrical design and operation of the
two elements. This allows absorbing all incoming radiation
down to arbitrarily low frequency by matching the resistance
of the absorber element to the characteristic impedance of the
input transmission line, typically 50 Ω in cQED. The ther-
mometer element on the other hand is mostly reactive, en-
abling the use of a fast rf-coupled readout technique similar
to quantum capacitance detectors. Probing changes in a re-
active rather than a resistive thermometer allows the use of a
larger readout power for a given maximum tolerable level of
measurement-induced heating. This is important for minimiz-
ing the effect of noise added by the rest of the amplification
and digitization circuitry and hence for approaching the theo-
retical limits on NEP. We also note that our detector demon-
strates experimentally the temperature to inductance transduc-
tion mechanism proposed in the so called Josephson proxim-
ity sensor.36,37
We report on measurements of thermal conductance be-
tween our nanobolometer and its heat bath. This is an im-
portant first step toward demonstrating feasibility of our de-
sign since thermal conductance G is an essential parameter
in determining the magnitude of thermal energy fluctuations
between the bolometer and its heat bath. These fluctuations
set a lower bound on NEP because temperature measure-
ments cannot distinguish them from variations in input sig-
nal power.38–40 Generally, fluctuations of order
√
(GT )(kBT )
arise from shot noise intrinsic to any Poisson process that
transports an average power GT in packets of typical size
kBT , but the exact expression depends on details of the ther-
malization and thermoelectric feedback mechanisms.38 We
find that for our rf coupled sensors the differential thermal
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2conductance is 5 fW/K at 50 mK. This implies that the theo-
retical lower bound on NEP set by thermal energy fluctuations
is of order 10−20 W/
√
Hz. We note that similar thermal con-
ductances have been previously achieved in suspended TESs13
and even lower values in a hot-electron TES,11 but without
impedance matching at microwave input frequencies and with
substantially lower readout bandwidth.
By measuring the same bolometer design in different
electromagnetic environments and by using different ma-
terials, we find that the dominant heat link between our
sensor and the environment is the electron–photon thermal
conductance. Like other single-mode conduction channels,
the electron–photon conductance is bound from above by
the universal quantum of thermal conductance41–45 GQ =
pi2k2bT/3h, which is reached when the detector and en-
vironment impedances are matched at thermal excitation
frequencies.46 By engineering the electromagnetic environ-
ment in the vicinity of the sensor, we reduce the total differ-
ential thermal conductance to one tenth of GQ at 50 mK, i.e.,
5 fW/K. This value is likely dominated by parasitic electro-
magnetic coupling to the environment.
II. PRINCIPLE OF OPERATION
The central component of our nanobolometer is a diffu-
sive normal-metal nanowire contacted by three superconduc-
tor leads, which together form two diffusive superconductor–
normal-metal–superconductor (SNS) junctions with a total
normal-metal volume of order (100 nm)3 [see Fig. 1(b) and
Table I]. We fabricated all nanowires with electron beam
lithography using shadow angle evaporation of AuxPd1−x as
normal metal and Al or Nb as superconductor on oxidized sil-
icon substrates. We estimate x ≈ 0.75 based on evaporation
parameters and known alloy stabilities.47 Electrical measure-
ments were performed in a cryostat with base temperature of
10 mK. At a bath temperature of 100 mK, the long junction is
an ohmic resistor RN,long in all samples, while the short junc-
tion supports a non-dissipative supercurrent with clear switch-
ing and retrapping at currents of order 100 nA. Even at 10
mK, the long junction shows a mere reduced resistance at the
smallest currents (< 10 nA) but no switching. This allows us
to neglect the reactive component of the long junction admit-
tance.
Samples A, B, C, and N were dc coupled and measured
using sub-kHz frequencies [dc mode, Fig. 1(c)], while Sam-
ples R and F were capacitively coupled and measured at mi-
crowave frequencies [rf mode, Fig. 1(d)]. Shunting lead G
[Fig. 1(b)] to ground through a small resistance in dc mode
and by a large capacitor (C1) in rf mode prevents electrical
cross-talk between the long and short junctions during de-
vice operation, but does not prevent thermalization48,49 be-
tween the junctions on relevant timescales. Therefore, a sin-
gle temperature Te accurately describes the electronic sys-
tem of the entire normal-metal nanowire. In all samples,
the long junction heats the electron gas (Plocal) while the
short junction transduces Te into an electrical signal. In dc
mode, a fixed current bias heats the electrons with Plocal =
FIG. 1. (Color online) (a) Thermal model of the electron system
at temperature Te coupled to a bath at Tb through photonic (Gν ),
quasiparticle (Gqp), and phononic (Gp) thermal conductances that
comprise the total conductance (Ge−b). Here, Gx quantifies cou-
pling to a parasitic bath (Tx), Plocal is local heating power, andA(Te)
is a temperature-dependent observable. (b) Micrograph of Sample
A. The normal-metal nanowire is contacted by three superconduc-
tor leads: heater (H), ground (G) and temperature probe (P). The
white arrow indicates an unintentional galvanic contact present only
in Sample A. (c) Simplified electrical schematic for measurement of
the temperature-dependent sensor impedance Z(Te) in Samples A,
B, C, and N (dc mode). (d) Same as (c) but for Samples R and F (rf
mode).
I2longRN,long, while the current at which the short junction
switches from the superconducting state to the normal state in-
dicates electron temperature, a technique known as proximity-
effect thermometry.50–52 In rf mode, a transmission line deliv-
ers Plocal at several GHz, while a small amplitude excitation at
hundreds of MHz probes the Te dependent inductance of the
short junction.
A. dc mode
In dc mode, we ramp the current bias through the short
junction Ishort(t) linearly over several milliseconds while mea-
suring voltage V over it in a four-wire configuration. As the
3short SNS junction switches from the superconducting state
to the normal state, V jumps from zero to IshortRN,short at a
stochastic time tswitch. Since the ramp is much slower than
the inverse bandwidth of our electrical lines, we can convert
tswitch directly to a current Ishort(tswitch). We repeat this Ishort
bias cycle approximately 103 times and record a histogram of
switching currents [Fig. 2(a)] as well as the voltage trace aver-
aged over all repetitions. We then define either the median of
the switching current distribution or the current at which V on
average crosses 0.5 × IshortRN,short as a typical switching cur-
rent I?s . This I
?
s defines an uncalibrated electron temperature
probe A(Te) [Fig. 1(a)] in dc mode. We call it uncalibrated
because we do not attempt to deduce the absolute temperature
Te or the theoretical critical current Ic from A(Te). Note also
that the heating current Ilong  I?s .
A key assumption in our model is that I?s does not vary with
Tb at constant Te. Mathematically, we ignore |∂TbI?s (Te, Tb)|
as negligible compared to |∂TeI?s | within the temperature
range of interest. Physically, we assume that phase fluctua-
tions across the junction are damped by the electron gas at
Te, rather than the external environment at Tb. This is reason-
able for SNS junctions given their high plasma frequency and
strong dissipation at high frequencies.53 Furthermore, the sim-
ilarity of switching current distributions along contours of I?s
[see Fig. 2(a)] supports the validity of the assumption; it sug-
gests that the distributions are well described by a single pa-
rameter, which would be surprising if |∂TbI?s | ∼ |∂TeI?s |. Also
note that overdamped electrical response at high frequencies is
not contradictory with the observed hysteretic switching and
retrapping behavior which can arise due to Joule heating.54
B. rf mode
For Sample R (F), the long junction absorbs Plocal from
a monochromatic 8.8 GHz (6.74 GHz) coherent excitation
applied between leads H and G [Fig. 1(d)]. The heating
tone is generated by a room-temperature microwave gener-
ator and delivered to the sample through fifty-ohm coax-
ial transmission lines, a number of commercial attenuators
and filters inside the cryostat, and finally a symmetrically
coupled on-chip co-planar waveguide (CPW) resonator with
a fundamental resonance frequency equal to the heater fre-
quency. We calibrated the attenuation of the commercial com-
ponents, assumed negligible attenuation for resonant trans-
mission through the overcoupled CPW resonator,55 and es-
timated RN,long based on resistivities of the dc coupled sam-
ples in order to take into account the small (∼15%) amount of
power reflected due to RN,long > 50 Ω. The CPW resonator
is strongly coupled to the transmission lines, which leads to a
low loaded quality factor of 102 compared to typical internal
quality factors of 104, hence justifying the full transmission
assumption. The resonator acts as a Lorentzian bandpass fil-
ter that isolates the detector from non-thermal noise at other
frequencies and reduces the electron–photon thermal conduc-
tance, which would otherwise be close toGQ due to the inten-
tional matching between the characteristic impedance of the
heating line and the long junction. We note that similar band
or low pass filtering is in general practical in cQED where the
thermal frequency kBTb/h is typically much smaller than the
photon frequency of interest.
We probe the electron temperature through the reflection
coefficient of a tank circuit that consists of on-chip parallel
plate capacitors C1 ∼ 100 pF, C2, and Cg together with the
mostly reactive admittance Z(Te)−1 of the short SNS junc-
tion [Fig. 1(d)]. For Sample R (F), C1 = 25C2 = 75Cg
(C1 = C2 = 10Cg). In the samples measured in rf mode,
the short junction in fact consists of six SNS junctions made
of alternating 150 − 200 nm pieces of superconductor and
normal-metal, but they are treated as one effective admit-
tance in this article. In linear response, the tank circuit in
Sample R (F) is a harmonic oscillator with a resonance fre-
quency f0 ≈ 1/
(
2pi
√
LC
)
of 1.3 GHz (430 MHz) and qual-
ity factor of ten (hundred). Here C−1 = C−11 + C
−1
2 and
L = −1/(ω Im{Z(Te)−1}) ∼ 1 nH is the effective junc-
tion inductance at angular frequency ω. The quality factor
is governed by the external coupling capacitor Cg and inter-
nal losses within the resonator.53,56 As the junction heats up,
L ∝ 1/Ic increases and hence f0 decreases. We define f0 as
A(Te) in rf mode and extract it by measuring the reflection
over a range of frequencies near f0. The measurement signal
is generated and digitized at room temperature, but the sam-
ple is protected from high-temperature noise by a number of
attenuators and amplifiers inside the cryostat. We separate the
input and output of the reflection measurement with a resis-
tive splitter and isolate the sample from amplifier noise with
attenuators. These should be replaced by circulators in future
bolometric applications requiring high signal-to-noise ratio.
As in dc mode, we assume that f0 does not vary with Tb at
constant Te. In addition to the reasons discussed in the previ-
ous section, this assumption is justified by the nearly linear re-
sponse of the SNS junction at low currents. Nonlinearities that
couple incoherent fluctuations to the reflection measurement
become important only when the current fluctuations become
comparable to Ic, i.e., only on the energy scale of the Joseph-
son energy EJ > 2 K. The nearly linear behavior together
with the small heating currents (
√
Plocal/RN,long ∼ nA) also
prevents cross-talk between the heating and thermometry sig-
nals, even in Sample F where C1 = C2.
III. DIFFERENTIAL THERMAL CONDUCTANCE
We define the differential thermal conductance between the
nanowire electrons (e) and cryostat phonons (b) as the increase
in the power flow between the two as Tb is decreased and Te
is kept constant, i.e.,
G˜e−b = −∂Pe−b(Te, Tb)
∂Tb
, (1)
where Pe−b = (Te−Tb)Ge−b is the net power flow from e to b
and Ge−b(Te, Tb) is the non-differential thermal conductance
[Fig. 1(a)]. Our definition is closely related to previous defini-
tions of differential38 or dynamic57 thermal conductance, but
with the roles of Te and Tb exchanged. In steady state, the
4temperatures satisfy the power balance equation
Plocal + Px(Te, Tx) = Pe−b(Te, Tb), (2)
where a Tb-independent power Px quantifies unintentional
parasitic heating, which we represent as a weak coupling Gx
to an independent temperature bath (Tx) in Fig. 1(a). The par-
asitic heating may be due to radiation leaking in from warmer
parts of the cryostat or due to non-thermal noise from elec-
tronics. Because G˜e−b is independent of this parasitic heating,
we can compare it directly to the theoretical predictions for
different channels, such as G˜e−b = pi2k2bTb/3h for matched
single-channel conduction or G˜e−b = 5ΣV0T 4b for electrons
thermalized by bulk phonons in a metal of volume V0 and
coupling strength Σ. Note that Te appears in these predictions
only for non-linear channels that include cross terms of Tb
and Te in Pe−b. By measuring G˜e−b, we can therefore experi-
mentally investigate which thermalization channels dominate,
even without a calibrated Te sensor. Furthermore, G˜e−b is the
correct quantity for estimating the thermal-energy-fluctuation
limited NEP due to coupling to Tb, which we consider to be of
greater interest than fluctuations in the parasitic heating origi-
nating from imperfect shielding and filtering.
A. Isothermal technique and measured G˜e−b
Our method of obtaining G˜e−b is based on mapping con-
tours of constant A(Te) in the (Tb, Plocal)-plane. Specifically,
−G˜e−b is given by the slope of a contour of A(Te) in the
(Tb, Plocal)-plane, as seen by differentiating Eq. (2) with re-
spect to Tb while holding Te constant. This is the same prin-
ciple as in the so called isothermal technique used previously
in TES-type samples,58–60 except that we take parasitic heat-
ing into account and therefore need to distinguish G˜e−b from
Ge−b even in the Plocal → 0 limit. Appendix A discusses
some caveats of the isothermal technique that may arise if a
more general thermal model than that of Fig. 1(a) is required
to capture the physics of the system.
We apply this method to the measured typical switching
currents shown in Figure 2(b) for Sample A. In order to draw
smooth contours of A(Te), we fit a phenomenologically cho-
sen smooth function I?s (Tb, Plocal) to the data points; the de-
tails of the smoothing function do not affect the extracted
G˜e−b averaged over a Tb-scale larger than the data point spac-
ing. We then compute−∂Plocal/∂Tb = G˜e−b in the Plocal → 0
limit for many such contours and show the resulting curve in
Fig. 3, along with the results from all other samples. The re-
sults are similar for gradients computed at non-zero Plocal (not
shown).
The temperature range in Fig. 3 is fundamentally lim-
ited at the high end by the breakdown of the assumption
that the heating current is negligible compared to the ther-
mometer current. At the low end, the vanishing magnitude
of ∂TbA(Te(Tb, Plocal, Px)) prevents extracting −∂Plocal/∂Tb
mainly due to slow drifts in Px on the time scale of several
hours. In practice, a limited amount of data also restricts the
Tb range of some of the curves, e.g., for Sample C.
FIG. 2. (Color online) (a) Switching probability density as a func-
tion of current through the short SNS junction. The arrows indicate
the extracted typical switching currents I?s . (b) Measured I?s (color
inside circles) at different bath temperatures Tb and heating powers
Plocal. Black curves indicate contours of constant A(Te) = I?s , as
determined from a smoothing function (color outside circles). Both
panels are for Sample A (see Table I).
B. Comparison to predicted mechanisms
We analyze Fig. 3 in terms of contributions arising from
the nanowire electrons being coupled to substrate phonons,35
photons in the electromagnetic environment,44,46 and quasi-
particles in the superconductor leads.61,62 We do not expect a
measurable contribution from phase slips in the leads.63
Coupling of the nanowire electrons to substrate phonons
is expected to contribute 5ΣV0T 4b = Gp to G˜e−b, where
Σ ≈ (3 ± 1) × 109 W/m3K5 for Au.75Pd.2564,65 and V0 =
(100 nm)3 is a typical volume of our nanowires. This leads to
the estimate Gp = 2 fW/K at Tb = 100 mK, which is one
to two orders of magnitude less than the measured values.
Furthermore, the observed scaling of G˜e−b is much weaker
than T 4b at the lowest temperatures (Fig. 3), suggesting that the
phonon channel is insignificant for Samples B, C, R, and F.
Above 80 mK, Samples A and N on the other hand approach
the expected dependence for thermalization via phonons in a
volume of roughly 130 × (100 nm)3. This is similar to the
measured volume of Sample N [70 × (100 nm)3] and can
be explained for Sample A by an accidental galvanic contact
between one of the Al leads and the tip of the correspond-
ing normal-metal shadow [see Fig. 1(b)]. In that case, ther-
5TABLE I. Parameters for the long and short sections [Fig. 1(b)] of the nanowire in each sample. Here, t is the nanowire thickness measured
by a quartz crystal deposition monitor. We extracted lengths and widths from micrographs and measured the normal-state resistance RN at
Tb = 10 mK in dc mode. In rf mode, RN is an estimate based on size and typical resistivity. We also provide the experimentally observed
differential thermal conductance G˜e−b at 70 mK bath temperature.
Long section Short section Tb = 70 mK
sample t (nm) length (nm) width (nm) RN (Ω) length (nm) width (nm) RN (Ω) G˜e−b (fW/K)
A 20 720 80 120 250 100 40 130
B 20 980 150 80 310 140 30 40
C 20 750 50 300 273 60 100 30
N(Nb) 60 1700 440 6.8 180 440 4.3 80
R 25 1400 140 100 (est.) 6 × 180 200 10
F 20 1400 130 130 (est.) 6 × 180 140 10
1
10
1
10
2
10
3
 25  50  100  200
G~
e-
b
 (
fW
/K
)
Tb (mK)
A
B
C
N
R
F
GQ ∝
 Tb
G p
 ∝
 T b
4
13
0 G
p
FIG. 3. (Color online) Differential thermal conductance G˜e−b(Tb)
(solid curves with points) for dc samples (A, B, C, and N) and rf
samples (R and F) against bath temperature Tb. Each point indicates
the Tb value for a set of measured data [see Fig. 2(b)]. The dashed
lines show the quantum of thermal conductance GQ and the phonon
contribution Gp for a typical nanowire volume of (100 nm)3 and for
a large volume of 130 × (100 nm)3. Solid black curves correspond
to the contribution of electron–photon coupling given a phenomeno-
logical model described in Appendix B and Fig. 5.
mal resistance over the short superconducting link between
the nanowire and the shadow is negligible48 and thermaliza-
tion is limited by electron-phonon coupling in the combined
nanowire–shadow volume of approximately 130×(100 nm)3,
leading to results comparable to Courtois et al.54
In the quasiparticle channel, electrons with energy higher
than the superconductor energy gap ∆ diffuse into the
three superconductor leads.62 The thermal conductance for
long superconductor leads is suppressed from the normal
state value by a factor of 6(y2 + 2y + 2)e−y/pi2 where
y = ∆/(kBTqp).48,49,66 At quasiparticle temperature Tqp =
100 mK this corresponds to only a few aW/K even for Al.
However, the effective Tqp can be much higher than Tb,61,67,68
so we chose to increase ∆ in Sample N by using Nb instead
of Al. Since at low temperatures G˜e−b for Sample N is sim-
ilar to the other dc mode samples (Fig. 3), we conclude that
quasiparticles in the superconductor leads do not significantly
add to the total heat conductance. This argument also applies
to quasiparticles excited by multiple Andreev reflections.69
Electron–photon coupling contributes a volume and mate-
rial independent term to G˜e−b, with a theoretical maximum
value of 2GQ ∝ Tb which is reached when both junctions
are perfectly matched to a resistive environment. In general,
the matching varies as a function of frequency, causing devia-
tions from the linear Tb dependence. We indeed observe a Tb
dependence that falls between linear and quadratic in the low-
temperature regime (except for Sample A). This is consistent
with thermalization through poor but non-vanishing matching
of the sample and environment impedances over a broad range
of thermally excited frequencies. Furthermore, G˜e−b/GQ is
notably smaller for rf samples (∼0.1) than dc samples (∼0.5)
which differ essentially only in their coupling to the electro-
magnetic environment. Thus we attribute the observed low-
temperature heat conductance to the photonic channel.
Since we did not intentionally engineer strong electromag-
netic coupling to the sample, the exact physical structure con-
stituting the dissipative environment remains unknown. In-
stead, in Appendix B we use a simple model of parasitic ca-
pacitive coupling to a resistive environment. This model re-
produces the observed low-temperature thermal conductances
shown in Fig. 3 with realistic values of the free parameters
(see Fig. 5).
IV. CONCLUSION
We introduced a hot-electron nanobolometer integrated
with a microwave transmission line input and a broad-band
rf readout. We measured the differential thermal conduc-
tance for multiple samples in substantially different materi-
als and electromagnetic environments and found values as
low as 5 fW/K at 50 mK, attributed to parasitic electron–
photon coupling. This value implies a fundamental thermal-
energy-fluctuation limited noise level that is low enough for
applications of great practical interest, in particular on-chip
bolometric measurements in circuit quantum electrodynam-
ics. Demonstrating such low noise-equivalent-powers in prac-
tice will require technical improvements in the amplification
of the readout signal and possibly in sample shielding, if fluc-
tuations in parasitic heating end up limiting performance. Fi-
nally, we introduced a precise definition of differential thermal
conductance in the presence of a parasitic heating term, which
6is non-negligible in many experiments at millikelvin temper-
atures.
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Appendix A: Extended thermal models
The main advantage of the isothermal technique is that it
works in the presence of an unknown parasitic heating power
without requiring calibration of the Te sensor. However, the
technique can lead to invalid conclusions if the thermal model
shown in Fig. 1(a) does not accurately describe the system.
Here we present two more detailed thermal models (see Fig. 4)
that illustrate why the isothermal technique can in certain
circumstances lead to underestimation of the thermal energy
fluctuations and the associated NEP.
We first note that the technique gives the total thermal con-
ductance of all the intermediate thermal links between the
electron gas and the phonons of the cryostat baseplate. This
leads to underestimation of Te fluctuations if the bottleneck in
heat conduction isGI−b between a large intermediate thermal
reservoir and the bath, rather than Ge−I between the electron
gas and the intermediate reservoir [see Fig. 4(a)]. As argued in
the main text, the normal metal shadow of one of the leads in-
deed constitutes such an intermediate reservoir for Sample A.
However, in general it is unlikely that GI−b < Ge−I  GQ
for macroscopic intermediate reservoirs. On the other hand,
mesoscopic bosonic reservoirs such as phonon70 or photon
modes tend to have negligible heat capacity compared to that
of the electron gas. In that case the simpler model in Fig. 1(a)
is appropriate for assessing Te fluctuations, although Ge−b is
determined by GI−b.
We also consider adding an additional parasitic heating
power to the intermediate reservoir [see Fig. 4(b)]. This
model is more complex but potentially relevant at the lowest
bath temperatures where the constant parasitic power TxGx−I
may not be negligible compared to TbGI−b, even if GI−b 
Ge−I . This scenario would be sufficient to prevent the inter-
mediate temperature TI from following Tb, leading to under-
estimation of the conductance between Te and Tb. We do not
have evidence that this phenomenon plays a noticeable role in
FIG. 4. (Color online) (a) Extended thermal model including an in-
termediate reservoir at temperature TI coupled to the nanowire elec-
trons byGe−I and to the cryostat phonons byGI−b. (b) Same model
as in (a) but with an additional parasitic heating power TxGx−I
directly coupled to the intermediate reservoir. See the caption of
Fig. 1(a) for definitions of other symbols.
FIG. 5. Effective model for parasitic capacitive coupling Cp of the
long junction (RN,long) to a resistive environment (RE). This model
produces the upper (lower) black solid curve in Fig. 3 with RN,long,
RE , and Cp equal to 130 Ω, 120 Ω, and 300 fF (130 Ω, 1.5 kΩ, and
45 fF), respectively.
our experiments, but ultimately such speculation can be con-
clusively dismissed only by direct measurement of the NEP.
Appendix B: Effective electromagnetic environment
Figure 5 shows a simple effective model for the parasitic
electron–photon coupling between the detector and an uniden-
tified electromagnetic environment. We approximate the de-
tector impedance as RN,long, although the real part of the short
junction admittance can contribute at high frequencies. The
capacitive coupling leads to better decoupling of the sample
from the environment as the thermal frequency kBTb/h de-
creases, leading to superlinear Tb dependence as observed in
Fig. 3. We calculate the results numerically using formulas
given by Pascal et al.46
Although the values of the resistance of the environment
RE and the parasitic capacitance Cp have been chosen to
fit the measured data, their magnitudes are reasonable (see
7Fig. 5). In dc mode, the first well defined high impedance
(1 kΩ) is centimeters away from the device on the printed cir-
cuit board, making stray capacitances in the pF range realistic,
both between different signal lines and the signal lines and the
metallic sample enclosure. In rf mode, 45 fF is similar to the
design value of the three-finger interdigitated coupling capac-
itor of the on-chip CPW resonator (see Go¨ppl et al.55) used
as a band-pass filter for the heating tone. In both cases, the
dissipation quantified byR−1E may arise from dielectric losses
in the intentional or unintentional capacitors or from uninten-
tionally generated shielding currents in normal metals.
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