Representation learning for networks provides the new way to mine graphs, unfortunately most current researches are limited to homogeneous networks. In reality, most of the graphs we are facing are heterogeneous. Therefore, to be able to represent nodes by considering the semantics of edges and nodes is critical for us to solve real world problems. In this paper, we develop the edge2vec model, which can represent nodes by considering edge semantics. An edge-type transition matrix is initiated from the Expectation-Maximization (EM) framework , and a stochastic gradient descent (SGD) model is leveraged to learn node embedding in a heterogeneous graph incorporating the learned transition matrix afterwards. Edge2vec is verified and evaluated on three medical domain tasks, which are medical entity classification, compound-gene binding prediction, and medical information retrieval. Experimental result shows that by considering edge-types into node embedding learning in heterogeneous graph, edge2vec significantly outperforms the other state-of-art models on all three tasks.
INTRODUCTION
We are now better connected than ever! We have friendships captured by Facebook, shopping lists stored at Amazon, and collegial relationships evidenced by LinkedIn. Graph becomes the one of the most dominant data models in our daily lives. Especially most of our connected data (i.e., graph) are heterogeneous which means that each node and edge has its own semantics. To be able to understand a graph based on its topology and mine it for hidden connections, it is important to know how to represent its nodes by considering the surrounding node/edge contexts and semantics.
Previous work has focused on using neural network learning models to generate node embeddings for graphs such as DeepWalk [21] , LINE [26] , and node2vec [13] . However these models are restricted to homogeneous networks, which means that they do not consider the types of edges and nodes. Recently, metapath2vec [10] is proposed by incorporating metapaths into the node embedding learning process so that semantics of the nodes can be considered. However, this approach has several drawbacks: 1) it requires domain knowledge to define metapaths and those mentioned in [10] are symmetric paths which are unrealistic in many applications; 2) metapath2vec does not consider edge-types rather only node types; and 3) metapath2vec can only consider one metapath at one time to generate random walk, it cannot consider all the metapaths at the same time during random walk.
To solve above problems, edge2vec was developed to consider the edge semantics when generating node sequence using random walk. An edge-type transition matrix is defined as an extra criteria for generating node 'context' and designed with the Expectation-Maximization (EM) model. In M step, we use the transition matrix as supportive information to generate node sequence based on random walk in a heterogeneous graph. In E step, we use the generated node 'context' from node embedding to optimize the transition matrix. We also design a sampling strategy to select partial nodes for the EM approach to make the edge2vec model run on large-scale networks in a more efficient way.
Since the human civilization started, medicine has played an important role to improve quality of our lives. But drug discovery is always challenging because to find positive bindings between compounds and targets is a daunting task. In this paper, we apply edge2vec on Chem2Bio2RDF [6] which is a heterogeneous graph formed by integrating over 25 different datasets related to drug discovery in the medical domain.
The contribution of our work is threefold.
n
We define an edge-type transition matrix to represent network heterogeneity. The calculation of the matrix is mainly based on the path similarity of different edge-types.
n We develop an EM model to incorporate transition matrix and random walks on a heterogeneous graph into a unified framework and leverage a SGD method to learn node embedding in an efficient manner. The learned node vector can include not only the topological information of network structure, but also the edge-type information, which indicates different relationships among nodes.
n We evaluate our model by predicating drug and target binding pairs for drug discovery. Three prediction tasks are proposed to verify the performance of edge2vec. Experimental results show that edge2vec has potential for future new drug discovery.
Section 1 introduces edge2vec and its importance; Section 2 discusses related work about node embedding learning as well as heterogeneous network analysis; Section 3 explains edge2vec; Section 4 evaluates edge2vec based on later drug discovery; Section 5 illustrates two case studies to visualize edge2vec results, And Section 6 concludes and points out future work.
RELATED WORK
Network Representation. Network representation is useful in a variety of applications such as network classification [2, 24] , content recommendation [11, 32] , anomaly detection [4] , visualization [16] , and link prediction [15] . Although adjacency matrix is easy to represent nodes and edges in the network, the sparsity of adjacency matrix makes it difficult to be generalized in statistical learning [21] . How to represent the network information in low dimension is an important task. There are classical methods of network representation which is dimension reduction based on calculating eigenvector, such as LLE [22, 23] , Laplacian Eigenmap [1, 27] , MDS [9] , IsoMap [28] , and DGE [7] . However, these methods do not perform well in large-scale networks.
Representation Learning based on Deep Neural Network. In deep learning, more and more encoder-decoder models have been proposed to solve network representation problems. By optimizing a deterministic distance measure, those models can learn a node embedding from its neighbor nodes so as to project nodes into a latent space with a pre-defined dimensional length.
Recently, deep neural network [8] based representation learning has been widely used in natural language processing. Word2vec [18] is the deep learning model developed by Google to represent a word in a low dimensional dense vector, which has proven to be successful in natural language processing [20] . Compared with conventional paradigms for representing nodes in networks, if the topological information of a node as its neighbors can be extracted from a network/graph, word2vec can be naturally applied to network representation learning to reduce computing complexity and improve performance. A number of recent publications have proposed word2vec-based network representation learning frameworks, such as DeepWalk [21] , GraRep [3] , TADW [3] , CNRL [29] , LINE [26] , node2vec [13] , and Metapath2vec [10] . All of the above frameworks utilize the skip-gram model [17, 19] to learn the representation of a node that facilitates the prediction of its structural context. Actually, the skip-gram model aims to train a model on the context of each node, so nodes with similar topological information will have similar numerical representations. In particular, the node feature representations of skip-gram model are learned by optimizing the likelihood objective using SGD with negative sampling [13, 14] .
Sampling Strategy. Similar to word sequences, node sequences could be sampled from the underlying network, which is turned into an ordered sequence of nodes [10] . Accordingly, different network representation learning frameworks adopt different node sampling strategies. DeepWalk [21] deploys a truncated random walk to sample node sequences, and uses the skip-gram model to learn the representation of node sequences. However, DeepWalk only considers the first-order proximity between nodes. Moreover, it applies to unweighted networks. Practically, LINE is applicable for both weighted and unweighted networks and easily scales to large-scale networks with millions of nodes. The problem is that embedding of some loosely-connected nodes, which have few connected edges, heavily depends on their connected neighbors and unconnected negative samples [31] . Most of prior works do not give full consideration to heterogeneity of nodes and edges, which means nodes in the network have different types and the edges among nodes also have diverse relationships. Thus Deepwalk, LINE, and Node2vec are not effective for representing these heterogeneous networks. Sun et al. [25] introduced a similarity measurement based on meta-path to find similar objects of the heterogeneous information networks. Furthermore, Dong et al. proposed Metapath2vec [10] to capture heterogeneous structure and semantic correlation exhibited from large-scale networks by considering types of nodes. However, one drawback of all previous works is that they either only deal with homogenous networks or do not consider edge semantics. When network contains nodes and edges with different types, the stateof-the art embedding results are no longer effective as all of them do not consider edge semantics. To represent heterogeneity, in this paper, we develop edge2vec which learns the node representation by considering edge semantics.
Representing Learning in Medical Domains. In medical domains, there exist rich heterogeneous datasets about genes, proteins, genetic variations, chemical compounds, diseases, and drugs. The efforts of integrating these datasets for data-driven discovery in medical domains demonstrate the high demand in medical innovation. For example, Chem2Bio2RDF [6] integrates over 25 different datasets related to drug discovery and forms a large scale heterogeneous network. These kinds of repositories hold complex relationships between all kinds of medical entities. Applying proper node embedding methods to identify hidden connections between medical entities can be impactful for society. [5] proposes a Semantic Link Association Prediction (SLAP) model to predict 'missing links' of drug and target in Chem2Bio2RDF. Later on, [12] applies an improved PathSim method with more than 50 metapaths on an extended Chem2Bio2RDF to predict drug target interactions and ranks those metapaths based on Gini index. Although these previous studies target on relationships between drugs and targets, none of them put efforts to consider the node embedding in heterogeneous graph directly. So it is the right time to propose suitable network learning representation models for medical discovery.
METHOD
In this section, we introduce edge2vec. The pipeline is shown in Figure 1 . We treat the heterogeneous network embedding learning as an optimization problem and design an EM framework associated with a one-layer neural network model to solve it. An overview of algorithm detail is shown in pseudo code Algorithm 1.
Edge-type transition matrix for network embedding
Derived from word2vec [18] and node2vec [13] , we can view a node and its neighborhood (i.e., directly connected nodes) in a network as a word-context relationship in a text corpus. By a predefined random walk rule, the walk path of nodes can be traced and treated as 'corpus'. Therefore, we can convert the node embedding learning problem into a node neighborhood optimization problem: given a node, we need to maximize the probability to get its neighbor nodes, which is Formula 1:
where V refers to the node collection of the network G(V,E); N(v) refers to the neighbour node collection of node v; θ is the node embedding presentation needs to be learned. However, this optimization only works well in homogeneous networks. As in heterogeneous networks, different types of nodes and edges are in different scales. But those nodes/edges in small scales do not mean they are not important. However, in most of time, those small number of nodes/edges play important effects in a network from a semantic point of view. For instance, in a complex scholar network, there are much less venue nodes (i.e., conferences and journals) in the network compared to paper nodes. But it is obvious that venue nodes should be more important than paper nodes if you want to measure the impact of papers. But, if we apply node2vec on these scholar networks, random walk process would treat all nodes equally, which is certainly not a right way to do. To tackle this problem, we design an edge-type transition matrix which holds the transition weights between different edgetypes during the random walk process. Therefore, we consider not only the topological structure of the network but also edge semantics. Accordingly, the optimized problem turns to be in Formula 2:
M refers to the edge-type transition matrix. The matrix stores the random walk transition weights between different edge-types. By adding transition matrix as a prior distribution for random walk process, we not only consider the distance between the next-step node and the previous-step node but also the weight between the next-step traversed edge-type and the previous-step traversed edge-type. Therefore, we can treat different types of nodes/edges separately so that large-scale node/edge-types won't dilate the effect of small-scale node/edge-types. As it is mentioned above, in our optimization function, we aim to maximize the probability of generating node neighbourhood of a given node v, thus the jumping probability from the current node v to its neighbor c can be seen in Formula 3:
where fi means the current step embedding for node i which will be updated in each batch. We calculate the inner product of two node embeddings, which are normalized by a Softmax function.
We design an EM framework to combine the update of the transition matrix M and optimization of nodes' `context` into a unified framework. We first initialize an edge-type transition matrix with all value equal to 1. It means that at the beginning, all types of edges are regarded as equal. Starting from initial status of M, we generate the node random walk corpus, and retrieve an optimized transition matrix M as well as a node random walk sequences after a given number of iterations.
Expectation-Maximization framework

Expectation step.
Assume we have a set of E={e1, e2, e3… em} different edgetypes in a network. From the previous iteration in the EM framework, we can get a collection of random walk paths for each node as P = {p1, p2, …pn}. In each walk path pi (i ∈ {1,2…n}), it is constructed like pi = {n1,n2,n3, ...,nl } where ni is the ith node in pi and l is a predefined walk length. Based on each path, we first extract all edges {T(n1, n2), T(n2, n3), …, T(nl-1, nl)} existed in the path by locating every start node nk and end node nk+1 where k ∈ {1, 2, ..., l − 1}, ek = T(ni, nj) refers to the edgetype between ni and nj. After that, we calculate the number of times each type of edge ej (ej ∈ E) appears in the walk path pi. The same calculation is applied to all walk paths. In the end, for each edge-type ej, we get a vector representation vj, where the ith dimension in the vj refers to the number of times ej appears in walk path pi . One assumption of our model is for a pair of edgetype e1 and e2, the number distribution of each edge-type appears in all paths can reflect the transition correlation between them. Hence, by calculating the correlation between their associated vector v.1 and v.2 in the walks, we can regard the correlation score as their updated transition weight. Therefore, we can define the formula for updating transition matrix as Formula 4: M(ei , ej ) refers to the updated transition weight between edgetype i and j. vi and vj are vector representation of ei and ej on all walk paths. By using Pearson correlation analysis, we can get a pairwised correlation score between two edge-types to check the distribution difference. Larger weight value means larger correlation between the pair of edge-types. However, as the range of the correlation score varies from -1 to +1, it makes no sense if we keep the original negative weights between a pair of edgetypes. Because we involve the optimized transition weights to the random walk probability, and the probability can't be negative, thus we leverage a normalization function ReLU to solve this issue. The definition of ReLU is showed as Formula 5:
In each iteration in the EM framework, based on the updated edge-type transition matrix M in E step and the network topological structure, we can propose a biased random walk to generate a new path walk which contains information of nodes and nodes' neighbors. Adding transition matrix to the calculation of random walk probabilities can combine the influence of edgetype information into sampling strategy, which can reduce the negative effects caused by node scale issues. Even though some types of edges has appear less frequently in the network, if the transition weights between those edge-types and other edge-types are high, the edge still has a high probability to get visited during the random walk process. Another thing needs to be noticed is that based on the Expectation step, as well as Formula 4, for an edgetype e, M(e, e) is always the largest among all possible edge-type pairs toward e, which means random walk prefers to keep the same kind of edge-type. So, during the random walk process, given the current node v and the previous node u, the probability for the next candidate node n is calculated as Formula 6:
whereT (v,u) refers to the edge-type between node v and node u. αpq(k,u) is defined based on the distance dku between next step node candidate k and previous traversed node u. The distance function is defined as Formula 7:
As seen in algorithm 1, at the beginning, we initialize walk paths as empty, all values in the transition matrix as 1, we use function GenerateTransitionMatrix to utilize an EM framework to get walk paths and the matrix M. In M steps, the function takes transition matrix in the last iteration as input, invokes the HeteroRandomWalk function to get walk paths, the probability of random walk is mainly based on Formula 6. In E steps, the function utilizes the updated walk paths to optimize the transition matrix by Formula 4. We can retrieve an optimized edge-type transition matrix, which holds the correlation between edge-types, via the EM framework. At the same time, we can also get the random walks as a node 'corpus', which holds the correlation between nodes. We therefore represent the whole heterogeneous network as a collection of random walk paths, which can be used as the input of the next step for embedding optimization.
Shallow neural network for embedding optimization
With the help of the EM framework, we can get the transition matrix M and random walks w as the input layer to train the node embedding via a one layer neural network. To optimize the Formula 2, we use the stochastic gradient descent (SGD) method to get optimized node embeddings. As if we consider all nodes to maximize the Formula 2, it will be time consuming. Hence, in addition to the known neighbour node t, we also consider to use the negative sampling method to generate k negative nodes towards a given node v. Moreover, we take logarithm on Formula 2 to reduce calculation complexity. And the final objective function turns to be Formula 8 in the end:
EXPERIMENT
In this section, we introduce the medical dataset to test edge2vec and demonstrate the advantage of our model in three evaluation tasks. Moreover, we have a separate section for parameter tuning to retrieve the best model in both efficacy and efficiency points of view.
Medical dataset
Our medical dataset is called Chem2Bio2RDF [6] which integrates data from multiple chemogenomics repositories that are cross-linked into Bio2RDF and LODD. Within the dataset, there are 10 types of nodes and 12 types of edges. For details of each node/edge-type description, please refer to Table 2 . In total, there are 295,911 nodes and 727,997 edges, which means our dataset is a relatively sparse network. Moreover, there exists more than one type of edge between two nodes in the network, such as there are two types of edge between node type 'gene' and 'compound'. Moreover, the distributions of the number of each node/edge-type are super unbalanced. For instance, there are more than 20,000 'compound' nodes but only 200 of them belong to 'substructure'. Thus heterogeneity, unbalance and sparsity are the main challenges for embedding learning to get better results. Figure 2 shows the whole network structure of the medical dataset.
Given the proposed edg2vec, we set up parameters with p = q = 0.25; embedding dimension d = 128; other unimportant parameter we just use the default setting by node2vec. After those parameters are assigned, we use Chem2BioRDF dataset to train our edge2vec model, in order to evaluate the fitness of the generated node embeddings, we propose three evaluation tasks in the following three sections.
Entity multi-classification
We first propose a node multi-classification task. In this task, we take the types of nodes away so the network only has nodes, edges, and edge-types. We run edge2vec and cluster nodes based on the result of edge2vec to see whether nodes with similar types will be clustered together. In the Chem2BioRDF dataset, there are 10 different node types with different scale number. In order to build up a suitable dataset for the classification model, for each node type, we randomly sample an equal number of nodes from the dataset. In this way, we have a natural baseline as precision = 0.1 for a random classifier. Each node is represented as an instance; the 128 dimension vectors are regarded as 128 different features. Its related node type is the response variable. We use a linear support vector machine as the classification model to predict the node's labels, and use a 10-fold validation to evaluate the returned metrics. Three network embedding methods including deep-Walk, LINE, and node2vec are our baseline algorithms. For node2vec, we take p = q = 0.25 which is the same setting as edge2vec. Other settings for all three algorithms are just default settings according to their related publications. As metapath2vec needs to define metapaths first and only use partial of nodes to training node embeddings, metapath2vec is not comparable with other algorithms for a multi-classification task, which is also a drawback of metapath2vec. We use Precision, recall, F1 score macro, and hamming loss as four evaluation metrics. These are all commonly used evaluation metrics particularly for classification problem. 'Precision' is the fraction of relevant instances among the retrieved instances, while 'recall' is the fraction of relevant instances that have been retrieved over the total number of relevant instances. 'F1 measure' is the harmonic average of the precision and recall, which balances the two metrics. Hamming loss is the fraction of labels that are incorrectly predicted. Details of the evaluation results can be seen in Table 3 : From the evaluation results, we can find all four algorithms can predict node types far better than a random classifier. It means even we treat this heterogeneous network as a homogeneous one, there is still some meaningful information stored in these node embeddings. DeepWalk and node2vec have similar results which is no wonder because deepWalk can be regarded as a particular node2vec model when p = q = 1. While LINE performs the best among all three baselines. It means for this medical network, local structure (one step neighbours and two step neighbours contains most information of a node). However, our proposed edge2vec model outperforms all baseline algorithms,. In all four evaluation metrics, our model has at least 20% improvement in each evaluation metric. It reflects that our model can better predict node labels via its node embedding. Moreover, in all steps of edge2vec, we only use edge-type information during the random walk to generate edge-type transition metrics. We never involve node type information into our model. Based on this, we can confirm that our model can do well in node type prediction.
Compound-gene binding prediction
One crucial task in medical domain is to predict future positive bindings between gene and compound. Because if we can detect those bindings, it is helpful for new drug invention to cure diseases. Therefore, we propose a compound gene binding prediction task. Besides the three baselines in the first task, we add metapath2vec to our baseline as well. As metapath2vec needs to define metapaths at beginning while we never know which metapath is the best one, three metapaths, which are compoundgene-compound; compound -gene-gene-compound; compounddrug-gene-drug-compound were selected as the metapaths for our baseline metapath2vec. As metapaths need to be symmetric, we have to take the network as undirected network when training metapath2vec node embeddings. Our ground truth is from another work [12] in which the author generate 600,000 negative compound gene pairs and 145,6222 positive pairs. These ground truth pairs do not exist in Chem2BioRDF so it can be used as ground truth to evaluate the result of edge2vec for compound gene production. As the label for a compound-gene pair in ground truth is either 'positive' or 'negative', the prediction task can turn to a binary classification task. Here, we randomly select 2,000 positive pairs and 2,000 negative pairs from the ground truth. And a random classifier will have an accuracy value as 0.5 naturally. Similar to the approach in the multi-class classification task, for each compound-gene pair, we use the difference of both embeddings together to form a new 128-dimension embedding to represent the pair, and we use a logistic regression classifier to train a prediction model. Each dimension of the pair is also regarded as a feature. The relationship between the compound and gene is a binary label for each pair. We use the same evaluation metrics as the multi-class classification task. The detailed result is showed in Table 4 .
Some interesting findings are derived from the experiments. First of all, among all three well-known baseline algorithms (DeepWalk, LINE, and node2vec), LINE still outperforms the other two baselines. The result of deepWalk is similar to that of node2vec. So, edge2vec is reliable and functionally stable for the two tasks. For metapath2vec, we leverage both metapath2vec and metapath2vec++ in our baseline models. As metapath2vec relies too much on selected metapaths, none of the three metapaths performs well.
Among these three metapaths, we find metapath compounddrug gene-drug-compound works the best. It means it helps to improve the prediction accuracy if extra types of nodes are added. Although the number of drug nodes is trivial compared with the number of compound nodes and gene nodes, drug nodes have larger effects than compounds and genes in terms of binding prediction. So it is necessary to treat different types of nodes separately within an embedding model. Compared with metapath2vec, metapath2vec++ however achieves a worse result in all three metapaths. Undoubtedly, edge2vec is still the best compared with all baseline models. The F1 measure is around 0.9 which is far better than the random classifier with a score of 0.5. Also it has around 10% improvement compared to the LINE result which is the best of baseline results.
Compound-gene searching efficiency
The last evaluation task is an information retrieval evaluation task. Although we care about whether we can predict positive bindings between compound and gene, we care more about whether the potential positive pairs can be retrieved easier or take less searching cost. Given a compound, if a gene in the future has a positive binding relationship with the compound, we hope this relationship can be detected easier, or in other words, the higher the gene ranks in the compound similarity ranking list, the better we'd like to see. This forms our intuition to propose such a search efficiency task. To reduce running time cost, from the ground truth, we select 70 compounds, which contain more than one positive pair with a gene. For each compound, we calculate the top 100 similar nodes in Chem2BioRDF. Compared with the positive pairs of 70 compounds in ground truth, we evaluate the searching result using metrics such as precision, recall, MAP, NDCG, and reciprocal rank. These metrics care not only whether the positive-binding genes are returned or not but also the ranking of the returned genes. For a compound node, if its positivebinding genes show up with a higher rank in the top 100 returned ranking list, the evaluation metrics will have larger values. After the compound-gene binding prediction task, we choose the best metapath among all three metapaths, which is compound druggene-drug-compound. We evaluate the embedding results from DeepWalk, LINE, node2vec, and edge2vec, as well as metapath2vec with the best metapath. The detail of the evaluation result is showed in Table 5 . From the evaluation table, we find DeepWalk and node2vec still have similar results, while LINE performs much worse than them. Metapath2vec is almost meaningless because all returned evaluation metrics are approaching to 0, which means it can barely retrieve future positive genes to compounds. Metapaht2vec++ performs slightly better than its previous performance in other two tasks and is comparable to LINE even. Overall, node2vec works the best in all baseline algorithms. Compared with all baseline algorithms, our edge2vec outperforms all the baseline methods. Although the retrieved scores are all relatively small, there is around 10% improvement in precision and a little better in the rest of evaluation metrics at least. It means with the help of edge2vec, we can make it easier to find future positive bindings between compounds and genes.
Parameter tuning
In our EM framework for edge transition matrix training, in order to get the best fit to retrieve transaction relationship between edge types, we have tried all kinds of correlation methods such as cosine similarity, Spearman correlation, Pearson correlation, and Wilcoxon signed-rank test, etc. To standardize the returned correlation scores into a reasonable (above 0) and comparable range, we have tried various activation function such as ReLU, Sigmoid, and traditional standardization methods. Our empirical studies shows that using the combination of ReLU activation function and Pearson correlation similarity performs the best to represent the transaction relationship between edges. Hence, we decide to use this combination for building up our framework.
Moreover, during the transaction matrix training process, there are four parameters need to be tuned particularly. We list them with default value below. The default parameter settings are used to train edge2vec model and compare with baseline models in previous sections. In this section, we vary each of them and fix the rest to examine the parameter sensitivity of our model. We leverage all generated results on solving the node multi-class classification task and use the Macro F1 score as the judgment to evaluate related models. The result of our tuning process is showed in Figure 3 .
To test how much that numbers of walk per node can affect our model, we test five cases r = {1,10,20,30,40} and the result is in Figure 3 (a) . We can see that more numbers of walks on per node leads to an increase in Macro F1 score. The reason might be that more walks on a node can better reflect the edge relationships around the node and avoid the negative influence of walk randomness. However, even though it shows a positive trend, the increase is not that much. So a short number of walks on per node should be able to capture enough edge relation information around the node.
In Figure 3 (b) , with the increase of walk length, the Macro F1 score increases in the beginning and decreases later on. Due to our proposed calculation formula, if the walk length is too long, it will finally contain all types of edges. As we don't consider the sequence of the edge types shown in same walk, random walk too long can bring noise to detect the edge type transaction relationship. Figure 3 (c) shows the different ratio of nodes involved in the EM training process to generate the edge transaction matrix. It might be no need to involve all nodes when training the edge transaction matrix as long as all edge types can be covered in random walks in each iteration. Although with more nodes involved, the overall trend of Macro F1 score has a positive sign, the increase of Macro F1 score is not huge and the trend even fluctuates a little bit. We can conclude that using partial of nodes to train the edge type transaction matrix should be enough and time efficient. Figure 3 (d) refers to the influence of number of iterations in the EM process for edge type transaction matrix training. We believe the reason why when N = 1 the Macro F1 score outperforms than $N$ = 10 is by chance as when we increase the number of iterations , the overall trend of Macro F1 score also increases. From the Figure 3 (d) , the speed of convergence is fast, and a few iterations can already generate satisfied result of Macro F1 score.
CASE STUDY
To demonstrate how we can apply our heterogeneous node2vec model into medical domains, we conduct two case studies to show the practical values of our model. The first one is to rank the positive links between nodes, which can be used for similarity search and recommendation; the second one is to cluster and visualize similar gene nodes that belong to the same gene family.
Ranking positive bindings for similarity search
To verify how well our model can be used for similarity search and recommendation use cases, we carried out a ranking experiment using the links identified in the existing network. We randomly selected three widely used drugs from the network, which are Hyaluronic acid (DB08818), Calcium Phosphate (DB11348), Copper (DB09130), and Cupric Chloride (DB09131). Each of them has multiple target genes to interact with. The selected pairs of drugs and target genes exist in the network, and we want to reproduce the links using the cosine similarity score based on the embedding vectors. As we can see, our proposed edge2vec embedding can represent the node similarity significantly better than the node2vec embedding. The cosine similarity scores for the drug targets of calcium phosphate were all above 0.6, indicating strong similarity between the drug and the target genes. However, using node2vec embedding the cosine similarity scores between calcium phosphate and its targets were all below 0.4, and some of them demonstrate strong dissimilarity like CADPS2 as a target gene of calcium phosphate. The same findings for the other three drugs and their target genes. In addition, all of the target genes for those drugs can be identified as similar nodes with high rankings using edge2vec embedding (see Table 5 ). We further perform a pairwised t test \cite{box1987guinness} study to see whether the similarity scores generated by two models are significantly different or not. If edge2vec has significantly higher similarity score than node2vec, it means our model can better predict those positive drug-target pairs in the network. In our result, the difference between two embedding approaches is 0.0103 with a p-value of 0.0001. It means our embedding approach can better rank and retrieve the existing links in the network than node2vec.
Node clustering analysis
In order to further prove the usefulness of our node embedding results, we carry out a clustering analysis. We randomly select five gene families, which are ATP binding cassette transporters (ABC), Gap junction proteins (GJ), DEAD-box helicases (DDX), Cytochrome C Oxidase Subunits (COX), and Pseudoautosomal region 2 (PAR2). Each gene family refers to a collection of genes originated from the same root gene and performs similar biochemical functions. From each given gene family, five genes are randomly selected to perform clustering analysis. Then, we use Principle Component Analysis (PCA) to project the default 128 dimensions of all gene embeddings into two dimensions so as to plot them into a 2-D space. Ideally, genes belonging to the same family should locate closer to each other than genes from different families. The resulting 2-D plot has shown that the twenty five genes in five gene families have been well clustered based on their node embedding vectors (see Figure 4) .
In Figure 4 , each pentagon refers to a gene and different colors indicate different gene families. It is easy to conclude that samefamilies genes are much closer to each other in the 2-D space. In the 2-D projection, genes in family COX are all located in the bottom right corner of the plot, and genes in family GJ tend to stay in the bottom left corner. In a word, our edge2vec can generate node embeddings highly reflecting their family information.
CONCLUSION
In this paper, we propose edge2vec by considering edge semantics which previous works lack. edge2vec employs an EM framework associated with a one-layer neural network, to learn better node embeddings in heterogeneous networks. The novelty of our work is to generate an edge-type transition matrix so that during the process to generate the node random walk corpus, heterogeneity of the network is considered. It can reduce the scale issue from different types of node/edge. Moreover, compared with other state-of-art heterogeneous network embedding methods such as metapath2vec, our edge2vec has no restrictions and can deal with the situation where there are multiple relationships between two types of nodes. To illustrate efficiency and accuracy of our proposed model, we evaluate it on a medical dataset Chem2BioRDF and propose three evaluation tasks including node multi-class classification, link prediction, and search efficiency. Our edge2vec beats all baseline algorithms significantly. Furthermore, we illustrate the effect of edge2vec in medical domains using two case studies to explain the biological meanings of the prediction. Moreover, our model can work well in both (un)directed and (un)weighted networks, and the running time cost doesn't increase too much compared with node2vec if we choose to involve partial nodes into the EM framework. There are definitely future works to be explored. Refer to metapath2vec, we can change the objective function by using a node-type based negative sampling. Instead of random sampling from all types of nodes, we sample negative nodes based on the ratio of each node type. Another potential branch of our future work is adding domain knowledge into our existing model. During the random walk generation process, we have already considered both node distance (p,q) and edge-type (transition matrix M). In addition to these two attributes, we add some pre-defined rules into the random walks based on our domain knowledge. Another problem for such complex networks is the scale free issue. Few hub nodes may have many neighbor nodes while most nodes only have limited neighbors. To reduce the hub nodes effect in the network, we can also come up with new methods such as novel restriction rules in random walk, or punish those nodes' effects by adding node degree related information to optimize a new objective function.
