Galerkin method for the numerical solution of the RLW equation using quintic B-splines  by Dağ, İdris et al.
Journal of Computational and Applied Mathematics 190 (2006) 532–547
www.elsevier.com/locate/cam
Galerkin method for the numerical solution of the RLW equation
using quintic B-splines
˙Idris Dag˘a,∗, Bülent Sakab, Dursun Irkb
aComputer Engineering Department, Osmangazi University, 26480 Eskis¸ehir, Türkiye
bMathematics Department, Osmangazi University, 26480 Eskis¸ehir, Türkiye
Received 31 December 2004
Abstract
The regularized long wave equation (RLW) is solved numerically by using the quintic B-spline Galerkin ﬁnite
element method. The same method is applied to the time-split RLW equation. Comparison is made with both
analytical solutions and some previous results. Propagation of solitary waves, interaction of two solitons are studied.
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1. Introduction and governing equation
Nonlinear partial differential equations are useful in describing the various phenomena in disciplines.
Analytical solutions of these equations are usually not available, especially when the nonlinear terms
are involved. Since only limited classes of the equations are solved by analytical means, numerical
solution of these nonlinear partial differential equations is of practical importance. The regularized long
wave (RLW) equation is one of the model partial differential equation of the nonlinear dispersive waves
which has many application in many areas, e.g. ion-acoustic waves in plasma, magnetohydrodynamics
waves in plasma, longitudinal dispersive waves in elastic rods, pressure waves in liquid–gas bubble
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mixtures and rotating ﬂow down a tube. Mathematical theory for the equation was developed in [1,2].
Various numerical techniques have been proposed to solve the equation. These include ﬁnite difference,
Fourier, ﬁnite element, collocation, spline and variational methods. Spline functions, which are a class
of piecewise polynomial having continuity properties of up to the degree lower than that of the spline
functions, are employed to set up approximate functions. So both collocation and Galerkin methods are
used together with types of splines known as B-splines to construct the approximation functions over the
ﬁnite elements. Various types of B-spline ﬁnite element formulation are built up to get the solution of
some partial differential equations [3–5,7–10,14–16]. As also known, prosperity of the numerical method
depends on the choice of B-spline basis. Various forms of both B-spline collocation and B-spline Galerkin
methods have been constructed in getting the numerical solution of the RLW equation. The quintic B-
spline basis together with ﬁnite element methods are shown to provide very accurate solutions in solving
some partial differential equations. For instance, quintic B-spline collocation ﬁnite element method for
the numerical solution of the Korteweg–de Vries equation is designed by Gardner and his coauthor [6].
A numerical method for the RLW equation was set up using a quintic B-spline Petrov–Galerkin method
over ﬁnite elements in the paper [8]. An algorithm based on the collocation method with quintic B-spline
ﬁnite element is set up to simulate the solutions of the KdV, Burgers’ and KdVB equations [16]. Results
of the calculations showed that accuracy of solution is improved if the Galerkin formulation together with
quintic B-spline functions is used in getting the numerical solution of the partial differential equations,
but computational cost of the B-spline Galerkin algorithm increases. The aim of the paper is to investigate
the accuracy of Galerkin method when the quintic B-spline is used to express the approximate function
in the ﬁnite element method. Solution of the RLW equation is also found by applying time-splitting up
scheme. The split RLW equation is also solved by the quintic B-spline ﬁnite element method. Finally,
comparison between analytical and numerical solution of the RLW equation for the proposed algorithms
is made.
We consider the RLW equation
Ut + Ux + UUx − Uxxt = 0, (1)
where  and  are parameters and the subscripts x and t denote differentiation. Boundary conditions will
be selected from the homogeneous boundary conditions:
U(a, t) = 1, U(b, t) = 2,
Ux(a, t) = 0, Ux(b, t) = 0, t ∈ (0, T ]
Uxx(a, t) = 0, Uxx(b, t) = 0, (2)
and initial condition
U(x, 0) = f (x), x ∈ [a, b].
2. Quintic B-spline Galerkin Method I (QBGM1)
We subdivide the interval [a, b], the space variable domain of Eq. (1), into subintervals by the set of
the N + 1 distinct grid points xm,m = 0, . . . , N , such that a = x0 <x1 < · · ·<xN = b.
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The construction of the quintic B-spline interpolate UN to the analytical solution U for spaced knots
a = x0 <x1 < · · ·<xN = b can be performed with the help of the 10 additional knots such that
x−5 <x−4 <x−3 <x−2 <x−1 and xN+1 <xN+2 <xN+3 <xN+4 <xN+5.
Now quintic B-splines Bm(x), m = −2, . . . , N + 2, are deﬁned by
Bm(x) = 1
h5
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(x − xm−3)5 [xm−3, xm−2],
(x − xm−3)5 − 6(x − xm−2)5 [xm−2, xm−1],
(x − xm−3)5 − 6(x − xm−2)5 + 15(x − xm−1)5 [xm−1, xm],
(x − xm−3)5 − 6(x − xm−2)5
+15(x − xm−1)5 − 20(x − xm)5 [xm, xm+1],
(x − xm−3)5 − 6(x − xm−2)5 + 15(x − xm−1)5
−20(x − xm)5 + 15(x − xm+1)5. [xm+1, xm+2],
(x − xm−3)5 − 6(x − xm−2)5
+15(x − xm−1)5 − 20(x − xm)5
+15(x − xm+1)5 − 6(x − xm+2)5 [xm+2, xm+3],
0, x < xm−3, xm+3 <x.
(3)
The set of quintic B-splines Bm(x), m = −2, . . . , N + 2, forms a basis over the region axb [13].
A global quintic B-spline interpolate to Eq. (1) is given by
UN(x, t) =
N+2∑
m=−2
m(t)Bm(x), (4)
where m(t) are time-dependent nodal parameters to be determined from quintic Galerkin form of Eq.
(1). The quintic B-spline function and its 4 derivatives are continuous, and thus have trial solution with
continuity of up to the fourth order.
The nodal values U and its derivatives of up to fourth order at the knots xm are given in terms of the
parameters m from the use of the B-splines (3) and the trial solution (4)
Um = U(xm) = m−2 + 26m−1 + 66m + 26m+1 + m+2,
U ′m = U ′(xm) =
5
h
(m+2 + 10m+1 − 10m−1 − m−2),
U ′′m = U ′′(xm) =
20
h2
(m+2 + 2m+1 − 6m + 2m−1 + m−2),
U ′′′m = U ′′′(xm) =
60
h3
(m+2 − 2m+1 + 2m−1 − m−2),
U ′′′′m = U ′′′′(xm) =
120
h4
(m+2 − 4m+1 + 6m − 4m−1 + m−2). (5)
The local coordinate transformation  = x − xm, 0< <h, transforms an element along the x-axis
into a standard interval [0, h]. A quintic B-spline covers six intervals so that an element is covered by the
six successive B-splines. Thus element shape functions over the interval [0, h] are obtained from the six
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successive quintic B-spline functions whose branch lie on the interval [0, h]:
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Combination of the element shape functions Qi , i = m − 2, . . . , m + 3, together with element time
parameters i , i = m − 2, . . . , m + 3, gives an approximation for the typical element [0, h]
UeN = U(, t) =
m+3∑
i=m−2
i(t)Qi(). (7)
Galerkin method for the RLW equation over the particular element becomes∫ xm+1
xm
W(Ut + Ux + UUx − Uxxt ) dx = 0. (8)
In the above Galerkin method formulation, weight functions W and exact solution are replaced with
quintic B-splines shape functions (6) and approximation given by Eq. (7), respectively. Thus we obtain
following element equation of the coupled ordinary nonlinear differential equations:
m+3∑
j=m−2
⎧⎨⎩
(∫ h
0
QiQj d
) ◦
j +
(∫ h
0
QiQ
′
j d
)
j
+ 
m+3∑
k=m−2
(∫ h
0
QiQjQ
′
k d
)
kj − 
(∫ h
0
QiQ
′′
j d
) ◦
j
⎫⎬⎭ , (9)
where i, j and k take only the values m − 2, m − 1, m, m + 1, m + 2, m + 3 and m = 0, 1, . . . , N − 1
and ◦ denotes derivative with respect to time, which in the matrix norm is
Ae
◦
e +Cee + TLee − De
◦
e , (10)
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where the dimension of the element matrices Ae, Ce and De are 6 × 6, matrix Le is 6 × 6 × 6 and
e = (m−2, m−1, m, m+1, m+2, m+3) and
Aei,j =
∫ h
0
QiQj d, Lei,j,k =
∫ h
0
QiQjQ
′
k d,
Cei,j =
∫ h
0
QiQ
′
j d, D
e
i,j =
∫ h
0
QiQ
′′
j d. (11)
The matrix Le is organized to be in the dimension 6 × 6 as matrix Be
Bei,j =
m+3∑
k=m−2
Leijk
e
k (12)
so the matrix Be is expressed depending on the element parameter e.
Assembling contributions from all elements produce the ﬁrst-order matrix differential equation system
(A − D) ◦+(C + B) = 0, (13)
where global element parameter
 = (−2, −1, 0, . . . , N+1, N+2) (14)
and A, B, C, D are derived from the corresponding element matrices Ae, Be, Ce, De, respectively.
Replacing the time derivative of the parameter
◦
 by usual ﬁnite difference approximation
◦
=(n+1 −
n)/t and parameter  by the Crank–Nicholson formulation =(n+n+1)/2 gives nonlinear recurrence
relationship for time parameters between consecutive times n and n + 1 as
(2A − 2D + t C + t B)n+1 = (2A − 2D − t C − t B)n. (15)
This relationship between two successive time steps gives a matrix system of bandwidth 11 to be solved,
havingN+5 linear equations inN+5 unknown. We impose boundary conditionsU(a, t)=1,U(b, t)=
2, Uxx(a, t) = Ux(b, t) = 0 to have equations
U0 = U(x0) = −2 + 26−1 + 660 + 261 + 2 = 1,
U ′′0 = U ′′(x0) =
20
h2
(−2 + 2−1 − 60 + 21 + 2) = 0,
UN = U(xN) = N−1 + 26N + 66N+1 + 26N+2 + N+3 = 2,
U ′N = U ′(xN) =
5
h
(N+3 + 10N+2 − 10N−1 − N) = 0. (16)
The ﬁrst and the last two equations are not used in system (15), so that unknown parameters −2,
−1, N+1, N+2 are eliminated from resulting system (15) using Eqs. (16). Thus remaining 11-banded
(N +1)× (N +1) matrix system is solved by the Gauss elimination procedure at every time step. Before
moving to the next step to calculating the unknown parameters, the following iteration procedure should
be carried out at least two or three times
(∗)n+1 = n + 12 (n+1 − n) (17)
to increase the accuracy of the system.
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Initial vector parameter 0 must be determined from the boundary and initial conditions. Hence we
require to satisfy the boundary conditions at the knots.
(UN)x(a, 0) = 0 (UN)x(b, 0) = 0,
(UN)xx(a, 0) = 0 (UN)xx(b, 0) = 0,
UN(x, 0) = U(xm, 0), m = 0, . . . , N.
(18)
Conditions with their corresponding quintic B-spline representation give matrix equation of the system
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−5 −50 0 50 5
20 40 −120 40 20
1 26 66 26 1
1 26 66 26 1
. . .
. . .
. . .
. . .
. . .
1 26 66 26 1
1 26 66 26 1
20 40 −120 40 20
−5 −50 0 50 5
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−2
−1
0
1
...
N−1
N
N+1
N+2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
U(x0)
U(x1)
...
U(xN−1)
U(xN)
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This matrix system is solved to get the initial condition parameters. On determining the initial pa-
rameters from the system above, calculation of the solutions are iterated using system (15) at successive
times. By using the obtained parameters from system (15), nodal values and its derivatives of order 4 can
be worked out from Eqs. (5).
3. Quintic B-spline Galerkin Method II (QBGM2)
We split the RLW equation into two equations as follows:
(U − Uxx)t + 2UUx = 0,
(U − Uxx)t + 2Ux = 0. (19)
Applying the Galerkin method to Eqs. (19) produces the following form:
∫ b
a
W((U − Uxx)t + 2UUx) dx = 0,∫ b
a
W((U − Uxx)t + 2Ux) dx = 0. (20)
In this Galerkin formulation for the typical element [xi, xi+1], quintic B-spline shape functions are used
in place of weight function W and the unknown function U is approximated by the series of the form (4)
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so that we have element equations
m+3∑
j=m−2
⎧⎨⎩
(∫ h
0
QiQj d
) ◦
j − 
(∫ h
0
QiQ
′′
j d
) ◦
j + 2
m+3∑
k=m−2
(∫ h
0
QiQjQ
′
k d
)
kj
⎫⎬⎭ ,
m+3∑
j=m−2
{(∫ h
0
QiQj d
) ◦
j − 
(∫ h
0
QiQ
′′
j d
) ◦
j + 2
(∫ h
0
QiQ
′
j d
)
j
}
, (21)
where i, j and k take only the values m− 2, m− 1, m, m+ 1, m+ 2, m+ 3 and m= 0, 1, . . . , N − 1 and
◦ denotes derivative with respect to time. This result has the matrix form
Ae
◦
e −De
◦
e +2TLee,
Ae
◦
e −De
◦
e +2Cee, (22)
where the dimensions of the element matrices Ae, Ce, and De are 6 × 6, matrix Le is 6 × 6 × 6 and
e = (m−2, m−1, m, m+1, m+2, m+3).
Aei,j =
∫ h
0
QiQj d, Leijk =
∫ h
0
QiQjQ
′
k d, C
e
i,j =
∫ h
0
QiQ
′
j d, D
e
i,j =
∫ h
0
QiQ
′′
j d.
We use the associated 6 × 6 matrix Be instead of Le in our algorithm
Bei,j =
m+3∑
k=m−2
Leijk
e
k . (23)
Collecting contributions from all elements yield the following set of nonlinear equations:
(A − D) ◦+2B = 0, (24)
(A − D) ◦+2C = 0, (25)
where = (−2, −1, 0, . . . , N+1, N+2) is global element parameter vector and A, B, C, D are derived
from the corresponding element matrices Ae, Be, Ce, De, respectively.
If we apply the Crank–Nicholson procedure for parameters m and the usual ﬁnite difference approx-
imation for the time parameters
◦
m, relating the times n and n + 1/2:
m = 
n
m + n+1/2m
4
,
◦
m =
n+1/2
m − nm
t
, (26)
then we will have the following iterative relationship:
(2A − 2D + t B)n+1/2 = (2A − 2D − t B)n, (27)
Similarly semi-discrete Eq. (25) is also discretized fully by using the Crank–Nicholson formulation
for the time parameters vector  and difference approximation for time derivatives vector
◦
 between times
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n + 1/2 and n + 1 as follows:
m = 
n+1
m + n+1/2m
4
,
◦
m =
n+1
m − n+1/2m
t
. (28)
Thus we have the iterative relationship
(2A − 2D + t C)n+1 = (2A − 2D − t C)n+1/2. (29)
The above two sets of Eqs. (27)–(29) has a matrix equation of bandwidth 11 consisting of N + 5
equations in N + 5 parameters n = (n−2, n−1, . . . , nN+2).
Application of the boundary conditions at both ends of the region U(a, t) = 1, Uxx(a, t) = 0 and
Ux(b, t)=Uxx(b, t)= 0 yields to eliminate parameters n−2, n−1, nN+1, nN+2 after reducing the number
of equations by removing the ﬁrst and the last two equations from systems (27)–(29). So the resulting set
of equations becomes 11 banded (N + 1) × (N + 1) matrix equation which is solved by way of Gauss
elimination procedure. After ﬁnding the parameter vector n+1/2 from system (27), the next time unknown
parameter vector n+1 is determined from system (29). Thus time evolution of time parameters and nodal
values together with its derivatives up to order 4 from Eqs. (5) are determined by the above-mentioned
iteration procedures after ﬁnding initial parameters 0 as in the previous section.
4. The test problems
RLW equation possesses only three conservation constants, which correspond to mass, momentum and
energy, respectively [12]:
C1 =
∫ ∞
−∞
U dx, C2 =
∫ ∞
−∞
(U2 + (Ux)2) dx, C3 =
∫ ∞
−∞
(U3 + 3U2) dx. (30)
Since the conservation constants are expected to remain constant during the run of the algorithm to
have the efﬁcient numerical scheme, conservation constants will be monitored. Composite rectangle rule
will be used to calculate the integrals (30) at the discrete points numerically. To measure the accuracy
of numerical solutions, difference between analytical and numerical solutions at some speciﬁed times is
computed by using the discrete root mean square error norm
L2 = ‖U − UN‖2 =
[
h
N∑
i=1
|Ui − (UN)i |2
]1/2
and maximum error norm L∞ = max
i
|Ui − (UN)i |, i = 1, . . . , N − 1.
We solve two test problems to illustrate the efﬁciency of the proposed algorithm by studying the motion
of a single solitary and two solitary wave interaction.
4.1. Motion of single solitary wave
We adopt the single solitary wave solution of the RLW equation with the initial condition at t0 = 0
U(x, 0) = 3c sech2(k[x − x0]),
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Table 1
Invariants and error norms for single solitary wave: amplitude = 0.3, t = 0.1, h = 0.125, −40x60 (QBGM1)
Time L2 × 103 L∞ × 103 C1 C2 C3
0 0.0 0.0 3.9799271 0.8104625 2.5790075
4 0.04084 0.01560 3.9799290 0.8104622 2.5790066
8 0.08054 0.03148 3.9799262 0.8104620 2.5790057
12 0.11917 0.04658 3.9799229 0.8104617 2.5790048
16 0.15641 0.06054 3.9799144 0.8104614 2.5790040
20 0.19215 0.07337 3.9798832 0.8104612 2.5790031
Table 2
Invariants and error norms for single solitary wave: amplitude = 0.3, t = 0.1, h = 0.125, −40x60 (QBGM2)
Time L2 × 103 L∞ × 103 C1 C2 C3
0 0.0 0.0 3.9799271 0.8104625 2.5790075
4 0.09380 0.03954 3.9799286 0.8104623 2.5790069
8 0.17858 0.07224 3.9799259 0.8104621 2.5790062
12 0.24991 0.09654 3.9799226 0.8104619 2.5790056
16 0.30791 0.11459 3.9799142 0.8104617 2.5790049
20 0.35489 0.12848 3.9798830 0.8104616 2.5790043
where k= 12 (c/(1+ c))1/2 and boundary conditions U(−40, t)=U(60, t)=0 together with derivative
boundary conditions.
The exact solution is given by
U(x, t) = 3c sech2(k[x − x0 − vt]) (31)
which describes a single bell-shape solitary wave of amplitude 3c, travelling with velocity v = 1 + c in
the positive x-direction.
The RLW equation is solved with the parameters  =  = 1. The parameters t = 0.1, h = 0.125,
c = 0.1 and x0 = 0, used in some previous studies, are adopted to make comparison. The run of the
algorithms is carried up to time t = 20 over the problem domain −40x60. The maximum, root mean
square errors and conversation invariants are presented in Tables 1 and 2 for both schemes. From this
tables, QBGM1 gives better approximation results than the QBGM2. So that time-splitting of the RLW
equation causes the error to increase a little. Single solitary wave solution is drawn at time t = 20 in Figs.
1 and 2. Absolute error versus x-position are drawn for both schemes. Error deviation is in the range of
−0.07 × 103 <x < 0.06 × 103 for QBGM1 and an −0.126 × 103 <x < 0.11 × 103 for QBGM2. The
values of the C1, C2, C3 throughout the simulation are shown in Table 1. The percentage of the relative
error of the conserved quantities C1, C2, C3 is calculated with respect to the conserved quantities at t =0.
Percentage of relative changes of C1, C2, C3 for QBGM1 are found by 0.001%, 0.0002%, 0.0002%,
respectively. The relative percentages of C1, C2, C3 change by 0.001%, 0.0001%, 0.0001%, respectively,
for the QBGM2.
˙I. Dag˘ et al. / Journal of Computational and Applied Mathematics 190 (2006) 532–547 541
-20 0 20 40 60
0
0.1
0.2
0.3
- 40 -30 -10 10 30 50
X
0.05
0.15
0.25
U
t=0 t=20
-40 -20 0 20 40 60-30 -10 10 30 50
X
-0.08
-0.04
0
0.04
0.08
-0.06
-0.02
0.02
0.06
ER
R
O
R
(a) (b)
Fig. 1. Solitary wave solution. Parameters: h = 0.1, t = 0.1, c = 0.1, x0 = 0.
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Fig. 2. Error distribution×103 at t = 20. Parameters: h = 0.1, t = 0.1, c = 0.1, x0 = 0.
We compute both time and space pointwise rate of convergence for the numerical methods using the
following formulas:
order = log10(|U − Uhj |/|U − Uhj+1 |)
log10(hj/hj+1)
, order = log10(|U − Utj |/|U − Utj+1 |)
log10(tj /tj+1)
,
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Table 3
The order of convergence at t = 20, t = 0.1, c = 0.1
hj ‖U − Uhj ‖L2 QBGM1 Order QBGM1 ‖U − Uhj ‖L2 QBGM2 Order QBGM2
5 0.01872983 0.02016819
2.5 0.00019613 6.57739 0.00036442 5.79034
2 0.00018943 0.15577 0.00035495 0.11800
1 0.00019195 −0.01907 0.00035482 0.00053
0.5 0.00019200 −0.00038 0.00035481 0.00004
0.2 0.00019206 −0.00034 0.00035484 −0.00009
0.1 0.00019222 −0.00120 0.00035492 −0.00033
0.01 0.00020536 −0.02872 0.00036120 −0.00762
Table 4
The order of convergence at t = 20, t = 0.1, c = 0.1
hj ‖U − Uhj ‖L∞ QBGM1 Order QBGM1 ‖U − Uhj ‖L∞ QBGM2 Order QBGM2
5 0.00551993 0.00627102
2.5 0.00006484 6.41162 0.00013462 5.54174
2 0.00006864 −0.25523 0.00012767 0.23755
1 0.00007275 −0.08390 0.00012851 −0.00946
0.5 0.00007323 −0.00949 0.00012851 0
0.2 0.00007337 −0.00208 0.00012846 0.00042
0.1 0.00007338 −0.00020 0.00012850 −0.00045
0.01 0.00007674 −0.01944 0.00013015 −0.00671
where U is exact solution and Uhj and Utj are the numerical solutions with step size hj and time steps
tj , respectively. First, algorithm has run for various space stepswith ﬁxed the time stept=0.1 and order
of convergence for U in L2 and L∞ norms is documented in Tables 3 and 4 for both the schemes. The rate
of order of the convergence diminishes with the smaller space step used for the proposed schemes. But if
we choose much smaller space steps, convergence rate started to increase for the numerical methods. The
time rate of the convergence for the numerical method is also computed with various time steps and ﬁxed
space step and recorded in Tables 5 and 6. When h = 0.2 is ﬁxed, time variable pointwise convergence
is not as good as the space ones. But the convergence order still is within the acceptable limits. In Tables
7 and 8, some of the results of both previous studies and quintic B-spline ﬁnite element methods are
given to make comparison. Therefore the presented numerical methods provide the comparable errors.
But splitting the equations cause a little loss of the accuracy in the numerical calculations. The proposed
algorithms provide almost the same accuracy as [9,15] when h = 0.125. When the smaller amplitude of
soliton with c = 0.03 is used, the results are the same as that of methods in [7,9,14,15].
4.2. Interaction of two solitary waves
In this section,we study the behavior of the interaction of two solitarywaves having different amplitudes
and travelling in the same direction. Initial condition of the two well-separated solitary waves of different
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Table 5
The order of convergence at t = 20, h = 0.2, c = 0.1
tj ‖U − Uhj ‖L2 QBGM1 Order QBGM1 ‖U − Uhj ‖L2 QBGM2 Order QBGM2
5 0.27958588 0.19680386
2.5 0.10081616 1.471564592 0.06295465 1.644373669
2 0.06843732 1.736014185 0.04197615 1.816377948
1 0.01863740 1.876582654 0.01149877 1.868090303
0.5 0.00476439 1.967837193 0.00329629 1.802564469
0.2 0.00076704 1.993238364 0.00081957 1.518920809
0.1 0.00019206 1.997744731 0.00035484 1.207698527
0.05 0.00004847 1.986393095 0.00016876 1.072195656
0.01 0.00000673 1.226744997 0.00003356 1.003544587
Table 6
The order of convergence at t = 20, h = 0.2, c = 0.1
tj ‖U − Uhj ‖L∞ QBGM1 Order QBGM1 ‖U − Uhj ‖L∞ QBGM2 Order QBGM2
5 0.09456481 0.07061204
2.5 0.03691543 1.357079456 0.02290295 1.624380761
2 0.02540960 1.673821912 0.01531679 1.802947515
1 0.00706287 1.847047217 0.00424168 1.852406287
0.5 0.00181778 1.958076937 0.00124437 1.769220266
0.2 0.00029323 1.991086352 0.00030992 1.517062662
0.1 0.00007337 1.998770521 0.00012846 1.270576657
0.05 0.00001831 2.002558494 0.00005829 1.139998894
0.01 0.00000238 1.267738790 0.00001101 1.035533330
amplitudes has the following form:
U(x, 0) = U1 + U2,
Uj = 3Aj sech2(kj (x − x˜j )), Aj =
4k2j
1 − 4k2j
, j = 1, 2. (32)
In order to run the algorithm in the ﬁnite space range, boundary conditions U(0, t) = Ux(120, t) =
Uxx(0, t) = Uxx(120, t) = 0 are used. Earlier used parameters k1 = 0.4, x˜1 = 15, k2 = 0.3, x˜2 = 35 are
selected to have solitary waves of magnitudes about 5.33338 and 1.68598 and peak positions of them are
located at x = 15 and 35.1. The differential equation is integrated from the time t = 0 to 30 with time
step t = 0.1 and the region 0x120 is subdivided into 400 subintervals. A graph of the 2-soliton
collision, plotted for time steps t = 0, 15, 30, is shown in Figs. 3a and 4a for both proposed algorithms.
Two solitary waves are seen in these graphs at time t = 15 about the collision and after the separation of
solitary waves. To observe the interaction event explicitly, amplitudes of the solitary wave versus time
are graphed in Figs. 3b and 4b. Developing solution in time indicates that solitary wave started nonlinear
collision about the time t =10 and interaction region is ﬁnalized at about time t =20 and then reappeared
with almost original amplitude. Conserved quantities are given in Table 9. The percentage of the relative
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Table 7
Invariants and error norms for single solitary wave at t = 20, x0 = 0, t = 0.1, amp. = 0.3, −40x60
Method h C1 C2 C3 L2 × 103 L∞ × 103
QBGM1 0.125 3.97988 0.81046 2.57900 0.192 0.073
QBGM2 3.97988 0.81046 2.57900 0.355 0.128
[15] 3.97989 0.81046 2.57901 0.192 0.073
[3] 3.99046 0.82346 2.67399 2.157
[10] 3.98203 0.80865 2.57302 4.688 1.755
[11] 4.41219 0.89734 2.85361 196.1
[5] 3.96160 0.80419 2.55829 0.018 1.566
[4] 3.98002 0.81046 2.57901 0.221 0.085
[14] 3.97995 0.81046 2.57900 0.378 0.140
[17] 3.97989 0.80925 2.57501 0.719 0.254
QBGM1 0.1 3.97988 0.81046 2.57900 0.192 0.073
QBGM2 3.97988 0.81046 2.57900 0.355 0.129
[15] 3.97989 0.81047 2.57901 0.192 0.074
[7] 3.97989 0.81046 2.57901 0.217 0.084
[11] 4.41219 0.89734 2.85361 196.1 67.35
[9] 3.97989 0.81047 2.57902 0.220 0.086
[17] 3.97781 0.80963 2.5762 0.515 0.181
[5] 3.96467 0.80462 2.56972 0.015 1.501
[4] 3.98002 0.81046 2.57901 0.221 0.085
[14] 3.97994 0.81044 2.57894 0.369 0.132
Table 8
Invariants and error norms for single solitary wave at t = 20, x0 = 0, t = 0.1, amp. = 0.09, −40x60
Method h C1 C2 C3 L2 × 103 L∞ × 103
QBGM1 0.125 2.10460 0.12730 0.38880 0.558 0.205
QBGM2 2.10457 0.12730 0.38880 0.566 0.207
[15] 2.10467 0.12730 0.38880 0.542 0.199
[3] 2.10471 0.12759 0.39203 0.013
[10] 2.10769 0.12726 0.38868 0.347 0.239
[11] 2.333 0.14082 0.38881 14.45
[5] 2.12887 0.12723 0.38857 0.028 1.551
[14] 2.10902 0.12731 0.38881 0.547 0.432
[4] 2.11229 0.12730 0.38881 1.274 0.365
[17] 2.10741 0.12723 0.38856 0.242 0.125
QBGM1 0.1 2.10459 0.12730 0.38880 0.560 0.205
QBGM2 2.10456 0.12730 0.38880 0.567 0.208
[15] 2.10707 0.12730 0.38880 0.541 0.199
[7] 2.10503 0.12730 0.38880 0.527 0.432
[11] 2.333 0.14082 0.43005 14.45 3.996
[9] 2.1050 0.12730 0.38880 0.563 0.432
[17] 2.10760 0.12730 0.38879 0.417 0.232
[14] 2.10948 0.12730 0.38880 0.651 0.432
[4] 2.11228 0.12730 0.38881 1.271 0.364
[5] 2.13072 0.12721 0.38846 0.032 1.599
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Fig. 3. (a) Interaction of two solitary waves (QBGM1); (b) Time-amplitude graph (QBGM1).
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Fig. 4. (a) Interaction of two solitary waves (QBGM2); (b) Time-amplitude graph (QBGM2).
error for the QBCM1 is changed by 0.3% for C1, 1.5% for C2, and 2 for C3 during computer run. The
percentage of the relative error for the QBCM2 is changed by 0.5% for C1, 2% for C2, and 2.7% for C3.
QBCM1 provides a little less conserved quantities than the QBCM2.
The numerical integration of the RLW equation is much easy with low order B-spline functions.
Hence, use of the low-order B-spline functions causes low-order system in the Galerkin ﬁnite element
formulation. Although discretization of the RLW equation with quintic B-spline results in higher order
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Table 9
QBCM1 QBCM2
t C1 C2 C3 C1 C2 C3
0 37.9165 120.5233 744.0814 37.9165 120.5233 744.0814
5 37.9415 120.8608 746.8959 37.9500 120.9770 747.8363
10 37.9723 121.2896 750.5421 37.9853 121.4708 751.8637
15 37.9964 121.6379 753.6627 38.0067 121.7800 755.1922
20 37.9978 121.6234 753.2568 38.0231 121.9692 756.1956
25 38.0220 121.9526 756.0049 38.0571 122.43080 759.9921
30 38.0478 122.3039 758.9474 38.0922 122.9104 764.0126
matrix equation to be solved, quintic B-spline method is applied to the RLW equation in getting the
numerical solution to make comparison with the existing results found by using some other splines in
ﬁnite element methods. The proposed method produced the same results with best of the other methods
documented in Tables 7 and 8. Propagation of the single solitary wave and two soliton integration are
simulated well with the proposed algorithms and conservation invariants do not change much during the
computer run. Thus quintic B-spline functions can be used to construct approximate numerical methods
over ﬁnite elements. In conclusion, higher-order differential equations can be integrated by using the
quintic B-splines to have discretization of the PDE.
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