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Abstract
The statistical procedure used in the search for the Higgs boson is investigated
in this paper. A Bayesian hierarchical model is proposed that uses the information
provided by the theory in the analysis of the data generated by the particle detectors.
In addition, we develop a Bayesian decision making procedure that combines the two
steps of the current method (discovery and exclusion) into one and can be calibrated
to satisfy frequency theory error rate requirements.
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1 Introduction
The Standard Model (SM) of particle physics is a theory that describes the dynamics of
subatomic particles. The Higgs particle is an essential component of the SM; its existence
explains why other elementary particles are massive (Englert and Brout, 1964; Higgs, 1964;
Guralnik et al., 1964; Guralnik, 2009). The existence of the Higgs boson needs to be con-
firmed by experiment. The Large Hadron Collider (LHC) at the European organization for
nuclear research, known as CERN, is a high energy collider specifically designed and con-
structed to detect the Higgs particle. Two beams of protons circulating at very high speeds
in the LHC collide inside two detectors (ATLAS and CMS). Collisions between a proton in
one beam and a proton in the other beam result in generation of new particles, possibly in-
cluding the Higgs boson; each such collision is an event. Some of the particles generated can
be tracked and measured in the detectors. However, the Higgs particle, if generated, decays
extremely quickly into other known SM particles and cannot be detected directly. Instead,
the existence of the Higgs particle must be inferred by looking for those combinations of
detectable particles that are predicted by the SM.
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Once a Higgs particle has been created (by one of several ‘production mechanisms’) in a
proton-proton collision, there are several different processes, called ‘decay modes’, through
which the particle may decay. The decay process can be reconstructed based on the de-
tected collision byproducts. Events with reconstructed processes that match one of the
possible Higgs decay modes and pass other selection criteria (called cuts) are recorded as
“Higgs candidates” and the invariant mass of the unobserved particle is computed from the
reconstruction. A histogram of the estimator of the mass is then created for each decay mode
(some analyses including H → 2 photons use unbinned likelihood fits instead of histograms).
However, there are other processes, not involving the Higgs boson, that can result in the
generation of Higgs event byproducts which also pass the cuts; these are called background
events. Thus the histogram created is either a mixture of background events and events in
which a Higgs particle was created or just a histogram of background events if the Higgs
particle does not exist.
Luckily, the SM predicts, as a function of the mass of the Higgs particle and the energy of
the colliding beams, the expected rate at which events generate Higgs particles (a quantity
proportional to the so-called Higgs cross section). It also predicts, as a function of the same
parameters, the probability that the particle will decay by a given decay mode and produce
byproducts which pass the cuts. Effectively then, the SM predicts that if the Higgs particle
exists and has mass mH then there will be a bump on the histogram of invariant masses
whose size and shape are completely predicted by unknown mass, mH , and other measured
quantities such as beam energy. The statistical problem is to determine whether or not such
a bump exists and if so at what mass it is centred.
The search procedure has two stages. The first stage is discovery, or search while the
second is called exclusion. For each mass in a range of possible masses the null hypothesis
that there is no Higgs particle is tested against the alternative that it exists and has this
specific mass. A p-value, called a local p-value, is computed for each mass; if the smallest
p-value is less than 1 − Φ(5) (a 5σ effect—Φ is the standard normal cumulative density
function) then the particle is declared to have been ‘observed’. If not then the second stage,
exclusion, is pursued. For each mass in the range under consideration the null hypothesis
that the particle exists, at this mass, with the predicted cross section, is tested against a
background only null hypothesis.
While the main goal is to discover the Higgs particle and the parameter of interest is the
mass of the Higgs boson, denoted by mH , the local hypothesis tests (which are likelihood
ratio tests) focus on the cross section at each mass. The background model parameters and
any other unknown parameters of the signal function are treated as nuisance parameters.
In the searches for the Higgs particle described in Chatrchyan et al. (2012) and Aad et al.
(2012), in the discovery phase, theoretical predictions are used to define the signal function for
different production mechanisms and analysis categories. An overall cross section parameter
in form of a unitless scaling factor, generally denoted by µ, is used in the model. The standard
model predicts that µ = 1 and the null hypothesis that there is no Higgs is represented by
µ = 0. The procedures described in Chatrchyan et al. (2012) and Aad et al. (2012) treat
the alternative to µ = 0 as µ > 0. Treating µ as a free parameter potentially increases the
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possibility of observing signal at more than one mass value. This is noted in reporting 2-d
confidence intervals that are made for the mass of the Higgs particle and the cross section
parameter where a range of pairs of mass values and cross sections are considered consistent
with the signal Aaltonen et al. (2011).
In order to fix some notation we now give some further details of the two stages for the
current practice. Some key weaknesses of the existing method are highlighted in the process.
Discovery: For each mass value, m ∈ (m0,mn), in the search window, a local likelihood
ratio test (see Cowan et al. (2011) for details) is performed at the significance level, α0 =
1− Φ(5) = 3× 10−7,
H0 : µ = 0 vs. HA : µ > 0. (1)
Note that the cross section predicted by the SM is not used under the alternative. Discovery
is announced if the p-value associated with any of the local tests (the minimum local p-value)
is below α0 and the mass of the Higgs particle is estimated as the corresponding mass value.
We note that this is not the final estimate of the mass; a further detailed analysis of the
decay products in the relevant events is used to provide an estimate with uncertainties. The
plot of local p-values does not itself provide an interval estimate for the mass if the particle
is detected.
This testing procedure is equivalent to rejecting the null hypothesis if any of a family of
local test statistics, ν(m), (e.g., log likelihood ratios) indexed by the unknown mass m is
larger than a predefined level κ. Gross and Vitells (2010) proposed a method for estimating
the “global p-value” of this testing procedure as the null probability that the maximum of
the local test statistics is greater than the observed maximum. Their method is based on
the results of Davies (1987) and gives:
PG = PH0(max
m
ν(m) > κ)
≈ PH0(χ2d > κ) + EH0 (N(κ)) (2)
where κ in this case is the observed maximum statistic, χ2d, denoting a chi-squared distri-
bution with d degrees of freedom, is the null distribution of ν(m) and EH0 (N(κ)) is the
expected number of upcrossings of the level κ by the process ν(m). Using the method of
Gross and Vitells (2010) one can estimate the (global) type I error rate associated with the
discovery procedure that is based on the local tests,
αG = PH0(max
m
ν(m) > κα0)
≈ PH0(χ2d > κα0) + EH0 (N(κα0))
= α0 + EH0 (N(κα0)) , (3)
where κα0 is the χ
2
d quantile corresponding to α0. Since EH0 (N(κ)) ≥ 0, the actual global
type I error rate is larger than the controlled local type I error rates. The size of the difference
depends on the specific statistical model.
Exclusion: In the second stage, carried out only if no particle is detected at the first
stage, further investigation is done to exclude regions of m which are unlikely values for the
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mass of the Higgs boson. The theoretical cross section is tested at significance level α2 = 0.05
at the exclusion step (Cowan et al., 2011),
H0 : µ = 1 vs. HA : µ < 1. (4)
Any mass whose corresponding theoretical cross section is rejected is excluded from the range
of possible masses for the Higgs particle.
A number of questions/criticisms arise regarding the existing procedure: Why is the
cross section parameter treated as unknown and estimated in the discovery stage while the
theoretical value of this parameter is used in the exclusion? In other words, why is a smaller
cross section than the one predicted by theory eligible at the discovery step when it might
well be excluded when testing for exclusion? The global type I error rate associated with
the local discovery procedure is larger than the local thresholds and is not obtained. What
would the decision be if more than one local p-value for well separated mass values fall
below the local significance level at the discovery step? This scenario is more likely when
the cross section is treated as unknown. Current procedure sets a very low Type I error
rate for each test and yields a procedure with an unknown global type I error rate. The
suggestion that this error rate be computed only for data sets crossing some local error rate
threshold guarantees that the estimated local error rate has no straightforward frequency
theory interpretation.
In the following we propose a Bayesian procedure that combines discovery and exclusion
into a single decision making step and enables the calculation and control of various fre-
quency theory global error rates. This is done by specifying some elements of the decision
making procedure (priors or loss values) and calibrating the rest of the elements to satisfy
predetermined error rates. Our procedure takes advantage of the information provided by
theory but can be modified to treat the cross section as an unknown parameter. In other
words the proposed procedure is capable of consistently using the information provided by
the theory as well as incorporating any uncertainty that might be associated with this in-
formation. Unlike the current practice, which could potentially result in different decisions
in the discovery and exclusion steps, our procedure provides a set including all the possible
mass values for the Higgs particle.
The rest of the paper is organized as follows. In Section 2, we introduce a Bayesian
hierarchical model and describe inference for model parameters. Section 3 is dedicated to the
Bayesian decision making procedure that, while combining the discovery and exclusion steps,
can be calibrated to obtain desired frequency-theory error-rates. In Section 4, the proposed
inference and decision making methods are applied to simulated Higgs data provided to us
by the CMS Higgs group. Section 5 follows with concluding remarks.
2 Model and inference
In this section we introduce a Bayesian hierarchical model that captures the features of the
Higgs problem. A sequential Monte Carlo (SMC) algorithm is used to make inference about
the model parameters.
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Suppose that the data, i.e., the invariant masses recorded by the detector, are realizations
of a Poisson process whose intensity function is given by the sum of a background process
Λ(m) and a signal function smH (m). The shape of the signal function is known and its
location is determined by the unknown parameter, mH ∈ M, where M = {∅} ∪ (m0,mn)
((m0,mn) ⊂ R+ − {0}, i.e., m0 and mn are strictly positive). The parameter, mH , is the
unknown mass of the Higgs particle where mH ∈ (m0,mn) means that the Higgs boson has
a mass in the search window, (m0,mn), while mH = ∅ refers to the case that the particle
does not exist, at least not with a mass in (m0,mn). We model the uncertainty about the
background Λ(m) as a log-Gaussian process,
log Λη,σ2(m) ∼ GP(ξ(m), ρη,σ2(m,m′)), m ∈ (m0,mn). (5)
with a known mean function, ξ(m), and covariance function given by,
ρη,σ2(m,m
′) = σ2 exp(−η(m−m′)2), (6)
where σ2 is the variance parameter and η is the correlation parameter that controls the
smoothness of the background function. The notation Λη,σ2 is used to show the dependence
of the background function on the covariance parameters. For the sake of brevity we drop
the subscript from here on.
The functional form of the background model and the uncertainties associated with it
are typically obtained from Monte Carlo studies (Aad et al., 2014). The mean function in
the background prior in (5) would ideally be determined in the same way. However, the log-
Gaussian process is a realistic model that allows the background function to deviate from
the mean function while letting the data correct for a possibly incorrect prior mean.
We choose the signal function as a Gaussian probability density function with the location
parameter mH (in the current practice (Chatrchyan et al., 2012; Aad et al., 2012) a slightly
more complex signal shape called the “crystal ball function” is used). Thus, the signal
function is given by
smH (m) = cmH φ(
m−mH

) for mH ∈ (m0,mn), (7)
s∅(m) = 0, (8)
where cmH is a scaling constant, and φ is the normal probability density function with
standard deviation  which controls the spread of the signal function.
The use of finely binned data is common in the physics literature since the size of the
data collected is often large. The likelihood of the binned data is given by,
pi(y|Λ,mH) =
n∏
i=1
exp(−Γi)Γyii
yi!
, (9)
where
Γi =
∫ mi
mi−1
[Λ(m) + smH (m)]dm. (10)
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The grid m = (m0,m1, . . . ,mn) is the vector of bin boundaries over the search window. In
practice, we treat
∫ mi
mi−1
Λ(m)dm as observations of a log-Gaussian process to avoid integra-
tion of the log-Gaussian process at every evaluation of the likelihood in our computations.
The posterior distribution of the model parameters θ = (η, σ2,Λ,mH) given the data y
can be written as
pi(θ | y) = pi(θ)pi(y|θ)∫
pi(θ)pi(y|θ)dθ , (11)
where pi(θ) = pi(η)pi(σ2)pi(mH)pi(Λ) is the independent prior. The prior distribution, pi(mH)
is chosen as a mixture of a point mass at mH = ∅ and a continuous distribution on (m0,mn).
In Section 3.2, we argue that, after calibration, decision making under the proposed procedure
is not sensitive to the choice of this prior. The hyperparameters η and σ2 are assigned
inverse Gamma hyperpriors with shape and scale parameters equal to one. The hyperpriors
prevent these parameters from moving to boundary values while allowing them to explore
the plausible range of values.
Markov chain Monte Carlo (MCMC) sampling to infer the parameters of the above model
is challenging with the mixture prior on m. Also because the likelihood is sensitive to small
changes in the parameters and Λ(m) is a function. To overcome computational difficulties we
use an SMC algorithm (Del Moral et al., 2006). The SMC samplers are a family of algorithms
that take advantage of a sequence of distributions that bridge between a distribution that is
straightforward to sample from (for example the prior) and the target distribution. Particles
are filtered through the defined sequence using importance sampling and re-sampling steps
to eventually obtain a sample from the target distribution. In a common version of SMC
the sequence of filtering distributions is defined by tempering the likelihood, i.e., the role of
likelihood is induced in the model in a sequential manner. In this case, SMC is especially
useful in sampling m from a mixture distribution.
Let the filtering sequence of distributions be denoted by,
pi0, pi1, . . . , piT .
Using a temperature schedule {τt, t = 0, . . . , T}, the tth distribution in the sequence is defined
as a power posterior,
pit = pi(θ)[pi(y|θ)]τt ,
where
0 = τ0 < τ1 < . . . < τT = 1.
The SMC sampler comprises iterative steps of weighting and sampling. While the parti-
cles are moved toward the target distribution through re-sampling with weights calculated
according to the current temperature, they are also moved toward higher probability re-
gions under each distribution in the sequence, through a sampling step, to prevent particle
degeneracy. These steps are explained in Algorithm 1.
The form of the incremental weights w˜i depends on the choice of the transition kernel
Kt in SMC. In Algorithm 1 Kt is chosen as an MCMC transition kernel that results in the
simplified form of the incremental weights. For more details about the weight calculation and
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Algorithm 1 Sequential Monte Carlo
Input: A temperature schedule {τt, t = 0, . . . , T}
A MCMC transition kernel Kt
1: Generate an initial sample θ1:N0 ∼ pi0;
2: W 1:N1 ← 1N ;
3: for t := 1, . . . , T − 1 do
• W it ← W it−1 w˜
i
t∑
w˜it
where w˜it = P (y|θ(i)t )τt−τt−1 , i = 1, . . . , N ;
• Re-sample the particles θ1:Nt with importance weights W 1:Nt ;
• W 1:Nt ← 1N ;
• Sample θ1:Nt+1 ∼ Kt;
4: end for
Return: Particles θ1:NT .
sampling step in the SMC sampler see Del Moral et al. (2006). In Section 4, we explain our
specific choices of the inputs of the algorithm where we apply the above Bayesian hierarchical
model to the simulated Higgs data set.
3 Bayesian decision making
In this section we consider the problem from a decision theoretic point of view. We define
a linear loss function and derive the Bayes rule that can be used as an alternative to the
current discovery/exclusion method for reporting one or more possible mass values for the
Higgs particle. The Bayes procedure is calibrated to match specified frequency-theory-error-
rates.
3.1 Structure
The required ingredients of a decision theory problem are a model with the corresponding
parameter space, a decision space which is a set of possible actions to take, and a loss function
(Berger, 1980).
The model was introduced in Section 2. However, the procedure we now suggest could
be used regardless of the specific details of the model. We define the decision space as the
set of all possible subsets, S ⊂ M where M was defined in Section 2 as the union of the
interval (m0,mn) and the single point ∅ that represents the case that the Higgs particle does
not exist. The interpretation of S is that, m ∈ S if, having observed the data, we wish to
retain m as a possible value of the true mass. For instance, if ∅ ∈ S, the results suggest that
it is possible that the Higgs particle does not exist (at least not with a mass in the search
window).
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The next step is to define a loss function that reflects two goals. First we would like to
include the correct parameter value in the decision set. Therefore we charge a penalty if the
correct value is excluded from the decision set. Second, we would like to exclude from S any
incorrect parameter value. So we charge a penalty for including any parameter value that
is not the true value. For the time being, suppose that the parameter space, M, and the
decision set, S, are discrete. Let l(mi) and C(mi) denote the loss values that respectively
correspond to the case where mi is not the mass of the Higgs particle (mi 6= mH) but included
in the decision set and the case where mi is the true mass of the Higgs particle (mi = mH)
but excluded from the decision set. We refer to l(mi) and C(mi) as inclusion and exclusion
losses respectively. Allowing l and C to depend on mi permits us later on to adjust these
functions to give desired error rates.
The following linear loss function accounts for all the possible decision scenarios with the
corresponding losses,
LD(mH , S) =
∑
l(mi)1(mi ∈ S)1(mi 6= mH) + C(mH)1(mH /∈ S) (12)
where the subscript LD shows the momentary discreteness assumption. However, we wish
to treat the mass as a continuous variable over the interval of interest. Moreover, the case
mH = ∅ needs to be displayed explicitly in the formulas since it is treated differently than
the rest of the parameter space in terms of error rates. Therefore, we begin by rewriting the
loss function as
LD(mH , S) =
[ ∑
mi∈S∩(m0,mn)
l(mi)1(mi 6= mH)
+ l(∅)1(∅ ∈ S) + C(mH)1(mH /∈ S)
]
1(mH ∈ (m0,mn))
+
[ ∑
mi∈S∩(m0,mn)
l(mi)1(mi 6= mH) + C(∅)1(∅ /∈ S)
]
1(mH = ∅) (13)
To pass to the continuous case we now replace the sum over S ∩ (m0,mn) by an integral.
(Conceptually, as we add more possible loss values we rescale the loss function to keep the
total sum bounded. In the limit the function l(m) on (m0,mn) is a “loss density”; it has
units of “loss” per unit of mass. The quantity l(∅) has units of “loss” as do the quantities
C(∅) and C(mH).) The result is the loss function
L(mH , S) =
[ ∫
S∩(m0,mn)
l(m)1(m 6= mH)dm
+ l(∅)1(∅ ∈ S) + C(mH)1(mH /∈ S)
]
1(mH ∈ (m0,mn))
+
[ ∫
S∩(m0,mn)
l(m)dm+ C(∅)1(∅ /∈ S)
]
1(mH = ∅) (14)
The indicator 1(m 6= mH) can be dropped from the first integral without changing its value
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to give the simplified form
L(mH , S) =
∫
S∩(m0,mn)
l(m)dm+ [l(∅)1(∅ ∈ S) + C(mH)1(mH /∈ S)]1(mH ∈ (m0,mn))
+ C(∅)1(∅ /∈ S)1(mH = ∅), (15)
where the term
∫
S∩(m0,mn) l(m)dm is the loss due to including incorrect mass values in S.
By averaging the loss function (15) with respect to the marginal posterior pi(m | y) the
posterior expected loss or the Bayes risk is obtained as follows.
rpi(m|y)(S) = Epi(m|y)[L(m,S)]
=
∫
S∩(m0,mn)
l(m)dm+
∫
Sc∩(m0,mn)
C(m)pi(m | y)dm
+ C(∅)1Sc(∅)pi(∅ | y) + l(∅)1S(∅) (1− pi(∅ | y)) (16)
The Bayes rule is obtained by minimizing the Bayes risk with respect to S.
Theorem 1. The Bayes rule, i.e., the decision rule that minimizes rpi(m|y)(S), is given by
S =
{
{m ∈ (m0,mn) : l(m)C(m) < pi(m | y)} l(∅)C(∅) ≥ pi(∅|y)1−pi(∅|y)
{m ∈ (m0,mn) : l(m)C(m) < pi(m | y)} ∪ {∅} l(∅)C(∅) < pi(∅|y)1−pi(∅|y) .
(17)
A proof is provided in Appendix A.
3.2 Calibration and error rate estimation
As mentioned before, the proposed procedure can be calibrated to give desired frequency
theory properties such as error rates. The loss ratios l(m)/C(m) can be adjusted to satisfy
the type I error rates required in particle physics applications. The same effect could be
achieved in principle by keeping the loss ratio fixed and adjusting the prior. However, fixing
the prior makes the computations below more straightforward. The global Type I error rate
and false exclusion rates are controlled respectively as follows.
P (∅ /∈ S | m = ∅) = P
(
pi(∅ | y)
1− pi(∅ | y) <
l(∅)
C(∅) | m = ∅
)
= α1, (18)
P (m /∈ S | m) = P
(
pi(m | y) < l(m)
C(m)
| m
)
= α2. (19)
where P (A) is the probability of event A.
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The Associate Editor has observed that these calibrations are not strictly frequentist in
nature because of the way we are handling the background Λ. A strict frequentist procedure
would have
P (∅ /∈ S|m = ∅,Λ) = α1, (20)
P (m /∈ S|m,Λ) = α2. (21)
Such calibration is likely impossible if we insist on exact calibration in small samples. Tra-
ditional statistical procedures such as likelihood ratio tests are calibrated by letting the
critical value for the test statistic depend on the nuisance parameters. In other words, equa-
tion (20) is required to hold only at the estimated value Λˆ of Λ; approximate calibration
is then achieved by parametric bootstrapping. The procedure we describe below is parallel
but averages over those Λ which remain credible after seeing the data, i.e., according to the
posterior distribution of Λ; details are given in the next two subsections. Our procedure and
parametric bootstrapping are both properly calibrated in large samples.
Note that calibration to produce desired frequency error rates offsets the effect of the
prior in decision making. Since the posterior odds can be written as a product of the prior
odds and likelihood ratio, the loss ratio we obtain and use in decision making, responds to
the choice of the prior.
Solving equations (18) and (19) for the loss ratios l(∅)/C(∅) and l(m)/C(m) requires
obtaining the α1100% and α2100% quantiles of the null distributions of the posterior odds
pi(∅|y)/(1− pi(∅|y)), and the posterior probability density, pi(m|y).
Unfortunately, under most realistic models the distribution of the posterior functionals
cannot be obtained in closed form. Johnson (2013) developed the uniformly most powerful
Bayesian test (UMPBT) for one-parameter exponential family based on the same idea, i.e.,
maximizing the probability that the Bayes factor is smaller than a certain threshold under
the null model. They briefly visit the Higgs problem and report the size of a Bayes factor
equivalent to the local significance level of α0 = 3× 10−7. However, to be able to obtain the
UMPBT, a normal model is used and the cross section is treated as an unknown parameter
as it is in the existing analysis of the Higgs data.
The results in Johnson (2013) cannot be used under our model. Therefore, we need
to estimate percentiles of the distribution of the posterior using Monte Carlo. However,
this requires intense computation since for each generated data set at each iteration of the
Monte Carlo we need to run the SMC algorithm to estimate the posterior. This Monte Carlo
within Monte Carlo scheme is computationally costly on its own, while satisfying the small
significance level in the physics application requires a large number of iterations to estimate
precise tail quantiles adding to the computational intensity.
To address calibration with affordable computation, we combine importance sampling and
approximation techniques: we replace the SMC algorithm with a Laplace approximation in
each Monte Carlo algorithm and use importance sampling to reduce the number of iterations
required to obtain tail probability estimates for the Bayesian statistic’s distribution for a fixed
level of precision.
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3.2.1 Approximation
In the following, we explain the Laplace approximation to the marginal posterior distribution
of the mass of the Higgs particle. This approximation is used as a fast alternative to sampling
the posterior distribution to speed up the calibration Monte Carlo. The hyperparameters η
and σ2 are held fixed at their maximum a posteriori estimates in the calibration. Consider
reparametrizing the model in terms of Ψ = log Λ. The approximation method, inspired by
Rue et al. (2009), is based on a Gaussian approximation to the conditional distribution,
p˜i(Ψ | m,y), i.e.,
pi(m | y) = pi(m,Ψ,y)
p˜i(Ψ | m,y)
∣∣∣∣
Ψ=Ψ∗
. (22)
The Gaussian approximation, p˜i(Ψ | y,m), is obtained by numerically approximating the
mode and curvature of pi(Ψ | y,m);
pi(Ψ | y,m) ∝ exp{−1
2
(Ψ− µ)TΣ−1(Ψ− µ) + log pi(y|Ψ,m)}. (23)
Consider the Taylor expansion of the n components of the log likelihood around the initial
values Ψ0,
log pi(y|Ψ,m) =
n∑
i=1
gi(Ψi)
≈
n∑
i=1
[gi(Ψ0i) + g
′
i(Ψ0i)(Ψi −Ψ0i) +
g′′i (Ψ0i)
2
(Ψi −Ψ0i)2]
=
n∑
i=1
[ai(Ψ0i) + bi(Ψ0i)Ψi − 1
2
ci(Ψ0i)Ψ
2
i ]. (24)
where,
gi(Ψ) = log(pi(yi | Ψ,m)), (25)
ai(Ψ0i) = gi(Ψ0i)− g′i(Ψ0i)Ψ0i +
g′′i (Ψ0i)
2
Ψ20i, (26)
bi(Ψ0i) = g
′
i(Ψ0i)−Ψ0ig′′i (Ψ0i), (27)
ci(Ψ0i) = −g
′′
i (Ψ0i)
2
. (28)
The above expressions are given explicitly in Appendix B. Therefore, we have
p˜i(Ψ | y,m) ∝ exp{−1
2
(Ψ− µ)TΣ−1(Ψ− µ)
+
n∑
i=1
[ai(Ψ0i) + bi(Ψ0i)Ψi − 1
2
ci(Ψ0i)Ψ
2
i ]}
∝ exp{−1
2
ΨT (Σ−1 + diag(c0))Ψ + (Σ−1µ + b0)TΨ}. (29)
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where b0 = (b1(Ψ01), . . . , bn(Ψ0n))
T and c0 = (c1(Ψ01), . . . , cn(Ψ0n))
T . The mean (mode)
of the approximate Gaussian distribution, p˜i(Ψ | y,m), is obtained by repeatedly solving
(Σ−1 + diag(ct))Ψt+1 = (Σ−1µ+bt) for Ψt+1 until convergence, where bt and ct are updated
matrices at iteration t. The approximate covariance matrix is Σ−1 + diag(c), where c is
the matrix ct after convergence. Therefore, the approximate marginal distribution can be
obtained up to a normalizing constant as follows,
p˜i(m | y) ∝ pi(m)
∫
p˜i(Ψ | m,y)dΨ
∝ pi(m)|Σ−1 + diag(c)|− 12 . (30)
3.2.2 Importance sampling for estimating error rates
As mentioned before, to evaluate the error rates associated with the Bayesian testing pro-
cedure, tail probabilities of the posterior functionals need to be estimated. Accurate Monte
Carlo estimates for probabilities of rare events are only obtained with large Monte Carlo
samples (in the order of 107 and larger in this application). In this section we introduce
an importance Monte Carlo algorithm that is used to obtain tail probability estimates with
lower variances.
We focus on the global type I error rate of the Bayesian testing procedure, i.e.,
α1 = PH0
(
pi(∅ | y)
1− pi(∅ | y) <
l(∅)
C(∅)
)
= P (pi(∅ | y) < q∅) (31)
where q∅ = l(∅)/(C(∅)+l(∅)). While in calibrating the Bayes procedure the goal is to estimate
q∅ to satisfy a determined α1, suppose, for the time being, that α1 is to be estimated for a
given q∅.
To estimate α1 using basic Monte Carlo, data, yi, is generated in each iteration under
the null hypothesis, H0, and pi(∅ | yi) is obtained. The Monte Carlo estimate of α1 based on
a (large) sample of N posterior values is given by,
αˆ1 =
1
N
N∑
i=1
1(pi(∅) | yi) ∈ (0, q∅)) (32)
However, under the null hypothesis, the event that pi(∅ | yi) falls bellow q0 is rare and an
unaffordably large N is required to obtain a non-zero estimate for α1.
Importance sampling is a popular method for simulating rare events (Rubino and Tuffin,
2009). The idea is to generate samples under an importance distribution under which the
event of interest is likely to occur and weight the samples according to the original distribu-
tion of interest. To use importance Monte Carlo, here, we seek an importance distribution
under which small values of pi(∅ | y) are more likely to occur.
Let us remind ourselves of the model under the null and alternative hypotheses,
H0 : The Higgs particle does not exist, i.e., mH = ∅, (33)
HA : The Higgs particle exists with a mass mH ∈ (m0,mn), (34)
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Algorithm 2 Importance Monte Carlo calibration algorithm
Input: Pre-determined significance level, α1.
1: for i := 0, 1, . . . , N do
a- Generate mi ∼ piA(m);
b- Generate Λi ∼ pi(Λ | yobs) (sample a realization from the posterior sample generated
by Algorithm 1);
c- Generate data, yi ∼ pi(y | Λi,mi);
d- Obtain p˜i(m | yi) using (30);
e- Obtain Wi using (35).
2: end for
3: Solve (36) to obtain q0.
Return: Discovery threshold q0.
Clearly we expect the event pi(∅ | y) < q∅ to occur with high probability under the alternative.
Therefore we can use the model under HA as the importance distribution. The importance
weights are then given by,
Wi =
pi(y | H0)
pi(y | HA)
=
pi(y | m = ∅)∫ mn
m0
pi(y | m)dm
=
pi(∅ | y)pi(y)/pi(∅)∫ mn
m0
[pi(m | y)pi(y)/piA(m)]dm
=
pi(∅ | y)
pi(∅) ∫ mn
m0
[pi(m | y)/piA(m)]dm
, (35)
where pi(∅) and piA(m) are the priors over the mass under H0 and HA, respectively. The
importance Monte Carlo estimate of α1 based on a sample generated under the alternative
model is given by,
α˜1 =
1
N
N∑
i=1
1(0,q∅)(pi(∅ | yi)))Wi. (36)
For calibration, however, (36) is solved for q∅ with a given significance level, α1. Algorithm 2
outlines the calibration steps. As mentioned earlier, the marginal posterior of the mass is
obtained by integrating the background over its posterior distribution, i.e., the procedure
is calibrated for the most likely realizations of the background function. This is done by
repeatedly sampling from the posterior sample of the background generated by Algorithm 1
in step 1-b of Algorithm 2.
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4 The Higgs simulated data analysis
4.1 Data
Confidentiality rules do not allow access to the real data for non-members of the Higgs
research groups. In this section we apply our model and procedure to simulated data provided
to us by Matthew Kenzie of the CMS group and described in CMS Collaboration (2014) and
CMS Collaboration (2013). The simulation procedure is very complex because it must model
not only the predicted behavior of the Higgs boson but also the behavior of the extremely
complex CMS detector. Analysis of such simulated data was an essential step in developing
the analytic techniques to be used for the real experiment. The simulated data available to us
represent the diphoton decay mode invariant mass spectrum (in the range 100 < mγγ < 180
GeV) at centre of mass energy
√
s = 8TeV. For each of the decay modes there are different
Higgs signatures referred to as analysis categories. For the diphoton decay mode there are
nine analysis categories. We had access to a list of the invariant mass of each data event
together with the corresponding analysis category.
There are several “production mechanisms” through which a Higgs particle can be gener-
ated; five such mechanisms were considered for our data. Each such production mechanism
leads to a specific predicted signal function. While the production mechanism is not iden-
tified in the data the signal function is propagated through the analysis separately for each
of the SM Higgs production mechanisms at the LHC and each analysis category. The shape
of the signal function in each analysis category, for each of the production modes and at
three hypothesized Higgs masses (120, 125, and 130 Gev) has been provided to us in form
of a histogram; the entry in a single bin of such a histogram is the expected number of
Higgs events produced by a specific production mechanism in a specific analysis category in
the mass range for that bin if the Higgs has the particular hypothesized mass. A handful
of the production mechanism, analysis category combinations produce so few expected out-
comes that we were not provided the corresponding signal histograms; in the end we have
histograms for 41 of the 45 combinations.
We fit the signal function, (8), to these histograms and estimate the signal strength, cm,
and signal width, . We then extrapolate from the three signal masses we were given to obtain
the signal function corresponding to other masses. We pool the data for all nine analysis
categories and bin the data according to the signal histograms with 322 bins. Figure 1 shows
the histogram of the data. The reason for pooling the analysis categories is that some of these
categories have very few data points and that the computational burden of a full analysis
exceeded our capabilities. We also use the sum of the signal functions over the production
modes and analysis categories as a single signal function for each mass.
Note that, in principle, our method can handle the complications produced by having
several combinations of production mechanism/decay mode/analysis category. However,
simulated data is provided to us for only one decay mode and in practice, low event counts
in some of the analysis categories can be a source of problems in making inference separately
in these categories.
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Figure 1: Simulated data representing the invariant masses of events
4.2 Inference
Following the model introduced in Section 2, the background is modelled as a log-Gaussian
process with known prior mean. The prior mean for the background function is chosen to be
a fourth-order Bernstein polynomial function that is a typical parametric form in the current
practice,
ξ(z) =
4∑
i=0
bigi(z), (37)
where z ∈ (0, 1) is an affine transformation of mass (m ∈ (m0,mn)), into the unit inter-
val. This transformation helps specification of the correlation parameter, η, in the spatial
covariance function, (6). The basis functions, gi(z), are given by,
gi(z) =
(
4
i
)
zi(1− z)4−i, (38)
and bi, the polynomial coefficients are selected by fitting the polynomial to the data. In
practice, the known mean function can be obtained from Monte Carlo background-only data
as is typically done to determine a parametric model for the background (Aad et al., 2014).
Here, in the absence of any other source of information to elicit the prior mean, we use
a polynomial fit to the data. This choice resembles empirical Bayes where the maximum
likelihood of the hyperparameters are used to determine the prior. A fixed mean function
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allows us to use assumptions that are typically made about the background function while
letting the data decide if these assumptions are legitimate: the log-Gaussian process with
diffuse hyperpriors on the covariance parameters η and σ2 allows deviations from the mean
function if the data contains information about such deviations.
The prior distribution defined for the parameter m is a mixture distribution given by,
pi(mH) =
{
0.5 mH = ∅
0.5
mn−m0 mH ∈ (m0,mn).
(39)
This is a “non-informative” prior given the original formulation of the problem as testing
the hypothesis H0 : “no Higgs”, against H1 : “Higgs with mass mH ∈ (m0,mn)”. This
prior assigns half of the probability mass to each model. We also tried a “uniform” prior
that assigns equal probability to all values of m including m = ∅ that resulted in posterior
samples consistent with the one presented in the paper (Figures 2 and 3).
The sampling step in Algorithm 1 is performed by generating the background and mass
from proposal distributions followed by an accept/reject step. The proposal distribution
for the background at time t + 1 is a log-Gaussian distribution with mean equal to the
background at time t and covariance matrix following the prior covariance structure but
scaled according to the posterior variances at time t. The proposal distribution for m is
determined adaptively by estimating the marginal distribution of m given y at time t as
pˆit(m | y) =
{∑N
i=1 1(m
i
t=∅)
N
m = ∅∑N
i=1 1(m
i
t 6=∅)
N
ζ(m) m 6= ∅.
(40)
where ζ(m) is a kernel density estimate of the distribution of m 6= ∅ at time t. The temper-
ature schedule, {τt}, is chosen to be a grid of size 20 on [0, 1].
The results, in terms of the posterior samples of mass and background curves over the
20 steps of the sequential algorithm, are presented in Figures 2 and 3 respectively. Figure 2
shows kernel density estimates of the posterior distribution of mass, mH , along the sequence
of densities. The colour of the curves get darker as the sample is trimmed and moved towards
the target posterior. The red vertical line shows the maximum a posteriori mass value
(mˆH ≈ 126). In Figure 3 the gray bands show the 95% credible intervals for the background
function; the wide bright bands refer to the early steps of the algorithm where curves are
sampled from the diffuse prior with covariance parameters that result in non-smooth and
highly variable curves while as the credible bands get darker they become smoother and
more focused about the target posterior mean.
4.3 Unknown cross section
In our model introduced in Section 2 and the analysis of the simulated data above, we use
the cross section of the Higgs particle predicted by the SM. In this section we discuss a
version of our Bayesian hierarchical model in which the uncertainty about the cross section
is incorporated. This model is defined by replacing the signal function smH in (10) by
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Figure 2: The results of the analysis of the simulated data representing the posterior density
of the mass evolving through the sequential sampler as the likelihood is induced into the
power posterior sequentially. The estimated mass of the Higgs particle (mˆH ≈ 126) is
specified by the vertical red line.
µsmH where µ is a unitless parameter similar to the one used in the discovery stage of the
current procedure. However, we note that our inference results for the parameter µ are not
comparable to those in the literature (e.g. this report1). The reason is that our signal function
does not match the one used in the current analysis of the Higgs data. Moreover, we multiply
the overall signal function, i.e., the sum of the signal functions over the production modes
and analysis categories, by parameter µ rather than fitting the cross section separately for
each production mode. We emphasize once more that this could be done in our framework in
principle but since the simulated data contains too few data points in some of the production
mode/analysis categories we implement the model only for the data aggregated over all the
combination categories.
In the Bayesian framework, the cross section uncertainty can be incorporated by adding
the corresponding parameter to the model together with a prior distribution. However,
with free parameters in both the background and signal functions inference can be more
challenging since the posterior surface is likely to be multimodal: by letting the signal
strength vary the likelihood may take the same value for two very different scenarios: µ ≈ 0
with a background function with a short length scale (small correlation) that fits any small
1https://twiki.cern.ch/twiki/bin/view/CMSPublic/Hig12020TWiki
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Figure 3: The results of the analysis of the simulated data representing the target posterior
for the background and the posterior background mean plus the signal function centred at
the maximum a posteriori mass. The estimated mass of the Higgs particle (mH ≈ 126) is
specified by the vertical red line.
bump in the data; and µ > 0 with a smooth background. To avoid such situations we use
an informative prior for the cross section. We use a log-normal prior distribution for µ with
parameters 0 and 0.05 taking most of its probability mass between 0.85 and 1.2.
The results of fitting this model to the simulated data are presented in Figure 4 in form
of samples and estimated contours of the joint posterior distribution of the mass and the
cross section parameter. The estimate of the joint posterior mode is specified with the cross
and the box contains the top 68% of the joint posterior. As mentioned earlier the value of
the estimate for the cross section parameter is meaningless and pointless to compare with
estimates given in previous analysis since, due to lack of access to real data and signal
information, we have made a number of arbitrary choices here. Instead, the purpose of this
section is to demonstrate the capability of the Bayesian approach to adapt to the uncertain
cross section scenario.
4.4 Calibrated discovery threshold and the decision set
We run Algorithm 2 for the model introduced in Section 2 to obtain the discovery threshold.
The lower (3 × 10−7)100% quantile of the null distribution of the posterior probability,
pi(∅ | y) is q0 = 0.0066. The discovery decision based on the simulated data, ysim is made
by comparing the estimated null posterior probability to the obtained threshold. The SMC-
based point estimate of pi(∅ | ysim) is zero, i.e., no samples with m = ∅ remain in the final
posterior sample of size 5,000. A conservative 90% upper limit on this estimate would be
about 0.0063 which is smaller than the discovery threshold. Therefore, we conclude that the
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Figure 4: The joint posterior samples of the mass and the cross section parameter. The cross
shows the joint posterior mode estimated by kernel density estimation. The contours are the
kernel density estimates of the joint posterior. The rectangle is the box that contains the
top 68% of the posterior sample.
simulated data contains adequate evidence of the existence of the Higgs particle.
Having concluded that ∅ /∈ S, to obtain the final decision set we only need to obtain the
exclusion thresholds, q(m), for m ∈ (100, 180), such that,
P (pi(m | y) < q(m) | m) = α2, (41)
where α2 = 0.05 is a common choice. Obtaining the exclusion thresholds is analogous to
that of discovery threshold given in Section 3.2. Since the exclusion controlled error rates
are not as small as the discovery thresholds even basic Monte Carlo can provide accurate
estimates. However, the approximation in (22) is pointwise and the computational burden
increases with the size of the mass grid. Therefore, the total computational time for the
exclusion step is O(N2 ×M) for a mass grid of size N and M Monte Carlo iterations. To
reduce the computational cost and given that the exclusion step is not as sensitive as the
discovery step we use a coarse discretization of the mass spectrum and use a kernel smooth of
the exclusion thresholds for this coarse grid. Figure 5 shows the exclusion threshold together
with the histogram of the posterior sample of mass in the search window. The boundaries
of the decision set are determined by the mass values where the estimated posterior density
is higher than the exclusion threshold. These boundaries are specified in Figure 5 by the
19
mass
D
en
si
ty
100 120 140 160
0.
0
0.
1
0.
2
0.
3
0.
4
exclusion threshold
95% credible interval
decision interval
(a)
100 120 140 160
0.
00
0
0.
00
2
0.
00
4
0.
00
6
0.
00
8
mass
D
en
si
ty
exclusion threshold
95% credible interval
decision interval
(b)
Figure 5: Exclusion threshold plotted over the histogram of the posterior sample of mass
together with the decision and Bayesian credible intervals. In (b) the y axis is limited to
small densities for better visualization, the points are the decision thresholds obtained for
the coarse grid over the mass.
vertical dashed grey lines. In addition to the decision interval we provide the 95% Bayesian
credible interval, denoted by SB that satisfies∫
SB
pi(m | y) = 0.95. (42)
An estimate of SB is obtained as an interval whose lower and upper limits are given by the
0.025 and 0.975 sample quantiles of the posterior over mass: SˆB = (124.26, 127.46) shown
by the vertical dashed red lines. The decision set obtained by the exclusion threshold cuts
is Sˆ = (122.5, 128) which is more conservative than the Bayesian credible set.
5 Conclusion and Discussion
We have proposed a Bayesian procedure that can be used as an alternative to the detec-
tion/exclusion method used in the search for the Higgs particle. In a decision theoretic
framework, we define a linear loss function that summarizes the possible outcomes of search
for a new particle with the associated losses. The Bayes rule is obtained by minimizing the
expected loss and is the basis of decision making.
We introduce a Bayesian hierarchical model to make Bayesian inference about the mass
of the Higgs particle (the parameter of interest) as well as the background function. A
sequential Monte Carlo algorithm is used to obtain samples from the posterior distributions
of the model parameters. The model is fit to data produced by computer models that
simulate the behaviours of the detectors. The analysis results are consistent with the analysis
of the real Higgs data reported in physics literature - the posterior distribution of the mass
is peaked about the reported mass of the Higgs particle (Chatrchyan et al., 2012; Aad et al.,
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2012). The 95% credible Bayesian interval is reported as the set of credible values of the
Higgs boson based on this analysis.
Our Bayes procedure can be calibrated to give required frequency-theory-error-rates. A
calibration algorithm is proposed in which the posterior distributions are obtained by a fast
Laplace approximation instead of SMC thereby making the calibration step computationally
feasible. An importance Monte Carlo for simulation of rare events is proposed that enables
us to calibrate the Bayes procedure to meet the small type I error rate typically used in
particle physics. We calibrate our procedure according to the error rate requirements in
particle physics. A decision set is reported that excludes the null hypothesis (the hypothesis
of “no Higgs”) and contains a range of masses that remain plausible according to discovery
and exclusion error rates of 3× 10−7 and 0.05 respectively.
An interesting observation is the similarity of the nature of our procedure to that of
Feldman and Cousins (1998) for constructing confidence intervals that was brought to our
attention by a referee. Feldman and Cousins (1998) discuss the coverage issues of confidence
intervals that are built based on the two step procedure without proper conditioning and
propose a method for constructing confidence intervals based on ranking the ratio of the
likelihood under the null and alternative models. Our method is similar to this approach in
that the posterior odds are used for constructing the decision set.
We now revisit the criticisms/questions that were mentioned in Section 1 about the
current practice and explain what makes our proposed methodology different and preferable.
In regard to the treatment of the cross section parameter, we introduce our model with the
theoretical value of the cross section and argue that if the information is provided by the
theory it should be used consistently in the search procedure as oppose to the current practice
that makes use of this information only at the exclusion step. On the other hand if there is
uncertainty associated with the cross section given by the theory, this uncertainty must be
incorporated into the model. We address the global versus local error rates issue by defining
a decision making procedure that can be calibrated to meet global frequency-theory-error-
rates while under the current practice the local type I error rates are controlled and the
global error rate is yet to be quantified.
Another issue with the current practice is the independent local hypothesis testing over
the mass spectrum in which it is unclear what the decision would be if more than one local
hypothesis test are significant in the discovery step. Under the proposed procedure, however,
discovery is only associated with the exclusion of m = ∅ in the decision set. Then any mass
interval that remains in the decision set is considered as possible mass of the Higgs particle.
It is worth mentioning that detecting well-separated peaks in the posterior of the mass is
possible under our procedure.
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A Proof of Theorem 1
Proof. Consider the problem of deciding whether or not mass value m∗ ∈ M should be
included in the decision set. Following the Bayes rule, m∗ is included if the change in risk
associated with inclusion of m∗ is negative. To avoid measure theoretic complications we
restrict the decision space to finite unions of open intervals and {∅}. First, consider the case
that m∗ ∈ (m0,mn). Since the prior distribution of m on the interval (m0,mn) is absolutely
continuous, the addition of any point like m∗ (as well as any other zero measure set) to the
decision set leaves the risk unchanged. Let S be the decision set before including m∗. We
consider the change in the risk as a result of adding the interval (m∗ − δ,m∗ + δ) for very
small δ to S. Let S0 = S ∪ (m∗ − δ,m∗ + δ). We include m∗ in the final decision set if and
only if,
r(S0)− r(S) < 0, (43)
where
r(S0)− r(S) =
∫
S∩(m0,mn)
l(m)dm+
∫ m∗+δ
m∗−δ
l(m)dm+
∫
Sc∩(m0,mn)
C(m)pi(m | y)dm (44)
−
∫ m∗+δ
m∗−δ
C(m)pi(m | y)dm−
∫
S∩(m0,mn)
l(m)dm−
∫
Sc∩(m0,mn)
C(m)pi(m | y)dm
(45)
= {l(m∗)− C(m∗)pi(m∗ | y)} 2δ + o(δ). (46)
The above expression is negative for all sufficiently small δ > 0 if and only if
l(m∗)− C(m∗)pi(m∗ | y) < 0, (47)
or
l(m∗)
C(m∗)
< pi(m∗ | y). (48)
For the case that m∗ = ∅, let S0 = S ∪ {∅},
r(S0)− r(S) =
∫
S∩(m0,mn)
l(m)dm+ l(∅) (1− pi(∅ | y)) +
∫
Sc∩(m0,mn)
C(m)pi(m | y)dm
(49)
− C(∅)pi(∅ | y)−
∫
S∩(m0,mn)
l(m)dm−
∫
Sc∩(m0,mn)
C(m)pi(m | y)dm (50)
= l(∅) (1− pi(∅ | y))− C(∅)pi(∅ | y). (51)
Therefore, 0 is added to S if
l(∅) (1− pi(∅ | y))− C(∅)pi(∅ | y) < 0 (52)
l(∅)
C(∅) <
pi(∅ | y)
1− pi(∅ | y) . (53)
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B Likelihood Expansion Terms - explicit expressions
for (25-28)
gi(Ψ) = − exp(Ψ)− si + yi log(exp(Ψ) + si)− log(yi!), (54)
where,
si =
∫ mi
mi−1
smH (m)dm. (55)
ai(Ψ) =gi(Ψ)− g′i(Ψ)Ψ +
g′′i (Ψ)
2
Ψ2
=− exp(Ψ)− si + yi log(exp(Ψ) + si)− log(yi!)
+
(
exp(Ψ)− yi exp(Ψ)
exp(Ψ) + si
)
Ψ
+
(
− exp(Ψ) + yi exp(Ψ)si
(exp(Ψ) + si)2
)
Ψ2 (56)
bi(Ψ) =g
′
i(Ψ)Ψ + Ψg
′′
i (Ψ)
=− exp(Ψ)(1−Ψ) + yi exp(Ψ)
exp(Ψ) + si
(1− Ψsi
exp(Ψ) + si
) (57)
ci(Ψ) =− g
′′
i (Ψ)
2
=
1
2
exp(Ψ)(1− yi exp(Ψ)si
(exp(Ψ) + si)2
) (58)
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