Membrane protein is an important type of proteins and has been confirmed to play essential roles in various cellular processes. Based on their intramolecular arrangements and positions in a cell, they can be categorized into several types. However, it is time-and cost-consuming to recognize the type of a given membrane protein via traditional biophysical methods. In view of this, several computational models have been proposed in recent years. Most models adopted various information of membrane proteins, such as their sequences, domain profiles, physiochemical properties, etc. to extract different features, which were fed into downstream classification algorithms. In this study, we built two novel prediction models, which incorporated novel feature extraction methods, i.e., network embedding methods. To this end, several protein networks were constructed using the protein-protein interaction information retrieved from STRING. Among these models, one model was constructed based on features obtained by applying Mashup on seven protein networks, another model was built using features yielded by Node2Vec on one comprehensive protein network. Each model adopted random forest as the classification algorithm and employed the Synthetic Minority Over-sampling Technique (SMOTE) to overcome the influence yielded by the great difference on sizes of different membrane protein types. Furthermore, two models were integrated into one model to improve the predicted quality. The test results shown that the integrated model had good performance and was superior to any individual model. Also, we compared our models with some previous models, suggesting that our models were competitive.
I. INTRODUCTION
Membrane protein is an important type of proteins that can interact with biological membranes. They play various roles in cells biology, such as transporting substances to help them enter and leave cells, transmitting signals as specific receptors for receiving hormones or other chemicals, etc. About 30% of the genome sequences encode membrane proteins [1] and about 60% of membrane proteins are targeted sites for drug action [2] . Knowing the type of a given membrane protein is very helpful to infer its function because it has been confirmed that the membrane protein type is highly related to its function [3] . Thus, it is very meaningful to determine the types of membrane proteins. However, such determination via traditional experiments is time-and cost-consuming. It is The associate editor coordinating the review of this manuscript and approving it for publication was Sungroh Yoon . urgent to develop quick and reliable methods for the prediction of membrane protein types.
In the past decades, lots of computational models have been proposed to detect the types of membrane proteins. Most of them were machine learning based models. In these models, two essential problems were always considered. One was how to effectively represent a membrane protein and the other one was to select a proper machine learning algorithm for the classification task. For the first problem, several schemes have been proposed, including amino acid composition (AAC) [4] , sequence homology information (e.g. position-specific scoring matrix (PSSM)) [5] - [8] , pseudo amino acid composition (PseAAC) [3] , [9] - [14] , functional domains [15] - [17] , etc. All above-mentioned schemes tried to capture essential properties of membrane proteins and encode them into numeric values. For the second problem, investigators always tried various machine learning algorithms, thereby selecting a most proper one for the extracted features of proteins. To date, several machine learning algorithms have been adopted in this regard, such as K nearest neighbor algorithm (KNN) [3] , [6] , [15] , [18] , support vector machine (SVM) [4] , [5] , [7] , [9] , [16] , ensemble learning algorithms [10] , neural network [12] , voting feature interval [13] , random forest (RF) [14] , etc. In recent years, some newly proposed feature extracting methods (e.g. network embedding methods) produce features from a new point of view. This study would adopt some new methods for extracting informative features, thereby constructing effective models.
In this study, we adopted some newly proposed network embedding methods to extract informative features of membrane proteins. The obtained features were fed into the downstream classification algorithm for constructing models. Different from most previous models that used the features extracted from the essential properties of proteins, the network embedding methods can abstract essential associations between the encoded proteins and other proteins, thereby representing proteins in a new point of view. To test the utility of new features of proteins, we employed the dataset used in a previous study [19] and only focused on membrane proteins with only one type. Eight protein networks were constructed according to the protein-protein interaction (PPI) information retrieved from STRING [20] , where the first seven of them measured the associations of proteins from seven different aspects of proteins and the last one integrated all above-mentioned associations. For the first seven networks, a network embedding method, Mashup [21] , was applied on them to extract features, on which a model with RF [22] as classification algorithm was built. The last network was fed into another network embedding method, Node2Vec [23] , to access informative features and a RF model was thus obtained. Above-mentioned models employed the Synthetic Minority Over-sampling Technique (SMOTE) [24] to tackle the imbalanced dataset. Finally, we integrated above-mentioned two models as the final model to improve the predicted quality. Several tests were done to prove the utility of each network model and the integrated model. The results indicated that these models were generally superior to some classic models.
II. MATERIALS AND METHODS

A. DATASET
The 2,883 membrane proteins, represented by UniProt IDs, and their sequences were retrieved from a previous study (dataset S1) [19] . These proteins were extracted from 3,789 proteins, which were downloaded from UniProt database (release 2012_09) [25] , via CD-HIT [26] . The sequence similarity between any two proteins was less than 0.7. These 2,883 proteins were classified into six types: (I) GPI (Glycosylphosphatidylinisotol)-anchor; (II) lipidanchor; (III) multipass; (IV) peripheral; (V) single-pass type I; (VI) single-pass type II membrane proteins [27] based on their intramolecular arrangements and positions in a cell. Among 2,883 proteins, some belong to more than one type. In this study, we focused on membrane proteins belonging to exact one type. Thus, we discarded those belonging to more than one types. Furthermore, this study adopted PPI network to build models, in which proteins are represented by Ensembl IDs. 2,883 UniProt IDs were mapped onto their Ensembl IDs and those without available Ensembl IDs were also excluded. As a result, 2,713 proteins, represented by Ensembl IDs, were obtained. Because all membrane proteins in GPI-anchor belong to other types, only five types (lipidanchor; multipass; peripheral; single-pass type I; single-pass type II) were investigated in this study. The distribution of 2,713 membrane proteins on five types is shown in the last column of Table 1 . To test the generalization of models, we randomly selected 20% (543) proteins from 2,713 membrane proteins to constitute an independent test dataset and the rest proteins comprised the training dataset. The distribution of membrane proteins on five types in the training and test datasets is listed in the second and third column of Table 1 , respectively.
B. PROTEIN-PROTEIN INTERACTION
In this study, we tried to completely consider the associations between 2,713 proteins, thereby extracting features in a system level. It is known that PPIs always play essential roles in the growth, reproduction and metabolism of all lives. Up to now, they have been applied to deal with several proteinor gene-related problems [19] , [28] - [32] . Here, we adopted the PPIs reported in STRING (http://version10.string-db.org/, Version 10.0) [20] . It is a well-known public database collecting known and predicted PPIs. 9,643,763 proteins from 2,031 organisms were collected in this version and these interactions are derived from several sources, such as Genomic Context Predictions, High-throughput Lab Experiments, (Conserved) Co-Expression, Automated Textmining, and Previous Knowledge in Databases (https://string-db.org/). To obtain human PPIs, the 'Homo sapiens' was selected in the download page of STRING. A file named '9606.protein.links.detailed.v10.txt.gz' was downloaded. There are 4,274,001 PPIs covering 19,247 human proteins in this file. Each interaction consists of two proteins, represented by Ensembl IDs, and eight scores, titled by 'Neighborhood', 'Fusion', 'Cooccurence', 'Coexpression', 'Experiment', 'Database', 'Textmining', 'Combined_score'. Each score has the range between 1 and 999. The first seven scores evaluate the associations between proteins from different aspects of proteins. For the last score, it is calculated with the assumption of independence for first seven scores in a naive Bayesian fashion [33] . Thus, the 'Combined_score' is obtained in term of other seven scores. In another word, it evaluates the associations of proteins by considering several aspects of proteins, thereby widely measuring the associations of proteins. For brief descriptions, let us denote these eight scores as S N (p 1 , p 2 ), S F (p 1 , p 2 ), S CO (p 1 , p 2 ), S CE (p 1 , p 2 ), S E (p 1 , p 2 ), S D (p 1 , p 2 ), S T (p 1 , p 2 ), and S CS (p 1 , p 2 ), representatively, for proteins p 1 and p 2 .
C. RANDOM FOREST
RF [22] is a classic machine learning algorithm. In fact, it is an integrated classification algorithm, which consists of several decision trees. To construct each decision tree, two random selection procedures are adopted. The first procedure is used to construct a dataset, in which samples are randomly selected, with replacement, from the original dataset, and such dataset contains as many as samples in the original dataset. The second procedure is adopted to extend the tree at one node. Randomly select m features from the original M features, where m is much smaller than M . The optimal split is determined on these m features to extend the tree. Although decision tree is a weak classification algorithm, random forest containing several decision trees always yields the good performance on many datasets [34] . In bioinformatics, RF is always an important choice to set up effective classification models [35] - [41] .
In this study, we used the tool 'RandomForest' in Weka (Version 3.6) [42] , which implements above-mentioned RF, to construct classification models. Because the number of decision trees may influence the results, we set this parameter as 10, 50 and 100 in this study and selected the best one. An optimal value of this parameter can be extracted if more values were tried. Table 1 , the sizes of five membrane protein types in the training dataset were quite different. The largest subtype ('Multipass') contained almost ten times samples in the smallest type ('Lipid-anchor'). Thus, the investigated dataset was an imbalanced dataset. For such dataset, it is not easy to build a good classification model.
D. SYNTHETIC MINORITY OVER-SAMPLING TECHNIQUE
As listed in
In this study, the SMOTE [24] was employed to tackle this problem. It is an oversampling method, which can produce predefined number of samples and put them into a minority class. In detail, for a sample x in a minority class, compute its distances to all other samples in such class and pick up k nearest neighbors, where k is a parameter. Then, randomly select one neighbor, say y, from these nearest neighbors and generate a new sample z, which is defined as the linear combination of x and y. The new generated sample z is put into the same class of x and y.
To quickly implement SMOTE, we adopted the tool 'SMOTE' in Weka (Version 3.6) [42] . For all membrane protein subtypes except 'Multipass', we used this tool to generate some new samples and put them into the corresponding subtype. Finally, the sizes of all subtypes were almost equal.
E. MULTIPLE NETWORK MODEL
As mentioned in Section II.A, 2,713 proteins were investigated in this study. According to the PPIs retrieved from STRING, we can construct several protein networks. The constructed networks were fed into the network embedding algorithm, Mashup [21] , to encode each protein, thereby building a classification model with RF.
1) MULTIPLE NETWORK CONSTRUCTION
We used the human PPIs retrieved from STRING to construct networks. Each PPI was assigned eight scores as described in Section II.B, where the first seven scores were obtained by evaluating functional associations of proteins from their different aspects. Thus, seven different networks can be built based on these scores. Because each network was built in a similar way, we only give the construction procedure based on score 'Neighborhood' (S N (p 1 , p 2 )). Such network defined 2,713 proteins as nodes and two nodes were adjacent if and only if their corresponding proteins p 1 and p 2 satisfying S N (p 1 , p 2 ) >0. Furthermore, each edge e = (p 1 , p 2 ) was assigned a score that was defined as the S N (p 1 , p 2 )/1000. This network was denoted as N N . It is necessary to point out that some nodes in this network were isolated nodes, i.e., no edges were adjacent to these nodes. For N N , there were 341 non-isolated nodes and 816 edges. In a similar way, rest six networks were constructed. We denoted these networks as N F , N CO , N CE , N E , N D , and N T , respectively, which were built based on scores 'Fusion', 'Cooccurence', 'Coexpression', 'Experiment', 'Database', 'Textmining', respectively. The detailed information of these seven networks are listed in Table 2 .
2) MASHUP
Seven protein networks were constructed as mentioned above, which were fed into a recently proposed network embedding algorithm, Mashup [21] , for extracting informative features of each protein. To date, it has been applied to tackle several biological problems [36] , [43] - [48] . Mashup can extract a topological feature vector from each network for each node and fuse them into a uniform and compact vector. There are two stages in Mashup. In the first stage, Mashup adopts the random walk with restart (RWR) algorithm [31] , [49] , [50] to encode each node in a network. Then, feature vectors obtained on different networks are fused into one vector.
For a protein network N j (j ∈ {N , F, CO, CE, E, D, T }), each protein p i was selected one by one as the seed node of the RWR algorithm. Then, a vector representing protein p i was constructed by collecting probabilities on all proteins in such network and placing them in a predefined order. For formulation, the vector of p i on N j was denoted by V i j . Because several proteins occurred in more than one networks, these proteins had several feature vectors. Thus, it is necessary to fuse them into one vector. Furthermore, the dimensionality of final vector should also be considered. It is better to obtain a compact feature vector for each protein. Thus, a dimensionality reduction procedure is also necessary. Let X i be the final vector of protein p i that we want to obtain and W i j be a context feature vector of p i in the network N j . The Mashup tries to find out the optimal components in above-mentioned vectors. To this end, several values were computed based on them, formulated bỹ
where n is the total number of different nodes (proteins) in all networks. Then, the optimal components in X i and W i j were determined by solving the following optimization problem
where m represents the total number of networks and D KL (•) represents the function of KL-divergence (relative entropy).
In this study, we used the Mashup program downloaded from http://cb.csail.mit.edu/cb/mashup/. To completely test the model using the feature vectors yielded by Mashup, we produced the feature vectors with dimensions varying from 100 to 500. After all investigated proteins were represented by feature vectors using Mashup, a classification model adopting RF as the prediction engine can be built. Furthermore, SMOTE was adopted in this model to deal with the problem of imbalanced dataset. For a clear description, such model was called multiple network model.
F. SINGLE NETWORK MODEL
Each PPI collected in STRING is assigned eight scores as mentioned in Section II.B, where the first seven scores are obtained by evaluating protein associations from different aspects of proteins and the last score integrates all other seven scores. For the multiple network model, the feature vectors of each protein were first extracted from individual networks. Then, a rigorous method was adopted to fuse individual vectors into one vector. The above procedures can be changed, that is, an extensive network was constructed by integrating all other networks first, then a network embedding method was adopted to extract features. Features obtained in this way may be quite different from those used in the multiple network model. Models based on these features can be an essential supplement for the multiple network model. Thus, another network model, named single network model, was built based on the single network with the score 'Combined_score'. Furthermore, the Mashup that was used in the multiple network model for extracting feature vectors has not great advantages for a single network. We adopted another powerful network embedding algorithm, Node2Vec [23] , to produce the feature vector for each protein, thereby building the single network model with RF.
1) SINGLE NETWORK CONSTRUCTION
The network with 'Combined_score' was constructed in a similar way to seven networks mentioned in Section II.E. Such network took 2,713 proteins as nodes and two nodes were connected by an edge if and only if the interaction between their corresponding proteins had a 'Combined_score' larger than zero. Furthermore, the 'Com-bined_score' was defined as the weight of the corresponding edge. For an easy description, this network was denoted as N cs . Its detailed information is also listed in Table 2 . 155,338 edges were involved in such network.
2) NODE2VEC
In natural language processing, Skip-gram architecture is widely used to extract features. The Node2Vec extended such architecture to the network. In the network, it is quite hard to define the linear neighborhood of a node because networks are not linear. The Node2Vec adopted the random walk to define a flexible neighborhood of a node and the obtained neighborhood was fed into the skip-gram architecture to produce features. Let N = (V , E) be a network containing node set V and edge set E. For a node u, let n i be the i-th node in the walk from node n 0 = u and it is produced according to the probability for a walker from n i−1 to n i , defined by
where Z denotes the normalizing constant and π vw = d pq (t, w) · w vw (w vw is the weight of edge (v, w) and t represents the former node of v in the walk). d pq (t, w) is set by the following manner
where d(t, w) denotes the distance between t and w in the network. By setting a predefined parameter l, a series of nodes in the walk from u can be determined after the above procedures were executed l steps. These nodes constitute the neighborhood of u, denoted by N S (u). Then, the feature vector, denoted as f (u), for each node u is determined by solving the following optimization problem max f u∈V
where Z u = v∈V e f (u)·f (v) . The codes of Node2Vec were retrieved from https://snap.stanford.edu/node2vec/. It was applied to the network N CS to generate the feature vector of each protein in this network. Similar to multiple network model, we produced feature vectors with dimensions varying from 100 to 500 to give a complete test on single network model. After that, a single network model was built with these feature vectors and RF. SMOTE was also used in this model.
G. INTEGRATED MODEL
Two network models were built for predicting the types of membrane proteins. To further improve the prediction accuracy, we adopted an ensemble scheme to integrate the predicted results yielded by two models. For a protein p, let P MNM (i) be the probability of p to be in the i-th type yielded by the multiple network model and such probability yielded by the single network model is denoted as P SNM (i). Let w MNM and w SNM be the weights of two models, respectively, such that w MNM +w SNM = 1. Then, the integrated probability of p to be in the i-th type is defined as
After the integrated probability for each type has been calculated, the type receiving the highest integrated probability is assigned to protein p as its predicted type. Evidently, the weights of two models may give a great influence on the prediction accuracy. To obtain the optimal combination of weights, the grid search was adopted.
H. PREVIOUS MODELS
A plenty of computational models have been proposed to identify types of membrane proteins. To indicate the superiority of the models proposed in this study, we compared our models with some previous models.
1) PREVIOUS NETWORK MODEL
This model is a revised version of the network model proposed in a previous study [19] . Given a training dataset, which contained membrane proteins and each protein has only one type, five scores corresponding five types were computed for any query protein. In detail, the score for the i-th type was defined as the sum of the 'Combined_scores' of the interactions between it and its neighbor proteins in the PPI network that were also in the i-th type. The predicted type was the type receiving the highest score.
2) PREVIOUS INTEGRATED MODEL
In [19] , an integrated model was proposed to predict membrane protein types, which consisted of three methods:
BLAST/PSI-BLAST method, network-based method and shortest-distance method. Although this model was designed to predict multiple types of membrane proteins, that is, one or more types can be assigned to a given membrane protein, it is easy to re-construct it to identify one type of a given membrane protein. For a query protein, this model applied the BLAST/PSI-BLAST method, network-based method and shortest-distance method in order to make prediction until one of the methods can provide outcome. It is necessary to point out that network-based method was same as the network model mentioned in the above paragraph.
3) PSEAAC-BASED MODEL
Pseudo amino acid composition (PseAAC) is a classic protein encoding method, which contains some order information of protein sequences [51] . This method has been widely applied to construct prediction models for identification of membrane protein types [3] , [9] - [14] . Here, we employed five physicochemical and biochemical properties of amino acids: (I) Codon diversity; (II) Electrostatic charge; (III) Molecular volume; (IV) Polarity and (V) Secondary structure, to encode sequences of investigated membrane proteins. Two parameters, weight factor and Lambda parameter, were set to 0.15 and 50, respectively. After combining 20 amino acid compositions, each membrane protein was encoded into a 270-dimension vector. We constructed two models based on these feature vectors. One used SVM as the classification algorithm, called SVM PseAAC-based model, and the other one adopted RF as the prediction engine, termed as RF PseAAC-based model.
I. PERFORMANCE MEASUREMENT
To evaluate the performance of different models, tenfold cross-validation was employed [52] . In such method, all samples are divided into ten parts. Samples in each part are picked up as testing samples to evaluate the performance of the model trained on samples in the rest nine parts. The predicted results yielded by a model can be counted as individual accuracy and overall accuracy. The individual accuracy is defined as the accuracy of each type, which can be calculated by
where N i represents the total number of membrane proteins in the i-th type, and n i represents the number of correctly predicted membrane proteins in the i-th type. While the overall accuracy can completely evaluate the quality of the predicted results, which can be computed by
Besides, the precision and recall for each type were also computed. For the i-th type, its recall is defined as the propor- tion of correctly predicted proteins in such type and precision is defined as the proportion of correctly predicted proteins among proteins that are predicted to be in such type. Clearly, recall of one type is same as the individual accuracy of the same type.
Considering that the training and test datasets were imbalanced, we further employed Matthews correlation coefficient (MCC) [53] , [54] , which is deemed as a balanced measurement even if the sizes of classes are of great differences. Because five types (classes) were involved in this study, we used the MCC in multi-class [54] , which is defined as follows:
where X is a 0-1 matrix representing the predicted type of each protein, Y is another 0-1 matrix denoting the true type of each protein,x j andȳ j represent the mean of the values in the j-th column of X and Y , respectively.
III. RESULTS AND DISSCUSSION
In this study, we proposed two network models for the prediction of membrane protein types. To further improve the predicted quality, these models were integrated into one model. The entire procedures are illustrated in Figure 1 .
A. PERFORMANCE OF TWO INDIVIDUAL NETWORK MODELS ON THE TRAINING DATASET
Two individual network models using RF as the classification algorithm were proposed for predicting types of membrane proteins. For the key parameter, representing the number of decision trees, we tried three values: 10, 50 and 100. Each model was constructed on the training dataset and evaluated via tenfold cross-validation. Finally, the RF with 100 decision trees generated the best performance. This section gave the detailed performance of the model with 100 decision trees. The corresponding results of RF models with 10 and 50 decision trees can be found in Supplementary Table S1 -S2 and Supplementary Figure S1 -S2. For the RF multiple network model, we produced feature vectors with different dimensions from 100 to 500 with step 50. The RF (100 decision trees) multiple models with different dimensions were constructed and evaluated by tenfold cross-validation. The performances, including individual and overall accuracies, are shown in Figure 2(A) . It can be observed that the performances of the models with different dimensions did not vary a lot. The overall accuracy varied between 86% and 88%. The best overall accuracy was 87.97% when the dimension was 200. We termed the model using such dimension as the best RF multiple network model, its detailed performance is listed in Table 3 and Figure 3(A) . The MCC yielded by such model was 82.79%.
We also constructed several RF (100 decision trees) single network models with different dimensions from 100 to 500 with step 50 on the training dataset. Each model was also tested by tenfold cross-validation. The detailed performance, including individual and overall accuracies, are illustrated in Figure 2(B) . The overall accuracy varied between 81% and 84%, which were slightly lower than those obtained by the multiple network models. The best overall accuracy was 83.32% when the dimension was 500. The model with such dimension was called the best RF single network model. Its detailed performance is listed in Table 3 and Figure 3(A) . The MCC yielded by such model was 76.26%. It can be observed that multiple network model provided better performance than single network model.
B. PERFORMANCE OF THE INTEGRATED MODEL ON THE TRAINING DATASET
As described in Section III.A, the performance of the multiple/single network model was related to the selection of the dimension of feature vector. To produce an optimal integrated model, we adopted the grid search to discover the optimal weights of two models when the dimension for the multiple/single network model was given. After trying all possibilities, we found that when the dimension for the multiple and single network model was 500 and 400, respectively, and the weights for these two models were 0.8 and 0.2, respectively, the integrated model yielded the highest overall accuracy of 89.26%. The corresponding MCC was 84.53%. The individual accuracies and overall accuracy yielded by such model are listed in Table 3 . It can be observed that obtained integrated model improve the predicted quality compared with the individual models. In detail, the overall accuracy was about 1.3%, and 5.9% higher than those obtained by two individual models and the MCC was improved about 1.7% and 8.3%. The integrated model provided the highest individual accuracies on all five types. The precision of each type yielded by the integrated model is shown in Figure 3(A) . The integrated model generated the highest precisions on three types: 'Lipid-anchor', 'Peripheral' and 'Single-pass type II'. The multiple network model yielded the highest precisions on other two types. Overall, the integrated model produced the best performance. Furthermore, the standard errors of the integrated model were all small (see Table 3 ), indicating its performance on ten folds was at the same level.
C. PERFORMANCE OF THE INTEGRATED MODEL ON THE TEST DATASET
To test the generalization of the integrated model, we evaluated its performance on the independent test dataset. The individual accuracies, overall accuracy and MCC are listed in Table 4 . The precision for each type is shown in Figure 4(A) . Compared with the performance on the training dataset, the accuracies on 'Lipid-anchor' and 'Single-pass type I' increased and others decreased. The overall accuracy and MCC decreased about 1.4% and 1.9%, respectively, which was acceptable. All these implied that the integrated model had a strong generalization ability.
D. COMPARISON WITH THE MODEL USING SUPPORT VECTOR MACHINE
Besides, we also tried another classic classification algorithm, SVM [55] , to construct two individual network models.
This algorithm also has wide applications in computational biology and bioinformatics [56] - [63] . Considering that the kernel of SVM can give great influence on the results, two types of kernel: polynomial function and radial based function (RBF), were tried in this study. For polynomial kernel, the exponent was set to 1, 2 and 3; while for RBF kernel, the parameter γ was set to 0.01, 0.02 and 0.03. The regularization parameter C is also an important parameter of SVM. It was set to 0.5, 1 and 2. We tried all possible parameter combinations and constructed several models on the training dataset. For each kernel, there were nine different parameter combinations. Thus, 18 models were built in total. Each constructed model was evaluated by tenfold crossvalidation. The results indicated that SVM with polynomial kernel (C =0.5, exponent = 3) provided the best results. Here, we only introduced the results yielded by such SVM. For SVM with RBF kernel, when C = 2 and γ = 0.03, it provided the best performance. Corresponding results of such SVM can be found in Supplementary Table S3 and Supplementary Figure S3 .
For the SVM (polynomial kernel, C = 0.5, exponent = 3) multiple network models with different dimensions, their performance is illustrated in Figure 5(A) , while Figure 5(B) shows the performance of SVM (polynomial kernel, C = 0.5, exponent = 3) single network models with different dimensions. It can be observed that the best SVM multiple and single network models used the feature vectors with dimension 450 and 100, respectively. The detailed performances of these best multiple/single network models is listed in Table 5 and Figure 3(B) . It can be observed that SVM multiple/single VOLUME 7, 2019 network models were much inferior to the corresponding RF multiple/single network models.
Furthermore, we also constructed the optimal SVM integrated model by integrating two SVM network models. The grid search was also adopted to extract the optimal weights for these two individual models. The optimal integrated model was accessed when the dimensions for multiple and single models were 450 and 100, respectively, and the weights for the individual models were 0.6 and 0.4, respectively. The detailed individual, overall accuracies and MCC obtained by such integrated model are listed in Table 5 . The overall accuracy and MCC were 84.98% and 78.23%, respectively, which are 4.3% and 6.3%, respectively, lower than those yielded by the RF integrated model. For five individual accuracies, they were all lower than those obtained by the RF integrated model. Precisions on five types yielded by the SVM integrated model are shown in Figure 3(B) , from which we can see that the integrated model provided higher precisions than those of individual models. Compared with precisions of RF integrated model (Figure 4(B) ), SVM integrated model generated lower precisions on all five types. All these results indicated that the RF integrated model was much superior to the SVM integrated model. Thus, the selection of RF as the classification algorithm was a proper choice.
Besides, the SVM integrated model was also evaluated on the test dataset. Its performance is listed in Table 4 and Figure 4(A) . The SVM integrated model generated higher individual accuracy only on one type ('Multipass') and it yielded higher precision only one type ('Peripheral'), further confirming the fitness of RF.
E. COMPARISON WITH THE PREVIOUS MODELS
This study proposed two network models for predicting the membrane protein types. To indicate their superiority, one previous network model (see Section II.H) was employed for making a comparison. The performance of this network model on the training dataset was also assessed by tenfold cross-validation. The results are listed in Table 6 . The overall accuracy and MCC were 71.15% and 54.71%, respectively, which were much lower than those obtained by the best RF individual network models. For five individual accuracies, they were also lower than those obtained by the best RF individual network models (except accuracy on 'Multipass'). Clearly, such network model was also much inferior to the RF integrated model. The precisions for five types of this network model are shown in Figure 4(B) , from which we can see that they were all lower than those of the RF integrated model, further confirming the above conclusion. In addition, this network model was also applied on the test dataset. The obtained accuracies are listed in Table 4 , from which we can see that the overall accuracy and MCC were 73.48% and 58.57%, respectively, much lower than those of the RF integrated model. Except the accuracy on 'Multipass', all individual accuracies were lower than those of the RF integrated model. For precisions on five types (see Figure 4(A) ), the previous network model provided higher precision only on 'Single-pass type II'. All these results suggested that our proposed network models were much superior to the previous one. Employing advanced feature extraction methods can largely improve the performance of the network model.
The integrated model in [19] was also employed to compare with our model. The performance of such previous integrated model on the training dataset, evaluated by tenfold cross-validation is listed in Table 6 . The overall accuracy was 86.64%, which was lower than that of the RF integrated model. As for MCC, it was 79.84%, also lower than that of the RF integrated model. For five individual accuracies, the RF integrated model provided better performance on four types. For precisions on five types (see Figure 4(B) ), the RF integrated model overwhelmed the previous integrated model on all five types. Furthermore, we also evaluated the previous integrated model on the test dataset. The results are listed in Table 4 and Figure 4(A) . It is clearly that the RF integrated model still generated better performance. All these suggested that the proposed model was superior to the previous integrated model.
Finally, the classic PseACC-based model was picked up to make comparisons. The SVM PseAAC-based model used the same parameters adopted in SVM integrated model, that is, the kernel is a polynomial function, C = 0.5 and exponent = 3. In the RF PseAAC-based model, the number of decision trees was 100, same as that in the RF integrated model. The performance of these two models on the training dataset was evaluated by tenfold cross-validation. The predicted results are listed in Table 6 . The overall accuracy of SVM model was 69.03% and it was 68.71% for RF model, which were all much lower than that yielded by the RF integrated mode, indicating the superiority of our integrated model. The MCC exhibited the same phenomenon (see Table 6 ). With the same classification algorithm, the integrated network model was superior to the PseAAC-based model. Most individual network models also gave better performance than these two models. For precisions on five types (see Figure 4(B) ), our integrated model also overwhelmed PseAAC-based models. All these results implied that the individual network models were effective for the prediction of membrane protein types and the integrated network model can be a more effective tool for accurate predictions. Furthermore, proteins in the test dataset were fed into the above-mentioned two models. Obtained accuracies and MCCs are provided in Table 4 and precisions on five types are shown in Figure 4(A) . It can be observed that our integrated network model still provided better performance.
IV. CONCLUSION
This study proposed two network models for the prediction of membrane protein types. They were built using the feature vectors that were produced by applying network embedding methods on different networks. These models provided satisfied performance and a model integrating these models further improved the performance. Results listed in this study also implied that models with features derived from protein associations were also quite effective. They were competitive compared with the models using the features only derived from the own essential properties of proteins. Although the performance of our models in current stage was not very high, they may pour into new insights for the prediction of membrane protein types with novel computational methods, attracting more investigators to design more powerful models in this regard. XIAOLIN HAIYAN LIANG received the B.S. degree in information and computing science from the East China Institute of Technology, in 2018. She is currently pursuing the degree in computer science with the College of Information Engineering, Shanghai Maritime University. VOLUME 7, 2019 
