We study the moduli of continuity of functions of bounded variation and of their variation functions. It is easy to see that the modulus of continuity of a function of bounded variation is always smaller or equal to the modulus of continuity of its variation function. We show that we cannot make any reasonable conclusion on the modulus of continuity of the variation function if we only know the modulus of continuity of the parent function itself. In particular, given two moduli of continuity, the first being weaker than Lipschitz continuity, we show that there exists a function of bounded variation with minimal modulus of continuity less than the first modulus of continuity, but with a variation function with minimal modulus of continuity greater than the second modulus of continuity. In particular, this negatively resolves the open problem whether the variation function of an α-Hölder continuous function is α-Hölder continuous.
Preliminaries and Motivation
We define the variation of a function f : [a, b] 
If the interval [a, b] is clear from the context, we also write Var(f ) := Var(f ; a, b). If the variation Var(f ) is finite, we say that f is of bounded variation. Functions of bounded variation were first introduced by Jordan in [3] in the study of Fourier series. By now, they have many applications, for example in the study of Riemann-Stieltjes integrals. We also refer the interested reader to the rather recent and comprehensive book on functions of bounded variation by Appell, Banaś and Merentes [1] .
To every function f of bounded variation, we can associate its variation function Var f : [a, b] → R defined by Var f (x) := Var(f ; a, x). We also say that f is the parent function of Var f . Functions of bounded variation and their variation functions share many regularity properties. We state the following two connections that are most relevant to our studies, for further results, we refer the reader to [1, 78] and [2, 4] . For the convenience of the reader, we state a proof in Section 2. In [1, 78] , the authors also proved that if the variation function Var f is α-Hölder continuous, then also the parent function f is α-Hölder continuous. They noted that the inverse implication is still an open Date: January 29, 2020. The author is supported by the Austrian Science Fund (FWF) Project F5513-N26, which is a part of the Special Research Program "Quasi-Monte Carlo Methods: Theory and Applications". problem, see [1, Problem 1.1 on p.100] . We show that the inverse implication does not hold. A counterexample can be found in Section 3. In fact, we also show a more general statement involving moduli of continuity in Section 4, see Theorem 6 below. Although Theorem 6 implies the existence of a counterexample as in Section 3, we think that it is worth to work out this example in detail since it clearly shows the main ideas of the proof of the more general Theorem 6.
We remark that this is not the most general definition used for moduli of continuity. Often, the requirement that ω is increasing is dropped and the continuity is replaced with continuity at zero. The reason for our more restrictive definition is to achieve simpler and clearer statements and better consistency with the coming definitions. Lemma 10 illustrates, however, that our definition is in some sense the most general one.
Moduli of continuity are usually not used by themselves. Instead, they are helpful in characterizing how continuous a given function is.
Definition 3. Let I ⊂ R be a bounded or unbounded interval and let f : I → R be a function. A modulus of continuity ω is called a modulus of continuity for f if for all
Examples of moduli of continuity are x → Lx and x → Lx α for 0 < α < 1. They characterize the Lipschitz and the α-Hölder continuous functions with Lipschitz and α-Hölder constant L, respectively.
It is easy to see that given a function f and two moduli of continuity ω 1 ≤ ω 2 , if ω 1 is a modulus of continuity for f , so is ω 2 . In that sense, larger moduli of continuity represent weaker continuity conditions. In particular, to every continuous function we can associate its minimal modulus of continuity. We can now state the first, rather simple connection between functions of bounded variation, their variation functions and their moduli of continuity. The proof of this Proposition is in Section 4.
Proposition 5. Let f : [a, b] → R be a continuous function of bounded variation. Then
In light of Proposition 1 and Proposition 5, one might hope that it is also possible to prove that ω Var f can be bound in terms of ω f . We show that this is not the case. The conditions in the theorem are as general as possible. The condition on ω is necessary, as otherwise f is Lipschitz continuous, implying that also Var f is Lipschitz continuous by Proposition 1. Furthermore, since f is of bounded variation, Var f is bounded. Hence, also the condition on ω ′ is necessary. The proof of this theorem is given in Section 4.
Proof of Proposition 1
First, by a simple application of the triangle inequality, we get that finer partitions capture more of the variation of a function in the following sense.
Lemma 7. Let f : [a, b] → R be a function and let
and a = y 0 ≤ y 1 ≤ · · · ≤ y m = b be two partitions of the interval [a, b] with x 0 , x 1 , . . . , x n ⊂ y 0 , y 1 , . . . , y n .
Furthermore, it is an easy exercise to show the following Lemma. We now give a simple proof of Proposition 1. This proof is basically the same as the proof in [1, 78] . Let f be right-continuous at x. Let ε > 0 be arbitrary and let δ > 0 be such that
Using Lemma 7, we can assume that x < x 1 < x + δ. Hence, we have
On the other hand, if Var f is right-continuous at x, then it follows from Lemma 8 that
which implies that f is right-continuous at x.
2. If f is Lipschitz continuous with constant L and a ≤ x ≤ y ≤ b, then it is easily verified that
An Example
Before giving an example of a function that is α-Hölder continuous with a variation function that is not γ-Hölder continuous for all 0 < γ < 1, we need to generalize Lemma 8 slightly. We denote by f (x+) the right-sided limit of the function f at x.
Proof. First, the series converges (potentially to infinity), since all the terms are nonnegative. Applying Lemma 8, we have for k ∈ N that
Taking k to infinity yields
On the other hand, let ε > 0 and let a =
Since ε > 0 was arbitrary,
Taking the supremum over all partitions of [a, b] yields
which proves the lemma.
Let 0 < α < 1. We construct a function f that is of bounded variation and α-Hölder continuous, such that Var f is γ-Hölder continuous for no γ ∈ (0, 1).
First, consider the following general example. Let x 1 > x 2 > · · · > 0 be a sequence with x n → 0 and let (y n ) be a sequence with y 2 > y 4 > · · · > 0, y 2n−1 = 0 for n ∈ N and y n → 0. Define the function f : [0, x 1 ] → R as f (x n ) = y n and interpolate linearly in between. An example of such a function is shown in the picture below. 0
x
The blue graph is the function f on the interval [x 11 , x 1 ], the red graph is the function x → x α . The values y 2n were chosen smaller than x α 2n in order to ensure that f is α-Hölder continuous at 0. It remains to choose the sequences (x n ) and (y n ) appropriately.
First, the variation function Var f is easy to determine. Using Lemma 9, we have
We want that Var f is γ-Hölder continuous for no γ ∈ (0, 1). In order to achieve this, we can choose the sequence (y n ) to be decreasing as slowly as possible. Since f should be of bounded variation, however, it needs to fall faster than n −1 , as otherwise, the series diverges. Therefore, we set y 2n = 1 2n log(n + 1) 2 .
With this choice f is of bounded variation since
Now we have to choose the sequence (x n ). Its decay should be slow enough so that f is α-Hölder continuous, but fast enough so that Var f is γ-Hölder continuous for no γ ∈ (0, 1). We set
x 2n−1 = n −β for an appropriate choice of β > 0 that remains to be determined, and
First, note that
.
Therefore, for γ ∈ (0, 1), we have sup x∈(0,x 1 ]
Hence, Var f is not γ-Hölder continuous regardless of our choice of β > 0. It remains to ensure that f is α-Hölder continuous. First, f needs to be α-Hölder continuous at 0, i.e. sup x∈(0,
Therefore, we choose β such that 0 < β ≤ α −1 .
Second, due to the specific structure of f , it is apparent that
Since α < 1, the choice of such a β > 0 is possible. Therefore, the function f constructed this way is α-Hölder continuous, but Var f is γ-Hölder continuous for no γ ∈ (0, 1).
Proof of Proposition 5 and Theorem 6
First, we prove Proposition 5.
Proof of Proposition 5. Since f is continuous and of bounded variation, also Var f is continuous by Proposition 1. Therefore,
Taking the supremum over all x, y as above yields ω f (h) ≤ ω Var f (h).
The proof of Theorem 6 is more involved than the example in Section 3. First, we show the following lemma.
Lemma 10. Let f : [a, b] → R be a continuous function. Then ω f is a modulus of continuity for f , is subadditive and satisfies ω ω f = ω f . Moreover, if ω is a modulus of continuity for f , then ω f ≤ ω.
Proof. It is obvious from the definition that ω f (0) = 0 and that ω f is increasing. Furthermore, note that ω f (h) is finite for all h ∈ [0, ∞). This is because f is continuous on the compact set [a, b] , and hence bounded. We show that ω f is subadditive. Let s, t ≥ 0. Then
Next, we show that ω f is continuous at zero. Since f is continuous on the compact set [a, b] , it is uniformly continuous. Hence, for all ε > 0 there exists a δ > 0 such that
In particular, ω f (δ) ≤ ε. Since ε was arbitrary and ω f is increasing, we have ω f (0+) = ω f (0) = 0.
Next, we prove that ω f is continuous everywhere. Let t, h > 0. Since ω f is subadditive and increasing,
. Taking h to zero and using that ω f (0+) = 0 yields that ω f is right-continuous. The left-continuity of ω f follows similarly from
Altogether, ω f is continuous.
We have shown that ω f is a modulus of continuity. Now it is trivial that ω f is also a modulus of continuity for f . To show that ω ω f = ω f , let h ≥ 0. Since ω f is increasing,
On the other hand, since ω f is subadditive,
Finally, let ω be another modulus of continuity for f . If there exists an h ≥ 0 with ω(h) < ω f (h), then there are two points
Since ω is a modulus of continuity for f , and since ω is increasing,
We require a modulus of continuity to be increasing and continuous. However, we need additional regularity properties. The following lemmas show that we can assume those regularity properties without loss of generality.
Lemma 11. Let ω be a bounded modulus of continuity. Then there exists a modulus of continuity ω ′ ≥ ω with ω ′ (h) = ω ′ (1) for all h ≥ 1.
Proof. Clearly, the function
is a modulus of continuity, ω ′ ≥ ω, and ω ′ (h) = ω ′ (1) for h ≥ 1.
Lemma 12. Let ω be a modulus of continuity with ω(h) = ω(1) for h ≥ 1. Then ω ω ≥ ω, and ω ω (h) = ω ω (1) for h ≥ 1.
Proof. First, for h ≥ 0 we have
Second, notice that 0 = ω(0) ≤ ω(h) ≤ ω(1) for all h ≥ 0, since ω is increasing. Hence,
On the other hand, for h ≥ 1,
Hence, ω ω (h) = ω ω (1) = ω(1) for h ≥ 1.
Lemma 13. Let ω be a modulus of continuity that satisfies ω ω = ω and ω(h) = ω(1) for h ≥ 1. Then there exists a concave modulus of continuity ω ′ with ω ′ ≥ ω, ω ω ′ = ω ′ and ω ′ (h) = ω ′ (1) for h ≥ 1.
Proof. Define ω ′ as the concave majorant of ω, i.e.
We show that ω ′ (0) = 0. If ω(h) = 0 for all h ≥ 0, this is trivial. Otherwise, since ω(0+) = ω(0) = 0, for all ω(1) > ε > 0 there exists a δ > 0 such that ω(h) < ε for h ≤ δ. Define
Then αt + ε ≥ ω(t) for all t ≥ 0. Since ε > 0 was arbitrary, ω ′ (0) = 0. Next, we show that ω ′ is increasing. Since ω is non-negative, we can restrict the infimum in the definition of ω ′ to non-negative values of α (negative values of α lead to negative values of αt + β for t sufficiently large). Let t, h, ε > 0 and let α ≥ 0, β ∈ R be such that ω(s) ≤ αs + β for all s ≥ 0
and
Since ε > 0 was arbitrary, we have ω ′ (t) ≤ ω ′ (t + h), and ω ′ is increasing. Now we show that ω ′ is continuous. Let t ≥ 0. Since ω ′ is concave, 1] . Taking x = 0 and letting λ tend to one, we have
at least if t = 0. Since ω ′ is increasing, ω ′ (t−) = ω ′ (t). On the other hand,
Taking λ to zero yields ω ′ (t) ≥ ω ′ (t+). Again since ω ′ is increasing,
In particular, ω ′ is continuous.
It remains to show that ω ω ′ = ω ′ . We show that ω ′ is subadditive, the proof is then analogous to the proof of Lemma 10. Since ω ′ is concave, we have
We mainly exploit the following two properties of concave functions. We state them without proof, since they are well-known and elementary.
Lemma 14. Let I be a bounded or unbounded interval, and let g : I → R be a concave function. Let x, y, x + h, y + h ∈ I where x ≥ y and h ≥ 0. Then
Lemma 15. Let g : [0, 1] → R be a concave increasing function. Then g is Lipschitz continuous on all intervals [ε, 1] with ε > 0.
We can now prove Theorem 6.
Proof of Theorem 6. Using Lemma 11, Lemma 12 and Lemma 13, we can assume without loss of generality that ω ′ (h) = ω ′ (1) for h ≥ 1, ω ω ′ = ω ′ , and ω ′ is concave.
Define the function V : [0, 1] → R, V (x) = ω ′ (x). Then ω V = ω ′ . We construct a nonnegative function f such that ω is a modulus of continuity for f and Var f = V inductively on the intervals [x 1 , x 0 ], [x 2 , x 1 ], . . . with x 0 = 1 and x n → 0.
Assume we have already constructed f on the interval [x n , 1]. If x n = 0, we have already defined f on the entire interval [0, 1]. Otherwise, we define x n+1 and construct f on the interval [x n+1 , x n ]. First, to every point x ∈ [0, x n ], we assign a point y x ∈ [x, x n ] with the property that
Such a point y x exists, since V is increasing and continuous. Define the set
Since both V and ω are continuous, the set A n+1 is closed, and thus compact. It is non-empty since x n ∈ A n+1 . Therefore,
Furthermore, we define y n+1 := y x n+1 . Finally, we define the function f on [x n+1 , x n ] as
x n y x n = y n x n−1 0.25 0.45 0.70
0.95
We note some simple facts about the function f . We always have f (x n ) = 0 and
Since V is continuous, f is continuous where it is defined. Since V is increasing, f is piecewise monotone; f is increasing on the intervals [x n , y n ] and decreasing on the intervals [y n+1 , x n ]. Since V is concave, f is concave on the intervals [x n , y n ] and convex on the intervals [y n+1 , x n ]. The above picture shows what f might look like, at least on the interval [x n , x n−1 ]. The red function is the variation function V , the blue function is the parent function f . On the interval [x n , y n ], f (z) = V (z) + c, and on the interval [y n , x n−1 ], f (z) = −V (z) + c ′ . This construction already suggests that Var f = V . The constants c and c ′ are chosen such that f (x n ) = f (x n−1 ) = 0, and the point y n is chosen such that f is continuous. The point x n is chosen such that ω is a modulus of continuity for f (a priori at least on the interval [x n , y n ]).
The remaining proof is split into four steps. First, we show that (x n ) converges to zero. Hence, we have defined the function f on the interval (0, 1]. Second, we prove that f (0+) = 0, and, therefore, extend f continuously to [0, 1] with f (0) = 0. Then, we show that ω f ≤ ω and finally, we prove that Var f = V .
1. Clearly, (x n ) is decreasing and bounded from below by zero. Thus, (x n ) converges, say to the point x ∈ [0, 1]. Assume that x = 0. Since V is concave, it is Lipschitz continuous with constant L on [x/2, 1] by Lemma 15. Since lim h→0 ω(h) h = ∞, there exists an ε > 0 such that ω(h) ≥ Lh for all h ∈ [0, ε]. Let n ∈ N be sufficiently large such that 0 ≤ x − x n ≤ ε/2. Define z n+1 := max x/2, x n − ε ∈ x/2, 1 . Then
for h ∈ [0, ε]. Hence, z n+1 ∈ A n+1 and x n+1 = min A n+1 ≤ z n+1 < x, a contradiction. Therefore, (x n ) converges to zero. In particular, we have also shown that (x n ) is strictly decreasing.
2. If the sequence (x n ) is finite, this statement is trivial, since then x n = 0 for some n ∈ N. If (x n ) is infinite, it suffices to show that f (y n ) converges to zero. Suppose this is not the case. Then there exists an ε > 0 such that f (y n ) ≥ ε for infinitely many n ∈ N. Let (y n k ) k be a subsequence of (y n ) with f (y n k ) ≥ ε. Since V is increasing,
f (y n j ) ≥ kε 4. Using Lemma 9 and that f is continuous at zero and piecewise monotone, we have for x ∈ [0, 1] with x n ≤ x ≤ y n that Var f (x) = Var(f ; 0, x) = ∞ k=n Var f ; x k+1 , y k+1 + Var f ; y k+1 , x k + Var f ; x n , x
Similarly, for y n+1 ≤ x ≤ x n , we have 
