A theorem by Yoshida which states that the discretization error for the Suzuki-Trotter (ST) decomposition is one order smaller than for the corresponding approximated Hamiltonian has long been overlooked with grave consequences for the accuracy of algorithms which use decomposition schemes. In our error analysis for the ground state energy of the Hubbard Hamiltonian by the projector quantum Monte Carlo method, we have used various orders of STdecompositions, including for the first time in this field, pseudo-symplectic methods. We show that higher order does not necessarily imply better convergence, and identify the condition to obtain good convergence with higher order STdecompositions. For the first order ST-decomposition, the ground state energy does not converge to the values for numerical diagonalization, in agreement with Yoshida's theorem, which may have caused confusion in connection with the ''fermionic sign problem''. We show how the use of the sign of the fermion determinant is in fact a reweighing method which for the ground state energy violates some basic Monte Carlo properties (the Gaussian distribution of observables), in contrast to sampling without sign. Whether sampling with or without the sign deviates less from the exact ground state energy depends on the system parameters (interaction, filling) and on the test wave function, so sampling with sign gives not necessarily better or more physical than sampling without sign, a result which can be supported by arguments on the error compensation. We discuss the implications for related methods.
Introduction
The inception of the Quantum Monte Carlo (QMC) method via the Suzuki-Trotter (ST) decomposition 1,2) has opened new possibilities to describe many body systems with controlled numerical approximations. Nevertheless, the occurrence of negative transition properties in fermionic systems gave rise to what became labeled as ''minus-sign problem'', which has hampered the development and use of determinant quantum Monte Carlo (DQMC) algorithms, both for the ground state 3) and finite temperature 4) for the better part of the last twenty years. Only when negative transition probabilities were also found in spin-glasses, 5) it became clear that the ''minus-sign'' was not necessarily something related to fermions. Therefore, some researchers have argued that the occurrence of the minus-sign problem originates rather from the combination of the ST-decomposition and the choice of the representation for the states of the system and the Monte Carlo sampling. 6, 7) Due to the lack of alternative approaches to ''1st or 2nd order ST-decomposition, with Hubbard-Stratonovich transformation'', it has been hardly possible to discriminate universal behavior and artifacts of the traditional combination of approaches. To overcome this gridlock, we apply both ''symmetric'' and ''asymmetric'' higher order ST-decompositions to answer the question whether the problem is physical at all or purely an artifact of the methods employed up to now. Higher order ST-decompositions have largely been shunned in the field of QMC (with one exception 5) ), as they have the odium of being cumbersome and numerically expensive to implement. 8) Such ''symplectic'' decompositions have attracted recent interest in the numerical analysis community for use with ordinary differential equations to preserve the ''area/ volume'' in the phase space. 9, 10) The connection between ST-decompositions and symplectic integrators runs deep: The popular Verlet-Störmer 11) scheme can be derived from the ST-decomposition of second order. 12) Higher order methods, with smaller truncation error should cast a light on what really happens in the lower order methods. We simulate the two-dimensional Hubbard Hamiltonian 
where the operator c y i; ðc i; Þ creates (annihilates) a fermion of spin = " or # at site i. n i; ¼ c y i; c i; is the number operator, t is the hopping parameter for nearest neighbors hiji, and U represents the strength of the on-site interaction with t ¼ 1 as the energy unit. Even with the very recent computing power of the Earth Simulator (there may be larger machines in the top500-list, but whether their performance as a whole has been measured, or only been ''extrapolated'' based on the performance of a smaller configuration, is in most cases not documented 13) ), exact diagonalization is hardly possible beyond 25 sites. 14, 15) Therefore, the importance of QMC methods (see refs. 8 and 16 for overviews and references therein) lies in the fact that they are both practicable and their errors can at least in principle be controlled.
ST-decompositions
The operator exponential e ÀĤ ¼ e ÀðKþÛÞ with parameter is split into M ST-slices e ÀðKþÛÞ with ¼ =M 
i.e., for M sub ¼ 4, we have
with coefficients n and n for, e.g., Candy & Rozmus 4 or Chambers 6A in Table AÁI , where we have summarized the coefficients for all methods we are going to use. Coefficients in quadruple precision are available elsewhere. [17] [18] [19] ST-decompositions can be either symmetric or asymmetric with respect to ST-time. For conventional STdecompositions for orders higher than 3, it has been proven that there must be some negative substeps. 20) Such decompositions are derived from zeroing higher order commutators in the Baker-Campbell-Hausdorff formula, while for weakly-coupled systems in celestial mechanics, ''pseudo-symplectic'' decompositions have been developed for HamiltoniansĤ ¼Â þ B with small perturbation parameters . The elimination of the terms of Oð pÀ1 Þ imposes additional constraints, [21] [22] [23] but allows to derive decompositions with purely positive ST-substeps n and n . We also try out these pseudo-symplectic decompositions, as they are up to now untapped resources in the field of QMC. In the following, we indicate the methods in Table AÁI by the conventional or author's name, the order as a following index, as well as a letter if there are several methods of the same order by the same author, i.e., ''Yoshida 6A ''.
Projector quantum Monte Carlo (PQMC)
The ground state can be obtained from the exponential of the HamiltonianĤ acting on a trial function as e ÀĤ jT i. Our choice is to let an exponential of ST-length act on bra and on ket, so the total length of our ST-product is 2. Expansion in the energy representation yields 
with eigenvalues E 0 < E 1 < Á Á Á < E m and eigenvectors j0i; j1i; . . . ; jmi. The contributions for states energetically higher than the ground state vanish exponentially with and the corresponding contributions are exponentially suppressed. An exponential expðÀĤÞjT i used to obtain a ground state is sometimes also called a ''filter''. 24) The interactionÛ in e ÀÛ is decoupled using the discrete Hubbard-Stratonovich (HS) transformation. 25, 26) We restrict ourselves to the repulsive model with U > 0, and abbreviate the ST-substeps as ¼ j (or ¼ i , see x2.3). For ! 0, we obtain e ÀUn i;" n i;# ¼ 1 2
and for negative substeps < 0, e ÀUn i;" n i;# ¼ 1 2
with ¼ arccosh½expðjUj=2Þ and auxiliary HS fields s i AE 1 for each lattice site i over the whole ST-time. For higher order ST-decompositions, the HS configurations are not only independent for all ST-slices, but also for all substeps. For a given ST-slice l n , we denote the entire configuration of all HS spins s i on sites L by . The resulting diagonal exponential matrix V l n ; ðÞ with electron spin leads to potentials which fluctuate in space and STtime during the MC process. The ST-product is then
In PQMC, the wave functions jÉi and hÈj for M ST-slices are computed from the trial wave function jT i as
For N up and N down electrons with the system of L sites, jT i, jÉi, and jÈi are L Â N matrices. The statistical weight for a particular set of HS configurations is given by the fermion determinant for each spin direction
The Metropolis-transition probability is
while we have used the heat-bath transition probability
The Green's function G is obtained from the wave functions in eqs. (10) and (11) as
1.3 The discretization error in the approximated Hamiltonian The following discussion is independent of the nature of the quantum particles, and applies to all Hamiltonians, and probably to a large class of path integral methods, too. PQMC-methods must give the right answer for the ground state energy, in agreement with exact diagonalization methods, within the numerical and statistical errors of the method. Unfortunately, a proper error analysis of the DQMC-procedures has never taken place. For a ST-stepsize , the approximation to the operator exponential expðHÞ is correct up to Oð p Þ. Correspondingly, the truncation error is of order Oð pþ1 Þ. The more interesting question is: How accurate is such an approximation for the Hamiltonian? Regarding the wide-spread use of first order decomposition, the tacit assumption among many researchers may be that the Hamiltonian is approximated with the same order as its exponential. Unfortunately, this is not the case. The most convenient approach which is common in numerical analysis for similar cases is that of ''backward error analysis'': Instead of computing how the actual result H þ deviates from the exact result H (''forward error analysis''), one figures out for which problem H 0 the given approach is exact, and then obtains the error as ¼ H À H 0 . Surprisingly, for classical Hamiltonians H ¼ H A þ H B , it turns out 27) that for the application of the first order decomposition of expðHÞ, one has
with the Poisson brackets fÁg. Let us flavor this result explicitly in words: Results obtained for a first order approximation of the exponential of a Hamiltonian are of zero order in the Hamiltonian! In classical physics, the solution of Newton's equation of motion in zero order means that the dynamics is lost, the result converges towards the equilibrium position. 28) And a zero order approximation is zero order, no matter how small is taken. For the second order ST-decompositions,
is obtained 27) where the approximation of the Hamiltonian is of first order. At least for second order ST-decompositions, the error in the approximated Hamiltonian can be controlled by the ST-stepsize . Nevertheless, if the simulation contains a programming mistake of even only ''half'' a ST-slice multiplied at the wrong place, this will make the algorithm first order. For quantum Hamiltonians, it should be enough to replace the Poisson brackets by the commutator. For general p þ 1-st order ST-decompositions, Yoshida 29) has shown that the error is of p þ 1-st order, so the Hamiltonian is approximated in order p. Of course, the occurrence of the Poisson brackets in the error term of the Hamiltonian leads to very system-dependent deviations from the exact results. Depending on the sign of the Poisson brackets in eqs. (16) and (17) , the exact value may be approached from below or from above for decreasing , so there are no bounds for STapproximations, unlike e.g., the Ritz-variational method (''always above the exact value'').
Negative weight sampling and minus-sign problem
In eq. (13), the sign of the product of two determinants W " W # may be negative, and it has become a custom 30) to factor in this sign not in the transition probabilities, but in the computation of expectation values as
where hÁi denotes the sampling average during the simulation and ½Á denotes the thermal expectation value. A þ is the average of configurations with positive weight, and A À with negative weight. S AE is the likelihood for positive and negative sign, respectively. When hSi is close to zero, ½A becomes undefined or fluctuates large, which is called the minus-sign problem. One purpose of this work is to compare the quality of averages ½A with conventional averages sampled without sign hAi.
Higher Order Decompositions
We run the simulations for 4 Â 4 lattice systems with periodic boundary conditions in FORTRAN and reference codes in MATLAB. If not mentioned otherwise, a single run is thermalized with N thermal ¼ 1 Â 10 5 sweeps, after that measurements are taken in every of the following N meas ¼ 3 Â 10 5 sweeps. If not indicated otherwise, we sample 100 independent HS configurations from runs with different MC seeds. Error-bars are computed as standard deviations of the results of these 100 configurations. Where no error-bars are shown they are smaller than symbols. Where appropriate, we included in many cases the Monte Carlo convergence of the data. As a projection parameter, where not mentioned otherwise, we use ¼ 4. The stabilization is carried out at every Á ¼ 0:5 ST-time. Unlike in the finite temperature algorithm, even at halffilling the minus-sign problem cannot be excluded in PQMC unless a proper trial wave function is chosen. We mostly used dimerized trial wave functions, i.e., the lowest eigenvectors of the hopping matrix resp. its exponential where every second matrix element is chosen to be larger than t. 8) For 1st and 2nd order ST-decompositions, this trial wave function does not have any minus-sign problem at half-filling. Test runs with plane waves are also performed for some cases. The matrix inversion uses the LUdecomposition from LAPACK. For the stabilization, we have used QR-decomposition with pivoting after Householder. Other techniques gave equivalent results. The coefficients of all decomposition methods used are given in the Appendix in Table AÁI . After some familiarisation, we tended to use the pseudo-symplectic methods to test assumptions, as they were the computationally cheapest approaches (minimal discretization error with acceptance rates nearly as high as the lower order methods) and tried out the other methods afterwards. We use multi-spin updates where a certain percentage of the whole HS configuration is changed, not like single-spin updates in which single HS spins are flipped randomly on a given ST-slice in sequential. 16) We prefer multi-spin updates as we feel qualms about the ergodicity of the algorithm. 31) Per MC step, 10 À3 of the HS spins are reversed and the acceptance of this reversal is accepted with the heat-bath probability in eq. (14) . For ¼ 4 and ¼ 1=8, for one subslice this means that about two spins are modified per trial, and four spins for two subslices. There may be more efficient possibilities for the sampling for higher order methods according to the width of the ST-slices, but that is something we will address in the future.
Production runs were performed on AMD and SUN processors and were consistent with tentative tests in quadruple processors on DEC ALPHA and INTEL processors.
We have focused on the computation of the ground state energy as the most crucial quantity for zero temperature. According to the Hohenberg-Kohn theorem for the (correct) ground state energy there is a unique electron density distribution. Therefore, if the QMC simulation reproduces the energy correctly, it can also be expected that all other observables can be computed in a reliable fashion.
For the system with 10 electrons (N ¼ N " ¼ N # ¼ 5) at Hubbard interaction U ¼ 4, the average sign is approximately 1 as the ground state of the kinetic energy is nondegenerate, 3, 32) corresponding to a closed shell system. We have implemented the exact diagonalization and the ground state energy per lattice site E exact ¼ À1:2238, which is consistent with ref. 33 .
In Table I , we show the comparison of the ground state energy sampled with sign [eq. (18) ] and without sign as well as the average sign. The last two columns are the absolute sum of the coefficients for the ST-substeps from eq. (4) for the kinetic P n j n j and interaction P n j n j terms. Fig. 1 ). For SUN processors with its native FORTRAN compiler and unidentifiable precision (nominally 8 byte double precision, but how many digits are lost internally due to optimization is not clear), the energy values show a drift towards higher than the exact values, while on INTEL processors with MATLAB, the values are in between the SUN and AMD values. As the numerical error is the sum of rounding and discretization errors, for zero order algorithms, the increase of the rounding error is proportional to the timestep M and the reduction of the discretization error is proportional to 1=M, see Fig. 2 . Accordingly, the error is not minimal for the smallest timestep. Due to this interference of errors, deviation of the energy from the exact ground state value on the AMD machines is consistent with the theorem in x1.3, while the better agreement on SUN and INTEL is spurious, as there is no control or information whether proper rounding or only truncation happens. The average sign hSi is subtly larger on AMD than on SUN processor. Depending on the ST-stepsize , there are Table I . Comparison of the ground state energy from a dimerized trial wave function sampled with sign according to eq. (18) and without sign as well as the average sign. The methods marked with ? have coefficients of absolute values j n j and j n j larger than 1. For methods of order four and higher, only for pseudo-symplectic methods the j n j and j n j sum up to 1. between 6 and 15% more negative configurations on SUN than on AMD. We consider this as an additional indication (other than the number of bytes) that the rounding is more accurate on AMD, as rounding errors should increase the number of negative configurations. Other effects as reason for the deviation (too small projection parameter etc.) can be excluded as the energy is too low and the convergence of the higher order methods for the same parameters is unimpaired. This should serve as a warning that reducing the ST-step in first order methods does not guarantee convergence. Neither first nor second order fitting of the data in Fig. 1 would reliably lead to the minimal deviation from the exact energy for ! 0. For stepsizes larger than 1/64, no adverse effects were observed from SUN's double precision, and the results were consistent with the ones obtained from AMD's quadruple precision, so it seems it is really an accumulation of rounding errors. The higher order Suzuki fractal decompositions 34, 35) which were developed to effectively resolve the minus-sign problem 36, 37) and help to clarify the mechanism of high-T c superconductivity 20) have malign effects on the average sign compared to other methods. These methods have been applied primary in the frustrated spin systems. 38) The pseudo-symplectic decompositions of Chambers 4A , Chambers 4B , Chambers 6A , Chambers 6B , and Laskar & Robutel 8A which are all positive-definite decompositions give benign average signs [% Oð1Þ], and the ground state energies from ignoring the sign are consistent with the exact value.
With the outcome in this section, we have seen which decompositions give a ''good'' sign and which give a ''bad'' sign. Therefore, for the cases where there are control data with ''good'' sign available, we can at the same time see the behavior of sampling with bad sign. In general, the deviation between the averages computed with and without sign become larger with decaying average sign. For some higher order ST-methods, the ground state energies with sign are far away from the exact value with large error-bars (marked with ? in Table I ). The ground state energy from ignoring the sign by Tselios 5 is consistent with the exact value while the value computed with sign is separated from the exact value by a large error-bar. In to 0 so that the convergence is bad) in Table I are closer to the exact value than those from ignoring the sign. It will turn out that this is not universal, but depends on the filling. When we look at the absolute sum of the coefficients over the kinetic P n j n j and interaction P n j n j terms of the corresponding methods, we note that when 8D . Moreover, we find that such a deterioration of the average sign is proportional to the magnitude of P n j n j. This means that the average sign varies strongly with the symmetry of the position of the interaction termÛ in the ST-substeps, but not with the order. The determinant of a ST-product of commuting symmetric exponential (positive) matrices would be positive-definite, so the sign cannot be attributed to the ST-decomposition alone. Only the decoupling of the interaction with the HStransformation leads to alternate multiplication of the exponentials for the kinetic term and varying diagonal matrices which leads to a loss of symmetry of the accumulated product and the subsequent decay of the sign. For Suzuki-Trotter 1;2 , the acceptance rate for multi-spin updates is 45-46%. The acceptance rates for higher order pseudo-symplectic methods are nearly as high, for general higher order decompositions it is lower, and lowest are those for decompositions with malign signs.
From Table I we see that the ground state energy with sign is always lower than that from ignoring the sign. An exception is Yoshida 6A , for which very large outliers and abysmal sign in some runs leads to averaging ''good'' and ''bad'' configurations. We are pretty sure that we did not e.g., mistype the coefficients, since the outcome for QMC is consistent with our experiences in molecular dynamics simulations, 17) where Yoshida 6A also yielded the largest outliers and consequently the most unreliable configuration averages. That indicates that not all ST-decompositions of high order are actually useful.
For U ¼ 8, we use a projection parameter with ¼ 8 to obtain better convergence. The thermalization is not as efficient as for U ¼ 4 with multi-spin updates since the HS configuration space becomes larger with respect to the projection parameter for fixed . We therefore take an average of 50 HS configuration samples. In Fig. 4 , we show the convergence to the ground state energy by SuzukiTrotter 2 and Chambers 4A . We also tried to halve the flip probability in updating multi-HS spins to increase the acceptance rate for Chambers 4A . The deviations from the original flip-rate are negligible. For both methods the fluctuations for the computation with sign taken into account (½A-averages) are larger than the hAi with ignoring the sign. In Fig. 2 of ref. 39 , with a different trial wave function for various projection parameters and different stepsizes, both ½A-and hAi-averages are consistent, and the convergence to the same energy value was obtained.
Variants of higher order ST-decompositions
Alternative simulations are obtained by simply exchanging the kineticK and interactionÛ terms in eq. (4), so that
The ordering of n and n may not be interchanged. We have interchangedK andÛ for Blanes & Moan 4 , Blanes & Moan 6A , and Blanes & Moan 6B , though in the original paper 40) it was mentioned that for the problems considered the kineticK and the interactionÛ were qualitatively different and not interchangeable. As our problems are different, we try the exchange anyway. In Table III the ground state energy are sampled with and without sign, the last two columns are the absolute sum of the coefficients over interaction P n j n j and kinetic P n j n j terms. We clearly see that, expect for Blanes & Moan 6A , the average signs increase as the asymmetry of the ST-products seems to be affected less by the absolute sum of ST-substeps over the kinetic term, but over the interaction term. Similarly, the decay of the average signs are proportional to the absolute sum over interaction term, as for Blanes & Moan 6A , but not to the absolute sum over kinetic term unless the absolute sum over kinetic term starts to become too large. A symmetric product of symmetric positive-definite ST-slices would of course always have a determinant with positive sign. The decrease of the average sign can therefore be attributed to the asymmetry of the ST-product which accumulated during the multiplication of exponential operators.
N
The average sign for the system with 14 electrons
at Hubbard interaction U ¼ 4 becomes prohibitively small where the ground state of the kinetic energy is degenerate, 3) corresponding to an open shell system with the exact ground state energy per lattice site E exact ¼ À0:9840. 33) In Fig. 5 , we show the convergence of our ground state energy computed with and without the sign for symmetric and asymmetric decompositions. Symmetric pseudo-symplectic higher order methods (Chambers 4A Fig. 5 ) extrapolation to ! 0, but our deviations from the exact value for sampling without sign are considerably smaller.
The ''Sign Problem''

Sampling ''with sign''
The argument that the ''negative configurations'' result from ''fermion exchange'' (virtual or otherwise) can be borrowed from the world-line simulation. It is both tempting and misleading: The permutation matrix (16) and (17) . There is no rigorous mathematical argument conceivable to assign quantities or their sign a crucial role in the sampling process which to all intents and purposes is smaller than the discretization error in the simulation, but the sign of the determinant is exactly that. A similar argument can be made for eq. (18): That hASi cannot be factored into hAihSi, so that hSi simply drops out implies a statistical correlation between A and S, as has been argued by one of the authors earlier. 39) If we would take such a correlation at face value, again it would hinge on the signs of the smallest singular values, smaller than the error in the decomposition. So that sampling with sign will give better observables than sampling without sign, we need a rather more ''sizeable'' effect. As statistical weight in eq. (13) in DQMC the absolute value of the fermion determinant is chosen. Some articles refs. 43 and 44 give the formula without absolute values even when they state later that the absolute value must be taken. The actual sampling has to use the absolute value, everything else is impracticable, and, on top of that, negative probability measures would be at odds with Kolmogorov's axioms. For importance sampling, the transition probabilities are to be chosen so that the algorithm becomes ergodic, and then the averages are computed as simple averages over the Monte Carlo sweeps. As we have shown, the sign of the fermion determinant is not a physical quantity, as it depends at least on the specific ST-decomposition and, as we show later in x4 in case of PQMC on the test wave function. Methodologically, in the ''minus-sign sampling'' in eq. (18) the sign is reintroduced ad hoc after the sampling and the measurement, so it is actually a reweighing procedure, which must be justified by its statistical merits.
Distributions
Monte Carlo sampling is based on the law of large numbers, and accordingly, the sampled data, especially the energy data, should be Gaussian distributed. 45) In Fig. 3 , the ground state energies computed with sign lie closer to the exact value than the values computed without sign. However, in Monte Carlo sampling, we should not only have an eye on the averages, but also on the distributions. For the sampling with sign, we have to subtract the bins of the samples for negative sign from those with positive sign. The distribution of the sampled values for the energy with the decomposition after Ruth 3 is Gaussian distributed when the sign is ignored (Fig. 6, above) . The result with sign ( Fig. 6, below) is a far cry from the Gaussians which are assumed for the sampling in Monte Carlo theory. Nevertheless, Gaussian distributions are a prerequisite for the importance sampling: We cannot just give it up on a whim to justify an ad hoc conceived post-processing method, so the shape of the distribution does not favor sampling with sign.
Electron densities
After the Hamiltonian has turned out to be rather less well preserved than its exponential in eqs. (16) and (17), it is time to ask how negative transition probabilities are obtained anyway. The Metropolis transition probability for singlespin flips is 
where s old i ðlÞ is the old HS spin on the i-th site at the l-th STslice and s new i ðlÞ is after the HS spin flip-trial. n i; ¼ G ðlÞ i;i is the i-th diagonal element of the Green's function at the l-th ST-slice, with ¼ arccosh½expðjUj=2Þ from eq. (7). For higher order ST-decompositions, the Green's functions for the substeps n are obtained by replacing l with l n , and for negative substeps " ¼ # according to eq. (8) .
For relatively small ST-substeps with U > 0, and therefore reasonable U, negative transition probabilities in eq. (20) can only be reached for electron densities n i; smaller than 0 ( > 0) or larger than 1 ( < 0), see Fig. 7 . Of course, the meaning of the n i; < 0 is not that of holes in a half-filled band, it is a negative density created in an empty state. Symmetric to the densities smaller than 0 in Fig. 8 which violate common sense, we see densities with n i; > 1 which violate fermion statistics. For fermion systems, quantitative errors in the density are actually qualitative violations of the fermion principles, which affects all variable computations. When we look at the histogram for electron densities n i; at strong repulsion at half-filling in Fig. 8 , we see that the higher the order of the STdecomposition is, the more unphysical densities smaller than 0 and larger than 1 are suppressed. We conclude that the higher order methods in Table I give more accurate results than Suzuki-Trotter 1 for the energy, as there are less unphysical densities. Current symplectic ST-decomposition only conserve global properties of the total Hamiltonian and its exponential, they do not constrain individual electron densities to their physical values, though higher order methods reduce the number of negative densities.
An alternative sampling scheme
The hope that the negative densities in PQMC stem from ST-slices ''close'' to the test wave function, which are not used for Monte Carlo sampling, but Fig. 8 tells otherwise: For anti-ferromagnetic ordering, obviously the observable computation itself is affected. This error will not ''go away'' by averaging: Unphysical spikes in the density will influence the results for Fourier transform and density correlation functions, and, moreover, unphysical diagonal elements of the Green's function n i; ¼ G ðlÞ i;i may indicate that the off-diagonal elements G ðlÞ i;j are also unreliable: Fourier transforms and higher order correlation functions may be even farther off. As we have seen that ST-methods do not constrain individual electron densities, so we can try to eliminate unphysical densities ''by hand''. We can contrive a new ''constrained sampling'' scheme where we continue to use the weight function after eq. (14) to obtain the MC time sequence of HS configurations for the sake of ergodic sampling, but we allow only those densities for sampling where all densities fulfill the fermion condition 0 n i; 1 and throw away all other HS configurations which lead to unphysical n i; > 1 or n i; < 0 for each spin direction during the sample procedure. In Fig. 9 , it can be seen that the deviations from the exact value when ignoring the sign becomes smaller compared to direct sampling indiscriminate of the densities. In Fig. 10 , we compare the ground state energy with traditional sampling and sampling with density cutoff ignoring the sign and taking the sign into account for the symmetric Chambers 4A . By using the sampling with density cutoff, the ground state with sign and without sign lie at the same value within the statistical error-bar. Tests with other methods such as Chambers 6B and Laskar & Robutel 8A yielded similar results. For the asymmetric decomposition Ruth 3 shown in Fig. 11 , the ground state energy of ignoring the sign by using the sampling with density cutoff becomes much closer to the exact value while the values with sign start to deviate more from the exact value. Results with McLachlan 5 are similar. Even though the unphysical densities are relatively rare in Fig. 8 , the deviations are significant, so large, that the distance of PQMC-data for the ground state energy and the exact diagonalization is larger than the error-bar. That is the effect of ''unphysical densities'', that a few measurements can create a significant drift in the data. In other words, when we do not allow unphysical electron densities on those slices which enter the sampling (mind that there may still be unphysical densities hidden away from these slices), the values for the ground state energy computed with and without sign get closer to each other. So there is a strong suspicion that the deviations of the samples with and without signs stem from weird correlations between the configurations with negative sign and their unphysical densities. The minus-sign sampling in eq. (18) will only eliminate unphysical electron densities if either the up-or the down-spin determinants are affected.
If both up-and down-determinants are negative, the total configuration is positive, and there is no compensation and the two unphysical densities will affect the observable computation.
In the presence of errors, e.g., due to lack or faulty stabilization, too large ST-stepsize, too many unphysical densities, dysfunctional matrix inversions, 39) beneficial effects of the inclusion of the sign can be expected up to a certain point. The noise will affect the determinant so that the contaminated configurations will be distributed with equal probability into the bin with positive and that with negative sign. Nevertheless, if both up-and down-determinant become negative, the contaminated data are sampled as ''positive configuration'', and no compensation will occur. The minus-sign sampling bloats the error-bars. Historically, large deviations between diagonalization values and QMC simulations also arose from erroneously reported data: We were notified 46) that exact diagonalization results in ref. 47 , had been obtained probably under some symmetry assumptions, so that the exact diagonalization results for the ground state energy with the full matrix are lower by 10% and more. Therefore, also reference data from exact diagonalization may be unreliable, so that we computed our own data. In Table I , for Suzuki-Trotter 1 the deviation from the exact energy are hopelessly too large both for sampling with and without sign, but that is no contradiction to the validity of the PQMC-method, only a proof that the commutator in eq. (16) will not oblige to vanish with Suzuki-Trotter 1 . It is first order ST-decompositions which lead to uncontrolled approximations, not the sampling ignoring the sign.
Effect of the Trial Wave Functions
When we want to analyze the errors of our PQMCmethod, a question which has not been touched is the influence of the test wave function. Suitable properties have to be postulated in the ansatz in eqs. (10) and (11), and their violation may lead to systematical errors which cannot be analyzed via MC error-bars. It has been known 3,41) for considerable time that there are effects of the test wave function: Such effects of the wave function are again an argument against the ''reality'' of the minus-sign: As the results of the PQMC should be independent of jT i for ''reasonable'' test wave functions, a quantity like the sign which varies strongly with jT i has no place in a controllable numerical approximation, and variations due to the test wave functions are systematic errors. For a given ST-decomposition, different averages in the sign then becomes a mere correlation between HS configurations and the respective test wave function. The test wave function is not a physical quantity anyway, as the result should be independent of it, so correlations from it are not physically meaningful, either.
In Fig. 12 , we plotted the ground state energy by Chambers 4A for different values of the Trotter stepsizes with dimerized and plane waves as trial wave functions to show that the convergence to the same energy value is obtained. Our results for both ignoring the sign and taking the sign into account agree with other references. 48) 
In Figs. 13 and 14 , we show the energy convergence of our ground state energy computed with and without the sign along the MC sweeps by Suzuki-Trotter 2 and Chambers 4A for dimerized and plane waves, respectively. For both methods, the values computed with sign are closer to the exact value whereas their fluctuations are much influenced by the different trial wave functions which is in contrast to the values computed without sign.
In Figs. 15 and 16 , we show the energy convergence of our ground state energy computed with and without the sign along the MC sweeps by Suzuki-Trotter 2 and Chambers 4A for dimerized and plane waves, respectively. In contrast to the closed shell system, for an open shell system, the values computed without sign by both methods with different trial wave functions are closer to the exact value while the values computed with sign are distant from the exact value and again have large fluctuations. As shown in Fig. 17 , the average sign is much influenced by the initial trial wave functions where the dimerized trial wave function has benign average signs than those from plane waves for both methods.
That in x4.1 and x4.3 the data with U ¼ 4 are closer to the values with exact diagonalization for sampling without sign, and in x4.2 the data with U ¼ 8 are closer for sampling with sign should not create the impression that sampling with sign is beneficial for strong interaction. For an open shell system with N " ¼ N # ¼ 7 at U ¼ 8, the results with ignoring the sign are closer, see Fig. 18 . With the given wave functions, it depends on the physical parameters whether sampling with or without sign gives results closer to exact diagonalization.
Alternative trial wave functions
We have made comparisons with other trial wave functions (eigenvectors to the largest eigenvalues of the exponential of the matrix of the kinetic energyK, as well as antiferromagnetic states) for selected parameters. The results were within the limits of the dimerized and plane waves shown here. 
Relation with Other Methods
Path integral methods
In the field of path integral methods, what we call first order ST-decomposition is called 49) the ''primitive approximation'', introduced before Quantum Monte Carlo methods were thought of, see e.g., eq. (2-34) p. 38 in Feynman.
50)
The error analysis for the approximated Hamiltonian in eqs. (16) and (17) is valid for these cases. The field of path integral methods lacks the self-confidence of the QMC community, and, for the evaluation of observables talks bashfully only about ''estimators'' 49, 51, 52) for the energy, etc. From eq. (16), one can deduce that this terminology spread because more often than not, the first order approximation to the partition function left a lot to be desired for the actual accuracy for which energies were evaluated when alternative methods were available for comparison.
Langevin dynamics
Our simulation has been performed exclusively with the PQMC-scheme with heat-bath dynamics. Nevertheless, one of the authors (H.-G. M) played around with heat-bath sampling modified by orders of magnitude of multiplicative noise, up to 5 to 8 decades, which is not so large, taking into account the magnitude of the fermion determinant. The results for the ground state energy did not change, after all, the noise was ergodic. Therefore, we think that our result may be also valid for simulations performed with Langevin dynamics.
53)
World-line QMC
Originally, the minus-sign sampling was introduced ad hoc for world-line simulation. 30) Many misleading conclusions about the DQMC come from indiscriminate adoptions of ideas and results in the world-line QMC 54) method (WLQMC), especially in two 55) and higher dimensions. The world-line algorithm is in principle a path integral method for lattices. Unfortunately, this incurs negative transition probabilities when fermions change their place, the mother of all minus-sign problems. A recent analysis 56) talks about ''the'' fundamental limitations to QMC simulations in general, without discriminating between world-line and determinant (auxiliary field) methods. First of all, WLQMC will in general be applied with first order ST-decompositions, else there would be a tremendous blow-up of the necessary number of ST-slices if disconnected-bond decompositions have to be performed in higher order. In that case, WLQMC suffers from the zero order accuracy of the approximated Hamiltonian in eq. (16) when observables are computed. While the fermion amplitudes can be constrained to physical densities between 0 and 1, the world-line approach has a more severe glitch even for ST-decompositions of higher order: The decoupling is done via the closure relation so that a complete sets of orthogonal single-particle-states is between the ST-slices to decouple the interaction. This gives access to world-lines of individual particles in contradiction to the fundamentals of fermion statistics as a theory for indistinguishable particles, and therefore such an approach should give errors beyond those of the decomposition. Only if several world-lines become connected in ST-time, the respective particles become indistinguishable again. That can probably not be realized with a ground state algorithm, as periodic boundary conditions in ST-time would be necessary, which necessitate finite temperature simulations. In DQMC, only one Green's function is accessible for the computation of observables, so there is no possibility to discriminate between individual electrons. We cannot exclude that for the world-line approach, the minus-sign weighing may have merits, though there are no bounds on an error which is due to the introduction of discriminable particles. Nevertheless, on the computational side, another problem of WLQMC is that it is far from clear how worldlines must be moved so that the configuration space is sampled evenly. The minus-sign problem there might as well be related to ergodicity problems, which is suggested by the impact different updating strategies 57) have on the magnitude of the sign. 
''Interpolation''
World-line and DQMC algorithms are substantially different. Though Hirsch 42) proposed something what he chose to call an ''interpolation'' between QMC methods, it is only a coupling of the same system simulated with two different methods. The coupling of two models via a statistical weight does not prove any equivalence or relation between the two models. Neither can there be any conclusions be drawn about relation or equivalence from a coupling between different methods for the same system. The sign for the world-line approach has nothing to do with the sign in the DQMC, as can be seen just by counting the degrees of freedom: In the determinant approach, their number depends on the number of HS spins per site, while in the world-line approach they depend on the number of particles in the system.
Grand-canonical simulations at finite temperature
Many results and conclusions in this article on PQMC are also relevant for its finite temperature equivalent, the grandcanonical quantum Monte Carlo 4) (GQMC). First of all, there is also a fermion determinant, only its rank is equal to the number of sites, not to the number of electrons. The unphysical densities there have been noted earlier. In our experience, 58) the energies for low temperature GQMC match those for PQMC quite well, even with the tendency, though not the magnitude of the sign. Nevertheless, for the GQMC there is no effect of a test wave function. In the future, we will experiment with higher order ST-decompositions also with GQMC.
Conclusions
All things being equal, asymmetric ST-decompositions show smaller signs than symmetric decompositions, negative fermion determinants can therefore be attributed to the loss of symmetry in the product matrix of itself symmetric matrices. All things being equal, higher order ST-decompositions with large negative substeps give lower signs than those with smaller negative substeps, an issue which affects the convergence. Accordingly, the pseudo-symplectic decompositions without negative ST-substeps perform rather well, in the face of the fact that they are derived under additional assumptions.
The energies computed without sign are higher than with sign, exactly the opposite of what has been claimed in ref. 59 : We find consistently smaller energies when we take the sign into account. Whenever we could control the parameters, deviations between the averages computed with and without sign were due to unphysical elements in the simulation, like asymmetric decompositions (x2.4) or unphysical electron densities (x3.3). Averages sampled without sign may be higher or lower than the exact values, and correspondingly the inclusion of the sign gives sometimes better, sometimes worse averages. The assertion in ref. 59 : ''It should be emphasized that the neglect of the sign of the fermion determinant is an uncontrolled approximation, and can lead to misleading results if the correction terms are not included''. For the occurrence of negative configurations, unphysical fermion densities outside ½0; 1 are necessary. Therefore the unphysical approximation is the one which takes the sign due to such unphysical densities into account. The post-processing using the sign only enhances the fluctuations in the data to an extent that the distributions become non-Gaussian. We have at least as small, if not smaller errors than other publications: For the closed shell system, for methods with benign sign, sampling with and without sign was consistent. For open shell systems, sampling without sign was more accurate.
From the error compensation of the sampling with sign (numerical errors, due to lack or malfunction of numerical stabilizations or due to dysfunctional matrix inversions, error bounds in the approximated Hamiltonian or unphysical densities) works only if the error and the change in sign affects one of the two spin direction, and then only statistically. Unphysical densities are a problem which cannot be eliminated by better stabilizations, inversions or the use of quadruple precision: It will have to be seen in the future whether it is sufficient to use higher order methods, after all, in fluid dynamics, the use of 6th order CIP-methods (Constrained Interpolated Profile) is common. Nevertheless, it has to be seen whether alternatives to the conventionally used HS-transformation have to be found or maybe even ''constrained ST-decomposition'' should be derived which are able to fix the electron densities (and hopefully, all other entries in the Green's function) within the limits given by fermion statistics. Regarding how much the trial wave functions are responsible for the unphysical densities, comparisons with the finite temperature algorithm will have to be seen. Deviations between ground state energies sampled with different trial wave functions can be larger than the MC error-bars.
For any system, classical, fermionic or bosonic, the approximation of the Hamiltonian via ST-decompositions is one order lower than for its exponential. Our results in Table II show that this theorem is not just a pessimistic estimate, but there is indeed a lack of convergence for the ground state energy of the first order ST-decomposition for the ST-stepsize approaching zero: First order ST-approximations are therefore zero order computations of the observables and not controlled approximations. Many ''results'' and ''methods'' have been derived as path integral formulas via the ''primitive approximation'' 49) or via the ''Baker-Hausdorff formula '' 60) which are equivalent to Suzuki-Trotter 1 , so that the accuracy of the results for the corresponding Lagrangian or Hamiltonian hinges on the actual disappearance of the commutator of the constituents which the authors could not deal with in the first place. It is rather mind-boggling to imagine the Sisyphean task which lies ahead of physics to figure out which results obtained since the inception of the path integral method 50) are correct, which are amendable and which are just irrelevant.
The requirement for the Markov probability of the Monte Carlo process is that the detailed balance is fulfilled, beyond that, the computation of the average is reduced to a simple average of the obtained observables. In this sense, a Metropolis weight or a heat-bath weight can be used, there is no need to manipulate the variables afterwards: Nobody would decorate the observables in conventional Monte Carlo with additional factors (quotient between the heat-bath and Metropolis weight or vice versa): The guarantee of the detailed balance guarantees the correctness of the Monte Carlo sampling. Though the formula for the sampling in fermionic QMC procedures is always written with the allegedly signed (positive and negative) probabilities as in eq. (18) , the probabilities actually used to generate the Markov chain always use absolute values of the fermion determinants. Anything else makes no sense, as there is no mathematical theory of mixed negative and positive probabilities, or a theory of Markov processes with negative probabilities. An introduction of a weight for the sampling which is different from the weight which generates the probability distribution is unique to the field of Quantum Monte Carlo, and has no mathematical justification from Monte Carlo theory, on the contrary: Due to the exceptional treatment of using different probabilities for the generation of the Markov chain (absolute value of the fermion determinant) and the observable computation (determinant with sign), the probability distributions can deviate from the Gaussian shape, in contradiction to the law of large number itself. Originally, the introduction of the sign in the sampling for world-lines was ad hoc, the multi-particles states were claimed to be bosonic, and the sign was allegedly used to recover the ''fermionic character''. Mathematically, the multi-particle states in the world-line formalism are not quantum states at all as different particles have different world-lines which can be discriminated in violation of the basic tenets of quantum mechanics and quantum statistics. Therefore, the whole argument for the introduction of the sign is invalid. It is the actual (positive) probability used in the Markov chain which determines the sampling, which also guarantees that the observables are Gaussian distributed if the detailed balance is fulfilled. Therefore, using a sign in eq. (18) ''with hindsight'' for a state which was generated independent of this sign is a misrepresentation of the Monte Carlo sampling process. A different question is why the use of the absolute value of the determinant can generate the Markov chain at all. From the point of approximation via the ST-decomposition, it is clear that the sign of the determinant depends on the sign of all of the singular values in hÈjÉi. Many of them are considerably smaller than the error which is in the SuzukiTrotter decomposition itself: Letting a quantity used in sampling depend on something which is smaller than the noise in the sampling procedure makes no sense. Another argument concerns the trial wave function. The results in the filtering process should be independent of the trial wave function jT i, and in particular, of the phases of the single particle waves i it is composed of. If we change one of i to À i , the sign of the determinant will be reversed, while the Green's function is invariant under this change: In the computation of eq. (15), the phase turns up twice, once in inverted part, once in the linear part, and both phase changes cancel. This independence is according to the principles of quantum mechanics. For the computation of the Markov Continued.
Method
Order p Substeps M sub n n chain, the use of the absolute value again eliminates the phase. Only the sampling with sign will take into account such an artificial sign explicitly. We are therefore currently looking for systems where the sampling with sign leads to macroscopic deviations from the true values, in contrast to the diminutive differences we found in x4 which are smaller than the deviations obtained with different test wave functions.
