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We investigate the optical response properties of three-dimensional Luttinger semimetals with the
Fermi energy close to a quadratic band touching point. In particular, in order to address recent
experiments on the spectroscopy of Pyrochlore Iridates and half-Heusler superconductors, we derive
expressions for the optical conductivity in both the normal and general superconducting states in
the linear response regime within the random phase approximation. The response functions can
be decomposed into contributions from intraband and interband transitions, the latter compris-
ing a genuine signature of the quadratic band touching point. We demonstrate the importance
of interband transitions in the optical response in the normal state both in the homogeneous and
quasi-static limit. Our analysis reveals a factorization property of the homogeneous conductivity in
the spatially anisotropic case and the divergence of the conductivity for strong spatial anisotropy. In
the quasi-static limit, the response is dominated by interband transitions and significantly different
from systems with a single parabolic band. As an applications of the formalism in the supercon-
ducting state we compute the optical conductivity and superfluid density for the s-wave singlet
superconducting case for both finite and vanishing chemical potential.
I. INTRODUCTION
Ignited by recent advances in growth and characteriza-
tion of novel classes of spin-orbit coupled materials, the
study of many-body physics in three-dimensional Lut-
tinger semimetals with the Fermi energy close to an in-
verted quadratic band touching point (QBT) is part of
the forefront of both theoretical and experimental re-
search on quantum materials. Already in the nonin-
teracting case these systems are highly compelling, as
applying strain or quantum confinement can induce a
topological insulator state, which furthermore is robust
against weak perturbations [1]. An even richer manifold
of possible macroscopic phases emerges when considering
the effects of long-range or sufficiently strong short-range
interactions. Some of the currently most actively inves-
tigated platforms for exploring interactions in QBT sys-
tems are Pyrochlore Iridates [2] and half-Heusler super-
conductors [3, 4]. In particular, two recent measurements
of their intriguing conductance properties constitute the
motivation for the present work [5, 6].
What makes the study of many-body physics and in-
teractions in Luttinger semimetals so fascinating can be
attributed to two main features. Firstly, as realized by
Abrikosov, the long-range Coulomb repulsion between
electrons at the QBT point induces a non-Fermi liquid
(NFL) phase of the system [7–9]. Although the ulti-
mate stability of this phase is currently still debated, as
emergent strong short-range interactions may eventually
drive the system into a topological Mott insulator state
[10–13], it is fairly certain that correlation functions will
show anomalous scaling over some extended range of ex-
perimental parameters such as temperature, momentum,
and frequency. Secondly, since the electrons occupying
the QBT point carry an effective spin of 3/2, many novel
∗ iboettch@umd.edu
and often tensorial order parameters can be constructed
close to the touching point [14–35]. Fortunately both
magnetic and superconducting orders of this type are,
respectively, covered by the Pyrochlore Iridates and half-
Heusler compounds in experiment.
Pyrochlore Iridates, having structural formulaR2Ir2O7
(denoted R-227 for short) with R a rare-earth element,
have been shown to host a QBT point at the Fermi en-
ergy both via theoretical calculations [2] and experimen-
tal ARPES studies [36, 37]. Most members of the mate-
rial class show a transition to an insulating phase with
octupolar magnetic order at temperatures around 100 K
[38]. However, the critical temperature is reduced for
Nd-227, and no finite-temperature transition has been
observed in Pr-227. Furthermore, Pr-227 may be close
to a quantum critical point as a function of ionic radius
of R, implying that its high temperature phase lies in
the corresponding critical fan and thus shows nontrivial
scaling of observables as a function of temperature.
A recent THz spectroscopy study [5] by the Armitage
group on the optical response of Pr-227 in the normal
phase revealed a large additive anomalous contribution
to the dielectric function compared to the Drude formula,
which can be traced theoretically to originate from inter-
band transitions between the upper and lower bands of
the QBT point by Broerman’s formula [39]. The deter-
mination of the scattering rate shows a τ−1 ∝ T 2 tem-
perature dependence, however, with an unusually large
prefactor indicating that the system may be strongly cou-
pled in the normal phase. The presence of a finite Fermi
energy EF > 0 (measured from the QBT point) in the
experiment sets a limit on the intermediate frequency
and temperature ranges where nontrivial scaling such as
Abrikosov’s NFL behavior could be observed. Measuring
at larger frequencies or higher temperatures (both com-
pared to EF), or minimizing EF directly, will allow to
experimentally test whether the NFL phase is achieved
in the normal phase of Pr-227, and thus shed light onto
other QBT systems where long-range interactions are im-
ar
X
iv
:1
81
2.
07
55
5v
2 
 [c
on
d-
ma
t.s
tr-
el]
  2
 A
pr
 20
19
2portant. This clearly calls for a fresh and extended view
on the frequency and temperature dependence of the op-
tical conductivity in Luttinger semimetals. Note that the
existence of plasmon excitations in the normal state has
recently been addressed in Ref. [40].
In half-Heusler superconductors the presence of a QBT
point close to the Fermi energy is supported by exten-
sive density functional calculations of the band struc-
ture [4]. (A small linear admixture to the QBT is gen-
erally expected due to the noncentrosymmetric crystal
structure [20], but its effect on the low-energy physics
can be estimated to be subleading for realistic EF [27].)
Importantly, several compounds have an inverted band
structure and become superconducting at temperatures
around 1 K [3, 41–43]. Given the low-density in these
materials, reflected by a small value of EF, such critical
temperatures need to be considered high and seem to re-
quire a more complex mechanisms than phonon mediated
attraction [19].
The case for unconventional superconductivity in the
half-Heuslers was strengthened enormously by a recent
measurement of the London penetration depth in YPtBi
[6] by the Paglione group, which shows an almost linear
temperature dependence of the observable at low tem-
peratures T/Tc ∼ 0.1, and thereby indicates the pres-
ence of line nodes in the gap. Whereas this eliminates
the possibility for a pure s-wave gap, the spin-3/2 nature
of the fermions at the QBT point allows to construct
many other pairing channels (with or without even-odd-
parity mixing) that feature line nodes. Since the associ-
ated orders are typically tensorial in nature, an angular
resolved measurement of the optical properties appears
to be a first step towards eliminating certain candidate
orders. More generally, a solid understanding of how dis-
tinct superconducting orders contribute to the frequency
and directional dependence of the optical conductivity
in Luttinger semimetals could be central to discerning
which pattern is realized in a given material in future
experiments.
The scope of this work is therefore to set up a frame-
work for studying the optical response of Luttinger
semimetals in the normal and superconducting phase
that allows to address the challenges described above and
support future experimental explorations of QBT sys-
tems. We use a purely field theoretic approach starting
from the path integral to arrive at the optical conduc-
tivity in the linear response regime within the random
phase approximation (RPA). In particular, we formulate
the theory such as to allow for the complex and uncon-
ventional superconducting orders that are possible in the
system. We recover the expressions for the longitudinal
response in normal state of Ref. [39] and extend these
works by addressing anisotropic corrections, gauge invari-
ance, transverse response, and momentum dependence of
response functions. We derive general formulas for the re-
sponse functions in superconductors with a QBT point
and apply them to the s-wave singlet superconductor as
a proof of principle. Since the experiments for super-
  
upper band lower band
intraband contributions
interband
or QBT
contributions
FIG. 1. The contributions to the dielectric tensor εij(ω,p)
can be split into three parts. The first two arise from in-
traband transitions within, respectively, the upper or lower
band, and as such can be computed without knowledge of the
other bands. In contrast, interband transitions or genuine
QBT contributions are not captured by a single-band model.
They encode, however, many important physical features of
Luttinger semimetals. For instance, in the normal state they
lead to a divergent contribution at low frequency as EF → 0,
or they contain the response from Bogoliubov Fermi surfaces
in certain time-reversal symmetry breaking superconducting
states—a feature entirely absent in single band systems.
conducting YPtBi are in the clean limit [41], we do not
consider the effects of disorder in the present work.
The picture that appears on the RPA level, and which
underlies the interpretation of the experiments in Ref.
[5], is illustrated in Fig. 1. The optical response func-
tions, given by the dielectric tensor εij(ω,p) or conduc-
tivity tensor σij(ω,p), decompose into a sum of intra-
band and interband transitions. The intraband contri-
bution can be obtained from knowledge of the optical
response of a single parabolic band, for instance by the
usual Drude or Lindhard formulas in the normal state.
The interband contribution, on the other hand, is a gen-
uine contribution due to the QBT that cannot be cap-
tured by the theory for a single band. (We therefore also
refer to it as “QBT contribution”.) It also constitutes the
anomalous contribution observed in Ref. [5]. We write
ε(ω,p) = 1 + ε(intra)(ω,p) + ε(QBT)(ω,p), (1)
ε(intra)(ω,p) = ε(upper)(ω,p) + ε(lower)(ω,p). (2)
For nonzero EF, one may expect only the band that
is pierced by the chemical potential to contribute signif-
icantly to the response, whereas all other filled or empty
bands are irrelevant. In Luttinger semimetals the QBT
contribution quantifies how inaccurate this picture can
be. On a more technical level, the interband contribu-
tion is conveniently incorporated by keeping the full 4×4
structure of the underlying Luttinger Hamiltonian [44]
instead of projecting it onto the two-dimensional basis
spaces for the upper and lower band. This conveniently
incorporates interband transitions. It also accounts for
presence of Bogoliubov Fermi surfaces in certain time-
reversal symmetry breaking superconducting states in
QBT systems [23, 45, 46].
This work consists of two major parts. In the first or
main part, after a review of the Luttinger Hamiltonian
and optical response functions, we present the relevant
3formulas for the dielectric function and optical conduc-
tivity in the normal and s-wave superconducting phase
and discuss their features. This presentation is inten-
tionally left concise and does not illuminate any details
how the results were obtained. The formulas are either
given in fully analytic form or as one-dimensional inte-
grals. In order to facilitate the comparison with exper-
iment, results are presented in SI units, displaying the
effective band mass m∗ explicitly in all formula. (We
employ ~ = kB = 1 throughout the manuscript though.)
In the second part or appendix, we give a self-contained
derivation of the optical response of QBT Hamiltonians
starting from the path integral, and then present the de-
tailed calculation of the response functions presented in
the main part. This extensive discussion of the setup
also allows us to fix our notation and conventions, and
set the stage for future works. The results for the normal
state are derived in App. C and the results for the su-
perconducting state in App. D. We show that the QBT
contribution satisfies gauge invariance in the normal state
in App. C 3 and derive the transverse current response
in App. C 4. Algebraic conventions and matrix represen-
tations are specified in App. A. In the appendix we work
with Gauss units and set 2m∗ = 1.
II. LUTTINGER SEMIMETALS
We assume the band structure of the QBT point to
be described by the Luttinger model. The corresponding
4× 4 electronic single-particle Hamiltonian [44] reads
Hˆ =
(
α1 +
5
2
α2
)
pˆ214 − 2α3(pˆ · ~J)2
+ 2(α3 − α2)
3∑
i=1
pˆ2iJ
2
i . (3)
Here pˆ = −i∇ is the momentum operator and ~J =
(J1, J2, J3)
T encompasses the spin-3/2 matrices. The
Luttinger parameters α1, α2, α3 characterize the specific
details of the QBT in a given material and may be de-
termined experimentally or from first principle electronic
band structure calculations. The number of such inde-
pendent parameters is dictated by the symmetries that
govern the low-energy excitations. Equation (3) captures
the most general QBT Hamiltonian in the presence of
time-reversal, inversion, and cubic point group symme-
try. The number of independent parameters decreases
upon imposing further symmetry constraints.
In order to elucidate the interplay between symmetry
and band structure in the Luttinger model, we define the
effective band mass m∗ by
1
2m∗
= |α2 + α3|, (4)
the particle-hole asymmetry parameter by
x =
α1
|α2 + α3| , (5)
and the spatial anisotropy parameter by
δ =
α3 − α2
α2 + α3
∈ [−1, 1]. (6)
The single-particle energies that follow from the Lut-
tinger Hamiltonian then take the form
E±(p) = α1p2 ±
[
4α22p
4 + 12(α23 − α22)
∑
i<j
p2i p
2
j
]1/2
(7)
=
1
2m∗
(
xp2 ±
[
(1− δ)2p4 + 12δ
∑
i<j
p2i p
2
j
]1/2)
.
Each eigenvalue is doubly degenerate due to time-reversal
and inversion symmetry. We consider here the band in-
verted case which corresponds to
|x| < 1. (8)
The band structure then features an upper band with
positive energies E+ and a lower band with negative en-
ergies E− for nonzero momenta. Furthermore, for x = 0
the spectrum of excitations becomes particle-hole sym-
metric, whereas δ = 0 implies a spatially isotropic band
structure with
E±(p) =
(x± 1)
2m∗
p2, (9)
corresponding to an effective upper and lower band mass
of
m∗up =
m∗
1 + x
, m∗low =
m∗
1− x, (10)
respectively. Although in a given material at hand these
symmetries may not be realized exactly, it is a useful
simplification to neglect x and δ in calculations as long as
these parameters are small compared to unity. Therefore,
unless stated otherwise we set x = δ = 0 in this work,
but discuss the influence of nonvanishing x and δ on the
homogeneous response functions in the normal state at
the end of Sec. IV B.
A particularly important role for the faithful descrip-
tion of experimental data by means of the Luttinger
model is played by the chemical potential µ. For our
investigation we allow µ to have either sign, and define
the Fermi energy and Fermi momentum from its modulus
according to
EF :=
p2F
2m∗
:= |µ|. (11)
The condition that the low-energy physics are captured
by the QBT in the band dispersion then implies that
EF  Eκ, where Eκ = κ2/(2m∗) is an “ultraviolet”
energy scale where either the electronic band structure
deviates significantly from the quadratic dispersion for
q > κ, or where other low-energy degrees of freedom
such as phonons become relevant. On the other hand,
4the parabolic band structure may be screened by a lin-
ear band structure at low momenta that results, for in-
stance, from adding Hˆlin = β1(pˆ · ~J) + β2
∑
i piJ
3
i to
the Hamiltonian in Eq. (3). Such contributions arise in
non-centrosymmetric materials due to asymmetric spin-
orbit coupling, and their presence implies a typical “in-
frared” energy scale Elin ∼ |β1,2|pF. Consequently, the
linear terms can be neglected if the chemical potential is
sufficiently large so that Elin  EF and, therefore, the
relevant excitations at the Fermi level are dominated by
the quadratic terms. Consequently, in the following the
limit µ→ 0 needs to be understood within the Luttinger
model, meaning that the Fermi level is close enough to
the QBT point so that µ ≈ 0 is a good approximation,
but the chemical potential is still large enough so that lin-
early dispersing terms at even lower energies (if present)
are irrelevant.
III. OPTICAL RESPONSE FUNCTIONS
The electrodynamic properties of solids in the linear
response regime are encoded in the dielectric tensor εij
relating electric displacement field ~D and electric field ~E
according to [47–49]
Di(ω,p) = 0εij(ω,p)Ej(ω,p). (12)
Here 0 is the vacuum permittivity, ω and p constitute
(angular) frequency and momentum of the incident elec-
tromagnetic field, and we have defined εij to be a di-
mensionless quantity. Throughout this work we use the
Einstein sum convention that we sum over repeated in-
dices. In the following we consider nonmagnetic materi-
als with permeability equal to 1. The linear response is
then equivalently expressed in terms of the conductivity
σij given by
σij(ω,p) = iω0
[
δij − εij(ω,p)
]
, (13)
which relates the internal current density ~jint and electric
field according to
jint,i(ω,p) = σij(ω,p)Ej(ω,p). (14)
In a spatially isotropic medium, the tensorial response
functions for nonzero p can be decomposed into longitu-
dinal (L) and transverse (T) components according to
σij(ω,p) = σL(ω, p)
pipj
p2
+ σT(ω, p)
(
δij − pipj
p2
)
. (15)
Crucially, a longitudinal (transverse) electromagnetic
probe field can only induce a longitudinal (transverse)
response, i.e.
~jint,L(ω,p) = σL(ω, p) ~EL(ω,p), (16)
~jint,T(ω,p) = σT(ω, p) ~ET(ω,p), (17)
with the usual definition of the longitudinal and trans-
verse parts of the vector fields. Equation (13) implies
σL(ω, p) = iω0
[
1− εL(ω, p)
]
, (18)
σT(ω, p) = iω0
[
1− εT(ω, p)
]
. (19)
The advantage of studying σL,T(ω, p) over σij(ω,p) lies
in the fact that the L and T components are scalar func-
tions of p = |p|, and so the limit p→ 0 is defined unam-
biguously.
The experiments we attempt to quantify with our anal-
ysis are such that the spatial inhomogeneity of the exter-
nal probe fields is irrelevant so that setting p = 0 is a
valid approximation. In this limit, the distinction be-
tween L and T components is meaningless and Eq. (14)
provides a definition of σij(ω,0) that does not require ref-
erencing to an external momentum. The tensorial char-
acter of this quantity is necessarily trivial and so
σij(ω,0) = σ(ω)δij , (20)
which defines the homogeneous conductivity σ(ω). This
quantity also coincides with the p → 0 limit of the L
and T contributions when the limit is taken for ω > 0,
as generally the limits p → 0 and ω → 0 do not com-
mute. In fact, although any spatial dependence of the
electric field is unimportant, in practice it will not be
strictly zero. We can then perform the limit p → 0 in
Eq. (15) explicitly by assuming (without loss of gener-
ality) that the strongest spatial inhomogeneity of p is
in the z-direction, hence p ≈ (0, 0, p)T. Then, by com-
puting the individual components σij(ω,p) in the limit
p→ 0 and comparing to Eq. (20) we deduce that
ε(ω) = εL(ω, 0) = εT(ω, 0), (21)
σ(ω) = σL(ω, 0) = σT(ω, 0). (22)
Equations (21) and (22) allow us to conveniently dis-
cuss the optical response of materials in terms of a single
frequency-dependent function.
In order to facilitate the comparison with experiment
we employ SI units here with 0 = 8.854 × 10−12F m−1
and electric charge e = 1.602 × 10−19C. For comput-
ing the response functions from the underlying micro-
scopic model, as it is presented in the appendices, we
conveniently use Gauss units. The corresponding elec-
tric charge in Gauss units will be denoted by an overbar,
and is given by e¯ = 1.519 × 10−14m3/2kg1/2s−1. Both
quantities are related by
e¯2 =
e2
4pi0
. (23)
Further, the dielectric function and conductivity in Gauss
units, denoted as ε¯ and σ¯ with an overbar, are de-
fined from ~D(ω,p) = ε¯(ω,p) ~E(ω,p) and ~jint(ω,p) =
σ¯(ω,p) ~E(ω,p). They are mutually related by σ¯(ω,p) =
5iω
4pi [1− ε¯(ω,p)], and are obtained from the response func-
tion in SI units by means of
ε¯(ω,p) = ε(ω,p), (24)
σ¯(ω,p) =
1
4pi0
σ(ω,p), (25)
with the charge translated according to Eq. (23).
Our approach to computing the optical response lies
in a field theoretic determination of the density-density
response function −χ(ω, p) and current-current response
function −Kij(ω,p) within RPA. We refer to the appen-
dices for their definition, and limit ourselves here to a
brief discussion of their key properties. We first note
that gauge invariance implies
ω2χ(ω, p) = −p2KL(ω, p). (26)
The L component of the dielectric function is given by
εL(ω, p) = 1 + 4pi
χ(ω, p)
p2
, (27)
and the conductivity reads
σij(ω,p) = −4pi0
iω
Kij(ω,p). (28)
Equation (26) guarantees that the L components satisfy
σL = iω0(1−εL). Furthermore, it implies that χ(ω, 0) =
0 for ω > 0. For small momenta we may then expand
the density response in power of p and obtain
χ(ω, p) = Z(ω)p2 +O(p4). (29)
Consequently, in the limit p = 0 the dielectric function
is given by
ε(ω) = 1 + 4piZ(ω), (30)
and we have σ(ω) = −iω ·4pi0 ·Z(ω) for the conductivity.
The function Kij(ω,p) is useful for studying several
important conceptual aspects of the optical response of
media [50]. First note that gauge invariance through Eq.
(26) implies KL(0, p) = 0. Hence the static response
(meaning ω = 0) is purely transverse. On a technical
level, the absence of the static L component requires a
perfect cancellation between the diamagnetic (”d”) and
paramagnetic (”p”) contributions to the current-current
response. Referring to the appendices for details of their
definition, we note here that the response function is nat-
urally split into the diamagnetic and paramagnetic con-
tributions according to
Kij(ω,p) = K
(d)
ij (ω,p) +K
(p)
ij (ω,p). (31)
Whereas the perfect cancellation is also valid for the
static T component in the normal state, this situation
is fundamentally altered in the superconducting state.
Intuitively, the diamagnetic contribution comes from all
electrons of the system, whereas only electrons on the
Fermi surface contribute to the paramagnetic term. Since
electron excitations at the Fermi surface are gapped
(hence only thermally populated) in a superconductor,
the diamagnetic term then dominates over the paramag-
netic one. In this context, the superfluid density ns is
defined according to
lim
p→0
KT(0, p) =
e2ns
4pi0m∗
. (32)
Clearly we have ns = 0 in the normal state. For a
clean single-band superconductor in the mean-field ap-
proximation, we find that the paramagnetic contribution
vanishes completely at zero temperature, and the trans-
verse response is entirely given by the diamagnetic term
K
(d)
T (ω, p) =
e2n
4pi0m∗
, and so the superfluid density agrees
with the electron density: ns = n. In a more realistic
setup, considering interaction and impurity effects, we
generally have ns < n even at zero temperature.
IV. NORMAL STATE RESPONSE
We begin our analysis of optical response in Luttinger
semimetals by considering systems in the normal state.
Unless explicitly stated we consider the particle-hole and
rotationally symmetric case with x = δ = 0, which en-
compasses the key qualitative features of the optical re-
sponse within the Luttinger model as long as these pa-
rameters are small compared to unity. The formulas pre-
sented here are derived in App. C.
A. Scales and limits
The optical response in the normal state is determined
by the frequency and momentum of the probe field, ω
and p, and the thermodynamic parameters µ and T . The
density of charge carriers within RPA reads
n = 2
ˆ
q
[
nF
( q2
2m∗
− µ
)
+ nF
( q2
2m∗
+ µ
)]
, (33)
where we denote
´
q
=
´
d3q
(2pi)3 and nF(E) = (e
E/T +1)−1.
At zero temperature we obtain
n0 :=
p3F
3pi2
=
(2m∗|µ|)3/2
3pi2
. (34)
This coincides with the density of carriers of a single
parabolic band at zero temperature since fluctuation ef-
fects between electrons in distinct bands are suppressed
in our mean field approximation.
In the following we consider two ways of taking the
low-momentum limit p2/(2m∗ω) → 0, which is typically
well-satisfied for spectroscopic experiments. The first ap-
proach, which we refer to as the homogeneous limit, corre-
sponds to taking the limit for a fixed ratio of ω/µ. This
basically corresponds to setting p = 0 in the response
6  
FIG. 2. The low-momentum regime with p2/(2m∗) ω nat-
urally decomposes into two sectors depending on whether the
product vp with Fermi velocity v ∝ √EF is dominating or ir-
relevant compared to the remaining energy scales such as ω or
T . For vp  ω, which amounts to setting p = 0 in practice,
we obtain the homogeneous limit, where L and T response
coincide. For vp & ω, on the other hand, frequencies are nec-
essarily small compared to µ and hence this regime is labelled
the quasi-static limit. The inherent momentum dependence
of the response then implies that L and T contributions differ.
functions. Importantly, in the homogeneous limit, lon-
gitudinal and transverse response coincide. The second
way to perform the limit, which we refer to as quasi-static
limit, corresponds to keeping the ratio ω/vp fixed, where
v :=
pF
m∗
=
√
2|µ|
m∗
(35)
is the Fermi velocity. Clearly, p
2
2m∗ω → 0 while ωvp < ∞
implies that ω  µ. The dominance of the chemical
potential over all other scales, on the other hand, is a
common scenario in solid state systems and thus clearly
deserves consideration here. If in addition ω/vp  1 we
are in a regime such that
p2
2m∗
 ω  vp. (36)
These inequalities are often taken as the definition of the
quasi-static limit [48], so our definition is slightly more
generous. We summarize the setup in Fig. 2.
B. Homogeneous limit
The intraband contribution from the upper and lower
bands in the clean limit takes the usual form
ε(intra)(ω) = − ω
2
p
ω(ω + i0)
, (37)
σ(intra)(ω) = − 0ω
2
p
i(ω + i0)
, (38)
with the Plasma frequency ωp defined from the carrier
density n according to
ω2p =
ne2
0m∗
. (39)
The individual contributions from the upper and lower
bands to the conductivity are given by
ε(upper)(ω) = − 2e
2
0m∗
1
ω2
ˆ
q
nF
( q2
2m∗
− µ
)
, (40)
ε(lower)(ω) = − 2e
2
0m∗
1
ω2
ˆ
q
nF
( q2
2m∗
+ µ
)
. (41)
The effect of nonmagnetic impurities can be included in
Eqs. (37) and (38) by a shift ω → ω+i/τ with scattering
time τ , or scattering rate Γ = τ−1. Assuming for sim-
plicity that the scattering rates for the upper and lower
band are equal we obtain
ε(intra)(ω) = − ω
2
p
ω(ω + i/τ)
, (42)
σ(intra)(ω) =
0ω
2
pτ
1− iωτ . (43)
For large scattering rate, the conductivity is approxi-
mately real and frequency independent. For small scat-
tering rate τ−1 → 0, on the other hand, Eq. (38) implies
σ
(intra)
1 (ω) =
pi
2
ne2
m∗
δ(ω), (44)
σ
(intra)
2 (ω) =
ne2
m∗ω
(45)
for the real and imaginary parts. The δ-function in σ1(ω)
is restricted to non-negative frequencies, hence the nor-
malization with pi/2.
The interband or QBT contribution to the dielectric
function in the clean limit is given by [39]
ε(QBT)(ω) =
e2
4pi0
√
m∗
ω
(1 + i) (46)
− 2e
2
0m∗
ˆ
q
nF(
q2
2m∗ − µ) + nF( q
2
2m∗ + µ)
−(ω + i0)2 + q4/(m∗)2 .
Here the first contribution is of particular significance.
Its peculiar form originates from the appearance of the
square root of iω after analytic continuation from Mat-
subara frequencies p0, ip0 → ω + i0, according to
1√
p0
→ 1√−iω =
1√
2ω
(1 + i). (47)
In the limit µ, T → 0, only the first line of Eq. (46) con-
tributes to the response, and we obtain a 1/
√
ω-divergent
low-energy response according to
lim
µ,T→0
ε(QBT)(ω) =
e2
4pi0
√
m∗
ω
(1 + i). (48)
7Since the intraband contribution from the upper and
lower bands vanishes in this limit, the optical response
is then entirely dominated by the interband transitions,
and thus genuinely different from a single band system.
For general µ and T , the imaginary part of Eq. (46)
can be computed analytically and reads
ε
(QBT)
2 (ω) =
e2
4pi0
√
m∗
ω
[
1− nF
(ω
2
− µ
)
− nF
(ω
2
+ µ
)]
.
(49)
In particular, at zero temperature we arrive at
ε
(QBT)
2 (ω) =
e2
4pi0
√
m∗
ω
θ(ω − 2EF). (50)
In order to compute the real part of Eq. (46) for nonzero
temperatures, the integral can be evaluated for a small
finite value of i0 or in terms of the principal value. At
zero temperature we have
ε
(QBT)
1 (ω) =
e2
4pi0
√
m∗
ω
[
1− 2
pi
arctan
(√2EF
ω
)
− 1
pi
ln
( |1−√ω/(2EF)|
1 +
√
ω/(2EF)
)]
. (51)
In the limit ω → 0 we are left with a real response given
by
ε(QBT)(0) =
e2
2pi20
√
2m∗
EF
. (52)
We observe that a nonzero Fermi energy regularizes the
1/
√
ω-divergence of both the real and imaginary parts of
the low-frequency response. We display the temperature
dependence of the QBT contribution in Fig. 3.
In the spatially anisotropic case with δ 6= 0 (while
still keeping particle-hole symmetry so that x = 0), the
intraband and interband contributions to the response
functions factorize into the isotropic formula and a δ-
dependent prefactor. In particular, this prefactor is iden-
tical for the individual terms, and so we have an overall
factorization according to
σ(ω) =
λ(δ)√
1− δ2 × σ(ω)|δ=0. (53)
The factorization also holds for nonzero temperatures.
Here λ(δ) is a regular function for all values of δ and can
be computed numerically to arbitrary precision in terms
of a two-dimensional angular integral given in Eq. (C61).
For all practical purposes the quadratic approximation
λ(δ) = 1− 1
10
δ +
229
280
δ2 +O(δ3) (54)
should be sufficient, which captures the exact function
with 10% accuracy. Equation (53) then implies a diver-
gent response in the strongly anisotropic limits δ → ±1,
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FIG. 3. QBT contribution to the homogeneous dielectric
function ε(ω). We show the real and imaginary part in the up-
per and lower plot, respectively, as a function of ω/EF. Here
we normalize the expressions by the zero temperature limit
ε(0) = e
2
2pi20
√
2m∗/EF. The distinct curves (from bottom to
top along the zero frequency axis) correspond to T/EF-values
of 0 (black), 0.1 (orange), 0.3 (blue), 0.5 (magenta). At zero
temperature we observe singular behavior at ω = 2EF, which
extends to an anomalously large, 1/
√
ω-divergent contribu-
tion to both the real and imaginary parts of the optical re-
sponse as EF → 0. At nonzero temperature the functions
remain regular.
resulting in an increase of conductivity. We display λ(δ)
together with the quadratic approximation in Fig. 4.
In the particle-hole asymmetric case with x 6= 0 (while
maintaining spatial isotropy δ = 0 for simplicity), the in-
traband contributions are obtained by replacing the mass
m∗ with the effective band masses from Eq. (10) and thus
read
ε(upper)(ω) = − 2e
2
0m∗up
1
ω2
ˆ
q
nF
( q2
2m∗up
− µ
)
, (55)
ε(lower)(ω) = − 2e
2
0m∗low
1
ω2
ˆ
q
nF
( q2
2m∗low
+ µ
)
. (56)
The corresponding QBT contribution in the absence of
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FIG. 4. The homogeneous optical response for nonvanish-
ing spatial anisotropy δ gets renormalized by a prefactor
λ(δ)/
√
1− δ2 that diverges for strong anisotropy. This state-
ment is true for both the intraband and interband contribu-
tions, at both zero and nonzero temperature, for x = 0. For
δ = 0 we have, of course, λ(0) = 1. The solid line shows the
function λ(δ) computed from the two-dimensional integral in
Eq. (C61), whereas the dashed line corresponds to the ex-
pansion around δ = 0 to quadratic order from Eq. (54). The
latter should be sufficient for all practical purposes.
particle-hole symmetry is given by
ε(QBT)(ω) =
e2
4pi0
√
m∗
ω
(1 + i) (57)
− 2e
2
0m∗
ˆ
q
nF(
q2
2m∗up
− µ) + nF( q
2
2m∗low
+ µ)
−(ω + i0)2 + q4/(m∗)2 ,
see our discussion at the end of App. C 1. Therein we
also describe how x 6= 0 can be implemented easily when
needed, which is necessary for studying the optical re-
sponse of materials with sizeable x, while still keeping
|x| < 1 in order to have an inverted band structure. For
the half-Heusler material YPtBi, however, x ' 0.17 is
estimated to be small [6, 27]. Furthermore, x is an irrele-
vant parameter in the sense of the renormalization group
so that x→ 0 for µ = 0 and very low frequencies [18, 22].
Hence for the rest of the paper we assume x = 0, which
additionally implies an appealingly symmetric structure
of the results.
C. Quasi-static limit
We now discuss the intraband and interband contri-
butions in the quasi-static limit, where longitudinal and
transverse components differ. We begin with the zero
temperature case as it allows to give analytical expres-
sions for the response functions. We assume x = δ =
0. The intraband contributions to the longitudinal and
transverse response functions in the limit p2/(2m∗ω)→ 0
with ω/vp held fixed read
ε
(intra)
L (ω, p) =
n0e
2
0m∗
3
v2p2
[
1− ω
2vp
ln
(ω + vp+ i0
ω − vp+ i0
)]
,
(58)
ε
(intra)
T (ω, p) = −
n0e
2
0m∗
3
2v2p2
[
1 +
vp
2ω
[
1−
( ω
vp
)2]
× ln
(ω + vp+ i0
ω − vp+ i0
)]
. (59)
Here the logarithm for nonzero 0 6= r ∈ R is defined as
ln(r ± i0) =
{
ln r (r > 0)
ln(−r)± ipi (r < 0) . (60)
Note that the longitudinal contribution is logarithmically
divergent for ω = vp, whereas the transverse contribu-
tions remains finite for this frequency. We plot the func-
tions, together with the finite temperature results pre-
sented below, in Fig. 5.
It is instructive to expand the response as a function of
ω/vp in the asymptotic regimes. For ω  vp we obtain
ε
(intra)
L (ω, p) =
n0e
2
0m∗
3
p2v2
[
1 +
pi
2
iω
vp
−
( ω
vp
)2]
, (61)
ε
(intra)
T (ω, p) =
n0e
2
0m∗
3pi
4ω2
iω
vp
[
1 +
4
pi
iω
vp
−
( ω
vp
)2
+ . . .
]
.
(62)
We observe that the leading L contribution is real,
whereas the T contribution is predominantly imaginary.
Furthermore, the L component is subleading compared
to the T component, as it is suppressed by an additional
power of ω/vp. The response functions in the quasi-static
limit can also be expanded for vp/ω  1, which yields
ε
(intra)
L (ω, p) = −
n0e
2
0m∗
1
ω2
[
1 +
3
5
(vp
ω
)2
+ . . .
]
, (63)
ε
(intra)
T (ω, p) = −
n0e
2
0m∗
1
ω2
[
1 +
1
5
(vp
ω
)2
+ . . .
]
. (64)
We observe to recover the homogeneous result in the limit
vp/ω → 0.
The interband or QBT contributions at zero tempera-
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FIG. 5. Intraband contributions to the dielectric tensor in the
quasi-static limit as a function of ω/vp. Results are plotted in
units of n0e
2
0m∗
3
p2v2
, the solid lines constitute the longitudinal
response, the dashed lines the transverse response. The zero
temperature results, shown in black, display singular behavior
at ω = vp. In particular, the real longitudinal component di-
verges logarithmically at this point. At nonzero temperature
the functions are regular, shown here for T/EF = 0.1 (orange)
and T/EF = 0.3 (blue). We observe the leading contribution
at small frequencies to be imaginary and transverse. For large
ω/vp  1, longitudinal and transverse response converge to
the homogeneous limit.
ture in the quasi-static limit read
ε
(QBT)
L (ω, p) =
e2
4pi20
√
2m∗
EF
(
1 +
3
2
( ω
vp
)2
+
3ω
4vp
[
1−
( ω
vp
)2]
ln
(ω + vp+ i0
ω − vp+ i0
))
,
(65)
ε
(QBT)
T (ω, p) =
5e2
8pi2ε0
√
2m∗
EF
(
1 +
3
4
( ω
vp
)−2)
×
(
1− 3
10
( ω
vp
)2
− 3ω
20vp
[
1−
( ω
vp
)2]
ln
(ω + vp+ i0
ω − vp+ i0
))
.
(66)
The corresponding real and imaginary parts are shown in
Fig. 6, together with the finite temperature results. Both
longitudinal and transverse response, although nonana-
lytic at ω = vp, remain finite at this frequency. Expand-
ing the QBT contribution in powers of ω/vp we obtain
ε
(QBT)
L (ω, p) =
e2
4pi20
√
2m∗
EF
×
[
1− 3pi
4
iω
vp
+ 3
( ω
vp
)2
+ . . .
]
, (67)
ε
(QBT)
T (ω, p) =
15e2
32pi20
√
2m∗
EF
( ω
vp
)−2
×
[
1 +
3pii
20
ω
vp
+
11
15
( ω
vp
)2
+ . . .
]
.
(68)
In contrast to the intraband response, both leading con-
tributions are real. Furthermore, as ω/vp → 0 we ob-
serve that the longitudinal response becomes frequency-
independent and settles at half the homogeneous value
for ω  µ given by ε(QBT)(0) = e22pi20
√
2m∗
EF
. In contrast,
the transverse contribution is divergent as ω/vp → 0.
The quasi-static limit expressions for vp/ω  1 read
ε
(QBT)
L (ω, p) =
e2
2pi20
√
2m∗
EF
[
1 +
1
10
(vp
ω
)2
+ . . .
]
,
(69)
ε
(QBT)
T (ω, p) =
e2
2pi20
√
2m∗
EF
[
1 +
7
10
(vp
ω
)2
+ . . .
]
.
(70)
In particular, for vp/ω → 0 we obtain the homogeneous
result for ω  µ, whereas the non-trivial frequency de-
pendence of the homogeneous QBT contribution is lost
in the quasi-static limit at zero temperature.
The very distinct behavior of the intraband and inter-
band contributions as a function of ω/vp is striking. For
large ω/vp, and so in the homogeneous limit, the QBT
contribution is frequency independent and amounts to
the constant anomalous contribution adding to the real
part of ε(ω). For small ω/vp, on the other hand, the in-
traband contributions are suppressed by powers of ω/vp
or (ω/vp)2. The QBT contributions, on the other hand,
are real and remain constant (longitudinal component)
or diverge like (ω/vp)−2 (transverse component). Hence
the quasi-static limit is entirely dominated by the inter-
band transitions and so genuinely different from systems
with a single parabolic band.
At nonzero temperature the intraband contributions
to the longitudinal and transverse response in the quasi-
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FIG. 6. QBT contribution to the dielectric tensor in the
quasi-static limit as a function of ω/vp. Curves are nor-
malized by e
2
4pi20
√
2m∗/EF, and longitudinal (solid lines)
and transverse (dashed lines) contributions are shown for
T/EF = 0 (black), T/EF = 0.1 (orange), T/EF = 0.3 (blue).
The interband contributions remain finite at ω = vp, al-
though showing nonanalytic behavior at zero temperature.
For large ω/vp we recover the large additive contribution to
the real part of ε(ω). For small ω/vp, the longitudinal contri-
bution settles at a real value which is half the homogeneous
limit. The transverse component diverges in both the real
and imaginary parts with the real part being most dominant.
As a result, the limit ω/vp → 0 of εL,T(ω, p) is fully dom-
inated by the QBT contribution, see the discussion in the
main text.
static limit are given by
ε
(intra)
L (ω, p) =
2e2
0m∗
ˆ
q
nF(
q2
2m∗ − µ) + nF( q
2
2m∗ + µ)
−(ω + i0)2 + q2p2/(m∗)2 ,
(71)
ε
(intra)
T (ω, p) = −
e2
0ω
ˆ
q
nF(
q2
2m∗ − µ) + nF( q
2
2m∗ + µ)
qp
× ln
(ω + qp∗ + i0
ω − qp∗ + i0
)
, (72)
with p∗ = p/m∗. We observe that a finite temperature
regularizes the logarithmic divergence of the longitudinal
contribution at ω = vp. The temperature dependence of
the transverse response is weak. The QBT contributions
at finite temperature read
ε
(QBT)
L (ω, p) = ε
(QBT)(ω)
+
e2m∗
0
ˆ
q
nF(
q2
2m∗ − µ) + nF( q
2
2m∗ + µ)
q4
×
[
1− 6
( ω
qp∗
)2
− 3ω
2qp∗
[
1− 2
( ω
qp∗
)2]
ln
(ω + qp∗ + i0
ω − qp∗ + i0
)]
(73)
and
ε
(QBT)
T (ω, p) = ε
(QBT)(ω)
+
15e2m∗
8ε0
ˆ
q
nF (
q2
2m∗ − µ) + nF ( q
2
2m∗ + µ)
q4
×
[( ω
qp∗
)−2
+
1
3
+
8
5
( ω
qp∗
)2
+
ω
10qp∗
[
1− 8
( ω
qp∗
)2]
log
(ω + qp∗ + i0
ω − qp∗ + i0
)]
.
(74)
Here ε(QBT)(ω) is the homogeneous contribution from
Eq. (46). For nonzero temperature this term can have a
residual (non-universal) dependence on ω/EF. For this
note that for a generic value of ω/vp ∼ 1, we have
ω/EF ∼ p2/(2m∗ω). Hence, although ω/EF → 0 in
the strict quasi-static limit, a finite value of p implies
a nonzero value of ω/EF. This small value of ω/EF does
not affect the zero temperature value of ε(QBT)(0) in Eq.
(49). In fact, although the integrand has a singularity at
q2 = m∗ω, this singularity is not resolved at T = 0 due to
the infrared cutoff provided from the Fermi–Dirac distri-
bution, which limits the integration to q > pF. In striking
contrast, for T/EF > 0 the whole range of momenta is
supported due to the Fermi–Dirac distribution, and so
every small ω/EF 6= 0 contributes to the integral. In the
curves shown in Fig. 6 we suppress this non-universal
contribution by assuming p2/(2m∗ω) to be small enough
so that ω/EF ≈ 0, and so
ε(QBT)(ω) ≈ ε(QBT)(0)
=
2e2
0m∗
ˆ
q
1− nF( q
2
2m∗ − µ)− nF( q
2
2m∗ + µ)
q4/(m∗)2
,
(75)
which is a universal function of T/EF.
V. SUPERCONDUCTING STATE RESPONSE
In this section, after reviewing some general facts
about superconductivity in Luttinger semimetals, we
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compute the intraband and interband contributions to
the homogeneous optical response in the s-wave super-
conducting state. In particular, we derive explicit ex-
pressions for the QBT contribution to the Drude weight
factor and superfluid density within RPA for both finite
and zero chemical potential, which comprises weak and
strong coupling superconductors. The result presented
here are derived in App. D.
A. Superconductivity in Luttinger semimetals
The complexity of the quadratic band touching point
in Luttinger semimetals allows for a rich variety of pos-
sible superconducting ordered states. The corresponding
Bogoliubov–de Gennes (BdG) Hamiltonian is given by
HBdG(p) =
(
Hˆ(p)− µ ∆ˆ(p)
∆ˆ(p)† −Hˆ(p)T + µ
)
, (76)
with Hˆ(p) the Luttinger Hamiltonian from Eq. (3) and
∆ˆ(p) a 4 × 4 gap matrix, so that the order parameter
is given by 〈∆ˆ(p)〉. In the simplest yet far from trivial
case, the ordering is local and the gap matrix momentum
independent. It can then be written as a sum of two parts
according to
〈∆ˆ〉 =
(
∆14 + φijJiJj
)
T , (77)
where T is the unitary part of the time-reversal operator
(see App. A for an explicit definition). The first term
in Eq. (77) describes s-wave singlet superconducting or-
der with order parameter ∆, whereas φij is a symmetric
and traceless complex tensor order parameter which rep-
resents Cooper pairs having spin 2 [27, 51]. The onset of
complex tensor order leads to very nontrivial momentum
structures of the gap, having either line nodes or inflated
Bogoliubov Fermi surfaces, that should manifest in non-
trivial signatures in the optical conductivity. We do not
explore this highly promising direction in this work, but
refer to the next section for an outlook on aspects that
should be addressed in the future.
For the present work we focus on the s-wave singlet
superconducting order and assume without loss of gener-
ality that the order parameter is real, ∆ ∈ R. The pres-
ence of a nonzero expectation value ∆ 6= 0 then leads
to a full gap in the excitation spectrum. For µ = 0,
the opening of this gap requires sufficiently strong short-
range interactions in the s-wave channel. At the critical
coupling, the system features a quantum critical point
at zero temperature, with non-Fermi liquid scaling of
correlation functions and several other unusual scaling
properties [18]. For µ 6= 0, an infinitesimally small at-
traction in the s-wave channel is sufficient for ordering
below an (exponentially small) critical temperature due
to the Cooper instability. We therefore refer to the su-
perconducting states that arise for µ = 0 and µ 6= 0 as
strong coupling and weak coupling superconductors, re-
spectively. In both cases the transition is of second order
and the gap ∆(T ) vanishes continuously at the critical
temperature. The temperature dependence of the order
parameter ∆(T ) follows from the solution to an appropri-
ate gap equation, which, however, requires knowledge of
the coupling constant of the material. Since this quantity
is generally not known in practice, we present our results
as a function of independent parameters ∆ and T , which
comprises the same information and seems more accessi-
ble.
The RPA is known to yield an insufficient description
of the optical response of superconductors in the single
band case as it leads to expressions that violate gauge
invariance. In particular, Eq. (26) for the longitudinal
response is not satisfied by the RPA expressions and thus
leads to the question on how to interpret the outcome of
the approximate calculation. It turns out that the RPA
expression for the transverse response can be used to de-
fine the optical conductivity, whereas gauge invariance
of the longitudinal components is restored by including
vertex corrections (see e.g. Ref. [52] for a comprehensive
discussion). We adopt this strategy for our analysis here
as well and define the conductivity in the homogeneous
case by
σ(ω) := − 4piε0
i(ω + i0)
KT(ω, 0). (78)
For small frequencies the conductivity behaves like [50,
53]
σ1(ω) =
pi
2
δ(ω)
n′e2
m∗
, (79)
σ2(ω) =
n′e2
m∗ω
(80)
with Drude weight factor
n′ :=
4piε0m
∗
e2
lim
ω→0
KT(ω, 0). (81)
Note that just like in Eq. (44) we define the δ-function
to be restricted to ω ≥ 0, which explains the prefactor of
pi
2 when going from Eq. (78) to (79). A quantity closely
related to n′ is the superfluid density defined by
ns :=
4piε0m
∗
e2
lim
p→0
KT(0, p). (82)
The superfluid density allows for computing the London
penetration depth.
B. s-wave singlet superconductor
Let us first discuss the superconductor with µ 6= 0
and typically µ  ω, T,∆ for weak coupling, although
we do not impose the latter restriction on our formulas.
The intraband contribution to the conductivity is of the
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form of Eqs. (79) and (80) for all frequencies with Drude
weight factor
n′(intra) =
ˆ
q
(
2− εq
Eq
[1− 2nF(Eq)] + fq
Fq
[1− 2nF(Fq)]
)
,
(83)
with upper and lower band quasiparticle dispersions
εq =
q2
2m∗
− µ, Eq =
√
ε2q + ∆
2, (84)
fq = − q
2
2m∗
− µ, Fq =
√
f2q + ∆
2. (85)
Note that the paramagnetic term K
(p,intra)
T (ω, 0) van-
ishes within RPA, and so only the diamagnetic term con-
tributes to Eq. (81). Furthermore, for ∆ 6= 0 the cancel-
lation between diamagnetic and paramagnetic contribu-
tion to limp→0K
(intra)
T (0, p) is not perfect, and we obtain
a finite contribution to the superfluid density given by
n(intra)s = n
′(intra)
+
4
3
ˆ
q
q2
2m∗
[ ∂
∂Eq
nF(Eq) +
∂
∂Fq
nF(Fq)
]
.
(86)
Notice that the term in the second line is negative and so
we have n′(intra) ≥ n(intra)s , with equality at zero temper-
ature. For vanishing gap, ∆ → 0, the intraband contri-
bution to the Drude weight reproduces n from Eq. (33)
and the superfluid density vanishes.
The QBT contribution to the optical conductivity is
given by
σ(QBT)(ω) = − e
2/m∗
i(ω + i0)
ˆ
q
1
(ω + i0)4 − 4(ω + i0)2[ q4(2m∗)2 + µ2 + ∆2] + 16µ2 q
4
(2m∗)2
×
([
ω4εq − 4ω2εq(µ2 + ∆2) + 16µ∆2 q
4
(2m∗)2
] 1
Eq
[1− 2nF(Eq)]
−
[
ω4fq − 4ω2fq(µ2 + ∆2) + 16µ∆2 q
4
(2m∗)2
] 1
Fq
[1− 2nF(Fq)]
)
. (87)
For ω  ∆ the response function resembles the features
of the normal state response, whereas for smaller ω ∼ ∆
the conductivity has the form of Eqs. (79) and (80) with
n′(QBT) =
∆2
µ
ˆ
q
( 1
Eq
[1− 2nF(Eq)]− 1
Fq
[1− 2nF(Fq)]
)
.
(88)
This expression is positive for either sign of µ. Remark-
ably, the QBT contributions to n′ and ns coincide for all
temperatures,
n′(QBT) = n(QBT)s for µ 6= 0, (89)
due to
lim
p→0
K
(QBT)
T (0, p) = limω→0
K
(QBT)
T (ω, 0) (90)
for µ 6= 0. This also holds in the normal phase, where
n′(QBT) = n(QBT)s = 0. Indeed, the normal state QBT
contribution is finite for ω = 0 and µ 6= 0, and the sin-
gular part of the optical response purely stems from the
intraband terms. Note that both the intraband and QBT
contributions to the Drude weight and superfluid density
satisfy n′ ≥ ns. (This is also true in the case of µ = 0
discussed in the next section.) Consequently, there is no
violation of the necessary requirement that the superfluid
density must not exceed the density of charge carriers. In
Fig. 7 we show the crossover of the conductivity from the
normal state behavior for ω  ∆ to the superfluid be-
havior for small ω ∼ ∆.
Equation (89) implies the usual exponentially weak
temperature dependence ∼ e−∆/T of the superfluid den-
sity and penetration depth for small temperatures that is
characteristic for s-wave superconductors. In particular,
for small temperatures T  Tc such as in the experi-
ments of Ref. [6], the temperature dependence of the
gap ∆0(T ) that solves the corresponding gap equation is
weak for an s-wave superconductor and so we can assume
∆0(T ) ≈ ∆0(0) to be constant at low temperatures.
C. Strong coupling superconductor
A conceptually interesting limit of the formulas from
the previous section consists in considering the case of
µ = 0. Such a superconductor with ∆ 6= 0 can obviously
not be caused by the Cooper instability and requires very
strong coupling between fermions, but as a theoretic limit
it is still worthwhile to study. The gap ∆ then constitutes
the only energy scale of the system at zero temperature,
and thus is the only quantity that alters the universal
limit ε(ω) = e
2
4pi0
√
m∗
ω (1 + i) in Eq. (48). Note that the
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FIG. 7. Crossover from normal to superfluid behavior in the
QBT contribution to the optical conductivity at T = 0. The
black solid line shows the result in the s-wave superconduct-
ing case with gap ∆/EF = 0.1, whereas the black dashed
line shows the corresponding normal state result. The orange
long-dashed line corresponds to the low-frequency behavior
n′(QBT)e2/(m∗ω) with QBT contribution to the Drude weight
from Eq. (88). We observe that σ2(ω) changes sign and so
connects the negative normal state limit for ω  ∆ to the pos-
itive Drude like scaling at low frequencies ω ∼ ∆. The same
behavior is found in the strong coupling case with µ = 0, see
Fig. 8.
strong coupling required here to form the superconductor
is reminiscent of the critical coupling for the existence of
a bound state or dimer of two-component fermions in
vacuum (i.e. for µ = 0) [54, 55], which leads to the
phenomenology of the BCS-BEC crossover for µ > 0 and
is realized with Feshbach resonances in ultracold Fermi
gases [56–58].
The transverse response function for µ = 0 is given by
K
(QBT)
T (ω, 0) =
e2(4∆2 − ω2)
2pi0m∗
ˆ
q
q2
2m∗ [1− 2nF(Eq)]
Eq[−(ω + i0)2 + 4E2q ]
(91)
with Eq =
√
q4/(2m∗)2 + ∆2. We define σ(ω) through
K
(QBT)
T (ω, 0) by Eq. (78). The corresponding optical
conductivity is plotted in Fig. 8 for a representative set
of temperatures. The real part is given by
σ
(QBT)
1 (ω) =
pi
2
δ(ω)
n′(QBT)e2
m∗
+
e2
4pi
θ(ω − 2∆)√m∗ω
(
1− 4∆
2
ω2
)5/4
[1− 2nF(ω/2)]
(92)
with Drude weight factor
n′(QBT) = 2∆2
ˆ
q
q2
2m∗
1
E3q
[1− 2nF(Eq)]. (93)
Similarly, the imaginary part for small ω follows Eq. (80)
with n′(QBT). Importantly, the conductivity is finite at
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FIG. 8. QBT contribution to the optical conductivity of a
strong coupling superconductor with µ = 0. The solid lines in
the upper and lower panel show the real and imaginary part,
respectively, for T = 0 (black), T/∆ = 1 (orange), T/∆ = 2
(blue). We only plot the regular part of σ1(ω), see Eq. (92).
The dashed lines show the corresponding normal state limit
σ(ω) = e
2
4pi
√
m∗ω(1− i) for µ = T = 0. The real part displays
threshold behavior at ω = 2∆, whereas the imaginary part
changes sign at this frequency. As a result, the imaginary
part is negative for large frequencies—in agreement with the
negative normal state limit—and it is positive with Drude-
like behavior as in Eq. (80) for small frequencies.
ω = 2∆. The contribution to the superfluid density is
given by
n(QBT)s = 2∆
2
ˆ
q
q2
2m∗
( 1
E3q
[1− 2nF(Eq)]
+
2
E2q
∂
∂Eq
nF(Eq)
)
, (94)
which is the µ → 0 limit of Eq. (88). We conclude that
n′(QBT) > n(QBT)s for the superconductor with µ = 0
at finite temperature. At zero temperature we find the
explicit expression
n′(QBT) = n(QBT)s =
2Γ( 54 )
2
pi5/2
(2m∗∆)3/2 (95)
with Euler’s Γ-function Γ(z).
The case of µ = 0 allows us to make the short-comings
of the RPA with respect to gauge invariance particularly
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visible. In fact, Eq. (26) implies that gauge invariance
requires
K
(QBT)
L (ω, 0)
!
= −ω2ZQBT(ω). (96)
However, the RPA equations for µ = 0 result in
K
(QBT,RPA)
L (ω, 0) = (4∆
2 − ω2)Z(RPA)QBT (ω), (97)
which also holds at finite temperature, see Eq. (D43).
We added the superscript RPA to emphasize that
these quantities deviate from the physical or measur-
able observable which satisfy gauge invariance. If we
use Z
(RPA)
QBT (ω) to define a conductivity by means of
σ˜(QBT)(ω) := −4pi0iωZ(RPA)QBT (ω), then
σ˜(QBT)(ω) =
ω2
ω2 − 4∆2σ
(QBT)(ω). (98)
This quantity differs from σ(QBT)(ω) in two crucial as-
pects: First, the imaginary part σ˜
(QBT)
2 (ω) has a di-
vergence at ω = 2∆. Second, for ω → 0 we have
σ˜
(QBT)
2 (ω) ∼ −n
′(QBT)e2
4m∗∆2 ω → 0, and so there is no Drude-
like behavior at small frequencies. We leave it for future
work to study how gauge invariance can be restored by
including corrections that go beyond the RPA.
VI. SUMMARY AND OUTLOOK
In this work we have explored the optical conductivity
of Luttinger semimetals in the normal and superconduct-
ing states. The motivation for this investigation is, on the
one hand, recent experiments on the optical properties
of Pyrochlore Iridates and half-Heusler superconductors,
and, on the other hand, the recent theoretical discovery
of a plethora of possible novel unconventional supercon-
ducting orders in QBT materials. Thus, although the op-
tical properties of QBT systems in the normal state have
been studied before in the context of α-Sn [39, 59, 60],
these current experimental and theoretical developments
call for a more refined understanding of the electromag-
netic properties of Luttinger semimetals, especially when
interactions are strong or the material is in the supercon-
ducting state.
Our analysis has been built on the RPA, which con-
stitutes the natural first step towards understanding the
optical response functions. Crucially, in our analysis we
have kept the full internal 4 × 4-structure of the Lut-
tinger Hamiltonian, which results in considerably un-
wieldy computations, but allows to identify both intra-
band and interband contributions in an unbiased way.
In the normal state, the genuine QBT contribution from
interband transitions is large at low-frequencies in the ho-
mogeneous limit, and it dominates the quasi-static limit.
Furthermore, in the superconducting state the contribu-
tion from interband transitions is important to capture
effects that are absent for single band systems. In partic-
ular, this includes Bogoliubov Fermi surfaces of certain
superconducting orders in Luttinger semimetals. In the
present work we have derived the general expression for
the optical response in the superconducting state and ap-
plied it to the s-wave singlet superconducting case, where
we find a genuine QBT contribution to the superfluid
density and Drude weight.
The results that are shown in the main text of this
work are either analytically evaluated or in terms of sim-
ple one-dimensional integrals. To achieve this simplicity
we have restricted the presentation to the homogeneous
and quasi-static limits, which are by far the most practi-
cally relevant ones. However, the full frequency and mo-
mentum dependence for the normal state response can
be inferred from Eq. (C122) for K
(QBT)
T and Eq. (C159)
for χQBT in the appendix. In particular, in App. C 3 we
show that the longitudinal QBT component satisfies the
gauge invariance condition (26) for all values of ω and p,
and so K
(QBT)
L can be deduced from χQBT. This leaves
us with a consistent picture in the normal state, where
the L component of ε
(QBT)
ij can be computed from either
the density or current response functions.
The consistent picture of the normal state response
is absent at the RPA level in the superconducting state,
where χ(RPA) and K
(RPA)
L do not satisfy the gauge invari-
ance condition (26). Consequently an ambiguity arises
when defining, for instance, the homogeneous conduc-
tivity σ(ω) from either of the two functions. This is a
well-known feature for the single parabolic band, and a
way around consists in either including vertex corrections
to restore gauge invariance, or to use the transverse com-
ponent of the current response function to define σ(ω).
We applied the second strategy here to infer the QBT
contribution in the superconducting state, which gives
the conveniently short expression for the conductivity in
Eq. (87), but since we have not considered the effect of
vertex corrections it is too early to conclude whether this
approach is correct. For the superconductor with µ = 0
we discussed in Eqs. (96)-(98) how the conductivity in
the homogeneous limit differs qualitatively when defined
from either KT or χ.
The present work can be extended in several directions,
out of which we name a few in the following. One ap-
plication in the normal and superconducting state is to
quantify the anomalous skin effect in Luttinger semimet-
als, both in the normal and superconducting phase. In
fact, the quasi-static limit q2/(2m∗)  ω  vp consid-
ered above is typically referred to as “extreme anoma-
lous limit” in superconductors. The corresponding in-
traband contribution from the upper band has been de-
rived in the seminal works by Mattis, Bardeen [61] and
by Abrikosov, Gor’kov, Khalatnikov [62]. Since we have
found the normal state response in the quasi-static limit
to be dominated by the QBT contribution, the behavior
of Luttinger semimetals is likely to be distinctively dif-
ferent from single band systems in the anomalous limit,
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with striking observable effects in both the normal and
superconducting states.
The optical response in other than s-wave singlet su-
perconducting states can be obtained by using the gen-
eral expression for the fermion propagator in the mean-
field approximation in Eq. (B90) with a suitable gap
matrix ∆ˆ and repeating the steps outlined in App. D. In
fact, two very interesting and important cases are cov-
ered by the local gap matrix from Eq. (77) with φij 6= 0:
(i) By choosing a real tensor φ 6= 0, the effect of ne-
matic superconducting order on the optical response can
be probed. In particular, the nematic orders feature line
nodes of the gap and a spontaneous breaking of rota-
tion symmetry. It will be exciting to see how both ef-
fects manifest in the optical response and how they re-
late to the measurements on half-Heusler superconduc-
tors. (ii) Choosing a genuinely complex tensor φ such
that tr(φ2) = 0 we can study superconducting orders that
spontaneously break time-reversal symmetry and lead to
Bogoliubov surfaces in the gap [23, 45, 46]. Again, this
very intriguing finding calls to be explored within the
framework of electromagnetic response functions.
In order to study the effects of strong interactions
and critical fluctuations on the optical response of Lut-
tinger semimetals, it is mandatory to go beyond the RPA.
First, Coulomb interactions between the electrons are rel-
evant and famously lead to Abrikosov’s non-Fermi liquid
scaling of correlation functions (at least within certain
regimes). Second, in the vicinity of a quantum critical
point, as may be the case for Pr-227 as discussed in the
Introduction, critical fluctuations of the order parameter
can modify the nature of fermionic excitations. To solve
such a setup self-consistently is a very challenging task
and worth exploring. In a less ambitious attempt, how-
ever, it will also be interesting to assume that the men-
tioned strong interactions merely result in a renormaliza-
tion of the fermion propagator and then use the renormal-
ized propagator to estimate the optical response function
from the fermionic one-loop diagram. Furthermore, the
infrared regime can be addressed self-consistently by a
scaling or renormalization group approach to infer the
scaling exponents. These theoretical studies will help
to design and interpret future experiments on Luttinger
semimetals.
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Appendix A: Clifford algebra and Gell-Mann
matrices
In this section we collect the algebra of γ-matrices
and Gell-Mann matrices that underlies the calculations
that lead to the results presented in the main text.
For an in-depth discussion of the algebraic structure of
the Luttinger Hamiltonian and interactions in Luttinger
semimetals we refer to Ref. [22].
Starting from the spin-3/2 matrices ~J = (Jx, Jy, Jz)
T
we define five γ-matrices according to
γ1 =
1√
3
(J2x − J2y ), γ2 = J2z −
5
4
14, (A1)
γ3 =
1√
3
(JzJx + JxJz), γ4 =
1√
3
(JyJz + JzJy), (A2)
γ5 =
1√
3
(JxJy + JyJx). (A3)
Independently of the representation chosen for ~J they
satisfy the Clifford algebra relation {γa, γb} = 2δab14,
and the Luttinger Hamiltonian in Eq. (3) can be written
as
Hˆ = α1pˆ
214 − (α2 + α3)
5∑
a=1
da(pˆ)γa
+ (α2 − α3)
5∑
a=1
sada(pˆ)γa (A4)
=
1
2m∗
(
xpˆ214 + ν
5∑
a=1
(1 + δsa)da(pˆ)γa
)
(A5)
with s1,2 = −1 and s3,4,5 = 1, and ν = −sgn(α2 + α3).
The da-functions are given by
d1(p) =
√
3
2
(p2x − p2y), d2(p) =
1
2
(2p2z − p2x − p2y), (A6)
d3(p) =
√
3pzpx, d4(p) =
√
3pypz, d5(p) =
√
3pxpy.
(A7)
We can write da(p) =
√
3
2 Λ
a
ijpipj with the real Gell-Mann
matrices
Λ1 =
1 0 00 −1 0
0 0 0
 , Λ2 = 1√
3
−1 0 00 −1 0
0 0 2
 ,
Λ3 =
0 0 10 0 0
1 0 0
 , Λ4 =
0 0 00 0 1
0 1 0
 , Λ5 =
0 1 01 0 0
0 0 0
 .
(A8)
We define the symbol Jabc by
Jabc = tr(Λ
aΛbΛc). (A9)
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Using the standard representation for the matrices ~J we
have
γ1 =
0 0 1 00 0 0 11 0 0 0
0 1 0 0
 , γ2 =
1 0 0 00 −1 0 00 0 −1 0
0 0 0 1
 , (A10)
γ3 =
0 1 0 01 0 0 00 0 0 −1
0 0 −1 0
 , γ4 =
0 −i 0 0i 0 0 00 0 0 i
0 0 −i 0
 , (A11)
γ5 =
0 0 −i 00 0 0 −ii 0 0 0
0 i 0 0
 . (A12)
In particular, the matrices γ1,2,3 are real, whereas γ4,5 are
imaginary. The unitary part of the time-reversal operator
in Eq. (77) is then uniquely given by T = iγ4γ5 [18, 63].
Here we choose T to be Hermitean.
Appendix B: From path integral to optical response
In this section we derive the general formulas for the
density-density and current-current linear response func-
tion for QBT systems in thermal equilibrium within
RPA, starting from the path integral in real time, with
subsequent analytic continuation to imaginary time. We
further derive the mean-field fermion propagator in the
presence of a superconducting order parameter that en-
ters the general formulas.
1. Real-time and imaginary-time formalism
In the real-time setup we use a Minkowksi metric with
signature (−1, 1, 1, 1) and denote the coordinate vector
and coordinate derivative by
xµ =
(
t
x
)
and ∂µ :=
∂
∂xµ
=
(
∂t
∇
)
. (B1)
The corresponding scalar product is given by
x · x′ = xµx′µ = −tt′ + x · x′, (B2)
and we write
ˆ
x
=
ˆ ∞
−∞
dt
ˆ
d3x (B3)
ˆ
ω
=
ˆ ∞
−∞
dω
2pi
,
ˆ
p
=
ˆ
d3p
(2pi)3
. (B4)
The 4-momentum is denoted by
pµ =
(
ω
p
)
, (B5)
and we choose signs such that the Fourier decomposition
of a field variable ψ(t,x) is given by
ψ(t,x) =
ˆ
ω,p
ei(p·x−ωt)ψ(ω,p) =
ˆ
ω,p
eip·xψ(ω,p).
(B6)
In the imaginary-time formalism we introduce imagi-
nary or Euclidean time τ through τ = it and the coordi-
nate vector becomes
X =
(
τ
x
)
. (B7)
At nonzero temperature, τ is restricted to the interval
τ ∈ [0, β] with β = 1/T . We have x · x′ = XX ′ with
Euclidean scalar product
XX ′ = ττ ′ + x · x. (B8)
Consequently, the signature in the imaginary-time for-
malism is (1, 1, 1, 1) and there is no need to distinguish
between upper and lower indices. All indices i = 0, 1, 2, 3
will be denoted as lower indices. We introduce the Eu-
clidean 4-momentum
P =
(
p0
p
)
(B9)
and write
ˆ
X
=
ˆ β
0
dτ
ˆ
d3x , (B10)
ˆ
P
= T
∑
n
ˆ
p
. (B11)
We identify p0 = ωn such that, depending on the con-
text, ωn = 2pinT or ωn = 2pi(n + 1/2)T is a bosonic
or fermionic Matsubara frequency with n ∈ Z, respec-
tively. The Euclidean delta functions δ(X − X ′) and
δ(P − P ′) are defined with the appropriate prefactors
such that
´
X
δ(X −X ′) = 1 and ´
P
δ(P − P ′) = 1. The
Fourier decomposition in Eq. (B6) becomes
ψ(X) =
ˆ
P
eiPXψ(P ). (B12)
In particular, the relation XP = x · p with τ = it implies
ip0 = −ω. The minus sign on the right hand side results
from the relative sign change between temporal and spa-
tial parts in the scalar product when going from real-time
to imaginary-time. In particular, it cannot be removed
by changing the overall sign of the Minkowksi metric or
the overall sign of the exponent in the Fourier decompo-
sition. The relative minus sign in ip0 = −ω is, however,
irrelevant for the analytic continuation of response func-
tions, which consists of two steps: (1) After performing
all Matsubara summations, express the response function
as a function of the real parameter p0 > 0. (2) analyt-
ically continue ip0 → ω + i0. In this way, Re(p0) = +0
remains to have a small positive real part.
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We now discuss the coupling of fermions of charge q¯
and N internal degrees of freedom to an external electro-
magnetic field. First consider the case of a single parti-
cle in a parabolic band with Hamiltonian Hˆ = H(pˆ) =
1
2m pˆ
21N with pˆ = −i∇. The real-time action for the
single particle in an external field is then given by
S =
ˆ
x
ψ†[i∂t − q¯φ−H(pˆ− q¯A)]ψ
=
ˆ
x
(
iψ†(∂tψ)− q¯φψ†ψ
− 1
2m
[
(i∇− q¯A)ψ†
]
·
[
(−i∇− q¯A)ψ
])
, (B13)
where ψ = (ψ1, . . . , ψN )
T is a Grassmann field. The
action is invariant under gauge transformations given by
ψ → eiq¯χψ, ψ† → e−iq¯χψ†, Aµ → Aµ + ∂µχ (B14)
with χ some scalar function. We write
Aµ =
(
φ
A
)
, jµ =
(
ρ
j
)
(B15)
and define the current jµ by
jµ =
δS
δAµ
. (B16)
We impose the gauge condition ∇ · A = 0 such that
[pˆi, Ai] = 0. This yields
ρ = q¯ ψ†ψ, (B17)
j = − iq¯
2m
[
ψ†(∇ψ)− (∇ψ†)ψ
]
− q¯
2
m
Aψ†ψ. (B18)
We note that to linear order in Aµ the action can be
written as
S =
ˆ
x
(
ψ†[i∂t − Hˆ]ψ + jµAµ
)
+O(A2) (B19)
=
ˆ
x
(
ψ†[i∂t − Hˆ]ψ − ρφ+ j ·A
)
+O(A2). (B20)
Next consider a general single particle Hamiltonian
quadratic in momenta,
Hˆ = gij pˆipˆj , (B21)
where the coefficients gij = gji are Hermitean N × N
matrices. The case of a single parabolic band then cor-
responds to gij =
1
2mδij1N . For the isotropic QBT point
with Hˆ = da(pˆ)γa we have N = 4 and
gij =
√
3
2
Λaijγa. (B22)
The action in this more general setup reads
S =
ˆ
x
(
iψ†(∂tψ)− q¯φψ†ψ
−
[
(i∂i − q¯Ai)ψ†
]
gij
[
(−i∂j − q¯Aj)ψ
])
. (B23)
Defining the current jµ through Eq. (B16) we arrive at
ρ = q¯ ψ†ψ, (B24)
j = j(p) + j(d) (B25)
with the paramagnetic and diamagnetic contributions to
the current given by
j
(p)
i = −iq¯
[
ψ†gij(∂jψ)− (∂jψ†)gijψ
]
, (B26)
j
(d)
i = −2q¯2Ajψ†gijψ. (B27)
Due to g†ij = gij the paramagnetic current may also be
written as
j(p) =
q¯
2
[
ψ†
(∂H
∂p
(−i∇)ψ
)
−
(∂H
∂p
(−i∇)ψ†
)
ψ
]
. (B28)
The equilibrium properties of the system under con-
sideration can be obtained from the partition function
Z[φ,A] =
ˆ
DψDψ∗ e−SE (B29)
for the Euclidean field ψ(τ = it,x) with action SE. After
analytic continuation to imaginary time we have SE =
−iS, and so for the system described by the action in
Eq. (B23) we have
SE =
ˆ
X
(
ψ†(∂τψ) + q¯φψ†ψ
+
[
(i∂i − q¯Ai)ψ†
]
gij
[
(−i∂j − q¯Aj)ψ
])
. (B30)
The expressions for ρ and j in terms of the field ψ remain
invariant under analytic continuation and so does the
coupling jµA
µ to the electromagnetic field. To linear
order in the external fields the Euclidean action is given
by
SE =
ˆ
X
(
ψ†[∂τ + Hˆ]ψ + ρφ− j ·A
)
+O(A2). (B31)
2. Response funtions
We next compute the linear response functions with
respect to an external electromagnetic field from the Eu-
clidean field theory. Starting from the Euclidean path
integral in Eq. (B29), where SE is assumed to generally
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describe an interacting theory, the expectation values for
the charge density and current follow from Eq. (B30)
and read
〈ρ(X)〉 = − δ lnZ
δφ(X)
, (B32)
〈j(X)〉 = δ lnZ
δA(X)
. (B33)
To linear order in Aµ we then have
〈ρ(X)〉 = −
ˆ
X′
χ(X,X ′)φ(X ′), (B34)
〈ji(X)〉 = −
ˆ
X′
Kij(X,X
′)Aj(X ′), (B35)
where we define the density and current response func-
tions, χ and Kij , by
χ(X,X ′) = −δ〈ρ(X)〉
δφ(X ′)
∣∣∣
A=0
=
δ2 lnZ
δφ(X)δφ(X ′)
∣∣∣
A=0
,
(B36)
Kij(X,X
′) = −δ〈ji(X)〉
δAj(X ′)
∣∣∣
A=0
= − δ
2 lnZ
δAi(X)δAj(X ′)
∣∣∣
A=0
,
(B37)
respectively. In the cases of interest here the system
features translation invariance and thus χ(X,X ′) and
Kij(X,X
′) only depend on the difference X − X ′ and
we can write
χ(X,X ′) = χ(X −X ′, 0), (B38)
Kij(X,X
′) = Kij(X −X ′, 0). (B39)
Equations (B34) and (B35) then imply
〈ρ(P )〉 = −χ(P )φ(P ), (B40)
〈ji(P )〉 = −Kij(P )Aj(P ) (B41)
to linear order in Aµ. Here the Fourier transform in the
first variable is given by
χ(P ) = χ(p0,p) =
ˆ
X
e−iPXχ(X, 0), (B42)
Kij(P ) = Kij(p0,p) =
ˆ
X
e−iPXKij(X, 0). (B43)
The real-time linear response is obtained from these func-
tions by analytic continuation in p0 as discussed above.
After specifying the single-particle Hamiltonian Hˆ,
and thereby the expression for the current in terms of
the microscopic field ψ, we can relate χ and Kij to spe-
cific four-point correlation functions of the field. These,
on the other hand, are determined by the interactions
between the fermions and may be computed within per-
turbation theory. For the general quadratic Hamiltonian
in Eq. (B21) we obtain
χ(X,X ′) = 〈ρ(X)ρ(X ′)〉, (B44)
Kij(X,X
′) = K(d)ij (X,X
′) +K(p)ij (X,X
′), (B45)
with the paramagnetic contribution to the current given
by
K
(p)
ij (X,X
′) = −〈j(p)i (X)j(p)j (X ′)〉. (B46)
The diamagnetic contribution reads
K
(d)
ij (X,X
′) = 2q¯2〈ψ†(X+)gijψ(X)〉δ(X −X ′), (B47)
where we applied a regularization X+ = (τ + 0,x). For
a single (upper) parabolic band the diamagnetic contri-
bution in momentum space reads
K
(d)
ij (P ) =
q¯2
m
nδij (B48)
with electron density n.
We now approximate the optical response by means
of the RPA. For this we first apply a mean-field ap-
proximation where the action SE of the interacting elec-
tron system is replaced by an effective mean-field action
quadratic in the field ψ,ψ†. All correlation functions
obtained from this mean-field action are Gaussian and
so Wick’s theorem applies. The RPA then simply cor-
responds to the one-loop diagram contributions to the
response functions χ(P ) and Kij(P ). For this let the
fermion two-point functions be given by
〈ψ(Q)ψT (Q′)〉 = F (Q)δ(Q+Q′), (B49)
〈ψ(Q)ψ†(Q′)〉 = G(Q)δ(Q−Q′), (B50)
〈ψ∗(Q)ψT (Q′)〉 = Gˆ(−Q)δ(Q−Q′), (B51)
〈ψ∗(Q)ψ†(Q′)〉 = Fˆ (−Q)δ(Q+Q′). (B52)
with Gˆ(−Q) = −G(Q)T and Fˆ (Q) = F (Q)†. Note that
these expressions are N×N matrices with N the number
of fermion components. For short we call G(Q) and F (Q)
the normal and anomalous contribution to the fermion
propagator. An anomalous contribution can only arise in
states with broken U(1) symmetry. We often write the
arguments of the propagators in superscript if no confu-
sion can arise.
For the density response function we obtain
χ(P ) =
ˆ
X
e−iPX〈ψ∗σ(X)ψσ(X)ψ∗σ′(0)ψσ′(0)〉
= −q¯2
ˆ
Q
tr
[
GQ+PGQ − FQ+P FˆQ
]
. (B53)
The general formula for the diamagnetic contribution is
given by
K
(d)
ij (P ) = −2q¯2
ˆ
Q
e−iq0η tr[GQgij ] (B54)
with infinitesimal η = 0+. The paramagnetic current
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response in the single band case reads
K
(p)
ij (P ) = −
ˆ
X
e−iPX lim
X′→0
〈j(p)i (X)j(p)j (X ′)〉
=
q¯2
(2m)2
ˆ
Q
(2qi + pi)(2qj + pj)
× tr
[
GQ+PGQ + FQ+P FˆQ
]
. (B55)
Note the opposite relative signs between normal and
anomalous contributions in χ and Kij . For the general
quadratic Hamiltonian we have
K
(p)
ij (P ) = q¯
2
ˆ
Q
(2qk + pk)(2ql + pl)
× tr
[
GQ+P gjlG
Qgik + F
Q+P (gjl)
T FˆQgik
]
,
(B56)
where the matrix product inside the trace is over the N -
dimensional internal space of the fermions.
3. Fermion propagator
In this section we determine the mean-field propaga-
tor for QBT systems. For this let ψ = (ψ1, . . . , ψN )
T
be an N -component Grassmann field with single-particle
Hamiltonian Hˆ = H(pˆ) and Euclidean action
S =
ˆ
X
[
ψ†(∂τ +H(−i∇))ψ + 1
2
ψ†∆ˆψ∗ +
1
2
ψT ∆ˆ†ψ
]
.
(B57)
The N×N “gap matrix” ∆ˆ breaks global U(1)-invariance
of the theory. Only the antisymmetric part of ∆ˆ con-
tributes to the action and thus we assume ∆ˆT = −∆ˆ. In
the mean-field approximation it is related to the anoma-
lous expectation value ∆σσ′ ∝ 〈ψσψσ′〉 through the gap
equation, but for the following derivation it plays the
role of a constant parameter of the theory. A chemical
potential can be implemented by shifting H → H−µ1N .
We introduce the 2N -component field
Ψ(X) = (ψ1(X), . . . , ψN (X), ψ
∗
1(X), . . . , ψ
∗
N (X))
T
(B58)
and denote the second functional derivative of the action
by
S
(2)
αα′(X,X
′) =
→
δ
δΨα(X)
S
←
δ
δΨα′(X ′)
. (B59)
(The arrows indicate a left- or right-derivative with re-
spect to the Grassmann variable.) We have
S(2)(X,X ′)
=
(
∆ˆ† ∂τ1−H(i∇)T
∂τ1 +H(−i∇) ∆ˆ
)
δ(X −X ′), (B60)
with the derivative acting on X. Next introduce
G(X,X ′) = 〈Ψ(X)ΨT (X ′)〉
=
( 〈ψ(X)ψT (X ′)〉 〈ψ(X)ψ†(X ′)〉
〈ψ∗(X)ψT (X ′)〉 〈ψ∗(X)ψ†(X ′)〉
)
,
(B61)
where the expectation value is evaluated with respect to
S. Then G is the inverse of S(2) in the sense thatˆ
Y
S(2)(X,Y )G(Y,X ′) = δ(X −X ′)12N . (B62)
The inverse can conveniently be computed in momentum
space by employing
S(2)(Q,P ) =
ˆ
X,X′
eiQXeiPX
′
S(2)(X,X ′)
= G−1(P )δ(Q+ P ) (B63)
with
G−1(P ) =
(
∆ˆ† ip01−H(−p)T
ip01 +H(p) ∆ˆ
)
. (B64)
Equation (B62) is then solved by
G(Q,P ) =
ˆ
X,X′
eiQXeiPX
′G(X,X ′) = G(P )δ(Q+ P ),
(B65)
where G(P ) is the matrix-inverse of G−1(P ). We denote
the blocks of G(P ) as
G(P ) =
(
F (P ) G(P )
Gˆ(P ) Fˆ (P )
)
, (B66)
and by comparing Eqs. (B61) and (B66) we eventually
read off
〈ψ(Q)ψT (P )〉 = F (Q)δ(Q+ P ) (B67)
〈ψ(Q)ψ†(P )〉 = G(Q)δ(Q− P ), (B68)
〈ψ∗(Q)ψT (P )〉 = Gˆ(−Q)δ(Q− P ), (B69)
〈ψ∗(Q)ψ†(P )〉 = Fˆ (−Q)δ(Q+ P ). (B70)
We conclude that in order to compute the normal and
anomalous two-point functions of the theory with action
S, it is sufficient to invert the block matrix G−1(P ). Fur-
thermore, due to the relations
Gˆ(−Q) = −G(Q)T , Fˆ (Q) = F (Q)† (B71)
that follow from the definition, only the functions G(Q)
and F (Q) are independent.
We first consider systems in the normal state, where
Eq. (B64) reduces to
G−1(Q) =
(
0 −[G−1(−Q)]T
G−1(Q) 0
)
(B72)
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with
G−1(Q) = (iq0 − µ)1N +Hq. (B73)
We included the chemical potential µ. For the single
parabolic band, N = 2 and Hq = q
21N so that
G(Q) =
1
iq0 + q2 − µ12. (B74)
For the fully isotropic QBT point with N = 4 we have
Hq = da(q)γa and H
2
q = q
414 so that
G(Q) =
−(iq0 − µ)14 +Hq
(q0 + iµ)2 + q4
. (B75)
We note that the chemical potential in the normal state
can be implemented by means of a shift q0 → q0 + iµ.
For the general Luttinger Hamiltonian
Hq = xq
214 +
∑
a
(1 + δsa)da(q)γa (B76)
with parameters x and δ, we see that particle-hole asym-
metry can be included by a shift of the chemical potential
according to
µ→ µ− xq2. (B77)
Therefore we may set x = 0 and find the propagator for
nonzero δ to be
G(Q) =
−(iq0 − µ)14 +
∑
a(1 + δsa)da(q)γa
(q0 + iµ)2 + E2q
(B78)
with
Eq =
(∑
a
(1 + δsa)
2d2a(q)
)1/2
. (B79)
The poles of the propagator with iq0 = −E are located
at energies
E(q) = ±Eq − µ. (B80)
Note that E−q = Eq. Since Eq is strictly positive for every
q 6= 0 and continuously connected to Eq → q2 for δ → 0,
we can identify the band dispersions of the upper and
lower band through
Eupper(q) = Eq − µ, (B81)
Elower(q) = −Eq − µ. (B82)
Next we compute the propagator in the superconduct-
ing states. For the single parabolic band with N = 2, the
gap matrix can be chosen as ∆ˆ = ∆σ2 with ∆ ∈ C. We
then have
G−1(Q) =
(
∆∗σ2 (iq0 − εq)12
(iq0 + εq)12 ∆σ2
)
(B83)
with εq = q
2 − µ and
G(Q) = 1
q20 + ε
2
q + |∆|2
(
∆σ2 −(iq0 − εq)12
−(iq0 + εq)12 ∆∗σ2
)
.
(B84)
The energy spectrum of quasiparticles is isotropic and
fully gapped.
For the QBT case with N = 4, the local gap matrix ∆ˆ
can be parametrized as
∆ˆ = ∆˜γ45 (B85)
with γ45 = iγ4γ5 and
∆˜ = ∆014 + ∆aγa (B86)
and ∆0,∆a ∈ C. Since H−q = Hq is symmetric, we
drop the subscript and denote H = Hq. The inverse
propagator is then given by
G−1(Q) =
(
∆ˆ† (iq0 + µ)14 −HT
(iq0 − µ)14 +H ∆ˆ
)
.
(B87)
We omit the unit matrix 14 in the following derivation.
We parametrize the propagator according to Eq. (B66).
From the condition G(Q)G−1(Q) = 18 we obtain
F (Q)∆ˆ† +G(Q)[(iq0 − µ) +H] = 14,
F (Q)[(iq0 + µ)−HT ] +G(Q)∆ˆ = 0. (B88)
This linear set of equations is solved by
G(Q) =
[
(iq0 − µ) +H − ∆ˆ[(iq0 + µ)−HT ]−1∆ˆ†
]−1
,
F (Q) =
[
∆ˆ† − [(iq0 + µ)−HT ]∆ˆ−1[(iq0 − µ) +H]
]−1
.
(B89)
Now employ HT = γ45Hγ45 and ∆ˆ = ∆˜γ45 to write this
as
G(Q) =
[
(iq0 − µ) +H − ∆˜[(iq0 + µ)−H]−1∆˜†
]−1
,
F (Q) =
[
∆˜† − [(iq0 + µ)−H]∆˜−1[(iq0 − µ) +H]
]−1
γ45.
(B90)
The corresponding expressions for Gˆ(Q) and Fˆ (Q) are
Gˆ(Q) = γ45
[
(iq0 + µ)−H − ∆˜†[(iq0 − µ) +H]−1∆˜
]−1
γ45,
Fˆ (Q) = γ45
[
∆˜− [(iq0 − µ) +H](∆˜†)−1[(iq0 + µ)−H
]−1
.
(B91)
Note that the expressions in Eqs. (B90) and (B91) only
depend on H − µ1. We can account for the momentum
dependence of the order parameter by replacing ∆ˆ→ ∆ˆp.
Explicit forms of the propagator for the s-wave singlet
superconducting case for µ = 0 and µ 6= 0 are given at
the beginning of Secs. D 2 and D 3, respectively.
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Appendix C: Normal state response
1. Isotropic case
We first compute the normal state response in the fully
symmetric case with x = δ = 0. By inserting the fermion
propagator G(Q) from Eq. (B75) into χ(P ) from Eq.
(B53) with q¯ = −e¯ we obtain
χ(P )
= 4e¯2
ˆ
Q
(q0 + iµ)(q0 + p0 + iµ)− da(q+ p)da(q)
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
.
(C1)
(Note that p0 = 2pimT is a bosonic Matsubara frequency,
whereas q0 = 2pi(n + 1/2)T inside the loop is fermionic,
with m,n ∈ Z.) In the numerator we use
da(q+ p)da(q) = (q+ p)
2q2 +
3
2
[
(q · p)2 − q2p2
]
.
(C2)
Analogously, by employing the fermion propagator for
the single bands from Eq. (B74), and adjusting q2 → −q2
for the lower band, we find the response functions of the
upper and lower bands to be
χupper(P )
= −2e¯2
ˆ
Q
1
(iq0 + q2 − µ)[i(q0 + p0) + (q+ p)2 − µ] ,
χlower(P )
= −2e¯2
ˆ
Q
1
(iq0 − q2 − µ)[i(q0 + p0)− (q+ p)2 − µ] .
(C3)
We then have
χupper(P ) + χlower(P )
= 4e¯2
ˆ
Q
(q0 + iµ)(q0 + p0 + iµ)− q2(q+ p)2
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
,
(C4)
and so the QBT contribution to χ(P ) reads
χQBT(P )
= 6e¯2
ˆ
Q
q2p2 − (q · p)2
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
.
(C5)
In the following we compute the three contributions to
χ(P ) separately.
To evaluate the upper and lower band contributions
we employ the Matsubara summation formula
T
∑
n
1
(iq0 + a)[i(q0 + p0) + b]
=
nF(b)− nF(a)
ip0 + b− a , (C6)
valid for every real a, b and p0 = 2pimT (m ∈ Z). For the
upper contribution with εq = q
2 − µ we obtain
χupper(P ) = −2e¯2
ˆ
Q
1
(iq0 + εq)[i(q0 + p0) + εq+p]
= −2e¯2
ˆ
q
nF(εq)
ip0 + εq − εq+p + {p0 → −p0}. (C7)
This is the usual Lindhard expression for a single band.
Note that χupper(P ) is symmetric in P , and vanishes for
p = 0. For low external momenta we have
χupper(p0, p→ 0) = p2Zupper(p0) (C8)
with
Zupper(p0) =
4e¯2
p20
ˆ
q
nF(q
2 − µ). (C9)
The lower band contribution can be computed along the
same lines. We may, however, also recognize from Eq.
(C3) that the lower band contribution with dispersion
fq = −q2 − µ can be obtained from the upper contri-
bution by flipping the signs of µ, q0, p0 simultaneously.
Since the final expression is symmetric in p0, only the
sign change in µ remains relevant, and so we conclude
Zlower(p0) =
4e¯2
p20
ˆ
q
nF(q
2 + µ) (C10)
for the low-momentum part of χlower(p0, p → 0) =
p2Zlower(p0). The sum of the interband transitions is
then given by
Zintra(p0) =
2ne¯2
p20
, (C11)
where we identified the density of charge carriers within
RPA as
n = 2
ˆ
q
[
nF(q
2 − µ) + nF(q2 + µ)
]
. (C12)
At zero temperature we have n = p3F/(3pi
2) with pF =√|µ|.
For the QBT contribution we first note that χQBT(P )
vanishes for p = 0, so that for low momenta we can ex-
pand
χQBT(p0, p→ 0) = p2ZQBT(p0) (C13)
in analogy to the single band contributions. From Eq.
(C5) we deduce
ZQBT(p0) = 4e¯
2
ˆ
Q
q2
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + q4]
.
(C14)
We use the Matsubara sum formula
T
∑
n
1
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + q4]
=
1
q2(p20 + 4q
4)
[
1− nF(q2 − µ)− nF(q2 + µ)
]
, (C15)
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valid for p0 = 2pimT 6= 0 (m ∈ Z), to arrive at
ZQBT(p0) = e¯
2
ˆ
q
4
p20 + 4q
4
[
1− nF(q2 − µ)− nF(q2 + µ)
]
.
(C16)
We evaluate the contribution from the first term to the
integral and arrive at
ZQBT(p0)
=
e¯2
4pi
√|p0| − 4e¯2
ˆ
q
1
p20 + 4q
4
[
nF(q
2 − µ) + nF(q2 + µ)
]
.
(C17)
The remaining integral on the right is limited to momenta
q2 . |µ| and converges rapidly for T > 0, making it suit-
able for a numerical computation. At zero temperature
we have
ZQBT(p0) =
2e¯2
pi2
ˆ ∞
pF
dq
q2
p20 + 4q
4
(C18)
For p0 → 0 we arrive at
ZQBT(0) =
e¯2
2pi2pF
. (C19)
Let us briefly comment on the particle-hole asymmetric
case with x 6= 0. The inverse propagator is then given by
G−1(Q) =
(
iq0 − µ+ x
2m∗
q2
)
14 +
1
2m∗
da(q)γa.
(C20)
Consequently, a finite x can be implemented by a shift of
the chemical potential according to µ→ µq = µ− x2m∗ q2.
As before we set 2m∗ = 1. The total density response
reads
χ(P ) = 4e¯2
×
ˆ
Q
(q0 + iµq)(q0 + p0 + iµq+p)− da(q+ p)da(q)
[(q0 + iµq)2 + q4][(q0 + p0 + iµq+p)2 + (q+ p)4]
.
(C21)
The upper and lower band contributions are given by
χupper(P )
= −2e¯2
ˆ
Q
1
(iq0 +
q2
2m∗up
− µ)[i(q0 + p0) + (q+p)22m∗up − µ]
= −2e¯2
ˆ
Q
1
(iq0 + q2 − µq)[i(q0 + p0) + (q+ p)2 − µq+p] ,
(C22)
χlower(P )
= −2e¯2
ˆ
Q
1
(iq0 − q22m∗low − µ)[i(q0 + p0)−
(q+p)2
2m∗low
− µ]
= −2e¯2
ˆ
Q
1
(iq0 − q2 − µq)[i(q0 + p0)− (q+ p)2 − µq+p] ,
(C23)
with m∗up =
m∗
1+x and m
∗
low =
m∗
1−x , see Eq. (10). Hence
the QBT contribution reads
χQBT(P ) = 6e¯
2
×
ˆ
Q
q2p2 − (q · p)2
[(q0 + iµq)2 + q4][(q0 + p0 + iµq+p)2 + (q+ p)4]
.
(C24)
We deduce the homogeneous response as
ZQBT(p0) = 4e¯
2
×
ˆ
Q
q2
[(q0 + iµ− ixq2)2 + q4][(q0 + p0 + iµ− ixq2)2 + q4] ,
(C25)
which is precisely the particle-hole symmetric result from
Eq. (C14) but with µ→ µ−xq2. For the upper and lower
bands we find
Zupper(p0) =
2
m∗upp20
ˆ
q
nF
( q2
2m∗up
− µ
)
=
4(1 + x)
p20
ˆ
q
nF
(
q2 − µ+ xq2
)
, (C26)
Zlower(p0) =
2
m∗lowp
2
0
ˆ
q
nF
( q2
2m∗low
+ µ
)
=
4(1− x)
p20
ˆ
q
nF
(
q2 + µ− xq2
)
. (C27)
We see that besides the shift of the chemical potential
they also get renormalized by a nontrivial prefactor, or,
put differently, by replacing m∗ with m∗up/low, respec-
tively.
2. Anisotropic case
We now compute the response function for general
anisotropy parameter δ ∈ [−1, 1]. We assume x = 0.
The fermion propagator G(Q) is given by Eq. (B78) and
the associated density-density response reads
χ(P ) = 4e¯2
ˆ
Q
1
[(q0 + iµ)2 + E2q][(q0 + p0 + iµ)2 + E2q+p]
×
[
(q0 + iµ)(q0 + p0 + iµ)−
∑
a
(1 + δsa)
2da(q+ p)da(q)
]
(C28)
with Eq from Eq. (B79). Replacing q2 → Eq in Eq. (C3),
we obtain the upper and lower band contributions to the
response function as
χupper(P ) = −2e¯2
ˆ
Q
1
(iq0 + Eq − µ)[i(q0 + p0) + Eq+p − µ] ,
χlower(P ) = −2e¯2
ˆ
Q
1
(iq0 − Eq − µ)[i(q0 + p0)− Eq+p − µ] .
(C29)
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Adding both contributions we arrive at
χupper(P ) + χlower(P )
= 4e¯2
ˆ
Q
(q0 + iµ)(q0 + p0 + iµ)− EqEq+p
[(q0 + iµ)2 + E2q][(q0 + p0 + iµ)2 + E2q+p]
,
(C30)
and so
χQBT(P )
= 4e¯2
ˆ
Q
EqEq+p −
∑
a(1 + δsa)
2da(q+ p)da(q)
[(q0 + iµ)2 + E2q][(q0 + p0 + iµ)2 + E2q+p]
.
(C31)
We proceed by evaluating the individual contributions.
For the upper band contribution we note that the ma-
nipulations in Eq. (C7) remain valid upon replacing
εq → Eq − µ and so we have
χupper(P ) = −2e¯2
ˆ
q
nF(Eq − µ)
ip0 + Eq − Eq+p + {p0 → −p0}.
(C32)
We compute the corresponding coefficient Zupper(p0) in
the expansion (C8) by means of
Zupper(p0) =
1
2p2
∂2
∂s2
χupper(p0, sp)
∣∣∣
s=0
. (C33)
Here s is some small real number. (The following deriva-
tion parallels Eqs. (A47)-(A56) in Ref. [22].) We have
E2q+sp = E2q +D1s+ (D2 +D3)s2 +O(s3), (C34)
Eq+sp = Eq + D1
2Eq s−
1
2
( D21
4E3q
− D2 +D3Eq
)
s2 +O(s3)
(C35)
with
D1 = 2
√
3
∑
a
(1 + δsa)
2da(q)(qiΛ
a
ijpj), (C36)
D2 = 2
∑
a
(1 + δsa)
2da(q)da(p), (C37)
D3 = 3
∑
a
(1 + δsa)
2(qiΛ
a
ijpj)(qkΛ
a
klpl). (C38)
This yields
Zupper(p0) = −2e¯
2
p20
ˆ
q
nF(Eq − µ) 1
p2
( D21
4E3q
− D2 +D3Eq
)
.
(C39)
Since for every function f we have
´
q
f(Eq)D2 ∝´
q
f(Eq)da(q) = 0, we eventually arrive at
Zupper(p0) =
4e¯2
p20
ˆ
q
nF(Eq − µ) 1
p2
( D3
2Eq −
D21
8E3q
)
.
(C40)
Similarly, the lower band contribution reads
Zlower(p0) =
4e¯2
p20
ˆ
q
nF(Eq + µ) 1
p2
( D3
2Eq −
D21
8E3q
)
. (C41)
Before further evaluating this expression we derive the
QBT contribution, which turns out to be of the same
form. For this we employ Eq. (C31) and define
ZQBT(p0) =
1
2p2
∂2
∂s2
χQBT(p0, sp)
∣∣∣
s=0
. (C42)
We have da(q+ p) = da(q) +
√
3piqjΛ
a
ij + da(p) and so
the numerator of χQBT can be simplified by using∑
a
(1 + δsa)
2da(q+ p)da(q) = E2q +
1
2
(D1 +D2).
(C43)
We then arrive at
ZQBT(p0) = 4e¯
2
ˆ
Q
1
p2
( D3
2Eq −
D21
8E3q
)
× Eq
[(q0 + iµ)2 + E2q][(q0 + p0 + iµ)2 + E2q]
.
(C44)
We indeed observe that the same kernel function as in
the upper and lower band contributions arises.
We now show that if f is some well-behaved function
(in particular such that the following integral is finite)
then
ˆ
q
f(Eq) 1
p2
( D3
2Eq −
D21
8E3q
)
=
ˆ
q
f(Eq)K(qˆ) (C45)
with a certain kernel K that only depends on qˆ = q/q.
Focussing first on the limit δ → 0, note that due to [16,
18]
ΛaijΛ
a
kl = δikδjl + δilδjk −
2
3
δijδlk (C46)
we have
D1 → 4q2(q · p), (C47)
D3 → 3q2p2 + (q · p)2 (C48)
for δ → 0. Hence
ˆ
q
f(Eq) 1
p2
( D3
2Eq −
D21
8E3q
)
→
ˆ
q
f(q2)
3
2
(
1− (q · p)
2
q2p2
)
=
ˆ
q
f(q2), (C49)
and so
K(qˆ)→ 1. (C50)
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To obtain an explicit expression for K(qˆ) for nonzero δ
we generalize Eqs. (A58) and (A71) from Ref. [22] to
arrive at
ˆ
q
f(Eq)D3 = 2
3
p2
[
2(1− δ)2 + 3(1 + δ)2
] ˆ
q
f(Eq)q2
(C51)
and
ˆ
~q
f(Eq)D21 =
16
3
p2
ˆ
q
f(Eq)
[
(1− δ)4q2(d21 + d22)
+ [(1 + δ)4 − 4δ2]q2(d23 + d24 + d25)
+
36√
3
δ2d3d4d5
]
. (C52)
We conclude that K(qˆ) in Eq. (C45) is given by
K(qˆ) =
q2
3Eq
[
2(1− δ)2 + 3(1 + δ)2
]
− 2
3E3q
[
(1− δ)4q2(d21 + d22)
+ [(1 + δ)4 − 4δ2]q2(d23 + d24 + d25)
+
36√
3
δ2d3d4d5
]
. (C53)
Using (1− δ)2(d21 + d22) = E2q − (1 + δ)2(d23 + d24 + d25) we
can write
K(qˆ) = (1 + δ)2
q2
Eq −
8
3
δ(1 + δ + δ2)
q2(d23 + d
2
4 + d
2
5)
E3q
− 24√
3
δ2
d3d4d5
E3q
. (C54)
This expression makes the isotropic limit δ → 0 particu-
larly transparent.
Equipped with the kernel K(qˆ), we can employ the
Matsubara sum formula in Eq. (C15) [with q2 → Eq] to
write the separate contributions to the response function
as
Zintra(p0) =
4e¯2
p20
ˆ
q
K(qˆ)
[
nF(Eq − µ) + nF(Eq + µ)
]
,
(C55)
ZQBT(p0) = e¯
2
ˆ
q
4K(qˆ)
p20 + 4E2q
[
1− nF(Eq − µ)− nF(Eq + µ)
]
.
(C56)
These expressions can be simplified even further. For
this write Eq = q2Eˆ(qˆ) and note that after a change of
variables q → q′ = qEˆ1/2 we have
ˆ
q
f(Eq)K(qˆ) =
ˆ
q
f(q2)
K(qˆ)
Eˆ(qˆ)3/2 = λ¯(δ)
ˆ
q
f(q2)
(C57)
with
λ¯(δ) =
1
4pi
ˆ
Ω
K(qˆ)
Eˆ(qˆ)3/2 . (C58)
Here
´
Ω
denotes the angular integral over the unit sphere.
Equation (C57) implies that the anisotropy-dependent
kernel can be implemented by simultaneously replac-
ing K(qˆ) → λ¯(δ) and Eq → q2 in the expressions
for Zintra(p0) and ZQBT(p0). However, since replacing
K(qˆ) → 1 and Eq → q2 yields the isotropic result, we
uncover that the anisotropic expressions factorize into
the isotropic formulas times the factor λ¯(δ). Since the
factor is common to both the intraband and QBT con-
tributions, we further deduce a factorization of the total
response function according to
Z(δ, p0) = λ¯(δ) · Z(δ = 0, p0), (C59)
valid for every value of T and µ.
In order to evaluate the function λ¯(δ) further we follow
the route of Ref. [22] and isolate the singular behavior of
the function from the regular part. For this purpose we
write
λ¯(δ) =
λ(δ)√
1− δ2 (C60)
with a regular function λ(δ) that is finite for all |δ| ≤ 1.
We empirically determined the singular behavior from
a power law fit of the numerical evaluation of λ¯(δ) for
δ → ±1. We use the usual spherical coordinates qˆ =
(cosφ sin θ, sinφ sin θ, cos θ)T and write
λ(δ) =
√
1− δ2
4pi
ˆ 2pi
0
dφ
ˆ pi
0
dθ sin θ
K(qˆ)
Eˆ(qˆ)3/2
=
√
1− δ2
pi
ˆ pi/2
0
dφ
ˆ pi
0
dθ sin θ
[
(1 + δ)2
1
Eˆ(qˆ)5/2
− 8δ(1 + δ + δ2) sin
2 θ(cos2 θ + cos2 φ sin2 φ sin2 θ)
Eˆ(qˆ)9/2
− 72δ2 cos
2 θ sin4 θ cos2 φ sin2 φ
Eˆ(qˆ)9/2
]
(C61)
with
Eˆ(qˆ) =
√
(1− δ)2 + 12δ sin2 θ(cos2 θ + cos2 φ sin2 φ sin2 θ).
(C62)
The integrand can now be expanded in powers of δ, fol-
lowed by a subsequent integration over the remaining an-
gular variables. This yields the Taylor series
λ(δ) = 1− 1
10
δ +
229
280
δ2 − 1301
6160
δ3 − 3413
49280
δ4 +O(δ5),
(C63)
Although the convergence properties of this series are
rather bad, we find the quadratic order to capture the
function within 10% accuracy.
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3. Gauge invariance and longitudinal QBT
contribution
In the previous two sections we have derived the ho-
mogeneous electromagnetic response from the density re-
sponse function χ(P ). Equivalently, we can derive it from
the current response function Kij(P ). The fact that both
approaches lead to the same answer is consistent with
gauge invariance, which implies a simple relation between
χ and KL. It is, however, nontrivial that gauge invari-
ance is preserved within our approximations, and we will
specify in detail how the individual upper band, lower
band, and QBT terms contribute to a consistent picture
in the normal phase.
For the calculations of this section it is convenient to
introduce the following notation: If f(P ) ≡ f(p0, p) is an
imaginary time response function, then we define
f(0) := lim
p→0
f(0, p). (C64)
The notation is chosen to indicate that if, as in our
case, f(p0, p) is given by a one-loop diagram, the limit
limp→0 f(0, p) can typically be computed by setting p =
p0 = 0 before performing the Matsubara integration of
the loop. Although this does not yield a general rule, it is
true for all situations considered in this work. We define
the longitudinal and transverse components of Kij(P )
through
KL(p0, p) =
pipj
p2
Kij(P ), (C65)
KT(p0, p) =
1
2
(
δij − pipj
p2
)
Kij(P ). (C66)
In order to quantity to which extent gauge invariance is
preserved, we investigate whether the response functions
in our approximation satisfy the “continuity equation”
p20χ(P )− pipjKij(P ) = 0. (C67)
By dividing the current response into diamagnetic and
paramagnetic contributions according to
Kij(P ) = K
(d)
ij (P ) +K
(p)
ij (P ), (C68)
the relation reads
p20χ(p0, p) = p
2
[
K
(d)
L (p0, p) +K
(p)
L (p0, p)
]
. (C69)
Only the longitudinal part of Kij(P ) enters the equa-
tion. The diamagnetic contribution is typically constant
in momentum space, K
(d)
L (P ) = K
(d)
L (0). If, in addition,
the total response function for P = 0 satisfies
KL(0) = K
(d)
L (0) +K
(p)
L (0)
!
= 0, (C70)
then Eq. (C67) is equivalent to the “modified continuity
equation”
p20χ(p0, p) = p
2
[
K
(p)
L (p0, p)−K(p)L (0)
]
. (C71)
In our case it turns out that the modified continuity equa-
tion is the somewhat weaker condition and it is satisfied
for all components in the normal state.
It is easy to see why the continuity equation should
be valid for the true response functions: For instance,
applying the continuity equation 0 = ∂µj
µ = ∂tρ+∂iji =
i∂τρ+∂iji inside the averages of χ(X,X
′) = 〈ρ(X)ρ(X ′)〉
and Kij(X,X
′) = −〈ji(X)jj(X ′)〉, we obtain
∂τ∂τ ′χ(X,X
′)− ∂i∂′jKij(X,X ′) = 0. (C72)
Since the response functions only depend on the differ-
ence X − X ′, Fourier transforming in the first variable
then yields Eq. (C67). The equivalent derivation start-
ing from requiring gauge invariance can be found in many
textbooks, for instance Ref. [49].
The validity of the continuity equation (C69) has some
profound consequences for the electromagnetic response
of the system. For one, for p = 0 we obtain χ(p0, 0) = 0
for every p0 6= 0. This equation reflects the conservation
of particle number within our approximation. On the
other hand, for p0 = 0 we observe KL(0, p) = 0 for every
p 6= 0. Hence gauge invariance implies purely transverse
response to a static electromagnetic field. Further, by
expanding the modified continuity equation according to
χ(p0, p) ' p2Z(p0) for small p we deduce
Z(p0) =
1
p20
[
K
(p)
L (p0, 0)−K(p)L (0)
]
. (C73)
Consequently, the function Z(p0), and therefore the ho-
mogeneous response, can be obtained from either χ(P )
or K
(p)
L (P ).
We begin our analysis with the upper band with prop-
agator G(Q) from Eq. (B74). The density response
χupper(P ) is given by Eq. (C3) and the diamagnetic con-
tribution derived from Eq. (B47) is P -independent and
given by
K
(d,upper)
ij (P ) = −4e¯2δij
ˆ
Q
e−iq0η
iq0 + q2 − µ
= 4e¯2δij
ˆ
q
nF(q
2 − µ). (C74)
Here we identify 2
´
q
nF(q
2−µ) as the density of electrons
in the upper band within our approximation. The para-
magnetic contribution obtained from Eq. (B55) reads
K
(p,upper)
ij (P ) = 2e¯
2
ˆ
Q
(2qi + pi)(2qj + pj)
(iq0 + εq)[i(q0 + p0) + εq+p]
.
(C75)
It is now straightforward to verify the validity of the con-
tinuity equation for the upper band contribution: We
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have
p20χupper(P )− pipjK(p,upper)ij (P )
= −2e¯2
ˆ
Q
p20 + (2q · p+ p2)2
(iq0 + εq)[i(q0 + p0) + εq+p]
= −2e¯2
ˆ
q
p20 + (εq+p − εq)2
ip0 + εq+p − εq
(
nF(εq+p)− nF(εq)
)
= −2e¯2
ˆ
q
(−ip0 + εq+p − εq)
(
nF(εq+p)− nF(εq)
)
= 4e¯2
ˆ
q
(εq+p − εq)nF(εq) = 4e2
ˆ
q
(2q · p+ p2)nF(εq)
= 4e¯2p2
ˆ
q
nF(εq) = pipjK
(d,upper)
ij (P ). (C76)
Furthermore, due to
K
(p,upper)
L (0) = limp→0
ˆ
Q
2e¯2(2q · p)2
p2(iq0 + εq)2
=
8
3
ˆ
Q
e¯2q2
(iq0 + εq)2
= −4e¯2
ˆ
q
nF(q
2 − µ) = −K(d,upper)L (P ),
(C77)
where we used
T
∑
n
1
(iq0 + εq)2
=
∂
∂εq
nF (εq) (C78)
and a partial integration, we have
K
(upper)
L (0) = 0, (C79)
and consequently also the modified continuity equation is
valid. With regard to Eq. (C73) we note that for p0 6= 0
we have
K
(p,upper)
ij (p0, 0) =
ˆ
Q
8
3 e¯
2δijq
2
(iq0 + εq)[i(q0 + p0) + εq]
= 0,
(C80)
and so
Zupper(p0) =
K
(d,upper)
L (P )
p20
=
4e¯2
p20
ˆ
q
nF(q
2 − µ) (C81)
is only determined by the diamagnetic contribution. This
result agrees with Eq. (C9) found above from expanding
χupper(P ).
Next we consider the lower band contribution obtained
by replacing q2 → −q2 in the propagator (B74). We
employ χlower(P ) from Eq. (C3). The diamagnetic con-
tribution results from Eq. (B47) with gij = −δij12 so
that
K
(d,lower)
ij (P ) = 4e¯
2δij
ˆ
Q
e−iq0η
iq0 − q2 − µ
= −4e¯2δij
ˆ
q
nF(−q2 − µ). (C82)
Clearly, since nF(−q2 − µ) → 1 for q → ∞, this ex-
pression is divergent. This divergence reflects the fact
that the lower band is populated by an infinite number
of electrons. We may, however, express the diamagnetic
contribution as
K
(d,lower)
ij (P ) = 4e¯
2δij
ˆ
q
[
nF(q
2 + µ)− 1
]
, (C83)
where the number of electrons is replaced by the num-
ber of holes subtracted for the number of single particle
states in vacuum. In both Eqs. (C82) and (C83) we
need to regularize the momentum integration with some
ultraviolet cutoff κ such that
ˆ
q
1 =
1
2pi2
ˆ κ
0
dq q2 =
κ3
6pi2
. (C84)
We will henceforth always assume this cutoff to be
present if needed, see the discussion below Eq. (11).
The paramagnetic contribution to the lower band is
given by
K
(p,lower)
ij (P ) = 2e¯
2
ˆ
Q
(2qi + pi)(2qj + pj)
(iq0 + fq)[i(q0 + p0) + fq+p]
(C85)
with fq = −q2−µ. At this point we could repeat the cal-
culations for the upper band with the formal replacement
εq → fq. Although a valid approach, it requires some
care when handling superficial divergences that appear
during the manipulations: For instance, in the third line
of Eq. (C76) we need to employ nF(fq+p) − nF(fq) =
nF(−fq) − nF(−fq+p) before performing the next step
to ensure convergence of the integral. A much more di-
rect approach is to note that χlower(P ) and K
(p,lower)
ij (P )
result from χupper(P ) and K
(p,upper)
ij (P ) upon simulta-
neously changing the sign of q0, p0, µ under the integral.
In particular, since the upper band contributions are all
manifestly finite, no divergences can appear from the ex-
pressions χlower(P ) and K
(p,lower)
ij (P ). We have verified
that both approaches for computing the contributions
from the lower band yield the same results.
For vanishing external momentum and frequency, the
lower band contribution to the paramagnetic current
reads
K
(p,lower)
L (0) = −4e¯2
ˆ
q
nF(q
2 + µ). (C86)
Comparing to the diamagnetic contribution in Eq. (C83)
we conclude that
K
(lower)
L (0) = −4e¯2
ˆ
q
1, (C87)
and so Eq. (C70) is violated for the lower band due to
a constant divergent term that results from the infinite
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number of electrons in the lower band. On the other
hand,
p20χlower(P )− p2K(p,lower)L (P )
= 4e¯2p2
ˆ
q
nF(q
2 + µ) = −p2K(p,lower)L (0), (C88)
so that the lower band contribution satisfies the modified
continuity equation. Obviously, due to K
(lower)
L (0) 6= 0,
it cannot satisfy the continuity equation at the same
time. Since the optical response can be deduced from
Eq. (C88), we see that the divergence of the diamagnetic
term has no observable consequences. We note here that
K
(p,lower)
ij (p0, 0) = 0 for p0 6= 0 as in Eq. (C80), and thus
Zlower(p0) =
K
(d,lower)
L (P )
p20
=
4e¯2
p20
ˆ
q
nF(q
2 + µ), (C89)
which confirms Eq. (C10).
In order to compute the longitudinal QBT contribu-
tions we employ the propagator from Eq. (B75) and
gij =
√
3
2 Λ
a
ijγa in Eqs. (B47) and (B56). The total dia-
magnetic contribution then vanishes due to
K
(d)
ij (P ) = −
√
3e¯2Λaij tr
ˆ
Q
e−iq0ηγaG(Q)
= −4
√
3e¯2Λaij tr
ˆ
Q
da(q)
(q0 + iµ)2 + q4
= 0.
(C90)
Consequently, the QBT contribution is given by
K
(d,QBT)
L (P ) = 4e¯
2
ˆ
q
[
1− nF(q2 − µ)− nF(q2 + µ)
]
.
(C91)
To determine the paramagnetic contribution according
to Eq. (B56) observe that Hq = gijqiqj implies Hq+p −
Hq = gijpi(2qj + pj). Consequently,
pipjK
(p)
ij (P )
= e¯2pipj
ˆ
Q
(2qk + pk)(2ql + pl) tr G
Q+P gjlG
Qgik
= e¯2
ˆ
Q
tr GQ+P (Hq+p −Hq)GQ(Hq+p −Hq)
= e¯2
ˆ
Q
tr GQ+PGQ
(
(Hq+p −Hq)2 − [Hq, Hq+p]
)
.
(C92)
Here [ , ] denotes the commutator and we use that GQ
commutes with Hq. We have
(Hq+p −Hq)2 =
[
(q+ p)4 + q4 − 2da(q+ p)da(q)
]
14,
(C93)
and
tr GQ+PGQ = −4 (q0 + iµ)(q0 + p0 + iµ)− da(q+ p)da(q)
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
, (C94)
tr GQ+PGQ[Hq, Hq+p] =
8
(
(q+ p)2q2 + da(q+ p)da(q)
)(
(q+ p)2q2 − da(q+ p)da(q)
)
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
. (C95)
The intraband contributions are given by
pipj
[
K
(p,upper)
ij (P ) +K
(p,lower)
ij (P )
]
= −4e¯2
ˆ
Q
(2q · p+ p2)2 (q0 + iµ)(q0 + p0 + iµ)− q
2(q+ p)2
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
, (C96)
and so we eventually arrive at
K
(p,QBT)′
L (p0, p) = −6e¯2
ˆ
Q
1
p2
[q2p2 − (q · p)2] 2(q0 + iµ)(q0 + p0 + iµ) + (q+ p)
4 + q4
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
. (C97)
This completes the derivation of the longitudinal QBT contribution. The expression obtained requires regularization
for p 6= 0 as we indicate by a prime. However, we postpone the discussion of this divergence and how to cure it to the
end of this section, as it does not critically affect the following manipulations.
The formula (C97) can be used to (re)derive the homogeneous contribution for p = 0. We have
K
(p,QBT)
L (p0, 0) = −8e¯2
ˆ
Q
q2
(q0 + iµ)(q0 + p0 + iµ) + q
4
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + q4]
(C98)
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total upper band lower band QBT
K
(d)
L (0) = limp→0K
(d)
L (0, p) 0 4e¯
2
´ κ
q
nF(q
2 − µ) 4e¯2 ´ κ
q
[
nF(q
2 + µ)− 1
]
4e¯2
´ κ
q
[
1− nF(q2 − µ)− nF(q2 + µ)
]
K
(p)
L (0) = limp→0K
(p)
L (0, p) −4e¯2
´ κ
q
1 −4e¯2 ´ κ
q
nF(q
2 − µ) −4e¯2 ´ κ
q
nF(q
2 + µ) −4e¯2 ´ κ
q
[
1− nF(q2 − µ)− nF(q2 + µ)
]
KL(0) = limp→0KL(0, p) −4e¯2
´ κ
q
1 0 −4e¯2 ´ κ
q
1 0
modified continuity equation satisfied satisfied satisfied satisfied
continuity equation violated satisfied violated satisfied
TABLE I. In this table we summarize whether the total, upper, lower, and QBT contributions satisfy the modified continu-
ity equation (C71) given by p20χ(p0, p) = p
2[K
(p)
L (p0, p) − K(p)L (0)], or the continuity equation (C69) given by p20χ(p0, p) =
p2[K
(p)
L (p0, p) +K
(d)
L (0)]. Momentum integrals are equipped with an ultraviolet cutoff κ such that q ≤ κ. We observe that each
individual contribution satisfies the modified continuity equation. In particular, this allows us to determine the homogeneous
response from either χ or K
(p)
L . The continuity equation for the individual components is then also satisfied if and only if there
is a perfect cancellation of diamagnetic and paramagnetic terms in KL(0) = 0 for that component. We find the upper and QBT
contributions to also satisfy the continuity equation. In contrast, for the lower band contribution the cancellation is imperfect
due to an infinite constant that is independent of the thermodynamic parameters and thus physically irrelevant. It could be
removed by a suitable renormalization of the current response function.
We perform the Matsubara summation according to
T
∑
n
(q0 + iµ)(q0 + p0 + iµ) + q
4
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + q4]
=
2q2
p20 + 4q
4
[
1− nF(q2 − µ)− nF(q2 + µ)
]
, (C99)
valid for bosonic p0 = 2pimT with m ∈ Z including p0 = 0, and arrive at
K
(p,QBT)
L (p0, 0) = −16e¯2
ˆ
q
q4
p20 + 4q
4
[
1− nF(q2 − µ)− nF(q2 + µ)
]
. (C100)
Furthermore, setting p0 = 0 we deduce
K
(p,QBT)
L (0) = −4e¯2
ˆ
q
[
1− nF(q2 − µ)− nF(q2 + µ)
]
= −K(d,QBT)L (0), (C101)
and so the QBT contribution satisfies
K
(QBT)
L (0) = 0. (C102)
Together with the vanishing of the total diamagnetic contribution this implies, as can also be verified explicitly from
the original expression of K
(p)
ij (P ) for p0 = 0, that
KL(0) = K
(p)
L (0) = −4e¯2
ˆ
q
1, (C103)
which again is understood with an ultraviolet momentum cutoff. Interestingly, the divergence of the lower band
diamagnetic contribution manifests itself in the divergence of the total paramagnetic term for P = 0. In contrast,
the upper band and QBT contributions to all formulas are manifestly finite. We summarize the various contributions
to the current response for P = 0 in Table I. Also note that Eqs. (C100) and (C101) show that ZQBT(p0) from Eq.
(C16) can be written as
ZQBT(p0) =
1
p20
[
K
(p,QBT)
L (p0, 0)−K(p,QBT)L (0)
]
, (C104)
which proves the modified continuity equation for the QBT contribution in the low-momentum limit.
To show that the QBT contribution satisfies the continuity equation for all P we employ χQBT(P ) from Eq. (C5)
and obtain
p20χQBT(P )− p2K(p,QBT)
′
L (P ) = 6e¯
2
ˆ
Q
[q2p2 − (q · p)2]p
2
0 + 2(q0 + iµ)(q0 + p0 + iµ) + (q+ p)
4 + q4
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
(C105)
29
The right hand side of this equation is independent of p0, as can be seen from writing
T
∑
n
p20 + 2(q0 + iµ)(q0 + p0 + iµ) + a
2 + b2
[(q0 + iµ)2 + a2][(q0 + p0 + iµ)2 + b2]
= T
∑
n
1
(q0 + iµ)2 + a2
+ T
∑
n
1
(q0 + p0 + iµ)2 + b2
=
1
2a
(
1− nF(a− µ)− nF(a+ µ)
)
+
1
2b
(
1− nF(b− µ)− nF(b+ µ)
)
,
(C106)
which is valid for all real a, b, µ and bosonic p0 including p0 = 0. We then eventually arrive at
p20χQBT(P )− p2K(p,QBT)
′
L (P ) = 3e¯
2
ˆ
q
[q2p2 − (q · p)2]
(
1
q2
[
1− nF(q2 − µ)− nF(q2 + µ)
]
+
1
(q+ p)2
[
1− nF((q+ p)2 − µ)− nF((q+ p)2 + µ)
])
. (C107)
By a suitable shift of momentum, and ignoring the fact
that the integrals are divergent for now, we see that the
second integral is identical to the first one. This leaves
us with
p20χQBT(P )− p2K(p,QBT)L (P )
= 6e¯2
ˆ
q
q2p2 − (q · p)2
q2
[
1− nF(q2 − µ)− nF(q2 + µ)
]
= 4e¯2p2
ˆ
q
[
1− nF(q2 − µ)− nF(q2 + µ)
]
= p2K
(d,QBT)
L (P ), (C108)
where we inserted the diamagnetic QBT contribution
from Eq. (C91). This completes our proof of the validity
of the continuity equation for the QBT contribution.
We close this section by discussing the regular-
ity properties of the longitudinal QBT contribution
K
(QBT)′
L (p0, p). We have shown that the correct expres-
sion for the homogeneous response in Eq. (C104) is re-
covered for p = 0 without the occurrence of spurious
divergences. For p 6= 0, on the other hand, the inte-
grand in Eq. (C97) behaves like e¯2[−4 + 25 p
2
q2 +O(q−4)]
for large momenta. Restricting the momentum integral
to a finite domain with an ultraviolet cutoff κ such that
q ≤ κ, the first term ∼ 1 is eventually cancelled by the
diamagnetic term. The second term ∼ q−2, in princi-
ple, cannot be cancelled by the diamagnetic contribution,
which is independent of p. On the other hand, this sub-
leading divergence can be removed as in Eq. (C107) by
performing a formal shift of the internal momentum in
the diamagnetic term. Since the diamagnetic term is not
finite without ultraviolet cutoff κ, the momentum inte-
gral is not invariant under translations in q. In fact, the
total integrand on the right hand side of Eq. (C107) pre-
cisely behaves as e¯2[4 − 25 p
2
q2 + O(q−4)], and so cancels
all spurious divergences. To make the unphysical nature
of the spurious divergence particularly visible, note that
performing a shift of momentum q → q + tp with some
arbitrary parameter t in Eq. (C97), we find the integrand
to behave like e¯2[−4 + 25 [1− 2t(1− t)]p
2
q2 +O(q−4)], and
so the subleading divergence depends on the parameter
t.
We thus see how the manipulation of ultraviolet di-
vergent integrals causes a spuriously divergent expres-
sion for K
(QBT)′
L (p0, p). For practical purposes this is
unimportant, as we can simply use K
(QBT)
L (p0, p) =
p20
p2χQBT(p0, p) to compute the longitudinal current re-
sponse from the manifestly finite density response func-
tion. Still there is a precise way to remove the divergence.
Since the divergent contributions arise from the large mo-
mentum part of the integral with q2  |µ|, T, p0, they can
be removed by equipping the formal momentum integral
expression for K
(QBT)′
L (p0, p) with an ultraviolet cutoff κ
such that q ≤ κ, and then subtracting the corresponding
expression K
(QBT)′
L (0, p) with µ = T = 0, i.e.
K
(QBT)
L (p0, p) = K
(QBT)′
L (p0, p)−K(QBT)
′
L (0, p)µ=T=0.
(C109)
This ensures that the longitudinal contribution to
the current response is manifestly finite and satisfies
K
(QBT)
L (0, p) = 0 due to the validity of the continuity
equation.
4. Transverse QBT contribution
In this section we compute the transverse QBT con-
tribution K
(QBT)
T (p0, p) in the isotropic and particle-hole
symmetric limit. The diamagnetic T contribution coin-
cides with the corresponding L contribution and reads
K
(d,QBT)
T (P ) = 4e¯
2
ˆ
~q
[
1− nF(q2 − µ)− nF(q2 + µ)
]
.
(C110)
To determine the total contribution note that we have
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K
(QBT)
T (P ) =
1
2
[
δijK
(p,QBT)
ij (P )−K(p,QBT)L (p0, p)
]
+K
(d,QBT)
T (P )
=
1
2
[
δijK
(p,QBT)
ij (P )−
p20
p2
χQBT(P )
]
+
3
2
K
(d,QBT)
T (P ), (C111)
where we use that the QBT contribution satisfies the continuity equation. Hence it is sufficient to compute the trace
δijK
(p,QBT)
ij (P ). Starting from Eq. (B56) we obtain
δijK
(p)′
ij (P ) = 3e¯
2
ˆ
Q
1
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
(
−10
3
(2q+ p)2(q0 + iµ)(q0 + p0 + iµ)
− 2(2q+ p)2da(q+ p)da(q) + 2√
3
Jabcda(q+ p)db(q)dc(2q+ p)
)
. (C112)
Like the longitudinal current response function, this formula requires regularization for p 6= 0, see the discussion at
the end of the previous section. We indicate the unregularized expression by a prime and continue by imposing a
finite momentum cutoff q ≤ κ. We readily verify that the last term in Eq. (C112) can be written as
2√
3
Jabcda(q+ p)db(q)dc(2q+ p) = (2q+ p)
2
(4
3
q2(q+ p)2 − 3
2
[q2p2 − (q · p)2]
)
− 1
2
p2[q2p2 − (q · p)2]. (C113)
We subtract the contributions from the upper and lower bands given by
δijK
(p,upper)
ij + δijK
(p,lower)
ij (P ) = −4e¯2
ˆ
Q
(2q+ p)2[(q0 + iµ)(q0 + p0 + iµ)− q2(q+ p)2]
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
, (C114)
and conclude that the QBT contribution reads
δijK
(p,QBT)′
ij (P ) = −
p2
4
χQBT(p0, p)− 6e¯2
ˆ
Q
(2q+ p)2(q0 + iµ)(q0 + p0 + iµ)
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
+ 3e¯2
ˆ
Q
(2q+ p)2
(
−2q2(q+ p)2 + 32 [q2p2 − (q · p)2]
)
[(q0 + iµ)2 + q4][(q0 + p0 + iµ)2 + (q+ p)4]
. (C115)
The density response χQBT(p0, p) is given by Eq. (C5).
After we have derived a general expression for the QBT contribution to δijK
(p)
ij in terms of elementary functions,
we next evaluate the Matsubara sums by means of the formulas
T
∑
n
1
[(q0 + iµ)2 + a2][(q0 + p0 + iµ)2 + b2]
=
1
4ab
(
nF(a+ µ)− nF(b+ µ)
ip0 + a− b +
nF(a− µ)− nF(b− µ)
−ip0 + a− b
+
1− nF(a+ µ)− nF(b− µ)
ip0 + a+ b
+
1− nF(a− µ)− nF(b+ µ)
−ip0 + a+ b
)
, (C116)
T
∑
n
(q0 + iµ)(q0 + p0 + iµ)
[(q0 + iµ)2 + a2][(q0 + p0 + iµ)2 + b2]
= −1
4
(
nF(a+ µ)− nF(b+ µ)
ip0 + a− b +
nF(a− µ)− nF(b− µ)
−ip0 + a− b
− 1− nF(a+ µ)− nF(b− µ)
ip0 + a+ b
− 1− nF(a− µ)− nF(b+ µ)−ip0 + a+ b
)
, (C117)
both valid for all signs of a, b, µ, and bosonic frequency p0 = 2pimT , m ∈ Z, including p0 = 0. Using the symmetry
properties of the integrand it is further possible to remove the external momentum from the Fermi–Dirac functions,
31
making the expression particularly suitable for further manipulations. We have
δijK
(p,QBT)′
ij (P ) = −
p2
4
χQBT(p0, p) +
3
2
e¯2
ˆ
q
(2q+ p)2
[
nF(q
2 + µ)
ip0 + q2 − (q+ p)2
+
nF(q
2 − µ)
−ip0 + q2 − (q+ p)2 −
1− nF(q2 + µ)
ip0 + q2 + (q+ p)2
+
nF(q
2 − µ)
−ip0 + q2 + (q+ p)2 + {p0 → −p0}
]
+ 3e¯2
ˆ
q
(2q+ p)2
(
−2q2(q+ p)2 + 32 [q2p2 − (q · p)2]
)
4q2(q+ p)2
[
nF(q
2 + µ)
ip0 + q2 − (q+ p)2
+
nF(q
2 − µ)
−ip0 + q2 − (q+ p)2 +
1− nF(q2 + µ)
ip0 + q2 + (q+ p)2
− nF(q
2 − µ)
−ip0 + q2 + (q+ p)2 + {p0 → −p0}
]
(C118)
By appropriately regrouping the individual terms we then verify that
δijK
(p,QBT)′
ij (P ) = −
p2
4
χQBT(p0, p)− 6e¯2
ˆ
q
(2q+ p)2[q2 + (q+ p)2]
p20 + [q
2 + (q+ p)2]2
(
1− nF(q2 − µ)− nF(q2 + µ)
)
+
9
4
e¯2
ˆ
q
(2q+ p)2[q2 + (q+ p)2]
p20 + [q
2 + (q+ p)2]2
[q2p2 − (q · p)2]
q2(q+ p)2
(
1− nF(q2 − µ)− nF(q2 + µ)
)
− 9
4
e¯2
ˆ
q
(2q+ p)2[(q+ p)2 − q2]
p20 + [(q+ p)
2 − q2]2
[q2p2 − (q · p)2]
q2(q+ p)2
(
nF(q
2 − µ) + nF(q2 + µ)
)
. (C119)
We conclude that the full transverse QBT contribution according to Eq. (C111) is given by
K
(QBT)′
T (p0, p) = −
1
2p2
(
p20 +
p4
4
)
χQBT(p0, p) + 6e¯
2
ˆ
q
(
1− nF(q2 − µ)− nF(q2 + µ)
)
− 3e¯2
ˆ
q
(2q+ p)2[q2 + (q+ p)2]
p20 + [q
2 + (q+ p)2]2
(
1− nF(q2 − µ)− nF(q2 + µ)
)
+
9
8
e¯2
ˆ
q
(2q+ p)2[q2 + (q+ p)2]
p20 + [q
2 + (q+ p)2]2
[q2p2 − (q · p)2]
q2(q+ p)2
(
1− nF(q2 − µ)− nF(q2 + µ)
)
− 9
8
e¯2
ˆ
q
(2q+ p)2[(q+ p)2 − q2]
p20 + [(q+ p)
2 − q2]2
[q2p2 − (q · p)2]
q2(q+ p)2
(
nF(q
2 − µ) + nF(q2 + µ)
)
. (C120)
Let us now discuss the convergence properties of the momentum integral. For p0 = µ = T = 0 we have
K
(QBT)′
T (0, p)|µ=T=0 = −
p2
8
χQBT(0, p)|µ=T=0 + 3e¯2
ˆ κ
q
(
2− (2q+ p)
2
q2 + (q+ p)2
[
1− 3
8
q2p2 − (q · p)2
q2(q+ p)2
])
. (C121)
The integrand behaves like 3e¯2 p
2
q2 + O(q−4) for large momenta and thus introduces a spurious divergence for p 6= 0
similar to the one of the longitudinal response. This divergence can be removed by a suitable subtraction. For this
note that the non-infinite physical part of Eq. (C121) µ = T = 0 satisfies K
(QBT)
T (0, p) = Cp
3 with some constant
C. For the present work, the value of C is not important, since we only consider the homogeneous or quasi-static
limits, where p2 is small compared to all the other energy scales, and so C cannot be resolved. We therefore chose a
minimalistic subtraction where only the divergent part is removed. The manifestly finite expression for the transverse
QBT contribution for p ≥ 0 is then given by
K
(QBT)
T (p0, p) = −
1
2p2
(
p20 +
p4
4
)
χQBT(p0, p) + 3e¯
2
ˆ
q
{(
1− nF(q2 − µ)− nF(q2 + µ)
)[
2− (2q+ p)
2[q2 + (q+ p)2]
p20 + [q
2 + (q+ p)2]2
+
3
8
(2q+ p)2[q2 + (q+ p)2]
p20 + [q
2 + (q+ p)2]2
[q2p2 − (q · p)2]
q2(q+ p)2
]
− p
2
q2
}
− 9
8
e¯2
ˆ
q
(2q+ p)2[(q+ p)2 − q2]
p20 + [(q+ p)
2 − q2]2
[q2p2 − (q · p)2]
q2(q+ p)2
(
nF(q
2 − µ) + nF(q2 + µ)
)
. (C122)
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This formula constitutes the main result of this section. The integral in the last line vanishes in the homogeneous
limit p→ 0, but it dominates in the quasi-static limit, as will be shown in the next section.
We can use Eq. (C122) to verify that longitudinal
and transverse response coincide in the homogeneous
limit. By employing Eq. (C16) for the p → 0 limit of
χQBT(p0, p) we obtain
K
(QBT)
T (p0, 0)
= 4e¯2
ˆ
q
p20
p20 + 4q
4
[
1− nF(q2 − µ)− nF(q2 + µ)
]
,
(C123)
which coincides with K
(QBT)
L (p0, 0) derived in Sec. C 3.
As a result, the homogeneous response in the normal
state can be computed consistently from either χ, KL,
or KT within our approximation.
5. Quasi-static limit
In this section we compute the normal state response
functions in the quasi-static limit
p2  ω. (C124)
Note that we use units 2m∗ = 1 here, so that v = pFm∗ =
2
√|µ|. Importantly, for p > 0 we have to distinguish
between longitudinal and transverse response. We first
discuss the upper band contribution in some detail, then
easily modify this result to obtain the lower band contri-
bution, and eventually compute the QBT contribution.
Since the explicit formulas for the response at T = 0
provide a particularly clear example to demonstrate the
procedure we apply here, we will discuss the zero tem-
perature results in considerable detail. We limit the dis-
cussion to the fully symmetric case of x = δ = 0.
In order to perform the quasi-static limit in a mathe-
matically unambiguous way we introduce the dimension-
less variables
ωˆ =
ω
vp
, pˆ0 =
p0
vp
, s =
p2
ω
, s′ =
p2
p0
, (C125)
assuming p0 > 0. In a scheme with natural units ~ =
kB = 2m
∗ = 1, every observable O (at zero temperature
for simplicity) can be expressed as
O = O(ω, p, µ) = (energy)α1F
( ω
vp
,
p2
ω
)
, (C126)
where the prefactor is a (typically simple) fraction of
powers of ω, p, v, i.e. ωα2pα3vα4 , with some exponents
α1,...,4. The scaling function F (ωˆ0, s) then allows to
study the quasi-static limit by taking the limit s → 0
(or s′ → 0) for fixed ωˆ. The analytic continuation
ipˆ0 → ωˆ+ i0 may be performed at any point in the com-
putation and does not influence the procedure.
We start with the upper band contribution to the den-
sity response function given by Eq. (C7),
χup(p0, p) = −2e¯2
ˆ
q
nF(εq)
ip0 + εq − εq+p + {p0 → −p0}
=
e¯2
4pi2
ˆ ∞
0
dq nF(q
2 − µ)
× q
p
ln
( ip0 − p2 − 2qp
ip0 − p2 + 2qp
)
+ {p0 → −p0},
(C127)
where in the second line we evaluated the angular integral
by means of
ˆ 1
−1
dx
1
a+ bx
=
1
b
ln
(a+ b
a− b
)
(C128)
for Im(a) 6= 0. At zero temperature, assuming µ = |µ| >
0, we can further evaluate the integral by means of
ˆ
dq q ln(aq + b)
=
b
2a
q − 1
4
q2 +
1
2
(
q2 − b
2
a2
)
ln(aq + b), (C129)
and so after analytic continuation with ip0 = ω+i0 arrive
at the fully frequency and momentum dependent expres-
sion
χup(ω, p) =
n0e¯
2
m∗
3
2v2
(C130)
×
[
1 +
pF
2p
(
1− (ω − p
2)2
v2p2
)
ln
(−ω + p2 + vp− i0
−ω + p2 − vp− i0
)
+
pF
2p
(
1− (ω + p
2)2
v2p2
)
ln
(ω + p2 + vp+ i0
ω + p2 − vp+ i0
)]
.
with
n0 =
p3F
3pi2
=
|µ|3/2
3pi2
. (C131)
The density response function allows to compute the lon-
gitudinal component of the dielectric function and con-
ductivity.
In order to access the transverse component of the up-
per band response we consider the current response KT.
The diamagnetic contribution reads
K
(d,up)
T (p0, p) = 4e¯
2
ˆ
q
nF(q
2 − µ) = 2ne¯2 = ne¯
2
m∗
.
(C132)
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For the paramagnetic contribution we find
K
(p,up)
T (p0, p) =
1
2
(
δij − pipj
p2
)
K
(p,up)
ij (p0,p)
= −4e¯2
ˆ
q
(
q2 − (q · p)
2
p2
) nF(εq)
ip0 + εp+p − εq + {p0 → −p0}
= − e¯
2
2pi2
ˆ ∞
0
dq nF(q
2 − µ)
[
q2 +
q3
p
(
1− (ip0 + p
2)2
4p2q2
)
× ln
( ip0 + p2 + 2pq
ip0 + p2 − 2pq
)]
+ {p0 → −p0}, (C133)
where we have used
ˆ 1
−1
dx
1− x2
a+ bx
=
1
b
[2a
b
+
(
1− a
2
b2
)
ln
(a+ b
a− b
)]
(C134)
for the angular integration with Im(a) 6= 0. The term
proportional to [q2 + {p0 → −p0}] in Eq. (C133)
reads −ne¯2, and so only partially cancels the diamag-
netic contribution. At zero temperature, assuming again
µ = |µ| > 0, we can compute the momentum integral by
means of
ˆ
dq q3
(
1− b
2
a2q2
)
ln
(b+ aq
b− aq )
=
bq
6a
(
q2 − 3b
2
a2
)
+
1
4
(
q2 − b
2
a2
)2
ln
(b+ aq
b− aq
)
. (C135)
Adding the diamagnetic term and performing the ana-
lytic continuation we then arrive at
K
(up)
T (ω, p) =
n0e¯
2
m∗
3
8
[
1 + 3
( ω
vp
)2
+
( p2
vp
)2
− pF
2p
[
1−
(ω + p2
vp
)2]2
ln
(ω + p2 + vp+ i0
ω + p2 − vp+ i0
)
− pF
2p
[
1−
(ω − p2
vp
)2]2
ln
(−ω + p2 + vp− i0
−ω + p2 − vp− i0
)]
.
(C136)
Let us now perform the quasi-static limit according
to the procedure described in Eq. (C126) for the zero
temperature results with µ = |µ| > 0, and then generalize
the approach to T ≥ 0 and arbitrary µ. Equation (C130)
can be written as
χup(ω, p) =
n0e¯
2
m∗
3
2v2
F1
( ω
vp
,
p2
ω
)
(C137)
with scaling function
F1(ωˆ, s) = 1 +
1
4sωˆ
[
1− ωˆ2(1− s)2
]
ln
(−1 + s+ 1ωˆ − i0
−1 + s− 1ωˆ − i0
)
+
1
4sωˆ
[
1− ωˆ2(1 + s)2
]
ln
(1 + s+ 1ωˆ + i0
1 + s− 1ωˆ + i0
)
= 2− ωˆ ln
( ωˆ + 1 + i0
ωˆ − 1 + i0
)
+O(s2). (C138)
In the limit s = p
2
ω → 0 the response function becomes
lim
s→0
χup(ω, p) =
n0e¯
2
m∗
3
v2
[
1− ω
2vp
ln
(ω + vp+ i0
ω − vp+ i0
)]
.
(C139)
Expanding this expression for ω  vp by using
ln(ω+vp+i0ω−vp+i0 ) = ln(
vp+ω
vp−ω )− ipi, we obtain
χup(ω, p) =
n0e¯
2
m∗
3
v2
[
1 +
pi
2
iω
vp
−
( ω
vp
)2
+ . . .
]
. (C140)
Analogously, we can write K
(up)
T (ω, p) as
K
(up)
T (ω, p) =
n0e¯
2
m∗
3
8
F2
( ω
vp
,
p2
ω
)
(C141)
with
F2(ωˆ, s) = 1 + 3ωˆ
2 + ωˆ2s2
− 1
4sωˆ
[
1− ωˆ2(1− s)2
]2
ln
(−1 + s+ 1ωˆ − i0
−1 + s− 1ωˆ − i0
)
− 1
4sωˆ
[
1− ωˆ2(1 + s)2
]2
ln
(1 + s+ 1ωˆ + i0
1 + s− 1ωˆ + i0
)
= 4ωˆ2 + 2ωˆ(1− ωˆ2) ln
( ωˆ + 1 + i0
ωˆ − 1 + i0
)
+O(s2).
(C142)
We then arrive at
lim
s→0
K
(up)
T (ω, p) =
n0e¯
2
m∗
3
2
[( ω
vp
)2
+
ω
2vp
[
1−
( ω
vp
)2]
× ln
(ω + vp+ i0
ω − vp+ i0
)]
, (C143)
and so for ω  vp we have
K
(up)
T (ω, p) = −
n0e¯
2
m∗
3pi
4
iω
vp
[
1 +
4
pi
iω
vp
−
( ω
vp
)2
+ . . .
]
.
(C144)
Although the results of the previous paragraph relied
on using the explicit response function at zero temper-
ature, the applied method can be generalized to other
systems where the momentum integration cannot neces-
sarily be performed analytically. To illustrate this point,
we rederive the T = 0 expressions for the upper band
from a different approach. To do so, we first notice that
the first line of Eq. (C127) can be written as
χup(p0, p) =
e¯2
pi2
µ3/2
p0
F3
( p0
vp
,
p2
p0
)
(C145)
with scaling function (qˆ = q/
√
µ)
F3(pˆ0, s
′) =
ˆ 1
0
dqˆ
ˆ 1
−1
dx
qˆ2( 1pˆ0 qˆx+ s
′)
1 + ( 1pˆ0 qˆx+ s
′)2
. (C146)
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Crucially, the integrand of F3 can be expanded in powers
of s′ yielding a simplified integral that can be evaluated
explicitly. We have
F3(pˆ0, s
′) =
ˆ 1
0
dqˆ
ˆ 1
−1
dx
[ pˆ0qˆ3x
pˆ20 + qˆ
2x2
+
pˆ20qˆ
2(pˆ20 − qˆ2x2)
(pˆ20 + qˆ
2x2)2
s′ +O(s′2)
]
= 2pˆ20s
′
[
1− ipˆ0
2
ln
( ipˆ0 + 1
ipˆ0 − 1
)]
+O(s′2),
(C147)
and so
lim
s′→0
χup(p0, p) =
2e¯2µ3/2
pi2
1
v2
[
1− ip0
2vp
ln
( ip0 + vp
ip0 − vp
)]
,
(C148)
which reproduces Eq. (C139) after analytic continuation.
For the transverse response we rewrite Eq. (C133) as
K
(p,up)
T (p0, p) = −
2e¯2
pi2
µ5/2
p0
F4
( p0
vp
,
p2
p0
)
(C149)
with
F4(pˆ0, s
′) =
ˆ 1
0
dqˆ
ˆ 1
−1
dx
qˆ4(1− x2)( 1pˆ0 qˆx+ s′)
1 + ( 1pˆ0 qˆx+ s
′)2
=
ˆ 1
0
dqˆ
ˆ 1
−1
dx
[ pˆ0qˆ5(1− x2)x
pˆ20 + qˆ
2x2
+
pˆ20qˆ
4(1− x2)(pˆ20 − qˆ2x2)
(pˆ20 + qˆ
2x2)2
s′ +O(s′2)
]
= 4pˆ20s
′
[1
3
+
pˆ20
2
− ipˆ0
4
(
1 + pˆ20
)
ln
( ipˆ0 + 1
ipˆ0 − 1
)]
+O(s′2). (C150)
Hence
lim
s′→0
K
(p,up)
T (p0, p) =
n0e¯
2
m∗
[
−1− 3
2
( p0
vp
)2
+
3ip0
4vp
[
1 +
( p0
vp
)2]
ln
( ip0 + vp
ip0 − vp
)]
.
(C151)
The first term is cancelled by the diamagnetic contribu-
tion n0e¯
2
m∗ . After analytic continuation we then recover
Eq. (C143) for the whole response function. These two
examples illustrate how defining the scaling function as
an integral and then expanding the integrand in powers
of s′ (or s) is an efficient way to compute the quasi-static
limit. Furthermore, it enables us to extend the analy-
sis to more complicated setups, as we expound in the
following.
First we aim to extend the previous discussion to
nonzero temperature. Since this introduces an additional
energy scale T , the scaling functions will also depend on
Tˆ = T/µ. This dependence, on the other hand, is unim-
portant for the limiting procedures involved, and we may
say that temperature takes a pure spectator role in the
quasi-static limit. With qˆ = q/
√
µ we write the Fermi–
Dirac distribution in dimensionless form as
nF(q
2 − µ) = (e q
2−µ
T + 1)−1
= (e
qˆ2−1
T/µ + 1)−1 =: nˆF (qˆ2 − 1). (C152)
The scaling functions F3 and F4 in Eqs. (C145) and
(C149) then readily generalize to
F3(pˆ0, s
′) =
ˆ ∞
0
dqˆ
ˆ 1
−1
dx nˆF (qˆ
2 − 1)
qˆ2( 1pˆ0 qˆx+ s
′)
1 + ( 1pˆ0 qˆx+ s
′)2
= 2pˆ20s
′
ˆ ∞
0
dqˆ nˆF (qˆ
2 − 1) qˆ
2
pˆ20 + qˆ
2
+O(s′2)
(C153)
and
F4(pˆ0, s
′) =
ˆ ∞
0
dqˆ
ˆ 1
−1
dx nˆF (qˆ
2 − 1)
×
qˆ4(1− x2)( 1pˆ0 qˆx+ s′)
1 + ( 1pˆ0 qˆx+ s
′)2
= 4pˆ20s
′
ˆ ∞
0
dqˆ nˆF (qˆ
2 − 1)qˆ2
×
[
1− ipˆ0
2qˆ
ln
( ipˆ0 + qˆ
ipˆ0 − qˆ
)]
+O(s′2). (C154)
In these limits the response functions become
lim
s′→0
χup(p0, p) = 4e¯
2p2
ˆ
q
nF(q
2 − µ)
p20 + 4q
2p2
, (C155)
lim
s′→0
K
(up)
T (p0, p) = e¯
2
ˆ
q
nF(q
2 − µ) ip0
qp
ln
( ip0 + 2qp
ip0 − 2qp
)
.
(C156)
In addition, these formulas can be applied for any sign of
the chemical potential.
The contribution from the lower band can now easily
be obtained by a sign change µ→ −µ. We are left with
lim
s′→0
χlow(p0, p) = 4e¯
2p2
ˆ
q
nF(q
2 + µ)
p20 + 4q
2p2
, (C157)
lim
s′→0
K
(low)
T (p0, p) = e¯
2
ˆ
q
nF(q
2 + µ)
ip0
qp
ln
( ip0 + 2qp
ip0 − 2qp
)
.
(C158)
In the sum of the contributions from the upper and lower
bands, the chemical potential only enters through the
Fermi functions by means of nF(q
2 − µ) + nF(q2 + µ).
At zero temperature this reduces to θ(|µ| − q2). Conse-
quently, the zero temperature formulas derived above for
µ > 0 apply to the whole intraband contribution after
replacing µ→ |µ| in the formulas.
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Let us now turn to the longitudinal QBT contribution.
Starting from Eq. (C5) and performing the Matsubara
sum according to Eq. (C116) we arrive at
χQBT(p0, p) = 6e¯
2
ˆ
q
q2p2 − (q · p)2
4q2(q+ p)2
[
nF(q
2 + µ)
ip0 + q2 − (q+ p)2
+
nF(q
2 − µ)
−ip0 + q2 − (q+ p)2 +
1− nF(q2 + µ)
ip0 + q2 + (q+ p)2
+
−nF(q2 − µ)
−ip0 + q2 + (q+ p)2
]
+ {p0 → −p0}
= 12e¯2
ˆ
q
q2p2 − (q · p)2
4q2(q+ p)2
[
q2 + (q+ p)2
p20 + [q
2 + (q+ p)2]2
−
(
nF(q
2 − µ) + nF(q2 + µ)
)
×
( [q2 + (q+ p)2]
p20 + [q
2 + (q+ p)2]2
+
(q+ p)2 − q2
p20 + [(q+ p)
2 − q2]2
)]
.
(C159)
The zero temperature response reads
χQBT(p0, p) =
3e¯2
4pi2
p2
p0
ˆ ∞
0
dq
ˆ 1
−1
dx
×
[
θ(q2 − |µ|)Xˆ − θ(|µ| − q2)Yˆ
]
(C160)
with
Xˆ = p0
q2(1− x2)
q2 + 2qpx+ p2
2q2 + 2qpx+ p2
p20 + (2q
2 + 2qpx+ p2)2
(C161)
=
1
4pˆ20s
′ qˆ
2(1− x2)
1
4pˆ20s
′ qˆ2 +
1
pˆ0
qˆx+ s′
1
2pˆ20s
′ qˆ
2 + 1pˆ0 qˆx+ s
′
1 + [ 1
2pˆ20s
′ qˆ2 +
1
pˆ0
qˆx+ s′]2
,
Yˆ = p0
q2(1− x2)
q2 + 2qpx+ p2
p2 + 2qpx
p20 + (p
2 + 2qpx)2
(C162)
=
1
4pˆ20s
′ qˆ
2(1− x2)
1
4pˆ20s
′ qˆ2 +
1
pˆ0
qˆx+ s′
s′ + 1pˆ0 qˆx
1 + [s′ + 1pˆ0 qˆx]
2
.
The expansion of Xˆ misses an infrared singularity of´ 1
−1 dx Xˆ at q =
√
ω/2 after analytic continuation. This
effect, however, is only visible at finite temperature, and
we discuss it below when computing the quasi-static re-
sult for T > 0. Here we take the limit s′ → 0 and have
Xˆ =
2pˆ20(1− x2)
qˆ2
s′ − 12pˆ
3
0x(1− x2)
qˆ3
s′2 +O(s′3),
Yˆ =
pˆ0qˆx(1− x2)
pˆ20 + qˆ
2x2
+
pˆ20(1− x2)(pˆ20 − 4pˆ20x2 − qˆ2x2 − 4qˆ2x4)
(pˆ20 + qˆ
2x2)2
s′ +O(s′2).
(C163)
We introduce the scaling function F7 according to
χQBT(p0, p) =
3e¯2
4pi2
p2
√|µ|
p0
F7
( p0
vp
,
p2
p0
)
(C164)
with
F7(pˆ0, s
′) =
ˆ ∞
0
dqˆ
ˆ 1
−1
dx
[
θ(qˆ2 − 1)Xˆ − θ(1− qˆ2)Yˆ
]
' 4
3
s′
(
2pˆ20 +
ˆ 1
0
dqˆ
pˆ20
qˆ5
[
qˆ3 + 6pˆ20qˆ
− 3ipˆ0
2
(qˆ2 + 2pˆ20) ln
( ipˆ0 + qˆ
ipˆ0 − qˆ
)])
=
4
3
s′pˆ20
[
1− 3
2
pˆ20 +
3ipˆ0
4
(1 + pˆ20) ln
( ipˆ0 + 1
ipˆ0 − 1
)]
.
(C165)
After analytic continuation we are left with
lim
s′→0
χQBT(ω, p) =
e¯2
4pi2
p2√|µ|
(
1 +
3
2
( ω
vp
)2
+
3ω
4vp
[
1−
( ω
vp
)2]
ln
(ω + vp+ i0
ω − vp+ i0
))
.
(C166)
In the limit ω  vp we obtain
χQBT(ω, p) =
e¯2
4pi2
p2√|µ|
[
1− 3pi
4
iω
vp
+ 3
( ω
vp
)2
+ . . .
]
.
(C167)
We now turn to the transverse QBT response given in
Eq. (C122). We introduce the function kT(p0, p) accord-
ing to
K
(QBT)
T (p0, p) = −
1
2p2
(
p20 +
p4
4
)
χQBT(P ) + kT(p0, p).
(C168)
In the quasi-static limit we neglect p4/4 compare to p20
and so
lim
s′→0
K
(QBT)
T (p0, p) = lim
s′→0
[
− p
2
0
2p2
χQBT(P ) + kT(p0, p)
]
.
(C169)
Since we already know the s′ → 0 limit of χQBT, we only
need to consider kT in the following. At zero temperature
we have
kT(p0, p) = 3e¯
2
ˆ
q
([
2− (2q+ p)
2[q2 + (q+ p)2]
p20 + [q
2 + (q+ p)2]2
+
3
8
(2q+ p)2
p2
p0q2
Xˆ
]
θ(q2 − |µ|)− p
2
q2
)
− 9
8
e¯2
ˆ
q
θ(|µ| − q2)(2q+ p)2 p
2
p0q2
Yˆ (C170)
with Xˆ and Yˆ from Eqs. (C161)-(C163). We introduce
the scaling function F8 through
kT(p0, p) =
3e¯2
4pi2
|µ|3/2F8
( p0
vp
,
p2
p0
)
(C171)
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with
F8(pˆ0, s
′) =
ˆ ∞
0
dqˆ
ˆ 1
−1
dx
{
θ(qˆ2 − 1)
×
[
2qˆ2 − qˆ2
( 1
pˆ20s
′ qˆ
2 + 2pˆ0 qˆx+ s
′)( 1
2pˆ20s
′ qˆ
2 + 1pˆ0 qˆx+ s
′)
1 + ( 1
2pˆ20s
′ qˆ2 +
1
pˆ0
qˆx+ s′)2
+
3
2
(
qˆ2 + 2pˆ0qˆxs
′ + pˆ20s
′2
)
s′Xˆ
]
− 4s′2pˆ20
}
− 3
2
ˆ ∞
0
dqˆ
ˆ 1
−1
dx θ(1− qˆ2)
(
qˆ2 + 2pˆ0qˆxs
′ + pˆ20s
′2
)
s′Yˆ .
(C172)
Using the above expansion of Xˆ and Yˆ in powers of s′
we identify the leading contribution to be given by
F8(pˆ0, s
′)
= s′2
ˆ ∞
0
dqˆ
ˆ 1
−1
dx
{
θ(qˆ2 − 1)
[
5pˆ20 +
8pˆ40
qˆ2
− 3pˆ20x2
]
− 4pˆ20
}
− 3
2
s′2
ˆ ∞
0
dqˆ
ˆ 1
−1
dx θ(1− qˆ2)
× pˆ
2
0qˆ
2(1− x2)[pˆ20(1− 2x2)− qˆ2x2(1 + 2x2)]
(pˆ20 + qˆ
2x2)2
+O(s′3).
(C173)
The remaining integrals can be evaluated explicitly. Im-
portantly, the regularization introduced in Eq. (C122)
for the transverse response is critical to make the first
integral finite. The contribution from the first integral
to F8 is given by
ˆ ∞
0
dqˆ
[
−8pˆ20θ(1− qˆ2) +
16pˆ40
qˆ2
θ(qˆ2 − 1)
]
= −pˆ20(1− 2pˆ20).
(C174)
The full scaling function reads
F8(pˆ0, s
′) = −2s′2pˆ20
(
5− 13
2
pˆ20 (C175)
− 3ipˆ0
4
(1 + pˆ20) ln
( ipˆ0 + 1
ipˆ0 − 1
))
+O(s′3).
We include the density response according to Eq. (C169)
and analytically continue to arrive at
lim
s→0
K
(QBT)
T (ω, p) = −
15e¯2
8pi2
p2
√
µ
[
1 +
4
3
( ω
vp
)2]
×
[
1− 3
10
( ω
vp
)2
− 3ω
20vp
(
1−
( ω
vp
)2)
ln
(ω + vp+ i0
ω − vp+ i0
)]
. (C176)
In the limit ω  vp we find
K
(QBT)
T (ω, p) = −
15e¯2
8pi2
p2
√
µ (C177)
×
[
1 +
3pii
20
ω
vp
+
11
15
( ω
vp
)2
+ . . .
]
.
For computing the quasi-static limit of the QBT con-
tributions at nonzero temperatures, it is crucial to first
study the angular integral over (p0 times) Xˆ from Eq.
(C161). We define
fX(q) =
ˆ 1
−1
dx
q2(1− x2)
q2 + 2qpx+ p2
× 2q
2 + 2qpx+ p2
−(ω + i0)2 + (2q2 + 2qpx+ p2)2 . (C178)
The density response after analytic continuation can then
be expressed as
χQBT(ω, p)
=
3e¯2
4pi2
p2
ˆ ∞
0
dq [1− nF(q2 − µ)− nF(q2 + µ)]fX(q)
− 3e¯
2
4pi2
p2
p0
ˆ ∞
0
dq
ˆ 1
−1
dx [nF(q
2 − µ) + nF(q2 + µ)]Yˆ .
(C179)
It is easy to verify that the function fX(q) becomes sin-
gular at q =
√
ω
2 for p→ 0 in both its real and imaginary
part. For instance, the imaginary part can be obtained
by applying Im 1E+i0 = −pi δ(E) and reads
ImfX(q) = θ(2qp− |ω − 2q2 − p2|)
piq(1− [ω−2q2−p22qp ]2)
4p(ω − q2) .
(C180)
This expression is nonzero for ω > p2/2, in which
case its support is limited to the interval q2 ∈
[
ω−p
√
2ω−p2
2 ,
ω+p
√
2ω−p2
2 ]. In particular, for p → 0 it
becomes sharply peaked at q2 = ω/2 with
lim
p→0
ImfX(q) =
pi
3
√
2ω
δ
(
q −
√
ω
2
)
(C181)
Similarly, also the real part of fX(q) has a singularity
at q =
√
ω/2. This implies a nontrivial contribution to
the first integral in Eq. (C179) which is missed upon
expanding Xˆ according to Eq. (C163) before evaluating
the x-integration. At zero temperature, the Fermi dis-
tribution limits the momentum integration to the region
with q2 > |µ|. This misses the singularity of fX(q) since
ω
2 < |µ| in the quasi-static limit, and so the expansion of
Xˆ is valid. At nonzero temperature, on the other hand,
the Fermi distribution gives a nonzero weight to all mo-
menta q, and thus the singular region of the integrand
contributes to the final expression. Furthermore, it is
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easy to see that the analytical structure of this p2/ω → 0
contribution is identical to the homogeneous result, al-
though for ω  |µ|, and so Eq. (C179) can generally be
written as
χQBT(ω, p) = χQBT(ω)
− 3e¯
2
4pi2
p2
p0
ˆ ∞
0
dq
ˆ 1
−1
dx [nF(q
2 − µ) + nF(q2 + µ)]Yˆ ,
(C182)
where χQBT(ω) is the homogeneous result. The contri-
bution from the remaining integral is regular and can be
obtained by expanding Yˆ as in Eq. (C163). The final re-
sult for the longitudinal QBT contribution to εL =
4piχ
p2
as a function of ωˆ = ω/(vp) reads
lim
s→0
ε
(QBT)
L (ω, p) = ε
(QBT)(ω)
+
e2
4pi20
√
2m∗
|µ|
ˆ ∞
0
dqˆ
nˆF (qˆ
2 − 1) + nˆF (qˆ2 + 1)
qˆ2
×
[
1− 6
( ωˆ
qˆ
)2
− 3ωˆ
2qˆ
[
1− 2
( ωˆ
qˆ
)2]
ln
( ωˆ + qˆ + i0
ωˆ − qˆ + i0
)]
,
(C183)
with nˆF (qˆ
2±1) = nF(q2±µ) defined in Eq. (C152). The
homogeneous result is given by
ε(QBT)(ω) =
e2
2pi20
√
2m∗
|µ|
ˆ ∞
0
dqˆ qˆ2
× 1− nˆF (qˆ
2 − 1)− nˆF (qˆ2 + 1)
−( ω2µ + i0)2 + qˆ4
. (C184)
The transverse contribution for T > 0 can be treated
in a similar fashion by isolating the homogeneous contri-
bution from kT(ω, p) and expanding the remaining terms
in powers of s. We write kT(p0, p) = kT(p0, 0)+ k˜T(p0, p)
with
k˜T(p0, p) = kT(p0, p)− kT(p0, 0)
=
3e¯2
4pi2
|µ|3/2F8
( p0
vp
,
p2
p0
)
− {p0 → 0}, (C185)
where F8(pˆ0, s
′) is obtained from the formal expansion of
F8 =
ˆ ∞
0
dqˆ
ˆ 1
−1
dx
{
[1− nˆF (qˆ2 − 1)− nˆF (qˆ2 + 1)]
×
[
2qˆ2 − qˆ2
( 1
pˆ20s
′ qˆ
2 + 2pˆ0 qˆx+ s
′)( 1
2pˆ20s
′ qˆ
2 + 1pˆ0 qˆx+ s
′)
1 + ( 1
2pˆ20s
′ qˆ2 +
1
pˆ0
qˆx+ s′)2
+
3
2
(
qˆ2 + 2pˆ0qˆxs
′ + pˆ20s
′2
)
s′Xˆ
]
− 4s′2pˆ20
}
− 3
2
ˆ ∞
0
dqˆ
ˆ 1
−1
dx [nˆF (qˆ
2 − 1) + nˆF (qˆ2 + 1)]
×
(
qˆ2 + 2pˆ0qˆxs
′ + pˆ20s
′2
)
s′Yˆ (C186)
in powers of s′. We obtain
F8(pˆ0, s
′) = 16s′2pˆ40
ˆ ∞
0
dqˆ
1− nˆF (qˆ2 − 1)− nˆF (qˆ2 + 1)
qˆ2
− 2s′2pˆ20
ˆ ∞
0
dqˆ [nˆF (qˆ
2 − 1) + nˆF (qˆ2 + 1)]
×
[
5− 3pˆ
2
0
qˆ2
+
3ipˆ30
2qˆ3
log
( ipˆ0 + qˆ
ipˆ0 − qˆ
)]
+O(s′3).
(C187)
Crucially, after multiplication with |µ|3/2 in Eq. (C185),
the first term is proportional to p20/
√|mu|, and so is
cancelled upon subtracting the homogeneous result with
p = 0. In contrast, the second term is proportional to√
µp, and thus not eliminated by the subtraction. We
conclude that after analytic continuation we have
lim
s→0
kT(ω, p) = kT(ω)− 3e¯
2
8pi2
√
µp2
×
ˆ ∞
0
dqˆ [nˆF (qˆ
2 − 1) + nˆF (qˆ2 + 1)]
×
[
5 +
3ωˆ2
qˆ2
− 3ωˆ
3
2qˆ3
log
( ωˆ + qˆ + i0
ωˆ − qˆ + i0
)]
,
(C188)
where kT(ω) is the homogeneous contribution. Adding
the contribution from the density response, we obtain
the transverse contribution to εT = − 4piω2KT as
lim
s→0
ε
(QBT)
T (ω, p) = εQBT(ω)
+
15e2
32pi2ε0
√
2m∗
|µ|
ˆ ∞
0
dqˆ
nˆF (qˆ
2 − 1) + nˆF (qˆ2 + 1)
qˆ2
×
[( ωˆ
qˆ
)−2
+
1
3
+
8
5
( ωˆ
qˆ
)2
+
ωˆ
10qˆ
[
1− 8
( ωˆ
qˆ
)2]
log
( ωˆ + qˆ + i0
ωˆ − qˆ + i0
)]
. (C189)
Appendix D: Superconducting state response
In this section we apply the general formulas for the
superconducting case derived in Sec. B 3 to the case of an
s-wave singlet superconductor. We confine the discussion
to the homogeneous limit and assume x = δ = 0.
1. Intraband contribution
We first derive the response functions for the single
bands. For the dispersions of the upper and lower band,
respectively, we write
εq = q
2 − µ, Eq =
√
ε2q + ∆
2, (D1)
fq = −q2 − µ, Fq =
√
f2q + ∆
2. (D2)
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The order parameter is assumed to be real and we denote
the gap amplitude as |∆| = ∆. For the upper band we
have
Gup(Q) =
−iq0 + εq
q20 + E
2
q
12 =
( u2q
iq0 + Eq
+
v2q
iq0 − Eq
)
12,
Fup(Q) =
∆
q20 + E
2
q
σ2 = uqvq
( 1
iq0 + Eq
− 1
iq0 − Eq
)
σ2,
with the usual factors
u2q =
1
2
(
1 +
εq
Eq
)
, v2q =
1
2
(
1− εq
Eq
)
. (D3)
The propagator in the superconducting states is given
by Eq. (B84), with εq → fq for the lower band. The
diamagnetic contribution resulting from Eq. (B54) for
the upper band is given by
K
(d,upper)
ij (P ) = −2e¯2δij tr
ˆ
Q
e−iq0ηGup(Q)
= 4e¯2δij
ˆ
q
[1
2
(
1− εq
Eq
)
+
εq
Eq
nF(Eq)
]
.
(D4)
It is of the form 2e¯2δijnupper with
nupper = 2
ˆ
q
[1
2
(
1− εq
Eq
)
+
εq
Eq
nF(Eq)
]
(D5)
the density of quasiparticles in the upper band. The
corresponding diamagnetic term for the lower band reads
K
(d,lower)
ij (P ) = −4e¯2δij
ˆ
q
[1
2
(
1− fq
Fq
)
+
fq
Fq
nF(Fq)
]
.
(D6)
The opposite overall sign compared to Eq. (D4) is due
to gij = − 12mδij12 for the lower band. For ∆ → 0 we
recover the normal state results
K
(d,upper)
ij (P )→ 4e¯2δij
ˆ
q
nF(q
2 − µ), (D7)
K
(d,lower)
ij (P )→ −4e¯2δij
ˆ
q
[
1− nF(q2 + µ)
]
, (D8)
given in Eqs. (C74) and (C83). In both the normal and
superconducting state, the lower band contribution has
an infinite part −4e¯2δij
´
q
1. We already encountered
this unphysical divergence in Sec. C 3, and discuss how
to treat it at the end of this section.
The density and paramagnetic response functions for
the upper band result from Eqs. (B53) and (B55). We
have
χupper(P )
= −2e¯2
ˆ
Q
(−iq0 + εq)[−i(q0 + p0) + εq+p]−∆2
[(q0 + p0)2 + E2q+p](q
2
0 + E
2
q )
(D9)
and
K
(p,upper)
ij (P ) = 2e¯
2
ˆ
Q
(2qi + pi)(2qj + pj)
× (−iq0 + εq)[−i(q0 + p0) + εq+p] + ∆
2
[(q0 + p0)2 + E2q+p](q
2
0 + E
2
q )
.
(D10)
The resulting response functions are real and we can drop
the imaginary part in the following considerations. To see
this employ the Matsubara sum formula
T
∑
n
−iq0b− i(q0 + p0)a
[q20 + a
2][(q0 + p0)2 + b2]
=
ip0[nF(a)− nF(b)]
p20 + (a− b)2
(D11)
and subsequently use that
ˆ
q
(. . . )
ip0
p20 + (Eq − Eq+p)2
(
nF(Eq)− nF(Eq+p)
)
= 0
(D12)
due to the symmetry of the integrands. We conclude that
χupper(P ) = −2e¯2
ˆ
Q
−(q0 + p0)q0 + εqεq+p −∆2
[(q0 + p0)2 + E2q+p](q
2
0 + E
2
q )
,
(D13)
K
(p,upper)
ij (P ) = 2e¯
2
ˆ
Q
(2qi + pi)(2qj + pj)
× −(q0 + p0)q0 + εqεq+p + ∆
2
[(q0 + p0)2 + E2q+p](q
2
0 + E
2
q )
. (D14)
Analogously, the lower band contributions are given by
χlower(P ) = −2e¯2
ˆ
Q
−(q0 + p0)q0 + fqfq+p −∆2
[(q0 + p0)2 + F 2q+p](q
2
0 + F
2
q )
,
(D15)
K
(p,lower)
ij (P ) = 2e¯
2
ˆ
Q
(2qi + pi)(2qj + pj)
× −(q0 + p0)q0 + fqfq+p + ∆
2
[(q0 + p0)2 + F 2q+p](q
2
0 + F
2
q )
. (D16)
These expressions for the single bands result in the usual
phenomenology of conventional superconductors.
In the homogeneous limit with nonvanishing frequency
p0 6= 0 we have
K
(p,upper)
ij (p0 6= 0, 0)
=
8
3
e¯2δij
ˆ
Q
q2
−(q0 + p0)q0 + E2q
[(q0 + p0)2 + E2q ](q
2
0 + E
2
q )
= 0, (D17)
K
(p,lower)
ij (p0 6= 0, 0)
=
8
3
e¯2δij
ˆ
Q
q2
−(q0 + p0)q0 + F 2q
[(q0 + p0)2 + F 2q ](q
2
0 + F
2
q )
= 0, (D18)
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which is analogous to K
(p,intra)
ij (p0 6= 0, 0) = 0 in the
normal phase, see Eq. (C80). Here we use the Matsubara
sum
T
∑
n
−(q0 + p0)q0 + a2
[(q0 + p0)2 + a2](q20 + a
2)
= 0, (D19)
which holds for every bosonic frequency p0 = 2pimT 6= 0.
For p0 = 0 we find
K
(p,upper)
L,T (0) := limp→0
K
(p,upper)
L,T (0, p)
=
8
3
e¯2
ˆ
Q
q2
−q20 + E2q
(q20 + E
2
q )
2
=
8
3
e¯2
ˆ
q
q2
∂
∂Eq
nF(Eq), (D20)
which vanishes for T = 0 and reduces to −2e¯2nupper for
∆ = 0 (after partial integration). As a result, both the
total longitudinal and transverse current response
K
(upper)
L,T (0) = K
(d,upper)
L,T (0) +K
(p,upper)
L,T (0) (D21)
do not vanish for ∆ 6= 0 within RPA. For the lower band
contribution we similarly have
K
(p,lower)
L,T (0) =
8
3
e¯2
ˆ
q
q2
∂
∂Fq
nF(Fq). (D22)
Since K
(p,intra)
T (p0, 0) vanishes for p0 6= 0 we conclude
that the intraband contribution to the homogeneous re-
sponse function σ(ω) = 4piiε0ω KT(ω, 0) is given entirely
by the diamagnetic term. As observed below Eq. (D6)
the integral for the lower band contribution is not fi-
nite and leads to the same infinite additive contribution
K
(d,intra)
T (0) ∼ −4e¯2δij
´
q
1 as in the normal state. As
expounded in detail in Sec. C 3, this infinite constant
does not contribute to the optical response function in
the normal state, and is absent when calculating σ(ω)
from the density response function. The correct inter-
pretation of Eq. (D6) is thus to subtract this infinite
term when computing σ(ω) by replacing
K
(d,lower)
T (P )→ −4e¯2
ˆ
q
[1
2
(
1− fq
Fq
)
+
fq
Fq
nF(Fq)− 1
]
,
(D23)
and the corresponding total intraband contribution for
p0 6= 0 reads
K
(intra)
T (p0, 0) = K
(d,intra)
T (p0, 0)
→ 4e¯2
ˆ
q
(
1− εq
2Eq
[1− 2nF(Eq)] + fq
2Fq
[1− 2nF(Fq)]
)
.
(D24)
2. QBT contribution (zero chemical potential)
We analyse the QBT contributions to the optical re-
sponse in the s-wave singlet superconducting case for
µ = 0. The vanishing of the chemical potential allows
us to discuss the qualitative features and problems of the
RPA in a simple case. The gap matrix reads ∆ˆ = ∆γ45
with ∆ chosen real, and the matrix in Eq. (B87) is eas-
ily inverted for µ = 0 to yield the propagator in the
parametrization (B66) with
G(Q) =
−iq014 +H
q20 + q
4 + ∆2
, (D25)
F (Q) = Fˆ (Q) =
∆γ45
q20 + q
4 + ∆2
. (D26)
The density response is then found to be
χ(p0, p) = −e¯2
ˆ
Q
tr
[
GQ+PGQ − FQ+P FˆQ
]
= −4e¯2
ˆ
Q
−(q0 + p0)q0 + da(q+ p)da(q)−∆2
[(q0 + p0)2 + (q+ p)4 + ∆2](q20 + q
4 + ∆2)
.
(D27)
Using Eq. (C2) and the intraband contributions (they
are equal for µ = 0) given by
χupper(p0, p) = χlower(p0, p)
= −2e¯2
ˆ
Q
−(q0 + p0)q0 + (q+ p)2q2 −∆2
[(q0 + p0)2 + (q+ p)4 + ∆2][q20 + q
4 + ∆2]
,
(D28)
we arrive at the QBT contribution
χQBT(p0, p)
= 6e¯2
ˆ
Q
q2p2 − (q · p)2
[(q0 + p0)2 + (q+ p)4 + ∆2](q20 + q
4 + ∆2)
.
(D29)
Importantly we have χQBT(p0 6= 0, 0) = 0, in contrast
to the intraband expressions. For small p we then have
ZQBT(p0) = limp→0
χQBT(p0,p)
p2 with
ZQBT(p0) = 4e¯
2
ˆ
Q
q2
[(q0 + p0)2 + q4 + ∆2](q20 + q
4 + ∆2)
= 8e¯2
ˆ
Q
q2
[p20 + 4(q
4 + ∆2)](q20 + q
4 + ∆2)
,
(D30)
where in the last line we assumed p0 to be nonzero.
The total diamagnetic contribution vanishes according
to
K
(d)
ij (P ) = −
√
3e¯2Λaij tr
ˆ
Q
e−iq0ηγaG(Q) = 0. (D31)
The single band diamagnetic contributions for µ = 0 read
K
(d,upper)
L,T (P ) = 4e¯
2
ˆ
q
[1
2
(
1− q
2
Eq
)
+
q2
Eq
nF(Eq)
]
,
(D32)
K
(d,lower)
L,T (P ) = −4e¯2
ˆ
q
[1
2
(
1 +
q2
Eq
)
− q
2
Eq
nF(Eq)
]
(D33)
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with Eq = Fq =
√
q4 + ∆2, and so the intraband dia-
magnetic contribution is given by
K
(d,intra)
L,T (P ) = −4e¯2
ˆ
q
q2√
q4 + ∆2
[1− 2nF(
√
q4 + ∆2)]
= −8e¯2
ˆ
Q
q2
q20 + q
4 + ∆2
. (D34)
We deduce the diamagnetic QBT contribution to be
K
(d,QBT)
L,T (P ) = 8e¯
2
ˆ
Q
q2
q20 + q
4 + ∆2
. (D35)
In order to compute the paramagnetic QBT contribu-
tion recall that in the homogeneous limit (p = 0, p0 6= 0)
we have
K
(QBT)
L (p0, 0) = K
(QBT)
T (p0, 0) (D36)
Using the same manipulations as in Eqs. (??)-(??) we
obtain
K
(p)
L,T(p0, 0) =
1
3
δijK
(p)
ij (p0, 0)
=
1
4
e¯2δijΛ
a
jlΛ
b
ik
ˆ
Q
4qkqltr
[
GQ+p0γaG
Qγb
+ FQ+p0(γa)
T FˆQγb
]
= e¯2
(2
3
δabδkl +
1
2
JabcΛ
c
kl
)ˆ
Q
qkql
× tr
[
GQ+p0γaG
Qγb + F
Q+p0(γa)
T FˆQγb
]
(D37)
with
tr
[
GQ+p0γaG
Qγb + F
Q+p0(γa)
T FˆQγb
]
= 4
[−(q0 + p0)q0 − q4 + ∆2]δab + 2da(q)db(q)
[(q0 + p0)2 + q4 + ∆2](q20 + q
4 + ∆2)
. (D38)
We used γTa = γ45γaγ45. After angular integration we
then arrive at
K
(p)
L,T(p0, 0)
= 4e¯2
ˆ
Q
q2
− 103 (q0 + p0)q0 − 23q4 + 103 ∆2
[(q0 + p0)2 + q4 + ∆2](q20 + q
4 + ∆2)
.
(D39)
We subtract the intraband contributions
K
(p,upper)
L,T (p0, 0) = K
(p,lower)
L (p0, 0)
=
8
3
e¯2
ˆ
Q
q2
−(q0 + p0)q0 + q4 + ∆2
[(q0 + p0)2 + q4 + ∆2](q20 + q
4 + ∆2)
,
(D40)
which again are identical, and arrive at
K
(p,QBT)
L,T (p0, 0)
= 8e¯2
ˆ
Q
q2
−(q0 + p0)q0 − q4 + ∆2
[(q0 + p0)2 + q4 + ∆2](q20 + q
4 + ∆2)
.
(D41)
This result holds for both p0 6= 0 and p0 = 0 as we have
not yet evaluated the Matsubara sum of the loop. For
p0 6= 0 we can use Eq. (D19) to arrive at
K
(p,QBT)
L,T (p0 6= 0, 0)
= −16e¯2
ˆ
Q
q6
[(q0 + p0)2 + q4 + ∆2](q20 + q
4 + ∆2)
= −32e¯2
ˆ
Q
q6
[p20 + 4(q
4 + ∆2)](q20 + q
4 + ∆2)
, (D42)
and so
K
(QBT)
L,T (p0 6= 0, 0) = 8e¯2
ˆ
q
p20 + 4∆
2
p20 + 4(q
4 + ∆2)
q2
q20 + q
4 + ∆2
= (p20 + 4∆
2)ZQBT(p0, 0). (D43)
In the last line we compare the expression with Eq. (D30)
obtained from the density response. Setting p0 = 0 in Eq.
(D41), on the other hand, we obtain
K
(p,QBT)
L,T (0) = 8e¯
2
ˆ
Q
q2
−q20 − q4 + ∆2
(q20 + q
4 + ∆2)2
= −8e¯2
ˆ
Q
q2
q20 + q
4 + ∆2
+ 16e¯2∆2
ˆ
Q
q2
(q20 + q
4 + ∆2)2
= −K(d,QBT)L,T (0) + 16e¯2∆2
ˆ
Q
q2
(q20 + q
4 + ∆2)2
. (D44)
This implies that the total QBT contribution
K
(QBT)
L,T (0) > 0 for ∆ 6= 0, implying a nonzero
contribution to the superfluid density. Furthermore,
evaluating the Matsubara summations we find
K
(QBT)
T (p0 6= 0, 0) = 4e¯2
ˆ
q
q2
(p20 + 4∆
2)[1− 2nF(Eq)]
Eq(p20 + 4E
2
q )
,
K
(QBT)
T (0) = 4e¯
2∆2
ˆ
q
q2
( 1
E3q
[1− 2nF(Eq)]
+
2
E2q
∂
∂Eq
nF(Eq)
)
, (D45)
and so
lim
p0→0
K
(QBT)
T (p0, 0) 6= K(QBT)T (0) for µ = 0. (D46)
Compare this to the contrary result in Eq. (D75) for
finite chemical potential.
3. QBT contribution (finite chemical potential)
Let us now turn to the superconducting response for
finite chemical potential. We restrict the analysis to the
transverse component of the current response function.
The total paramagnetic response from Eq. (B56) for p =
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0 reads
K
(p)
T (p0, 0) =
1
3
δijK
(p)
ij (p0, 0) = e¯
2 ΛaliΛ
b
ik
ˆ
Q
qkql
× tr
[
GQ+p0γaG
Qγb + F
Q+p0(γa)
T FˆQγb
]
.
(D47)
We use the shorthand Q+ p0 = (q0 + p0,q). The propa-
gator derived from Eqs. (B90) is given by
GQ = MQ[−(iq0 + µ)1 +H], (D48)
FQ = ∆MQγ45, (D49)
FˆQ = (FQ)† = ∆γ45MQ, (D50)
where we introduce
MQ =
XQ1 + 2µH
(q20 + E
2
q )(q
2
0 + F
2
q )
, (D51)
XQ = q20 + q
4 + µ2 + ∆2. (D52)
We also write
DQup = q
2
0 + E
2
q ,
DQlow = q
2
0 + F
2
q
for the denominators of the single band propagators. We
only need to evaluate the real part of the diagram as the
imaginary part vanishes upon integration over Q. We
have
Re tr(GQ+p0γaG
Qγb) = [−(q0 + p0)q0 + µ2]tr(MQ+p0γaMQγb)− µ
[
tr(MQ+p0HγaM
Qγb) + tr(M
Q+p0γaM
QHγb)
]
+ tr(MQ+p0HγaM
QHγb), (D53)
tr(FQ+p0(γa)
T FˆQγb) = ∆
2 tr(MQ+p0γaM
Qγb), (D54)
and these traces can be evaluated according to
tr(MQ+p0γaM
Qγb) =
1
DQ+p0up D
Q
upD
Q+p0
low D
Q
low
[
XQ+p0XQtr(γaγb) + 4µ
2tr(HγaHγb)
]
, (D55)
tr(MQ+p0HγaM
Qγb) =
1
DQ+p0up D
Q
upD
Q+p0
low D
Q
low
2µ
[
XQq4tr(γaγb) +X
Q+p0tr(HγaHγb)
]
, (D56)
tr(MQ+p0γaM
QHγb) =
1
DQ+p0up D
Q
upD
Q+p0
low D
Q
low
2µ
[
XQ+p0q4tr(γaγb) +X
Qtr(HγaHγb)
]
, (D57)
tr(MQ+p0HγaM
QHγb) =
1
DQ+p0up D
Q
upD
Q+p0
low D
Q
low
[
4µ2q8tr(γaγb) +X
Q+p0XQtr(HγaHγb)
]
, (D58)
and subsequent Clifford algebra for the traces on the right hand side. The remaining contractions and angular
integrations can be performed by means of
ΛaliΛ
b
ikqkqltr(γaγb) =
40
3
q2, (D59)
ΛaliΛ
b
ik
ˆ
q
qkql tr(HγaHγb) f(q
2) = −8
3
ˆ
q
q6 f(q2), (D60)
where f(q2) is some function, and so we arrive at
K
(p)
T (p0, 0) =
8
3
e¯2
ˆ
Q
q2
1
DQ+p0up D
Q
upD
Q+p0
low D
Q
low
([
−5(q0 + p0)q0 + 5µ2 + 5∆2 − q4
]
XQ+p0XQ
− 8µ2q4(XQ+p0 +XQ) + 4µ2q4
[
(q0 + p0)q0 − µ2 −∆2 + 5q4
])
. (D61)
Now we subtract the single band contributions given by
K
(p,upper)
T (p0, 0) =
8
3
e¯2
ˆ
Q
q2
−(q0 + p0)q0 + E2q
DQ+p0up D
Q
up
, (D62)
K
(p,lower)
T (p0, 0) =
8
3
e¯2
ˆ
Q
q2
−(q0 + p0)q0 + F 2q
DQ+p0low D
Q
low
, (D63)
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which leaves us with the superconductor QBT contribution
K
(p,QBT)
T (p0, 0) = 4e¯
2
ˆ
Q
q2
[
−(q0 + p0)q0 − q4 + µ2 + ∆2
]( 1
DQ+p0up D
Q
low
+
1
DQ+p0low D
Q
up
)
+
16
3
µe¯2
ˆ
Q
q4
( 1
DQ+p0up D
Q
up
− 1
DQ+p0low D
Q
low
)
− 64
3
µ2e¯2
ˆ
Q
q6
(q0 + p0)
2 + q20 + 2(q
4 + µ2 + ∆2)
DQ+p0up D
Q
upD
Q+p0
low D
Q
low
. (D64)
Note that since we have not yet performed the Matsubara summation in this expression, we can use this formula to
compute both K
(p,QBT)
T (p0 6= 0, 0) and K(p,QBT)T (0). In the latter case we have to set p0 = 0 in the integral before
performing the Matsubara summation. It is then easy to verify that for both p0 = 2pimT 6= 0 and p0 = 0 we have the
following two identities of sums:
T
∑
n
−(q0 + p0)q0 − q4 + µ2 + ∆2
DQ+p0up D
Q
low
= T
∑
n
−(q0 + p0)q0 − q4 + µ2 + ∆2
DQ+p0low D
Q
up
, (D65)
T
∑
n
(q0 + p0)
2 + q20 + 2(q
4 + µ2 + ∆2)
DQ+p0up D
Q
upD
Q+p0
low D
Q
low
=
1
4q2µ
T
∑
n
( 1
DQ+p0up D
Q
up
− 1
DQ+p0low D
Q
low
)
. (D66)
Whereas the first identity implies that we can simplify the first line in Eq. (D64), the second identity implies that
the second and third line in Eq. (D64) cancel. We then arrive at the conveniently short expression
K
(p,QBT)
T (p0, 0) = 8e¯
2
ˆ
Q
q2
−(q0 + p0)q0 − q4 + µ2 + ∆2
DQ+p0up D
Q
low
, (D67)
which constitutes the main result of this section.
The simple expression for K
(p,QBT)
T (p0, 0) obtained in
the previous paragraph allows us to compute the QBT
contribution to the superfluid density and optical con-
ductivity. Since the total diamagnetic contribution also
vanishes for µ 6= 0 (due to a similar argument as in Eq.
(D31) for µ = 0) we have
K
(d,QBT)
T (0) = −K(d,intra)T (0)
= 4e¯2
ˆ
Q
(q2 − µ
DQup
+
q2 + µ
DQlow
)
= 2e¯2
ˆ
q
(q2 − µ
Eq
[1− 2nF(Eq)]
+
q2 + µ
Fq
[1− 2nF(Fq)]
)
. (D68)
The paramagnetic contribution to the p → 0 limit, on
the other hand, is given by
K
(p,QBT)
T (0) = 8e¯
2
ˆ
Q
q2
−q20 − q4 + µ2 + ∆2
DQupD
Q
low
= −2e¯2
ˆ
q
(q2 − µ− ∆2µ
Eq
[1− 2nF(Eq)]
+
q2 + µ+ ∆
2
µ
Fq
[1− 2nF(Fq)]
)
. (D69)
Note that, like in the normal phase, both expressions in-
dividually contain ultraviolet divergent momentum inte-
grals but their sum is finite. Hence the expressions again
need to be understood with a finite but large momentum
cutoff. Equations (D68) and (D69) reveal that the dia-
magnetic term is nullified by parts of the paramagnetic
term and the remainder is given by
K
(QBT)
T (0) =
2∆2e¯2
µ
ˆ
q
( 1
Eq
[1− 2nF(Eq)]
− 1
Fq
[1− 2nF(Fq)]
)
(D70)
=: 2e¯2n(QBT)s
with QBT contribution to the superfluid density
n(QBT)s =
∆2
µ
ˆ
q
( 1
Eq
[1− 2nF(Eq)]− 1
Fq
[1− 2nF(Fq)]
)
.
(D71)
This expression remains finite for vanishing chemical po-
tential (since Eq − Fq → 0 in this limit) and we have
n(QBT)s → 2∆2
ˆ
q
q2
[ 1
E3q
[1− 2nF(Eq)] + 2
E2q
∂
∂Eq
nF(Eq)
]
(D72)
for µ→ 0, with Eq =
√
q4 + ∆2, see Eq. (D45).
To compute the conductivity we evaluate Eq. (D67)
for arbitrary p0 which yields
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K
(p,QBT)
T (p0, 0) = 8e¯
2
ˆ
q
q2
p40 + 4p
2
0(q
4 + µ2 + ∆2) + 16µ2q4
[(
−p20q2(q2 − µ) + 4µq2(µ2 + ∆2 − µq2)
) 1
Eq
[1− 2nF(Eq)]
+
(
−p20q2(q2 + µ)− 4µq2(µ2 + ∆2 + µq2)
) 1
Fq
[1− 2nF(Fq)]
]
. (D73)
Combining this with the diamagnetic contribution from Eq. (D68) we obtain
K
(QBT)
T (p0, 0) = 2e¯
2
ˆ
q
1
p40 + 4p
2
0(q
4 + µ2 + ∆2) + 16µ2q4
×
[(
p40(q
2 − µ) + 4p20(q2 − µ)(µ2 + ∆2) + 16µq4∆2
) 1
Eq
[1− 2nF(Eq)]
+
(
p40(q
2 + µ) + 4p20(q
2 + µ)(µ2 + ∆2)− 16µq4∆2
) 1
Fq
[1− 2nF(Fq)]
]
. (D74)
In particular we verify that
lim
p0→0
K
(p,QBT)
T (p0, 0) = K
(p,QBT)
T (0) for µ 6= 0. (D75)
After analytic continuation the conductivity is given by
σ(QBT)(ω) = − 4pi0
i(ω + i0)
K
(QBT)
T (ω, 0). (D76)
For small ω, the conductivity diverges like
σ(QBT)(ω → 0) = 4pii0
( 1
ω
− pi
2
iδ(ω)
)
lim
ω→0
K
(QBT)
T (ω, 0)
=:
(pi
2
δ(ω) + i
1
ω
)n′(QBT)e2
m∗
(D77)
with
n′(QBT) =
4pi0m
∗
e¯2
lim
ω→0
K
(QBT)
T (ω, 0) = n
(QBT)
s , (D78)
where we used Eq. (D75).
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