In the above paper, I made several errors related to the coding of missing data. Upon discovery, I contacted the editors who asked me to prepare a short memo explaining the errors and to replicate the analyses exactly as presented in the original article. These analyses have been published in ASR. As suggested by a reviewer, however, modeling decisions that may have been appropriate using the previous version of the data may not be appropriate using the corrected version. In the following memo, I revisit modeling decisions and present alternative models.
Errors
I made an error in the coding of the dependent variable, infidelity. Persons with the same spouse in consecutive years, who reported more than one sex partner since the date of the last interview, were defined as unfaithful. However, because Stata treats missing values as positive infinity, I inadvertently coded 246 cases in which the respondent was missing a sex partner count as adulterous. Unfortunately, 1 missing responses on this variable are not random (i.e., persons who failed to answer are more likely to have cheated) (Munsch 2012; Whisman and Snyder 2007) . In order to minimize the bias that can be introduced by ignoring non-random missing observations (Allison 2001; Little and Rubin 2002; Porter and Ecklund 2012) , I coded 48 respondents (57 observations) with the same spouse in consecutive years who explicitly refused to disclose their number of sex partners since the last interview as unfaithful. All other sources of missing data (e.g., non-interview, valid skips) retained missing values. In order to reduce the possibility of erroneously coding respondents as adulterous who were simply uncomfortable answering questions about sex, I also required that respondents identified in this way provided their number of sex partners in at least two other years. Because analysis required complete data on all variables, these respondents also answered all other questions used in the analyses including questions about other sensitive topics like income. 2 In light of this error, I reviewed all files associated with this project and discovered five additional variables in which I mistakenly assigned real values to non-attritioned respondents with missing data: same married relationship (a component variable used to create infidelity), full-time student, hours worked, number of children, and child under 5. With the exception of hours worked, I recoded these cases as missing. Recoding hours worked in this way, however, resulted in a large amount of missing data; 1092 respondents (10.2%) had complete data for all variables except hours worked. Moreover, like number of sex partners, missing responses were not random. (For example, for men, 680 cases (15.3%) were missing; for women, 412 cases (6.6%) were missing.) Consequently, because hours worked was included because time spent at work may affect both relative income and exposure to opportunities for extramarital sex, I looked for an alternative measure of work time with little or no missing data. I located I thank Professor Elizabeth McClintock for bringing this error this to my attention. 1 I also created an additional infidelity variable in which all missing responses (including refusals) were coded as missing.
2 Given space constraints, I do not describe these models. All coefficients of interest are directionally consistent, although not always statistically significant at p < .05. the alternative measure, weeks worked, defined as the total number of weeks worked at any job since last interview date, and used this variable, instead of hours worked, in the models that follow. 3
Estimation
As noted above, modeling decisions that may have been appropriate using the previous version of the data may not be appropriate using the corrected version. Accordingly, as advised by Weakliem (2016) , I relied on a combination of likelihood ratio tests and exploration of the Akaike information criterion (AIC) as a means of model selection to decide among a set of candidate models advanced in the relative income literature. In light of recent work by Betrand, Kamenica, and Pan (2015) , I modeled the 4 association between relative income and infidelity as a linear, curvilinear, and discontinuous relationship. In light of Gupta (2007) , I examined the independent effects of absolute income and absolute spousal income. Otherwise, with the exception of hours worked, all models include the same controls. Again, I estimate effects separately by gender and present the models including relationship satisfaction and conflict, which were only assessed through 2008, independently.
Results
Respondents were unfaithful in 6.2 percent of the observations, compared with 10 percent previously reported. Men and women were unfaithful in 7.8 and 5.1 percent of the observations, respectively (compared to 12.0 and 9.0 percent). As before, men were more likely to cheat than women and there were evident gender differences in relative income, absolute income, and spousal income (See Table 1 ). I began by estimating the effect of relative income on the likelihood of infidelity for men. I then compared this model to a model including both a linear and quadratic term for relative income to allow for the relationship to be nonlinear. Inclusion of the square improved model fit (χ 2 = 4.72, p = 0.030). There was no support for an independent effect of absolute income or absolute spousal income on infidelity and comparisons revealed that the inclusion of these variables did not improve overall model fit. Model inference using AIC yielded the same conclusion. Thus, I present the results of the simpler model. This decision is further justified by inspection of the variance inflation factors which revealed multicollinearity (VIFs above 3) when estimating models including both relative and absolute income. Table 2 , Model 1 contains the estimates for the effect of relative income on the log odds of infidelity for men. The negative coefficient on the linear term (β = -0.352, p = 0.034) and the positive coefficient on the quadratic term (β = 0.462, p = 0.029) indicate that the relationship between economic dependency and infidelity is first negative and then positive. Model 2 controls for relationship satisfaction and conflict and reveals a similar pattern (β = -0.497, p = 0.046; β = 0.709, p = 0.023). Figures 1 and 2 depict the probability of infidelity as a function of relative income estimated from Models 1 and 2. Figure 1 has been rescaled to illustrate the overall pattern of variation across different levels of relative income, as well as the magnitude of effects for each group (Cleveland 1993; Morgan, Reichert, and Harrison 2002) . For the sake of comparison, Figure 2 is drawn on the same scale as the original. According to the To be sure, weeks worked differs from hours worked and is a less precise measure of time spent at work. Thus, I also I 3 simulated missing values for hours worked out of a multivariate normal distribution using Markov Chain Monte Carlo separately for men and women. Twenty data sets were simulated. Again, given space constraints, I do not present these models; however, the results are virtually identical in terms of both significance and magnitude. Weakliem (1999 Weakliem ( , 2016 does not recommend the use of BIC for model selection. 4 figures, men who contribute equally have a predicted probability of 0.026 (Model 1); men who are completely dependent have a predicted probability of 0.057 (Model 1). When relative income equals 0.35, or 67.5 percent of the couple's total, the relationship changes direction. Between economic dependency scores of .35 and 1, the figure shows a weak upward trend in the predicted probability of cheating. These men have a predicted probability of 0.025, whereas complete breadwinners have a predicted probability of 0.029 (Model 1). Predicted probabilities derived from Model 2 reveal a similar pattern. As in the original paper, it is worth reiterating, the more prominent trend is the increase in the probability that men will engage in infidelity that occurs as they become more economically dependent.
I also modeled the relationship between relative income and infidelity as discontinuous with an indicator variable ("economic dependence") equal to 1 when respondents make less money than their spouse (Betrand, Kamenica, and Pan 2015) . Results from these models also appear in Table 2 and reveal that men are more likely to engage in infidelity when they are economically dependent (β = 0.418, p = 0.025, Model 3; β = 0.699, p = 0.015, Model 4). Because the curvilinear and discontinuous models are not nested, a direct comparison of the two is difficult; however, the AIC allows me to assess the relative quality of both models. The lowest value of the AIC occurs for the discontinuous model (2178); however, the AIC for the curvilinear model is virtually identical (2179). Thus, I conclude both models are acceptable. More importantly, both models lead to the same substantive conclusion: for men, dependency is associated with increased infidelity. Table 3 presents the estimates for women. Model selection followed the same procedure described above. Beginning with the effect of relative income, I found that the addition of the quadratic term did not substantially improve the overall fit of the model (χ 2 = 0.36, p = 0.546). Inclusion of absolute income and its square, however, did improve model fit, as did the addition of absolute spousal earnings (χ 2 = 8.97, p = 0.030). Model selection using AIC led to the same conclusion. All variance inflation factors are below 3.
Model 5 reveals a negative relationship between women's relative income and infidelity: as relative income increases, infidelity decreases (β = -0.651, p = 0.010). Model 6 controls for relationship satisfaction and conflict and reveals a similar pattern, although the coefficient is not statistically significant at the standard 5 percent level of significance (β = -0.674, p = 0.060). Predicted probabilities estimated from Models 5 and 6 are indistinguishable. Completely dependent women have a predicted probability of 0.033 (Model 5) or 0.031 (Model 6). Equal earners have a predicted probability of 0.018 (Model 5) or 0.016 (Model 6). Women who are complete breadwinners have a predicted probability of 0.009 (Model 5) or 0.008 (Model 6). As above, I also modeled the relationship between relative income and infidelity as discontinuous. (Models 7 and 8) . The binary variable "economic dependence" is not a significant predictor of infidelity for women in either model. Thus, for women, what seems to matter is relative income as opposed to simply making more or less money than one's spouse.
Lastly, I retested the claim that the influence of dependency on infidelity is greater for men than for women. In redoing my analysis, however, a reviewer pointed out that coefficients in binary regression models are confounded with residual variation. Thus, it is inadvisable to make cross-group comparisons by comparing xtlogit coefficients (e.g., Allison 1999; Mood 2010; Long and Mustillo 2017; Williams 2009 ). Rather, methodologists advise examining group differences with probabilities (Landerman, Mustillo, and Land 2011; Long and Mustillo 2017; Mood 2010) . Following the method outlined by Long and Mustillo (2017) , I first asked if equally economically dependent men and women differ in their predicted probability of infidelity holding other variables constant at their subgroup mean. To answer this question, I estimated a joint model mathematically equivalent to models 1 and 5, computed the predicted probability of infidelity for economically dependent men and women at each value of relative income, and tested whether there were gender differences in the probability of infidelity at each value. For persons with relative income scores between 0 and -.6, there is a significant gender difference (p < 0.05). For persons with relative income scores above -.6, however, the gender difference is not significant. Following a similar procedure, I also estimated a joint model relying on the discontinuous relative income variable "economic dependency" (akin to models 3 and 7). Here, the difference in predicted probabilities between economically dependent men and women is significant (p = 0.005).
Just because the probability of infidelity for economically dependent men and women differs, at least at some values, does not mean that economic dependence has different effects on the probability of infidelity for both men and women. To answer this question, I computed the discrete change in the probability of infidelity as relative income decreased from 0 to -1 for each group and computed the group difference in the effect of economic dependency on infidelity as a second difference. Although the figure suggests that the probability of infidelity increases more rapidly for economically dependent men than economically dependent women, this difference is not significant (p = 0.367). Using the discontinuous specification, this change is also not significant (p = 0.168). 
