ABSTRACT This paper considers stabilizing traffic videos recorded by vehicle-mounted cameras. Compared with videos recorded by handheld cameras, traffic videos suffer from more challenges, such as dynamic scenes, dominant foreground objects, and significant parallax. As conventional video stabilization methods usually estimate a homography only from background feature trajectories and warp frames with that homography, they may not obtain enough number of background feature trajectories, especially in the existence of large moving vehicles or strong parallax, and cannot obtain a precise homography to stabilize videos. To resolve this issue, this paper proposes a novel method that makes use of foreground feature trajectories to assist background feature trajectories in stabilizing traffic videos. More specifically, the stabilized views of foreground trajectories are obtained through solving a spatial-temporal optimization. Then, background feature trajectories, together with foreground feature trajectories and their stabilized views, are used to compute the desired homography, which is implemented to stabilize videos. To further improve the stabilization performance, this paper proposes a block-based strategy, which divides each frame into a few equal blocks and attempts to maintain the balance of the numbers of feature trajectories of blocks by evenly extracting feature points and compensating discontinuous feature trajectories if necessary. The experimental results confirm that the proposed method is superior to several state-of-the-art methods in stabilizing traffic videos, especially when there are large moving objects and/or parallax.
I. INTRODUCTION
Nowadays videos are used to record people's daily lives [1] , [2] . People often preserve meaningful activities, such as travels and parties, with handheld cameras. In recent years, to assist drivers to grasp and control vehicles, vision system plays an important role in an intelligent vehicle system, in which car cameras are also placed in front of cars to record traffic situations [3] , [4] . Due to the lack of professional stabilizing instruments, these amateur videos may suffer from the jitter of unsteady cameras. Such instability will degrade the quality of the acquired videos and affect the performance of subsequent processes such as video coding or video surveillance. Compared with videos captured by handheld cameras, it is more challenging to stabilize traffic videos due to the following reasons.
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• Traffic videos suffer from stronger and higher-frequency shakiness because of the cameras being mounted on moving vehicles [4] , [5] .
• It is quite common in traffic videos that large moving objects, such as cars, may occupy a substantial portion of frames and significantly complicate the camera jitter estimation [5] .
• Parallax is more common in traffic videos and hard to dealt with perfectly [2] . In the literature, there are many video stabilization methods, which usually firstly generate feature trajectories, then distinguish background and foreground trajectories and estimate the camera motion only with the background feature trajectories [1] , [6] . When these methods are implemented to traffic videos, they may encounter the following problems.
• Most methods distinguish background and foreground feature trajectories based on the assumption that the background occupies the majority of each frame [6] , [7] .
When large foreground objects exist, this background majority assumption does not hold any longer and may yield wrong classification between background and foreground feature trajectories, which may damage or even break the video stabilization procedure.
• When dominant moving objects occupy a substantial portion of frames or strong parallax exists, we can not obtain an enough number of background feature trajectories to precisely estimate the camera motion, which could significantly degrade the video stabilization performance [5] , [6] .
To address the above challenges, this paper proposes a novel method, whose procedure is shown in Fig. 1 . That method firstly extracts feature trajectories from each frame, and implements a feedback-based strategy in [5] to divide feature trajectories into foreground and background feature trajectories. For the obtained background feature trajectories, some simple smoothing techniques, such as low-pass filtering, are implemented to yield their stabilized views. In order to compute the stabilized views of foreground feature trajectories, a temporal-spatial optimization is solved. That optimization is based on the fact that the same camera jitter is shared by both background and foreground feature trajectories, and formulated by both original and stabilized views of full-frame trajectories. With the obtained background and foreground feature trajectories and their stabilized views, we can compute a homography for each frame, with which we warp frames and stabilize the traffic video. Moreover, we implement a block-based strategy, which partitions each frame into multiple blocks and attempts to maintain the even distribution of feature trajectories in blocks by considering discontinuous feature trajectories when a block does not have an enough number of continuous trajectories. This block-based strategy can enhance the robustness of the proposed traffic video stabilization method.
The remainder of this paper is organized as follows. Section II presents the related work. Section III presents the details of our stabilization method and also provides a refining block-based strategy to further improve stabilization performance. Section IV compares our method with some state-of-the-art stabilization methods through some example videos. Concluding remarks are placed in Section V.
II. RELATED WORK
In the literature, some traffic video stabilization methods are developed based on certain a prior information. In [4] , a method is built upon the lane-line matching between the camera coordinate and the image plane. Zhang et al. estimated vehicle movement based on the central sub-image [3] . However, these methods may be invalid in the case of large or many vehicles. Recently, a feedback-based method is proposed, which classifies all feature trajectories into foreground and background trajectories, then the camera jitter is estimated with only background ones [5] . As the camera motion estimation in [5] relies on the background feature trajectories, the estimation accuracy and video stabilization performance may significantly degrade when the available background feature trajectories are too few, e.g., there are many or large moving cars. Due to the lack of traffic video stabilization methods, some stabilization methods devised for videos with handheld cameras have to be considered. These methods includes three types, including 2D, 3D and 2.5D methods.
2D methods aim to stabilize videos containing planar motion. Through image matching technologies, such as feature matching, 2D methods usually model the camera motion with inter-frame transformation matrix sequences [8] , [9] , [10] . Then some filtering methods [11] , [12] are used to produce smoothed matrices, with which we stabilize frames. Grundmann et al. limited different orders of derivatives of calculated camera path to smooth each frame [13] . Joshi et al. created an uncomplicated method to produce hyperlapse videos. This method selects the best frames, which simultaneously considered the speed-up ratio and the smoothness of camera path. Meanwhile, Liu et al. [7] and Zhang et al. [14] introduced the ''as-similar-as-possible'' idea to make the motion estimation more robust. In general, 2D methods are usually implemented with low complexity and robust against planar camera motions, but may cause mistakes when parallax exists.
3D methods can solve the problems caused by parallax. Such methods record the feature trajectories and reconstruct the 3D locations of them with Structure from Motion (SFM) technique [15] . For the generation of stabilized frames, 3D methods are more complicated than 2D methods due to their motion models. Buehler et al. [16] got the smoothed locations of feature points by limiting the speed of the projected feature points to be constant. Liu et al. developed a content-preserving warp for 3D video stabilization [2] . In [17] , video stabilization is solved with an additional depth sensor, such as a Kinect camera. In [18] , Smith et al. employed a space-time optimization to create the virtual camera path according to the camera array. However, due to the implementation of SFM, 3D methods usually process videos much slower than 2D methods.
Recently, inspired by 2D and 3D methods, researchers developed 2.5D methods based on continuous feature trajectories. In [19] , Liu et al. proposed a novel method which use different strategies based on different scenes. Liu et al. [20] extracted 2D feature trajectories and utilized the subspace constraints [21] on feature trajectories when smoothing the camera path and parallax is handled by the content preserving warping [22] . However, this method can not deal with the dynamic scenes of videos with rapidly moving background. To resolve such issues, [22] and [23] introduced the time-view reprojection to stabilize videos. In [6] , Liu et al. designed a specific optical flow by enforcing strong spatial coherence and further extended it to meshflow for spatially-variant motion representation [24] . Lai et al. [25] stabilized videos combining the hyperlapse and the method in [6] . However, the method in [6] , [23] - [25] may fail when large foreground objects exist and occupy more than half of frame images. The feedback-based strategy in [5] is also a 2.5D method, which only takes the background feature trajectories for the camera jitter estimation, and may not work well when the available background feature trajectories are too few. In [26] , both background and foreground feature trajectories are used to estimate the camera motion and stabilize traffic videos by solving an optimization, and can steadily work in the case of large or many moving vehicles. As stabilized views of background and foreground feature trajectories are all generated by the concerned optimization in [26] , the computational complexity of that optimization is high, which limits the video stabilization speed. Based on the aforementioned 2.5D methods, particularly [5] and [26] , this paper proposes a novel method, which assists the background feature trajectories with the foreground feature trajectories, and can well stabilize traffic videos, even when foreground objects dominate frames, at a faster speed than [26] .
III. VIDEO STABILIZATION METHOD ASSISTED BY FOREGROUND FEATURE TRAJECTORIES A. MATHEMATICAL MODELS
Our method is based on 2D feature trajectories. At each frame, we firstly extract an certain number of Harris corners [27] as feature points and calculate the FREAK, SURF or other feature descriptor [28] - [31] for each feature point. Then the feature trajectories are comprised with the nearest neighbor matching method, which finds the best matching between FREAK descriptors at adjacent frames. To further avoid mismatching between feature points and trajectories, we employ the spectral matching technique [32] , [33] . In this paper, we mainly consider continuous feature trajectories 1 , which cover at least 2ω + 1 consecutive frames with ω being a positive constant. At frame t, if a trajectory comes from the background, its coordinate is denoted as P B t while P F t represents the coordinate of a trajectory generated by a foreground object.
We define the movement of two types of feature trajectories from frame t to frame t + 1 as
where V B t , V F t are the inter-frame movement of each trajectory and are determined by not only the camera motion, but also the movement of the object which generates the trajectories. V B t and V F t can be expressed as
where C t is the camera motion from frame t to frame t + 1, which is shared by both background and foreground feature trajectories, T F t stands for the foreground trajectories' inter-frame movement relative to the camera.
C t can be decomposed into
where J t is the high-frequency jitter, which should be removed, and C t stands for the low-frequency camera motion to be kept. If J t is perfectly removed, the stabilized movement of each type of trajectories can be obtained as
Denote the stabilized movement of trajectory i as V i,t , which is V B t if trajectory i comes from the background or V F t if trajectory i is generated by a foreground object. The stabilized view of trajectory i is denoted as P i . Its coordination at frame t is represented as P i,t , which is governed by where t 0,i is the starting frame number of trajectory i. Based on P i,t and its stabilized view P i,t , we can compute a homography H t by solving the following optimization as [5] 
where H * P i,t represents the transformed coordination of P i,t under the homography H , and · represents the Euclidean norm of a vector. The obtained homography H is used to warp frame t and reduce the shakiness of videos. To ensure the high accuracy of H t , an enough number of trajectories, together with their stabilized views, are required for the optimization in (9) . It is challenging to obtain the stabilized views of foreground feature trajectories. So [5] just takes background feature trajectories to compute H t in (9) and suffers from the degraded accuracy when the number of background feature trajectories seriously drops in the existence of large or many foreground objects. To remedy this problem, a method to compute the stabilized views of foreground feature trajectories is proposed in Section III-C so that an enough number of feature trajectories are available for the optimization in (9) by assisting the background ones with the foreground ones.
B. FEEDBACK-BASED FOREGROUND TRAJECTORY JUDGMENT
As different operations are performed for different types of feature trajectories, either background or foreground ones, the foreground trajectory judgment is critical. Here we inherit the feedback-based foreground trajectory judging strategy of [5] , which is briefly explained below.
1) REPROJECTION BASED ON A HOMOGRAPHY
X t and X s represent the collection of feature points that belong to the continuous trajectories at frame t and the one at frame s, respectively. When s is located in the neighborhood of t, i.e., s ∈ {t − ω, . . . , t − 1, t + 1, t + ω}, a homography matrix H t s between X t and X s can be estimated using the RANSAC method in [15] . Under the RANSAC method, H t s is computed with the inliers of X s . The reprojection error for P j,s ∈ X s is computed as
When most feature points of X s belong to the background, H t s is accurate for fitting the transformation of background from frame s to frame t and a large e j s,t means that p j s belongs to the foreground. Therefore, a foreground indicator is defined as
where τ is a threshold which is adjusted in a feedback manner [5] . To robustly judge whether trajectory j belongs to foreground objects,
Trajectory j is claimed as a foreground trajectory if
2) A FEEDBACK-BASED STRATEGY FOR FOREGROUND TRAJECTORY JUDGMENT
The judgement in (13) is built upon the assumption that X t and X s are dominated by background feature trajectories at each frame. It may stop working when foreground feature trajectories dominate X t and X s . To resolve this issue, a feedback-based strategy is proposed in [5] for robust foreground trajectory judgement, which is shown in Fig. 2 . According to that strategy, if a trajectory has been judged as a foreground trajectory in past frames, it will be automatically treated as a foreground trajectory at the current frame and removed from X s and X t . Due to this feedback-based strategy, the trajectories to compute H t s , X s and X t , can be easily dominated by background feature trajectories and the accuracy of H t s can be ensured. Thus (10)-(13) yield accurate foreground trajectory judgement. Note that the parallax regions are also treated as foreground and can be processed with the above strategy.
C. STABILIZED VIEW ESTIMATION
According to the feedback-based strategy, the available feature trajectories are classified into background feature trajectories and foreground feature trajectories. For these two types of trajectories, we propose two methods to compute their stabilized views, which are presented below.
1) STABILIZED VIEWS OF BACKGROUND FEATURE TRAJECTORIES
By (3), we know that the high-frequency camera jitter to be remove is actually equal to the high-frequency components of background feature trajectories. So at frame k, the stabilized view of the i-th background feature trajectory P i can be obtained by passing it through a low-pass Gaussian filter as [23] 
where δ = ω, i.e., the Gaussian kernel is truncated to a window of the length of 2ω + 1 frames, and c = m=k−ω,...,k,...,k+ω
2) STABILIZED VIEWS OF FOREGROUND FEATURE TRAJECTORIES
In [5] , foreground feature trajectories are discarded and only background feature trajectories are used to estimate the homography H t in (9). However, as Fig. 3 shows, when large foreground objects exist in a frame, the number of background feature trajectories is small and may not be enough to yield an accurate homography for the video stabilization purpose. Furthermore, only considering background feature trajectories causes an uneven distribution of feature trajectories, and the foreground regions own few, even no, feature trajectories and make less impact on the final homography, which may seriously damage the stabilization performance in these regions. Therefore, foreground feature trajectories are taken to assist background ones and also considered in the computation of H t . By (9), the stabilized views of foreground feature trajectories are needed. As shown by (4), the movement of foreground feature trajectories are closely related to the foreground objects' movement relative to the camera, T F t . By (7), T F t should be kept in the stabilized views of foreground feature trajectories; otherwise, artificial deformation may be introduced. Moreover, T F t is not necessarily a low-frequency component. So the low-pass filtering method in (14) cannot be simply implemented to compute the stabilized views of foreground feature trajectories. Instead, their stabilized views { P i } are computed through solving the following optimization,
where
where t = {t − 1, t, t + 1}, S F is the set of foreground feature trajectories, B i and F i are the set of neighboring background feature trajectories and the set of neighboring foreground feature trajectories for trajectory i, respectively, and will be determined later. Now we explain the three terms of the performance index O in (15). O 1 comes from the fact that both the foreground and background feature trajectories share the same camera jitter J k at frame k as shown by (3), (4) and (5). Given the i-th foreground feature trajectory, the camera jitter to be removed, (P i,k − P i,k ), should be same as the one of the j-th neighboring background trajectory, (P j,k − P j,k ), i.e.,
Considering the effects of the estimation errors of P i,k and P j,k , the above equality constraint is transformed into a quadratic term of O 1 in (15).
In O 1 , we only consider the neighboring background feature trajectories in B i . Here the neighborhood relationship of trajectories is verified by the Delaunay triangulation method [34] , which can well measure the positional relationship even under the perturbation of translation, scaling and rotation. An example is shown in Fig. 4 . Red lines indicate feature trajectories, among which the trajectories with green circles are foreground trajectories. Two trajectories are neighbors if they share the common Delaunay triangle. Therefore, j ∈ B i by the following rule, If trajectory j is judged as a background feature trajectory and shares a common Delaunay triangle with trajectory i, then j ∈ B i . [34] as B i . When the j-th foreground trajectory is a neighbor of the i-th foreground trajectory, i.e., j ∈ F i , (4) and (5) imply that the two trajectories share the same camera jitter J k so that
Again, the above equality is transformed into a quadratic term of O 2 in (15).
c: O 3 : THE SMOOTHNESS CONSTRAINT FOR FOREGROUND FEATURE TRAJECTORIES
With the computed homography H t in (9), the original trajectory P i,t is transformed to around P i,t at frame t, i.e., P i,t is where the feature point should be located in the stabilized video. To avoid abrupt movement and ensure visual smoothness, the acceleration of P i,t , ( P i,t+1 − P i,t ) − ( P i,t − P i,t−1 ), cannot be too large. Therefore, O 3 is introduced into O to penalize large acceleration of P i,t .
D. STABILIZED FRAME SYNTHESIS
With the stabilized views of the background feature trajectories in (14) and the stabilized views of the foreground feature trajectories through solving the optimization in (14), we can obtain the homography H t from (9) . Then frame t is warped with H t to yield the stabilized frame. By repeating this procedure for each frame, we can obtain a stabilized video. Now we compare the above stabilization method with those in [5] and [26] .
Here the homography H t is estimated with both background and foreground feature trajectories. In contrast, the method in [5] estimates H t only with background feature trajectories. When large or many foreground objects, such as cars, appear, the number of obtained background feature trajectories may significantly drop, which harms the accuracy of the estimate H t and degrades the video stabilization performance. In that case, despite of the decrease of the number of background trajectories, the proposed method can still extract many foreground feature trajectories, which, together with background trajectories, ensure that there are still an enough number of trajectory in precisely estimating H t and yield desirable video stabilization performance.
Both the proposed method and [26] use background and foreground feature trajectories to stabilize traffic videos and have comparable video stabilization performance. The major superiority of the proposed method lies in its low computational complexity. Now we analyze the sources of its computational complexity saving against [26] .
• In [26] , the stabilized views of both background and foreground feature trajectories are computed through solving an optimization, which has very high computational complexity. Under the proposed method, background and foreground feature trajectories can be separated by the feedback strategy in Section III-B and the stabilized views of background feature trajectories are simply generated by the low-pass filtering in (14) , whose computational complexity is very low. The computational complexity saving due to background trajectories can be substantial when foreground objects do not dominate frames.
• Under the proposed method, the concerned time window t of the stabilized view optimization consists of only 3 frames. In contrast, the time window of the stabilized view optimization in [26] covers 2ω + 1 frames, which is much longer than 3 frames and yields significantly higher computational complexity. The proposed method can select a much shorter time window than [26] due to the following 2 reasons. 1) (14) naturally ensures the smoothness of the stabilized views of background feature trajectories. 2) O 1 in (15) enforces the consistency between the estimated camera jitter of a foreground trajectory and the ones of its neighboring background trajectories. That consistency can relay the smoothness of the stabilized views of neighboring background trajectories to foreground trajectories so that the explicit constraint over a long time window in [26] may not necessarily be placed on the desired smoothness of stabilized views of foreground trajectories.
• In (15), O 1 and O 2 consider only neighboring background or foreground trajectories according to the Delaunay triangulation method. In contrast, [26] may consider more or even all trajectories, which surely yields higher computational complexity. Moreover, under strong parallax, the constraints in (16) and (17) mainly hold for neighboring trajectories, which is exactly the reason that some weighting parameters are introduced to relax these constraints for distant trajectories in [26] . The weighting parameters in [26] are no longer needed in the proposed method.
In summary, the proposed method yields better stabilization performance than [5] , but is a little slower than [5] due to the extra computational burden of the optimization in (14) . Although the proposed method and [26] yield comparable stabilization performance, the proposed method is much faster than [26] . For our example traffic videos, the speed of the proposed method is about 3 times of that of [26] .
E. A BLOCK-BASED STRATEGY TO COMPENSATE DISCONTINUOUS FEATURE TRAJECTORIES
In traffic videos, parallax is unavoidable. For example, big cars and roads may have different distances to the camera, which yields prominent parallax. Due to parallax, different regions of frames may expect to implement their own best homography, i.e., an array of homography matrices, for the best stabilization performance as [7] . However, such array of homography matrices may significantly increase the complexity of traffic video stabilization. Therefore, a single homography H t to be obtained from (9) is implemented to all regions. According to the strategies in Section III-C, we obtain stabilized views of background and foreground feature trajectories. These trajectories may be extracted in different areas of frames, such as the background and different foreground objects. When one region contributes more trajectories, it will have more impact on the homograph H t in (9) so that the obtained H t is closer to its best homography than the ones of other regions. On the other hand, if a region has fewer trajectories, its best homography could be far from the obtained H t , which may degrade stabilization performance in that region. Therefore, it is important to ensure the even distribution of feature trajectories in different regions. To achieve that goal, we implement a block-based strategy to balance the numbers of feature trajectories in different regions. The details of that strategy are presented below.
Frames are equally partitioned into M × N blocks with M rows and N columns. At each frame, the same number of feature points are extracted in each block. These feature points comprise trajectories, either background or foreground trajectories. At frame t, the (c, r)-th block, which lies in the c-th row and r-th column, owns T c,r,t continuous trajectories, which cover frames {t − ω, · · · , t, · · · , t + ω}. The average of T c,r,t is defined as
As mentioned above, T c,r,t is expected to be balanced or close for different c and r. The balancedness index is defined as
The smaller δ t is, the more balanced T c,r,t (c
In the (c, r)-th block, if T c,r,t < T , some discontinuous trajectories are compensated and taken into the computation of H t in (9). Here we consider discontinuous trajectories which miss up to D feature points among frames {t − ω, · · · , t, · · · , t + ω}. All missing feature points of such discontinuous trajectories are compensated by the iterative low-rank approximation scheme in [35] [36] . Then these compensated discontinuous trajectories in all blocks, together with the continuous trajectories, are used to estimate H t in (9) . The number of the trajectories that the (c, r)-th block contributes to the computation in (9) is now increased to T c,r,t . Of course, T c,r,t ≥ T c,r,t . After compensating discontinuous trajectories in all blocks, we can replace T c,r,t with T c,r,t in (18) and (19) to obtain the updated average and balance index T and δ t .
With the above block-based strategy, we can well balance the distribution of feature trajectories in different blocks, and also increase the number of trajectories for the computation of the homography H t in (9) . That strategy is implemented to an example video ''Bg_motion'' with M = N = 4 and D = 2, whose results are shown in Fig. 5, 6 and 7. As shown by Fig. 5(a) , without the block-based strategy, the obtained continuous feature trajectories are mainly located in the yellow car and the bush on the right top while VOLUME 7, 2019 FIGURE 6. The balancedness indices at different frames. The implemented block-based feature point extraction takes M = N = 4, i.e., the whole frame is partitioned into 16 equal blocks, and extracts the same number of feature points in each block.
few trajectories lie in the road. Then the road has little impact on the obtained homography H t and its stabilization performance could be degraded. With the proposed block-based strategy, the distribution of feature trajectories become more balanced in all blocks, which is confirmed by Fig. 5(b) .
The benefits of the block-based strategy are mainly contributed by its two operations, including the block-based feature point extraction and the discontinuous feature trajectory compensation, whose effects are shown in Fig. 6 and Fig. 7 . Fig. 6 shows the balancedness indices of the extracted continuous trajectories, including δ t (without the block-based feature point extraction) and δ t (with the block-based feature point extraction). δ t is normally larger than δ t and, particularly, δ t reaches a peak between frames 150 and 190. In the frame range of 150-190, the block-based feature point extraction does significantly reduces δ t by extracting the same number of feature points in different blocks. To evaluate the effects of such balancedness index improvement, we stabilized the video based on the obtained continuous trajectories with and without the block-based strategy and compared the SSIM [37] of the stabilized videos in two cases, which are shown in Table 1 . We can see that the block-based strategy does improve the SSIM of the stabilized video, which can also be confirmed by watching the stabilized videos with and without that block-based strategy. 7 shows the number of trajectories used to estimate the homography H t in (9). Note the above block-based feature point extraction with M = N = 4 is implemented here. Between frames 150 and 190, due to the assistance of continuous foreground feature trajectories, more continuous trajectories are available for the computation of the homography in this paper than [5] . The above block-based strategy compensates some discontinuous trajectories (D = 2), which further increases the number of foreground trajectories used to compute H t . In that frame range, we compare the SSIMs of stabilized videos by [5] (which uses only the P B continuous background trajectories), the proposed stabilization method without the discontinuous trajectory compensation (which uses both continuous background and continuous foreground trajectories, whose total number is P C ) and the proposed stabilization method with the discontinuous trajectory compensation (which uses both continuous and compensated discontinuous (background and foreground) trajectories, whose total number is P D ). As Table 2 shows, the proposed stabilization method with the discontinuous trajectory compensation achieves the highest SSIM. 
IV. EXPERIMENTAL RESULT
We implemented the proposed video stabilization method in C++ and executed it on an i3 Intel 3.4GHz machine.
Some traffic videos were processed and the experimental results are provided in the following parts. Our method was also implemented to stabilize some challenging videos in [6] , which contain dominant foreground objects.
A. RUNNING TIME
Here ω is set as 3 for generating continuous trajectories, which cover at least 2ω + 1 frames. The block-based strategy in Section III-E is implemented to compensate discontinuous trajectories with M = N = 4 and D = 2. The foreground trajectory judgement strategy in Section III-B.2 is realized through a four-thread program. At each frame t, the low-pass filtering in (14) and the optimization in (14) are performed to produce the stabilized views of background and foreground trajectories, with which the homography H t is computed by (9) and warps the current frame to stabilize the video. Our method runs at approximately 11 FPS on 1280-by-720 pixel traffic videos, which is close to the speed of [5] . The running times of its major modules are listed in Table 3 . 
B. METHODS AND DATASETS
Through stabilizing some traffic videos, our method was compared with the Full-frame method in [11] , the Hyperlapse method in [1] 2 , the YouTube stabilizer (which is based on the L1-norm path optimization in [13] ), the Feedback-based method in [5] and the method based on both foreground and background feature trajectories in [26] (Fg&bg method). In our experiments, both planar and nonplanar motion were considered. We also stabilized the limitation videos in [6] by our method. The thumbnails of concerned videos are shown in Fig. 8 . All source and stabilized videos are available at the website. 3 
C. STABILIZATION PERFORMANCE COMPARISON 1) TRAFFIC VIDEOS WITH PLANAR MOTION
We first consider some traffic videos with planar motion, such as translation, zooming and rotation. Our method achieved better or comparable performance compared with the aforementioned methods. The performance superiority of our method becomes more prominent for traffic videos with large foreground objects, such as cars. Such performance superiority is shown in Fig. 9 through the stabilized results of five consecutive frames (frames 944-948) of the ''Bg_motion'' video foreground.html under different methods. In order to illustrate the inter-frame variation of the stabilized video, the feature points of two feature trajectories are plotted in Fig. 9(b) and Fig. 9(c) . The trajectory in Fig. 9(b) is generated by a cross point between a tree and the bush, which is marked with blue crosses in the five frame images of Fig. 9(a) . The trajectory in Fig. 9(c) is generated by a corner of the left moving car, which is marked with red crosses in the five frame images of Fig. 9(a) . Note that in order to distinguish different frames, the feature points at different frames are marked with different shapes in Fig. 9 (b) and 9(c). The inter-frame variation can be measured by the feature point movement between adjacent frames. When that inter-frame movement is constant or varies slowly, stabilized videos are usually smooth. Fig. 9(b) shows that the inter-frame variation of the original video is attenuated by all six methods. Among these methods, the Fg&bg method and our method achieve smoother trajectories than others. More specifically, these two methods slightly outperforms the Feedback-based method while their smoothness is much better than the ones of the other methods. Fig. 9(c) shows similar performance trends of these methods as Fig. 9(b) . The good stabilization performance of our method and the Fg&bg method mainly results from the fact that these two methods estimate the homography H t in (9) with both foreground and background feature trajectories. Although our method and the Fg&bg method exhibit comparable performance, our method is as 3 times fast as the Fg&bg method. The fast speed of our method was analyzed in Section III-D.
Besides the above qualitative comparison in Fig. 9 , we also quantitatively computed the average structural similarity (SSIM) indices [37] of 3 traffic videos and show these results in Fig. 10 . In some periods of these videos, some large vehicles appear and disappear, which is challenging for stabilization. Our method achieves the largest SSIM, which confirms its superiority. Compared with the Feedback-based method, our method can better handle the existence of large foreground objects. Compared with the Fg&bg method, our method is faster and achieve slightly larger SSIM, which may mainly be benefited by our block-based strategy in Section III-E. As the SSIM indices is only a rough measurement of stabilization performance, we encourage everyone to watch the result videos of these traffic videos at the aforementioned website, especially note the periods when large foreground objects exist. We also process some limitation videos in [6] . These videos are captured with handheld cameras and contain large foreground objects. As our method implements the feedback-based foreground trajectory judgement strategy and stabilizes the videos with both foreground and background feature trajectories, it can well stabilize these limitation videos. The stabilized videos can be watched at the aforementioned website.
2) TRAFFIC VIDEOS WITH NONPLANAR MOTION
Here our method and other methods are implemented to stabilize some traffic videos with nonplanar motion, e.g., VOLUME 7, 2019 parallax. Under our method, the feature trajectories from parallax regions are treated as foreground feature trajectories and also contribute to the computation of the homography in (9) . As Fig. 9(a), Fig. 11(a) shows five consecutive stabilized frames of the ''Road2'' video, with which the stabilization performance of different methods is compared. Here we are also interested in two trajectories.
The trajectories in 11(b) are generated by the top right corner of the big board and marked with blue crosses in 11(a). That point is far from the camera and belongs to the background. We see that under the other four methods, except the Fg&bg method, the obtained trajectories move back and forth, which implies that the stabilized videos are far from smooth. The smoothness of the trajectories by the proposed method and the Fg&bg method is comparable.
The trajectories in 11(c) are generated by a corner of one lane marking and marked with red crosses in Fig. 11(a) . This point is close to the camera and suffer from strong parallax. Among the obtained trajectories, the one by our method is the smoothest with the most constant inter-frame movement, and can greatly improve the smoothness of the stabilized video.
The average SSIM indices of some traffic videos with parallax are shown in Fig. 12 . It can be seen that the proposed method achieve higher SSIM than Full-frame, Youtube, Hyperlapse and Feedback-based methods, and comparable SSIM with the Fg&bg method. The proposed method and the Fg&bg method can achieve the best stabilization performance because they take both background and foreground feature trajectories to stabilize videos. Of course, the lower computational complexity of the proposed method ensures its faster speed than the Fg&bg method. For more comprehensive comparison of the stabilization performance, one can watch the stabilized videos at the aforementioned website.
V. CONCLUSION
This paper proposes a novel method to stabilize traffic videos. After classifying the obtained feature trajectories into background trajectories and foreground trajectories, it implements the simple low-pass filtering to generate the stabilized views of background trajectories and solves a spatial-temporal optimization problem to get the stabilized views of foreground trajectories. With all feature trajectories and their stabilized views, it can precisely compute a homography at each frame, with which frame images are warped to stabilize videos. To further improve the stabilization performance, a blockbased strategy is proposed to ensure the even distribution of extracted feature points and compensate discontinuous feature trajectories if necessary. Under the proposed method, an enough number of feature trajectories can usually be guaranteed for video stabilization, even in the challenging situation of dominant foreground objects or significant parallax. It is compared with some state-of-art video stabilization methods through some example traffic videos, and demonstrates its performance and speed superiority.
