Most control methods in additive manufacturing (AM) are mainly based on temperature or high resolution imaging. However, no methods are known to monitor the quality of AM in realtime. Our approach is very innovative for the quality monitoring of the process online by combining acoustic emission (AE) with machine learning.
Introduction
Selective Laser Melting (SLM) is an additive manufacturing (AM) process based on powder bed technology. This technology is often used for fast prototyping of complex 3D workpieces in various industries such as medical, aerospace, space and automotive.
Despite all the efforts in the last years to develop this technology, a consensus among AM professional that the repeatability of the process is not reliable enough to be implemented in mass production [1] . Hence, in situ, and ideally, real-time monitoring of AM process is required.
In recent years, the main research and development technics for the monitoring of AM process are threefold: x-ray analysis of the workpiece, temperature control of the melt pool and image analysis of the workpiece. However, these technologies have disadvantages when the workpieces quality is insufficient. X-ray is performed post mortem, so that material and machining time is lost, and they are very time-consuming and so costly. The temperature control of the melt pool considers the surface and not the complex laser-material interaction in depth. Finally, the main drawback of image processing is that the quality is monitored after an entire layer is produced [2] .
This contribution presents a very innovative approach, in which acoustic emission (AE) is combined with machine learning (ML) for in situ and real-time quality monitoring of the AM process. The attractiveness of AE as compared to other methods results from the high sensitivity of existing AE sensors and the relatively cheap hardware.
Experimental setup, material and acoustic datasets
An industrial Concept M2 SLM machine has been used to process a workpiece with dimensions 10x10x20 mm 3 . The powder material was a CL20ES stainless steel (1.4404 / 316L) with a particle size distribution ranging from 10 to 45 μm.
The machine is equipped with a 1071 nm fibre laser operating in continuous mode with a beam quality M 2 = 1.02 and a spot size of 90 μm. The laser power P was set to 125 W, the hatching distance h was 0.105 mm and the layer thickness t was 0.03 mm.
To achieve three levels of quality (different pores concentrations), three scanning speeds υ were used: 800, 500 and 300 mm/s. The corresponding energy density and quality level in terms of pores were (i) 800 mm/s, 50 J/mm 3 , poor quality = 1.42 ± 0.85 %, (ii) 500 mm/s, 79 J/mm 3 , high quality = 0.07 ± 0.02 % and (iii) 300 mm/s, 132 J/mm 3 , medium quality = 0.3 ± 0.18 %. During the entire process of the workpiece, the acoustic signal was recorded. As acoustic sensor, we used a fibre based sensors know as fibre Bragg Grating (FBG) due to its high sensitivity and time resolution. More details about FBGs can be found in [3] . The FBG was place in the Concept M2 machine, 2 cm away from the process zone to collect the airborne AE signals. The AE signals were recorded with a dedicated software from Vallen at a sampling rate of 10 MHz, although this was downsized to 1 MHz to fit the dynamic range and reduce the computational load. The AE signals were recorded during the AM process were then classified based on the quality level.
Data processing
In this contribution, we used spectrograms as a feed for the convolutional neural networks (CNN) providing the search of distinct features in the time-frequency domain. The spectrograms were formed as the relative energies of the narrow frequency bands that were extracted using Mband wavelets. M-band wavelets are extensions of the traditional wavelet transform [4] [5] that, in a similar way, unfold the signal into a time-frequency space. The main advantage, as compared to traditional wavelets, is in operating several wavelets at different signal subspaces making them insensitive to shift-invariance artifacts [5] .
In this specific investigation, the received AE signals were scanned with two running windows which are characterized by different time spans and will be referred to as a short and a long running windows (SRW and LRW correspondently). By using simultaneous 2 running windows, analysis at different time scales that is stable to noise presence is provided and this is typically the case in AM machine. Hence, the structure of the CNN was adapted to process the flows of the spectrograms from both the SRW and LRW, simultaneously. In the present investigation, the wavelet spectrograms for SRW and LRW were constructed separately and were the input for the CNN classifier.
The analyses were run in Matlab 14a environment using the library DeepLearnToolBox [6]. The tests were carried out using a PC with i7 processor and 16 Gb RAM.
Results and discussion
As already mentioned, the AE signals recorded during the AM process were classified according to their quality levels. From these classifications, two distinct dataset were formed that is a training and test datasets. The first one is used to train the CNN whereas the second one is to test the CNN. The training dataset included in total 4800 SRWs and 1200 LRWs, extracted from the AE signals that corresponded to the three different categories of quality. In this dataset, each category was represented by an equal number of signals and included 1200 SRWs and 400 LRWs. In contrast, the test dataset included the same number of SRWs and LRWs for each category. Those were extracted from AE signals that were not used in the training procedure, simulating a newly data coming for a potential real life conditions.
The classification results are presented in Table I . For example, the results in Table I for the medium quality was classified with an accuracy rate of 83%. The classification errors are almost the same for the other two categories. The classification errors are 9% for the high quality and 8% for the poor quality. It is seen that the overall classification confidence of the CNN ranges between 81 to 85% which is very good considering that very little improvements of the setup or signal processing analysis were made. Scrutinizing Table I , it is interesting to note that there the error rate is not always correlated with the scanning speed and evidence for this is seen when comparing the results of poor quality and medium quality. 
Conclusion
In this work, we showed the feasibility of a very innovative approach for in situ and real-time monitoring of AM processes. We used a fibre Bragg grating (FBG) as acoustic sensors and we analysed the AE signals with machine learning in particular convolutional neural networks (CNN). The experiments were made with a Concept M2 industrial machine to produce a workpiece with three quality categories (poor, medium and high quality). The results are very promising as the classification confidence lies between 81 and 85% with very little optimisation in terms of setup and signal processing.
