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§ 1. Introduction
Let us exhibit the general statement of the problem. Given complex-valued functions f(x) =
f(x1, . . . , xn) of integer variables x1, . . . , xn, deﬁne the translation δj in the variables xj ,
δjf(x) = f(x1, . . . , xj−1, xj + 1, xj+1, . . . , xn),
and a polynomial diﬀerence operator of the form
P (δ) =
∑
ω∈Ω
cωδ
ω,
where Ω ⊂ Zn is a ﬁnite subset of the n-dimensional integer lattice Zn, δω = δω11 · . . . · δωnn and cω are
constant coeﬃcients of the diﬀerence operator. It is natural to assume that the functions f(x) in the
domain of P (δ) are deﬁned on a set K containing all translations of Ω ⊂ K as well as those by the
elements x ∈ K. We take a rational cone as this set.
Let a1, . . . , an be linearly independent vectors with integer coordinates aj =
(
aj1, . . . , a
j
n
)
, aji ∈ Z.
A rational cone (see [1, 2]) generated by a1, . . . , an, we call the set
K = {x ∈ Rn : x = λ1a1 + · · · + λnan, λj ∈ R+, j = 1, . . . , n}.
Note that this cone is simplicial; i.e., its every element expands in the generators uniquely.
Deﬁne the partial order ≥
K
between the points u, v ∈ Rn as follows:
u≥
K
v ⇔ u ∈ v +K,
where v +K is the translation of K by v. Moreover, we write u
K
v whenever u− v ∈ K.
Given m ∈ K ∩ Zn, put Xm = {x ∈ K ∩ Zn : x
K
m}. We call the points of Xm initial (boundary).
We consider the diﬀerence equations of the form
P (δ)f(x) = g(x), x ∈ K ∩ Zn, (1)
where f(x) is unknown, while g(x) and ϕ(x) are given functions on K ∩ Zn. We can state the problem:
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Find a function f(x) satisfying (1) and agreeing with a given function ϕ(x) on Xm, i.e.,
f(x) = ϕ(x), x ∈ Xm. (2)
It is natural to call this problem the Cauchy problem for (1) and condition (2) serves in this case as
the initial data of the Cauchy problem. The Cauchy problem is called solvable if it has a unique solution.
For a given cone K and a set of translations Ω, solvability of the problem depends on m ∈ Ω and the
coeﬃcients cω of P (δ). In the one-dimensional case, it is known forK = R+ (see, for instance, [3]) that the
Cauchy problem (1), (2) is solvable if and only if P (δ) =
∑m
ω=0 cωδ
ω ; i.e., the point m is an order of the
diﬀerence operator (the degree of the characteristic polynomial). Thus, for n > 1, the condition m ∈ Ω
seems to be natural. However, this condition is not suﬃcient (see [4]) and the question on a relevant setting
of the Cauchy problem ensuring existence and uniqueness of solutions is not trivial. The conventional
situation for the combinatorial analysis problems is the case when K ∩ Zn = Zn+. This case was treated
in [5], where suﬃcient conditions of solvability of the Cauchy problem (see [5, Theorem 5, p. 55]) are
presented. In our notations, the question of conditions on m and Ω ensuring solvability of the Cauchy
problem is considered in [5]. In Section 1 this question is examined in more general situation; namely, in
the case when solutions to (1), (2) are sought in the intersection of the rational cone K containing the
set Ω of translations with the integer lattice Zn. In this case we need to deﬁne the notion of the order
of P (δ). The cone K∗ = {k ∈ Rn : 〈k, x〉 ≥ 0, x ∈ K}, where 〈k, x〉 = k1x1 + · · · + knxn, is called dual
to K. Denote the set of its interior points by
◦
K∗ and ﬁx ν ∈
◦
K∗∩Zn. Given x ∈ K∩Zn, the nonnegative
number |x|ν = 〈ν, x〉, is referred to as the weighted homogeneous degree of zx. The weighted homogeneous
degree of the Laurent polynomial Q(z) =
∑
x qxz
x is deﬁned by the formula degν Q(z) = maxx |x|ν .
The Laurent polynomial P (z) =
∑
ω∈Ω cωz
ω is called the characteristic polynomial of (1).
By the order dν of P (δ), we mean the weighted homogeneous degree degν P (z) of the characteristic
polynomial, i.e., dν = maxω∈Ω |ω|ν . In what follows we omit the subscript ν for d.
Denote by Pd(δ) =
∑
|ω|ν=d cωδ
ω the principal symbol of the diﬀerence operator P (δ).
Theorem 1. Let m ∈ Ω and let |m|ν = d be the order of a diﬀerence operator. If the coeﬃcients cω
of the principal symbol of Pd(δ) satisfy the condition
|cm| >
∑
|ω|ν=d, ω =m
|cω|, (3)
then (1), (2) is solvable.
Note that (3) of Theorem 1 is weaker than the solvability conditions of [5, Theorem 5]. Theorem 1
also validates the solvability theorems of [6, Theorem 1; 7, Theorem 1]. The case of K = Rn+ is considered
in [5, 6] and the general case of a rational cone in [7], however, in the latter case the principal symbol of
the diﬀerence operator is the summand Pd(δ) = cmδ
m.
If the Cauchy problem is solvable then we can deﬁne the stability notion as follows: Given a func-
tion f(x) with the domain K ∩ Zn, deﬁne the norm of f(x) as ‖f‖ = supx∈K∩Zn |f(x)|. We call the
Cauchy problem (1), (2) stable if there exists a constant C > 0 such that, for given ϕ(x) and g(x), the
corresponding solution f(x) is such that ‖f‖ ≤ C(‖ϕ‖ + ‖g‖).
Note that stability is deﬁned similarly in the theory of diﬀerence schemes (see, for instance, [8, 9]).
The Cauchy problem is called well-posed if it is solvable and stable.
In the one-dimensional case a diﬀerence operator is written as P (δ) =
∑m
ω=0 cωδ
ω, cm = 0, K = R+,
and Xm = {0, 1, . . . ,m − 1}. Obviously, problem (1), (2) is uniquely solvable, and stability is reduced
(see, for instance, [10]) to the property of the characteristic polynomial P (z) =
∑m
ω=0 cωz
ω of (1):
(∗) the interior of the unit disk {|z| ≥ 1} of the complex plane does not contain the roots of the
characteristic equation P (z) = 0.
It follows (see [10]) from the form of the general solution to the homogeneous equation which is the
sum of the elementary solutions pj(x)λ
x
j . Here pj(x) is a polynomial in x whose degree is less than the
multiplicity of the root λj of P (z).
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Asymptotics of solutions to the diﬀerence equation and diﬀerent stability notions as well are studied
within the framework of discrete dynamical systems. In the theory of digit signals processing stability is
the most important feature of a recursive digital ﬁlter, and it is reduced to the question of convergence
of the series of the modules of the Taylor coeﬃcients of the transfer function of a ﬁlter (see [11]). For
n = 2, the stability problem of a recursive digital ﬁlter is studied in [12].
In Section 2 we state a multidimensional analog of (∗) ensuring its stability. To formulate this
condition, we need some notions and statements of the theory of amoebas of algebraic hypersurfaces
(see [13, 14]).
We call the convex hull in Rn of Ω the Newton polyhedron NP of a polynomial P (z) =
∑
ω∈Ω cωz
ω. The
image of the set V of zeros of P (z) under the mapping Log : z = (z1, . . . , zn) → (log |z1|, . . . , log |zn|) =
Log |z| we call an amoeba A .
The complement of an amoeba Rn\A consists of ﬁnitely many connected open components {E}.
Between this collection and the points in NP ∩Zn, there exists an injective mapping α : {E} → NP ∩Zn
[14, Theorem 3.4.10] which fact allows us to “numerate” the components by integer points in NP ∩ Zn.
If a point α ∈ NP ∩ Zn of the Newton polygon NP corresponds to a connected component of the
complement Eα, then the dual cone Cα = {s ∈ Rn : maxx∈NP 〈s, x〉 = 〈s, α〉} is asymptotic for it. The
latter means that this components contains the translation u+Cα ⊂ Eα of the asymptotic cone together
with a point u ∈ Eα itself and every cone containing Cα does not possess this property.
Observe that the cones of connected components of the complement of the amoeba corresponding to
the vertices of the polygon NP have a nonempty interior.
Theorem 2. Let m ∈ Ω, |m|ν = d be the order of the diﬀerence operator and let the cone Cm dual
to a point m contains the cone K∗ dual to K. Then (1), (2) is stable if and only if the component Em
of the complement of the amoeba contains zero, i.e.,
(∗∗) 0 ∈ Em.
For n = 1, condition (∗∗) coincides with (∗). Assume that λj are the roots of the characteristic
equation P (λj) = 0 and |λ1| ≤ |λ2| ≤ · · · ≤ |λm|; in this case A = {log |λj |}mj=1, R\A is the union
of intervals and Em = (log |λm|,∞). From (∗∗) it follows that 0 ∈ Em, hence, |λm| < 1. Thus, the
component of the complement of the amoeba Em for n > 1 plays a role of the interior of the unit disk.
Note that, for K ∩ Zn = Zn+, Theorem 2 is proven in [4, Theorem 1].
§ 2. Solvability of the Cauchy Problem
The proof of Theorem 1 is reduced to solvability of an inﬁnite system of linear equations with inﬁnitely
many variables. It has a particular form; namely, every equation contains ﬁnitely many unknowns f(x).
This system is consistent whenever every subsystem of ﬁnitely many equations is consistent (see, for
instance, [15, Chapter 6, Lemma 6.3.7]). Next, a sequence of ﬁnite subsystems of (1), (2) is constructed.
These subsystems are such that every subsystem contains all equations of the previous subsystem. The
above-mentioned lemma states that the consistency of every subsystem justiﬁes consistency of the whole
system (1), (2).
We present the algorithm of ordering the equations and “unknowns” in (1), (2).
Introduce the lexicographical order relation ≺
K
between integer points of the rational cone K. Each
x ∈ K ∩Zn is a linear combination x = λ1a1+ · · ·+λnan, with a1, . . . , an the generators of K. Since the
cone K is simplicial, this representation is unique. Denote by πjx = λja
j the projection of x onto aj .
Given x, y ∈ K ∩ Zn, deﬁne the relation ≺
K
of lexicographical order in a rational cone as follows: By
deﬁnition, if πjx = πjy for some i ∈ {1, 2, . . . , n} and all j < i and πix<
K
πiy then x≺
K
y.
Fix a vector ν ∈
◦
K∗ ∩ Zn and consider the linear function 〈ν, x〉, x ∈ K (in x). Its range on K ∩ Zn
can be ordered: s1 < s2 < · · · < sn < · · · (it is possible since this simplicial cone K is salient; i.e., K
does not include straight lines). Denote this range by Sν . Note that Sν ⊂ Z+, since ν ∈
◦
K∗. A weighted
3
lexicographical order  on the set of integer points of K is deﬁned as follows: Given x, y ∈ K ∩ Zn, the
relation x  y means that 〈ν, x〉 < 〈ν, y〉 and if 〈ν, x〉 = 〈ν, y〉 then x≺
K
y.
Take an arbitrary sj ∈ Sν . The unknowns are enumerated by the elements of Jj = {y ∈ K ∩ Zn :
〈ν, y〉 ≤ sj}. Divide Jj into the two sets
Jj ∩Xm = {y ∈ K ∩ Zn : m
K
y, 〈ν, y〉 ≤ sj},
Jj\(Jj ∩Xm) = {y ∈ K ∩ Zn : m≤
K
y, 〈ν, y〉 ≤ sj}.
Note that Jj\(Jj ∩ Xm) = m + Ij, where Ij = {x ∈ K ∩ Zn : 〈ν, x〉 ≤ sj − 〈ν,m〉}. Equations (1) are
enumerated by elements of Ij and equations (2) by elements of Im,j = {μ ∈ Xm : 〈ν, μ〉 ≤ sj}; in this
case we assign the “numbers” of points m+ x ∈ Jj to the points x of Ij . If #M stands for the number
of elements of a ﬁnite set M then #Ij + #Im,j = #Jj. Thus, we obtain the system of linear equations
with the unknowns f(y), y ∈ Jj :
∑
ω∈Ω
cωf(x+ ω) = g(x), x ∈ Ij , (4)
f(μ) = ϕ(μ), μ ∈ Im,j. (5)
Denote by Δm,j the determinant of (4), (5).
Example 1. Consider the diﬀerence equation (1), with the cone K generated by the vectors (1, 1)
and (−1, 1), i.e.,
c0,0f(x1, x2) + c−1,1f(x1 − 1, x2 + 1) + c0,1f(x1, x2 + 1)
+c1,1f(x1 + 1, x2 + 1) = 0, x ∈ K ∩ Z2.
In this case Ω = {(0, 0), (−1, 1), (0, 1), (1, 1)}. We can state the Cauchy problem for m = (0, 1) as follows:
we look for a solution satisfying the initial data
f(x1, x2) = ϕ(x1, x2), (x1, x2) ∈ Xm,
where Xm = {(μ1, μ2) ∈ K ∩ Z2 : (μ1, μ2)
K
(0, 1)}.
Expose the form of the system (4), (5) for the above Cauchy problem with ν = (0, 1) and s2 = 2.
We have
c0,0f(x1, x2) + c−1,1f(x1 − 1, x2 + 1) + c0,1f(x1, x2 + 1) + c1,1f(x1 + 1, x2 + 1) = 0, x ∈ I2, (6)
f(μ1, μ2) = ϕ(μ1, μ2), μ ∈ I(0,1),2, (7)
where the set J2 = {(0, 0), (−1, 1), (0, 1), (1, 1), (−2, 2), (−1, 2), (0, 2), (1, 2), (2, 2)} enumerates the
unknowns f(y1, y2) and I(0,1),2 = {(0, 0), (−1, 1), (1, 1), (−2, 2), (2, 2)}, I2 = {(0¯, 0¯), (−1¯, 1¯), (0¯, 1¯), (1¯, 1¯)}.
The bar over the coordinates of (x¯1, x¯2) means that this point has the same number as (x1, 1+x2). Write
the set I2+I(0,1),2 in order of its elements, i.e., I2+I(0,1),2 = {(0, 0), (−1, 1), (0¯, 0¯), (1, 1), (−2, 2), (−¯1, 1¯),
(0¯, 1¯), (1¯, 1¯), (2, 2)}. The determinant of the matrix of (6), (7) takes the form
Δ(0,1),2 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
c0,0 c−1,1 c0,1 c1,1 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 c0,0 0 0 c−1,1 c0,1 c1,1 0 0
0 0 c0,0 0 0 c−1,1 c0,1 c1,1 0
0 0 0 c0,0 0 0 c−1,1 c0,1 c1,1
0 0 0 0 0 0 0 0 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Lemma 1. Problem (1), (2) is solvable for all ϕ(x) and g(x) if and only if the determinants Δm,j
do not vanish for all j ∈ Z+.
Proof. Demonstration is similar to that of Theorem 2 in [6], only we should use Sν rather than Z+.
The coeﬃcients cω of the characteristic polynomial P (z) enter into the determinants Δm,j , j ∈ Z+,
responsible for solvability of the Cauchy problem. Demonstrate that solvability of the Cauchy problem
(4), (5) depends really only on the coeﬃcients of the principal symbol of Pd(δ).
Denote
J ′q = {y ∈ K ∩ Zn : 〈ν, y〉 = sq}, I ′q = {x ∈ K ∩ Zn : 〈ν, x〉 = sq − 〈ν,m〉},
I ′m,q = {μ ∈ Xm : 〈ν, μ〉 = sq}.
As is easily seen, #I ′q +#I ′m,q = #J ′q = N ′q, where N ′q is the number of nonnegative integer solutions
to the equation 〈ν, y〉 = sq. Note that
∑j
i=1N
′
si = Nsj is the number of nonnegative integer solutions to
the inequality 〈ν, y〉 ≤ sj.
Given sq ∈ Sν , q ≤ j, denote by Dm,q the minors of the determinant Δm,q composed of its rows
corresponding to the equations ∑
ω∈Ω
cωf(x+ ω) = g(x), x ∈ I ′q,
f(μ) = ϕ(μ), μ ∈ I ′m,q.
and columns corresponding to the unknowns f(y), with y ∈ J ′q.
Note that the determinants Dm,q contain only the coeﬃcients of the principal symbol of Pd(δ).
Example 2. For the diﬀerence operator P (δ1, δ2) of Example 1 and q = 0, 1, 2, we have
D(0,1),0 = 1,D(0,1),1 =
∣∣∣∣∣
1 0 0
c−1,1 c0,1 c1,1
0 0 1
∣∣∣∣∣ ,
D(0,1),2 =
∣∣∣∣∣∣∣∣∣
1 0 0 0 0
c−1,1 c0,1 c1,1 0 0
0 c−1,1 c0,1 c1,1 0
0 0 c−1,1 c0,1 c1,1
0 0 0 0 1
∣∣∣∣∣∣∣∣∣
.
The connections between Δm,s and Dm,q are described in
Lemma 2. If j ∈ Z+, then
Δm,j =
∏
sq∈Sν , q≤j
Dm,q.
The proof is given in [6, Lemma 1].
Lemmas 1 and 2 imply immediately that
Lemma 3. Problem (4), (5) is solvable for all ϕ(x) and g(x) if and only if Dm,j = 0 for all j ∈ Z+.
Proof of Theorem 1. In accord with Lemma 2, we have
Δm,j =
∏
sq∈Sν , q≤j
Dm,q,
where Dm,q are the main minors of the determinant Δm,j of order N
′
q. The determinants Dm,q depend
only on the coeﬃcients cω of the principal symbol of Pd(δ). The principal diagonal of Δm,j contains
elements equal to unity and the coeﬃcient cm. Indeed, for ordering deﬁned at the beginning of Section 2
for the unknowns f(y) and equations (4), (5), the “number” of an equation in (5) is coded by μ ∈ Im,j .
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At the row of the determinant Δm,j with the same number as μ, the only nonzero (equal to unity)
element is the coeﬃcient before the unknown function f(μ), this unknown function has the same number
as μ ∈ Jj . Hence, this nonzero element lies at the diagonal of the determinant.
The element cm belongs to the row of Δm,j with the same number as x ∈ Ij. It can be explained
by the fact that in accord with the method of ordering the point x and the unknown function f(x+m)
have the same numbers, the coeﬃcient of this function in (4) is equal to cm.
If (3) holds then Dm,q is the determinant of a matrix with diagonal dominance (we say that a square
matrix A = ‖aij‖ possesses the diagonal dominance if |aii| >
∑
j =i |aij|, i = 1, 2, . . . , n), hence, Dm,q = 0
(see, for instance, [16]). By Lemma 3, the problem (4), (5) is solvable for every j which justiﬁes solvability
of (1), (2). 
§ 3. Stability of the Cauchy Problem
In this section we examine stability of the Cauchy problem (1), (2). It is closely connected with the
properties of the fundamental solution since every solution is expressed through this solution and the
input data (the initial condition and the right-hand side (see Lemma 4). Moreover, stability is equivalent
to absolute summability of the fundamental solution (Lemma 5). Under the conditions of Theorem 2, the
fundamental solution is composed of the coeﬃcients of the Laurent series of the function 1P (z) . Lemmas 6
and 7 are required to study convergence of this series.
Note that condition (3) ensures solvability of the Cauchy problem but is insuﬃcient for stability. For
example, consider the diﬀerence equation
f(x+ 1, y + 1)− 3f(x, y + 1) + f(x− 1, y + 1) + f(x, y) = g(x, y), (x, y) ∈ K ∩ Z2,
whereK is the cone generated by (1, 1) and (−1, 1), while the initial data are equal to f(k, k) = f(−k, k) =
1, k = 0, 1, 2, . . . . Put
g(x) =
{ −3, if x = 0,
−1, if x = 0.
If ν = (0, 1) then d = 1. The point m = (0, 1) satisﬁes (3), the problem has the unique solution
f(x, y) = y + 1− |x|,
but it is not stable since a solution is unbounded (f(0, y) = y + 1).
A fundamental solution to (1), (2) is a solution Pm(x) of (1) with the right-hand side of the form
g(x) = δ0(x) =
{
0, if x = 0,
1, if x = 0,
such that Pm(x) = 0 for x ∈ Xm.
Lemma 4. If problem (1), (2) is solvable for all g(x) and ϕ(x) then, for x ∈ K ∩ Zn, its solution is
written as
f(x) =
∑
y∈Xm
ϕ(y)
∑
μ
K
y
cμPm(x+ μ− y) +
∑
y∈K∩Zn
g(y)Pm(x− y), (8)
where Pm is a fundamental solution to (1), (2). In this case, for every ﬁxed x ∈ K ∩ Zn, the number of
summands on the right -hand side of (8) is ﬁnite.
Proof. This is similar to that of Theorem 3 in [6], but we should take the rational cone K rather
than Rn+.
A function f(x) of the discrete argument x ∈ X is called absolutely summable if the series∑x∈X |f(x)|
converges.
6
Lemma 5. The Cauchy problem (1), (2) is stable if and only if its fundamental solution Pm(x),
x ∈ K ∩ Zn is absolutely summable.
Proof. Necessity. Find a solution to (1), (2) for the initial data ϕ(x) ≡ 0 and the right-hand
side g(x) constructed for an arbitrary x1 ∈ K ∩ Zn as follows:
gx1(x) =
{
Pm(x1−x)
|Pm(x1−x)| , if Pm(x1 − x) = 0,
0, if Pm(x1 − x) = 0.
By Lemma 4, a solution fx1(x) to (1), (2) with these data is representable as
fx1(x) =
∑
y∈K∩Zn
gx1(y)Pm(x− y).
For x = x1, we infer
fx1(x1) =
∑
y∈K∩Zn
Pm(x1 − y)
|Pm(x1 − y)|Pm(x1 − y) =
∑
y∈K∩Zn
|Pm(x1 − y)| =
∑
0≤
K
y′ ≤
K
x1
|Pm(y′)|.
Since ‖ϕ‖ = 0 and ‖gx1‖ ≤ 1, stability of (1), (2) yields
|fx1(x1)| =
∑
0≤y′≤x1
|Pm(y′)| ≤ C
for some C > 0 and arbitrary x1 ∈ K ∩ Zn.
Sufficiency. By Lemma 4, f(x) = f0(x) + f
∗(x), where
f0(x) =
∑
y∈Xm
ϕ(y)
∑
μ
K
y
cμPm(x+ μ− y)
is a solution to the homogeneous problem (1), (2) and
f∗(x) =
∑
y∈K∩Zn
g(y)Pm(x− y)
is a solution to the inhomogeneous Cauchy problem with the zero initial data.
Put C1 = maxω∈Ω |cω| and estimate |f0(x)| and |f∗(x)| as follows:
|f0(x)| ≤
∑
y∈Xm
|ϕ(y)|
∑
μ
K
y
|cμ||Pm(x+ μ− y)|
≤ C1‖ϕ‖
∑
y∈Xm
∑
μ
K
y
|Pm(x+ μ− y)| ≤ C1‖ϕ‖
∑
0≤
K
y≤
K
x+m
|Pm(y)|.
Next, we have
|f∗(x)| ≤
∑
y∈K∩Zn
|g(y)||Pm(x− y)| ≤ ‖g‖
∑
0≤
K
y≤
K
x
|Pm(y)|.
Since the fundamental solution is absolutely summable, i.e.
∑
x∈K∩Zn
|Pm(x)| ≤ C2
for some C2 > 0; we obtain ‖f‖ ≤ C1‖ϕ‖C2 + ‖g‖C2 ≤ C(‖ϕ‖ + ‖g‖). 
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To prove Theorem 2, we need two additional statements concerning with convergence of the Laurent
series supported in rational cones.
Let q = (q1, . . . , qn) ∈ Cn. Consider the sum of a geometric progression supported in a rational
cone K. Let
Λ = {x ∈ Zn : x = λ1a1 + · · ·+ λnan, λi ∈ Z, i = 1, . . . , n}
be a sublattice of the lattice Zn generated by a1, . . . , an. Assume that τ = a1 + · · ·+ an, Πτ = {x ∈ Rn :
0≤
K
x<
K
τ} is a half-open parallelotope. Denote by {v} the set of points v with integer coordinates lying
in Πτ . Obviously, ⋃
v∈Πτ∩Zn
(v + Λ) = Zn.
Lemma 6. The geometric progression
∑
x∈K∩Zn q
x converges for all q such that |qaj | < 1, j =
1, . . . , n, and its sum is equal to
∑
x∈K∩Zn
qx =
( ∑
v∈Πτ∩Zn
qv
) n∏
i=1
(1− qai)−1.
Proof. Indeed, since
⋃
v∈Πτ∩Zn(v + Λ) = Z
n and x = λ1a
1 + · · ·+ λnan, we have
∑
x∈K∩Zn
qx =
∑
v∈Πτ∩Zn
∑
x∈K∩Λ
qv+x =
∑
v∈Πτ∩Zn
qv
∑
λ∈Zn+
qλ1a
1+···+λnan .
For |qaj | < 1, j = 1, . . . , n, the series ∑λ∈Zn+(q
a1)λ1 . . . (qa
n
)λn converges and thereby
∑
x∈K∩Zn
qx =
( ∑
v∈Πτ∩Zn
qv
) n∏
i=1
(1− qai)−1. 
We can formulate a version of the Abel lemma (see [17]) for the Laurent series whose supports lie in
a rational cone. Denote the interior of the dual cone by IntK∗.
Lemma 7. If all members of the Laurent series K
∑
x∈K∩Zn
f(x)
zx
(9)
supported in a rational cone are bounded at z0, then the series is convergent for z such that z ∈ Int(z0+
Log−1K∗).
Proof. Assume that
{f(x)
zx0
}
x∈K∩Zn is bounded by M > 0 and x = λ1a
1 + · · ·+ λnan. In this case
∣∣∣∣
f(x)
zx
∣∣∣∣ =
∣∣∣∣
f(x)
zx0
∣∣∣∣
∣∣∣∣
zx0
zx
∣∣∣∣ ≤M
∣∣∣∣∣
zλ1a
1+···+λnan
0
zλ1a
1+···+λnan
∣∣∣∣∣ ≤M |(q
a1)λ1 . . . (qa
n
)λn |,
where q =
(
z0
z , . . . ,
z0
z
)
. By Lemma 6, for |qaj | < 1, j = 1, . . . , n, series (9) converges absolutely for z
such that |zaj0 | < |za
j |, j = 1, . . . , n. Taking the logarithm we see that the series converges for z satisfying
〈Log z, aj〉 > 〈Log z0, aj〉, j = 1, . . . , n. The latter means that Log z ∈ Int(Log z0 +K∗) or z ∈ Int(z0 +
Log−1K∗). 
Proof of Theorem 2. Note that the condition of Theorem 2 for m ∈ Ω means that m is a vertex
of the Newton polyhedron NP . Indeed, assume on the contrary that m is not a vertex of the Newton
polyhedron. Since m ∈ Ω, either m belong to the interior of the polyhedron or its zero face Γ. Hence,
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the dimension of Cm is equal to n− dimΓ (see [13, p. 46]), i.e., it is less than n (in the ﬁrst case Cm is
equal to {0}). Therefore, Cm cannot include the cone K∗, since it is n-dimensional.
In particular, since m is a vertex of the Newton polyhedron, the corresponding component of the
complement Em of the amoeba is not empty. Moreover, since |m|ν = d, the principal symbol of the
diﬀerence operator consists of one summand Pd(δ) = cmδ
m. Thereby, the conditions of Theorem 1 are
fulﬁlled, i.e., there exists a unique solution to the Cauchy problem. Note also that the conditions of
Theorem 2 yield NP ⊂ Πm = {t : 0≤
K
t≤
K
m}.
Demonstrate that the condition K∗ ⊂ Cm for a point m of the Newton polyhedron NP ensures not
only existence and uniqueness of the fundamental solution to the Cauchy problem (by Theorem 1), but
also the possibility of its constructive representation. Indeed, the characteristic polynomial is written as
follows: P (z) =
∑
0≤
K
ω≤
K
m cωδ
ω, and we can expand the rational function 1
P (z) in the Laurent series
1
P (z)
=
1
cmzm +
∑
ω =m
cωzω
=
1
cmzm(1−
∑
ω =m
c˜ω
zm−ω )
.
Since ω≤K m, we have m− ω≥
K
0, i.e., m− ω ∈ K ∩ Zn; in this case
1
P (z)
=
1
cmzm
∞∑
k=0
(∑
ω =m
c˜ω
zm−ω
)k
=
∑
x∈m+Km
P˜m(x)
zx
.
Note that P˜m(x)|Xm = 0 and supp P˜m(x) ⊂ m+Km, whereKm is a cone constructed on the vectors
m − ω, ω ∈ Ω, Km ⊂ K. The series obtained converges in a domain E ⊂ Cn such that Log E = Em
(see [13]). Accounting for the membership Km ⊂ K, we can write the expansion as follows:
1
P (z)
=
∑
x≥
K
0
P˜m(x)
zx
.
Show that the coeﬃcients P˜m(x) of the expansion of
1
P (z) are a fundamental solution to (1), (2). Multi-
plying the last inequality by P (z) and taking it into account that P˜m(x)|Xm = 0, we derive the identity
1 =
( ∑
0≤
K
ω≤
K
m
cωz
ω
)(∑
x ≥
K
ω
P˜m(x)
zx
+
∑
x≥
K
ω
P˜m(x)
zx
)
=
∑
0≤
K
ω≤
K
m
cω
∑
x≥
K
ω
P˜m(x)
zx−ω
=
∑
0≤
K
ω≤
K
m
cω
∑
x≥
K
0
P˜m(x+ ω)
zx
=
∑
x≥
K
0
∑
0≤
K
ω≤
K
m
cωP˜m(x+ ω)
zx
.
Equating the coeﬃcients of the same powers zx, x ∈ K ∩ Zn, we ﬁnd that ∑ω cωP˜m(x) = δ0(x) and in
view of uniqueness of solutions to (1), (2) the coeﬃcients of the Laurent expansion of the function 1
P (z)
coincide with its fundamental solution Pm(x).
Necessity. By the condition of the theorem the Cauchy problem is stable and, hence, by Lemma 5,
the numerical series
∑
x∈K∩Zn |Pm(x)| converges. The above equality P˜m(x) =Pm(x) implies that the
Laurent series
∑
x∈K∩Zn
Pm(x)
ξx converges for all ξ such that |ξj | = 1, j = 1, . . . , n, to 1P (ξ) , i.e., P (ξ) = 0.
By Lemma 7 this series converges in the domain Int(ξ+Log−1K∗) as well, since K∗ ⊂ Cm by condition.
Hence, Int(Log ξ +K∗) ⊂ Int(Log ξ + Cm) ⊂ Em and 0 = Log ξ ∈ Em.
Sufficiency. Conversely, if 0 ∈ Em then there exists ξ ∈ E = Log−1Em such that |ξj | = 1, j =
1, . . . , n, and the series
∑
x∈K∩Zn
Pm(x)
ξx converges absolutely; i.e. the fundamental solution is absolutely
summable. By Lemma 5 (1), (2) is stable.
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