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Abstract
This paper studies compressing pre-trained
language models, like BERT (Devlin et al.,
2019), via teacher-student knowledge distilla-
tion. Previous works usually force the student
model to strictly mimic the smoothed labels
predicted by the teacher BERT. As an alter-
native, we propose a new method for BERT
distillation, i.e., asking the teacher to gener-
ate smoothed word ids, rather than labels, for
teaching the student model in knowledge dis-
tillation. We call this kind of method Text
Smoothing. Practically, we use the softmax
prediction of the Masked Language Model
(MLM) in BERT to generate word distribu-
tions for given texts and smooth those input
texts using that predicted soft word ids. We
assume that both the smoothed labels and the
smoothed texts can implicitly augment the in-
put corpus, while text smoothing is intuitively
more efficient since it can generate more in-
stances in one neural network forward step.
Experimental results on GLUE and SQuAD
demonstrate that our solution can achieve com-
petitive results compared with existing BERT
distillation methods.
1 Introduction
While language model pre-training, such as BERT
(Devlin et al., 2019) and its variants (Yang et al.,
2019; Liu et al., 2019; Lan et al., 2019; Raffel
et al., 2019), has significantly improved the per-
formance of many natural language processing
tasks, those pre-trained models are usually too
large to be deployed for resource-limited applica-
tions. To address this problem, many researchers
recently investigate using the Knowledge Distil-
lation (KD) algorithms (Hinton et al., 2015) to
transfer the knowledge of a large pre-trained lan-
guage model (teacher) into a small neural network
*Equally contributed.
(student) (Sanh et al., 2019; Sun et al., 2019; Jiao
et al., 2019), in order to reduce the model size
for online deployment. The left part in Figure 1
shows the learning algorithm of previous KD meth-
ods for BERT. Typically, the student model learns
from smoothed labels, i.e., given an input text of
some downstream task, both BERT and the student
model are asked to conduct prediction over the in-
put text, the student model is then asked to strictly
fit the soft labels predicted by BERT (for example,
the probability distribution over different labels for
text classification tasks).
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Figure 1: Distilling BERT using smoothed labels (left)
and smoothed texts (right).
As an alternative, we investigate training a stu-
dent model using smoothed texts, rather than labels,
in knowledge distillation of BERT. The right part
of Figure 1 demonstrates our proposed method,
which is comprised of two steps:
• Text Smoothing: Given the pre-trained
teacher (BERT) as well as the downstream
task corpus, we first feed the one-hot encod-
ing of each text in the corpus into the teacher
BERT, and fetch the softmax prediction of the
Masked Language Model (MLM) in BERT,
the original one-hot encodings and the pre-
dicted word distributions are then mixed up
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together to smooth the raw texts.
• Student Learning: The student model is
tuned using the smoothed corpus of the down-
stream task, akin to typical supervised train-
ing. During the inference stage, the student
model only takes the one-hot encoding as in-
put to make predictions.
We assume that both the label smoothing and text
smoothing can implicitly generate more instances
for training the student model, while text smooth-
ing could be more efficient since it can intuitively
generate more instances than label smoothing in
each forward step of neural networks (because the
number of word candidates is much larger than
task labels). Our work is inspired by the recent
success of using soft word ids to improve perfor-
mance in Neural Machine Translation Wang et al.
(2019); Gao et al. (2019), and we extend this idea
to knowledge distillation of BERT.
Empirical results on GLUE (Wang et al., 2018)
and SQuAD (Rajpurkar et al., 2016, 2018) show
that the student model that trained with our pro-
posed text smoothing algorithm can achieve com-
petitive results, compared with existing BERT KD
methods, while the text smoothing method is signif-
icantly faster than previous distillation algorithms.
The major contribution of our work is that we
propose a new knowledge distillation method for
BERT, which uses BERT to generate smoothed
texts, rather than labels, for teaching the student
model.
2 Related Work
Compressing large pre-trained models like BERT
attracts increasing research interests in recent years.
Existing studies can be roughly divided into dis-
tillation (Sanh et al., 2019; Sun et al., 2019; Jiao
et al., 2019), pruning (McCarley, 2019) and quan-
tization (Zafrir et al., 2019), where the distillation
method shows the most promising results. In this
paper, we focus on the knowledge distillation of
BERT. Most previous BERT distillation methods
are based on making the student model mimic the
smoothed labels predicted by the teacher BERT.
Sanh et al. (2019) use the large-scale corpus in
pre-training to generate a massive amount of weak
labels to teach the student model, to improve the
performance of the student model. Sun et al. (2019)
investigate forcing the student model fitting mul-
tiple feedforward layers in the teacher BERT to
improve the performance of the student model.
Jiao et al. (2019) propose a more systemic ap-
proach to construct an equally-effective student
of BERT, where they use the feedforward, multi-
head attention distribution and embedding layers of
the teacher model to supervise the student model,
conduct the KD method on both pre-training and
fine-tuning sides, and leverage Data Augmentation
(DA) (Wu et al., 2019) algorithms to increase size
of fine-tuning corpus in 20 times.
3 Our Method
Let T be the teacher BERT and S be the student
model to be tuned. Given the dataset of some down-
stream task, namely D = {ti, pi, si, li}Ni=1, where
N is the number of instances, ti is the one-hot en-
coding of a text (a single sentence or a sentence
pair), pi is the positional encoding of ti, si is the
segment encoding of ti and li is the label of this
instance. We train the student model of BERT in
two steps:
Text Smoothing: We feed the one-hot encoding
ti, positional encoding pi as well as the segment
encoding si into BERT, and fetch the output of
the last layer of the transformer encoder in BERT,
which is denoted as:
−→
ti = BERT(ti) (1)
−→
ti ∈ Rseq len,emb size (2)
where
−→
ti is a 2D dense vector in shape of
[sequence len, embedding size]. We then multi-
ply
−→
ti with the word embedding matrix W ∈
Rvocab size,embed size in BERT, to get the MLM pre-
diction results, which is defined as:
MLM(ti) = softmax(
−→
tiW
T ) (3)
where each row in MLM(ti) is a probability distri-
bution over the word vocabulary, representing the
choice of words in that position of the input text
learned by BERT. It is worth noticing that we do
not apply the mask corruption in BERT in fetch-
ing the MLM prediction in text smoothing, besides
the teacher BERT is also not fine-tuned with the
downstream task corpus. Our experimental results
show that the mask corruption may harm the per-
formance in knowledge distillation. The input text
ti is finally smoothed using a simple linear interpo-
lation as:
t˜i = λ · ti + (1− λ) ·MLM(ti). (4)
Method (# layers) MNLI-m MNLP-mm QQP SST-2 QNLI MRPC RTE CoLA STS-B Average
BERTbase (12) 84.6 83.4 71.2 93.5 90.5 88.9 66.4 52.1 85.8 79.6
BERTsmall (3) 74.8 74.3 65.8 86.4 84.3 80.5 55.2 16.8 67.5 68.3
BERT-PKD (3) 76.7 76.3 68.1 87.5 84.7 80.7 58.2 - - -
TextSmooth (3) 77.2 76.1 66.7 88.4 85.2 82.3 60.7 23.8 77.7 70.9
BERTsmall (4) 75.4 74.9 66.5 87.6 84.8 83.2 62.6 19.5 77.1 70.2
DistillBERT (4) 78.9 78.0 68.5 91.4 85.2 82.4 54.1 32.8 76.1 71.9
BERT-PKD (4) 79.9 79.3 70.2 89.4 85.1 82.6 62.3 24.8 79.8 72.6
TinyBERT (4) 82.5 81.8 71.3 92.6 87.7 86.4 62.9 43.3 79.9 76.5
TinyBERT w/o DA (4) 80.5 81.0 - - - 82.4 - 29.8 - -
TextSmooth (4) 79.9 79.2 69.6 90.6 86.1 85.0 63.3 33.3 79.8 74.1
BERTsmall (6) 80.4 79.7 69.2 90.7 86.7 85.9 63.6 30.6 81.9 74.3
BERT-PKD (6) 81.5 81.0 70.7 92.0 89.0 85.0 65.5 - - -
TinyBERT (6) 84.6 83.2 71.6 93.1 90.4 87.3 70.0 51.1 83.7 79.4
TinyBERT w/o DA (6) - - - - - - - - - -
TextSmooth (6) 81.9 80.9 70.3 92.8 88.0 86.4 65.7 42.7 82.8 76.8
Table 1: Experimental results on the GLUE benchmark test set. TextSmooth is our method.
Method (# layers) SQuAD 1.1 SQuAD 2.0
EM F1 EM F1
BERTbase (12) 80.7 88.4 73.1 76.4
BERTsmall (4) 67.8 77.5 60.0 63.9
BERT-PKD (4) 70.1 79.5 60.8 64.6
DistillBERT (4) 71.8 81.2 60.6 64.1
TinyBERT (4) 72.7 82.1 65.3 68.8
TextSmooth (4) 70.9 80.5 62.9 66.2
BERTsmall (6) 76.5 84.7 65.7 69.0
BERT-PKD (6) 77.1 85.3 66.3 69.8
DistillBERT (6) 78.1 86.2 66.0 69.5
TinyBERT (6) 79.7 87.5 69.9 73.4
TextSmooth (6) 76.7 84.8 66.7 69.5
Table 2: Experimental results on the SQuAD dev set.
The result of TinyBERT w/o DA is not reported, so we
skip those missing scores.
where λ controls the smoothing degree.
Student Learning: Given those smoothed texts,
we construct the corpus for teaching the student
model, denoted as D˜ = {t˜i, pi, si, li}Ni=1. The stu-
dent model is then tuned with D˜ as supervised
learning. In the inference phase, the student model
takes the one-hot encoding of text as input and
conducts predictions, the same as most existing
teacher-student KD methods.
4 Experiments
4.1 Dataset and Metrics
Following the previous works, we test the perfor-
mance of our proposed KD method on two large-
scale datasets: the GLUE benchmark (Wang et al.,
2018) and SQuAD (1.1 and 2.0) (Rajpurkar et al.,
2016, 2018), covering eleven different tasks in nat-
ural language processing. The evaluation metrics
in this paper are also the same as previous works.
4.2 Baselines
Same as the previous works, we take the pre-
trained BERTbase (12-layers, English, uncased, no
whole word masking) as our teacher model, and
we use a smaller BERT (contains fewer layers
of transformer encoder) as the student model to
be tuned. The baselines to be compared include
DistillBERT (Sanh et al., 2019), BERT-PKD (Sun
et al., 2019) and TinyBERT (Jiao et al., 2019), those
kinds of methods are all based on mimicking soft
labels, while TinyBERT is more complicated and
uses Data Augmentation (DA) to boost the perfor-
mance of the student model. To make a fair com-
parison, we also take TinyBERT w/o DA as another
baseline, to better analyze the difference between
label smoothing and text smoothing in BERT distil-
lation. Additionally, we study directly fine-tuning
the student model without any smoothing (denoted
as BERTsmall), as ablation experiments, to vali-
date the performance of all knowledge distillation
algorithms.
4.3 Experiment Setting
We test 3 different student models: 3-layer BERT,
4-layer BERT, and 6-layer BERT, following the
previous works. All the other hyper-parameters are
the same as the teacher BERT and the λ is set to 0.5
in our experiments. Akin to the previous works, the
student model is initialized by reusing the weights
of first n layers of the transformer encoder as well
as the embedding layers in the teacher BERT. We
directly copy the experimental results of our base-
lines if reported, otherwise, we use ‘-’ to represent
those missing scores or directly skip that setting if
the baseline methods do not consider this setting in
their experiments.
Figure 2: Five unique fake sentences generated for the raw input text “The film has some of the best special effects
ever” using text smoothing.
4.4 Experimental Results
Table 1 and Table 2 show the experimental re-
sults of our proposed distillation method as well
as all baseline and ablation methods. As demon-
strated, the text smoothing method can consistently
over-perform existing smooth label based KD meth-
ods in different student models and most natural
language processing tasks, including DistillBERT,
BERT-PKD as well as TinyBERT w/o DA, espe-
cially for small student models. The performance
of TinyBERT is significantly improved when using
data augmentation, which also implies the impor-
tance of smoothing the texts, instead of the labels.
The performance of the ablation model BERTsmall
is significantly worse than both the label smoothing
based methods as well as our text smoothing based
methods, which implies the effectiveness of knowl-
edge distillation algorithms in BERT. Besides the
performance, our proposed text smoothing distilla-
tion method is also faster than the other methods.
We only use about 92 seconds to pass one epoch in
GLUE on average, while BERT-PKD needs to use
more than 233 seconds on the same devices and
deep learning framework. Moreover, our proposed
method can also support transferring the teacher
knowledge to heterogeneous students, since we do
not rely on mimicking the intermediate layers of
the teacher BERT, which increases the searching
space for the optimal student model.
5 Analysis
To better understand how text smoothing works and
where is the limitation, we visualize the smooth-
ing representation of an example in the SST-2
corpus by sampling some fake sentences from its
smoothed text representation. Figure 2 shows the
visualization results, the top sentence (“The film
has some of the best special effects ever”) is a raw
sentence in SST-2, and the five sentences below
are all generated by randomly sampling words at
each position of the raw input sentence, using its
smoothed word distribution. The probability of
generating the whole sentence is calculated using
the multiplication of the probability for generating
each word.
As we can observe, all those sampled sentences
are semantically-related to the original input text,
the higher the generation probability is, the more
semantically similar to the raw text the generated
sentence is. Those sampled sentences are surpris-
ingly diverse in expression (such as has-contains,
effects-foley, some-several in Figure 2). An inter-
esting thing is that the top one generated sentence
is usually the raw input itself, as shown in Figure
2. The reason may be the MLM in BERT pre-
training, which facilitates the reconstruction and
paraphrasing of the input sentence. However, many
of those generated sentences have some small er-
rors in grammar (like “the of ” of the third sentence)
and some of them suffer from semantic shifts (like
“productions” of the last sentence). Those kinds
of errors may harm the performance of some tasks
who needs to consider fine-grained semantic in-
formation or be aware of syntactic structures of
the input sentences. Studying the impact of those
errors and how to eliminate them shall be an inter-
esting research topic in the future.
6 Conclusion
In this paper, we propose a new knowledge dis-
tillation method for compressing BERT. Instead
of making the student model mimic the soft la-
bels predicted by the teacher BERT, we explore
leveraging the Masked Language Model (MLM)
in BERT to generate word distributions for each
text in the downstream task corpus, and using those
predicted word distributions to smooth the raw in-
put text. The student model then learns from those
smoothed texts, rather than smoothed labels. Ex-
perimental results on GLUE and SQuAD show that
our text smoothing method can achieve competi-
tive results compared with most existing BERT KD
methods. In the future, we would like to take a
deep look at the principle of text smoothing and
try to combine text smoothing and label smoothing
for better knowledge distillation of language model
pre-training.
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