Abstract-Multi-Objective Evolutionary Algorithms (MOEAs) and transport simulators have been widely utilized to optimise traffic signal timings with multiple objectives. However, traffic simulations require much processing time and need to be called repeatedly in iterations of MOEAs. As a result, traffic signal timing optimisation process is time-consuming. Anytime behaviour of an algorithm indicates its ability to return as good solutions as possible at any time during its implementation. Therefore, anytime behavior is desirable in traffic signal timing optimisation algorithms. In this study, we propose an optimisation strategy (NSGA-II-LS) to improve anytime behaviour based on NSGA-II and local search. To evaluate the validity of the proposed algorithm, the NSGA-II-LS, NSGA-II and MODEA are used to optimize signal durations of an intersection in Andrea Costa scenario. Results of the experiment show that the optimization method proposed in this study has good anytime behaviour in the traffic signal timings optimization problem.
I. INTRODUCTION
Traffic congestion in urban areas has been becoming a serious problem which can lead to an increase in fuel consumption, air pollution and detrimental impacts on economic growth. Traffic signal control is a cost effective tool to ease congestion in urban traffic network. It is estimated that 50-80 % of traffic incidents happens at intersections and theirs surroundings, 1/3 travel time and 80-90 % waiting time is consumed at red phases of signalized intersections [1] . Therefore, properly and efficiently operation of traffic signal control of the overall traffic network is critical to the performance of the whole traffic system.
The role of traffic signal timing optimization is to significantly improve network performance by optimizing objectives such as reducing delay, number of stops and increasing network throughput or average speed in the network. Setting traffic signals in a signal-controlled street network involves the determination of cycle time, splits of green (and red) time, and offsets. Traffic light signal optimization might optimize a part of or all these values. Traffic signal timing optimization consists of two main categories: mathematical programming method and simulation-based approach [2] .
The former scheme utilizes mathematical formulations to capture the characteristics of traffic flow model which will be utilized to optimize objectives in traffic management. However, the interrelationship between the flows of complex intersections can not be adequately captured by mathematical programming formulations [2] . For that reason, more recently, researchers tend to optimize traffic signal timing by using simulation-based approaches ( [2] , [3] , [4] , [5] ). According to level of detail which transport simulators can represent, they are divided into three categories: microscopic, macroscopic and mesoscopic traffic simulators. Macroscopic simulators describe the traffic at a high level of aggregation without considering its parts. Microscopic traffic models simulate the movement of individual vehicles. Mesoscopic models are at an intermediate level of detail, for example, describing the individual vehicle but not their interactions. Traffic characteristics achieved from traffic models are used to generate a near-optimal set of signal timing plans via the optimization algorithms. However, it is noted that traffic simulation using these models takes a significant amount of processing time.
Evolutionary Algorithms (EAs) are widely used to solve the multi-objective optimisation problem in transportation ( [6] , [7] , [8] , [9] , [10] , [11] ). However, in a traffic signal plan optimization process, traffic simulation needs to be called every time an individual is evaluated. Time to run multiple simulations as a part of the evolutionary algorithm requires much processing time. The computation time will rapidly rise as the scale of the traffic network increases, such as road network size and number of simulated vehicles. Moreover, when applying EAs to optimise traffic signal timings, the optimization process is time-consuming since EAs need to run the scenario simulation many times [12] . [13] utilizes parallel genetic algorithm reduce time response of the optimization process while [14] combined GA with cluster computing.
[15] introduced GPU based NSGA-II to reduce computation burden.
The optimization literature is mostly focused on the quality of solutions reached by an algorithm after a given time. However, such studies might not work efficiently in optimization problems where function evaluations are limited by time or cost. In these situations, in order to evaluate efficiency of an optimisation algorithm, an indicator, which can measure ability of that algorithm to produce good solutions at any time during its operation, is need. Anytime behavior of an algorithm is its ability to provide as good solutions as possible at any time during its execution and continuously improves the quality of the results as computation time increases ( [16] , [17] ). Anytime behavior may be described in terms of the curve of hypervolume over time. Hypervolume, introduced by Zitzler and Thiele [18] , measures the volume of the objective space which is dominated by a non-dominated set. Therefore, if one non-dominated set has a higher hypervolume, it will be closer to Pareto-optimal front. Hypervolume indicator is used to compare anytime behavior between two multi-objective optimization algorithms. Because optimizing traffic signal control is time-consuming and the time to run the optimization process is limited and scenario specific, therefore, anytime behavior of the system is desirable.
In this work we propose a multi-objective optimization strategy for a traffic light control system. The proposed algorithm (NSGA-II-LS ) which is based on NSGA-II and a local search has better anytime behavior comparing to NSGA-II and MODEA.
II. RELATED WORK

A. Traffic light signals timing problem
General form of a multi-objective optimization problem in traffic light signal timing can be described as follows:
where M is the number of the objectives functions, C is the cycle length, C min and C max are minimum and maximum values of the cycle length . [19] ) and queue lengths ( [20] , [21] ) at signalized intersections, average travel time ( [3] , [14] ), travel cost [22] , flow ( [2] , [14] , [21] ) or traffic exhaust emissions ( [1] , [23] ). f m (x) are functions of offset time, cycle time, green time of phases or order of the phases in the intersection.
B. NSGA-II and SUMO
Elitist Non-dominated Sorting Genetic Algorithm (NSGA-II) is a well established multi-objective optimization algorithm and is an instance of an Evolutionary Algorithm which was proposed by K. Deb and his students in 2000. Deb et al. pointed out that NSGA-II, in most problems, is able to find much better spread of solutions and better convergence near the true Pareto-optimal front compared to Pareto-archived evolution strategy and strength-Pareto EA.
SUMO is a open source traffic simulator which can be used for various purposes such as the evaluation of changes in infrastructure and policy before implementing them on the road [25] . SUMO has been used to simulate traffic in a number of studies ( [26] , [27] , [28] , [29] and [30] ). SUMO is a microscopic traffic simulation so it can describe every vehicles in detail such as departure and arrival time, lanes to use, velocity and positions. Therefore, it is very suitable for evaluating traffic light strategies. Furthermore, SUMO is able to to generate a large number of different measures.
Values of all these measurement data will be collected into files or a socket connection following the common rules for writing files. All output files generated by SUMO are in XMLformat [25] . All needed traffic measurements can be extracted by using any programming language. In this work, python interfaces including TraCI [25] has been used ( Figure 1 ).
III. METHODOLOGY
A. The Proposed Local Search Strategy
Local search is a metaheuristic method which can be used for solving hard optimization problems. A local search algorithm starts from a candidate solution and then iteratively moves to a neighbor solution in the search space until a local optimum is found. In this study, a local search scheme is introduced to the evolutionary optimiser NSGA-II. After solutions are non-dominated sorted into fronts, the local search is applied for these fronts. The local searching strategy given in the following.
Given a front F t with size of NP with i th solution
where n is the number of variables, t is numerical order of the front. The selected neighborhoods discovering strategy is based on [31] . There are two neighborhoods on the k th variable of a solution x i,t are defined in [31] :
where u i,t and v i,t are two solutions in the same front with x i,t . Therefore 2 * n neighborhoods are explored on a solutions. However, in our proposed method, in order to reduce the number of solution evaluations, only two neighbours of each individual are discovered. Each variables in two neighbours nb1 i,t and nb2 i,t of x i,t are calculated by using (2) and (3). Replace x i,t by nb1
Calculate a neighbour nb-nb1 of nb1 using (1) 7:
if (nb-nb1 dominates nb1) or (nb-nb1 and nb1 are non-dominated) then 8: nb1 is replaced by nb-nb1 9:
Calculate another neighbour nb2 of xi,t using (2) 
Replace x i,t by nb2
In order to decide whether the neighbour solution nb can replace the current solution x, replacement strategy is given as follows: if the neighbour solution dominates the current solution or they are non-dominated, the neighbour solution will replace the current neighbour. It is well known that replacing the current solution x with one neighbourhood which dominate x would help the current solution move closer to the Pareto optimal front. In case the current solution x and its neighbour solution nb are non-dominated, the replacement of x by nb will help to increase the diversity of solutions.
During the searching process, if the first seeking direction (using (2) to create neighbour) gives a worse result comparing with the current solution, the searching scheme will turn into another direction by using (3). As a result, the searching procedure would have more chance to achieve a better solution. A new population of size NP are created by performing the local search on all fronts. All solutions in the new population are as good as or better than the individuals in the current population.
B. The Proposed Algorithm NSGA-II-LS
The basic idea of the proposed system is the combination of NSGA-II and the local search. The pseudo code of the local search is described in algorithm 1. The framework of the proposed algorithm is illustrated in the algorithm 2. The input to the approach is an initial set of N random individuals. This population undergoes a number of generations until the termination criteria satisfy. In each iteration, tournament selection, recombination and mutation operators are used to created offspring population of size N . First, a combined population of size 2N is formed from parent and children population. Then, the population is sorted according to nondomination. N best solutions are selected using their ranking and crowed-comparison operator. Suppose that these N best solutions belong to set F including K fronts. Local search is applied with each front in F to find out new solutions which are as good as or better than the current solutions in that front (line 9). The new aggregate population of size N from K fronts after local search procedures is now used for selection, crossover, and mutation to create a new population in the next generation. Create a ChildPopulation Q of size N from the Population P
5:
Evaluate every children in Q 6: Combine the Population P and the ChildPopulation Q into CurrentPopulation R with size 2N
7:
Perform a non-dominated sorting to the CurrentPopulation R and identify different fronts F i , i = 1,2,...
8:
Select N best individuals starting from the first front in F i using ranking and crowding distance values. Assume these N best solutions belong to K first fronts. 
IV. EXPERIMENTAL RESULTS
A. Experimetal Scenario
To study the performance of the introduced and discussed optimisation algorithms in traffic light timing control, a real world traffic scenario from the city of Bologna was chosen [32] . In this experiment, Andrea Costa scenario (Figure 2(a) ) simulated the traffic conditions of the area around the football stadium in big events such as football matches or concerts is chosen. The scenario consists of traffic demand for Andrea Costa's peak hour from 8:00am to 9:00am. This scenario includes positions and traffic light plan of all traffic lights in the traffic network. A traffic light control program (id=210) of coordinated intersections (Figure 2(b) ) in the Andrea Costa scenario will be optimized using the proposed algorithm.
The traffic lights which include their positions and signal plans are provided so the aim in this experiment is to optimize The cycle in the traffic signal strategy consists of 17 phases. Therefore, an individual in the optimization process is represented as x = (x 1 , x 2 , ...x 17 ) where x i , i ∈ [1, 17] has a integer value in range from 1 to 80. The constrain in this study is that the total length of all phases in a cycle must be in range from 80 to 250. If one individual is infeasible, its fitness value will be add a penalty value to reduce its ability to be chosen to be parents. The proposed algorithm NSGA-II-LS is compared with NSGA-II and MODEA in term of hypervolume and diversity indicators.
B. Parameters for optimisation algorithms
We conducted two different experiments that use same traffic scenario described in the previous section. The first experiment compares NSGA-II-LS with NSGA-II while the second experiment evaluates the performances of NSGA-II-LS versus MODEA. In order to compare the anytime behavior of optimisation algorithms, both experiments were run 20 times. While in each separate run, the two compared algorithms were started from the same initial random population, each separate run of the 20 repeats had a separate initial randomly generated population. This allowed for better comparison, as the initial population acted as a reference point to calculate the hypervolume indicators in every runs, being the same for both the experiments.
1) Optimisation parameters for NSGA-II:
Parameters for NSGA-II algorithm are listed in Table I . Crossover scheme utilized in our study is Simulated Binary Crossover (SBX) with η c = 20. A mutated variable with probability of 1/17 
2) Optimisation parameters for NSGA-II-LS:
As discussed in previous parts, NSGA-II-LS is a combination of NSGA-II and the proposed local search. Therefore, optimisation parameters of NSGA-II-LS consist of parameters of NSGA-II which is mentioned above and parameters of the local search. In the proposed local search which was illustrated in algorithm 1, parameter c is calculated by a normal distribution with μ = 0 and σ = 3. The iteration number of the algorithm is 15 generations with 20 solutions in the population.
3) Optimisation parameters for MODEA: In our study, candidate creation strategy utilized in MODEA is DE/rand/1/bin scheme. The differential weight/scaling factor F = 0.8 and the crossover probability R = 0.9. Population size of MODEA is 20 individuals and the algorithm runs in 45 generations. In addition, we define a metric to evaluate how the difference between mean values of two compared algorithms change. This metric is diffmean and described as follows:
C. Performance measures
where A and B are two compared algorithms, n is the number of evaluations. mean A,i and mean B,i are mean values of A and B at i th evaluation.
Furthermore, to evaluate the diversity of the proposed algorithm, two diversity indicators are used to compare the spread of the solutions found between NSGA-II-LS, NSGA-II and MODEA [33] . The first diversity performance measures is spacing metric of Schott (S) which measures how evenly the points of approximated Pareto front are distributed in the objective space. Spacing is calculated as: measurement is utilized as the second diversity indicator.
where max k and min k are maximum and minimum values of the k th objective, respectively. MS measures the length of the diagonal of the hyperbox that is created by the extreme values of the non-dominated set. The bigger MS, the more widely spread the solutions.
D. Results
1) NSGA-II-LS vs. NSGA-II:
We compare our proposed algorithm NSGA-II-LS with NSGA-II using hypervolume and diversity indicators. In our experimental, we run these algorithms 20 times and hypervolume values are recorded. non-dominated front of NSGA-II are more evenly distributed than these of NSGA-II-LS. However, MS value of NSGA-II-LS is much more higher than that of NSGA-II. Therefore, the non-dominated solutions found in the proposed algorithm spread more widely than these in NSGA-II.
2) MODEA vs. NSGA-II-LS:
We repeated the optimisation process with MODEA and NSGA-II-LS algorithms 20 times. We can see from the figure that the diffmean value is above "zero" line from 140 th solution to the end of the optimisation process. Figure 6 presents statistics data in terms of hypervolume of MODEA versus NSGA-II-LS in 20 runs. It is conclude that in overall hypervolume of MODEA is slightly higher than that of NSGA-II-LS. Table III illustrates the diversity measures of MODEA and NSGA-II-LS. Data in the table show that the proposed algorithm has better diversity performance in terms of both maximum spread and spacing between non-dominated solutions.
V. CONCLUSION
In real-time traffic signal optimization with expensive objective functions, anytime behaviour is desirable. An algorithm, which has anytime behavior, is able to return good solutions at any running time. In this paper we proposed a new multiobjective optimization algorithm based on NSGA-II and local search. The local search introduced in this study are integrated into iterations of NSGA-II. The local search would produce as good as or better solutions comparing with current solutions in the same fronts. Output of the local search procedure will become parents of the next generation. The experiment was conducted to compare our scheme with NSGA-II and MODEA in term of hypervolume indicator. The results show that our proposed algorithm is better than NSGA-II and as good as MODEA. Consequently, our proposed algorithm can return good solutions at an early stage of the optimization process. This is important in traffic management since urban traffic networks are highly dynamic and optimization processes are time-consuming. Therefore, better anytime behavior of the proposed system would help decision makers get good solutions without waiting until the optimisation process finish.
In future, traffic characteristics in over-saturated conditions need to be get involved in the optimisation process. Furthermore, we will study not only MOEAs but also other optimisation approaches. These will be studied and tested in regards to reduced response time of the optimisation process in the highly complex and dynamic urban transport environments. New optimisation methods need to be introduced to solve expensive multi-objective optimisation problems.
