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Abstract
In an earlier paper the authors introduced a K0-like construction that produces, for each torsion-
free abelian group A of finite rank, a finitely generated abelian group G(A). In this note, we show
that for any finite abelian group S, there is an almost completely decomposable (acd) group A such
that G(A) has torsion subgroup isomorphic to S. In addition, if S is a finitely generated abelian
group satisfying a certain condition on the torsion-free rank, then there is an almost completely
decomposable group A such that G(A) S. In the usual K0 construction for acd groups, one always
obtains a trivial torsion subgroup. Thus, G(A) appears to be a more versatile tool than K0 for the
study of acd’s.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
The study of K0 has proven fruitful in a variety of settings (see [2,5,6] for examples).
In this paper we examine a refinement of K0 for certain classes of torsion-free abelian
groups of finite rank that was introduced by the authors in 1999 [10]. We begin by
reviewing the relevant definitions. Recall that one obtains K0 (of the category of torsion-
free abelian groups of finite rank) by starting with the monoid V of isomorphism classes of
torsion-free abelian groups of finite rank (under ⊕) and factoring by the relation of stable
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[A] + [B] = [A⊕B], and an abelian group K0 by adjoining differences.
In [10] a refinement of this construction was developed. Two torsion-free abelian groups
A,B of finite rank (hereafter, tffr groups) are called multiple-isomorphic provided
n copies︷ ︸︸ ︷
A⊕ · · · ⊕A=An  Bn
for all integers n > 1. This equivalence is weaker than ordinary isomorphism and stronger
than stable isomorphism) (A ⊕ C  B ⊕ C for some tffr group C), which in turn is
stronger than near isomorphism (A and B are nearly isomorphic if An  Bn for some
n > 0) [11]. As shown in [10], one can factor the monoid V by the (much finer) relation
of multiple-isomorphism instead of stable isomorphism and the resulting monoid (M,+)
of multiple-isomorphism classes then turns out to be separative: a + a = a + b = b + b
implies a = b; or equivalently, na = nb for all n > 1 implies a = b. See [3] or [1]
for a more complete discussion (in a semigroup setting) of separativity and the related
notions we introduce next. Two multiple-isomorphism classes [A] and [B] lie in the same
archimedean component if and only if A is B-projective (a summand of a finite direct sum
of copies of B) and B is A-projective. We denote by Arch(A) the archimedean component
of the class [A]. The archimedean components of M partition M into cancellative abelian
semigroups [3]. For convenience, the set of multiple-isomorphism classes [B] with B an
A-projective group will be denoted Proj(A). For brevity, we will occasionally write B in
Arch(A) to mean that B is a tffr group with [B] in Arch(A).
The preceding definitions and facts are well-known to semigroup theorists. For the
convenience of other readers, we recall the following theorem from [10].
Theorem 1. Let A be a torsion-free abelian group of finite rank. Then,
(1) Arch(A) is a cancellative abelian semigroup under [B] + [C] = [B ⊕C];
(2) the abelian group G(A) of differences [B] − [C] of multiple-isomorphism classes in
Arch(A) has torsion subgroup T = {[A] − [B]: A and B are near-isomorphic};
(3) the group G(A) is finitely generated.
Moreover, multiple-isomorphism is the smallest congruence on the monoid V of
isomorphism classes for which the factor monoid is separative.
The groupsG(A) and T from the theorem seem to provide important information about
the group A. In particular, we can use
T = {[A] − [B]: A and B are near-isomorphic} and
T0 =
{[A] − [B]: A and B are stably isomorphic}
to measure the relative coarseness of the relations multiple-isomorphism, stable isomor-
phism and near isomorphism in the archimedean component of A. Specifically, we have
the following invariants for A:
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[stable : multi] = |T0|;
[near : multi] = |T |.
For example, if [stable : multi] = 3, then there are precisely three multiple-isomorphism
classes of torsion-free abelian groups of finite rank that are stably isomorphic to A. The
(finite) rank of the free group G(A)/T also is an invariant.
A tffr group A is called completely decomposable if it is isomorphic to a finite direct
sum of subgroups of the additive rationals Q, and almost completely decomposable (acd)
if A contains a completely decomposable subgroup of finite index. Those completely
decomposable subgroups of minimal index in A are called regulating subgroups of A.
For almost completely decomposable groups, multiple isomorphism coincides with
isomorphism, and stable isomorphism coincides with near isomorphism [8]. It follows
from the above remarks that cancellation holds for groups in the archimedean component
of an acd group A. That is, W ⊕ X  W ⊕ Y implies X  Y for W,X,Y acd groups
that are mutually projective over each other. We will show by a construction in the next
section, that for A an acd group, the group G(A) can have an arbitrary (finite) torsion
subgroup T with a (finitely generated) torsion-free quotient G(A)/T of arbitrarily large
(finite) rank. Note that in the K0 construction for acd groups, one always obtains a trivial
torsion subgroup, T = {[A]− [B]: A and B are near-isomorphic}, since near isomorphism
implies stable isomorphism for acd’s. Thus, G(A) appears to be a more versatile tool than
K0 for the study of acd’s.
2. G(A) for acd groups
The construction. Let p be an odd prime and k a positive integer. The group (Z/pkZ)∗
of multiplicative units in Z/pkZ is a cyclic group of order φ(pk) = pk−1(p − 1) by [7,
Theorem 1.4.2, p. 43] (φ is the Euler phi-function). In particular, (Z/pkZ)∗ contains (as a
direct factor) a cyclic subgroup C of order p − 1, generated by the coset of an integer c.
We denote U = (Z/pkZ)∗/C, a cyclic group of order n= pk−1.
For p = 2, we need a slightly different construction of the group U . For k  3, the
multiplicative group of units in Z/2kZ is the direct product of a cyclic group of order 2
generated by −1 and a cyclic groupU of order 2k−2 = φ(2k)/2 = n. In fact U is generated
by the (coset of the) integer 5 (see [7, Theorem 2′, p. 43]). For our purposes, when p = 2
it suffices to restrict to the case k  3, so we do so without further comment. When p = 2
we take U = (Z/2kZ)∗/C, where C = 〈1,−1〉, c=−1 and n= 2k−2.
For a fixed group U an integer c as above, and for each positive integer r , we construct
a family of rigid acd groups Av of rank r such that G(Av) has torsion-free rank one, and
torsion subgroup T =Ur−1.
Choose a set V of integer representatives for the elements of the factor group U . For
1  i  r , let Xi = Z[1/qi] be subrings of the rational numbers Q, where the qi are
distinct primes congruent to c modpk . Note that there is a ring epimorphism of Xi onto
Z/pkZ given by sending qi to c + pkZ. Thus, it makes sense to speak of elements of
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with v1 = 1 and vi ∈ V for each i , form the almost completely decomposable group
Av = A +∑Zp−k(e1 + viei), where ei is the ith unit vector in Qr . Observe that, up
to isomorphism, the group Av is independent of the choice of the representatives vi , since
any two choices of vi must agree to within a power of qi modulo pk . Furthermore, for each
r-tuple v = (v1, v2, . . . , vr ) with v1 = 1, we can form a group Av even if the vi ’s are not
all in V . Nevertheless, we will always assume an r-tuple v has components v1 = 1, vi ∈ V ,
unless stated otherwise. In this case, we call v a V -tuple.
Proposition 2. Let v,w be V -tuples. For the groups Av of the construction, the following
hold.
(1) The group Av is indecomposable. For V -tuples v = w, Av is nearly isomorphic but
not isomorphic to Aw .
(2) Arch(Av)= Proj(Av).
(3) Any group nearly isomorphic to Av is isomorphic to Aw for some w.
(4) For each v, the torsion subgroup T of G(Av) is the direct sum of r − 1 cyclic groups
of order n.
Proof. (1) It is a straightforward exercise to show that the endomorphism ring of
Av contains only the trivial idempotents, assuring indecomposability. Next suppose
θ :Av →Aw were an isomorphism. Then by the rigidity of the rank-one summands, we
have θ = θ1 ⊕ · · · ⊕ θr , where each θi is an automorphism of Xi (we identify θ with its
restriction to A). In particular, θi is multiplication by a unit of Xi , that is by a rational of
the form ti = ±qkii , for some integer ki . Note that each such rational is congruent to an
element of C modulo pk . Now use the fact that θ induces an isomorphism Av/A→Aw/A
to conclude that θ maps Zp−k(e1 + viei) + A to Zp−k(e1 + wiei) + A. It follows that
tivi ≡wi (modpk). But ti is congruent to an element ofC, so by the choice of vi andwi we
must have vi =wi . That is v =w. Finally, it is easy to see that for any choice of v and w,
Av is nearly isomorphic to Aw. Indeed, pkAv ⊂A⊂Aw , while if we choose integers ti so
that tivi =wi (modpk), then there is a map Av →Aw defined by ∑αiei →∑αi tiei (αi
rational) and the index of the image of Av in Aw is prime to p.
(2) The containment Arch(Av) ⊆ Proj(Av) is clear. Let G be an Av-projective group,
that is, G is a summand of Ajv , for some positive integer j . By the Faticoni–Schultz
Theorem [4], Ajv has unique decomposition into indecomposables up to near isomorphism.
In particular, G must be nearly isomorphic to a direct sum of copies of Av . Thus, a power
of G is isomorphic to a power of Av and G ∈Arch(Av).
(3) If B is nearly isomorphic to Av , then up to isomorphism we may assume that
A is the (unique) regulating subgroup of B , so that both B and Av are subgroups of
QA containing A. In this case, near isomorphism implies that B/A is isomorphic to
Av/A, a direct sum of r − 1 copies of Z/pkZ [9]. Write ei for the ith unit vector in
A=X1 ⊕ · · · ⊕Xr . Then choose a set a1, . . . , ar−1 of generators for B/A such that each
ai can be written in the form ai =∑p−kaij ej with coefficients aij ∈ Z. We claim that in
fact the ai can be chosen to be of the form p−k(e1 + viei), where 2 i  r . To verify this
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the entries as cosets modulo pkZ. Then M becomes a matrix over Z/pkZ. Under this
identification, we may row reduce (over Z/pkZ) the matrix M to the form


v′1 1 0 . . . 0
v′2 0 1 0 . . .
. . . . . . . . . . . .
v′r−1 0 1

 ,
where the entries 1, v′i are integers representing cosets in Z/pkZ. To see this, note that
pk times any generator ai must have at least two coefficients not divisible by p when it is
expressed as an integral combination of the unit vectors ej . Otherwise, some unit vector ej
would be divisible by p, a contradiction. In particular, some coefficient ai2 must be prime
to p. Multiply the ith row by the inverse of ai2 modulo pk and interchange with the first
row. Then use row operations to make all the other entries in column two equal to zero.
Repeat this process for columns 3 through r to obtain the reduced form of M given above.
Note that none of these operations “change the group B” if we switch back to regarding
the matrix entries as defining generators for B over A (when multiplied by p−k). In the
reduced form, no v′i is zero modulo p, lest one of the original unit vectors ei be divisible
by p. Thus, we may multiply the ith row by the inverse vi+1 of v′i (modpk) to obtain the
matrix


1 v2 0 . . . 0
1 v3 0 . . .
. . . . . . . . .
1 vr

 ,
whose entries we now regard as integers. Each vi represents a coset in U , and multiplying
the corresponding componentXi by a unit that is congruent to an element of C if necessary
(inducing an isomorphism of B), we can assume each vi ∈ V . That is, B  Av , where
v = (1, v2, . . . , vr ).
(4) Fix a V -tuple v and form the differences [Av]− [Aw] as w ranges over the V -tuples.
Each of these differences represents a distinct element of T (including [Av] − [Av] = 0),
and the collection contains all elements of T by Theorem 1.2 and part 3 proved above.
Thus, card(T )= card(V )= nr−1. We show T is the direct sum of r − 1 cyclic groups of
order n by listing r − 1 independent elements of T of order n. By part 1 above, the cyclic
group U contains an element of order n represented by an element u of V . Without loss
of generality, we may assume un = c (modpk) = qr (modpk) by construction. Denote
α1 = (1,1, . . . ,1), and for each 2  j  r , denote αj = (1, . . . ,1, u,1, . . . ,1), the vector
with u in the j th place and 1’s elsewhere. Denote Aj = Aαj . Then the elements of T of
the form [A1] − [Aj ], 2 j  r , all have order n. To see this, we first show that An1  Anj
for all j . For convenience of notation and without loss of generality, we assume that j = r .
Regard An1 as a subset of a Q-vector space of dimension nr containing X
n
1 ⊕ · · · ⊕Xnr .
The first copy of A1 contains the direct sum of the first summands of Xn1 , . . . ,X
n
r ; the
second copy of A1 the second summands and so forth. For example, if n = 2, then A21
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first copy of A1. A map ∂ from An1 to A
n
r can then be written as an nr × nr block diagonal
matrix of the following form (acting on the left of the elements of An1 regarded as column
vectors):
∂ =


D1
D2
. . .
Dr

 ,
where each Di is an n× n matrix representing an endomorphism of Xni .
For ∂ to be an isomorphism, each Di must have a determinant that is a unit in
End(Xi)=Xi , that is detDi =±qkii for some integer ki . In particular, under the mapping
of Xi into Z/pkZ described above, detDi ∈ C (modpk).
We construct the isomorphism ∂ in matrix notation as follows. Write un = qr + tpk for
some integer t . Choose integers u′ and t ′ so that uu′ ≡ 1 (modpk) and ut ′ ≡ t (modpk)
and define the matrix for ∂ as follows.
∂ =




1
t ′ 1
u′ . . .
u′ 1




1
t ′ 1
u′ . . .
u′ 1


. . . 

u ±pk
t u
1 . . .
1 u




.
In the lower right-hand corner, we choose the sign in front of pk so that the determinant
of this block is un− tpk = qr , a unit. It is then easy to see that the matrix ∂ is invertible and
that it maps An onto An. Our task will be complete if we show ∂ defines a map from An1
into Anr , since An1/A
n  Anr /An. If we restrict our attention to the )th summand of An1, it
suffices to show that ∂(e1 + viei)⊆ pkAnr for each i . Note that on the )th summand of An1,
the action of ∂ corresponds to the )th columns of the diagonal blocks in the matrix above.
• If ) = 1 and i = r , then ∂(e11 + e1i ) = e11 + e1i + t ′(e21 + e2i ), where the superscript
denotes the corresponding summand of Anr .
• If )= 1 and i = r , then ∂(e11 + e1r )= e11 + ue1r + t ′e21 + te2r .
• If n > ) > 1 and i = r , then ∂(e)1 + e)i )= e)1 + e)i + u′(e)+11 + e)+1i ).
• If n > ) > 1 and i = r , then ∂(e)1 + e)r )= e)1 + ue)r + u′e)+11 + e)+1r .• If )= n and i = r , then ∂(en1 + eni )= en1 + eni .
• If )= n and i = r , then ∂(en + enr )= en + uenr ± pke1r .1 1
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similar arguments show An1 Ani for any i .
The next step is to show that the elements [A1] − [Ai] are independent modulo n.
Suppose that
∑r
i=2mi([A1] − [Ai])= 0. Note that a special case is mi([A1] − [Ai])= 0,
where only one term is involved. Since n([A1]−[Ai])= 0, we may assume that 0mi < n
for each i . Denote m = ∑mi . Then, m[A1] =∑ri=2 mi[Ai] implies Am1 
⊕r
i=2A
mi
i
under an isomorphism that we again call ∂ . As above ∂ can be represented by a block
diagonal matrix
∂ =


D1
D2
. . .
Dr

 ,
where Di represents the induced isomorphism Xmi →
⊕r
i=2X
mi
i . Each block Di can
be written as a matrix of row blocks [Dhi ], where for 2  h  r , Dhi is an mh × m
matrix representing the induced epimorphism Xmi → Xmhi ⊆ Amhh . Observe that Dhi is
given by the rows of the m ×m matrix Di that are indexed by integers j in the interval
m1 + · · · +mh−1 < j m1 + · · · +mh, where we set m1 = 0 for the sake of convenience.
We will show that, for 2 h r and 1 i  r ,
Dhh ≡ uDh1
(
modpk
)
, Dhi ≡Dh1
(
modpk
)
for i = h. (1)
The first congruence derives from the action of ∂ on a generator of the form e1 + ei
in (say) the first summand of Am1 . Specifically, ∂(e11 + e1i )=
∑m
j=1(∂j1e
j
1 + ∂jieji ), where[∂j1] is the first column of D1 and [∂ji] is the first column of Di . As before, the superscript
j denotes that the unit vector eji belongs to the j th copy of A1 (in the domain of ∂), or the
j th summand of
⊕r
i=2 A
mi
i (in the range of ∂). Fix an index h.
Since e11 +e1i is divisible by pk in A1, for each j we must have ∂j1ej1 +∂jieji is divisible
by pk . It follows (from the fact that e1+ ei is divisible bypk in Aj for j = i , while e1+uei
is divisible by pk in Ai) that,
• ∂ji ≡ ∂j1 (modpk) if m1 + · · · + mh−1 < j  m1 + · · · + mh and i = h (that is,
Dhi ≡Dh1 (modpk) for i = h);
• ∂ji ≡ u∂j1 (modpk) if m1 + · · · + mh−1 < j  m1 + · · · + mh and i = h (that is,
Dhh ≡ uDh1 (modpk).
Thus, modpk , mh rows of D1 are multiplied by u to get Dh. Then, by the usual
properties of determinants, det(Dh) ≡ umh det(D1) (modpk) for 2  h  r . Since ∂ is
an isomorphism, we know that each det(Di) is invertible, whence (up to sign) a power
of qi . Thus, modulo pk , det(Di) ∈C. Therefore, the congruence relation between det(Dh)
and det(D1) implies that umh ∈ C (modpk). Since the coset of u generates the group U
of order n, and mh < n, it must be that mh = 0. This shows the elements [A1] − [Ai] are
independent modulo n, as desired. ✷
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Lemma 3. If A and B are tffr groups such that Hom(A,B) = Hom(B,A) = 0, then
G(A⊕B)G(A)⊕G(B).
Proof. Let [X] be an element of Arch(A⊕ B). Then, up to isomorphism, we can write
X ⊕ Y = (A ⊕ B)k = Ak ⊕ Bk for some positive integer k and group Y . Let XA be
the projection of Ak into X. Note that XA ⊆ Ak because the projection of XA into Bk
must be 0 since Hom(A,B) = 0. Similarly, let XB be the projection of Bk into X. Since
X = XA + XB , it follows that X = XA ⊕ XB . Observe now that XA and XB are the
unique summands of X that decompose X into an “A-part” and a “B-part.” We show
[XA] ∈Arch(A) and via symmetry, [XB] ∈ Arch(B). As we have noted, XA is a summand
of Ak ⊕ Bk that is contained in Ak , so by the modular law, XA is a summand of Ak ,
that is, XA is A-projective. To see that A is XA-projective, write A ⊕ B as a summand
of Xl = XlA ⊕ XlB for some positive integer l. It is easy to show that A is a summand
of XlA. The arguments to this point show that there is a well-defined monomorphism
G(A⊕ B)→ G(A)⊕G(B) induced by X→ XA ⊕ XB . We conclude by showing that
this map is onto. Indeed, it is easy to see that if U is a group with [U ] in Arch(A) and V
a group with [V ] in Arch(B) then [U ⊕ V ] ∈ Arch(A⊕B) and, for X =U ⊕ V , XA =U
and XB = V . It follows that G(A⊕B)G(A)⊕G(B). ✷
Lemma 4. Let Y be a subgroup ofQ. Then G(Y) Z. Let Y1, , . . . , Yr be a rigid collection
of subgroups of Q, that is, Hom(Yi , Yj )= 0 for i = j . Then G(Y1 ⊕ · · · ⊕ Yr)= Zr .
Proof. The first assertion is a routine consequence of the fact that any summand of a direct
sum of copies of Y is a direct sum of copies of Y . The second assertion then follows from
Lemma 3. ✷
As a consequence of the preceding lemma, we can obtain arbitrary finite rank free
groups as the structure group G(A) of a finite rank completely decomposable group A.
Combining this with our earlier results on torsion groups, we can derive the main result of
the paper.
Theorem 5. Given a finitely generated abelian group S with torsion subgroup St , there
is an acd group A such that G(A) contains S and has torsion subgroup exactly St . In
case the number of isomorphism classes of primary cyclic summands of St does not exceed
rank(S/St ), then A can be chosen so that G(A) S.
Proof. Let St = S1 ⊕ · · · ⊕ Sk be the unique decomposition of the torsion subgroup of
S into direct sums Si of cyclic primary groups of the same order, with distinct orders
p
e1
1 , . . . , p
ek
k , respectively. That is, Si is the (finite) direct sum of cyclic groups of order peii .
By Proposition 2, there are groups A1, . . . ,Ak such that G(Ai) has torsion subgroup
isomorphic to Si (and torsion-free rank one). The rank of Ai will be one greater than
the number of cyclic summands in Si . Moreover, the construction can be arranged so
that the collection A1, . . . ,Ak is rigid. Now use Lemma 4 to construct a rigid completely
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that if k  rank(S/St ), then A0 can be chosen so that rank(G(A0))+ k = rank(S/St ). It
is again easy to arrange that the collection A0,A1, . . . ,Ak is rigid. Then by Lemma 3,
G(A0 ⊕ A1 ⊕ · · · ⊕ Ak)  G(A0) ⊕ G(A1) ⊕ · · · ⊕ G(Ak) contains a copy of the
group S  St ⊕ S/St , as desired. Furthermore, if k  rank(S/St ), then we can arrange
G(A) St ⊕ S/St  S, verifying the last assertion of the theorem.
By decomposing St into a direct sum of individual primary cyclic groups, and applying
the above construction with each Ai an acd group of rank two, we obtain a further corollary.
Corollary 6. Given a finitely generated abelian group S with torsion subgroup St , there is
a direct sum A of rank-2 acd groups such that G(A) contains S and has torsion subgroup
exactly St . In case the number of cyclic summands in a decomposition of S into cyclic
primary groups does not exceed rank(S/St ), then A can be chosen so that G(A) S.
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