Nonminimum-phase zeros pose challenges for controller design, i.e., in inversion-based control approaches where inverting these zeros may result in "unstable" poles. The aim of this paper is to exploit the additional freedom in overactuated systems to eliminate these zeros, facilitating subsequent inversion. In particular, an approach for causal and exact inversion of systems with nonminimum-phase behavior is presented. In an either static or dynamic squaring-down step prior to inversion, the approach exploits the fact that nonsquare systems typically have no invariant zeros. The proposed approach is successfully demonstrated in experiments on an overactuated motion system. The method enables exact inversion for nonsquare systems without requiring preview or preactuation.
vessels [11] , [12] , wafer stages [13] , ground vehicles [14] [15] [16] , and many more [17] . For such systems, system inversion is often performed after the system is cast in a square system, see, e.g., [18] . This can be done by, e.g., choosing outputs such that they coincide with performance variables [19] or choosing inputs such that the system is decoupled [20] . This facilitates the design of decentralized feedback control [18] , [21] , as well as decentralized ILC [22] .
One of the main challenges in system inversion is nonminimum-phase behavior, which is related to the invariant zeros of the system being "unstable". Indeed, causal inversion of nonminimum-phase systems yields unbounded signals. To avoid unbounded signals, inversion techniques have been developed, see, e.g., [6] for a recent overview. Traditionally, approximate inversion techniques such as ZPETC, ZMETC and NPZ-Ignore [23] are used, but such approaches inherently yield nonexact tracking. Stable inversion [6, Section 4.2] yields exact tracking, but for nonminimum-phase systems the approach requires preview, i.e., a priori knowledge of the reference trajectory, and preactuation, i.e., a nonzero input before the start of the trajectory. Furthermore, the approach is restricted to square systems. Optimization approaches such as norm-optimal feedforward [24] require preview, which is not always available. Synthesis approaches such as H 2 -preview control and H ∞ -preview control [6, Section 4.4] are only optimal for trajectories with a specific frequency spectrum or address a control goal other than tracking error minimization, respectively.
Although there are many inversion techniques that yield bounded inputs for nonminimum-phase systems, they either require preview or preactuation. The aim of this paper is to develop a new approach for system inversion that reconsiders traditional choices for squaring down, i.e., aiming to decouple systems as is outlined above. In particular, the approach considers new criteria for squaring down in view of system inversion, exploiting the additional design freedom available in overactuated systems.
The main contribution of this paper is a causal inverse model feedforward solution for overactuated systems, also for systems with nonminimum-phase behavior. The approach exploits the design freedom at the input side to square down the nonsquare system to a square minimum-phase system, which enables exact causal inversion. A key aspect is that nonsquare systems generally do not have any invariant zeros. Fig. 1 . System inversion diagram. Given system H, the aim is to let output y ∈ Rp track reference r ∈ Rp through design of F such that u ∈ Rm remains bounded.
The following subcontributions are identified: (I) coordinate basis of nonsquare systems revealing key properties for squaring down; (II) a squaring-down approach with a static compensator; (III) a squaring-down approach with a dynamic compensator; (IV) systematic design framework for design of inverse model feedforward for overactuated systems; and (V) experimental validation of the design framework on an overactuated system with nonminimum-phase behavior. Initial results can be found in [25] . The present paper has several new contributions, including Contribution (I), application to systems with direct feedthrough, and Contribution (V). Related work on overactuated systems addressing different aspects includes [26] , [27] , see also [17] .
The outline of the paper is as follows. In Section II, the control problem is formulated. In Section III, the main idea of the approach is presented together with preliminary results. The static squaring-down approach is presented in Section IV, with extension to dynamic squaring down in Section V. An overview of the complete approach is presented in Section VI. In Section VII, the experimental validation on a motion system is presented. Conclusions are presented in Section VIII.
II. PROBLEM FORMULATION
In this section, the challenges associated to inversion of (non-)square systems are illustrated through several examples, which leads to the problem considered in this paper. In addition, the experimental motion system that is used for validation of the results in Section VII is presented.
A. Motivation for Inversion of (Non-)Square Systems
Consider the inversion diagram in Fig. 1 , where discrete-time system H is assumed to be stable and has the minimal realization H :
with x ∈ R n , u ∈ Rm, y ∈ Rp. Without loss of generality, it is assumed that rank{[ B D ]} =m and rank{[C D]} =p. The system H is stable if and only if |λ i (A)| < 1, for all i = 1, 2, . . . , n, where λ i denotes the ith eigenvalue. The following definition is adopted.
Definition 1 (Invariant zeros [28] , [29] ): The invariant zeros of H in (1) are given by
The system H in (1) 
Given Fig. 1 and H, the objective is to let output y track the reference trajectory r, while input u remains bounded. The following examples illustrate that the inversion of H is nontrivial.
Example 1: Let H be scalar and given by
is unique, but unstable (pole at z = −2) as a consequence of H being nonminimum phase. Hence, causal filtering with F leads to unbounded signals.
Example 1 shows the challenges associated with nonminimum-phase behavior. The following example illustrates the key concepts of this paper.
Example 2: Let H be nonsquare and given by
then F such that HF = 1 is non-unique. The inverses
may lead to unbounded responses since they are unstable. In contrast, the inverse
allows for bounded causal solutions since F is stable. The main point of Example 2 is that for systems with nonminimum-phase behavior, selecting either one of the inputs may yield unstable inverses, see (6) and (7) . Interestingly, a smart combination of inputs as in (8) yields a stable inverse. This is the main idea of this paper and exploits the fact that in general nonsquare systems are minimum phase, regardless of the properties of the individual transfer functions. However, the solution is not always as straightforward as in Example 2, as shown by the following example.
Example 3: Let H be nonsquare and given by then F such that HF = 1 is nonunique. The only difference with Example 2 is one additional minimum-phase zero at the second input. For (9) , the design of a stable F such that HF = 1 is not as straightforward as (8) in Example 2. The examples show that inversion of H is nontrivial if H is nonminimum phase or nonsquare. Example 2 shows that additional freedom in the inputs can be exploited to create a stable system that yields exact inversion. However, such a design is not straightforward as illustrated by Example 3. In the next sections, a systematic design framework for inversion of overactuated systems is presented. A design for Example 3 is presented later on.
Remark 3: In this paper, discrete-time systems are considered since this allows for a digital controller implementation. Results for continuous-time systems follow along the same lines.
B. Case Study: Experimental Motion System
In this section, the experimental overactuated motion system is presented that is used as a case study to evaluate the proposed inversion approach. The experimental results are presented in Section VII.
The motion system consists of a thin, suspended beam and is shown in Fig. 2 . For the experiments, the actuators u 1 , u 2 and encoder y are used. The system has a stroke of 1 mm. The reference trajectory r is a forward and backward movement over 0.7 mm as shown in Fig. 3 .
The measured frequency response function of the system is shown in Fig. 4 together with the identified 14th order parametric model H in (1) obtained using the procedure in [31] . The zeros and poles of H are listed in Table I , together with the zeros Since H has two inputs and one output, the invariant zeros of H are given by the intersection of the zeros of the individual transfer functions and are hence nonexistent. of the individual transfers of H. Both transfer functions u 1 → y and u 2 → y are nonminimum phase and hence only using one input would require preactuation to ensure bounded signals, see also Example 2. In contrast, the nonsquare system H is minimum phase and hence exact inversion with bounded inputs and without preactuation is possible.
III. CAUSAL AND STABLE INVERSION FOR NONSQUARE SYSTEMS
In this section, the main idea of the proposed approach is presented together with preliminary results.
A. Main Idea: Squaring Down in View of System Inversion
Squaring down is a standard step in control applications. Typical considerations include decoupling. In this paper, a systematic design approach is presented that exploits the additional freedom . Inverse model feedforward approach for a system H with more inputs than outputs. Perfect tracking is obtained without preactuation and preview through squaring down and direct inversion of the minimumphase, square system. (a) Tracking control of r ∈ Rp by H with more inputs u 1 ∈ Rp, u 2 ∈ Rm −p than outputs y ∈ Rp. (b) Minimimum-phase, squareΣ sq = HK pre is created and inverted such that HF = I and hence y = r.
of overactuated systems H in Fig. 1 in view of system inversion, i.e., withm >p, to obtain stable F such that HF = I and hence y = r. A key aspect is that nonsquare systems generally have no invariant zeros. Hence, the invariant zeros of the squared-down system are determined by the squaring-down approach and can be affected.
The tracking control application of Fig. 1 with more inputs than outputs (m >p) is shown in Fig. 5 (a), with input u ∈ Rm divided into u 1 ∈ Rp and u 2 ∈ Rm −p . The design approach consists of two steps as shown in Fig. 5 
is square with dimensionsp ×p. Second, F is selected as
such that perfect tracking is obtained since y = HF r = HK preΣ −1 sq r = HK pre (HK pre ) −1 r = r. (12) Note that the second step is straightforward once the first step is completed.
The proposed approach is also used in Example 2 in Section II where squaring down is performed by the static precompensator
The precompensator yields a minimum-phase, square system as desired. It is shown later on that there does not exist a static precompensator for the system in Example 3 such that the square system is minimum phase. However, there does always exist a dynamic compensator such that the square system is minimum phase. A dynamic compensator design for Example 3 is presented later on.
The precompensator designK pre introduces additional invariant zeros in the square systemΣ sq in (10) . The interest is in stable precompensator designsK pre that yield minimum-phase, square systemsΣ sq as they result in stable F and thus bounded u when using the causal solution. If the compensator is stable, but the square system is nonminimum phase, then inversion techniques are required to compute bounded outputs ofΣ −1 sq , since the invariant nonminimum-phase zeros become unstable poles inΣ −1 sq . Inversion techniques, such as stable inversion, are not preferred since they are noncausal and require preactuation and preview.
The critical step in the proposed approach is the design of the compensatorK pre in (10) which is presented in the subsequent sections based on the coordinate basis presented in the next section.
B. Coordinate Basis for Squaring Down
In this section, a coordinate basis is presented to facilitate the design of the precompensatorK pre in (10) . The basis is specifically developed for use in the squaring-down approach presented in Sections IV and V, in contrast to the more general special coordinate basis (s.c.b.) [32] , [33] . The results in this section constitute Contribution (I).
The coordinate basis is developed for left-invertible systems. Fig. 5(a) is transformed to a left-invertible system by considering its dual Σ = H d given bŷ
In the related work [32] , [33] the s.c.b. is used. Existing algorithms to obtain this special structure, e.g., in [34, Chapter 12] , are experienced to be numerically inaccurate. Instead, an other structure is used which only enforces those features that are required for the squaring-down approach and thereby results in numerically more accurate results. The coordinate basis that is used is given by Theorem 4. See Appendix A for the construction of the basis.
Theorem 4 (Coordinate basis):
The coordinate basis in Theorem 4 reveals several features that are used in the squaring-down approach in subsequent sections. For example, the invariant zeros, see Definition 1, of Σ in Theorem 4 are given by λ(A aa ). In the next section, the coordinate basis in Theorem 4 is exploited in the squaring-down approach to obtain the compensatorK pre in (10). 
IV. CAUSAL FEEDFORWARD THROUGH STATIC SQUARING DOWN
In this section, the static squaring-down approach is presented, which constitutes Contribution (II). The approach exploits properties of the coordinate basis presented in Section III, and in particular Theorem 4. First, the static compensator design is presented. Second, the static compensator design is applied to the examples in Section II. The extension to a dynamic compensator design is presented in Section V. An overview of the complete feedforward design approach for H in Fig. 5(a) is presented in Section VI.
A. Static Compensator
The concept of squaring down a left-invertible system Σ in (15) is illustrated in Fig. 6 . The outputs y f ∈ R m , y s ∈ R p−m are combined into a new outputỹ ∈ R m through a postcompensator asỹ = K post [ y f y s ], such that Σ sq = K post Σ is square with dimensions m × m. The main idea is to design K post such that Σ sq is invertible and nonminimum phase to enable direct inversion.
The precompensator K pre for the right-invertible dual system system Σ d is obtained as the dual of the postcompensator of Σ, i.e., K pre = K post,d . The precompensatorK pre for system H in Fig. 5(b) is given bŷ
The design of static compensator design K post in Fig. 6 is given by Theorem 5 and illustrated in Fig. 7(a) . Properties of the square system Σ sq for the static compensator in Theorem 5 are provided by Theorem 6, where n a , n b are the dimensions of x a , x b in (15), respectively. Theorem 6 (Properties Σ sq static compensator): Given H in (1) and Σ in (15), the square system Σ sq in Fig. 6 with K post the static compensator of Theorem 5 has the following properties. 1) Invertible; 2) n a + n b invariant zeros: (15) and obtaining the coordinate basis in Theorem 4 for the new system shows thatx
Theorem 6 shows that the static compensator introduces new invariant zeros in addition to the invariant zeros λ(A aa ) of Σ. When inverting the square system Σ sq , these zeros become poles. Hence, these zeros are preferred to be minimum phase to avoid the use of inversion techniques which require preactuation. The zeros λ(A aa ) are fixed, but since Σ is nonsquare, there are typically no (nonminimum-phase) zeros. Theorem 7 shows how the additional zeros can possibly be placed through static output feedback.
Theorem 7 (Invariant zero placement static compensator): The invariant zeros introduced by the static compensator in Theorem 5 can possibly be placed by solving the static output feedback problem for the triplet (A bb , A bf , C sb ).
Proof: By Theorem 6, the additional invariant zeros are given by λ(A bb − A bf LC sb ) and thus affected by L. These zeros are also the poles of the state-space system (A bb , A bf , C sb ) with static output feedback gain −L.
Importantly, the static output feedback problem in Theorem 7 is not always solvable [36] . This is also shown through examples in the next section.
B. Application of the Static Compensator
In this section, the static compensator design of Theorem 5 is applied to Example 2 and Example 3 in Section II.
Example 2 (continued): The dual left-invertible system, see also Section III-B, of H in (5) is given by
with m = 1, p = 2. System Σ = H d in the coordinate basis of Theorem 4 is given by (16) ,K pre = [ 1 −0.3 ] which yields controller F in (8) .
Example 3 (continued): The dual left-invertible system H d , see Section III-B, of H in (9) in the coordinate basis of Theorem 4 is given by
It can be verified that there does not exist an L ∈ R such that |λ(A bb − A bf LC sb )| < 1. Hence, for this system, there does not exist a static compensator that yields a square system which is minimum phase.
Theorem 7 shows that the problem of designing a postcompensator reduces to solving a static output feedback problem. However, the static output feedback problem does not always have a solution, as also illustrated by Example 3 above. Therefore, in the next section a dynamic compensator is constructed for which the additional invariant zeros can always be placed arbitrarily.
V. CAUSAL FEEDFORWARD: EXTENSION TO DYNAMIC SQUARING DOWN
In the previous section, a static compensator design is presented that yields a square system. However, it is also shown that such a design may not suffice to obtain a minimum-phase square system, as is also illustrated through Example 3. In this section, the compensator design is extended to a dynamic compensator which enables to always obtain a minimum-phase square system. This section constitutes Contribution (III).
The minimum-phase square system is obtained by using an observer to reconstruct the full state x b , followed by state feedback on this observed statex b . The resulting dynamic compensator is presented in Theorem 8 and illustrated in Fig. 7(b) . Note that the observer poles λ(N ) can be placed arbitrarily since (A bb , A bf ) is controllable as Σ is a minimal realization. For minimal order observers, see, e.g., [37, Section 2.3] .
Theorem 8 (Dynamic compensator): Given Fig. 6 with Σ in (15), the dynamic compensator K post is given by Properties of the square system Σ sq for the dynamic compensator of Theorem 8 are provided by Theorem 9.
Theorem 9 (Properties Σ sq dynamic compensator): Given H in (1) and Σ in (15) , the minimal realization of the square system Σ sq in Fig. 6 with K post the dynamic compensator of Theorem 8 has the following properties. 1) Invertible; 2) n a + n b invariant zeros:
3) n poles: λ(Â). Proof: The proof follows along similar lines as for Theorem 6.
The additional invariant zeros λ(A bb − A bf J) are affected by J and can be arbitrarily placed through static state feedback of the pair (A bb , A bf ). This requires that (A bb , A bf ) is controllable which is satisfied since Σ is a minimal realization. Hence, if H is minimum phase, which typically holds, Σ sq can be made minimum phase enabling the use of direct inversion without preactuation.
Next, the dynamic compensator design is applied to Example 3 in Section IV-B. 
which, by (11) 
which is stable as desired. It can be verified that HF = 1 and hence perfect tracking is obtained. In summary, the dynamic postcompensator design in Theorem 8 can always create a stable, minimum-phase, square system, if H in (1) is stable and has no nonminimum-phase invariant zeros, which typically holds for nonsquare systems. Next, the complete design framework is summarized, including both static and dynamic compensators.
VI. APPLICATION IN TRACKING CONTROL
In this section, the design framework is summarized which constitutes Contribution (IV).
The systematic design framework for design of F in Fig. 5 given a right-invertible system H is shown in Fig. 8 . The result follows directly from combining the results of the previous sections. There are two main design types: static and dynamic squaring down. Properties of both are given by Lemmas 10 and 11, respectively.
Lemma 10 (Properties controller with static compensator): Given H in (1) and Σ in (15) , the minimal realization of F in Fig. 8 based on a static compensator has: 1) n invariant zeros: λ(Â); 2) n a + n b poles:
TABLE II EXPERIMENTAL RESULTS AND SETTINGS FOR THE DIFFERENT CONTROLLER DESIGNS
F norm , F norm,c are the norm-optimal controllers with and without preview, respectively, and serve as benchmark to compare the squaring-down controllers F stat , F dyn , which both do not require preview. The dynamic squaring-down controller F dyn achieves superior performance in terms of both e ∞ and e 2 . Fig. 8 . Inversion approach for overactuated systems in tracking control as shown in Fig. 5 . The precompensatorK pre is designed such that the square systemΣ sq has desired properties, e.g., minimum-phase behavior. Perfect tracking is obtained through inversion of the square system.
Proof:
The results follow from Theorem 6 and Fig. 8 .
Lemma 11 (Properties controller with dynamic compensator):
Given H in (1) and Σ in (15) , the minimal realization of F in Fig. 8 based on a dynamic compensator has: 1) n invariant zeros: λ(Â);
The results follow from Theorem 9 and Fig. 8 . The locations of the invariant zeros ofΣ sq directly influence the dynamics and the resulting input signals u 1 , u 2 in Fig. 5 . To avoid the use of preactuation, these invariant zeros can be made minimum phase.
In the next section, the controller design framework presented in Fig. 8 is validated through experiments.
VII. EXPERIMENTAL VALIDATION ON AN OVERACTUATED SYSTEM
In this section, the squaring-down approach is validated in experiments on the overactuated system presented in Section II-B by comparing it to traditional inversion approaches. The results demonstrate the high tracking performance of the squaringdown approach, without requiring preactuation or preview, and constitute Contribution (V).
A. Control Design: Squaring Down and Norm Optimal
The static and dynamic squaring-down solutions are compared with the commonly used (noncausal) normoptimal feedforward solution and the causal norm-optimal feedforward solution. Table II provides an overview of the controllers and experimental results. In this section, the controller designs are presented. The experimental results are presented in Section VII-B.
The inversion approach in Fig. 8 is used to construct stable controllers to avoid the use of preactuation. Note that the x adynamics in Theorem 4 are nonexisting since H is minimum phase, see Section II-B and in particular Table I . A static compensator design, see Theorem 5, that satisfies this requirement is feasible. The poles of the static squaring-down controller F stat are visualized in Fig. 9 and the Bode plot of F stat is shown in Fig. 12 . The input signals u 1 , u 2 that are generated by the controller are shown in Fig. 10 . It turns out that, due to the limited design freedom of a static compensator in combination with the requirement of no preactuation, only oscillatory input signals can be generated with a static compensator. Moreover, there is a large difference in the magnitude of u 1 and u 2 , which might be undesired in view of actuator constraints.
To avoid oscillatory input signals and better balance u 1 and u 2 , a dynamic squaring-down controller F dyn is designed. The oscillatory behavior in the inputs generated by F stat is caused by low damping around 30.25 Hz since the corresponding poles of F stat are close to the unit circle, see Fig. 9 . Using the additional design freedom of a dynamic compensator compared to a static compensator, the poles of F dyn are placed farther from the unit circle as shown in Fig. 11 . The Bode plot of F dyn is shown in Fig. 10 . Input signals for the noncausal norm-optimal controller F norm ( ), the causal norm-optimal controller F norm,c ( ), the static squaring-down controller F stat ( ), and the dynamic squaring-down controller F dyn ( ). Input u 2 of F stat has undesired oscillations, with a dominant frequency of 30.25 Hz. Controller F norm yields preactuation, i.e., nonzero input before t = 0. Controller F dyn yields smooth and causal inputs. Fig. 12 . Similar to controller F stat , controller F dyn is stable and hence no preactuation is required. The input signals that are generated by the controller are shown in Fig. 10 and, as desired, show less oscillatory behavior than those generated by F stat .
The squaring-down approaches are compared with normoptimal feedforward. Norm-optimal feedforward [6, Section 4.3] is directly applicable to nonsquare systems. However, the standard noncausal solution requires preview, i.e., a priori knowledge of trajectory r. The weights of the performance criterion, i.e., Q for the error e = r − y and R for the input ], see also [6, Section 4.3] , are selected to minimize the error without restricting the input signals, see Table II . The input signals are shown in Fig. 10 . Importantly, the standard norm-optimal controller requires preview of the entire reference trajectory r as well as preactuation, whereas this is not the case for the causal norm-optimal controller and the static and dynamic squaring-down controllers.
B. Experimental Results
In simulation, all controllers achieve perfect tracking. However, in experiments the tracking is nonperfect due to model mismatches as shown by the tracking error signals e = r − y for the different controllers in Fig. 13 . Due to preactuation and model mismatches, there is a nonzero error with F norm for t < 0 in Fig. 13(a) , i.e., before any movement is required. Since this error is significant, the causal alternative F norm,c achieves similar performance. Controller F stat shows oscillatory behavior as a consequence of the oscillatory input in Fig. 10 and model mismatches. The smallest error is achieved with the dynamic squaring-down controller F dyn , see also Table II. The controller designs and experimental results are summarized in Table II . The results show that the dynamic squaringdown controller outperforms the static squaring-down and the norm-optimal controllers. Importantly, both the static and dynamic squaring-down controllers do not require preview, i.e., they do not require a priori knowledge of the reference trajectory, in contrast to the standard norm-optimal controller. 
VIII. CONCLUSION
In this paper, system inversion is investigated and in particular from the perspective of squaring down. This leads to new insights that enable causal and exact feedforward for overactuated systems. An inversion approach is presented that does not require preview or preactuation for nonminimum-phase systems. The approach exploits the additional design freedom in overactuated systems and the fact that nonsquare systems generally have no invariant zeros. Experimental results demonstrate superior tracking performance without requiring preview of preactuation.
The approach provides a systematic method to exploit overactuation to the benefit of control. Besides inverse model feedforward, the approach is also of interest to feedback control design by creating a square system with favorable properties, such as nonminimum-phase behavior.
Future research focuses on taking model uncertainty into account and using the available design freedom in overactuated systems to create robustness.
APPENDIX CONSTRUCTION OF COORDINATE BASIS
The coordinate basis in Theorem 4 is obtained through the following steps.
Step where × are arbitrary elements. Such transformations can be found by considering the last row/column pairs in C xf,1 and B x,1 , and working back as follows. 1) Let the column/row pair be given by ⎡
2) Find matrices P = Q −1 ∈ R 2×2 , such that P [ b 1 b 2 = [ 0 b 2 ] and [c 1 c 2 ]Q = [0c 2 ]. If P, Q exist, there exist unitary P, Q or P, Q such that | det(P )| = | det(Q)| = 1. If P, Q do not exist, a random (unitary) transformation may be applied and the procedure can be restarted. 3) Repeat the previous step for the pair [b 2 b 3 ], [c 2 c 3 ], and so on. The process is repeated until all pairs and rows/columns are processed and the desired structure is obtained. The concatenation of all P, Q yields Γ s,2 .
Step 3. Separate x a : The invariant zeros z i , i = 1, 2, . . . , n a are given by Definition 
where the structure related to x f remains unaltered.
Step 4. Make y s independent of x f and y f = x f : Let the output matrix after step 3 be given by
. . . . . . . . .
× · · · ×
× · · · × . . . . . . . . .
Then
which makes y s independent of x f and y f = x f . This concludes the derivation of the coordinate basis in Theorem 4.
