We study functional central limit theorems (FCLTs) for persistent Betti numbers obtained from networks defined on a Poisson point process. The limit is formed in large volumes of cylindrical shape stretching only in one dimension.
Introduction
Topological data analysis (TDA) relies on an equally simple as appealing principle: Leverage invariants from algebraic topology to extract surprising insights from data. spanning tree, the Poisson tree and the directed spanning tree (Ferrari et al. (2004) ; Baccelli and Bordenave (2007) ; Steele (1988) ). In fact, as we will see in Theorem 2.1, the method for establishing the limit result does not hinge on the tree structure and remains true for more general networks. Apart from these directed sublevel filtrations, we can also interpret the classical Vietoris-Rips filtration of a point pattern within the framework of network-based TDA. Indeed, connecting any two points that are closer than a given distance r leads to the Gilbert graph (Gilbert (1961) ; Penrose (2003) ), one of the most prototypical examples of spatial random networks. In this setting, it is not just the merging pattern of components that is of interest. In fact, the trademark of TDA are the life times of loops, holes and higher-dimensional features.
A pivotal assumption in our study is that the networks are confined to a cylindrical shape growing to infinity only in one of the space directions. This restriction is not simply a matter of convenience, but lies at the core of the proof of the functional CLTs. Indeed, looking for instance at the Vietoris-Rips complex, we witness the emergence of long-range dependencies when passing through the critical radius of continuum percolation. A similar effect was also observed by Biscio et al. (2020) . There, it was resolved by considering only bounded features.
The proof of the functional CLT consists of two steps: showing multivariate normality and tightness. The proof of the multivariate normality relies on the stabilization framework of Penrose and Yukich (2001) . For the tightness, we resort to the Chentsovtype tightness criterion of Bickel and Wichura (1971) involving fourth-moments of block-increments of the persistent Betti numbers. Due to the intricate geometries, a particular challenge arises when verifying this condition for very small blocks. To that end, we rely on a technique by Davydov and Zitikis (2008) allowing to reduce the verification of the condition to blocks arranged in a grid of suitable spacing.
The rest of the manuscript is organized as follows. First, Section 2 introduces the precise conditions on the considered models and the functional CLTs. Next, 3 elucidates that a variety of models from literature are covered by this framework. In Section 4, we present a simulation study illustrating that the asymptotic limiting results are already accurate in moderately-large sampling windows. The proof of the functional CLTs are outlined in Section 5. A particular challenging part concerns the verification of tightness whose proof resides on three essential steps: 1) reduction to a grid, 2) moment bounds, and 3) covariance bounds, which are presented in Sections 6, 7 and 8, respectively.
Model and main result
As outlined in Section 1, the main results in this paper are about networks embedded in a cylindrical space R × A for some non-empty compact convex A ⊂ R d−1 . Furthermore, the networks are all based on suitable restrictions of a homogeneous Poisson point process P = {Z i } i≥1 in R × A. By proper rescaling, we may assume P to have unit intensity. In the following, we consider networks constructed on the restriction P n of P to the sampling window W n = [−n/2, n/2] × A.
We start by presenting the functional CLT for the directed filtration on networks. This quantity has the advantage of involving only the appearance and merging of branches, so that we can state the result without needing to invoke the elaborate machinery behind general persistent homology. Since we are considering a distinguished direction, it is natural to say that an edge {Z 1 , Z 2 } is outgoing from a vertex Z 1 if Z 2 lies to the right of Z 1 .
To make this precise, we assume that the considered network emerges from the underlying point process by a construction rule that is covariant in the x-direction: if E(Z i , P n ) denotes the family of outgoing edges attached to the node Z i ∈ P n , then
for every x ∈ R.
If Z i , Z j ∈ P n are connected by an edge in the network and Z j lies to the left of Z i , then we call Z j a parent of Z i . With this terminology, a point Z i ∈ P n gives birth to a new component if Z i does not have parents. Writing π 1 : R × A → R for the projection to the x-coordinate, π 1 (Z i ) is the birth time of that component. On the other hand, if Z i has parents in several different components, then only one of them survives, namely the one with the smallest birth time. Then, π 1 (Z i ) is the death time of the other components. We refer to Figure 1 for an example of points which give birth to a new component, or which join two or more components, respectively.
This gives rise to a collection {(B i , D i )} i≥1 of birth-death pairs and write
for the number of components that are born before time rn and live for a time at most s. Moreover, we assume the construction rule of the network to be stabilizing in the vein of Baryshnikov and Yukich (2005) ; Lee (1997) . Loosely speaking, the decision whether or not to put an edge between two points depends only on a finite, possibly random neighborhood. More precisely, we assume that there exists an almost surely finite stabilization radius R > 0 such that
We assume that R has exponentially decaying tails in the sense that there exist c > 0 such that
holds for all r > 1. Henceforth, we consider features up to a fixed life time T , so that the rescaled persistence diagram lives on the space
Theorem 2.1 (FCLT for directed filtrations). Let T > 0 and consider a network that is exponentially stabilizing in the sense of (2.1) and (2.2). Then, the process β r,s →,n − E β r,s →,n √ n (r,s)∈J→ converges in the Skorokhod topology to a mean-zero Gaussian process.
Next, we move to the setting of the Gilbert graph. As announced in Section 1, this graph is intimately connected to the Vietoris-Rips complex, and we now make this connection more explicit. To that end, we first describe in detail the persistent Betti numbers, a key characteristic from TDA. At the foundation of persistent Betti numbers are the standard Betti numbers encoding information about loops, holes and higher-dimensional topological features of the underlying space.
Mathematically, the concept of features of different dimension is most conveniently captured by through the machinery of simplicial complexes as described by Edelsbrunner and Harer (2010) . Loosely speaking, a simplicial complex K = K(P) constructed from P is an abstract combinatorial structure consisting of points, edges, triangles and the corresponding higher-dimensional simplices. The goal is to define the adjacency structure in such a way that it resembles closely the topology of an object of interest.
One of the most prominent examples is the Vietoris-Rips complex. Here, for r > 0 and n ≥ 1, the complex is given by
where B(x, r) = {y ∈ R p : x − y ≤ r} is the closed r-neighborhood of x and diam is the diameter of a measurable set.
Building a free Z/2-vector space on all simplices of a simplicial complex K, the key towards computing persistent Betti numbers is a specific map ∂ relating different dimensions, see Edelsbrunner and Harer (2010) . The kernel Z q (K) and the image B q (K) of this map in dimension 0 ≤ q ≤ d are also known as cycle group and boundary group, respectively. Then, the Z/2-vector-space dimension
defines the qth Betti number.
The example of the Vietoris-Rips filtration points already the route towards the concept of persistent Betti numbers. Here, we do not only find a single simplicial complex, but an entire filtration that is parameterized by the radius r. This opens the door towards tracking the time points when certain features appear and when they disappear again. More precisely, a filtration is an increasing family of simplicial complexes K = (K r : 0 ≤ r ≤ T ) for a fixed T ≥ 0. Then, the qth persistent Betti number for the Vietoris-Rips filtration K VR (P n ) of the point cloud P n and parameters (r, s) ∈ ∆ = {(r, s) : 0 ≤ r ≤ s} is defined by β r,s VR,q,n := dim Z q (K VR (P n , r)) − dim B q (K VR (P n , s)) ∩ Z q (K VR (P n , r)) .
(2.3)
Henceforth, we consider features of bounded birth-and death times. That is, the persistence diagram lives in the space J VR := [0, T ] 2 . In particular, the parameter domains of β r,s VR,q,n and β r,s →,n are rectangles, which is consistent with the usual definition of persistent Betti numbers.
Theorem 2.2 (Functional CLT for Vietoris-Rips filtration). Let 1 ≤ q ≤ p − 1. Then, the process β r,s VR,q,n − E[β r,s VR,q,n ] √ n (r,s)∈J VR converges in the Skorokhod topology to a mean-zero Gaussian process.
A slight nuisance of the Vietoris-Rips filtration appearing in Theorem 2.2 is the special case q = 0, corresponding to the 0-dimensional features. In contrast to the setting with q ≥ 1, all features are born at time 0, thereby resulting in a one-dimensional instead of a two-dimensional process. In order to avoid cumbersome case distinction, we discuss in detail the setting where q ≥ 1, noting that the general techniques seamlessly extend to q = 0.
Many steps of the proof of Theorems 2.1 and 2.2 are almost identical, since also in the Vietoris-Rips filtration, it is possible to define the notion of a stabilization radius. Indeed, setting R as the smallest positive integer m such that all connected components of the Vietoris-Rips filtration at level T that intersect W 1 lie inside W R , then changing the Poisson process P outside does not change features involving points in W 1 . Since the domain R × A is infinite only in one space dimension, the stabilization radius R also exhibits exponential tails in the present setting.
Examples for stabilizing networks
In this section, we illustrate that the central stabilization assumption in Theorem 2.1 holds for a variety of spatial random networks.
The most basic example is the Gilbert graph, where two nodes of P are connected if they are closer than a given distance r > 0. In particular, we may take r + 1 as finite radius of stabilization. The same radius of stabilization can be used if we additionally delete edges according to a distance-dependent probability.
Next, we define the directed spanning forest G(ϕ) on a vertex set ϕ ⊂ R × A by drawing a single edge from x ∈ ϕ to the closest Euclidean neighbor y ∈ ϕ to the right of x (Baccelli and Bordenave (2007) ; Coupier and Tran (2013) ). That is,
If ϕ has a right-most point, then we formally define its outgoing edge to end at the same point. To define the radius of stabilization, we first let
denote the x-coordinate the first point of P lying to the right of 1. Then,
is a radius of stabilization since every point lying to the right of R cannot be the rightclosest Euclidean neighbor of a point in W 1 . Furthermore, R and thereby R are exponentially stabilizing since for r > 1 P(R > r) = P(P ∩ ([1, r] × A)) = exp(−(r − 1)|A|).
Simulation study
In this section, we illustrate the FCLTs through simulations. First, Section 4.1 showcases at the hand of the directed spanning tree presented in Section 3 that the asymptotic normality from Theorem 2.1 is already accurate in moderately large sampling windows. Next, we proceed to the classical setting of TDA. As already in the remark following Theorem 2.2, the reason for stating this result in terms of the Vietoris-Rips instead of theČech filtration is that the proof of the latter would require highly elaborate and delicate computations in elementary geometry. In Section 4.2, we illustrate that this is a technical and not a fundamental issue. Also for theČech filtration asymptotic normality becomes apparent already in moderately-sized domains.
For the simulation study, we rely on a Poisson point process with intensity 2 in a 15 × 5 sampling window.
Directed spanning tree
First, we illustrate the asymptotic normality from Theorem 2.1 at hand of the directed spanning forest. To begin with, Figure 2 highlights the persistence diagrams for one realization of the network model based on a Poisson point process. In particular, only few components live for an exceptionally long time. Next, we proceed from this exploratory analysis to potential applications of Theorem 2.1 in the context of goodness-of-fit tests. To that end, we introduce in Section 4.1.1 a specific test statistic and look at its type 1 and 2 errors in Section 4.1.2.
Test statistics
The functional limit theorem shows that continuous functionals of the persistence diagram are asymptotically Gaussian. We illustrate this effect at hand of a specific scalar statistic derived from the persistence diagram also considered in the setting of Mbounded features (Biscio et al. (2020) ).
More precisely, we rely on the accumulated persistence function (Biscio and Møller (2019) ). That is, we aggregate the life times of all loops with birth times in a time interval [0, r L ] with r L ≤ r f :
By the FCLT, the statistic T L is asymptotically Gaussian. We now illustrate that this distributional convergence becomes already clearly apparent on bounded sampling windows. To that end, we first compute the recentered and normalized statistics on the iid samples of the Poisson process. We compute the centered and normalized test statistics for 10,000 realizations of the Poisson model and then compare with the asymptotic Gaussian distribution. Then, Figure 3 highlights that the resulting histogram is close to the density of a standard normal distribution. Also the Q-Q-plot in Figure 3 convincingly supports this picture. 
Goodness-of-fit tests
After illustrating that the test statistic T L is asymptotically Gaussian, we now sketch how to derive goodness-of-fit tests. For this purpose, we introduce point patterns that are either more or less clustered than the Poisson point process. To be more precise, the Matrn cluster process MatC(2, 0.5, 1) features a Poisson parent process with intensity 2 and generates a Poi(1) number of offspring uniformly in a disk of radius 0.1 around each parent. The Strauss process Str(4.0, 0.6, 0.5) has interaction parameter 0.6 and interaction radius 0.5, respectively. Figure 4 compares realizations of the alternative to a realization of the Poisson null model. Table 1 shows that when drawing 1, 000 samples from the Poisson null model, the actual type 1 error is close to the nominal asymptotic 5 % level. However, when moving to the alternatives, we see that the test power is rather small. Indeed, for the attractive and repulsive point patterns, we obtain rejection rates of 7.0% and 7.3% respectively. Hence, for the directed spanning forest, moving a bit away from a Poisson distribution of nodes induces only very subtle changes in the network structure that are difficult to detect with the persistence diagram.
Poi
MatC Str T L 5.1% 7.0% 7.3% Table 1 : Rejection rates for the test based on the sublevel filtration in the directed spanning forest.
4.2Čech filtration
In Theorem 2.2, we established a functional CLT that allows to deduce asymptotic normality for a wide variety of statistics derived from the persistence diagram. Now, we illustrate in a simulation study that we can expect that this property is not restricted to the Vietoris-Rips filtration but also extends to theČech filtration for growing disks. To begin with, Figure 5 highlights the persistence diagrams for 0-and 1-dimensional features associated with one realization of the Poisson point process.
Test statistics
Next, we introduce scalar test statistics derived from the persistence diagrams. For the 1-dimensional features, i.e., loops, we rely on the variant T L of accumulated persistence 
Since it is a continuous functional of the persistence diagram, it is asymptotically normal, so that we deduce from the functional CLT that it becomes Gaussian in large windows. When dealing with data, the intensity needs to be estimated and it was found in Biscio et al. (2020) that the following intensity-adapted variant leads to superior test powers:
Then, similarly to Section 4.1.1, the histogram and Q-Q plot in Figure 6 illustrate that the Gaussian approximation is already accurate in moderately-sized window of the simulation study, even when relying on the more complexČech filtration. For 1-dimensional features, we rely on the accumulated persistence function (Biscio and Møller (2019)). That is, we aggregate the life times of all loops with birth times in a time interval [0, r L ] with r L ≤ r f :
By the FCLT, the cluster-and loop-based statistics T C and T L are asymptotically Gaussian. We now illustrate that this distributional convergence becomes already clearly apparent on bounded sampling windows. To that end, we first compute the recentered and normalized statistics on the iid samples of the Poisson process. 
Goodness-of-fit tests
Again, similar to Section 4.1, one possible application of the functional CLT would concern goodness-of-fit tests. To that end, replace the Poisson point process either by the Matrn cluster process MatC(2, 0.5, 1) or by the Strauss process Str(4.0, 0.6, 0.5). Table 2 shows that when drawing 1, 000 samples from the Poisson null model, the actual type 1 error is close to the nominal asymptotic 5 % level. When moving to the type 2 errors, we see that the TDA-based tests often succeed in detecting deviations from the null hypothesis. More precisely, for the attractive point pattern, the null hypothesis is rejected in 44.4% and 50.5% of the samples by the tests based on T C and T L . For the repulsive point pattern, the corresponding rates are 36.6% and 47.4%, respectively.
Poi
MatC Str T C 5.3% 44.4% 36.6% T L 4.2% 50.5% 47.4 % Table 2 : Rejection rates for the test statistics T C and T L for theČech complex.
Proof of Theorems 2.1 and 2.2
Proving a functional CLT involves two steps: 1) asymptotic normality of the multivariate marginals and 2) tightness. We cover these two steps in Sections 5.1 and 5.2, respectively.
Henceforth, we fix a value 1 ≤ q ≤ d − 1 throughout the section. Many of the arguments do not change at all upon passing from β r,s →,n to β r,s q,n , so that we put β r,s n to denote either of them. If there are differences, we point this out in detail.
We abbreviate constants whose value is not important by c; so the value of c can change from line to line.
Multivariate asymptotic normality
First, by the Cramér-Wold device, it suffices to establish the CLT for linear combinations of the form
with (r 1 , s 1 ), . . . , (r k , s k ) ∈ J and α 1 , . . . , α k ∈ R.
To verify the multivariate asymptotic normality, we follow the strategy from (Penrose and Yukich, 2001, Theorem 3.1), which itself relies on the classical martingale-CLT from McLeish (1974) . More precisely, Penrose and Yukich (2001) first discretize the space into boxes, then apply the martingale CLT and at the end work further to deduce from that discretized setting, the behavior of the sums of scores attached to Poisson points. However, to prove Theorems 2.1 and 2.2, expressing persistent Betti numbers as a sum of Poisson scores would be possible but cumbersome. Hence, we stick to the discretized setting and sketch only the most important steps, referring the reader to Penrose and Yukich (2001) for details. To apply the martingale CLT, we decompose the centered Betti numbers as
and
denotes the σ-algebra of the information coming from the configuration of P n in (−∞, i − n/2] × A for i ∈ {1, . . . , n}.
Then, {D i,n } i≤n is a martingale-difference sequence and (McLeish, 1974, Theorem 2. 3) is applicable once we have verified three critical conditions:
for the shift of a point (x, y) ∈ R × A by i ∈ R along the x-axis and we extend this definition in the natural way to describe a shift of sets along the x-axis. A key advantage of working with the Poisson point process is that we can re-express D i,n in terms of a single conditional expectation with respect to G i . Indeed, for i ∈ R let P be an independent copy of the Poisson process P. Then, we write
and denote by β r,s i,n = β r,s n (P i,n ) the persistent Betti number β r,s n computed on the basis of P i,n instead of P. Then, E β rj ,sj n
To establish the martingale CLT, we first need uniform moment bounds. Loosely speaking, Lemma 5.1 is a consequence of stabilization. In fact, in Lemma 5.6 below, we derive a more refined upper bound so that we refrain from presenting a detailed proof at this point.
The second ingredient in the proof is a form of weak stabilization of persistent Betti numbers. In the setting of the persistent Betti numbers in general dimensions such a result dates back to Hiraoka et al. (2018) . In the current cylindrical set-up, the proof is far simpler due to the absence of percolation phenomena. Moreover, the convergence is uniform in the sense that lim n→∞ sup i∈Z:|i|≤n/2−εn P ∆ r,s i,n = ∆ r,s i,∞ = 0.
holds for every ε > 0 and (r, s) ∈ J, Before proving Lemma 5.2, we elucidate how to deduce from it the multivariate central limit theorem.
Proof of Theorems 2.1 and 2.2, multivariate normality. Condition (a). Lemma 5.1 yields the boundedness of
Condition (b). Lemma 5.1 yields also that
Condition (c). For the convergence requirement in (c), it is enough to study the convergence of the expression
for two possibly distinct pairs (r, s), (u, v) in J VR , resp. in J → . Using the weak stabilizing property from Lemma 5.2 and the ergodic pointwise theorem, one finds with similar ideas as in the proof of Penrose and Yukich that the sum tends to γ((r, s), (u, v)) := E E ∆ r,s 0,∞ |F 0 E ∆ u,v 0,∞ |F 0 a.s. and in L 1 (P),
where F i = σ P ∩ ((−∞, i] × A)) is the σ-algebra of information to the left of i ∈ R. We sketch here the steps and refer for a detailed guidance to Krebs and Polonik (2019) in Proposition 5.5, Lemma 5.6 and Lemma 5.7. Then, by Lemma 5.2, the expression (5.2) equals
First, observe that (5.4) converges to a γ((r, s), (u, v)) a.s. and in L 1 (P) by the ergodic theorem because the sequence E[∆ r,s i,∞ | F i ] : i ∈ Z is stationary and ergodic. Moreover, Hölder's and Jensen's inequality, give for each summand in (5.3) the following upper bound
where the right-hand side tends to 0 as n → ∞ because of the uniform bounded moments condition from Lemma 5.1 and the weak stabilizing property from Lemma 5.2. Moreover, this convergence is even uniform in the sense made precise in Lemma 5.2. Hence, we conclude that (5.3) vanishes in the L 1 -norm and the limit in (c) is σ 2 = i,j≤n α i α j γ((r i , s i ), (r j , s j )).
We remark that the pointwise limiting variance σ(r, s) 2 = γ((r, s), (r, s)) is positive. This follows immediately from the fact that E[E[∆ r,s 0,∞ |F 0 ] 2 ] > 0 (note that the last result is true because ∆ i,∞ is neither constant nor F 0 -measurable). This completes the proof.
We finally establish the weak stabilization.
Proof of Lemma 5.2. First, we discuss the directed filtration. For j ∈ Z let R j denote the stabilization radius for the shifted process θ j (P). Furthermore, put
as the last index to the right of i that can still be influenced by changes at θ −i (W 1 ).
Note that A + i is almost surely finite, since the radii of stabilization have exponential tails. Similarly, we define
and put
Hence, if n is so large that θ −i (W R i ) ⊂ W n , then ∆ i,n remains unchanged. Moreover, if n/2 − |i| ≥ εn, then by stationarity
decays to 0 exponentially fast in n, thereby establishing the asserted uniformity. For the Vietoris-Rips filtration, we can proceed along the same lines. More precisely, writing Comp(P) for the family of connected components of the Vietoris-Rips at parameter T , we set
as the maximum of the diameter of the connected components intersecting θ −j (W 1 ).
Here, the exponential decay relies critically on the assumption that we consider the Poisson point process in the cylindrical tube R × A, where no percolation occurs.
Tightness
For one-dimensional càdlàg processes Billingsley (1968) provides a highly convenient Chentsov-type moment condition. Since the persistent Betti numbers depend on two parameters, we will invoke the multi-dimensional extension in Bickel and Wichura (1971) for càdlàg processes on J, where J is either J VR or J → depending on the model. To state this variant precisely, for δ > 0 we first recall the modulus of continuity of a multi-parameter "càdlàg" function z :
where the infimum extends over all δ-grids Γ in J.
Loosely speaking, Bickel and Wichura (1971) give a sufficient condition for tightness in terms of suitable moment estimates for the value of the process in blocks in J.
In fact, we rely on a very convenient variant of this condition mentioned in the remark following Theorem 3 in Bickel and Wichura (1971) , which allows to put a lower bound on the size of the blocks. This means we show that it suffices to consider blocks from the sequence of grids (T n ) n with T n = {(in −α , kn −α ) : i, k ≥ 0}, n ≥ 1, where we henceforth fix α = 3/4.
More precisely, we show that it suffices to compute the modulus of continuity on a sequence of equidistant grids (T n : n ≥ 1) whose union lies dense in J. Instead of considering the modulus of continuity ofβ n r,s = β r,s n − E[β r,s n ], we study the modulus of continuity of the processβ n restricted to T n , which isβ n | Tn .
For a block E ⊂ J,
denotes the 2-dimensional increment of the process β n . Moreover, if E ⊂ J is a block, we writeβ
for the centered process. To summarize, the proof of tightness reduces to establishing the following two results.
Proposition 5.3 (Reduction to grid). Let ε, δ > 0. Then, there exists n 0 = n 0 (ε, δ) such that almost surely
Proposition 5.4 (Tightness -Large blocks). There exists a constant C > 0 with the following property. Let n ≥ 1 and
We defer the proof of Proposition 5.3 to Section 6. To prove Proposition 5.4, we rely on the cumulant identity E[X 4 ] = 3Var(X) 2 + c 4 (X), where X is any centered random variable with finite fourth moment. Here, we recall from (Eichelsbacher et al., 2015, Identity (3.9) ) that c 4 (X) = {L1,...,Lp}≺{1,...,4} (5.6) where the sum runs over all partitions L 1 ∪ · · · ∪ L p of {1, . . . , 4}. This identity reduces the proof of Theorems 2.1 and 2.2 to the following variance and a cumulant computations.
Proposition 5.5 (Variance and cumulant bound). There exists a constant C CV > 0 with the following property. Let n ≥ 1 and
Var β n (E) ≤ C CV n|E| 5/8 and c 4 β n (E) ≤ C CV n|E| 5/8 .
Before proving Proposition 5.5, we elucidate how they enter the proof of the tightness in Proposition 5.4.
Proof of Proposition 5.4. Applying the cumulant identity E[X 4 ] = 3Var(X) 2 +c 4 (X) for X = n −1/2β n (E) and inserting the bounds from Proposition 5.5, we arrive at n −2 E β n (E) 4 ≤ 3C 2 Var |E| 5/4 + C Cum n −1 |E| 5/8 ≤ (3C 2 Var + C Cum )|E| 9/8 .
Hence, an application of (Bickel and Wichura, 1971 , Theorem 3) concludes the proof.
As in Section 5.1, we leverage a martingale-difference decomposition of the form
where D i,n (E) := E β n (E)−β i,n (E)|G i . First, the proof of Proposition 5.5 crucially relies on upper bounds on differences of increments.
Lemma 5.6 (Moment bound). For every k ≥ 1 there exists a constant C k,M > 0 such that for every block E = E b × E d ⊂ J, 1. In the directed filtration, we have for every n ≥ 1
2. In the Vietoris-Rips filtration, we have for every n ≥ 1,
Equipped with this auxiliary result, we now conclude the proof of Proposition 5.5. To ease notation, we put C M = max k≤4 C k,M .
Proof of Proposition 5.5, variance bound. First, since
For the directed filtration, part 1 of Lemma 5.6 shows that the right-hand side is at most
thereby proving the asserted variance bound in the directed setting. For the Vietoris-Rips filtration, we conclude from part 2 of Lemma 5.6 that the right-hand side is at most the asserted C M n|E| 5/8 .
To prove the cumulant bound, we recall from (Eichelsbacher et al., 2015, Identity (3.9) ) that the mixed cumulant of random variables Y 1 , . . . , Y 4 with finite fourth moment equals c 4 (Y 1 , . . . , Y 4 ) = {L1,...,Lp}≺{1,...,4}
where the sum runs over all partitions L 1 ∪ · · · ∪ L p of {1, . . . , 4}. To prove the cumulant bound in Proposition 5.5, we follow the blueprint outlined in the variance bound above.
More precisely, leveraging the multilinearity of cumulants yields that
where the a i,j,k, ≥ 1 are suitable combinatorial coefficients, depending only on which of the indices i, j, k, are equal. A delicate part in bounding the right-hand side concerns derivations of covariance bounds for the bulk term, where − i ≥ |E| −1/16 .
Lemma 5.7 (Covariance bound). For every p, q ≥ 1 there exist C p,q C p,q > 0 with the following property. Let n ≥ 1 and 1 ≤ i 1 ≤ · · · ≤ i p < i p+1 ≤ · · · ≤ i p+q and set X 1 = k≤p D i k ,n (E) and X 2 = k≤q D i p+k ,n (E). Then,
Proof of Proposition 5.5, cumulant bound. To ease notation, we write D i for D i,n (E). First, we control the sum
In particular, max{j −i, k −j, −k} ≥ |E| −1/16 /3, and without loss of generality, we may focus on the case j − i ≥ |E| −1/16 /3. To that end, we recall the semi-cluster decomposition from Baryshnikov and Yukich (2005) ; Eichelsbacher et al. (2015) . Since we apply this decomposition not in the context of point processes, but just in the setting of sequences of random variables, it simplifies substantially. More precisely, c 4 (D i , D j , D k , D ) decomposes as
for some coefficients a {L1,...,Lp} only depending on the structure of the partition, but not on the precise values of j, k, . Hence, combining the bounds from Lemmas 5.6 and 5.7 concludes the case where − i ≥ |E| −1/16 . It remains to bound the partial sum i≤j≤k≤ ≤n −i≤|E| −1/16
consisting of those contributions where − i ≤ |E| −1/16 . To that end, leveraging the Hölder inequality, the representation in (5.7) implies for a single cumulant the bound (5.8) where the coefficients a {L1,...,Lp} only depend on the structure of the partition but not on the precise values of i, j, k, . Starting from this observation, we now argue a bit differently for the directed and for the Vietoris-Rips filtration.
First, we consider the directed filtration and deal with the contributions in (5.8) with i ∈ 2nE b . Then, (5.8) is at most
for some c > 0 depending only on the chosen network model. Now, by part 1 of Lemma 5.6, this expression is at most c |E d | 7/8 , where c > 0 again depends only on the chosen model. Hence,
, and the right-hand side is in O(|E| 5/8 ).
Second, consider the contributions in (5.8) with i ∈ 2nE b . If, for instance, L 1 is the element of the partition containing i, then, by part 1 of Lemma 5.6,
Since the other moments also remain bounded, we conclude that
In particular, since |E| ≥ n −3/2 , the above expression is in O(n|E| 5/8 ).
Finally, the Vietoris-Rips setting is a bit simpler, as we do not need to distinguish between different cases. Indeed, arguing as in the first case, we arrive at the bound (5.9) for any i ≤ n. By part 2 of Lemma 5.6, the latter is at most c |E| 7/8 |E| −3/16 for some c > 0. Hence, aggregating over all i ≤ n yields the desired upper bound of order O(n|E| 5/8 ).
Reduction to an equidistant grid
Now, we establish Lemma 5.3. That is, we show that it suffices to bound the modulus of continuity on a grid. To this end, we show that the modulus of continuity of the processβ n r,s can be bounded above by the modulus of continuity of the processβ n restricted to T n . To prove Proposition 5.3, we use an observation from (Davydov and Zitikis, 2008 , Corollary 2). To ease notation, we write P(W ) := #(P ∩ W ) for the number of points of P in a domain W ⊂ R × A.
Proof of Proposition 5.3, Directed filtration. The process β r,s →,n is increasing in both r and s. Hence, by (Davydov and Zitikis, 2008, Corollary 2) , it suffices to take 0 ≤ r 2 − r 1 , s 2 − s 1 ≤ n −α , r, s, r 2 , s 2 , r 1 , s 1 ∈ [0, 1] and then bound the differences n −1/2 E β r2,s →,n − β r1,s →,n and n −1/2 E β r,s2 →,n − β r,s1 →,n .
We explain how to proceed for the second claim, noting that the steps for the first are similar, but easier. By Palm theory for the Poisson point processes, it suffices to show that lim
where p z,s n denotes the probability that an additional branch born at location z in the network dies in the time interval [s 1 , s 2 ]. A necessary condition for a branch to die in that time interval is that P ∩ ([s 1 , s 2 ] × A) = ∅. Since, P is a Poisson point process with unit intensity, we therefore obtain that
as asserted.
Proceeding to the Vietoris-Rips filtration, we define the filtration time of a simplex σ ∈ K T as r(σ) := inf{r > 0 : σ ∈ K r }.
Proof of Lemma 5.3, Vietoris-Rips filtration. As in directed setting, we leverage the insight from Davydov and Zitikis (2008) . Let 0 ≤ r 2 − r 1 , s 2 − s 1 ≤ n −α and r, s, r 2 , s 2 , r 1 , s 1 ∈ [0, 1]. We study the differences n −1/2 E β r2,s VR,q,n − β r1,s VR,q,n and n −1/2 E β r,s2 VR,q,n − β r,s1
VR,q,n and only tackle the first expression, as the arguments for the second are very similar.
Since we deal with the Vietoris-Rips filtration, we obtain that β r2,s VR,q,n − β r1,s VR,q,n = dim
Note that we have used for the second equality, the dimension formula dim U ∩ V = dim U + dim V − (dim U ∪ V ), for two subspaces U, V of a vector space W .
The key geometric insight is now that if a simplex σ = {Z i0 , . . . , Z iq } satisfies r 1 ≤ r(σ) ≤ r 2 in the Vietoris-Rips filtration, then, it is possible to re-order the indices such that r 1 ≤ |Z i0 − Z i1 | ≤ r 2 . The δ-neighborhood of a point x in the Euclidean norm on R d is given by B(x, δ) for δ ∈ R + . Hence, the Slivnyack-Mecke formula as in (Last and Penrose, 2018, Theorem 4.4) gives that E β r2,s VR,q,n (K(P n )) − β r1,s VR,q,n (K(P n ))
Note that a refined reasoning based on (Chazal and Divol, 2018, Theorem 7) would extend the above result for theČech filtration.
Moment bounds
In the present section, we prove the moment bound, i.e., Lemma 5.6. Here, we rely essentially on two ingredients, namely the assumption on stabilization and on moment properties of the Poisson point process.
As a preliminary observation, we note that by Jensen's inequality, it suffices to replace D i,n (E) with ∆ i,n (E) := β n (E) − β i,n (E).
Proof of Lemma 5.6; part 1. First, assume that i ∈ 2nE b . Since |E b | ≥ n −3/4 , this means that the distance between i and the interval E b is at least n 1/4 . In particular, ∆ i,n (E) = 0 only if R i + T + 1 ≥ n 1/4 , where the external stabilization radius R i is as in (5.5). Hence, by Cauchy-Schwarz,
which is of order at most O(n −16 ) due to the exponentially decaying tail of the stabilization radius. Next, let i ∈ 2nE b . Then, by stabilization
where ∆ i,R i (E, P n ) denotes the number of branches in the network on P n with life time in E d born in the domain W i,R i . Again, since P n and P i,n have the same distribution, it suffices to derive bounds for ∆ i,R i (E, P n ). Now,
so that by the Hölder inequality,
1/16 P(∆ i,R i (E, P n ) ≥ 1) 15/16 .
By stationarity and the exponential decay of the stabilization radii, the first quantity on the right-hand side is bounded by a finite constant not depending on i. Now, distinguishing on the value of R i ,
where p z (E d ) denotes the probability that a branch born at z has a lifetime in E d . Since P is stationary, the probability p z (E d ) is invariant on fibers of the form R × {y} with y ∈ D. Moreover, it is bounded above by the probability that there exists at least one Poisson point in the interval E d × A. Hence, p z (E d ) ≤ |E d ||A| and plugging this back into (7.1) concludes the proof.
Proof of Lemma 5.6; part 2. The crux in the proof is to shed light on the geometric implications of finding a Vietoris-Rips feature in the block E. Since the Vietoris-Rips complex is built on pairwise comparisons, a feature in E corresponds to points Z 1 , Z 2 , Z 3 , Z 4 such that (|Z 1 − Z 2 |, |Z 3 − Z 4 |) ∈ E. Moreover, since the death occurs strictly later than birth, at least 3 of these points are distinct. With this background, we now proceed similarly to the proof of part 1. In particular, it suffices to derive bounds on ∆ i,R i (E, P n ) := # {Z j } j≤4 ⊂ P n ∩ W i,R i : #{Z j } j≤4 ∈ {3, 4}
and (|Z 1 − Z 2 |, |Z 3 − Z 4 |) ∈ E , which is above-mentioned the upper bound on the total number of triples and quadruples of points in P ∩ W i,R i that could cause a feature contained in the block E.
As before, it suffices to bound P(∆ i,R i (E, P n ) ≥ 1). To that end, we invoke the Slivnyak-Mecke Theorem as in (6.2) to arrive at
Hence, arguing as before via stationarity and exponential stabilization, we conclude the proof.
Decay of covariances
Proof of Lemma 5.7. To derive covariance bounds, we represent the random variables D i,n through auxiliary Poisson point processes. More precisely, let {P k } k≥1 be a family of independent copies of P and set
Then, by construction, Cov[X 1 , X 2 ] = Cov[X 1 , X 2 ], where X 1 := k≤p D i k ,n and X 2 := k≤q D i p+k ,n . Now, we let R k and R k denote the stabilization radii associated with the shifted processes θ i k (P k ) and θ i k (P k ), respectively and put R ∨ k = R k ∨ R k . Furthermore, let
denote the event that the influence zones for the second contribution extend at most to (i p + i p+1 )/2 to the left. Then, we decompose the covariance as
Cov(X 1 , X 2 ) = Cov X 1 , X 2 1{E} + Cov X 1 , X 2 1{E c } and observe that by definition of stabilization, the random variables X 1 and X 2 1{E} are independent, so that the first covariance vanishes. It remains to bound the second summand.
To that end, applying the Cauchy-Schwarz inequality gives that Cov X 1 , X 2 1{E c } ≤ Var X 1 Var X 2 1{E c } .
A second application of Cauchy-Schwarz yields that
Hence, noting that the random variables {R ∨ k } k≥1 have exponential tails concludes the proof.
