Deep learning-based visuomotor control for manipulation are studied recently, which uses a neural network to learn the mapping from images to robotic actions directly. Most previous methods assume there is only one target object in the image. When multiple target objects are present, they are normally regarded as multi-task problems. One-hot vectors are often used to denote different tasks in the visuomotor framework. Nonetheless, these one-hot vector-based methods are easily disturbed and non-extendable. In this paper, a location instruction is used to guide the robot to generate different trajectories in the situation with multiple targets. The proposed framework mainly consists of three modules: the AutoEncoder (AE) network, the motion generation network and the location detection network. AE tries to process the perception information into small-scale feature maps. The location detection network gives the pixel coordinates of the center of the target object in the image. The motion generation network combines the location instruction and the preprocessed perception information and generates an entire motion trajectory to finish the specified manipulation task. For the object stacking tasks with distractors, the proposed method could obtain a success rate of 98%, while the one-hot vector-based method only has a success rate of 56%.
I. INTRODUCTION
Technologies of robotic manipulation have been widely explored by researchers in past decades. In the process of performing manipulation tasks, robots need to perceive environmental information, make decisions based on these perceptions and execute the chosen actions to finish the specified tasks. Traditionally, most methods for robotic manipulations are mainly separated into three stages: environmental perception, high-level decision-making and low-level robot control. Further, methods of environmental perception contain scene understanding, object segmentation, 3D reconstruction, object recognition, pose estimation and so forth. In the high-level decision-making field, there are task planning, symbolical programming, action planning, chosen of high-level actions, grasp points detection and so on. Methods of low-level robot control include motion planning, trajectory planning or generation, position-based control and force-based control. Lots of related researches have achieved The associate editor coordinating the review of this manuscript and approving it for publication was Valentina E. Balas . great success by decomposing manipulation tasks into these three stages and solving them separately [14] , [16] . Nevertheless, these roadmaps with distinct stages are time-consuming and slowly responding to changes in the environment, and the propagation of deviations between each stage is also a problem [24] .
With the development of deep learning methods, the mappings from observation space to the robotic motion action space are explored in robotic manipulation tasks [22] . Deep learning-based visuomotor control for manipulation is studied, which uses a neural network to learn the mapping from images to robotic actions directly. The perception information can be RGB images, depth maps or other visual information. The robot action can be motion action and force/torque action. For both action types, they all could be relative changes or absolute value in Cartesian coordinate space or joint coordinate space. In this situation, we consider the problem of motion generation and motion actions are represented by absolute Cartesian coordinates. RGB images and depth maps are chosen as the perception information. For the situation with multiple targets in the perception data, such as sequential manipulation tasks, the robot cannot map the perception information to motion action directly and it may execute different motion actions according to different targets to manipulate. High-level actions or input instructions are needed to eliminate the ambiguity in the mapping from perception to motion action [32] . High-level actions can be considered as the interfaces of the relevant task planning modules and input instructions can be regarded as the interfaces of humans and robots.
One-hot vectors are often utilized to denote these high-level actions or different tasks [32] . One-hot vectorbased frameworks require the networks of motion generation to have the ability of semantic understanding so that the target objects in the image and the one-hot vectors can be connected. It means that the motion generation network combines semantic understanding with motion control. However, these one-hot vector-based methods are susceptible to distractor objects in the perceived image and cannot be extended to new targets. In this paper, location instructions are used to transfer different purposes to the motion generation network, which attempts to separate semantic understanding from motion generation, and it makes the motion generation network more robust to the environment.
The proposed framework mainly consists of three modules: the AutoEncoder (AE) network, the motion generation network and the location detection network. AE tries to process the perception information into small-scale feature maps. The location detection network provides the pixel coordinates of the center of the target object in the image. The motion generation network combines the location instruction and preprocessed perception information. Manipulation trajectories for the specified manipulation task are obtained at last. Robotic trajectories and the RGBD information of the environment are collected as labeled training data. Two AEs are trained with RGB images and depth maps separately. The location detection network is trained with RGB images of the environment, which is a Siamese network that receives the target object image and the entire environment image and outputs the location of this target object in the environment image. Further, the motion generation network is trained with preprocessed perception information and the trajectory performed by the robot, which is a sequence of positions of the end-effector and states of the gripper in this scenario. After trained, the proposed framework could generate different trajectories based on the input of the target object image and the image of the surroundings.
The main contributions of the proposed framework are twofold: a) Location instruction-based end-to-end motion generation framework is proposed for the situation with multiple targets in the perception data. b) The motion generation network is integrated with an object tracking method that is the Siamese network. The robot could generate the entire trajectory end-to-end with a specified image of the target object.
The remaining of this paper is organized as follows: In Section 2, some related researches about robotic manipulation are discussed. Then the entire structure of this proposed location-based motion generation framework for robotic sequential manipulation is presented in Section 3. Experiments are conducted in simulation and real environment to validate the feasibility and performance of this proposed method in Section 4. Finally, conclusions and some future work are provided.
II. RELATED WORK
In this section, we review some related studies regarding robotic manipulation, robot learning, end-to-end visuomotor control for manipulation, motion planning and object tracking. Robotic manipulation problems have been widely explored in the past decades [1] . However, compared with human beings, the manipulation abilities of the robot are still at a low level. A survey on the technologies of robotic manipulation and their comparisons with the capabilities of humans in the manipulation was conducted [2] . As mentioned above, methods for robotic manipulations mainly include environmental perception, high-level decision-making and low-level robot control. They are normally worked out separately and then combined to accomplish the specified manipulation tasks. Methods of environmental perception include scene understanding [3] , object segmentation [4] , 3D reconstruction [5] , object recognition [6] , pose estimation [7] and so forth. There are some methods focusing on high-level planning, which contains task planning [8] , symbolical programming [9] , chosen of high-level actions [10] and grasp points detection [11] . Motion planning in constraint space [12] and position/force-based control [13] are also used in robot manipulation tasks. Based on this multi-stage technical roadmap, the robot was used successfully for many manipulation tasks such as grasping objects [14] , tidying-up objects [15] , pouring waters [16] , opening doors [17] , picking fruits [18] and so on.
Obviously, it is difficult to predetermine each step in various robotic manipulation tasks. Learning-based methods were also explored for the robot to get multifarious skills [19] . In [19] , Fabisch et al. surveyed the technologies of behavior learning of robots, which included humanoid robots, legged robots and robotic arms. State of the art and perspectives of robot behavior learning, including robot manipulation, were discussed. With the powerful capabilities of representation of deep neural network, deep learning-based methods were also used in robot learning [9] - [11] . Deep neural network was applied to detect the grasping points with RGBD information for picking-up tasks [11] . A self-supervised grasping point detection was proposed, which could collect training data online [20] . Zeng et al. applied a self-learning method to joint pushing and grasping action together to grasp cluttered objects [10] . Zhen et al. integrated RCNN-based object recognition method and traditional match-based pose estimation to build a scene graph and planed the task with these scene graphs as target states [21] . Xu et al. applied a LSTM-based task programming framework to achieve high-level semantic planning based on video demonstrations [9] . However, these methods apply learning strategies primarily in the perception or decision phase of manipulation tasks. Then they were combined with traditional low-level control methods to achieve different robotic manipulation tasks ultimately. They were all multi-stage methods and separated the perception or decision from the low-level robot control.
As another roadmap, learning-based end-to-end visuomotor frameworks were also explored [22] - [24] . Different from the multi-stage methods, these pipelines merge perception and robot control together, which mapped the perception information into robot control actions directly. They could be trained with Imitation Learning (IL) framework or Reinforcement Learning (RL) framework. Guide Policy Search (GPS), a RL method, was integrated with deep neural network for the robot to learn contract-rich manipulation skills, which are difficult to model using traditional methods [24] , [25] . To promote the learning speed of RL, deep spatial autoencoder was used to process the visual images and obtain serval task-related key points, which has been applied in several simple robotic manipulation tasks [26] . Fusions of the perception of environment and proprioceptive information of the robot were also used for peg-in-hole tasks in a RL framework [27] . As a supervised learning, IL framework is also used to learn the end-to-end visuomotor skills. Domain randomization was used in visuomotor learning for a pickand-place task in simulation and the visuomotor skill was transferred from a simulated environment to the real world [28] . The author teleoperated the manipulator for demonstration data collection and then trained a network for various manipulation tasks, which validated the efficiency of IL [29] . Nevertheless, these methods made the robot learn each manipulation skill independently, and the abilities for different tasks or intentions were also very important for the robot systems. There were some studies about multi-task learning with the same network. Task-embedded space was used for a new similar task with a few-shot learning framework [30] . This method fixed the parameters of network and adapted to new task via an input of task-embedded vector that was just like instructions representing the intentions of humans. As the input of visuomotor network, one-hot vector was often used to distinguish different purposes [31] - [33] . Based on different input one-hot vector, the robot could perform different actions in the same surroundings. As mentioned before, one-hot vector-based frameworks required the control network to have the capability of semantic understanding, which could connect the target object in the image with the corresponding one-hot vector. This mode made the visuomotor network susceptible to distractor objects in the perceived image. In this paper, location instructions are used to transfer different purposes to the motion generation network, which attempts to separate semantic understanding from motion generation and makes the motion generation network more robust to the environment. Different from these mentioned visuomotor methods that predict one action with each image, the proposed method provides the entire motion trajectory with only one image. It is similar to the motion planning for robotic manipulation, but with more gripper states than it. The location detection network is inspired by object tracking methods, and more studies about motion planning for robotic manipulation and object tracking methods are discussed in the next paragraph.
Sampling-based motion planners, such as Rapidlyexploring Random Trees (RRT) [34] , multi-query Probabilistic RoadMaps (PRM) [35] and optimal rapidly-exploring random trees (RRT*) [36] , were often used for robot motion planning in constraint space. They generate trees or roadmaps in robot's free space with sampling techniques. For the same constraint problem, a sampling-based motion planner may give different results because of the sampling process [39] . Also, the computational efficiency is another problem in robot's high-dimensional configuration space [39] . With the advantages of high time efficiency and insensitivity to environment complexity, neural network-based motion planning methods have been explored recently [37] - [39] . Qureshi et al. proposed a framework that could quickly make the motion trajectory planning with the point clouds of the environment and target points [39] . Gripper actions were not given with these methods and had to be predetermined. They could not be applied on robot manipulation task directly. A trajectory latent space was also used for motion generation of robot manipulation, which embedded the entire task-specific trajectory into a low dimensional latent space [40] , [41] . It used one RGB image to generate the entire manipulation trajectory just like our framework. For obtaining the location instructions in the proposed method, we apply an object tracking pipeline. Visual object tracking is an important topic in the field of computer vision. Deep learning-based methods have achieved a great success on multiple benchmarks. Bertinetto et al. proposed a fully-convolutional Siamese networks for object tracking [42] . The cross-correlation layer was used as the similarity metric. Li et al. improved this method by integrating the Region Proposal Network (RPN) [43] with Siamese networks and it gave a better result for object tracking [44] . Furthermore, Li et al. extended the method of [44] with deeper neural networks, such as ResNet-50, and refined the cross-correlation layers to enhance the performance and time efficiency [45] . Different from the cross-correlation layer, the weight prediction was also used to connect the two branches of the Siamese networks [46] , [47] .
III. METHODOLOGY
Normally, visuomotor methods try to learn a mapping from perception information O t to motion action a t , which can be denoted as a policy π θ (a t |O t ). For the sequential task, there are several target objects in the visual data and the robot has to manipulate these objects sequentially. We separate it into different subtasks and regard it as a multi-task problem. The end-to-end visuomotor policy can be changed as π θ (a t |O t ,I) where I represents different tasks or high-level actions. With a different sequence of high-level actions, the robot can execute various sequential tasks. For simplification, we use the initial perception information that includes an RGB image and a depth map to generate the whole manipulation trajectory. The policy is formalized as π θ (T |O,I) where T =a 0:N is a series of actions. Obviously, it is an open-loop mode and we leave the closed-loop mode for future work. In the proposed framework, I represents a location instruction that is the pixel coordinate of the target object. It can be detected with an image of the environment and an image of the target object via an object tracking method, which is denoted as I(O,G) where G is the image of the target object. As a result, the proposed end-to-end policy framework would be changed as π θ (T |O,I(O,G)). In detail, it mainly consists of three modules: the AutoEncoder (AE) network, the motion generation network and the location detection network, as shown in Figure 1 . AE is an unsupervised learning method and includes the encoder network and the decoder network. Here, we use the trained encoder network of the AE to process the perception information into small-scale feature maps and these feature maps are input into the motion generation network. The motion network generates the entire motion trajectory to finish the specified manipulation task. Location instruction is the center of the target object in the images, which could be obtained by the location detection network. Detailed descriptions of these sub-networks are provided below.
A. AUTOENCODER NETWORK
The perception information of the environment is various and high dimensional. With the characteristic of weightsharing and translation invariance, Convolutional Neural Network (CNN) is normally used to process the perception information, such as images and depth maps. In image-based applications of robotics, the CNN modules are often pretrained to improve the learning speed of the robot system. Here, we use the AE framework to learn the weight of the module of image processing. AE is an unsupervised learning method, which has the same inputs and outputs. It mainly includes the encoder network and the decoder network. In this application, the perception information includes RGB images and depth maps. Two AEs are used separately to process these two kinds of perception information. Details of the AEs network in this application could be found in Figure 2 . The activation function of the convolutional layer is Rectified Linear Unit (ReLU) function. The batch normalization layers are omitted after each convolutional layer in this figure. For RGB images and depth maps, the number of convolutional kernels in the last layer of the encoder is 256 and 64 respectively. The loss function of AE is the mean squared error of the inputs, which can be formalized as:
where O is the perception information, which is RGB image and depth map in this situation. Dec( * ) and Enc ( * ) denote the decoder network and the encoder network respectively. L2 regularization is applied to make the training phase more stable and avoid overfitting. The loss function is modified:
where L reg is the loss of L2 regularization and the hyper-parameters λ 1 ,λ 2 are the weights of different terms. VOLUME 8, 2020 
B. LOCATION DETECTION NETWORK
As mentioned earlier, location instruction is used to transmit different intentions to the motion generation network.
To obtain the location instruction, a Siamese network is used in our proposed method and it has a similar structure to the network in [46] , shown in Figure 3 . It receives the image of the target object and the image of the entire environment and then outputs a probability map of the location of the target object. After some smoothing processing, the coordinate of maximum value in the probability map is obtained, which is regarded as the center of the target object. Besides, this pixel coordinate is used as the location instruction and is fed into the motion generation network to transfer specific intention. The location detection network has two branches. One branch is used to process the image of the environment and the other one is used to process the image of the target object.
The first few layers of these two branches are all the same and they are pre-set with the first few layers of the trained encoder. To be more specific, they include the layers before the fourth Resnet blocks in the encoder network and the size of its output is 28 × 36 as shown in Figure 2 and Figure 3 .
As the feature extracting modules, they output feature blocks and are fixed in the training phase of this location detection network. A logistic regression layer is used to integrate these two branches. The branch of the target object generates the weight ω and the offset b. With these weights, the feature maps in the main branch are fused. It is formalized as:
where G and O are the image of target object and the image of environment respectively. f target and f main are the networks of these two branches. F is the feature block that includes 128 two-dimensional feature maps. M 0 is the twodimensional feature map with a size of 28 × 36 and σ is the sigmoid activation function. Bilinear interpolation is used to amplify the probability map by a factor of four. At last, the probability map of the location of the target object M has a size of 112 × 144, which is the half of the size of the input image in the main branch. The labels are the binary mask M L . In the mask, the pixel values of the area where the target object is located are set to one while others are set to zero. To match the size of the output of the network, the binary mask is reduced by a factor of 2. This mask prediction could be regarded as a two-class classification problem and the cross-entropy is chosen as the loss function, which is formalized as:
The center of the target object in the image coordinate is chosen as the location instruction. With this predicted heatmap, a two-dimensional Gaussian filter with a kernel size of 5 is used to smooth this heatmap and then the coordinate of the maximum value in the probability map is regarded as the center of the target object. The size of the prediction map is half of that of the input image. It means that the resolution of the prediction is two pixels and we find it is enough for transferring specific intention in this application scenario.
C. MOTION GENERATION NETWORK
The motion generation network generates an entire manipulation trajectory with the preprocessed perception information, which is denoted as π (T |Enc(O),I). The location instruction I is used to transfer specific purposes to the motion generation network. T is the entire manipulation trajectory, composed of a series of waypoints or actions a 0:N . In this application, we assume that the number of actions in each trajectory is no more than 55 and the orientation of the end-effector is fixed. Therefore, each action includes the position of the end-effector (x, y, z) and the state of the gripper g, which is denoted as a = (x, y, z, g) . It must be pointed out that other actions can also be chosen based on the different applications with the proposed framework. The output of the motion generation network is a matrix of size 55 × 4 that can be obtained by reshaping a vector of length 220 in the last dense layer. A detailed structure of this network could be found in Figure 4 . Feature blocks of the RGB image and feature blocks of the depth map are concatenated firstly and then they are fed into three convolutional layers to compress their dimensions. The output of these convolutional layers is reshaped into one vector which is concatenated with the location instruction obtained by the location detection network. Several fully-connected layers are followed and the predicted vector is given at the end. After a reshape process, the whole trajectory could be obtained. The activation function of the first two dense layers is ReLU function. As the output layer, the activation function of the last dense layer is the linear function. The mean square error of these actions is used as the loss function that is formalized as:
where Enc (O) is the feature blocks of the perception information and I is the location instruction which is a vector of length 2. π is the motion generation network and T is the entire manipulation trajectory. The state of the gripper g is a Boolean variable and the position of the end-effector ( x, y, z) is a continuous variable. It is obvious that the value of the position is more sensitive than that of the state of the gripper. To increase the effect of the position error, a Huber loss function is added, which is more robust to the outliers and could be formalized as:
Huber (a) =
where π r,(x,y,z) is the position in the reshaped output of the network and T r,(x,y,z) is the position in the manipulation trajectory. In addition, we argue that the waypoints of the motion trajectory have different sensitivity to the performance of the robotic manipulation tasks. The waypoints near the target object or the target position have a greater impact on the performance of the manipulation task. The waypoints are separated into two parts based on the states of the gripper. A new loss function is used to reduce the error of the waypoints near the target object or the target position. It is formalized as:
where WP near is the sets of waypoints near the target object or the target position. ε is a small positive number. At last, the total loss of the motion generation network is followed:
IV. EXPERIMENTS AND RESULTS
In order to validate this proposed location instruction-based motion generation framework, a series of simulated experiments are conducted in an object stacking application scenario in the V-REP environment, which is shown in Figure 5 . In the object stacking task, five colored cubes are randomly placed on the table within the workspace of 0.3m × 0.5m while three cubes are chosen orderly to build a tower. A point out of this workspace is chosen as the target position and all towers are built at this point in the data-collecting phase. Obviously, it is a sequential manipulation task and includes three manipulation trajectories. A simulate RGBD camera is VOLUME 8, 2020 mounted above the table about 0.8m to 1m, which outputs an RGB image of 240 × 320 and a depth map with the same size. The simulate UR5 robot equipped with a two-finger gripper is used for manipulation. During the data-collecting phase and the test phase, the positions of the camera, robot and table are all unchanged. The hardware is a workstation with a 3.7GHz Intel Core i7-8700K CPU and a NVDIA GTX 1080Ti GPU. The operation system is Ubuntu16.04 LTS and the machine learning platform is Tensorflow 1.70. Fifteen cubes of 5cm are used for collecting training data and they can be found in Figure 6 . 5100 manipulation trajectories and the perception information are recorded. Manipulation trajectory is a series of the end-effector's positions and the states of the gripper at fixed intervals. The perception information includes RGB images and depth maps at the beginning frame and the end frame. Only the beginning frame is used as the perception information in the visuomotor policy learning phase and the last frame is used to obtain the labeled masks. 4500 samples are chosen as the training datasets and 600 trajectories are used for validating. Experiments are conducted to address some questions as followed: (1) Could the robot finish the object stacking task efficiently under this location instruction-based motion generation framework? (2) Does this framework have a higher performance than the one-hot FIGURE 6. Total objects in object stacking scenarios.
vector-based method for robotic manipulation tasks? (3) Does this proposed approach have a good generalization ability for new objects? (4) Does the integrated loss function of motion generation network obtain a better performance than the simple mean squared error loss function?
A. TRAINING THE AE NETWORK
As forementioned, the module for image feature extraction is often pretrained to improve the learning speed in vision-based applications of robotics. As an unsupervised learning method, AE is used to learn the weight of the module of image processing in this application. Two AEs are used separately to deal with RGB images and depth maps. The initial RGB images or depth maps are used as the labeled data. Meanwhile, the images with salt & pepper noise are fed as the input data. The size of the image obtained by the camera is 240 × 320 and the input size of the AE network is 224 × 288. Random cropping is used to match the size and increase the diversity of training data. Some other data augmentation approaches such as flipping and rotating 180 degrees are also used in the training phase. The hyper-parameters λ 1 and λ 2 in Equation 2 are 1000, 10 −4 , respectively. The Adam optimizer (β1 = 0.9, β2 = 0.999) is used for training. The batch size is 64 and the initial learning rate is 2 × 10 −4 . The network is trained for a total of 100 epochs and the learning rate is changed to 2 × 10 −5 after 50 epochs. The gradients are cropped in the range of −10 to 10. After trained, the encoder networks of the AEs are used to extract the features of RGB images and depth maps.
B. TRAINING OBJECT DETECTION NETWORK
A Siamese network that has two branches is used for the object location detection in our proposed method. One branch is used to process the image of the environment and the other one is used for the image of target object. The sizes of the image of the target object and the environment are 56 × 56, 224 × 288 respectively. The image of the environment is got by cropping the initial image with a 224 × 288 window in the center. The output is a probability map of the location of the target object. The size of this map is 112 × 144, a half of the size of the input image. It is conspicuous that we can get the location of the moved object by comparing the beginning image and the last image of each manipulation trajectory. Similarly, the labeled binary mask M L can be obtained by the subtraction of the beginning image and last image in each manipulation trajectory. We can get the image of target object by cropping the image with a 56 × 56 window based on the region in the masks. The first few layers of each branch are pre-set with the trained encoder and fixed in the training phase. In the training phase, the optimizer is Adam with parameters of 0.9 and 0.999 and the batch size is 96. The initial learning rate is 2×10 −4 and is changed to 1×10 −4 after 50 epochs. The training process is terminated after 100 epochs. The output of this trained network is a probability heatmap of size 112 × 144 and we need the pixel coordinates of the center of the target object as the location instruction. Therefore, a two-dimensional Gaussian filter with a kernel size of 5 is used to smooth the prediction heatmap. The coordinate of maximum value in the probability map is regarded as the center of the target object.
C. TRAINING MOTION GENERATION NETWORK
The original image and depth map are cropped in the center by a window of 224 × 288 and then fed into the two encoder networks. Feature blocks of these images and the location instruction are provided to the motion generation network. The entire manipulation trajectory could be obtained eventually. In the training phase, the center of masks obtained in Subsection B is used as the location instruction. A stochastic disturbance within six pixels is added to enhance the robustness of network. We assume the number of each manipulation trajectory is no more than 55. If it has fewer than 55 waypoints, we duplicate the last waypoint until the length requirement is satisfied. The hyper-parameter δ in Equation 10 is set to 0.1 and the parameter ε in Equation 11 is set to 0.05. The parameters λ 3 , λ 4 and λ 5 in Equation 12 are 10,10,100, respectively. The motion generation network is trained using Adam optimizer (β1 = 0.9, β2 = 0.999). A dropout layer is added between each dense layer to avoid overfitting in the training phase and the rate of dropout is 0.5. The initial learning rate is 2×10 −4 and is reduced by 2 times every 20 epochs. The network is trained in a total of 300 epochs and the batch size is 48. After training, the motion generation network can generate an entire manipulation trajectory based on the image of the target object.
D. TESTING AND COMPARATION
In this sequential manipulation task, the robot needs to execute three manipulation trajectories in order. The success rate of each pick-and-place operation is used to evaluate the performance of the proposed framework. Obviously, the success rate of the third operation is the real success of this sequential manipulation task. In the first pick-and-place operation, if the target object is successfully placed within 5 cm of the target position, it is considered a successful operation. This sequential task is a situation with multiple targets in the perception data and, as mentioned above, high-level actions or input instructions are needed to eliminate the ambiguity in the map from perception to motion action. They can be the interfaces of the relevant task planning modules. However, we use them as the interfaces of humans and robots in this situation. targets series such as [G 1 , G 2 , G 3 ] are manually input to finish the object stacking task and the manipulation trajectories are obtained as T 1,2,3 = π (O, I(O, G 1,2,3 ) ). One-hot vector is often used to guide the robot to execute different actions in the same surroundings [31] , [32] . Therefore, we choose the method with one-hot vector-based instruction as the baseline and compare it with the proposed framework in the same application scenario. It is formalized as T 1,2,3 = π(O, I 1,2,3 ) where I represents one-hot vectorbased instruction and instruction series [I 1 ,I 2 ,I 3 ] are manually supplied.
However, the motion generation network does not converge if we directly replace the location instruction with the one-hot vector-based instruction in Figure 4 . It was found that the earlier fusion of the vision and the instruction could improve the performance of the vision-based tasks [33] . We concatenate the feature blocks of the image and the one-hot vector at the beginning of the motion generation network. There are 15 cubes in this application and a one-hot vector of length 15 is used to guide the robot to generate different trajectories. One-hot vector means a vector consists of zeros in all cells with the exception of a single one in a cell. However, the size of one-hot vector is 15 × 1 while the size of the feature block is c × 7 × 9 where c is the number of channels. To match the size of feature block, each value of this one-hot vector is extended into a two-dimensional matrix of size 7 × 9. As a result, the one-hot vector is changed to a tensor of size 15 × 7 × 9 and it is concatenated to the feature blocks after a convolutional layer. Detailed structure could be found in Figure 7 . The hyper-parameters and the training process of the baseline are all the same as that of the proposed framework. The perception information of the environment is the RGB image and the depth map. Three types of perception information are used in the proposed framework. There are RGB images, depth maps and a combination of them. Detailed results of these methods could be found in Table 1 . Three scenes are considered to validate the performance of the proposed method. One is the same as the scene of the collection of the training data. Five of the fifteen cubes are randomly placed on the table. This scene is used for testing the performance of the proposed method. The other one is a scene with five objects, including three known objects and two unknown objects. These two unknown objects are randomly chosen from the five objects shown in Figure 8 . Two unknown cubes are regarded as the distractors and we only use the other three to build a tower. The robustness of these methods could be verified according to the performance of the robot in this scene. The last one is a scene with three unknown objects and two known objects. These three unknown objects are randomly chosen from the five unknown objects and the robot will operate these new objects to build a tower. This scene is used to test the generalization capabilities of the proposed framework. In each situation, the robot attempts to complete this sequential manipulation task 50 times, and the average success rates are shown in Table 1 . One execution of this sequential manipulation based on the proposed framework with RGBD information is shown in Figure 9 .
In Table 1 , we could find that the proposed method has a great performance in Scene 1, which has success rates of 100%, 100% and 98% for these three sequential operations, respectively. It also has high success rates of 100%, 100% and 98%, respectively, in the situation with distractors. These experiments verify the robustness of the proposed method. This method can also be effectively extended to new objects and the success rates are 98%, 96% and 94% in the situation with new objects. What's more, the proposed location instruction-based motion generation framework also has a good performance with different perception information such as the RGB image and the depth map. Comparing the results of the baseline in Scene 1 and Scene 2, we can find that the framework with the one-hot vector-based instruction is susceptible to distractors and has a weaker performance than the proposed method. As mentioned above, the onehot vector-based framework requires the network of motion generation to have the capability of semantic understanding so that the target objects in the image and the one-hot vectors can be connected. This method can only be applied with specific learned instances and cannot be extended to new objects. Therefore, it fails to be applied in Scene 3. Due to the lack of texture and color information, the depth map cannot be used for the one-hot vector-based framework. The proposed location instruction-based motion generation framework attempts to separate semantic understanding from motion generation. This structure makes the motion generation network more robust to the disturbance and allows it to be extended to new objects. With the proposed framework, the learned manipulation skill can be easily generalized from the instance level to the category level. These results give the answers to question 1 to 3. Parameters and computational complexity of these frameworks are also discussed in Table 2 . The number of parameters and computational complexity in the proposed framework are weakly increased compared to the one-hot vector-based method. For the proposed framework with RGBD information, it increases about 4.4 × 10 5 parameters and 2.0 × 10 8 FLOPS, which is relatively augmented about 3.4% and 7.2% respectively. It is evident that the location-based framework has one more object detection module and the weak increasing of computational complexity is rational and acceptable.
E. LOSSES OF MOTION GENERATION NETWORK
To explore the effects of different terms of the loss function in the motion generation network, some related experiments are conducted. As shown in Equation 12 , there are three terms in the loss function of the motion generation network. L 1 is the mean squared error of the waypoint, which includes the position of the end-effector and the state of the gripper. L 2 is the Huber loss of positions of the end-effector in the manipulation trajectory and it is used to increase the influence of these positions. L 3 is the sum of squared errors of positions of the waypoints near the target object or the target position. The ablation experiments are performed to study the effects of these terms in the loss function of the motion generation network. The motion network is trained with three types of loss function separately and results are presented in Table 3 . The first one is the normal loss with three terms as described in Subsection C. The second one is the loss without L 3 term and the third one only includes the mean squared error of the waypoint. The hyper-parameters and the training process of these three networks are all the same as the normal network described before. The RGB image and the depth map are chosen as the perception information.
As a Boolean variable, the state of the gripper is either one or zero. The unit of measurement for the end-effector's position is decimeter. The hyper-parameter δ in L 2 is set to 0.1, which means that we reduce the effect of the error of less than one centimeter. The parameter ε in L 3 is set to 0.05, which means we ignore the error of less 0.5 centimeter and make the network focus on the errors greater than 0.5 centimeter. We assume that this motion precision is enough for the sequential robotic manipulation. The trajectory result of a labeled validating sample is shown in Figure 10 . The predicted and labeled gripper states are compared. Based on the threshold of 0.5, the state of the gripper is changed to either one or zero. One means the gripper is closed and zero means it is open. The predicted and labeled positions of end-effectors are also plotted in Figure 10 . We notice that the learned motion generation framework generates similar result with the collected trajectory in the data-collecting phase, which is used as labeled sample. Three scenes that are described in Subsection D are also used to evaluate the performance of these three trained motion networks. The robot executes this sequential manipulation task 50 times for each situation and the average success rate can be provided in Table 2 . The network with the loss of mean squared error of the waypoint has success rates of 94%, 88% and 82%, respectively, for three sequential operations in the scene for the collection of the training data. The success rates of this network are 94%, 90% and 84%, respectively, in the situation with distractor objects. In the situation with new objects, this framework with the loss function of mean squared error has the success rates of 92%, 86% and 80%, respectively. Comparing the results of these trained network, we can find out that the sum of these three terms gives the best performance and the loss of mean squared error of the waypoint has the weakest performance. Both L 2 and L 3 can improve the performance of the proposed motion generation framework. At the same time, these experiments also verify the robustness of the proposed framework and they all have similar success rate in different testing scenes. In short, this is the answer to question 4 and the integrated loss function of the motion generation network achieves the best performance.
F. REAL-WORLD EXPERIMENT
In this part, we train and test the proposed framework with real data. The experimental platform consists of a Realsense D435 RGBD camera, a UR5 robot equipped with a Robotiq gripper and twelve colored cubes, as shown in Figure 11 . The RGBD camera outputs an image of size 480 × 640 and a depth map with the same size. Five cubes are randomly placed on the table and we choose three of them to build a tower. 1500 manipulation trajectories are collected. 1200 samples are chosen as the training data and the others are used as the validating data. RGB images and depth maps are used as the perception information and they are cropped and resized into 224 × 288 to match the input size of the network. The AEs are trained with these real images and the simulated images together. Parameters are the same as described in Subsection A. Furthermore, we train the object detection network and the motion generation network with these real perception information and real manipulation trajectories. For testing, we randomly place five of the twelve cubes on the table and let the robot execute the sequential manipulation task 50 times. It is pointed out that the location of the camera, robot and table has to be consistent with that of the datacollecting phase. The average success rates of each pickand-place operation are 96%, 92%, 90%, respectively, and the success rate of this sequential manipulation task is 90%. These real experiments verify the effectiveness of the method. 
V. CONCLUSION AND FUTURE WORK
A location instruction-based end-to-end motion generation framework is proposed for sequential manipulation tasks, which has multiple targets in the perception data and the robot cannot map the perception information to motion action directly. In addition, an object-tracking method is integrated with the location instruction-based framework to detect the target object online. The proposed framework attempts to separate semantic understanding from motion generation and makes the motion generation network more robust to the disturbance. It also makes the learned manipulation skill easily extended from the instance level to the category level. Different experimental results demonstrate the effectiveness of this proposed method. Nevertheless, it also has some weaknesses to be improved. One is that the proposed method is an open-loop mode and it cannot adjust dynamically as the environment changes. The other one is that the proposed method does not consider the physical constraints that is also a common weakness of manipulation skills obtained by robot learning methods. In the future, we try to integrate a collision detection module to weaken this shortcoming. The point clouds and other perception information are also considered to be integrated into this framework in the future. 
