The function >fi(k)-log &+1/2& is real for real positive k, and complex for pure imaginary k, its imaginary part being then given by a simple formula. Its real part, considered as a function of l/& a , varies smoothly through 1/& 2 = 0, and is a convenient auxiliary function to use for interpolation purposes; it is also required in connexion with the tabulation of the confluent hypergeometric function.
Introduction
IN one group of applications of wave mechanics to the calculation of the structure and properties of many-electron atoms, it is required to have tables of two independent solutions of the equation
for integral values of I, y being a constant which may take both positive and negative values, including zero (1, 2). There is a recurrence relation between solutions for three successive integral values of I (2), so that it is sufficient to consider the cases 1 = 0 and I = 1.
Solutions of equation (1) can be expressed in terms of the confluent hypergeometric function W km (z) of Whittaker (see ref. 3 , ch. 16); two solutions are y = W kJ+i (x/k) and y = Jr_ w+ »(--a:/*), <2) where fc 2 = 1/y. But this form is inconvenient in this context, first, because here the variation of the solution with y at constant x (not at constant y*x) is important, and this is obscured by writing the solution in the form (2) (see ref. 1); secondly, the solutions for different values of y are required as functions of x, not as functions of y*x, and thirdly, because the form (2) is clearly not appropriate for y = 0, and looks likely to be awkward for small positive and for negative values of y, all of which are important in this application.
Consideration of the convenient solutions of (1) to take in this context (see ref. 1) leads to the conclusion that in the expansion of one of these solutions near the origin a coefficient has to be used •which involves y in the combination ^(i/yij+^iogy.).^ (3) where ip(z) is the logarithmic derivative of the F-function, #0 = r'(z)/r( 2 ) (the notation used here is that of Whittaker and Watson (3), chapter 12); for positive values of y, the positive value of y* is to be understood. It is convenient to write &2 = \jy (4) with the same understanding Then the quantity (3) For y positive (k real) the function (5) is real; for y negative (k pure imaginary), it is complex. From the asymptotic formula for the P-function, which holds provided |argz| < \IT, it follows that Formally, the asymptotic series (6) does not apply to pure imaginary values of z (y negative); but it is found that both the real and imaginary parts of >p(k)-logk-\-l/2k, regarded as functions of y, difference smoothly through y = 0. This function is thus a convenient auxiliary function to use for interpolating </i(fc) for real positive values and pure imaginary values of k, and for this reason may have applications beyond those for which it was originally required; it has therefore been calculated and tabulated to a greater accuracy than that required in that context.
y >0
For y > 0, k = y~J is real, and there is then no difficulty in evaluating >p(k)-logk+l/2k, either from Davis's tables (4) of ip(x) (written T(a;) in these tables), or, for sufficiently small y, from the asymptotic series. To obtain, from Davis's tables, values of <p(k)-logk-\-l/2k for integer values of 100y = 100/fc 2 , it is most convenient to evaluate <p(x)-log x +1 /2x for a small group of values of x, in the neighbourhood of k = 10/(100y)*, for which tp(x) can be taken from Davis's tables without interpolation, and which bracket the required value of k, and to interpolate between these values, rather than interpolating between the values of ip(x) itself. If the terms up to that in 1/z 10 in the asymptotic formula for >p(n-\-i\k\) are taken, the error in the result is less than 1.10" 11 for n = 10, so that use of these terms is adequate to give 10-place accuracy. The real parts of these terms give 
. + -^]. (12)
Since the calculations were done for exact values of y, the forms (11) and (12) were very convenient for computation.
Results

Values of >(i(k)-logk-\-l/2k
were evaluated to 10 decimals for
-1-00(0-02)+1-00, and differenced. The differences indicated that random errors due to rounding-off were not more than 2 in the tenth decimal, although, for negative values of y, each value was calculated as the sum of about 12 terms. The values were subtabulated to 0-01 intervals in y and rounded-off to 8 decimals; the results were differenced on a 'National' machine and are given in. the table. The maximum error in a tabulated value should not be more than 0-6 in the eighth decimal.
The first and second differences of the function values are given in the table; it is never necessary to take fourth differences into account, and linear interpolation is adequate to give six-decimal accuracy. 
