We propose a new formulation for the problem of ab initio metabolic pathway reconstruction. Given a set of biochemical reactions together with their substrates and products, we consider the reactions as transfers of atoms between the chemical compounds and we look for successions of reactions transferring a maximal (or preset) number of atoms between a given source and sink compound. We state this problem as the one of finding a composition of partial injections that maximizes the image size. First, we study the theoretical complexity of this problem, state some related problems and then give a practical algorithm to solve them. Finally, we present two applications of this approach to the reconstruction of the tryptophan biosynthesis pathway and to the glycolysis. Contact: alain.viari@inrialpes.fr
INTRODUCTION
Reconstructing metabolic pathways of fully sequenced organisms is becoming a task of major importance and several approaches have already been proposed in order to help biologists in identifying and analyzing the metabolic pathways of a newly sequenced organism. A first line of approach relies on a database of already characterized metabolic pathways. Then, for each known pathway (or part of a pathway) of this database, one has to find if it occurs in the organism under study. To occur means, for instance, that the genes encoding for the catalysts (i.e. the enzymes) are annotated in the genome under study (Gaasterland et al., 1995; Kanehisa, 1999; Karp et al., 1999; Overbeek et al., 1999) . This approach yields good results (Paley et al., 2002) but is, of course, unable to predict unknown or alternative metabolic pathways. Moreover, it strongly relies on the correct annotation of the genome under study. Another, more exploratory approach, is the ab initio metabolic pathway reconstruction problem which consists in finding putative metabolic pathways connecting a set of given compounds without any other knowledge than a set of reactions (and the * To whom correspondence should be addressed. chemical compounds they involve) Küffner et al., 2000; Mavrovouniotis, 1993; Schilling et al., 2000; Schuster et al., 2000) . By contrast, this approach allows to predict new, possibly unrealistic, pathways that should be further assessed.
The most widespread approach in ab initio metabolic pathway reconstruction considers compounds as resources and reactions as rules combining compounds (Küffner et al., 2000; Mavrovouniotis, 1993; Schilling et al., 2000; Schuster et al., 2000) . Briefly, the idea is, to find sets of reactions satisfying some flux balance conditions. For instance, one should produce a specified sink compound from a source compound, keeping a balanced overall production and consumption of all intermediate compounds. Although they give rise to very elegant and compact formulations, these approaches may encounter practical difficulties with some specific, usually highly connected, compounds such as cofactors, coenzymes, water also called ubiquitous substrates. Considering them as intermediate compounds tends to make the solutions grow (i.e. to aggregate several pathways). One should therefore either ignore them or consider them as always available for production or degradation. The main difficulty is then that the solution greatly depends upon the arbitrary definition of this set of ubiquitous substrates. It should also be pointed out that, in this approach, chemical compounds are simply considered to as labels (i.e. their atomic structure is ignored).
In this paper, we propose an alternative approach to the ab initio metabolic pathway reconstruction problem. The main idea is to consider chemical compounds as sets of individual atoms and reactions as transfers (partial injections) of atoms between compounds (a similar point of view was already introduced in ). Given a source and sink compound, the reconstruction problem consists in finding all the successions of reactions that result in a minimum number of transferred atoms from the source to the sink (this threshold constitutes the only parameter of the approach). By design, this approach does not take into account any flux balance condition and therefore does not require the arbitrary definition of ubiquitous substrates. On the other hand, it may produce more thermodynamically unrealistic solutions (as we shall see in the last section, it does not produces so unrealistic solutions however). Therefore this approach should actually be considered as complementary to the previous one.
The remainder of this paper is divided in three parts. We shall present a general sketch of our approach and reduce it to a problem of composing partial injections. Then we shall study the theoretical complexity of this and related problems. We also present a practical algorithm to compute an automaton accepting all valid compositions. Finally, the last section presents two practical applications of this approach.
SKETCH OF THE APPROACH
Our approach can be split into two successive problems:
1. define a unique mapping between atoms on each side of a reaction;
2. compute, on the basis of these mappings for all reactions, all paths ensuring a minimum transfer of atoms between given source and sink compounds.
The first problem is classical in the area of computational chemistry and we shall just recall it here. This problem can be expressed as a MAXIMUM COMMON SUB-GRAPH problem (Crescenzi et al., 1998, GT46) that is the problem of finding an isomorphism between two graphs by deleting the minimum number of edges. In our case, the two graphs (called molecular graphs) correspond to each side of the reaction. Figure 1 shows an example of such graphs with the reaction: 2-acetolactate + CO 2 2 pyruvate. In a molecular graph, vertices represent atoms and edges represent bonds, both edges and vertices are labeled, with the atom type for the vertices and with the bond type for the edges. The molecular graph representing the left (resp. right) side of a reaction is the union of the molecular graphs of the compounds involved as substrates (resp. products) of the reaction (see Fig. 1a and b), these two molecular graphs have therefore the same number of vertices. A solution of the MAXIMUM COMMON SUB-GRAPH problem is an isomorphism, that is a one-to-one correspondence between vertices of each molecular graph (see Fig. 1c) , that minimizes the total number of broken bonds during the reaction. Coming back to the individual compounds, a solution therefore defines a partial injection (possibly empty) between all possible (substrate, product) couples of the reaction (see Fig. 1d ). These partial injections have to be calculated once for all on a database of reactions. They form the input of the second problem that is, to compose these injections in order to obtain all paths between a given source and sink compound (see Fig. 2 ) that result in a sufficient transfer of atoms. Although the first problem (MAXIMUM COMMON SUBGRAPH) is known to be NP-hard (Crescenzi et al., 1998) , several efficient heuristics have already been designed for solving it, especially in the context of molecular graphs . In addition, recent results have shown that, for special classes of reactions, this problem is solvable in polynomial time (Akutsu, 2003) . In the next section, we shall focus on the second problem, that is, to compose the partial injections.
THE MAXIMAL PARTIAL INJECTIONS COMPOSITION AND RELATED PROBLEMS
We start by stating the problem of finding a composition of partial injections of maximal size between two sets given a collection of partial injections. We then focus on the complexity of this problem and state more practical problems derived from the basic one. We finally give an algorithm to solve these problems.
The maximal partial injections composition problem Given a partial injection
Is there a composition of partial injections I comp ∈ I * from X 1 to X n such that Si ze I comp = min (|X 1 |, |X n |)?
PROPOSITION 1. The PIC problem is PSPACEComplete
To prove PSPACE-completeness of the PIC problem we reduce instances of a special case of the FINITE STATE AUTOMATA INTERSECTION problem to instances of PIC. The FINITE STATE AUTOMATA INTERSECTION problem has been proven PSPACE-complete in general (Kozen, 1977) . For the reduction, we use a result from Birget et al. (2000) which states that the problem remains PSPACEcomplete for a special type of automata.
PROOF. PIC is in NPSPACE since we can guess a sequence s ∈ I * of partial injections, apply successively the injections on the successive results beginning with the set X 1 , and refuse if we cannot compose two successive injections (because of definition domains disagreement) or if we finish with a subset of X n of size less than min (|X 1 |, |X n |), and accept otherwise. As a result of Savitch's theorem (Savitch, 1970) , PIC is therefore in PSPACE. (Birget et al., 2000) We now reduce the PIC problem from the INJECTIVE FINITE STATE AUTOMATA INTERSECTION problem. Let A = {A 1 , . . . , A n } be a sequence of n injective automata having the same input alphabet
∈ Q A i One must define 3 sets X 1 , X 2 and X 3 :
and 2 + | | partial injections:
Let's suppose that the intersection of the n injective automata is nonempty and the word w = σ i . . . σ j belongs to this intersection, then the composition (Vialette, personal communication) .
We can now define an optimization version of the PIC problem. This is the problem of obtaining one of the compositions which transfers the maximum number of atoms. 
The β function is very useful to recover the atoms beeing actually transferred from source to any final state of the automata since these atoms are simply given by the label of this state.
In the next paragraph, we give an algorithm to construct the AMPICAAβ automaton.
Computation of the all maximal partial injections compositions accepting sutomaton
The following algorithm (Algorithm 1) is a 'Best First' algorithm to construct the automaton that accepts exactly all words corresponding to maximal compositions of partial injections from X 1 to X n . The algorithm constructs the automaton by successively adding new states. As we do not know, when adding a new state, if it will be part of the solution, we have to minimize the number of unnecessary states we add to the automaton. A simple heuristic is to select the state associated to the largest subset of atoms (a breadth first implementation of this algorithm is also available).
The lines 21 and 22 in algo. 1 remove the states that have been created but that do not actually belong to the result automaton (Fig. 3 shows these two cases) . Similarly, by giving the minimum size as a parameter and removing lines 1 and 17, we can directly construct the automaton accepting all the compositions of partial injections of a given minimum size.
In the context of the metabolic pathways reconstruction, we may additionally want to remove two types of states corresponding to two additional constraints on the final automata: • in the automata, there is no limit on the length of words that can be recognized (or, in other terms, in the number of partial injections that may be composed). When we are interested, for biological reason, in words of a limited length (let's say above a given threshold d), then some unnecessary states may be further removed. By doing so, we guarantee that any state kept after this removal is involved in the recognition of at least one word of length d or less and that no word of length d or less is missed.
• we may additionnaly want to remove some special states we called 'dead ends'. As shown in Figure 4 'Dead ends' may be safely removed.
These two additional constraints usually greatly reduce the number of states in the final automata as we shall show later. Finally, in the context of metabolic pathways reconstruction, other specific constraints can be added. For instance, instead of specifying the minimum number of all transferred atoms, one may specify a different minimum number for each type of atoms (C, N, O, P. . . ). Or one may restrict the initial and final states to specific atoms (e.g. atoms belonging to a cycle).
APPLICATIONS

Chemical data
The data were extracted from the LIGAND database ) (November 2002 which is a part of the KEGG database . LIGAND contains two types of data: chemical compounds together with their molecular structure and biochemical reactions. All the reactions contained in LIGAND have been pre-processed by a MAXIMUM COMMON SUBGRAPH solving program following the algorithm described in . This resulted in a total of 6191 different partial injections, involving 2920 different compounds and 3737 different reactions. In some applications we further reduce this dataset to the carbon atoms only (this reduces the number of partial injections to 4404, involving 2894 different compounds and 3721 different reactions). In addition, we assumed that all biochemical reactions are reversible and we considered each partial injection twice (i.e. in both directions of the reaction).
Tryptophan biosynthesis
In this paragraph, we give an illustration of our approach to the biosynthesis of tryptophan (one of the three aromatic amino acids together with phenylalanine and tyrosine). These three compounds are synthesized from the same compound called chorismate which is derived from erythrose 4-phosphate.
We applied the algorithm described in the previous section on the database consisting of mappings reduced to carbons atoms in order to construct the following 3 automata:
• the automaton accepting all compositions of maximal size from erythrose 4-phosphate to chorismate;
• the automaton accepting all compositions of maximal size from chorismate to tryptophan;
• the automaton accepting all compositions of size at least 6 from chorismate to tryptophan.
The properties of these 3 automata together with their construction times (PIII processor, Java implementation) are summarized in Table 1 . The first automaton (erythrose 4-phosphate to chorismate) displays typical size of automaton (several hundreds of states) and computation time (few minutes).
One can observe that the number of states (and computation time) increases when the specified number of transferred atoms decrease. This comes from the fact that more and more mappings (reactions) get involved when the minimum number of transferred atoms decrease. Figure 5 displays the automaton accepting all compositions from chorismate to tryptophan with a minimum of 6 carbon atoms transferred and a threshold length d = 6. For readability, the states are represented by the complete molecular structure (i.e. not only the subsets of atoms). The transitions are labeled with the KEGG Id of the corresponding reaction. As shown in this figure, the two previously described additional constraints reduce the number of states from 87 to 32 and the number of transitions from 116 to 57. The transitions marked in bold correspond to the reactions contained in the KEGG map entitled 'Tyrosine, phenylalanine and tryptophan biosynthesis". We can see that they form a path from the chorismate to the tryptophan molecule. This path actually corresponds to the known biosynthetic pathway from chorismate to tryptophan. One of the other possible paths in the automaton corresponds to the catabolic pathway leading from tryptophan to chorismate. This is not surprising since we considered all reactions as reversible.
Glycolysis pathway
In practical situations, the number of states can increase dramatically when the number of transferred atoms becomes too small (this comes from the fact that more and more reactions in the database can yield such a transfer). In that case, it may be advantageous to increase the number of transferred atoms by working with all heavy atoms (C, N, P, O) instead of just carbons. This is illustrated by the following example: we ask to convert α-D-glucose 6-phosphate to phosphoenolpyruvate (8 steps out of the 10 steps of the glycolysis) by using mappings for all heavy atoms. We constructed the automaton accepting all compositions of maximal size from α-D-glucose 6-phosphate to phosphoenolpyruvate. We applied the optionnal constraint described in the previous section to limit the length d of the solution. The results are summarized in Table 2 . One can observe that this constraint greatly reduces the size of the final automata. Figure 6 displays the automaton accepting all composi- tions from α-D-glucose 6-phosphate to phosphoenolpyruvate with 9 heavy atoms transferred (the maximum) and a threshold length d = 8. This automaton contains the 8 steps of the known glycolysis pathway (although one mapping (between fructose 1,6-biphosphate and glyceraldehyde 3-phosphate) is missing).
CONCLUSION AND FUTURE WORK
We show that, despite its bad theoretical computational complexity, this new formulation for the ab initio metabolic reconstruction problem, leads to a practical algorithm with reasonable running times and seems to give biologically meaningful and human tractable results. As we mentionned in the introduction, we impose very weak constraints (absence of balance flux conditions, no definition of ubiquitous compounds) to the solutions since the only criterion we use is the number of transferred atoms. This simple criterion may lead to thermodynamically unrealistic solutions. On the other hand, it allows a combinatorial approach of the problem, by contrast to numerical approaches involving thermodynamical criteria. However, it is still possible to post-process the result in order to introduce some thermodynamical scoring scheme.
An interesting extension of this work deals with incomplete databases (i.e. a database with missing reactions). Since our approach makes use of the chemical structures involved, it becomes possible to 'invent' new reactions based on the known ones or on chemical rules. There are mostly two possible extensions in this line. The first one is to infer new reactions based on the structural similarities between substrates and products (i.e. to generate new reactions that have substrates and products similar to the substrates and products of a known reaction). The second one is to substitute compounds (either substrates or products) in a known reaction, for instance to replace a compound by a similar one within a known reaction. An important particular case is the replacement of optical isomers or of labeling errors in the database (the same compound having different labels in different reactions).
