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abstract
We give evaluations of certain Borwein’s theta functions which ap-
pear in Ramanujan theory of alternative elliptic modular bases.
Most of this theory where developed by B.C. Berndt, S. Bhargava
and F.G. Garvan. We also study the most general class of these
theta functions and give evaluation theorems and conjectures.
keywords: Ramanujan; theta functions; alternative modular bases;
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1 Introduction
The Borwein-Borwein theorem for the cubic modular base 2F1
(
1
3 ,
2
3 ; 1;x
)
, states
that (see [6]):
Theorem 1.
Let ω = e2pii/3, q = e−pi
√
r, r > 0 and
a0(q) :=
∞∑
m,n=−∞
qm
2+mn+n2 , (1)
b0(q) :=
∞∑
m,n=−∞
ωm−nqm
2+mn+n2 , (2)
and
c0(q) :=
∞∑
m,n=−∞
q(m+1/3)
2+(m+1/3)(n+1/3)+(n+1/3)2 . (3)
Then the solution of equation
2F1
(
1
3 ,
2
3 ; 1, 1− x
)
2F1
(
1
3 ,
2
3 ; 1, x
) = √r (4)
1
is
x = αr =
 c0
(
q2/
√
3
)
a0
(
q2/
√
3
)
3 (5)
and
a30(q) = b
3
0(q) + c
3
0(q) (6)
Also in view of [6] which the case of Ramanujan elliptic modular bases theory
is treated extensively, many results can be extracted. In this work we explore
some of these ideas. From our part we give formulas for closed form evaluations
of the above theorem theta functions.
2 Some Results
It is known from [6] p.82, the following relation of hypergeometric functions
4
√
1 + 8x · 2F1
(
1
3
,
2
3
; 1, x
)
= 2F1
(
1
6
,
5
6
; 1;
1
2
− 1− 20x− 8x
2
2(1 + 8x)3/2
)
. (7)
Setting x = α3r in (7) and using (see [2] Theorem 4)
βr =
1
2
− 1− 20α3r − 8α
2
3r
2(1 + 8α3r)3/2
, (8)
we get
Theorem 1.
Let r be real positive, then
ur = 2F1
(
1
6
,
5
6
; 1;βr
)
= 4
√
1 + 8α3r · 2F1
(
1
3
,
2
3
; 1;α3r
)
(9)
Using the identities α1/r = α
′
r and β1/r = β
′
r one can easily see that the
multiplier of 3rd-degree in the 6-base (signature 6) is
Theorem 2.
m3(6) =
2F1
(
1
6 ,
5
6 ; 1;β9r
)
2F1
(
1
6 ,
5
6 ; 1;βr
) = √3r · 4√1 + 8α′3r
1 + 8α3r
(10)
From [6] Theorem 2.10 we have
Theorem 3.
If q = e−pi
√
r, r > 0 and zr = 2F1
(
1
3 ,
2
3 ; 1;αr
)
, then
z3r = a0(q
2). (11)
2
Lemma 1.
If x > 0, then
∞∑
n=1
X(n)
enx − 1 =
∞∑
n=1
e−nx
∑
d|n
X(d), (12)
when both sides of (12) are convergent.
Proof.
∞∑
n=1
X(n)
enx − 1 =
∞∑
n=1
X(n)e−nx
1− e−nx =
∞∑
n=1
X(n)
∞∑
m=1
e−mx =
=
∞∑
n,m=1
e−nmxX(n) =
∞∑
n=1
e−nx
∑
d|n
X(d).
Corollary 1.
The number of representations s(n), of the integer n in the form
n = x2 + y2 + xy + zw + z2 + w2 (13)
is
s(n) = 12
∑
d|n
d− 12
∑
d|3,d|n
d (14)
and s(0) = 1.
Proof.
In [5], p.460, Entry 3(i) it has shown that
a0(q)
2 = 1 + 12
∞∑
n=1
nqn
1− qn − 36
∞∑
n=1
nq3n
1− q3n (15)
Using (1) along with the formula (Lemma 1)
∞∑
n=1
X(n)qn
1− qn =
∞∑
n=1
∑
d|n
X(d)
 qn, (16)
we get the result.
Theorem 4.
The number of representations of the integer n in the form
n = x2 + xy + y2 (17)
is
r(n) = 6
∑
d≡1(3),d|n
1− 6
∑
d≡2(3),d|n
1 (18)
3
and r(0) = 1.
Proof.
From the proof of [6] Theorem 2.12 p.11-12 and (11),(1) of the present article,
we have
∞∑
m,n=−∞
qn
2+mn+m2 = 1 + 6
∞∑
n=0
q3n+1
1− q3n+1 − 6
∞∑
n=0
q3n+2
1− q3n+2 . (19)
Expanding the above formula into power series using (12) we get the result.
For the 5th base we have the relation
Theorem 5.
If q = e−pi
√
r, r > 0 we have
u4r = u(βr)
4 = 1 + 240
∞∑
n=0
n3q2n
1− q2n =
1
2
(
a8 + b8 + c8
)
(20)
where a = θ2(q) =
∑∞
n=−∞ q
(n+1/2)2 , b = θ3(q) =
∑∞
n=−∞ q
n2 and c = θ4(q) =∑∞
n=−∞(−1)nqn
2
, |q| < 1.
From (15) and [3],[4] we also have
a0(q)
2 = 1 + 12
∞∑
n=1
nqn
1− qn − 36
∞∑
n=1
nq3n
1− q3n =
= 1− 12q d
dq
log
(
η(q3)−1ϑ
(
3
2
,
1
2
; q
))
(21)
where
ϑ
(
3
2
,
1
2
; q
)
= q1/12η(q3)Q(k2r )
1/12 (22)
The minimal polynomial of u = Q(v) is
−16u3+387420489v+19131876uv+196830u2v+84u3v+u4v−1549681956v2−
−76527504uv2−787320u2v2−12480u3v2−4u4v2+2324522934v3+114791256uv3+
+1180980u2v3−40712u3v3+6u4v3−1549681956v4−76527504uv4−787320u2v4−
−12480u3v4 − 4u4v4 + 387420489v5 + 19131876uv5+ 196830u2v5+
+84u3v5 + u4v5 − 16u3v6 = 0 (23)
and is solvable. Hence
a0(q)
2 = −q d
dq
logQ(k2r) (24)
4
hence
a0(q)
2 = −q d
dk
(
logQ(k2)
) dk
dq
(25)
But from [5] chapter 17 Entry 9 p.120 we have
dq
dk
=
qπ2
2k(1− k2)K(k)2 . (26)
Setting (here the prime on Q means derivative):
λr :=
√
−Q
′(k2r)
Q(k2r)
(27)
we get the next
Theorem 6.
If u = Q(v) is that of (23) and q = e−pi
√
r, then
a0(q) =
∞∑
n,m=−∞
qm
2+mn+n2 =
2K
π
krk
′
rλr (28)
Also
a0(q
2) =
∞∑
n,m=−∞
q2[m
2+mn+n2] =
2K
π
4
√
1− k2r + k4r
1 + 8α3r
(29)
Moreover if r−positive rational, then
πa0(q)
K
= Algebraic (30)
where k′ =
√
1− k2 is the complementary modulus.
Example 1.
Let q = e−pi, then k1 = 1√2 . Solving equation (23) (which is quartic) and setting
v = 1/2 we get
Q
(
1
2
)
= 81
(
885 + 511
√
3− 3
√
174033+ 100478
√
3
)
and
Q′
(
1
2
)
= 162
(
5082 + 2934
√
3−
√
51655599+ 29823374
√
3
)
Also
K(k1) = K
(
1√
2
)
=
8π3/2
Γ
(− 14)2
5
Hence
a0
(
e−pi
)
=
8
√
2π
√√
24 + 14
√
3− 3
4
√
3Γ
(− 14)2 (31)
From relations (5),(6) and (28) we get the next
Theorem 7.
If q = e−pi
√
r with r > 0, then
c0(q
2) =
∞∑
m,n=−∞
q2[(m+1/3)
2+(m+1/3)(n+1/3)+(n+1/3)2] =
=
2K
π
1− k′r
1 + k′r
√
k′rα
1/3
3r λ4r (32)
Also
b0(q
2) =
∞∑
m,n=−∞
ωm−nq2[m
2+mn+n2] =
2K
π
1− k′r
1 + k′r
√
k′rλ4r
3
√
1− α3r (33)
and consequently
Theorem 8.
For r > 0, we have
(1 + 8α3r)λ
4
4r =
(k′2r + k
4
r) (1 + k
′
r)
4
k′2r (1− k′r)4
(34)
Theorem 9.
The equation
t4 + 8C1t
3 + 18t2 − 27 = 0 (35)
have solution
t =
√
1 + 8α3r (36)
where r is given from C1 = 1− 2βr.
Proof.
From (8) we get that equation
1− 20x− 8x2
(1 + 8x)3/2
= C1 (37)
admits solution x = α3r with r such that C = 1− 2βr.
6
Note 2.
i) It holds
jr =
432
βr(1− βr) , r > 0 (38)
where jr is the j−invariant. Also
jr = 256
(
(k′r)
2 + k4r
)3
(krk′r)4
. (39)
Hence we have evaluated βr, αr, λr (see [2] and [7]) in terms of kr.
3 Binary theta functions
Definition 1.
Assume the quadratic forms
Q1 = a1x
2 + b1xy + c1y
2 and Q2 = a2x
2 + b2xy + c2y
2, (40)
where a1, b1, c1, a2, b2, c2 integers. The two forms Q1 and Q2 are equivalent iff
exist
g =
(
r s
t u
)
∈ GL2 (Z)
such that Q2 = gQ1, where
gQ1 := a1(rx + ty)
2 + b1(rx + ty)(sx+ uy) + c1(sx + uy)
2 (41)
Note 3.
Actually it is g ∈ GL2 (Z) iff r, t, s, u ∈ Z and det(g) = ±1.
Definition 2.
Let a1, b1, c1, a2, b2, c2 be integers with a1, a2, c1, c2 > 0 and D = b
2
1 − 4a1c1 =
b22 − 4a2c2 = −|D| < 0. If also
∞∑
n,m=−∞
qa1n
2+b1nm+c1m
2
=
∞∑
n,m=−∞
qa2n
2+b2nm+c2m
2
, ∀q : |q| < 1, (42)
then Q1 and Q2 are called θ−equivalent and we write
(a2, b2, c2)
θ≡ (a1, b1, c1) (43)
Proposition 1.
If Q1 and Q2 are equivalent with a1, a2, c1, c2 > 0 and b
2
1−4a1c1, b22−4a2c2 < 0,
then Q1, Q2 are also θ−equivalent.
7
Theorem 10.
Let a, c > 0 and
φ(q) = φ(a, b, c; q) :=
∞∑
n,m=−∞
qan
2+bnm+cm2 , q = e2piiz, Im(z) > 0. (44)
Then for all θ−equivalent functions φ(q) withD = b2−4ac = −|D| ∈ {−3,−4,−7},
we have
φ(q)2 =
1
D + 1
(
1− 24
∞∑
n=1
nqn
1− qn +D
(
1− 24
∞∑
n=1
nq−Dn
1− q−Dn
))
. (45)
Proof.
The case D = −3 is relation (15) (see related references). For the cases D = −4
and D = −7, see Theorems 12,13 and the examples and notes below.
From the above Theorem we get the following
Corollary 2.
The number of representations of the integer n 6= 0 in the form
a(x2 + z2) + b(xy + zw) + c(y2 + w2), (46)
with D = b2 − 4ac = −|D| = −3,−4,−7, is
s(n) = − 24
D + 1
∑
d|n
d+
24
D + 1
∑
d|n,−D|d
d. (47)
In the case of D = −3, we set first (in general)
ki(x) :=
(
K
(√
1− x2)
K(x)
)2
. (48)
For all (a, b, c)
θ≡ (1, 1, 1) obviously we have
∞∑
n,m=−∞
qan
2+bnm+cm2 = 2F1
(
1
3
,
2
3
; 1;α3r/4
)
. (49)
Also for all r = ki
(
m
n
)
, m < n, m,n positive integers, the minimal polynomial
of
S(x) =
(
π
2K(x)
∞∑
n,m=−∞
qan
2+bnm+cm2
1
)2
, (a, b, c)
θ≡ (1, 1, 1) (50)
8
with q1 = e
−pi
√
ki(x), x ∈ Q, 0 < x < 1, has always degree equivalent to 4 and
hence is solvable, since from Theorem 6 and (27),(23) it is
S(x) = −x(1− x2)Q
′ (x2)
Q (x2)
. (51)
Moreover set in general
S(x) :=
(
π
2K(x)
∞∑
n,m=−∞
qan
2+bnm+cm2
1
)2
, q1 = e
−pi
√
ki(x), 0 < x < 1 (52)
then
Theorem 11.(Conjecture)
For given integers a, b, c, with a, c > 0 and b2 − 4ac < 0, the degree of S(x) is
constant when x ∈ Q∗+, 0 < x < 1.
One can experimentally see that always exist integer coefficients α∗mn andN ∈ N
such that
N∑
n,m=0
α∗nm (S(x))
n
xm = 0, x ∈ R, 0 < x < 1, (53)
Note 4.
The set P = {x : x ∈ Q and 0 < x < 1} is dense in R.
Continuing we give a table of evaluations of certain S(x), which as one can
see depending from the discriminantD. The table can be verified using Theorem
13 below and using modular equations of the ”null” Jacobi theta functions θ3(q).
Set
u := S(x) and v := x2, (54)
then
1. For D = −4
u = 1 (55)
2. For D = −8
−4u+ 4u2 + v = 0 (56)
3. For D = −12
−1− 8u− 18u2 + 27u4 + 16uv = 0 (57)
4. For D = −16
−64u+ 64u2 − 256u3 + 256u4 + 48uv + 32u2v + v2 = 0 (58)
5. For D = −20
−1+26u−275u2+1500u3−4375u4+6250u5−3125u6−256uv+256uv2 = 0 (59)
9
6. For D = −24
−6912u4 − 55296u5− 124416u6 + 186624u8− 1024uv− 8192u2v−
−18432u3v ++6912u4v + 69120u5v + 62208u6v + 1280uv2 + 8480u2v2+
+16128u3v2 + 4320u4v2 − 288uv3 + 112u2v3 + v4 = 0 (60)
7. For D = −28
−1−48u−980u2−10976u3−72030u4−268912u5−470596u6+823543u8+2144uv−
−37632u2v+21952u3v+537824u5v−6144uv2+37632u2v2+4096uv3 = 0 (61)
8. For D = −32
−16384u+ 16384u2 − 589824u3 + 589824u4− 6291456u5 + 6291456u6−
−16777216u7+16777216u8+28672uv− 221184u2v+933888u3v− 327680u4v+
+4456448u5v+1048576u6v−13568uv2+206336u2v2−372736u3v2+24576u4v2+
+1216uv3 + 256u2v3 + v4 = 0 (62)
9. For D = −36
−16384u+ 16384u2 − 589824u3 + 589824u4− 6291456u5 + 6291456u6−
−16777216u7+16777216u8+28672uv− 221184u2v+933888u3v− 327680u4v+
+4456448u5v + 1048576u6v − 13568uv2 + 206336u2v2 − 372736u3v2+
+24576u4v2 + 1216uv3 + 256u2v3 + v4 = 0 (63)
10. For D = −40
12800000u6−332800000u7+3520000000u8−19200000000u9+56000000000u10−
−80000000000u11+40000000000u12− 262144uv+6815744u2v− 72089600u3v+
+393216000u4v − 1153280000u5v + 1785600000u6v − 2163200000u7v+
+6080000000u8v − 13600000000u9v + 12000000000u10v + 589824uv2−
−13631488u2v2 + 126156800u3v2 − 588704000u4v2 + 1412480000u5v2−
−1489600000u6v2 + 355200000u7v2 + 540000000u8v2 − 425984uv3+
+3899392u2v3 − 58668800u3v3 + 197984000u4v3 − 293280000u5v3+
+10400000u6v3 + 102400uv4 + 2920752u2v4 + 4463200u3v4 + 102000u4v4−
−4200uv5 + 504u2v5 + v6 = 0 (64)
Theorem 12.
10
If (a, b, c) are in a θ−class and D = −3,−7,−11,−19,−43,−67,−163, then we
have ∞∑
n,m=−∞
qan
2+bnm+cm2 = 1 + p
∞∑
n=1
(
n
−D
)
qn
1− qn , ∀|q| < 1. (65)
where p = 6, 2, 2, 2, 2, 2 respectively.
Proof.
Since for all D mentioned in the state of the theorem we have h(D) = 1, we get
the validity of (65) in view of Lemma 1 and the notes of [9] section 4.3
Corollary 3.
Let r(n) be the number of representations of a positive integer n into form
Q = ax2 + bxy + cy2, x, y ∈ Z. (66)
When D = −|D| = −3,−7,−11,−19,−43,−67,−163, then
r(n) = p
∑
d|n
(
d
−D
)
, if n ∈ N, (67)
where p = 6, 2, 2, 2, 2, 2, 2 respectively (r(0) = 1).
Theorem 13.
If D = −|D| = b21 − 4a1c1 < 0, a1, c1 > 0 and exist c2 positive integer such
b21 − 4a1c1 = −4a2c2 with (a1, b1, c1)
θ≡ (a2, 0, c2), a2, c2 > 0, then
φ(a1, b1, c1; q) = θ3 (q
a2) θ3 (q
c2) , |q| < 1. (68)
Proof.
Given the triple (a1, b1, c1) if D = −|D| = b21 − 4a1c1 = −4a2c2 for some
a2, c2 ≥ 1, then the triples (a1, b1, c1) and (a2, 0, c2) are equivalent and hence
(68) holds.
Note 5.
The problem of the existence of such θ3 functions is solvable whenD ≡ 0(mod4).
There are no discriminants D ≡ 2(mod4). From the cases D = ±1(mod4) only
D ≡ 1(mod4) is occurring. Hence there remaining two cases: D = 8d + 1 and
D = 8d+5. The first of which occur iff ac = 2c1 and the second if ac = 2c1− 1
and in both cases c1 + d must be triangular number ’say’ t. Hence given an
odd discriminant, the values of b and ac are determined by a triangular number
t = k(k+1)2 as b = 2k + 1, ac =
(2k+1)2−D
4 .
Examples 2.
i) If q = e−pi
√
r, r > 0, the theta function
φ(q) =
∞∑
n,m=−∞
qn
2+2nm+3m2 (69)
11
has discriminant D = −8, hence from (56)
−4
(
φ(q)
θ3(q)2
)2
+ 4
(
φ(q)
θ3(q)2
)4
+ k2r = 0. (70)
Solving this equation and having in mind that θ3(q) =
∑∞
n=−∞ q
n2 =
√
2K
pi , we
get
φ(q) =
θ23(q)√
2
√
1 + k′r =
√
2
π
K
√
1 + k′r (71)
ii) If q = e−pi
√
r, r > 0, the theta function
φ(q) =
∞∑
n,m=−∞
qn
2+2nm+6m2 (72)
has discriminant D = −20. Also 02− 4 · 5 = −20 and (1, 2, 6) θ≡ (1, 0, 5). Hence
from Theorem 13 we get
φ(q) =
∞∑
n,m=−∞
qn
2+2nm+6m2 = θ3 (q) θ3
(
q5
)
(73)
But K(k25r) = m5(r)K(kr) = m5K. Hence
∞∑
n,m=−∞
qn
2+2nm+6m2 =
2K
√
m5
π
(74)
The equation for finding m5(r) = m5 is (see [12])
(5m5 − 1)5 (1−m5) = 256 (krk′r)2m5 (75)
By this way we can also get the case D = −4, (a, b, c) θ≡ (1, 2, 2) of Theorem 10.
iii) The theta function
φ(q) =
∞∑
n,m=−∞
qn
2+nm+2m2 (76)
have discriminant D = −7 and if x = (x, y), A =
(
2 1
1 4
)
clearly A is an even
symmetric r × r, r = 2 matrix with 12xtAx = x2 + xy + 2y2. The smallest
positive integer N such that NA−1 is even matrix is N = 7 (level). Hence
θ(z) = φ(e(z)), e(z) = e2piiz, Im(z) > 0 is a modular form of weight r/2 = 1
such
θ
(
az + b
cz + d
)
= χ(d)(cz + d)θ(z), for all
(
a b
c d
)
∈ Γ0(7), (77)
12
χ(d) =
(
D1
d
)
=
(−7
d
)
(Kronecker symbol) since D1 = (−1)r/2det(A) = −7.
Hence θ(z)2 is a modular form of weight 2 in Γ0(7) and dimE2 (Γ0(7)) = 1,
dimS2 (Γ0(7)) = 0. Hence we can expand θ(z)
2 into Eisenstein series. We find( ∞∑
n,m=−∞
qn
2+nm+2m2
)2
=
−1
6
(E2(z)− 7E2(7z)) , q = e(z), Im(z) > 0,
(78)
where
Ek(z) = 1− 2k
Bk
∞∑
n=1
σk−1(n)qn (79)
is the k-weight Eisenstein series and σν(n) :=
∑
d|n d
ν .
Moreover we define the arithmetical function
σ∗(n) :=
∑
d|n
(d, 7) = 1
d. (80)
Clearly σ∗(n) is a multiplicative function and for every prime p satisfies the
identity
σ∗
(
pn+1
)
= σ∗ (p)σ∗ (pn)− p2−1 · σ∗ (pn−1) (81)
Hence the series
1 +
∞∑
n=1
σ∗ (n) qn (82)
is a Hecke form of weight 2. Observe that
Tnθ
2(z)
θ2(z)
= σ∗ (n) (83)
and consequently( ∞∑
n,m=−∞
qn
2+nm+2m2
)2
= 1 +
∞∑
n=1
σ∗(n)qn. (84)
By this way, we get the cases D = −3,−7 of Theorem 10 and Corollary 2 for
(a, b, c)
θ≡ (1, 1, 1), (a, b, c) θ≡ (1, 1, 2).
iv) As in (iii) we have D = −11,
φ(q) =
∞∑
n,m=−∞
qn
2+nm+3m2 (85)
and A =
(
2 1
1 6
)
, A−1 =
(
6
11
−1
11−1
11
2
11
)
. Hence the level of φ(q) is N = 11,
r = 2. Therefore
θ(z) = φ(q), q = e(z), Im(z) > 0 (86)
13
is a modular form of weight 1 onM1 (Γ0(11), χ). As beforeD1 = (−1)r/2det(A) =
−11,
θ
(
az + b
cz + d
)
= χ(d)(cz + d)θ(z) (87)
and χ(d) =
(−11
d
)
, for all
(
a b
c d
)
∈ Γ0(11). Therefore we obtain that θ(z)2
is a modular form of wight 2 in Γ0(11); dimE2(Γ0(11)) = dimS2(Γ0(11)) =
1. A base of E2(Γ0 (11)) is E2(z) − 11E2(11z) and a base for S2 (Γ0(11)) is
η(z)2η(11z)2. Hence we easily conclude that( ∞∑
n,m=−∞
qn
2+nm+3m2
)2
= − 1
10
(E2(z)− 11E2(11z)) + 8
5
η(z)2η(11z)2. (88)
Note 6.
1) It is clear that if a, b, c ∈ N with GCD(a, b, c) = 1 and D = −|D| is odd, then
the level N of the modular form
∞∑
n,m=−∞
qan
2+bnm+cm2 , q = e(z), (89)
is N = −D.
2) If l ≥ 2 and l|N , then E2(z)− lE2(lz) ∈M2(Γ0(N))
3) Mk(Γ0(l)) ⊆Mk(Γ0(m)) if l|m.
Lemma 2.
Let l be a positive integer and consider the eta-product f(z) defined as
f(z) =
∏
δ|l
(η(δz))
rδ . (90)
Let also
k =
1
2
∑
δ|l
rδ and s =
∏
δ|l
δ|rδ|. (91)
Then if f(z) satisfies all conditions 1, 2, 3, 4, 5 below
1) k in an even integer
2) s is the square of an integer
3) ∑
δ|l
δrδ ≡ 0(mod24)
4) ∑
δ|l
l
δ
rδ ≡ 0(mod24)
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5) ∑
δ|l
GCD(d, δ)2
rδ
δ
≥ 0, for all d|l,
f is a modular form in Mk(Γ0(l)).
Proof.
See article [8] Lemma 2.1 and the related references.
v) If (a, b, c)
θ≡ (1, 1, 4),D = −15,N = 15, then dimE2(Γ0(15)) = 3, dimS2(Γ0(15)) =
1. A base for the cusp forms is η(z)η(3z)η(5z)η(15z) and a base for the Eisen-
stein subspace consist of E2(z)− 3E2(3z), E2(z)− 5E2(5z), E2(z)− 15E2(15z).
We can easily verify that( ∞∑
n,m=−∞
qn
2+nm+4m2
)2
=
1
12
(E2(z)− 3E2(3z))− 1
12
(E2(z)− 5E2(5z))+
+
1
12
(E2(z)− 15E2(15z))− 2η(z)η(3z)η(5z)η(15z). (92)
vi) For the case (a, b, c)
θ≡ (1, 1, 7), −D = 27 = N , we have dimE2(Γ0(27)) = 5,
dimS2(Γ0(27)) = 1 and (see [8]):( ∞∑
n,m=−∞
qn
2+nm+7m2
)2
= C1(E2(z)− 3E2(3z)) + C2(E2(z)− 9E2(9z))+
+C3(E2(z)− 27E2(27z)) + C4E2,χ(z) + C5E2,χ(3z) + C6∆(z), (93)
where
∆(z) = η(3z)2η(9z)2 (94)
and
Ek,χ(z) =
∞∑
n=1
χ(n)σk−1(n)qn, q = e(z), Im(z) > 0. (95)
In (93) the constants are C1 = − 227 , C2 = 227 , C3 = − 118 , C4 = C5 = 0, C6 = 83 .
vii) For the case −D = 35 = N , (a, b, c) θ≡ (1, 1, 9), we have dimS2(Γ0(35)) = 3,
dimE2(Γ0(35)) = 3.
Hence using Lemma 2 we find the cusp forms
η(z)3η(35z)3
η(5z)η(7z)
, η(z)η(5z)η(7z)η(35z),
η(5z)2η(7z)2, η(z)2η(35z)2. (96)
The form
η(5z)3η(7z)3
η(z)η(35z)
(97)
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is not a cusp form, since it not vanish at i∞. Hence assuming all the possible
pairs we find( ∞∑
n,m=−∞
qn
2+nm+9m2
)2
= −1
2
(E2(z)− 35E2(35z))− 16η(5z)
3η(7z)3
η(z)η(35z)
+
+8η(5z)2η(7z)2, q = e(z), Im(z) > 0. (98)
Also hold relations like
φ(1, 1, 3; q) = 1 + 2
11∑
j=1
(
j
11
) ∞∑
n=0
q11n+j
1− q11n+j (99)
and
φ(1, 1, 7; q) = 1 + 2
27∑
j=1
Aj
∞∑
n=0
q27n+j
1− q27n+j , (100)
where
Al =
{
ul, if 3|l(
l
27
)
, else
}
, (101)
with uk = 0,−1, 1, 3,−1, 1,−3− 1, 1, if k ≡ 0, 3, 6, 9, 12, 15, 18, 21, 24 (mod27),
resp. Hence
∞∑
n,m=−∞
qn
2+nm+3m2 = 1 + 2
∞∑
n=1
∑
d|n
(
d
11
) qn (102)
and
∞∑
n,m=−∞
qn
2+nm+7m2 = 1 + 2
∞∑
n=1
∑
d|n
Ad
 qn. (103)
4 The modularity of
∑∞
n,m=−∞ q
an2+bnm+cm2
Suppose q = e2piiz = e(z), with Im(z) > 0. Also let a > 0, b2 − 4ac < 0 and
f0(x, y) = exp
[
−
√
t
4π
(ax2 + bxy + cy2)
]
. (104)
If we define the Fourier transform of f(x, y) as
f̂(s, w) =
1
2π
∫ ∫
R
2
f(x, y)eixs+iywdxdy (105)
then
f̂0(s, w) =
8π2√−D√t exp
[
4π
D
√
t
(
as2 − bsw + cw2)] . (106)
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The Poisson summation formula read as
∞∑
n,m=−∞
f(2πn, 2πm) =
1
4π2
∞∑
n,m=−∞
f̂(n,m). (107)
Hence if we denote
φ(q) :=
∞∑
n,m=−∞
qan
2+bnm+cm2 , q = e(z) (108)
and
ψ(z) := φ
(
e
(
z√−D
))
= φ
(
q1/
√−D
)
, (109)
then in view of the Poisson summation formula we have∑
(n,m)∈Z2
exp
(
−
√
tπ
(
an2 + bnm+ cm2
))
=
=
2√−D√t
∑
(n,m)∈Z2
exp
(
2
iD
√
t
2πi
(
an2 + bnm+ cm2
))
(110)
and get the next
Theorem 14.
If a > 0 and D = b2 − 4ac < 0, the function ψ(z) of (109) is homomorphic in
the upper half plane, periodic with period
√−D and
ψ
(−1
z
)
=
z
i
ψ(z). (111)
Also φ(e(z)) of (108) is 1−periodic and
φ
(
e
( −1
|D|z
))
=
z
√
|D|
i
φ (e(z)) (112)
Note 7.
1) Assume the Dedekind eta function
η(z) = q1/24
∞∏
n=1
(1− qn) , q = e(z), Im(z) > 0. (113)
When Im(z) > 0 the functions
υ(z) = η(αz)η(βz), with α+ β = 24, α, β ∈ N∗ (114)
satisfy the following functional equation
υ
(−1
δ1z
)
=
z
√
δ1
i
υ(z), δ1 = αβ (115)
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which is the same to that of φ(e(z)) (relation (112)). The functions υ(z) are
modular forms (cusp forms) in the group M1(Γ0(αβ)).
2) The functions φ(e(z)) = φ(a, b, c; e(z)) satisfy (112) also are 1−periodic and
belong toM1(Γ0(−D), χ). More precisely when −D is odd positive integer they
are modular forms of weight 1 and of character χ and satisfy the functional
equation
φ
(
e
(
az + b
cz + d
))
= χ(d)(cz + d)φ (e(z)) , (116)
where χ(d) =
(
D
d
)
, for all
(
a b
c d
)
∈ Γ0(−D).
If
f(z) = φ(e(z)) =
∞∑
n=0
af (n)e(nz), (117)
then af(n), is the number of representations of the positive integer n in the
form ax2 + bxy + cy2. If G(s) := (2π)−sΓ(s), then
Λf (s) =
∫ +∞
0
φ(e(it))ts−1dt = G(s)
∞∑
n=1
af (n)
ns
=
= G(s)
∑
(n,m)∈Z2−{(0,0)}
1
(an2 + bnm+ cm2)s
(118)
and
Λf (s) = |D|1/2−sΛf(1 − s). (119)
Equation (119) is a necessary condition for f to belong to M1(Γ0(−D), χ).
Theorem 15.
Let f(z) = φ(a, b, c; q) and a(n) be such that
f(z)2 = 1 +
∞∑
n=1
a(n)qn, q = e(z), Im(z) > 0,
then
Λ(s) =
∫ +∞
0
φ(e(it))2ts−1dt = G(s)
∞∑
n=1
a(n)
ns
and
Λ(s) = |D|1−sΛ(2− s) (120)
and f(z)2 belongs to M2(Γ0 (−D)).
Proof.
We have from relation (112):
φ
(
e
(
i
|D|t
))2
= t2|D|φ (e(it))2 . (121)
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Hence
Λ(s) =
∫ +∞
0
φ(e(it))2ts−1dt = |D|
∫ +∞
0
φ
(
e
(
i
|D|t
))2
1
t2|D|2 t
s−1dt.
Making the change of variable w = 1|D|t , we have
Λ(s) = |D|
∫ 0
+∞
φ (e (iw))
2
w2
(
1
|D|w
)s−1 −dw
|D|w2 =
= |D|1−s
∫ +∞
0
φ (e (iw))
2
w1−sdw = |D|1−sΛ(2− s).
Theorem 16.
The function f(z) = φ(a, b, c, e(z))2ν , with a, c, ν ∈ N and b integer such that
D = b2 − 4ac is negative, is a modular form of weight 2ν and belongs to
M2ν(Γ0(−D)). It holds M2ν(Γ0(−D)) = E2ν(Γ0(−D)) ⊕ S2ν(Γ0(−D)). The
space E2ν(Γ0(−D)) have finite base constructed from linear combination of
Eisenstein series of weight 2ν in Γ0(−D). The second space S2ν(Γ0(−D)) is
also finite dimensional and is linear combination of cusp forms of Γ0(−D) and
weight 2ν.
Theorem 17. (Hecke-Weil)
If the function f(z) is homomorphic in the upper half plane Im(z) > 0 with
Fourier expansion
f(z) =
∞∑
n=0
af (n)e(nz), in Im(z) > 0, (122)
and
f(z) = O(Im(z)−ν), Im(z)→ 0, ν > 0, (123)
then for positive integers |D|, k/2 the following are equivalent:
1.
f
( −1
|D|z
)
=
(√
|D|z
i
)k
f(z), ∀z : Im(z) > 0 (124)
2. The coefficients af (n) form a function
Λ∗f(s) :=
(√
|D|
i
)k ∫ +∞
0
f(it)ts−1dt = G(s)
(√
|D|
i
)k ∞∑
n=1
af (n)
ns
, (125)
(where G(s) = (2π)−sΓ(s)) with the properties
a)
Λ∗f (s) = i
kΛ∗f (k − s) (126)
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and
b)
Λ∗f(s) +
af (0)
s
+
af (0)i
k
k − s (127)
is homomorphic on the s−plane and bounded on any vertical strip.
3. f(z) is a modular form of weight k in Mk (Γ0(|D|)).
Example 3.
i) Consider the function
f(z) := φ(1, 1, 1; q)2 =
( ∞∑
n,m=−∞
qn
2+nm+m2
)2
, q = e(z), Im(z) > 0. (128)
Clearly f(z) belongs toM2(Γ0(3)) = E2(Γ0(3))⊕S2(Γ0(3)) and dimE2(Γ0(3)) =
1, dimS2(Γ0(3)) = 0. An element of E2(Γ0(3)) is E2(z)− 3E2(3z). Hence easily( ∞∑
n,m=−∞
qn
2+nm+m2
)2
= −1
2
(E2(z)− 3E2(3z)) (129)
ii) The function f(z) = φ(1, 1, 1, q)4 is a modular form of weight 4 and belongs
to M4(Γ0(3)). This space can be spliten to E4(Γ0(3)) and S4(Γ0(3)). The later
space of cusps forms has dimension zero while dimE4(Γ0(3)) = 2. It must hold
that
φ(1, 1, 1; q)4 = C1E4(z) + C2 (E2(z)− E2 (3z))2 (130)
since (E2(z)−3E2(3z))2 andE4(z) are linear independent and belong to E4(Γ0(3)).
Hence comparing coefficients we find( ∞∑
n,m=−∞
qn
2+nm+m2
)4
=
1
10
E4(z) +
9
10
E4(3z). (131)
Also if we consider the form
T =
4∑
i=1
(x2i + xiyi + y
2
i ), (132)
then the number of representations of a given n to T is
rT (n) = 24σ3(n) + 216σ3
(n
3
)
, rT (0) = 1 (133)
The sigma function is zero when 3 not divides n.
In general hold many relations easy to check, especially those having no cusp
forms like ( ∞∑
n,m=−∞
qn
2+nm+m2
)2
= −1
2
E2(z) +
3
2
E2(3z) (134)
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and ( ∞∑
n,m=−∞
qn
2+nm+2m2
)2
= −1
6
E2(z) +
7
6
E2(7z) (135)
We give now a parametric family of functions, similar to Eisenstein, that are
also modular forms.
Theorem 18.
For k = 2, 4, 6 . . . the functions
Hk(z) =
∑
(n,m)∈A
(−1)n
(n+mz)k
, (136)
where A = Z × Z − {(0, 0)}, are modular forms of weight k and in particular
belong to Mk(Γ1(2)). Further if q = e1(z) := e
ipiz , Im(z) > 0, then
Hk(z) =
πk
k!
[(
2− 2k) |Bk|+ 4kikFk(q)] , (137)
where
Fk(q) :=
∞∑
n=1
σ∗k−1(n)q
n (138)
and σ∗ν(n) :=
∑
d−odd,d|n d
ν .
Proof.
i) The function is clearly a modular form since the action of transformation
a ≡ 1(2), b ≡ 0(2), c ≡ 0(2), d ≡ 1(2), with ad− bc = 1 gives immediately using
(136)
Hk
(
az + b
cz + d
)
= (cz + d)kHk(z).
ii) Set q = eipiz with Im(z) > 0. Using the formulas
π csc(πz) =
∞∑
n=−∞
(−1)n
z + n
(139)
and
csc(πz) =
2i
q − q−1 ,
we obtain differentiating (139) k times
∞∑
n=−∞
(−1)n
(z + n)k
= 2
(−πi)k
Γ(k)
∞∑
n=1
(2n− 1)k−1q2n−1 (140)
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Set where z → mτ and suppose that k is even. Sum with respect to m to get
∞∑
m=1
∞∑
n=−∞
(−1)n
(n+mz)k
= 2
(πi)k
Γ(k)
∞∑
m,n=1
(2n− 1)k−1q(2n−1)m (141)
Lastly we can write for k = 1, 2, . . . the identity
∑
(n,m)∈A
(−1)n
(n+mz)2k
= 2
∞∑
n=1
(−1)n
n2k
+ 4
(πi)2k
Γ(2k)
F2k(q) (142)
where
F2k(q) =
∞∑
n=1
σ∗2k−1(n)q
n
The result follows from (see [14] ch.23)
∞∑
n=1
(−1)n
ns
= (21−s − 1)ζ(s), s ≥ 1
and
ζ(2s) =
(2π)2s
2(2s)!
|B2s|, s = 1, 2, . . .
Bs are the Bernoulli numbers.
It is known that if q = e(z), then θ(z) =
∑∞
n=−∞ q
n2/2 belongs to the
modular group M 1
2
(Γ1(4)). Hence if a, d ≡ 1(4), b, c ≡ 0(4), ad− bc = 1, then θ
is a modular form of weight 1/2 and satisfy the following functional equation:
θ
(
az + b
cz + d
)
= (cz + d)1/2θ(z). (143)
Also from the above theorem we have that H2(z) is element of M2 (Γ0(2)), but
it is M2 (Γ0(2)) ⊂ M2 (Γ0(4)). Hence the set M2 (Γ0(4)) have elements such
H2(z), H
∗
2 (z), E2(z)− 2E2(2z), E2(z)− 4E2(4z), θ(z)4, where the sign ∗ means
H∗k (z) = Hk(z + 1). Hence
θ(z)4 + C1H2(z) + C2H
∗
2 (z) = 0, (144)
where C1 =
4
pi2 , C2 =
2
pi2 .
Another example is the power θ(z)8 which is a modular form of weight 4 in
Γ1(4) and can be constructed using the forms H4,H
∗
4 and E4 (here E2k(z) are
the known Eisenstein series of weight 2k). More detailed we have
θ(z)8 +
24
π4
H4(z) +
24
π4
H∗4 (z)−
1
15
E4(z) = 0 (145)
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As application of the above formula holds the next
Theorem 19.
The number of representations of a number n ∈ N as the sum of 8 squares is
r8(n) = 16σ3(n)− 32 · ǫn
∑
d|n,d−odd
d3 (146)
where ǫn = 1 if n is even and 0 else.
Corollary 4.
Every odd number can be written as a sum of 8 squares.
Theorem 20.
We can square (145) to get θ(z)16 and hence r16(n):
r16(n) = 32σ3(n)− 64ǫnσ∗3(n) + 256
n∑
m=1
σ3(m)σ3(n−m)−
−512
n∑
m=1
(
1 + (−1)n−m)σ3(m)σ∗3(n−m)+
+512
n∑
m=1
(
ǫn + (−1)n−m
)
σ∗3(m)σ
∗
3(n−m), (147)
where σ3(0) = 0 and σ
∗
3(0) = 0.
5 The Ramanujan expansions
For |q| < 1, the Rogers Ramanujan continued fraction (RRCF) is defined as
R(q) :=
q1/5
1+
q
1+
q2
1+
q3
1+
. . . (148)
If q = e−pi
√
r, r > 0 then
f(−q) :=
∞∏
n=1
(1− qn) (149)
is the Ramanujan eta function and
η(q) := q1/24
∞∏
n=1
(1− qn) , when |q| < 1, (150)
is the Dedekind eta function. We also set
η1(z) := q
1/24
∞∏
n=1
(1− qn) , q = e(z) := e2piiz , Im(z) > 0 (151)
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and
Ar :=
f
(−q2)6
q2f (−q10)6 =
η1
(√−r)6
η1
(
5
√−r)6 = R (q2)−5 − 11−R (q2)5 , (152)
for q = e−pi
√
r, r > 0. The function
Π(r) := 3 3
√
2k4r · 2F1
(
1
3
,
1
6
;
7
6
; k24r
)
(153)
is called Carty’s function is related to famous Carty’s problem, and satisfies the
functional equation
Π(r) + Π
(
1
r
)
= C0, ∀r > 0, (154)
with C0 = 2
−4/3π−1Γ(1/3)3
√
3. Its first derivative is:
d
dr
Π(r) = −πη1 (i
√
r)
4
√
r
. (155)
The function kr is the elliptic singular modulus i.e. the solution of the equation
K
(√
1− k2r
)
K (kr)
=
√
r, r > 0 (156)
where
K(x) =
π
2
· 2F1
(
1
2
,
1
2
; 1;x2
)
, |x| < 1 (157)
is the complete elliptic integral of the first kind. It is known that kr is algebraic
when r is positive rational.
The following are the traditional definitions of the complete elliptic integrals of
the first and second kind respectively
K(x) =
∫ pi/2
0
dt√
1− x2 sin2(t)
and E(x) =
∫ pi/2
0
√
1− x2 sin2(t)dt (158)
The elliptic alpha function is (see [12]):
α(r) :=
π
4K2(kr)
−√r
(
E(kr)
K(kr)
− 1
)
. (159)
The function α(r) has also the property of being algebraic when r is positive
rational.
We prove the next
24
Theorem 21.
If r > 0, then∫ +∞
Ar
dt
t1/6
√
125 + 22t+ t2
= Π(r) =
1
3
√
4
B
(
k24r , 1/6, 2/3
)
, (160)
where B(x, a, b) =
∫ x
0
ta−1(1− t)b−1dt is the incomplete beta function.
Proof.
If q = e−pi
√
r, r > 0, we define
Tr := 1 + 6
∞∑
n=1
nq2n
1− q2n − 30
∞∑
n=1
nq10n
1− q10n =
−1
4
(
P
(
q2
)− 5P (q10)) , (161)
with P (q) = 1 − 24∑∞n=1 nqn1−qn being the familiar Eisenstein series, one can
easily see that
Tr =
√
r
πAr
· dAr
dr
. (162)
Ramanujan have found and later proven by Berndt (see [5] pg.464 Entry 4(ii))
that
1 + 6
∞∑
n=1
nq2n
1− q2n − 30
∞∑
n=1
nq10n
1− q10n =
(
x2 + 22q2xy + 125q4y2
)1/2
(xy)
1/6
, (163)
where x = f
(−q2)6 and y = f (−q10)6. But also it is
y =
x
q2Ar
. (164)
Setting this y in relation (163) we get
Tr = q
1/3x2/3A−5/6r
√
125 + 22Ar +A2r .
Hence from this last equation and relations (162),(152),(149),(150), we get
dAr
dr
= π
η (i
√
r)
4
√
r
A1/6r
√
125 + 22Ar +A2r . (165)
Integrating equation (165) we get the result.
Ramanujan have evaluated all
Tp,r =
(
1− 24
∞∑
n=1
nq2n
1− q2n
)
− p
(
1− 24
∞∑
n=1
nq2pn
1− q2pn
)
, (166)
for p = 3, 5, 7, 9, 11, 15, 17, 19, 23, 25, 31, 35. Attached with these evaluations
underlines the quite interesting formula
Tp,r =
4
π2
kr(k
′
r)
2K2
d
dkr
log
(
Mp(r)
−3 krk
′
r
kp2rk
′
p2r
)
, (167)
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where
Mp(r) =
K
(
kp2r
)
K (kr)
=
K[p2r]
K[r]
(168)
is the multiplier and k′r =
√
1− k2r . The multiplier is also algebraic function
when r is positive rational and p integer grater than 1. (Note that K = K(kr) =
K[r] and E = E(kr) = E[r].)
For now on we assume the notation of Tp,r as given in (166)
Proposition 2.
If Ap,r is given from
Ap,r :=
f(−q2)
qcf(−q2p) , c =
p− 1
12
, (169)
then
Tp,r = − 24
√
r
πAp,r
· dAp,r
dr
. (170)
Proof.
Take the logarithm of (169) and use (149) directly. The result follows easily
after differentiation with respect to r.
Proposition 3.
If q = e−pi
√
r, r > 0, then
P (q2) = 1− 24
∞∑
n=1
nq2n
1− q2n =
3
π
√
r
+
(
1 + k2r −
3α(r)√
r
)
4
π2
K2[r]. (171)
Proof.
Let q = e−pi
√
r, r > 0. Differentiating with respect to r the relation
log
(
f(−q2)) = ∞∑
n=1
log
(
1− q2n) , |q| < 1, (172)
and using (see [13] Chapter 21, Miscellaneous examples 10, pg. 488):
f(−q2)6 =
∞∏
n=1
(
1− q2n)6 = 2kk′K(k)3
π3q1/2
, (173)
we get
1
6
d
dr
log
(
2krk
′
rK
3
π3q1/2
)
= −2
∞∑
n=1
nq2n−1
1− q2n
dq
dr
. (174)
After some calculations we arrive to (P (q2) = 1− 24P ∗(q2)):
1
24
(
π√
r
+ 12
1
K
dK
dkr
dkr
dr
+
4
kr
dkr
dr
+
4
k′r
dk′r
dr
)
= 2q−1P ∗(q2)
qπ
2
√
r
(175)
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Using the known relations (see [5] Chapter 17 Entry 9 pg. 120 and [14] Chapter
11 Entry 30 pg. 87-88):
dkr
dr
=
−kr(k′r)2K2
π
√
r
, (176)
dk′r
dr
=
k2rk
′
rK
2
π
√
r
(177)
and ([12] Chapter 1, Section 1.3, pg. 7-11):
dK
dkr
=
E
kr(k′r)2
− K
kr
, (178)
we arrive to
P ∗(q2) = − 1
24
+
K2
6π2
+
K2k2r
6π2
− α(r)K
2
2π2
√
r
+
1
8π
√
r
. (179)
From this along with P (q2) = 1− 24P ∗(q2), we get the result.
Proposition 4.
Let r > 0 and q = e−pi
√
r, then
1− 24
∞∑
n=1
nqn
1− qn =
6
π
√
r
+
(
1 + k2r −
6α(r)√
r
)
4K[r]2
π2
=
=
6
π
√
r
+ s1(r)θ3(q)
4, (180)
where
s1(r) := 1− 6α(r)√
r
+ k2r (181)
Proof.
From (171) setting r → r/4 and using
kr/4 =
2
√
kr
1 + kr
, M2(r) =
1 + k′r
2
(182)
and (see [12])
α(4r) = (1 + k4r)
2α(r) − 2√rk4r, (183)
we get the result.
Proposition 5.
If q = e−pi
√
r, r > 0, then
T2,r = −θ3(q)
4
2
− θ4(q)
4
2
= −1
2
η(q2)20
η(q)8η(q4)8
− 1
2
η(q)8
η(q2)4
(184)
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Proof.
From relations (171),(183) we get
T2,r = 1− 24
∞∑
n=1
nq2n
1− q2n − 2
(
1− 24
∞∑
n=1
nq4n
1− q4n
)
=
= −2K
2
π2
(
1 + (k′r)
2
)
= −θ3(q)
4
2
− θ4(q)
4
2
.
But also holds
θ3(q) =
η(q2)5
η(q)2η(q4)2
, (185)
and
θ4(q) =
η(q)2
η(q2)
. (186)
Using the above equations the result follows.
It is easy to see someone that
δ(q) := P (q)− 2P (q2) = − 4
π2
(1 + k2r)K[r]
2 = −θ2(q)4 − θ3(q)4 (187)
Hence also
T2p,r/4 = 2Tp,r + δ(q) (188)
and
Tp,4r − 1
2
Tp,r = −1
2
(
δ(q2)− pδ(q2p)) (189)
Moreover the next doublication formula is trivial:
T2p,r = Tp,r + pδ(q
2p). (190)
Although relation (188) is more applicable for finding special values.
Set now
s2(r) := 1− 3α(r)√
r
+ k2r (191)
Proposition 6.
If q = e−pi
√
r, r > 0 and 1 < p ∈ N, then
Tp,r =
4K[r]2
π2
√
r
[(
3α(p2r) − p√r(1 + k2p2r)
)
Mp(r)
2 − (3α(r)−√r(1 + k2r ))] =
= s2(r)θ3(q)
4 − p · s2(p2r)θ3(qp)4 (192)
and
M2p√
r
· α(p2r)− 1√
r
· α(r) = pM
2
p
3
(1 + k2p2r)−
1
3
(1 + k2r) +
π2Tp,r
12K[r]2
(193)
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Proof.
Set r → p2r in (171) of Proposition 3 and make simplifications to get
1− 24
∞∑
n=1
nq2pn
1− q2pn =
3
π
√
rp
+
4K[r]2
π2
√
rpM2p
[−3α(p2r) + p√r(1 + k2p2r)] , (194)
then evaluate Tp,r.
Note 1.
The two functions P (q) and s2(r)θ3(q)
4 are not the same. As someone can see
easily
P (q2) = s2(r)θ3(q)
4 +
3
π
√
r
, ∀r > 0. (195)
Proposition 7.
If q = e−pi
√
r, r > 0 and (a, b, c)
θ≡ (1, 1, 1), (1, 2, 2), (1, 1, 2), with D = −3, −4,
−7 respectively, then we have the following evaluations
φ(a, b, c; q2) =
√
T|D|,r
1− |D| , (196)
where T|D|,r = Tp,r is given from (45). More precisely the cases p = 3, 4, 7 are
solvable.
Proposition 8.
If a1, b1, c1 are given integers with a1 > 0, c1 > 0, D = b
2
1 − 4a1c1 < 0
and exist a2, c2 integers with a2 > 0, c2 > 0 such (a1, b1, c1)
θ≡ (a2, 0, c2),
then if q = e(z), Im(z) > 0, we have φ(a1, b1, c1; q)
2 ∈ M2 (Γ0(N)) and
dim (M2 (Γ0(N))) = d = d1 + d2 and exist constants C
(1)
l , C
(2)
l such that
θ3 (q
a2)
2
θ3 (q
c2)
2
=
∑
l|N
C
(1)
l tl(q) +
d2∑
l=1
C
(2)
l fl(q), (197)
where fl(q), l = 1, 2, . . . , d2 are the elements of the subspace of cusp forms
S2 (Γ0(N)) of M2 (Γ0(N)) and tl(q) = P (q) − lP
(
ql
)
= E2(z) − lE2 (lz). In
case z = i
√
r, r > 0, q = e−2pi
√
r, then tl(q) = Tl,r and we can write
θ3
(
q2a2
)2
θ3
(
q2c2
)2
=
∑
l|N
C
(1)
l Tl,r +
d2∑
l=1
C
(2)
l fl(q
2), q = e−pi
√
r, r > 0. (198)
Relation (198) can also be used to evaluate α(|D|2r).
Application 1.
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Assume that D = −4, then Q(x, y) = x2 + y2 and Q have array A =
(
2 0
0 2
)
.
The level N is 4 and dim (M2 (Γ0(4))) = dim (E2 (Γ0(4))) = 1, hence we can
write φ(1, 0, 1; q)2 = C1 (E2(z)− 4E2 (4z)), (here C1 = −1/3) and q = e(z),
Im(z) > 0. Hence for q = e−pi
√
r, r > 0
φ
(
1, 0, 1; q2
)2
= −1
3
T4,r. (199)
We use Proposition 8 with a1 = c1 = 1, b1 = 0 and a2 = 1, b2 = c2 = 0 to write
φ
(
1, 0, 1; q2
)2
= θ3
(
q2
)4
=
4K[4r]2
π2
= (1 + k′r)
2 K2
π2
. (200)
Hence using relation (193) of Proposition 6 with p = 4 we get:
M24√
r
· α(16r)− 1√
r
· α(r) = 4M
2
4
3
(1 + k216r)−
1
3
(1 + k2r) +
π2T4,r
12K[r]2
.
Or equivalently
M24√
r
· α(16r)− 1√
r
· α(r) = 4M
2
4
3
(1 + k216r)−
1
3
(1 + k2r)−
(1 + k′r)
2
4
, (201)
where
M4(r) =
1 + k′r
2
1 + k′4r
2
=
(1 +
√
k′r)
2
4
, (202)
since
k4r =
1− k′r
1 + k′r
.
After simplifications we get the following:
Proposition 9.
If r > 0, then
α(16r) =
16α(r)− 4(1− k′r)(3 + k′r)
√
r
(1 +
√
k′r)4
(203)
and
Proposition 10.
We have q = e−pi
√
r, r > 0
T4,r = −3θ3(q2)4 = −3 η(q
4)20
η(q2)8η(q8)8
. (204)
Proof.
The second equality of (204) follows from (185).
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Application 2.
Now we assume the theta function
φ (1, 0, 2; q)2 =
( ∞∑
n,m=−∞
qn
2+2m2
)2
. (205)
The level of the function isN = 8. But inM2 (Γ0(8)) we have dimE2 (Γ0(8)) = 3
and dimS2 (Γ0(8)) = 1. Using the method of Lemma 2, pg.14-15, we find that
the cusp form is
∆8(q) =
η
(
q4
)8
η (q2)
4 . (206)
Also the expansion of (205) into modular forms of weight 2 in M2 (Γ0 (8)) is
φ(1, 0, 2; q)2 =
1
18
(
E2(q)− 4E2
(
q4
))− 1
6
(
E2(q)− 8E2
(
q8
))
+
4
3
∆8(q). (207)
Or setting q → q2, q = e−pi
√
r, r > 0:
θ3
(
q2
)2
θ3
(
q4
)2
=
1
18
T4,r − 1
6
T8,r +
4
3
∆8(q
2).
Using relation (204) we get
T8,r = −θ3
(
q2
)4 − 6θ3 (q2)2 θ3 (q4)2 + 8∆8 (q2) . (208)
Hence we have the next
Proposition 11.
If q = e−pi
√
r, r > 0, then
T8,r =
8η
(
q8
)8
η (q4)4
− η
(
q4
)20
η (q2)8 η (q8)8
− 6η
(
q4
)6
η
(
q8
)6
η (q2)4 η (q16)4
. (209)
Application 3.
Assume D = −20, then one choice is Q(x, y) = x2+2xy+6y2 and Q have array
A =
(
2 2
2 12
)
. The levelN is 20 and dim (E2 (Γ0(20))) = 5, dim (S2 (Γ0(20))) =
1, hence we can write (having in mind relation (73)):
φ(1, 2, 6; q)2 = θ3(q)
2θ3(q
5)2 = − 1
20
(E2(q)− 2E2(q2)) + 1
6
(E2(q)− 5E2(q5))−
−1
6
(E2(q)− 10E2(q10))− 1
6
∆20(q), (210)
where
∆20(q) =
η(q4)4η(q20)4
η(q2)2η(q10)2
. (211)
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Hence
θ3(q
2)2θ3(q
10)2 = −1
6
T2,r +
1
6
T5,r − 1
6
T10,r − 16∆20(q2)
Or using (204) and
T5,r = −4η(q2)4A−55,r
√
125 + 22A65,r +A
12
5,r, (212)
where
A5,r =
η(q2)
η(q10)
, q−pi
√
r, r > 0, (213)
we get:
Proposition 12.
If q = e−pi
√
r, r > 0, then T5,r < 0 and
T 25,r = T
2
5 (q
2) = 16
η(q2)12 + 22η(q2)6η(q10)6 + 125η(q10)12
η(q2)2η(q10)2
(214)
T10(q
2) = T5(q
2) +
η(q)8
2η (q2)4
+
η
(
q2
)20
2η(q)8η (q4)8
− 96η
(
q8
)4
η
(
q40
)4
η (q4)2 η (q20)2
−
− 6η
(
q4
)10
η
(
q20
)10
η (q2)
4
η (q8)
4
η (q10)
4
η (q40)
4 . (215)
Also
θ3(q
2)2θ3(q
6)2 = −1
6
T2,r − 1
6
T3,r +
1
6
T4,r +
1
6
T6,r − 1
6
T12,r. (216)
Proposition 13.
If q = e−pi
√
r, r > 0, then
T3,r = −2
(
3η(q)2η(q4)2η(q6)15
4η(q2)5η(q3)6η(q12)
+
η(q2)15η(q3)2η(q12)2
4η(q)6η(q4)6η(q6)5
)2
. (217)
Also if |q| < 1, then
∞∑
n,m=−∞
q2n
2+2nm+2m2 =
3η(q)2η(q4)2η(q6)15
4η(q2)5η(q3)6η(q12)
+
η(q2)15η(q3)2η(q12)2
4η(q)6η(q4)6η(q6)5
(218)
and ∞∑
n,m=−∞
q2n
2+2nm+2m2 =
θ3(q)
4 + 3θ3(q
3)4
4θ3(q)θ3(q3)
. (219)
Proof.
For |q| < 1, we have
θ3(q) =
η(q2)5
η(q)2η(q4)2
. (220)
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Also (see [5] last chapter):( ∞∑
n,m=−∞
q2n
2+2nm+2m2
)2
= −1
2
T3,r =
(
θ3(q)
4 + 3θ3(q
3)4
4θ3(q)θ3(q3)
)2
. (221)
Combining the above relations we get the two results.
Proposition 14.
If q = e−pi
√
r, r > 0, then
−1
6
T7,r =
(
η(q4)5η(q28)5
η(q2)2η(q8)2η(q14)2η(q56)2
+ 4
η(q8)2η(q56)2
η(q4)η(q28)
)2
. (222)
If |q| < 1, then
∞∑
n,m=−∞
qn
2+nm+2m2 =
η(q2)5η(q14)5
η(q)2η(q4)2η(q7)2η(q28)2
+ 4
η(q4)2η(q28)2
η(q2)η(q14)
. (223)
and ∞∑
n,m=−∞
qn
2+nm+2m2 = θ3(q)θ3(q
7) + 4q2ψ(q2)ψ(q14), (224)
where ψ(q) :=
∑∞
n=0 q
n(n+1)/2, |q| < 1.
Proof.
Ramanujan have proved that for |q| < 1 holds (see [5] last chapter):
−1
6
T7(q
2) =
(
θ3(q
2)θ3(q
14) + 4q4ψ(q4)ψ(q28)
)2
. (225)
But also it is
ψ(q) =
f(−q2)2
f(−q) = q
−1/8 η(q
2)2
η(q)
. (226)
Hence from (225),(226),(220) we get (222). Also from (222) and (78) we get
(223) and (224).
Proposition 15.
If q = e−pi
√
r, r > 0, then
−1
2
T11,r = −1
2
T11(q
2) = 20η(−q)2η(−q11)2 + 32η(q2)2η(q22)2+
+20
η(q2)4η(q22)4
η(−q)2η(−q11)2 + 5
η(q2)10η(q22)10
η(q)4η(q4)4η(q11)4η(q44)4
(227)
and ( ∞∑
n,m=−∞
qn
2+nm+3m2
)2
= − 1
10
T11(q) +
8
5
η(q)2η(q11)2. (228)
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Proof.
Ramanujan have proved that for |q| < 1 holds (see [5] last chapter):
−1
2
T11(q
2) = 5θ3(q)
2θ3(q
11)2 − 20qf(q)2f(q11)2 + 32q2f(−q2)2f(−q22)2−
−20q3ψ(−q)2ψ(−q11)2. (229)
Using the above equation and (226),(220), we get (227). Also from (88) we get
(228).
Proposition 16.
The functions Ap,r and Tp,rθ3 (q)
−4
are algebraic and θ3(q)
p, q = e−pi
√
r tran-
scendental when r, p ∈ Q∗+.
Proof.
From (169),(173) we get
(Ap,r)
6 =
f
(−q2)6
q
p−1
2 f (−q2p)6
=
2krk
′
rK[r]
3
π3q1/2q
p−1
2 2kp2rk
′
p2rK[p
2r]3 1
pi3qp/2
.
Hence using (168)
Ap,r =Mp(r)
−1/2 6
√
krk′r
kp2rk
′
p2r
(230)
and the first result follows.
The algebricity of Tp,rθ3 (q)
−4
follows from the expansion (192) for pi
2
K[r]2Tp,r
and relation
θ3(q)
2 =
2K[r]
π
. (231)
The transcendence of θ3
(
e−pi
√
r
)
follows from the fact that of K[r] is transcen-
dental and algebraically independent from π when r is positive rational (see
[5]).
6 Evaluating the quotients Ap,r for p = 3, 7 using
known integral functions
In this section we give evaluations of integrals and hypergeometric functions
using the quotients Ap,r and Carty’s function Π(r) for the cases p = 3, 7.
Theorem 22.
If r > 0, then
6
A23,r
· 2F1
(
1
6
,
2
3
;
7
6
;− 27
A123,r
)
= 3 3
√
2k4r · 2F1
(
1
3
,
1
6
;
7
6
; k24r
)
= Π(r) (232)
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Proof.
From [5] chapter 21 Entry 3 (i) and (170) we have
dA3,r
dr
=
π
12
√
r
q1/3f
(−q2)4A−53,r (27 +A123,r)2/3 =
=
π
12
√
r
η1
(
i
√
r
)4
A−53,r
(
27 +A123,r
)2/3
. (233)
Integrating the above equation we get:∫ +∞
A3,r
t5
(27 + t12)2/3
dt =
π
6
∫ +∞
√
r
η1(it)
4dt (234)
We rewrite the above as∫ +∞
A3,r/4
t5
(27 + t12)2/3
dt =
π
12
∫ +∞
√
r
η1(it/2)
4dt
But it is known that the function m(x) defined as
x = π
∫ +∞
√
m(x)
η1 (it/2)
4 dt (235)
has inverse
m(−1)(r) = br = 3
3
√
2kr · 2F1
(
1
3
,
1
6
;
7
6
; k2r
)
. (236)
Hence ∫ +∞
A3,m(x)/4
t5
(27 + t12)2/3
dt =
π
12
∫ +∞
√
m(x)
η(it/2)4dt =
x
12
and consequently∫ +∞
A3,r/4
t5
(27 + t12)2/3
dt =
1
4
3
√
2kr · 2F1
(
1
3
,
1
6
;
7
6
; k2r
)
.
Having in mind that∫ +∞
X
t5
(27 + t12)2/3
dt =
1
2X2
· 2F1
(
1
6
,
2
3
;
7
6
;− 27
X12
)
,
we get the result.
Theorem 23.
Set q = e−pi
√
r, r > 0, then if
A7,r =
f(−q2)
q1/2f(−q14) , (237)
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we have ∫ +∞
A47,r
t1/6
(49 + 13t+ t2)2/3
dt = Π(r) (238)
Proof.
Again from [5] chapter (21) Entry 5 (i) we have
dA7,r
dr
=
π
4
√
r
q1/3f
(−q2)4A−11/37,r (49 + 13A47,r +A87,r)2/3 (239)
∫ +∞
A7,r
t11/3
4 (49 + 13t4 + t8)
2/3
dt =
3
4
3
√
2k4r · 2F1
(
1
3
,
1
6
;
7
6
; k24r
)
. (240)
Assume that q = e−pi
√
r, r > 0, then we re-set
xp = xp(r) = Ap,r =
η1 (i
√
r)
η1 (ip
√
r)
. (241)
and
zp = zp(r) = Tp,r = P (q)− pP (qp) (242)
The function F7(x) is such that∫ +∞
F 47 (x)
t1/6
(49 + 13t+ t2)2/3
dt = x (243)
and
x7 = A7,r = F7 (Π(r)) . (244)
From (170) we have in general
Theorem 24.
If q = e−pi
√
r, r > 0, then exists a function Fp(x) such that
− π
24
√
r
(
P (q2)− pP (q2p)) = d
dr
logFp (Π (r)) . (245)
For p = 7 we get integrating
Theorem 25.
If q = e−pit, t > 0, then
π
4
∫ +∞
2
√
r
( ∞∑
n,m=−∞
qn
2+nm+2m2
)2
dt = log (F7 (Π (r))) = log x7. (246)
Continuing our arguments Proposition 2 give us
−π
24
√
r
zp(r) =
1
xp(r)
d
dr
xp(r). (247)
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Also if
Ap,r = xp(r) = Fp (Π(r)) (248)
and
Tp,r = zp(r) = Qp (xp(r)) , (249)
then
−24√r
π
1
xp(r)
dxp(r)
dr
= Qp (xp(r)) (250)
and inverting this last equation we obtain
−24
√
x
(−1)
p (t)
π
1
t · x(−1)p ′(t)
= Qp(t) (251)
Inverting relation (248) we have
x(−1)p (t) = m
(
F (−1)p (t)
)
. (252)
But m (Π(t)) = t. Hence differentiating we get m′ (Π(t)) Π′ (t) = 1. Hence
m′(t) = −
√
m(t)
πη1
(
i
√
m(t)
)4 , (253)
since it holds
dΠ(r)
dr
= −πη1 (i
√
r)
4
√
r
. (254)
Hence
Qp(t) =
24
t · F (−1)p ′(t)
η1
(
i
√
m
(
F
(−1)
p (t)
))4
(255)
and we get the next
Theorem 26.
zp =
24
xp · F (−1)p ′(xp)
η1
(
i
√
m
(
F
(−1)
p (xp)
))4
(256)
where
xp =
η1 (i
√
r)
η1 (ip
√
r)
, r > 0. (257)
In cases p = 3, 5, 7, we have
F
(−1)
3 (x) =
6
x2
· 2F1
(
1
6
,
2
3
;
7
6
;
27
x12
)
, (258)
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F
(−1)
5 (x) =
∫ +∞
x
dt
t1/4
√
125 + 22t+ t2
(259)
and
F
(−1)
7 (x) =
∫ +∞
x4
t1/6
(49 + 13t+ t2)2/3
dt. (260)
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