A left Bol loop satisfying the automorphic inverse property is called a K-loop or a gyrocommutative gyrogroup. K-loops have been in the centre of attraction since its first discovery by A.A. Ungar in the context of Einstein's 1905 relativistic theory. In this paper some of the infinite dimensional K-loops are built from the direct limit of finite dimensional group transversals.
Introduction
A quasigroup is a non-empty set Q with a binary operation ⊕ : Q × Q → Q such that for all a, b ∈ Q there exists unique x, y ∈ Q satisfying a ⊕ x = b and y ⊕ a = b. A loop (L, ⊕) is a quasi-group with a two-sided neutral element e ∈ L. A K-loop (K, ⊕) is a loop satisfying the left Bol loop identity (1) and the automorphic inverse property (2) for all a, b and c in K.
(a ⊕ b)
The left Bol identity guarantees that each element in a loop has a two-sided inverse, so the automorphic inverse property in a K-loop makes sense. K-loops are also known as gyrocommutative gyrogroups, see (Ungar, 1997 ). Ungar's famaous discovery of a K-loop from Einstein's 1905 relativistic theory motivated many researchers, then many examples and theories has been studied, see (Bulut, 2015; Kerby & Wefelscheid, 1974; Kiechle, 1998; Kreuzer & Wefelscheid, 1994; Ungar, 1997 Ungar, , 2001 ).
Kreuzer and Wefelscheid (Kreuzer & Wefelscheid, 1994) undertook an axiomatic investigation and provided a method to form K-loops from the group transversals as follow: Theorem 1.1. Let G be a group. Let A be a subgroup of G and let K be a subset of G satisfying:
1. G = KA is an exact decomposition, i.e., for every element g ∈ G there are unique elements k ∈ K and a ∈ A such that g = ka. 2. If e is the neutral element of G, then e ∈ K. 3. For each x ∈ K, xK x ⊆ K. 4. For each y ∈ A, yKy −1 ⊆ K. 5. For each k 1 , k 2 ∈ K and α ∈ A, if k 1 k 2 α ∈ K, then there exists β ∈ A such that k 1 k 2 α = βk 2 k 1 .
Then for all a, b ∈ K there exists unique a ⊕ b ∈ K and d a,b ∈ A such that ab
Kiechle in (Kiechle, 1998) showed that we can form many K-loops, see Theorem 1.2, from classical groups over ordered fields by the method developed by Kreuzer and Wefelscheid in (Kerby & Wefelscheid, 1974) . The underlying set of the Kloops obtained by this method is the group transversals endowed with a binary operation induced by group multiplication. Theorem 1.2. Let R be n-real, and G ≤ GL(n, K) with
In above theorem R is an ordered field such that K := R(i), where i 2 = −1. L is the set of positive definite hermitian n × n matrices over K and Ω is the unitary group as given below.
R is called n-real if the characteristic polynomial of every matrix in L splits over K into linear factors. We note that in this paper the classical groups are chosen over the fields R or C. Therefore, we are not going to refer the term n-real. The real numbers R can be considered as a prototype of n-real field R.
Kiechle remarked in (Kiechle, 1998) that Theorem 1.2 can be generalized to the unit group of Banach algebra of bounded operators H → H (H is the Hilbert space) by polar decomposition theorem. This generalization, see Theorem 1.3, has been studied in (Bulut, 2015) not only for GL(H), but also some of classical complex Banach Lie subgroups of GL(H).
be one of the classical complex Banach-Lie groups, and let Pos(H) and U(H) are collection of positive self-adjoint operators and unitary operators respectively over C. If P G := G ∩ Pos(H), and U G := G ∩ U(H), then for all A, B ∈ P G there exist unique A ⊕ B ∈ P G and d A,B ∈ U G such that
Remark 1. Note that Theorem 1.3 can be generalized to all classical complex Banach Lie groups.
In this paper K-loop structures from the direct limit of some of the classical groups are studied.
Preliminaries
Let (I, ≤) be a directed set, i.e., for any pair i, j ∈ I with i ≤ j there exists a k ∈ I such that i ≤ k and j ≤ k. Let {G i : i ∈ I} be the collection of groups with the collection of group homomorphisms γ i, j :
) is called a direct system if the following two axioms are satisfied.
The group G is called the direct limit of the direct system (G i , γ i, j , I), if:
1. In case of existing the group homomorphisms α i :
2. G respects the universal property, i.e., if there is another group K with the group homomorphisms β i : G i → K such that β i = β j • γ i, j for all i ≤ j, then there exists a unique group homomorphism θ : G → K which makes the following diagram commute. Figure 1 . The Universal Property of the Direct Limit
Two elements x, y ∈ i∈I G i where x ∈ G i and y ∈ G j are similar, x ∼ y, if there exists k ∈ I such that γ i,k (x) = γ j,k (y), where i, j ≤ k. It can be easily verified that the relation ∼ is an equivalence relation. Let [x] be the equivalence class of x.
The product of [x] and [y] is defined by
It is known that the direct limit has a group structure with respect to this product.
Pseudo Unitary and Pseudo Orthogonal Groups
Let M n (C) be the set of n by n matrices with complex entries and let GL(n, C) be the general linear group, i.e., the set of invertible matrices in M n (C). Restricting the entries of GL(n, C) to real numbers gives GL(n, R). In this paper we only focus two well known classical groups that are called pseudo-unitary and pseudo-orthogonal groups. Even they are Lie groups we only view them as algebraic groups.
Let p, q ∈ N with 0 < p ≤ q such that p + q = n and let J p,q = diag(I p , −I q ). Let A * be the conjugate transpose of A and A T be the transpose of A. The pseudo unitary group (5) and pseudo orthogonal group (6) are given below,
Direct limit of classical groups and their unitary representations are studied by Olshanskii in (Ol'shanskii, 1978) . In that paper the infinite dimensional Lie groups are viewed as the direct limit of finite dimensional Lie groups. Folowing are some of the infinite dimensional Lie groups given in (Ol'shanskii, 1978).
The direct limit GL(∞, C) is obtained by taking the infinite union of the groups Gl(n, C). The group homomorphism γ n,m : GL(n, C) → GL(m, C) (n ≤ m) is defined by γ(A) = diag(A, I m−n ), where diag(A, I m−n ) is a diagonal block matrix such that I m−n is the identity matrix of the size m − n by m − n. The group homomorphism γ n,m :
In this paper we define a broad class of infinite dimensional classical groups that are the proper subgroups of the groups defined in (Ol'shanskii, 1978) . In our construction we use a strictly increasing sequence of positive integers (a n ) and a constant p ∈ N such that b n = p + a n . It is clear that (b n ) is also a strictly increasing sequence of positive integers. Choosing (a n ) as a strictly increasing sequence of positive integers enable us to form K-loops based on how (a n ) be chosen. Following is a list of some of the infinite dimensional classical groups that are investigated in this paper. F) and B ∈ GL(a j , F) for some positive integers i, j such that i ≤ j. We say that A ∼ B, if there exists a positive integer k ≥ i, j such that
This observation exposes that if A ∈ GL(a i , F) is related with B ∈ GL(a j , F) for i ≤ j, then an appropriate choice of k is k = j, and replacing k with j in equation (7) yields immediately that B = γ i, j (A) = diag(A, I a j −a i ). Let [A] + and [A] − be two sets defined below:
[A] 
Let A ∈ GL(a i , R) and let B ∈ GL(a j , R) such that i ≤ j, then the product of two equivalence classes [A] and [B] is another equivalence class that is defined by:
It can be easily verified that this product is well defined by showing that it is independent from the representatives of each equivalence class.
We only discussed above the equivalence relation over GL(∞, (a n ), F), but the equivalence relation ∼ for U(p, (a n ), ∞), and O(p, (a n ), ∞) are same. If we take a n = n, then our definitions for GL(∞, (a n ), F), U(p, (a n ), ∞), and O(p, (a n ), ∞) are equivalent to the infinite dimensional Lie groups given in (Ol'shanskii, 1978) , but if a n n, then GL(∞, (a n ), R), GL(∞, (a n ), C), U(p, (a n ), ∞), and O(p, (a n ), ∞) are proper subgroups of GL(∞, R), GL(∞, C), U(p, ∞), and O(p, ∞) respectively. We also show in Theorem 4.3 that GL(∞, F) GL(∞, (a n ), F), U(p, ∞) U(p, a n , ∞), and O(p, ∞) O(p, a n , ∞).
At some point we also need to define the direct limit of the set of positive definite symmetric (or hermitian) matrices. The matrix A ∈ M n (C) is called positive definite if for each nonzero column matrix z ∈ C n×1 the real part of z * Az is positive and A is called hermitian if A * = A. The matrix A ∈ M n (R) is called positive definite if z T Az is positive for each nonzero z ∈ R n×1 and it is called symmetric if
Let (a n ) be a strictly increasing sequence of positive integers and p ∈ N such that b n = p + a n , and let P(b n , C) and P(b n , R) be the set of positive definite hermitian and positive definite symmetric matrices respectively. We showed in lemma 4.2 that if n ≤ m, then γ n,m (P(b n , F)) ⊆ P(b m , F) for F ∈ {R, C} and clearly γ n,n (A) = A for all A ∈ P(b n , F) and
We denote the direct limit of positive definite hermitian (or symmetric) matrices by P(∞, b n , F) := lim − − → P(b n , F), where
We say that 
[A] is positive definite if and only if A is positive definite. 
To proof of [P]
[P]
The proof of the real case is same.
Main Results
In this section, let (a n ) be a strictly increasing sequence of positive integers and let p ≥ 0 be a fixed integer such that b n = p + a n . We use U(n) and O(n) for usual unitary and orthogonal matrix groups respectively. For a subgroup G of GL(b n , F) where F ∈ {R, C} we define following:
It is shown in (Kiechle, 1998 ) that if G ∈ {U(p, a n ), O(p, a n )}, then ∆ G (b n , C) and ∆ G (b n , R) are K-loops with respect to a binary operation "⊕" induced by group multiplication in GL(b n , C) and GL(b n , R) respectively.
Lemma 4.1. Let (a n ) be a strictly increasing sequence of positive integers and let p ≥ 0 be a fixed integer and define c m,n := a m − a n for each n, m ∈ N such that n ≤ m.The map γ n,m : U(p, a n ) → U(p, a m ) defined by γ n,m (A) = diag(A, I c m,n ) is a group homomorphism.
Proof. Let A ∈ U(p, a n ), then A * J p,a n A = A p,a n .
We first show that γ n,m (A) = diag(A, I c m,n ) := B ∈ U(p, a m ).
On the other hand, γ n,m preserve the group product as follow:
Therefore, γ n,m is group homomorphism.
Note that restricting U(p, a n ) to R in Lemma 4.1 gives that γ n,m : O(p, a n ) → O(p, a m ) such that A → diag(A, I c m,n ) is also a group homomorphism.
Lemma 4.2. If F ∈ {R, C} and γ n,m : 
Moreover, (γ n,m (A))
Therefore, γ n,m (P(b n , C)) ⊆ P(b m , C). The case F = R is similar.
Considering lemma 4.1 and 4.2 together yields the following corollary.
The map Φ preserves the product of equivalence classes.
Hence, the map Φ preserves the product of equivalence classes from GL(∞, F) to GL(∞, (a n ), F). Moreover, the map Φ is surjective. If [A] ∈ GL(∞, (a n ), F), then there exists a j ∈ (a n ) such that A ∈ GL(a j , F). Let a j = i for some i ∈ N, but then
Note that a i * is the smallest member of the (a n ) which is greater than or equal to i, but then a i * = a j . Therefore, the equivalence classes given in equation (47) and (48) 
We conclude that φ is a bijective group homomorphism. Therefore, GL(∞, F) GL(∞, (a n ), F).
Proposition 4.3.1. Let G n = U(p, a n ) and H n = O(p, a n ), then for each n ∈ N,
Proof. It is well-known by polar decomposition theorem that each invertible n by n matrix in GL(n, C) has a unique decomposition such that the first component in P(n, C) and the second component is in U(n). Therefore, for any M ∈ U(p, a n ), M = PQ where P ∈ P(b n , C) and Q ∈ U(b n ). What we need to see is the decomposition of M actually stays in U(p, a n ). To see this we use the fact that M ∈ U(p, a n ),i.e., M * J p,a n M = J p,a n , so M = J −1 p,a n (M * ) −1 J p,a n . Replacing the M with PQ gives that M = J −1 p,a n ((PQ) * ) −1 J p,a n and, M = J p,a n −1 ((PQ) * ) −1 J p,a n (54) = J −1 p,a n (P * ) −1 (Q * ) −1 J p,a n (55) = J −1 p,a n (P * ) −1 J p,a n J −1 p,a n (Q * ) −1 J p,a n (56) = (J −1 p,a n (P * ) −1 J p,a n )(J −1 p,a n (Q * ) −1 J p,a n )
We set S 1 := J −1 p,a n (P * ) −1 J p,a n and S 2 = J −1 p,a n (Q * ) −1 J p,a n . Notice that S 1 * = S 1 since J p,a n = J −1 p,a n = J * p,a n , P * = P, and Q * = Q −1 . Recall also that the inverse of a positive definite matrix is also positive definite, so let v ∈ C b n ×1 be any nonzero vector. Then v * S 1 v = (J p,a n v) * P −1 (J p,a n v) > 0.
Therefore, S 1 ∈ P(b n , C). On the other hand,
p,a n (Q * ) −1 J p,a n = J p,a n QJ p,a n ∈ U(b n )
The product J p,a n QJ p,a n ∈ U(b n ) since U(b n ) is a group and J p,a n and Q are both in U(b n ). We found another decomposition of M that respects the polar decomposition theorem, and by the uniqueness of the polar decomposition theorem
