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QUADRI-ALGEBRAS, PRELIE ALGEBRAS,
AND THE CATALAN FAMILY OF LIE IDEMPOTENTS
LOI¨C FOISSY, FRE´DE´RIC MENOUS,
JEAN-CHRISTOPHE NOVELLI AND JEAN-YVES THIBON
Abstract. We compute the expansion of the Catalan family of Lie idempotents
introduced in [Menous et al., Adv. Applied Math. 51 (2013), 177-22] on the PBW
basis of the Lie module. It is found that the coefficient of a tree depends only on
its number of left and right internal edges. In particular, the Catalan idempotents
belong to a preLie algebra based on naked binary trees, of which we identify several
Lie and preLie subalgebras.
1. Introduction
A Lie idempotent is an idempotent of the group algebra of the symmetric group
which acts on the free associative algebra as a projector onto the free Lie algebra [48].
Historically, the first example of a Lie idempotent is provided by Dynkin’s theorem
(1947,[17]): The linear map Θn : a1a2 · · · an 7→ [· · · [a1, a2], · · · ], an], sending a word
to its iterated bracketing, satisfies Θn ◦Θn = nΘn. This result, originally intended as
a mean of expanding the Hausdorff series H(a1, . . . , aN ) = log(e
a1 · · · eaN )in terms of
commutators, can also be used to give a new proof of the fact that H is a Lie series,
and to prove the Poincare´-Birkhoff-Witt theorem. In particular one can deduce from
it most basic facts about free Lie algebras, such as Friedrich’s criterion [8].
In 1969, Solomon [51] introduced another Lie idempotent, with the aim of provid-
ing a constructive proof of the Poincare´-Birkhoff-Witt theorem, that is, an explicit
isomorphism between the universal enveloping algebra of a Lie algebra and its sym-
metric algebra. It turns out that this idempotent is also related to the Hausdorff
series: it computes its expansion in terms of words, and has been rediscovered sev-
eral times in this context (see, e.g.,[4, 40]). Solomon’s idempotent is also known as
the first Eulerian idempotent [30].
Finally, Witt’s formulas [56] for the dimensions of the multihomogeneous com-
ponents of the free Lie algebra L(V ) generated by a vector space V show that, as
a representation of GL(V ), Ln(V ) is isomorphic to the eigenspace with eigenvalue
e2iπ/n of the cyclic shift operator acting on V ⊗n. An explicit interwining operator for
these representations is provided by Klyachko’s idempotent [27], introduced in 1974.
Prior to the introduction of noncommutative symmetric functions [25], these three
examples, which are given by very different expressions, were the only known Lie
idempotents. They have however one important common point: they all belong to
the descent algebra, a remarkable subalgebra of the group algebra of the symmetric
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group, introduced by Solomon [52] in 1976. The descent algebra is a noncommutative
version of the character ring of the symmetric group, and noncommutative symmetric
functions are to the descent algebra what ordinary symmetric functions are to the
character ring. In particular, on can lift to the descent algebra various operations
such as the (1 − q)-transform and its inverse [29]. This allowed to give a complete
characterization of Lie idempotents in the descent algebra, and to provide an explicit
interpolation between all known examples.
It came therefore as a surprise that a sequence of operators defined in the context
of resurgence theory [38], when interpreted as noncommutative symmetric functions,
thanks to an isomophism with E´calle’s Hopf algebra of alien operators [39], provided a
new family of Lie idempotents of the descent algebras, not explained by the previous
constructions.
In the sequel, we shall give a much simpler expression of these idempotents, in
terms of the recently introduced PBW basis of the Lie module [49]. It is however not
clear on this expression that the result belongs to the descent algebra. In the process
of investigating the symmetries of Lie idempotents in this basis, we have been led
to the discovery of various Lie and preLie subalgebras of the convolution Lie algebra
of permutations. The PBW expansion of the Solomon idempotent, determined by
Bandiera and Scha¨tz [2], also satifies the same type of symmetry. It involves a Lie
algebra of binary trees, of which we provide an alternative interpretation. This Lie
algebra have remarkable subalgebras, whose bases are parametrized by families of
bicolored trees. We prove that Lie elements of the descent algebras all belong to
one of these subalgebras and conjecture a similar statement for Lie elements of the
Loday-Ronco algebra.
2. Background
2.1. Lie idempotents. Let V be a vector space over some field K of characteristic 0.
Let T (V ) be its tensor algebra, and L(V ) the free Lie algebra generated by V . We
denote by Ln(V ) = L(V )∩ V
⊗n its homogeneous component of degree n. The group
algebra KSn of the symmetric group acts on the right on V
⊗n by
(1) (v1 ⊗ v2 ⊗ · · · ⊗ vn) · σ = vσ(1) ⊗ vσ(2) ⊗ · · · ⊗ vσ(n) .
This action commutes with the left action of GL(V ), and when dimV ≥ n, which
we shall usually assume, these actions are the commutant of each other (Schur-Weyl
duality).
Any GL(V )-equivariant projector Πn : V
⊗n → Ln(V ) can therefore be regarded as
an idempotent πn of KSn: Πn(v) = v ·πn. By definition (cf. [48]), such an element is
called a Lie idempotent whenever its image is Ln(V ). Then, a homogeneous element
Pn ∈ V
⊗n is in Ln(V ) if and only if Pnπn = Pn.
From now on, we fix a basis A = {a1, a2, . . .} of V . We identify T (V ) with the free
associative algebra K〈A〉, and L(V ) with the free Lie algebra L(A).
2.2. Convolution algebras. For σ ∈ Sn, let gσ be the endomorphism of Kn〈A〉
defined by
(2) gσ(a1a2 · · · an) = a1a2 · · · an · σ = aσ(1)aσ(2) · · · aσ(n).
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The free algebra K〈A〉 is a graded bialgebra for the coproduct
(3) ∆(a) = a⊗ 1 + 1⊗ a, (a ∈ A),
so that a convolution product on the space of graded endomorphisms Endgr(K〈A〉)
can be defined by
(4) f ⋆ g(w) = µ ◦ (f ⊗ g) ◦∆(v),
where µ denotes the multiplication of K〈A〉 (i.e., the concatenation product).
For permutations, this operation reads
(5) gα ⋆ gβ =
∑
std(u)=α
std(v)=β
γ=uv
gγ,
where std(u) denotes the standardization of the word u, that is, the unique permu-
tation having the same inversions as u.
We also define the ⋆ product on permutations by the same formula. This convolu-
tion has been extensively studied by Reutenauer [47, 48] while investigating free Lie
algebras and Lie idempotents.
When A is finite, the gσ are not linearly independent anymore when the size of σ
exceeds the cardinality of A. By taking an appropriate inverse limit over an in-
creasing sequence of alphabets, one obtains a convolution algebra KS based on all
permutations, and it has been shown by Malvenuto and Reutenauer [37] that this
algebra acquires a Hopf algebra structure when endowed with the coproduct
(6) ∆σ =
∑
u,v
〈σ, u v〉std(u)⊗ std(v),
where 〈σ, u v〉 denotes the coefficient of σ in the shuffle product u v of the words
u and v.
2.3. Free quasi-symmetric functions. The Malvenuto-Reutenauer Hopf algebra
admits a convenient “polynomial realization”.
The algebra of free quasi-symmetric functions over a totally ordered alphabet A,
denoted by FQSym(A), is the algebra spanned by the noncommutative “stable poly-
nomials” (formal series of bounded degree, defined for any totally ordered alphabet)
(7) Gσ(A) :=
∑
w∈An
std(w)=σ
w,
where σ is a permutation in the symmetric group Sn [13].
Its multiplication rule turns out to be given by
(8) GαGβ =
∑
std(u)=α
std(v)=β
γ=uv
Gγ,
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as in the Malvenuto-Reutenauer algebra KS. Moreover, its natural coproduct, de-
fined by the ordinal sum A⊕B of two mutually commuting alphabets
(9) ∆Gσ := Gσ(A⊕B) =
∑
u,v
〈σ, u v〉Gstd(u) ⊗Gstd(v),
also coincides with the Malvenuto-Reutenauer coproduct (identifying F (A)G(B) with
F ⊗G).
Thus, FQSym is isomorphic to KS as a Hopf algebra.
In the sequel, we shall often identify permutations σ with the corresponding Gσ
without further notice.
2.4. Dendriform structure. A dendriform algebra [31, 32] is an associative algebra
(A, ·) endowed with two bilinear operations≺,≻, such that
(10) a · b = a≺b + a≻b ,
satisfying the relations
(11) (x≺y)≺z = x≺(y · z) , (x≻y)≺z = x≻(y≺z) , (x · y)≻z = x≻(y≻z) .
The dendriform structure of FQSym is inherited from that of the free associative
algebra over A, which is [41, 42]
u≺v =
{
uv if max(v) < max(u)
0 otherwise,
(12)
u≻v =
{
uv if max(v) ≥ max(u)
0 otherwise.
(13)
This yields
(14) GαGβ = Gα≺Gβ +Gα≻Gβ ,
where
(15) Gα≺Gβ =
∑
γ=uv∈α⋆β
|u|=|α|; max(v)<max(u)
Gγ ,
(16) Gα≻Gβ =
∑
γ=u.v∈α⋆β
|u|=|α|; max(v)≥max(u)
Gγ .
where α ⋆ β is interpreted as the set of permutations occuring in the convolution.
Then x = G1 generates a free dendriform algebra in FQSym, isomorphic to PBT,
the Loday-Ronco algebra of planar binary trees [33].
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2.5. Quadri-algebras. The half-products of FQSym, which are defined by splitting
the concatenation of two words according to the position of the greatest letter can
again be refined according to the position of the smallest one: for α ∈ Sk, β ∈ Sl
and n = k + l,
Gα տ Gβ =
∑
γ=uv∈α⋆β
1,n∈u
Gγ ,(17)
Gα ւ Gβ =
∑
γ=uv∈α⋆β
1∈v, n∈u
Gγ ,(18)
Gα ց Gβ =
∑
γ=uv∈α⋆β
1,n∈v
Gγ ,(19)
Gα ր Gβ =
∑
γ=uv∈α⋆β
1∈u,n∈v
Gγ .(20)
The relations satisfied by these partial products have led Aguiar and Loday to the
notion of quadri-algebra [1].
A quadri-algebra is a family (A,տ,ւ,ց,ր), where A is a vector space and տ,
ւ, ց, ր are products on A, such that for all x, y, z ∈ A:
(x տ y)տ z = xտ (y ⋆ z), (x ր y)տ z = x ր (y ← z), (x ↑ y)ր z = xր (y → z),(21)
(x ւ y)տ z = xւ (y ↑ z), (x ց y)տ z = x ց (y տ z), (x ↓ y)ր z = xց (y ր z),(22)
(x ← y)ւ z = xւ (y ↓ z), (x → y)ւ z = x ց (y ւ z), (x ⋆ y)ց z = xց (y ց z),(23)
where:
← =տ +ւ, → =ր +ց, ↑ =տ +ր, ↓ =ւ +ց,(24)
(25) ⋆ =տ +ւ +ց +ր=← +→=↑ + ↓ .
The augmentation ideal FQSym+ of the Hopf algebra FQSym is a quadri-algebra
for these operations [1], up to the involution σ 7→ σ−1.
As FQSym is self-dual, its coproduct can also be split into four parts, making
it a quadri-coalgebra. Dualizing, with the pairing defined by 〈Gσ,Gτ 〉 = δσ,τ−1 , we
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obtain a quadri-coalgebra structure on FQSym+, defined by:
∆տ(Gσ) =
∑
σ(1),σ(n)≤i<n
Gσ{1,...,i} ⊗Gstd(σ{1+i,...,n})(26)
∆ւ(Gσ) =
∑
σ(n)≤i<σ(1)
Gσ{1,...,i} ⊗Gstd(σ{1+i,...,n})(27)
∆ց(Gσ) =
∑
1≤i<σ(1),σ(n)
Gσ{1,...,i} ⊗Gstd(σ{1+i,...,n})(28)
∆ր(Gσ) =
∑
σ(1)≤i<σ(n)
Gσ{1,...,i} ⊗Gstd(σ{1+i,...,n}),(29)
where for all I ⊆ {1, . . . , n}, σI is the word obtained by deleting in σ the letters
which do not belong to I. The sum of the four coproducts is the ususal coproduct
∆˜:
∆˜(Gσ) =
∑
1≤i<n
Gσ{1,...,i} ⊗Gstd(σ{1+i,...,n}).(30)
Moreover, for any a, b ∈ FQSym:
∆˜(aտ b) = a′ ↑ b⊗ a′′ + a′ ⊗ a′′ ← b+ a′ ↑ b′ ⊗ a′′ ← b′′,(31)
∆˜(aւ b) = b⊗ a+ a′ ↓ b⊗ a′′ + b′ ⊗ a← b′′ + a′ ↓ b′ ⊗ a′′ ← b′′,(32)
∆˜(aց b) = a ↓ b′ ⊗ b′′ + b′ ⊗ a→ b′′ + a′ ↓ b′ ⊗ a′′ → b′′,(33)
∆˜(aր b) = a⊗ b+ a ↑ b′ ⊗ b′′ + a′ ⊗ a′′ → b+ a′ ↑ b′ ⊗ a′′ → b′′.(34)
As a consequence, if a and b are two primitive elements of FQSym:
∆˜(aր b− bւ a) = a⊗ b− a⊗ b = 0,(35)
so aր b− bւ a is also primitive.
Proposition 2.1. The operation
(36) xրւy = xր y − y ւ x
preserves primitive elements.
2.6. Solomon’s descent algebra. The descent algebras have been introduced by
Solomon [52] for general finite Coxeter groups in the following way. Let (W,S) be a
Coxeter system. One says that w ∈ W has a descent at s ∈ S if w has a reduced
word ending by s. For W = Sn and si = (i, i+ 1), this means that w(i) > w(i+ 1),
whence the terminology. In this case, we rather say that i is a descent of w. Let
Des(w) denote the descent set of w, and for a subset E ⊆ S, set
(37) DE =
∑
Des(w)=E
w ∈ ZW .
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Solomon has shown that the DE span a Z-subalgebra Σn of ZW . Moreover,
(38) DE′DE′′ =
∑
E
cEE′E′′DE,
where the coefficients cEE′E′′ are nonnegative integers.
In the case of Sn, it is convenient to encode descent sets by compositions of n.
If E = {d1, . . . , dr−1}, we set d0 = 0, dr = n and I = C(E) = (i1, . . . , ir), where
ik = dk − dk−1. We also say that E is the descent set of I. From now on, we shall
write DI instead of DE. We shall also write C(σ) = I if the descent set of σ is E.
Most known examples of Lie idempotents turn out to belong to the descent algebra
Σn. The simplest (and oldest) example is the Dynkin idempotent [17]
(39) θn =
1
n
[. . . [[[1, 2], 3], . . . , ], n] =
1
n
n−1∑
k=0
(−1)kD1k ,n−k.
The Solomon idempotent [51], or first Eulerian idempotent is
(40) φn =
1
n
∑
σ∈Sn
(−1)d(σ)(
n−1
d(σ)
) σ
and the Klyachko idempotent [27] is
(41) κn =
1
n
∑
σ∈Sn
ωmaj(σ)σ,
where d(σ) is the number of descents of σ, maj(σ) is their sum, and ω = e2iπ/n.
Note that on these expressions, one easily sees that both the Solomon idempotent
and the Klyachko idempotent live inside the descent algebra since the coefficient of
a permutation σ only depends on its descents.
There is a one-parameter family (the q-Eulerians) interpolating between these three
examples [29, 9], and more recently, another one-parameter family (the Catalan fam-
ily) related to mould calculus and random walks on the line has been introduced [39].
This family is given by an explicit expansion in terms of descent classes. One of the
aims of the present paper is to give its expansion on the so-called Poincare´-Birkhoff-
Witt basis, to be defined below.
2.7. Noncommutative symmetric functions. The algebra of ordinary symmetric
functions Sym can be regarded as the free associative and commutative algebra over
an infinite sequence (hn)n≥1 of homogeneous generators (hn is of degree n), so that
its linear bases in degree n are naturally labelled by partitions of n (e.g., products
hµ = hµ1 · · ·hµr of complete homogeneous functions) [35].
Similarly, the algebra Sym of noncommutative symmetric functions is the free
associative (but noncommutative) algebra over an infinite sequence (Sn)n≥1 of homo-
geneous generators, endowed with a natural homomorphism Sn 7→ hn (commutative
image) [25].
Thus, linear bases of the homogeneous component Symn of Sym are labelled by
compositions of n, exactly as those of the descent algebra Σn of Sn.
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Noncommutative symmetric functions can be realized in terms of an auxiliary
(totally ordered) alphabet A = {a1, a2, . . .} by setting
(42) Sn(A) =
∑
i1≤i2≤...≤in
ai1ai2 · · · ain = G12···n(A) ,
that is, Sn is the sum of nondecreasing words, or, otherwise said, words with no
descent. Then, obviously,
(43) SI = Si1Si2 · · ·Sir
is the sum of words whose descent set is contained in Des(I) (the descents of a word
are defined as for permutations as those i such that wi > wi+1, and are similarly
encoded as compositions C(w) of n). Since Sn(A) = G12···n(A), Sym(A) is actually
a subalgebra of FQSym(A).
Introducing the noncommutative ribbon Schur functions
(44) RI(A) =
∑
C(w)=I
w =
∑
C(σ)=I
Gσ(A)
whose commutative image are indeed the skew Schur functions indexed by ribbon
diagrams, we have
(45) SI =
∑
J≤I
RJ
where J ≤ I is the reverse refinement order, which means that Des(J) ⊆ Des(I).
The linear map defined by α : DI → RI appears therefore as a natural choice for
a correspondence Σn → Symn. This choice is actually canonical. Indeed, there is
a natural way to introduce an internal product ∗ on Sym, by dualizing a natural
coproduct of its graded dual (which is the so-called Hopf algebra of quasi-symmetric
functions).
For this product, α is an anti-isomorphism. This is convenient, because we want
to interpret permutations as endomorphisms of tensor algebras: if gσ(w) = wσ, then
gσ ◦ gτ = gτσ.
The internal product ∗ is consistently defined on FQSym by
(46) Gσ ∗Gτ =
{
Gτσ if |τ | = |σ|
0 otherwise
where τσ is the usual product of the symmetric group.
The fundamental property for computing with the internal product in Sym is the
following splitting formula:
Proposition 2.2 ([25]). Let F1, F2, . . . , Fr, G ∈ Sym. Then,
(47) (F1F2 · · ·Fr) ∗G = µr [(F1 ⊗ · · · ⊗ Fr) ∗∆
rG]
where in the right-hand side, µr denotes the r-fold ordinary multiplication and ∗
stands for the operation induced on Sym⊗n by ∗.
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2.8. Lie idempotents as noncommutative symmetric functions. The first
really interesting question about noncommutative symmetric functions is perhaps
“what are the noncommutative power sums?”. Indeed, the answer to this question
is far from being unique.
If one starts from the classical expression
(48) σt(X) =
∑
n≥0
hn(X)t
n = exp
{∑
k≥1
pk
tk
k
}
,
one can choose to define noncommutative power sums Φk by the same formula
(49) σt(A) =
∑
n≥0
Sn(A)t
n = exp
{∑
k≥1
Φk
tk
k
}
,
but a noncommutative version of the Newton formulas
(50) nhn = hn−1p1 + hn−2p2 + · · ·+ pn
which are derived by taking the logarithmic derivative of (48) leads to different non-
commutative power-sums Ψk inductively defined by
(51) nSn = Sn−1Ψ1 + Sn−2Ψ2 + · · ·+Ψn .
A bit of computation reveals then that
(52) Ψn = Rn − R1,n−1 +R1,1,n−2 − · · · =
n−1∑
k=0
(−1)kR1k ,n−k ,
which is analogous to the classical expression of pn as the alternating sum of hook
Schur functions. Therefore, in the descent algebra, Ψn corresponds to Dynkin’s ele-
ment, nθn (see (39)).
The Φn can also be expressed on the ribbon basis without much difficulty, and one
finds
(53) Φn =
∑
|I|=n
(−1)l(I)−1(
n−1
l(I)−1
) RI ,
so that Φn corresponds to nφn (see (40)).
The case of Klyachko’s idempotent is even more interesting: it is related to the
so-called (1− q)-transform (see [29]).
The following result is proved in [25]:
Theorem 2.3. Let F = α(π) be an element of Symn, where π ∈ Σn. The following
assertions are equivalent:
(1) π is a Lie quasi-idempotent;
(2) F is a primitive element for ∆;
(3) F belongs to the Lie algebra L(Ψ) generated by the Ψn.
Moreover, π is a Lie idempotent iff F − 1
n
Ψn is in the Lie ideal [L(Ψ) , L(Ψ)].
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Thus, Lie idempotents are essentially the same thing as “noncommutative power
sums” (up to a factor n), and we shall from now on identify both notions: a Lie
idempotent in Symn is a primitive element whose commutative image is pn/n.
Noncommutative symmetric functions can also be regarded as elements of the free
dendriform algebra on one generator, and Lie idempotents can be expressed in terms
of its preLie structure. Indeed, there is a Hopf embedding ι : Sym → PBT of
noncommutative symmetric functions into PBT [25, 13, 26], which is given by
(54) ι(Sn) = (. . . ((x≻x)≻x) . . . )≻x (n times).
For example, the Dynkin elements are
(55) ι(Ψn) = (. . . ((x ⊲ x) ⊲ x) · · · ⊲ x (n times),
where
(56) a ⊲ b = a≻b− b≺a
is the preLie product defined in any dendriform algebra.
Using the embedding in FQSym, the proof of this identity is remarkably simple.
Indeed,
(57) Gσ≻x = Gσ·(n+1) and x≺Gσ = G(n+1)·σ ,
so that ι(Sn) = G12...n. In terms of permutations, this is therefore the standard
embedding of Sym into FQSym as the descent algebra, for which, identifying Gσ
with σ,
(58) Ψn = [[. . . , [1, 2], . . . , n− 1], n].
It is then clear that
x ⊲ x = G12 −G21 = R2 − R11 = Ψ2(59)
Ψ2 ⊲ x = G123 −G213 −G312 +G321 = R3 −R12 +R111 = Ψ3(60)
Ψn−1 ⊲ x = G12...n − · · · ±Gn...21 =
n−1∑
k=0
(−1)kR1k ,n−k = Ψn .(61)
2.9. The Catalan family. Recently, Theorem 2.3 has been used to identify a new
family of Lie idempotents of the descent algebras [39]. Families of coefficients obtained
from iterated integrals coming from resurgence theory turned out to be interpretable
in terms of noncommutative symmetric functions, thanks to a highly nontrivial iso-
morphim with a certain Hopf algebra of E´calle’s alien operators.
Consider the generating series
(62) ca(a, b, t) =
1− (a+ b)t−
√
1− 2(a+ b)t + (b− a)2t2
2abt
=
∑
n≥1
can(a, b)t
n.
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The coefficients can(a, b) are homogeneous and symmetric polynomials in a, b of
degree n− 1:
(63)
ca1(a, b) = 1
ca2(a, b) = a + b
ca3(a, b) = a
2 + 3ab+ b2
ca4(a, b) = a
3 + 6a2b+ 6ab2 + b3
ca5(a, b) = a
4 + 10a3b+ 20a2b2 + 10ab3 + b4
The coefficients of these polynomials are the Narayana numbers
(64) T (n, k) =
1
k
(
n− 1
k − 1
)(
n
k − 1
)
,
so that
(65) can(a, b) =
n−1∑
i=0
T (n, i+ 1)aibn−1−i.
For any sequence of signs ε = (ε1, ..., εn) (n ≥ 1), consider its minimal decomposi-
tion into stacks of identical signs
(66) ε = (ε1, . . . , εn) = (η1)
n1 . . . (ηs)
ns,
with ηi 6= ηi+1 and n1 + · · ·+ ns = n.
Define the signed ribbons as
(67) Rε• = (−1)
l(I)−1RI (R∅ = 1, R• = R1),
where I is the composition such that
(68) Des(I) = {1 ≤ i ≤ n− 1 ; εi = −}.
The following result is proved in [39]:
Theorem 2.4. For n ≥ 1, the element of Symn+1 defined by
(69) Dn+1a,b =
∑
ε=(η1)n1 ...(ηs)ns

∏
ηi=+
i<s
a



∏
ηi=−
i<s
b

 can1(a, b) . . . cans(a, b)Rε•
is primitive, and corresponds (up to a scalar factor) to a Lie idempotent of the descent
algebra.
For example, using the correspondence with the usual noncommutative ribbon
Schur functions,
(70)
D2a,b = R2 − R11
D3a,b = (a+ b)R3 − aR21 − bR12 + (a + b)R111
D4a,b = (a
2 + 3ab+ b2)R4 − a(a + b)R31 − abR22 − (a + b)bR13
+a(a+ b)R211 + abR121 + (a+ b)bR112 − (a
2 + 3ab+ b2)R1111 .
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3. The Lie module and its bases
3.1. The Lie module. Lie idempotents belong to a subspace of KSn called the
Lie module, denoted by Lie(n). It is the linear span of the complete bracketing of
permutations, regarded as words over the alphabet {1, 2, . . . , n}.
Of course, these bracketings are not linearly independent, and the dimension of
Lie(n) is actually (n− 1)!. The simplest basis of Lie(n) is the Dynkin basis
(71) Dσ = [· · · [[1, σ(2)], σ(3)], · · · , σ(n)]
parametrized by permutations fixing 1, or equivalently
(72) D′σ = [σ(1), [σ(2), · · · , [σ(n− 1), n] · · · ]]
parametrized by permutations fixing n. The expansions of various Lie idempotents
in this basis can be found in [29].
3.2. The Poincare´-Birkhoff-Witt basis. A less obvious basis is the so-called
Poincare´-Birkhoff-Witt basis [49, 2]. Its elements are complete bracketings of permu-
tations, represented by complete binary trees with labelled leaves, such that for each
internal node, the smallest label is in the left subtree, and the greatest label is in the
right subtree.
Such a labelling of the leaves will be said to be admissible. In particular, the
leftmost leaf is always 1, and the rightmost one always n.
For example, the admissible labellings of all binary trees with three internal nodes
are
•
• 4
• 3
1 2
•
• 4
1 •
2 3
•
• •
1 2 3 4
•
• •
1 3 2 4
•
1 •
• 4
2 3
•
1 •
2 •
3 4
The corresponding Lie elements are
[[[1, 2], 3], 4], [[1, [2, 3]], 4] [[1, 2], [3, 4]],
[[1, 3], [2, 4]], [1, [[2, 3], 4]] [1, [2, [3, 4]]],
(73)
the smallest example of a tree with two admissible labellings being
(74) [[1, 2], [3, 4]], [[1, 3], [2, 4]].
Note in particular that there is only one admissible labelling of the left-comb tree
and that this element is equal to the Dynkin element (39).
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It is known [49] that the number of such labelled trees is indeed (n − 1)! and
that they are linearly independent. More precisely, one can count the number of
admissible labellings of a given tree.
Recall that the decreasing tree DT(w) of a word without repeated letters w = unv
is the binary tree with root n = max(w), left subtree DT(u) and right subtree DT(v).
The number of permutations of Sn with a given decreasing tree t is given by the
hook-length formula
(75) N(t) = n!
∏
v∈t
1
h(v)
where the hook-length h(v) of a node v is the number of nodes of its subtree.
One can show (see Appendix) that the admissible labellings of a complete binary
tree T are in bijection with the permutations whose decreasing tree has shape t, the
binary tree consisting of the internal nodes of T .
3.3. The convolution Lie algebra and its Catalan subalgebra. The following
easy proposition appears to have remained unnoticed.
Proposition 3.1. (i) The direct sum
(76) Lie =
⊕
n≥1
Lie(n)
is a Lie algebra for the convolution bracket
(77) [α, β]⋆ = α ⋆ β − β ⋆ α
of KS.
(ii) Representing its elements as complete binary trees with labelled leaves T (σ),
one has
(78) [T1(α), T2(β)]⋆ =
∑
γ=γ1.γ2∈α∗β
[T1(γ1), T2(γ2)]
where γ1 is the prefix of γ of size equal to the size of α. Note that in the r.h.s., the
bracket is taken w.r.t. concatenation.
(iii) Lie is (strictly) contained in the primitive Lie algebra of KS.
For example
[[1, 2], 1]⋆ = [1, 2] ⋆ 1− 1 ⋆ [1, 2]
= [1, 2].3 + [1, 3].2 + [2, 3].1− 1.[2, 3]− 2.[1, 3]− 3.[1, 2]
= [[1, 2], 3] + [[1, 3], 2] + [[2, 3], 1].
(79)
Proof – Points (i) and (ii) are consequences of the following identity. Let α and β be
two permutations. Then,
(80) [α, β]⋆ = α ⋆ β − β ⋆ α =
∑
γ=γ1.γ2∈α∗β
(γ1 · γ2 − γ2 · γ1),
which is immediate from the expression of the convolution product (5).
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Point (iii) is a consequence of Ree’s criterion (cf. [48]): in the free associative
algebra, the free Lie algebra is the orthogonal of the space of proper shuffles. But in
KS, an element is primitive iff it is othogonal to special shuffles u v, where u and
v are permutations of consecutive intervals [1, k] and [k + 1, n].
It is known that the primitive Lie algebra of KS is free [18]. Therefore, Lie, the
convolution Lie algebra, which is a Lie subalgebra of the previous one, is free as well
(see Section 2.2 of [48]).
Moreover, the PBW basis of Lie allows one to define an interesting Lie subalgebra
implicitly defined in [2]:
Theorem 3.2 ([2]). For a complete binary tree T , let
(81) cT =
∑
σ admissible
T (σ).
Then, the cT span a Lie subalgebra C of Lie.
Our proof of this fact relies upon the quadri-algebra structure, introduced in Sec-
tion 4. Actually, C is also a preLie algebra as already observed in [2].
Let T and T ′ be two binary trees. We shall denote by T ∧ T ′ the tree whose
left (resp. right) subtree is T (resp. T ′). This grafting operation is understood as
bilinear. Let ⊲ be the preLie product as in Eq. (56).
Proposition 3.3. C is stable for the preLie product ⊲.
Writing T for cT , the preLie product satifies the recursion
T1 ⊲ (T2 ∧ T3) =(T1 ∧ (T2 ∧ T3)) + ((T1 ⊲ T2) ∧ T3) + (T2 ∧ (T1 ⊲ T3))
− ((T1 ∧ T2) ∧ T3)− ((T2 ∧ T1) ∧ T3),
(82)
or, pictorially,
T1 ⊲ •
T2 T3
= •
T1 •
T2 T3
+ •
T1 ⊲ T2 T3
+ •
T2 T1 ⊲ T3
− •
• T3
T1 T2
− •
• T3
T2 T1
.
(83)
Proof – Let us define a new law ⊲′ as T ⊲′ T ′ = T ⊲ T ′ − T ∧ T ′. Then the statement
rewrites as
T1 ⊲
′ •
T2 T3
= •
T1 ⊲
′ T2 T3
+ •
T2 T1 ⊲
′ T3
+ •
T2 •
T1 T3
− •
• T3
T2 T1
.(84)
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We have seen that the product of FQSym can be split into the sum of the four
quadri-algebra products, so that the Lie bracket consists of eight different terms. Let
us group the terms as follows:
SE−W (T1, T2) = T1 ց T2 − T2 ւ T1
SW−E(T1, T2) = T1 ւ T2 − T2 ց T1
NW−E(T1, T2) = T1 տ T2 − T2 ր T1
NE−W (T1, T2) = T1 ր T2 − T2 տ T1
(85)
Then,
(86) SE−W (T1, T2) = •
T1 T2
, SW−E(T1, T2) = − •
T2 T1
,
NW−E

 •
T1 T2
, T3

 = •
SE−W (T1, T3) T2
+ •
NW−E(T1, T3) T2
+ •
T1 SW−E(T2, T3)
•
T1 NW−E(T2, T3)
,
(87)
and
(88) NE−W (T1, T2) = −NW−E(T2, T1).
All these formulas are easily obtained by following carefully what happens to the
smallest and largest values in the different products.
It follows that
(89) T1 ⊲ T2 = T1 ≻ T2 − T2 ≺ T1 = SE−W (T1, T2) +NE−W (T1, T2),
whence the formula for the pre-Lie product of naked trees (83).
In [2], a pre-Lie algebra structure is defined on the linear span of (abstract) com-
plete binary trees, by means of a combinatorial formula defined in terms of graftings.
We are now in a position to see that our pre-Lie structure on C coincides with that
of [2].
Proposition 3.4. The Catalan preLie algebra C is isomorphic to the preLie algebra
Tpb defined in [2, Sec. 3.2].
Proof – In the setting of [2], computing T ⊲′ T ′ amounts to taking the sum of all
(naked) trees obtained by creating a new internal node n in the middle of any right
branch and gluing T as left subtree of n, the right subtree of n being what was below
n in the beginning, minus the similar sum where one creates a new internal node in
the middle of any left branch and gluing T as right subtree. Indeed, Formula (84)
consists in the creation of two nodes on the branches connected to the root (last two
terms) and in the induction on the left and right subtrees (first two terms).
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Recall that the primitive Lie algebra of Sym is freely generated by the Ψn. Since
Ψn = (· · · (G1 ⊲G1) ⊲ · · · ) ⊲G1 ∈ Cn, we have:
Proposition 3.5. The primitive Lie algebra of Sym is contained in the Catalan Lie
algebra C.
It is therefore of interest to investigate the expansion of the various Lie idempotents
of the descent algebra on the basis cT . The Dynkin elements are obviously the left
and right comb trees. The expansion of the Solomon idempotent is obtained in [2].
In the sequel, we shall obtain the following expansion for the Catalan idempotents
of [39]:
Theorem 3.6. For an element T (σ) of the PBW basis of Lie(n), denote by t the
binary tree consisting of its internal nodes, and let r(t) and l(t) be respectively the
number of right edges and left edges of t. Then,
(90) Dna,b =
∑
T (σ)
ar(t)bl(t)T (σ),
where the sum is over all admissible labelled trees.
In particular, the sum of the PBW basis is a Lie idempotent of the descent algebra.
The proof of this result involves the fine structure of FQSym, as a dendriform
algebra, and also as a quadri-algebra. As we shall see, it is not obvious to determine
whether an element of C belongs to the descent algebra. This question motivates the
developments of Section 6.
4. The Catalan idempotents in the PBW basis
This section is devoted to the proof of Theorem 3.6.
4.1. A functional equation. For a complete binary tree T , let Tրւ be the evalu-
ation of T with G1 in all the leaves, and the operation րւ in the internal nodes.
Proposition 4.1. The operation րւ is magmatic, and
(91) Tրւ =
∑
σ admissible
T (σ) = cT
is the sum of all trees of shape T in the PBW basis.
Proof – This follows from Prop. 7.2 with B =րւ.
It follows from the previous considerations that the formal sum X of the PBW
basis satisfies the functional equation
(92) X = G1 +B(X,X), where B(X, Y ) = XրւY ,
and settingX = G1+X+, we can introduce parameters to count left and right internal
branches: the sum X of the expressions for the Catalan idempotents proposed in
Theorem 3.6 is the unique solution of
(93) X+ = B(G1 + aX+,G1 + bX+).
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From now on, we shall write σ for Gσ, and set, for n ≥ 2,
Xn =
∑
σ∈Sn
cσσ.(94)
Let σ ∈ Sn, with n ≥ 2. Let us first consider the case where n precedes 1 in σ. Since
X = G1+X ր X−X ւ X , the products contributing to cσ correspond to products
τ ւ µ containing σ which amounts to to considering all ways of writing σ as u · v
with 1 ∈ v and n ∈ u. The other case for σ is similar so that cσ is inductively
(95) cσ =
∑
σ=u.v
1∈u,n∈v
a|u|b|v|cstd(u)cstd(v) −
∑
σ=u.v
n∈u,1∈v
b|u|a|v|cstd(u)cstd(v).
Note that only one sum contributes to a nonzero coefficient for cσ.
Lemma 4.2. For σ ∈ Sn, define σ = σ ◦ (n, . . . , 1) = (σn, . . . , σ1). Then:
cσ = (−1)
n−1cσ.
Proof. This follows by induction from Eq. (95). Indeed,
cσ =
∑
σ=u.v
1∈u,n∈v
a|u|b|v|cstd(u)cstd(v) −
∑
σ=u.v
n∈u,1∈v
b|u|a|v|cstd(u)cstd(v)
= −
∑
σ=u.v
1∈u,n∈v
a|u|b|v|cstd(u)cstd(v) +
∑
σ=u.v
n∈u,1∈v
b|u|a|v|cstd(u)cstd(v).
(96)
Now, |σ| is equal to |u|+ |v| hence of the same parity so that we recover cσ with the
correct sign.
The Narayana polynomials Nn(a, b) := can−1(a, b) satisfy the recurrence
(97) Nn =


1 if n ≤ 2,
(a + b)Nn−1 + ab
n−2∑
k=2
NkNn−k if n ≥ 3.
Let σ ∈ Sn. We define the maximal runs of σ as the integers i0 = 1 < i1 < . . . <
ip < n = ip+1 satisfying the conditions
• For any 0 ≤ k ≤ p, σ|{ik ,...ik+1} is monotonous.
• For any 0 ≤ k ≤ p− 1, σ|{ik,...ik+2} is not monotonous.
4.2. Proof of Theorem 3.6. We are now in a position to compute cσ by induction.
Thanks to Eq. (95), we know that cσ is obtained by deconcatenating σ at all positions
between 1 and n. The main ingredient of the proof consists in observing that summing
over positions inside a given run gives a simple inductive formula.
Proposition 4.3. Let σ ∈ Sn. Let (i0, . . . , ip+1) be its sequence of runs and, for
0 ≤ k ≤ p, put:
mk =
{
a if σ|{ik,...ik+1} is increasing,
b if σ|{ik,...ik+1} is decreasing.
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Let des(σ) denote the number of descents of σ. Then:
cσ = (−1)
des(σ)
p−1∏
k=0
mk
p∏
k=0
Nik+1−ik+1.(98)
Proof. We proceed by induction on n. This is obvious if n = 1.
Let us first assume that σ−11 < σ
−1
n . There exists 0 ≤ α < β ≤ k + 1 such that
σ−11 = iα and σ
−1
n = iβ. Hence:
cσ =
β−1∑
k=α
ik+1−ik−1∑
ℓ=0
ai1+...+ik+ℓbn−i1−...−ik−ℓcstd(σ1,...,σi1+...+ik+ℓ)cstd(σi1+...+ik+ℓ+1,...,σn)
= (−1)des(σ)
β−1∑
k=α
ik+1−ik−1∑
ℓ=0
M
mk
Ni1−i0+1 . . . Nik−ik−1+1Nik+2−ik+1+1 . . . Nip+1−ip+1εkµk,ℓ,
with
(99) M =
p−1∏
i=0
mi,
(100) εk =
{
+1 if σ|{ik,...ik+1} is increasing,
−1 if σ|{ik,...ik+1} is decreasing;
(101) µk,ℓ =


mkNik+1−ik+1 if ℓ = 0,
mk−1Nik+1−ik+1 if ℓ = ik+1 − ik − 1,
mk−1mkNℓ+1Nik+1−ik−ℓ if 1 ≤ ℓ ≤ ik+1 − ik − 2.
As {mk−1, mk} = {a, b}, summing over ℓ yields
(102)
ik+1−ik−1∑
ℓ=0
µk,ℓ = Nik+1−ik+1,
and we obtain
(103) cσ = (−1)
des(σ)
p−1∏
k=0
mk
p∏
k=0
Nik+1−ik+1
β−1∑
k=α
εk.
As iα = σ
−1
1 , σ|{iα,...,iα+1} is increasing, so εk = (−1)
k−α. As iβ = σ
−1
n , σ|{iβ−1,...,iβ}
is increasing, so β − α− 1 is even. Hence,
(104)
β−1∑
k=α
εk =
β−α−1∑
k=0
(−1)k =
1− (−1)β−α
2
= 1,
which finally gives the announced result for cσ.
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Let us now assume that σ−1n < σ
−1
1 . Applying the previous result to σ, we obtain:
(105) cσ = (−1)
n−1−des(σ)
p−1∏
k=0
m′k
p∏
k=0
Nik+1−ik+1.
If p is even, then
(106)
p−1∏
k=0
m′k =
p−1∏
k=0
mk = (ab)
p
2 .
If p is odd, then
p−1∏
k=0
mk =
{
(ab)
p−1
2 a if σ|{i0,...,i1} is increasing,
(ab)
p−1
2 b if σ|{i0,...,i1} is decreasing,
(107)
p−1∏
k=0
m′k =
{
(ab)
p−1
2 a if σ|{ip,...,ip+1} is decreasing,
(ab)
p−1
2 b if σ|{ip,...,ip+1} is increasing.
(108)
As p is odd, σ|{ip,...,ip+1} is decreasing if, and only if, σ|{i0,...,i1} is increasing. Therefore,
in all cases,
(109)
p−1∏
k=0
m′k =
p−1∏
k=0
mk,
and finally the result is proved for any σ.
Corollary 4.4. If the descent sets of σ and τ are equal, then cσ = cτ .
Comparing the explicit expressions for the coefficients, this proves Theorem 3.6.
5. A new basis of C
5.1. From binary trees to plane trees. In this section, it will be convenient to
label the basis elements of C by plane rooted trees instead of binary trees.
The Butcher product T1  T2 of two plane rooted trees T1, T2 is obtained by
grafting T1 on the root of T2, on the left. Then one defines the usual bijection from
plane trees to binary trees as the Knuth rotation K recusively defined by K(•) = ǫ
(the empty binary tree) and for any plane rooted trees T and T′,
(110) K(T  T′) = K(T) ∧K(T′).
This correspondence is illustrated on Figures 6 and 7 at the end of the paper, repre-
senting the Tamari order for n = 3, 4.
We shall make use of some typographical distinctions to help understand which
object is of what type: if T is a complete binary tree, we denote by t the binary tree
obtained by removing its leaves, and by T the corresponding plane tree.
The cover relation of the Tamari order on plane trees is described as follows:
starting from a tree T and a vertex x that is neither its root or a leaf, the trees
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T
′ > T covering T are obtained by cutting off the leftmost subtree of x and grafting
it back on the left of the parent of x.
Now, in the P basis of PBT (cf. [26] for background and notations), the product
Pt1Pt2 is an interval of the Tamari order, which is described on plane trees as follows.
Let us define T1 = B(U1 · · ·Ur) where U1 . . .Ur are the subtrees of T1 and let b1, . . . , bn
be the vertices of the leftmost branch of T2, b1 being its root and bn its leftmost leaf.
Then, any nondecreasing sequence 0 = i0 ≤ i1 ≤ i2 ≤ · · · ≤ in = r of n indices
corresponds to one term of the product PT1PT2 : define the plane forest F
(k)
1 =
(Uik−1+1, . . . ,Uik) for all k ∈ [1, n]. The corresponding term of the product (in the
basis P) is the tree obtained by grafting all the elements of the forest F
(i)
1 , respecting
their order, on the vertex bi and to the left of bi+1, see Figure 1.
b1
U1 . . .Ui1 b2 . . .
Ui1+1 . . .Ui2 b3 . . .
Ui2+1 . . .Ui3 bn . . .
Uin−1+1 . . .Uin
Figure 1. A generic element of the product PT1PT2 , where
U1, . . . ,Uin = Ur are, in this order, the children of the root of T1 and
the bi are the vertices of the left branch of T2.
5.2. A new basis of C. Define a new basis xt of Cn (indexed by incomplete binary
trees of size n− 1) by the condition
(111) ct =
∑
u≤t
xu ⇔ xt =
∑
u≤t
µ(u, t)cu
where ≤ is the Tamari order, and µ its Moebius funtion.
For example,
x = c(112)
x = c − c(113)
x = c − c(114)
x = c − c(115)
x = c − c − c + c .(116)
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For a binary tree t of size n − 1, denote by T = K−1(t) the plane tree of size n
corresponding to t, and set XT = xt and CT = ct. Then on plane trees, the previous
equations read as (see Figure 6 for the bijection between incomplete binary trees of
size 3 and plane trees of size 4)
X = C(117)
X = C − C(118)
X = C − C(119)
X = C − C(120)
X = C − C − C + C(121)
Theorem 5.1. The preLie product in the X basis is given by
(122) XT1 ⊲ XT2 =
∑
T∈G(T1,T2)
XT
where G(T1,T2) is the multiset of trees obtained by grafting T1 on all nodes of T2 in
all possible ways.
For example,
X ⊲ X = X +X +X(123)
X ⊲ X = X +X +X +X +X(124)
To prove this Theorem, we shall show that Equations (122) and (83) are equivalent.
To this aim, we define a new product ◮ by the condition that it satisfies (122) and
then show that it also satisfies (83). This is done in the following section.
5.3. A preLie structure on PBT. Relation (111) between the bases x and c is the
same as the one between the natural basis Pt of PBT and the multiplicative basis
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Ht defined in [26, Eq. (46)]. We can therefore define a linear map
ψ :PBTn−1 −→ Lie(n)
Pt 7−→ xt(125)
Ht 7−→ ct,
and define a preLie product on PBT by requiring that
(126) ψ(Ht1 ⊲Ht2) = ct1 ⊲ ct2 .
Theorem 5.1 can then be derived from a compatibility property of the usual product
of PBT with this preLie product. Indexing as above the bases of PBT by plane
trees instead of binary trees, we define a new product ◮ by
(127) PT ◮ PT′ =
∑
T′′∈G(T,T′)
PT′′.
Note 5.2. We shall use the facts that PT◮P• = PB(T) (by definition since B
amounts to add a root on a sequence of trees) and that HT ◮ H• = HB(T) since the
trees smaller than B(T) in the Tamari order are the B(T′) with T′ ≤ T.
Proposition 5.3. For U, V,W ∈ PBT,
(128) U ◮ (VW ) = (U ◮ V )W + V (U ◮W )− V (U ◮ •)W,
where • = P• = H•.
The idea behind this formula is fairly simple: the left hand-side consists in gluing
U either on W or on V . The first two terms amount to doing essentially that, except
that an extra term appears that should not be there, where V is glued on U , hence
the corrective term with a minus sign.
Proof – Since (128) is linear in U, V,W , we can assume that
(129) U = PT0 , V = PT1, W = PT2 .
In that case, let b1, . . . , bn be as above the vertices the leftmost branch of T2. Then
the first product PT0 ◮ (PT1PT2) is obtained by summing over three disjoint sets of
grafting patterns that we will denote by (a), (b) and (c).
Set (a) consists of the grafting patterns where T0 is grafted on a bi and to the left
of bi+1. Set (b) consists of those where T0 is grafted on a vertex belonging to T1. Set
(c) consists of all other elements. We also denote by (d) the set of trees obtained in
the product PT1(PT0 ◮ •)PT2.
Let us now consider the other two terms. The term (PT0 ◮ PT1)PT2 also gives rise
to two cases: either T0 is grafted on the root of T1 (set (a
′)), or not (set (b′)). Finally,
the term PT1(PT0 ◮ PT2) splits into two cases: either T0 is grafted on a bi to the left
of bi+1 (set (d
′)) or T0 is grafted somewhere else (set (c
′)).
Let us show that the sets labelled with the same letters coincide.
First, consider an element T of (a′). From the product formula on plane trees, T is
a tree obtained by grafting T0 on the root of T1, and then grafting all the children of
the root of this new tree, respecting their order, on the bis of T2, to the left of bi+1.
QUADRI-ALGEBRAS, PRELIE ALGEBRAS, AND LIE IDEMPOTENTS 23
Whether we put the children of T1 on the left of the bis and then T0 on the same
spots or put them all together is irrelevant, so that sets (a) and (a′) coincide.
Let us now prove that (b) = (b′). Let T be in (b′). It has been obtained by grafting
T0 somewhere on a subtree Ui of T1 and then by grafting all subtrees of T1 on the
bis as usual. This is the same as first grafting all subtrees of T1 on the bis and then
grafting T0 on a subtree that was initially a subtree of T1. So (b) = (b
′).
The equality (c) = (c′) is easy: the operations of grafting the Uis on the bis to the
left of bi+1 and then grafting T0 not on that spots clearly commute, which means
precisely that (c) = (c′).
Finally, let us prove that (d) = (d′). Observe that the product PT0 ◮ PT2 decom-
poses into two cases, depending on whether T0 is grafted on a bi left of bi+1 or not.
If it is the case (from which case (d′) is derived by multiplying by PT1 on the left), it
corresponds to a term of the product (PT0 ◮ •)PT2 (from which case (d) is derived)
also by multiplying by PT1 on the left. Hence (d) = (d
′).
This proves that
(130) PT0 ◮ (PT1PT2) +PT1(PT0 ◮ •)PT2 = (PT0 ◮ PT1)PT2 +PT2(PT0 ◮ PT2)
which is equivalent to (128).
Lemma 5.4. Let T be a tree of the form T = B(T′) and T0 be an arbitrary tree.
Then,
(131) HT0 ◮ HT = HB(T0T′) +HB(T′T0) −HB(T0T′) −HB(T′T0) +HB(T0◮T′).
Proof – In the P basis,
(132) HT0 ◮ HT =

 ∑
T
′
0≤T0
PT′0

 ◮
( ∑
T′′≤T′
PB(T′′)
)
.
Expanding the product, we find three kinds of terms: either T′0 is grafted on the root
of B(T′′) to the left or to the right of T′′ (two cases) or it is grafted below it. This last
case sums up to HB(T0◮T′). The other two cases are identical up to exchanging the
roles of T0 and T
′. Let us deal with the first case. All trees appearing by grafting a
T
′
0 ≤ T0 to the left of the root of a B(T
′′) with T′′ ≤ T′, are all smaller in the Tamari
order than B(T0T
′). Conversely, all trees smaller than B(T0T
′) belong to the first
case, except those where T′0 was grafted below the root. But these trees are precisely
the elements smaller in the Tamari order than B(T0  T
′). So the terms belonging
to the first case sum up to HB(T0T′) −HB(T0T′).
Analogously, the terms of the second case sum up to HB(T′T0)−HB(T′T0). Adding
the contributions of the three cases, we obtain Formula (131).
Proof – [of Theorem 5.1] We are now is a position to prove Theorem 5.1 by showing
that ◮ and ⊲ coincide.
We want to compute a generic product HT1◮HT. Since the H basis in multiplica-
tive, we can replace HT by HT2HT3 where T2 has a single tree attached: T2 = B(T
′
2).
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Now let us apply Formula (128) on the H basis:
(133) HT1◮(HT2HT3) = (HT1◮HT2)HT3 +HT2(HT1◮HT3)−HT2(HT1 ◮ •)HT3 .
By (131), the first term can be rewritten as
(134)
(
HB(T1T′2) +HB(T′2T1) −HB(T1T′2) −HB(T′2T1) +HB(T1◮T′2)
)
HT3 ,
and now its second term HB(T′2T1)HT3 cancels with HT2(HT1 ◮ •)HT3 , so that
HT1◮(HT2HT3) = HB(T1T′2)HT3 +HB(T1◮T′2)HT3 +HT2(HT1◮HT3)
−HB(T1T′2)HT3 −HB(T′2T1)HT3 ,
(135)
which is exactly (83) expressed on plane trees. This proves that ◮ = ⊲ by induction
on the sizes of the trees.
Note 5.5. The preLie product in the X-basis coincides with that of the free brace
algebra on one generator, which is the linear span of all plane trees, endowed with
the brace product
(136) 〈T1T2 · · ·Tk,Tk+1〉 =
∑
T∈G(T1,T2,...Tk;Tk+1)
T,
where G(T1,T2, . . .Tk;Tk+1) is the multiset of trees obtained by grafting T1, . . . ,Tk
in this order on all nodes of Tk+1 in all possible ways [20].
This brace product does not coincide with the one induced by the dendriform struc-
ture of FQSym. Indeed, on can check that C is not stable for this one: 〈〈•, •〉•, •〉 is
not in Lie. However, both products induce the same preLie structure, as well as the
extended preLie products
(137) {T1T2 · · ·Tr;T} =
∑
σ∈Sr
〈Tσ(1)Tσ(2) · · ·Tσ(r);T〉
defined by their symmetrized versions (the Oudom-Guin construction [43]).
5.4. The Catalan idempotent in the X-basis. Let PL be the free preLie algebra
on one generator, and let pτ be its Chapoton-Livernet basis [11], indexed by rooted
trees. Recall that the preLie product in this basis is given by
(138) pτ1 ⊲ pτ2 =
∑
τ∈g(τ1,τ2)
pτ ,
where g(τ1, τ2) is the multiset of trees obtained by grafting the root of τ1 on all nodes
of τ2.
By definition, C contains the free preLie algebra generated by X• = G1. As an easy
consequence of Theorem 5.1, we can express its Chapoton-Livernet basis in terms of
the X-basis of C.
Lemma 5.6. For a rooted plane tree T, denote by T¯ the underlying non-plane rooted
tree. The map
(139) ι : pτ 7−→ |Aut(τ)|
∑
T¯=τ
XT
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is an embedding of preLie algebras.
In terms of the symmetrized brace product (137),
(140) pB(τ1···τk) = {pτ1 · · · pτk , X•}.
We shall therefore identify PL with its image under ι.
As already mentioned, the primitive Lie algebra of Sym, being generated by the
Ψn, is a Lie subalgebra of PL. In [10], Chapoton gives an expression of the Catalan
idempotent on the basis pτ : setting the unnecessary parameter a to 1, the coefficient
of pτ in D
n
1,b is equal to the generating polynomial of small closed flows on τ by size.
A small closed flow of size k on τ is equivalent to the following data:
• a set O of k distinct vertices (outputs), which cannot be the root;
• a multiset I of k vertices (inputs);
• a perfect matching between I and O such that each pair (i, o) determines a
path from i to o directed towards the root.
Denoting by F′(τ, k) the set of small flows of size k on τ and by dτ (b) the polynomial
(141) dτ (b) =
∑
k
∑
φ∈F′(τ,k)
bk,
we have [10]
(142) Dn1,b =
∑
|τ |=n
dτ(b)pτ .
The rate of a vertex is the sum of the multiplicities of the inputs minus the number
of outputs in its subtree.
Define the canonical labelling can(T) of the vertices of a plane tree T as the one
which yields the identity permutation when the tree is traversed in postfix order: the
label of a node is the cardinality of its subtree plus the number of nodes strictly to
its left. For example,
12
1 8 10 11
6 7 9
5
2 3 4
Extending the notion of flow to plane trees, we define the vector of a flow φ on T
as the tuple Vφ = (φ(v1), . . . , φ(vn)), where vi are the vertices of T numbered by their
26 L. FOISSY, F. MENOUS, J.-C. NOVELLI AND J.-Y. THIBON
canonical labelling. The complete example of all small closed flows on plane trees on
4 vertices can be found on Figure 8.
Proposition 5.7. If T′ ≥ T in the Tamari order, the vector of any small closed flow
on T′ is also the vector of a small closed flow on T.
For example, on Figure 8, one can check that there are five different flow vectors
on plane trees of size 4 and that they all are flow vectors of the minimal plane tree,
the chain.
Proof – Let v be the vector of a small closed flow on T′. If T′ ≥ T are canonically
labelled, and if T′ covers T, the description of the Tamari order on plane trees shows
that the subtree of a node labelled x in T′, contains all the vertices of the subtree of
the node labelled x in T. Indeed, T′ is obtained from T by cutting the subtree U of
a vertex u, and grafting it again on the left of its parent. The labels of the vertices
of U, being equal to the cardinality of their subtree plus the number of vertices to
their left, remain unchanged by this operation, and the other labels remain the same
as well. For example, the following tree covers the above one. The subtree of 5 has
been cut and grafted back on 8 without changing its labelling:
12
1 8 10 11
5 6 7 9
2 3 4
Thus, the rate of x in T is at least the rate of x in T′, so that it is in particular
non-negative. Hence, v is the vector of a flow on T , which is obviously small and
closed.
Conversely, if a perfect matching between I and O never go through a left edge
of a tree T, then the same values on the same elements give rise to another perfect
matching on the tree T′ (a covering tree of T) obtained by cutting this edge and
gluing it on the node immediately above.
Define the maximal small closed flow φ0(T) by choosing as outputs all the internal
vertices except the root, and the leftmost leaf of each subtree as inputs with the max-
imal allowed value. This is a flow of maximal size, whose vector is lexicographically
maximal among all flows of T .
For example, the maximal flow on the first tree above is
(143) [0, 3, 0, 0,−1,−1, 0,−1, 1,−1, 0, 0],
and the maximal flow of the second one is
(144) [0, 2, 0, 0,−1, 0, 0,−1, 1,−1, 0, 0].
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One easily checks that both flows are flows of the first tree but not of the second one
(the leaf 6 has a −1 as value).
Let k0(T) be the size of φ0(T).
Proposition 5.8. Given a plane tree T, there is a bijection between all small closed
flow on T and the set of maximal flows on all trees T′ ≥ T. The flow vector is
preserved in the bijection.
Proof – We have already seen that each flow vector of T′ > T is a flow vector of T.
So in particular, each maximal flow vector of a T′ > T is a flow vector of T.
We need to prove that all maximal flow vectors are distinct and that each flow
vector of T is indeed a maximal flow vector of a T′ > T.
First, the maximal flow vectors are distinct since one can rebuild a tree given its
maximal flow vector v: the nodes i such that vi = −1 are the internal nodes, those
with vi > 0 are the leftmost leaves of a non-root node, and the nodes with vi = 0 are
the other leaves and the root. So, reading the flow vector from right to left, there
cannot be any ambiguity on where node i should go, and since nodes are added from
right to left, no two flows can give rise to the same tree.
Finally, let φ be a flow on a tree T. If it is its maximal flow the the statement
is a tautology, so we assume that it is not maximal. We will prove that φ is a flow
on a tree T′ > T and conclude by induction on the maximal distance from T to the
maximal element of the Tamari lattice, the corolla. Consider the maximal flow φ′ of
T. There is a node that is nonzero in φ′ and that does not have the same value in
φ. If it is an internal node, it has 0 value in φ and since it is the leftmost child of
its parent, we can cut its connection to its father and graft it on its grand-parent,
then obtaining a flow on a tree T′ > T. If there is no such internal node differing
between φ and φ′, there is a leaf that does not have its maximal possible value in
φ. Then, since all the internal nodes above it except the root have value −1, let n
be the bottom-most such node that has another flow coming to it from below. Then
cut the left child of n and graft it on the parent of n. In the resulting tree T′, the
flow is still valid. Indeed, by definition of a flow, if all matchings between inputs and
outputs correspond to a path towards to the root, then it is valid. In our case, n can
be matched to this other source, so that all elements matching to the leaf are either
above or below n and hence remain valid matchings in T′.
So we have proven that any flow of a tree T is either its maximal flow or a flow of
a tree T′ > T. Iterating this process with T′, it will have to stop since there are only
a finite number of trees greater than a given tree.
Note that k0(T) is the number of non-root internal vertices so that k0(T) = i(T)−1,
where i(T) is the number of internal vertices. It is also the number of left egdes of the
corresponding binary tree. Thus, the polynomials dT(b) enumerate Tamari intervals
according to these statistics:
Proposition 5.9.
(145) dT(b) :=
∑
k
∑
φ∈F′(T,k)
bk =
∑
T′≥T
bk0(T
′).
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As a consequence, we recover Theorem 3.6:
Corollary 5.10.
(146) Dn1,b =
∑
|t|=n−1
bl(t)bt.
Thus, we have now two quite different explanations of the curious fact that the
Catalan idempotent is the weighted sum of the PBW basis. The first one relies upon
the functional equation (93), which involves the quadri-algebra structure of FQSym,
and the second one, which is derived from the preLie expansion given by Chapoton in
terms of small closed flows. It would be interesting to investigate in the same manner
the PBW expansions of the new Lie idempotents introduced in [10, Prop. 6.8 and
Conj. 6.10].
6. Lie and pre-Lie subalgebras of C
6.1. Left equivalence. As we have seen on the case of the Catalan idempotent, it is
not easy to decide whether an element of Lie(n) expressed on the PBW basis belongs
to the descent algebra Symn. A similar question arises with PBT. For example, an
old conjecture by E´calle, as reformulated by Chapoton, states that PBT∩Lie is the
free preLie algebra generated by G1 = P•.
The equivalences classes to be defined below arose from the following question: in
a generic linear combination g =
∑
t αtct of the basis ct of C, which trees must have
the same coefficient if one requires that g ∈ PBT or g ∈ Sym?
It turns out that the sums over equivalence classes span Lie subalgebras of Lie,
which are conjectured to contain respectively PBT ∩ Lie (for the L-classses) and
proved to contain Sym∩Lie (for the LR-classes). In both cases, the bracket of these
subalgebras admits a remarkable combinatorial description.
6.1.1. An exchange rule. Consider the following transformation on a binary tree T :
choose a vertex v that can either be the root of T or the right child of its parent. Let
T1 and T2 be the subtrees depicted below
(147) v
T1 •
T2
and define T ′ = Lv(T ) as the result of exchanging T1 and T2:
(148) v
T1 •
T2
7→ v
T2 •
T1
Define an equivalence relation by T ≡L T
′ iff T ′ = Lv(T ) for some vertex v. The
equivalence classes will be called L-classes.
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Note that the numbers of left and right branches are constant in each equivalence
class.
For example, here are the L-classes of (incomplete) trees of sizes 3 and 4. In size 3,
there are four L-classes for five binary trees so that only one class contains two trees:
(149) and .
In size 4, there are ten classes. Here are the three non-trivial ones.
(150)
{
, ,
}
,
{
,
}
,
{
,
}
.
6.1.2. Combinatorial encoding of the L-classes. The L-classes can be parametrized
by certain bicolored plane trees. To see this, let C be an L-class and let T ∈ C.
Number its vertices in infix order and build two set partitions L(T ) and R(T )
where L(T ) (resp. R(T )) consists of the sets of labels of nodes along left (resp. right)
branches.
The left subsets will correspond to white nodes and the right ones to black nodes.
Now build a bipartite plane tree, whose root is representing the sequence of R(T )
containing the root of T and such that all nodes below a given node are the subsets
of the other color (except the one encoding its own parent) that have an intersection
with the given node in increasing order of the intersection.
For example, let us consider the trees of the L-class (150). Their labelings are
(151) 2
1 3
4
, 1
3
2 4
and 1
2
4
3
so that their corresponding bipartite trees are
(152) •
◦ ◦ ◦
•
, •
◦ ◦ ◦
•
and •
◦ ◦ ◦
•
As a more substantial example, consider the labeled tree
(153) 5
2 6
1 4 7
3
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for which L(T ) = {125, 34, 6, 7} and R(T ) = {567, 24, 1, 3} so that the corresponding
bipartite tree is
(154) •
◦ ◦ ◦
• •
◦
•
Note that in that case, the resulting bipartite tree is not the image of the initial
binary tree by the classical bijection between plane trees and binary trees (Knuth
rotation). However, this operation is a bijection since the number of children of the
(black) root gives the length of the right branch starting from the root and each
subtree corresponds itself recursively to a binary tree.
Actually, this correspondence coincides with the twisted Knuth rotation defined in
[2].
Theorem 6.1. The L-classes are indexed by bipartite trees with black roots up to
reordering of the children of the black nodes.
Proof – The exchange rule between two binary trees along a right edge amounts to
the exchange of the corresponding subtrees of the black node corresponding to the
right branch containing this right edge.
We shall need at some point a similar encoding, now with a white root. The process
is the same except that the root is the part of L(T ) that contains the label of the
root of T . These trees can be obtained from the black-rooted trees by moving above
the root its first (white-rooted) subtree. Again with the same three bipartite trees,
we get
(155) ◦
• •
◦ ◦
, ◦
•
◦ ◦
•
and ◦
•
◦ ◦
•
Note that in the case of the white-rooted bipartite trees we find in general several
classes of bipartite trees up to reordering of the children of the black nodes.
6.1.3. The E´calle-Chapoton conjecture. The L-classes arose while investigating the
following question: given a generic linear combination C of the T (σ), regroup the
T (σ) that always have same coefficient if one requires that C belong to PBT. They
conjecturally are the L-classes.
Conjecture 6.2. Any Lie element of PBT is a linear combination of L-classes.
The number of L-classes in size n is greater that the size of PBTn∩Lie(n) so that
the conjecture provides only a necessary condition.
Here are some tables to clarify this point. Define an,k as the dimension of Lie(n)∩
PBTn,k, where PBTn,k is the subspace of PBTn spanned by the binary trees with
k right branches.
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The an,k are conjectured to be Sequence A055277, which is the number of rooted
trees with n nodes (hence the dimension of the free preLie algebra on one generator
as conjectured by E´calle and Chapoton) refined by their number of leaves (parameter
k).
(156)
n\k 0 1 2 3 4 5 6
2 1
3 1 1
4 1 2 1
5 1 4 3 1
6 1 6 8 4 1
7 1 9 18 14 5 1
8 1 12 35 39 21 6 1
A055277
Figure 2. The an,k.
Let now bn,k be the number of L-classes with n− 1 nodes and k right branches.
(157)
n\k 0 1 2 3 4 5 6
2 1
3 1 1
4 1 2 1
5 1 5 3 1
6 1 8 11 4 1
7 1 13 30 20 5 1
8 1 18 67 73 31 6 1
Figure 3. The bn,k.
The first discrepance between an,k and bn,k occurs at n = 5. Indeed, all five L-classes
do not belong to PBT. The five L-classes with one right branch are (represented as
incomplete binary trees)
(158)
[
,
]
,
[ ]
,
[ ]
,
[ ]
,
[ ]
,
Let us denote these L-classes by C1, . . . , C5. Expanding these as combinations of
permutations in FQSym5, one finds that only C5 belongs to PBT5. The linear span
of the other ones has a 3-dimensional intersection with PBT5. A linear basis of this
intersection is given, e.g., by
(159) C1 + C4 , C2 − C4 , C3 + C4.
Even if many properties of L-classes are conjectural, the following result is already
of interest.
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Theorem 6.3. Let L(n) be the linear subspace of Lie(n) (and therefore of the Cata-
lan subalgebra C) spanned by the L-classes. Then L(n) is a sub pre-Lie algebra of C.
The pre-Lie product s1 ⊲ s2 of two L-classes can be computed as follows:
let B1 and B2 be their respective representatives as black-rooted bipartite trees and
let B′1 be the non-equivalent representatives as white-rooted bipartite trees of s1. Then
the product is obtained as the following sum:
• with a minus sign, all trees obtained by gluing B1 as a child of a white node
of B2;
• with a plus sign, all trees obtained by gluing any element of B′1 as a child of
a black node B2.
The multiplicity of a given tree is equal to the number of ways to cut it into two parts
such that s2 is the part containing the root of the tree and s1 is the other part.
Proof – Recall that the preLie product of two naked trees T ′⊲T ′′ is obtained by gluing
in all possible ways T ′ on the middle of all branches of T ′′ (adding an invisible root
to T ′′ so that it is its right subtree), the sign of the result depending on the branch
being left (-1) or right (+1), see (83).
Consider two L-classes C ′ and C ′′ and let T1 be a tree occuring in C
′ ⊲C ′′. Let now
T2 be a tree obtained by a right branch exchange from T1 (hence in the same L-class
as T1). We want to show that the coefficient of T2 in the preLie product C
′ ⊲ C ′′ is
the same as the coefficient of T1 in the same product.
To do this, let us encode all the ways of obtaining T1 in T
′
1 ⊲ T
′′
1 with T
′
1 ∈ C
′ and
T ′′1 ∈ C
′′ as a set of triples (T ′1, T
′′
1 , a) where a ∈ T
′′
1 is the branch used to insert T
′
1
inside T ′′1 .
Now, follow the branch a through the right branch exchange sending T1 to T2 and
contract it (that is, reverse the gluing process on it). We then get two trees, T ′2
and T ′′2 . Now, several cases arise. If a was not itself the right branch on which the
exchange occurred, it is obvious that: either T ′2 = T
′
1 and T
′′
2 is obtained from T
′′
1
by an exchange along a right branch, or T ′′2 = T
′′
1 and T
′
2 is obtained from T
′
1 by an
exchange along a right branch. Moreover, if a was the exchange branch, then the
parent branch of a was itself a right branch (condition to be allowed to exchange
subtrees) and T2 is then obtained by gluing T
′
1 onto the father branch of a in T
′′
1 .
So each triple of T1 is sent to a different triple of T2. Since their roles can be
reversed, this injection is in fact a bijection, which proves the required result.
Let us now describe the pre-Lie product of two L-classes on their natural combi-
natorial encodings.
For example, let s1 be the L-class of and s2 be the L-class (150). Then B1 and
B2 are respectively
(160) •
◦
•
and •
◦ ◦ ◦
•
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and the product s1 ⊲ s2 is
(161) − •
◦ ◦ ◦
• •
◦
•
− •
◦ ◦ ◦
• •
◦
•
− •
◦ ◦ ◦
• •
◦
•
+ •
◦ ◦ ◦ ◦
• • •
+ •
◦ ◦ ◦
•
◦
• •
whereas the product s2 ⊲ s1 is
(162) − •
◦
• •
◦ ◦ ◦
•
− •
◦
• •
◦ ◦ ◦
•
+ •
◦
•
◦
• •
◦ ◦
+ •
◦ ◦
• • •
◦ ◦
+ •
◦ ◦
• •
◦ ◦
•
+ •
◦
•
◦
•
◦ ◦
•
6.2. LR-classes of binary trees.
6.2.1. R-equivalence. Exchanging left and right, we have a symmetrical notion of R-
equivalence. For a binary tree T , choose a vertex v that can either be the root of T
or the left child of its parent. Then let T1 and T2 be as depicted below
(163) v
• T1
T2
and define T ′ = Rv(T ) as the result of exchanging T1 and T2:
(164) v
• T1
T2
7→ v
• T2
T1
The union of this relation and its twin relation (148) defines the LR-equivalence:
T ′ ≡LR T iff T
′ = Lv(T ) or T
′ = Rv(T ) for some vertex v.
Again, the numbers of left and right branches are constant in equivalence classes.
For example, here are all LR-classes of (incomplete) trees of sizes 3 and 4. In size
3, there are three LR-classes for five binary trees and one class contains three trees:
(165)
{
, ,
}
On size 4, there are six LR-classes. Here are the four non-trivial ones.
(166)
{
, , ,
}
,
{
,
}
,
{
, , ,
}
,
{
,
}
.
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6.2.2. Combinatorial encoding of the LR-classes. Consider an LR-class C and a tree
T belonging to it. Number its nodes as above in infix order and build two set
partitions L(T ) and R(T ) where L(T ) (resp. R(T )) consists of the subsets of numbers
of nodes along left (resp. right) branches. The left subsets will correspond to white
nodes and the right ones to black nodes.
Now build a bipartite free tree (i.e., neither rooted nor ordered) whose nodes
represent the blocks of L(T ) or R(T ) (with the appropriate colors) such that two
nodes are connected iff their intersection in nonempty.
For example, consider the trees of the LR-class (166). The first three give rise to
the same tree (see Equations (150) and (152)) and the last one is labelled as
(167) 4
1
2
3
so that its (plane bipartite) tree is
(168) •
◦
•
◦ ◦
which is again topologically equivalent to the three previous trees.
Theorem 6.4. The LR-classes are parametrized by bipartite free trees.
Proof – LR-classes are built by successively applying either an exchange of subtrees
along a left or a right branch. None of these change the tree associated with their
plane trees (defined as the encoding of their associated L-classes). Indeed, a right
exchange corresponds to an exchange of children of a black node whereas a left
exchange corresponds to an exchange of children of a white node. The statement
then follows since this is an equivalence.
6.3. LR-classes and the descent algebra. The LR-classes arose while investigat-
ing the following question: given a generic linear combination g of the ct, regroup the
ct that must have the same coefficient if one requires that C belongs to Sym.
In this case, one can prove the following result:
Theorem 6.5. The intersection Lie ∩ Sym is contained in the linear span of the
LR-classes.
Proof – It is known that Lie is (strictly) contained in the primitive Lie algebra of
FQSym (cf. [45]; this is also an easy consequence of Ree’s criterion). The coproduct
of Sym is the restriction of that of FQSym, so all elements of Lie∩Sym are primitive.
Conversely, the primitive Lie algebra of Sym is generated by the Dynkin elements
Ψn, which is an element of the PBW basis, and is alone in its LR-class (its bipartite
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free tree is the star with a black vertex at the center). Hence, the result follows from
Proposition 6.6 below.
The number of LR-classes in size n is greater that the dimension of Symn∩Lie(n),
so that an LR-class is not necessarily in Sym.
Here are some tables to clarify this point.
Let us define a′n,k as the dimension of Lie(n) intersected with Symn,k where Symn,k
is the subspace of Sym spanned by all ribbons with k parts.
Note that the a′n,k are known (from external considerations) to be Sequence A055277,
which is the number of Lyndon words in two letters a and b with k times letter b.
(169)
n\k 0 1 2 3 4 5 6
2 1
3 1 1
4 1 1 1
5 1 2 2 1
6 1 2 3 2 1
7 1 3 5 5 3 1
8 1 3 7 8 7 3 1
A245558
Figure 4. The a′n,k.
Let now b′n,k be the number of LR-classes with n− 1 nodes and k right branches.
(170)
n\k 0 1 2 3 4 5 6
2 1
3 1 1
4 1 1 1
5 1 2 2 1
6 1 2 4 2 1
7 1 3 7 7 3 1
8 1 3 10 14 10 3 1
A122085
Figure 5. The b′n,k.
The first discrepance between a′n,k and b
′
n,k occurs at n = 6. Indeed, all ten LR-
classes do not belong to Sym. The discrepance occurs with k = 2, hence on free
trees with 3 black and 3 white nodes. They are
(171) • •
◦
•
◦ ◦
•
◦
•
◦
•
◦
•
◦
•
◦ ◦
•
◦
•
◦
• •
◦
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Let us denote these LR-classes by L1, . . . , L4. Expanding these as combinations
of permutations in FQSym6, one finds that none belongs to Sym6. However, the
intersection of their linear span with Sym6 has dimension 3, and a linear basis is
given, e.g., by
(172) L1 + L4 , L2 + L4 , L3 − L4.
Proposition 6.6. Let B(n) be the (vector) subspace of Lie(n) (and of naked trees)
generated by LR-classes. Then B(n) is a Lie algebra.
Proof – This follows directly from the fact that the subspace generated by L-classes
is a preLie algebra with a simple product rule.
Again, directly from the product rule of the L-classes expressed as bipartite black-
rooted trees, the Lie product of the LR-classes is quite simple:
Theorem 6.7. The Lie product [s1, s2] of two LR-classes can be computed as follows:
let B1 and B2 be their respective representatives as free bipartite trees. Then the
product is obtained as the following sum: all trees obtained by gluing B1 as a child of
a white (resp. black) node of B2 with a minus (resp. plus) sign. The multiplicity of
a given tree is equal to the number of ways to cut it into two parts such that one is
s1 and the other one s2.
7. Appendix
7.1. Miscellaneous remarks. The LR-classes admit several alternative definitions.
The original one involves elementary moves on binary trees. Another one relies on
two non-crossing partitions which can be read on a complete binary tree with n leaves:
label the sectors by 1, . . . , n− 1 from left to right. The blocks of the first partition π
consist of the sectors which are separated by a left branch. The blocks of the second
one π′ consist of the sectors which are separated by a right branch. Then, π is the
Kreweras complement of π′. Define a directed graph whose vertices are blocks of b′ of
π′ and blocks b of π. The oriented branches are the pairs (b′, b) such that b′ ∩ b 6= ∅.
This graph can be encoded by a bicolored tree, by coloring sinks and source in black
and white, and forgetting the arrows and the labels.
Conjecture 7.1. The bracket of B is
(173) [x, y] = x ⊢ y − y ⊢ x
where ⊢ is a Lie admissible operation, computed on bicolored trees from a coproduct a`
la Connes-Kreimer: the coefficient of z in x ⊢ y is equal to the number of subgraphs
of z isomorphic to x such that removing its vertices yields a graph isomorphic to y.
Let us also observe that the main result of [2], the expression of the Solomon
idempotent on the basis ct of C, is actually (as expected) an expression of the LR-
classes, and that moreover, the cofficient of a free tree is the same for its two possible
bicolorings.
QUADRI-ALGEBRAS, PRELIE ALGEBRAS, AND LIE IDEMPOTENTS 37
7.2. Admissible labellings and decreasing trees.
Proposition 7.2. The admissible labellings of a complete binary tree T are in bijec-
tion with the permutations whose decreasing tree has shape t, the binary tree consist-
ing of the internal nodes of T . Their number is therefore given by the hook-length
formula.
Proof – Let T1(α), T2(β) be two admissible labellings. Define
(174) B(T1(α), T2(β)) =
∑
std(u)=α, std(v)=β
1∈u, n∈v, γ=uv
T (γ),
where T is the complete binary tree with left and right subtrees T1 and T2. The sum
runs over a subset of the admissible labellings of T , and each admissible labelling is
obtained in one, and only one sum B(T1(α), T2(β)) for some α and β. Thus, the sum
of all admissible labellings of T is BT (
•
1
), where for a complete binary tree T and
a bilinear map B, BT (a) means the evaluation of the same tree with B at internal
nodes and a in all the leaves. This yields a bijection between these labellings and the
permutations of Sn−1 occuring in B
′
T (1), where
(175) B′(Gα,Gβ) =
∑
std(u)=α, std(v)=β
1∈u, n∈v, γ=uv
Gγ = Gα ≻ 1 ≺ Gβ
in FQSym (see (15) and (16) below for the last expression), which are precisely the
permutations whose decreasing tree is t.
For example, consider the complete binary tree T
(176) •
• •
• c • f
a b d e
The constraints on the labellings impose that a = 1, f = 6, b < c, and d < e. There
are therefore 6 different labellings:
(177) 123456, 124356, 125346, 134256, 135246, 145236.
These labellings are indeed in bijection with the decreasing trees of shape
(178) F
C E
B D
where the constraints fix that F = 5, B < C, and D < E. Note that the inequalities
are exactly the same between capital and non-capital letters.
This observation allows a more direct description of the bijection. Start with a
complete binary tree T and an admissible labelling. Record into each internal node
the set of values of the leaves below it. Then remove 1 from all subsets containing it,
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send each value i to i− 1 in all subsets and then select in each subset (starting from
the leaves and moving towards the root) the smallest value that has not yet been
used by the nodes below it.
One easily checks that the resulting tree is indeed decreasing, that the process
can be reversed, and that starting with a decreasing tree, one indeed obtains an
admissible labelling of the corresponding complete binary tree.
For example, this bijection sends each labelling (1, b, c, d, e, 6) of the above complete
binary tree to the labelling (B,C,D,E, F ) = (b − 1, c − 1, d − 1, e − 1, 5) of the
corresponding incomplete binary tree.
7.3. The Tamari order on plane trees. Recall the cover relation of the Tamari
order on plane trees: starting from a tree T and a vertex x that is neither its root or
a leaf, the trees T′ > T covering T are obtained by cutting off the leftmost subtree
of x and grafting it back on the left of the parent of x.
The Hasse diagrams here are drawn upside down with respect to the usual conven-
tion: the smallest element is at the top.
Figure 6. The Tamari order on incomplete binary trees and on the
corresponding plane trees (size 3).
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Figure 7. The Tamari order on incomplete binary trees and on the
corresponding plane trees (size 4).
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