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Abstract
The quantum state is the building block of every technology based on quantum mechanics. Its manipulation
is critical for real applications, and is thus an important area of investigation within various physical systems,
even after decades of study. As one of the types of information carrier, the photon is suitable for transmission,
is relatively easy to control, and interacts only weakly with its environment. These features make it an
ideal candidate for quantum information protocols. This thesis presents various new techniques in the
manipulation of photonic quantum states.
Photon-pair states generated in optical fiber exhibit ideal spatial modes for integration in quantum com-
munication fiber networks. We demonstrate polarization-entangled photon-pair generation in commercially
available polarization-maintaining fiber. The use of birefringent phase-matching makes the source free of
Raman noise and tunable across a wide range of wavelengths.
We then use a new approach to engineer the photon-pair state. We show that a gradual turning-on
and turning-off of the interaction between two pumps can tailor the photon correlation such that individ-
ual photons are in pure wave-packets without filtering, which is crucial for applications requiring multiple
indistinguishable photons.
We develop a novel characterization technique called stimulated emission tomography. This method
overcomes the difficulty of characterizing photonic quantum states due to the low efficiency of spontaneous
emission. We demonstrate that a classical measurement can be performed to reveal the properties of the
quantum state with unprecedented efficiency and accuracy.
Finally, storage of quantum states in a so-called quantum memory is important as a synchronization
device for both long-distance communication and local computational operations. It can also be used as
an alternative way to produce on-demand single photons. We demonstrate ultra-broadband storage using
hot atomic barium vapor based on off-resonant Raman interaction. This paves the way for the storage of
femtosecond photons at telecom wavelengths.
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Chapter 1
Introduction
1.1 Overview
Quantum mechanics was born at the beginning of the twentieth century and has become the
foundation for many other physical theories in condensed matter, atomic and optical physics
and other subfields and sciences. We cannot keep from mentioning light when talking about
quantum mechanics. The development of quantum theory started with Max Planck’s solu-
tion for the spectrum of black body radiation made by introducing the concept of quantized
energy in 1900 [1]. Albert Einstein followed this line and used light as quantized particle
to explain the photoelectric effect [2], which consequently became the foundation for the
detection of photons. Quantum mechanics was further developed by Niels Bohr, Erwin
Schro¨dinger, Werner Heisenberg, Paul Dirac and others in the 1920’s [3–6]. However, there
existed debates over the completeness of quantum mechanics, the principle of locality and
other topics. Einstein thought indeterminism such as the Heisenberg uncertainty principle
was unacceptable. The famous Einstein–Podolsky–Rosen paradox [7] argued that it was
impossible to measure the conjugate pairs of two interacting parties unless one of them sig-
naled the other faster than the speed of light, which violated the theory of relativity. Such
correlation between two parties was later known as quantum entanglement; at that time
the correlations were believed to be local such that the outcome of measurement should
be governed by some hidden parameters. In 1952, David Bohm [8] proposed the theory of
hidden variables and in 1964 John Bell published his well-known Bell’s inequality [9] to test
if quantum mechanics should accept hidden variables. These works by pioneers of quantum
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mechanics could not be verified by experiments until the invention of the laser in 1960 [10].
At the same time, quantum optics was built up under the framework of quantum mechan-
ics [11,12]. The invention of the laser especially accelerated the development of experimental
quantum optics. In turn, many experiments in quantum optics became useful tools to test
the fundamentals of quantum mechanics. One example is the fast growth of experiments on
generation of non-classical light, such as entangled photon-pairs to test the non-locality of
quantum mechanics [13–29]. From the first violation of Bell’s inequality experiment by John
Clauser in 1972 [13] to the recent loophole-free tests of Bell’s theorem [27–29], tremendous
advances have been made in the past few decades.
Let’s shift our attention back to the early mid-twentieth century when the first computer
was invented, which opened the gate toward the era of information. In 1948, information
was introduced as a physical resource by Claude Shannon [30]. The explosive development
of information technology gave people powerful capabilities to operate, transmit and store
information. As Moore’s law predicted [31], we saw the doubling of computational power
roughly every two years. However, it was also realized that as electronic devices became
smaller and smaller the emergence of quantum effects would limit the growth of computa-
tional power. It was reasoned there must be a different computational model that performs
more efficiently.
In the 1980s, Paul Benioff used quantum mechanics to describe classical computation [32].
Richard Feynman suggested using superposition states to perform computing such that quan-
tum systems can be simulated more efficiently [33]. David Deutsch thought since the law
of physics is quantum mechanical [34], why not build a computer based on quantum me-
chanics. At the same time, people found it was not possible to clone an unknown quantum
state while searching for the possibility to signal faster than light using quantum effects.
Now we know the no-cloning theorem [35] makes it possible to obtain absolutely secure
communication. All of these ideas contributed to the emergence of new interdisciplinary
fields: quantum computing and quantum information [36–38]. Since then, these fields have
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attracted a lot of attention not just within physics but also within and between computer
science, material science, engineering, etc. Substantial progress has been made every year.
From Shor’s prime factoring [39], Grover’s search algorithm [40], to IBM’s 17-qubit quan-
tum computing processor, from superdense coding [41] to satellite-to-ground quantum key
distribution [42], generations of scientists are making the idea of quantum computation and
quantum information closer and closer to people’s real lives. However, we are still at the
early stage of their development. In analogy to their classical counterparts, one of the current
core investigations is the manipulation of quantum bits, such as generating entangled qubits,
transmitting qubits over long distance, engineering qubits, etc. The study of manipulation
of quantum systems also contributes to a better understanding of quantum mechanics [43].
These concepts motivate my Ph.D. research, which fits in as a small building block toward
such big projects.
1.2 The quantum state
The quantum state is not only the foundation of quantum mechanics [43], but also the es-
sential resource of quantum information protocols [44–46]. No matter what physical systems
we are dealing with, the quantum mechanical representation of the system is similar. Here I
want to summarize some basic and useful concepts particularly related to my work. At the
end, examples of realizations of quantum states for quantum information in various physical
systems are given.
1.2.1 Description of quantum bits
In the language of quantum information, we often call a quantum state a “quantum bit”
or “qubit”, in analogy to bits in classical communication. The simplest quantum system
that can be used for quantum information protocols is the two-level system, which has two
dimensions in Hilbert space. Many sophisticated physical systems such as atomic systems
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can be treated or modeled as two-level systems. This makes it applicable and adaptive for
various concepts of computation and information. A classical bit has two states, “0” or “1”,
while in a quantum description a quantum bit can be represented as superposition of two
states, |0〉 and |1〉 [36]:
|ψ〉 = α |0〉+ β |1〉 , (1.1)
where α and β are probability amplitudes that satisfy |α|2 + |β|2 = 1. Note α and β can
be any complex numbers that fulfill conservation of probability. This group of states forms
a two-dimensional state space, in which |0〉 and |1〉 are a set of orthogonal basis states. |ψ〉
can also be represented by different bases such as that spanned by |+〉 = (|0〉+ |1〉)/√2 and
|−〉 = (|0〉 − |1〉)/√2. Under measurement, the state collapses into the basis determined
by the measurement. The outcome is either “0” or “1” with corresponding probability |α|2
or |β|2, respectively. Note that we are not able to determine the coefficients α and β with
just one copy of the state. How the state collapses upon measurement is a unique feature of
the quantum framework. To determine the probability of measuring a quantum state in a
particular state, we have to sum the probability amplitudes, whereas, in the classical picture,
we directly sum the probabilities. For example, if we measure state |ψ〉 in the |±〉 basis,
the probability that the state is in |+〉 is |α + β|2 /2. For a classical probabilistic state, the
probability of finding state |+〉 (if this state does exist) is (|α|2 + |β|2)/2. This differentiates
the quantum bit from the classical bit even though we are looking at both from the view of
probability. I’d like to use a quote from John Preskill to summarize the difference between
the quantum bit and classical bit: “there is only one way to look at a bit, but there is more
than one way to look at a qubit.”
1.2.2 The density operator
Writing a quantum state in Dirac notation as in the last section indicates a pure quantum
state. Pure quantum states can be described by a state vector |ψ〉, from which the property
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of an observable can be calculated. For example, we can calculate the probability of light
with polarization state |φ〉 = cos θ |H〉 + sin θ |V 〉 after transmission through a polarizing
beam-splitter as |〈H|φ〉|2 = cos2 θ.
In the real world, many quantum states exhibit impurity, which means they are in a
statistical mixture of an ensemble of pure states. Experimentally, such a mixture usually
harms the quantum coherence. For example, one may observe lower visibility when one
interferes two photons with impurity. These mixed states cannot be written as a state
vector. The density matrix, or density operator, is a powerful tool to describe any quantum
state. It not only provides a complete description of a quantum system, but also can be
easily used to examine the quantum coherence. The density operator ρ can be defined as:
ρ =
∑
i
pi |ψi〉 〈ψi| , (1.2)
where pi is the corresponding probability of pure state |ψi〉 and
∑
i
pi = 1. If p1 = 1 and
pi 6=1 = 0, then ρ is a pure state; otherwise, it is a mixed state.
For a mixed state, the |ψi〉 are not coherent with each other. Consequently, the probabil-
ities can be added and the probability of finding state |k〉 can be calculated as ∑
i
pi |〈k|ψi〉|2.
This is equivalent to calculating Tr(ρ |k〉 〈k|), which is a convenient way to calculate the
probability of a state projection.
Representing the density operator in the form of a matrix allow us to take advantage of
matrix operations. Taking a single qubit state as an example, it can be represented as:
ρ =
(
ρ00 ρ01
ρ10 ρ11,
)
(1.3)
in which ρii = 〈i|ρ|i〉 = Tr(ρ |i〉 〈i|) (i = 0, 1) is the probability to find the qubit in state
|i〉i=0,1. The off-diagonal terms indicate the amount of coherence between the states |0〉
and |1〉. The decay of off-diagonal elements implies the decoherence of the system due to
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interaction with the environment. The density matrix can always be diagonalized. For pure
states, the density matrix has only one non-zero eigenvalue “1”. If the density matrix has
more than one non-zero eigenvalue, the state is mixed. We can define P as the purity of a
quantum state:
P = Tr(ρ2) (1.4)
One can easily verify that P = 1 if the state is pure and 0 < P < 1 if the state is mixed.
1.2.3 Quantum entanglement and the Schmidt decomposition
In 1935, Schro¨dinger introduced the concept of and term quantum “entanglement” [47],
which is one of the distinctive traits of quantum mechanics. Entanglement is a critical
resource for quantum information processing such as quantum computing [44,48–52], quan-
tum key distribution [45,53–55], quantum metrology [56–59]; and so on. Generally speaking,
quantum entanglement applies to the interaction between two or more parties (or multiple
degrees of freedom of a single party), in which the outcome of measurement on a single party
is random, but the measurement on one party will cause the collapse of the wavefunction
such that the state of the other party is instantaneously defined. Such correlation represents
the coherent and non-local nature of quantum theory.
An entangled state is literally an unseparable state that cannot be written as a direct
product of state vectors of two parties. As opposed to an unseparable state, separable, or
factorable, states ρAB can be written in the form of the individual density matrices ρA, ρB
(assuming two parties A and B) [36]:
ρAB =
∑
i
piρ
i
A ⊗ ρiB,
∑
i
pi = 1. (1.5)
The above definition applies to both pure and mixed states. For a separable pure state, it
can be simply written as: ρAB = ρA ⊗ ρB or |Ψ〉AB = |Ψ〉A ⊗ |Ψ〉B.
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Any state that is not separable can be considered an entangled state. In particular, for a
pure two-party state, the Schmidt decomposition is a useful tool to determine if the state is
entangled. As we will see, it can also be used to quantify the purity of a subsystem. Consider
a pure state |Ψ〉AB; it can always be decomposed into a sum of orthogonal states [36]:
|Ψ〉AB =
∑
i
√
λi |i〉A |i〉B ,
∑
i
λi = 1, (1.6)
where
√
λi is called the Schmidt coefficient and |i〉A,B are the orthogonal states of subsystem
A, B. If and only if there is just one non-zero coefficient, the state is separable; otherwise, it
is an entangled state. If the Schmidt coefficients are all equal, it is a maximally entangled
state.
The reduced density matrix can be used to describe the subsystems. It can be obtained
by performing the partial trace of the density matrix of the composite system. For a pure
separable state, one can easily verify that TrB(ρA⊗ ρB) = ρA, which leaves system A intact.
This is reasonable and logical because there is no correlation between A and B. For a state
as in Equation 1.6, the reduced density matrices are:
ρA =
∑
i
λi |i〉A A〈i| , ρB =
∑
i
λi |i〉B B〈i| (1.7)
Notice that both reduced density matrices are diagonalized and have the same eigenvalues.
Based on the knowledge from the previous section, we can easily find that if and only if
λ1 = 1, in other words, |Ψ〉AB is separable, the subsystem A or B is a pure state. If |Ψ〉AB
is an entangled state, the subsystem is mixed. From Equation. 1.4, we can calculate the
purity:
P = Tr ρ2A = Tr
(∑
i
λ2i |i〉A A〈i|
)
=
∑
i
λ2i (1.8)
We can also define 1/P = 1/
∑
i
λ2i as the cooperativity parameter K, which indicates the
number of Schmidt modes and can be used to quantify the amount of entanglement.
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For a subsystem in a two-dimensional Hilbert space, the minimum purity is 50%, such
as for a polarization-entangled state (|HH〉 + |V V 〉)/√2. As the dimension goes higher,
like in a frequency-entangled state, the purity could approach zero. This is important, for
example, when interfering two individual photons from two sources; if the photon is in a
frequency-correlated state, this mixture could impair the interference visibility.
1.2.4 Physical realizations
As we described in Section 1.2.1, any physical system with two levels can be used to construct
a quantum bit. In the past few decades, many systems have been demonstrated as promising
candidates for quantum information processing. Each of them is not perfect and has its
advantages and drawbacks. Here I list some examples of quantum bits to give a very general
taste of this field.
Nuclear magnetic resonance (NMR) [60,61] was introduced in the early days of quantum
computation. It uses the up and down state of nuclear spin to represent a qubit. A magnetic
field is applied to perform state operations. It has long decoherence times (on the order of
seconds) but limited scaling in terms of the number of qubits.
Trapped ions uses the electronic states of ions to represent qubits [62,63]. It so far holds
the record of 14 entangled qubits [64]. Atoms have to be cooled down to their ground state
around micro Kelvin, because of the small energy difference between the states, which adds
to the setup complexity. Large numbers of qubits can be built in an array of ion traps, which
makes them suitable for building large-scale quantum systems.
Superconducting qubits are quantum electronic circuits based on superconductivity and
Josephson tunnel junctions [65–68]. They behave like “artificial atoms” that have quan-
tized energy levels, from which several types of qubits such as charge, flux and phase qubits
are developed. Because it is based on superconductivity, it has to work at low tempera-
ture; however, the low dissipation and great scalability as well as mature semiconductor
manufacturing technology make it one of the leading candidates for quantum computing.
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The photon has many degrees of freedom such as polarization, time, space, energy, and
angular momentum [18,69–72]. They all can be used as the carrier of information. Genera-
tion of photons can be realized in various ways, which I will describe later. Because light can
be transmitted over long distance, it is a good candidate for quantum communication. The
development of photonic technology makes its integration possible. Also, the state of the
photon can be easily manipulated. Since the photon barely interacts with the environment,
it is robust to decoherence. But because the photon does not simply interact with other
photons directly, as required by logic gate operations, unless the interaction is mediated
by a nonlinear medium (usually very weak), it was initially believed that photons could
not be used to construct scalable quantum logic. The linear optics quantum computation
(LOQC) [44] scheme introduced by Knill, Laflamme and Milburn in 2001 opens the way
toward optical quantum computing using linear optical components. The scheme requires
a photon source, operation on single photons and detection of single photons, which has
triggered a lot of research on manipulation of photonic qubits, including the work in our lab.
1.3 The photon
According to the assumption considered here, in the propagation of a light ray emitted
from a point source, the energy is not distributed continuously over ever-increasing
volumes of space, but consists of a finite number of energy quanta localized at points of
space that move without dividing and can be absorbed or generated only as complete units.
–Albert Einstein
1.3.1 What is a photon
Light is a common but magical phenomenon in the world. One can easily see the existence of
light but it is difficult to grasp it as concretely as other physical realities. The duality of light
further puts a mysterious veil on the cognition of light. What is the essence of light? How
to describe light qualitatively and quantitatively? People were not in agreement until last
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century, but the study of light can be traced back to a thousand years ago. Scientific research
usually starts from observation of phenomena, and so does optics. Isaac Newton argued light
is made of particles and used it to explain reflection and refraction according to the concept
that light travels in a straight line. But Christiaan Huygens disagreed with this and proposed
the wave theory of light, which dominated the development of optics until last century. The
wave nature of light can explain interference and diffraction, which was further confirmed
by Young’s double slit experiment and Fresnel’s diffraction experiment. Maxwell’s equation
elegantly formulated light as an electromagnetic wave. These ideas became the foundation
of modern classical optics.
The electromagnetic theory of light can well describe the propagation of light but finds
difficulties in explaining absorption and emission, which are indeed related to the particle
nature of light as we understand now. People regained cognition of the particle nature of light
from Planck’s explanation of black body radiation, although he did not raise the concept of
the photon; instead, the idea of a discrete energy hν (ν is the frequency of light and h is
Planck’s constant) emitted from an oscillating electric system set apart the modern cognition
of light from the old. The concept of the photon actually started from Einstein’s explanation
of the photoelectric effect, in which such a discrete energy was considered a real particle called
“light quantum”. The name “photon” was first introduced by Gilbert Lewis in 1926 [73].
One interesting phenomenon is the wave-particle duality embedded in quantum mechanics.
If we believe quantum mechanics, physical reality described by a quantum wave function
can have wave-like properties like the De Broglie wave of electrons. The superposition of
wave functions can lead to interference, while a measurement can cause the collapse of the
wave function such that localized particle-like information can be obtained. One may recall
that the photoelectric effect, which reveals the particle nature of the photon, is indeed a
measurement. What a coincidence! We will continue this line of thought later and for now
stay on the track of the photon.
The photon is the smallest quantum of light that can be localized in space-time. Single
10
photons cannot be split into two. A more rigorous development of quantum optics relies
on the quantization of the electromagnetic field, initiated by Dirac [6]. In classical electro-
magnetic theory, the energy of a field contained in a restricted volume can be calculated
as [74]:
E =
∫
dV
1
2
(ε0E
2 + µ−10 B
2), (1.9)
where ε0 and µ0 are the free space electric permittivity and magnetic permeability, respec-
tively. Using the vector potential, one can see that the energy of light has a similar form
as the quantum harmonic oscillator. The quantization can be done by replacing the classi-
cal vector potential by a quantum operator, which introduces the creation and annihilation
operators a and a†:
a |n〉 =√n |n− 1〉 (1.10)
a† |n〉 =√n+ 1 |n+ 1〉 , (1.11)
where |n〉 is the photon number state with exactly n photons. The Hamiltonian of the
photon can be written as:
H = (nˆ+
1
2
)~ω, (1.12)
where nˆ = a†a is the number operator. The term 1
2
~ω is the zero energy or quantum
vacuum fluctuation. This is very important to the origin of the universe’s structure. Also, it
is related the occurrence of some quantum optical processes such as spontaneous parametric
down conversion (SPDC) [75] and spontaneous four-wave mixing (SFWM) [76], which are
thus distinguished from classical nonlinear processes.
So far, we have ignored the various degrees of freedom of the photon. We can assign
different modes to a photon, so a single photon state can be written as:
|Ψ〉 =
∫
dωfk,σ(ω)a
†
k,σ(ω) |0〉 , (1.13)
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where k, σ, ω are wave vector, polarization and frequency, respectively. Note for simplicity,
I drop out the sum over spatial modes and polarization modes (e.g. only one spatial mode
and polarization). The term fk,σ(ω) is called the quantum wave function, from which the
probability of finding the photon in a specific mode can be calculated as |fk,σ(ω)|2.
The electric field of light in free space can now be quantized as:
Eˆ(r, t) = Eˆ(+) + Eˆ(−) =
∑
k,σ
i
√
~ω
2ε0V
[
ak,σe
i(k·r−ωt) − a†k,σe−i(k·r−ωt)
]
, (1.14)
where Eˆ(+) =
∑
k,σ
i
√
~ω/2ε0V ak,σei(k·r−ωt), Eˆ(−) = −
∑
k,σ
i
√
~ω/2ε0V a†k,σe−i(k·r−ωt) are posi-
tive and negative frequency parts of the electric field operator, similar to a classical electric
field. Note that the above quantized field is written in the Heisenberg picture, while in the
Schro¨dinger picture we have to drop the time-dependent term e±iωt.
1.3.2 Photon detection and statistics
Although I did not study the detection of photons, experiments cannot be done without
single-photon detection. As we know, the particle nature of the photon can be indicated by
detection events, from which photon-number statistics can be measured to characterize the
properties of the photon source. To describe the detection using the language of quantum
mechanics, one can think of the result of the photoelectric effect. After absorption of a
photon, the material will be elevated to an upper level, while the photon number n will
be lowered. If we only look at the photon part, the process is related to a |n〉, which is
the annihilation operator acting on the photon-number state. Rigorous calculation can be
done using Fermi’s golden rule. The intensity measured by the detector is proportional to
〈n| Eˆ(−)Eˆ(+) |n〉, from which the intensity operator, or photon density operator, Iˆ, can be
defined as [77]:
Iˆ = 2ε0cEˆ
(−)Eˆ(+). (1.15)
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The expectation value of Iˆ actually gives the intensity, or the photon number, measured per
unit volume.
The photon correlation function can be related to the above discussion. The correlation
function is not unique to quantum optics, in which field operators replace the classical field. If
there are two fields, for example Eˆ(−) = Eˆ(−)1 + Eˆ
(−)
2 , one can write the first-order correlation
function in the form of a, a† as [77]:
g(1) =
〈a†1a2〉√
〈a†1a1〉〈a†2a2〉
. (1.16)
The above equation indicates the coherence between the two fields, which governs the in-
terference fringes. The effect in the quantum picture actually agrees with classical two-field
interference.
The more interesting effect arises when there are two or more detectors. It involves
correlations between multiple photodetections at different space-time points. The second-
order correlation function indicates intensity correlation, which can be written by extending
creation and annihilation operators in the normal order [77]:
g(2) =
〈a†1a†2a2a1〉
〈a†1a1〉〈a†2a2〉
, (1.17)
where a1, a2, a
†
1, a
†
2 can be different or the same modes of one or two fields, depending on
the specific situation. Experimentally g(2) corresponds to the joint detection probability, or
coincidence counts. For example, a second-order correlation function can be used to char-
acterize the photon statistics of photon sources. As shown in Figure 1.1(a), a beamsplitter
(not necessarily 50/50) followed by coincidence measurement between two output ports c
and d can be used to measure g(2)(τ) of the same field, where τ is the time delay between
modes at different space-time points. The plot of g(2)(τ) for different photon statistics is
shown in Figure 1.1(b), where τc is the coherence time. The red dashed line shows a thermal
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source with super-Poissonian statistics. The photons tend to stay together in what is usually
called a bunching effect. The shape of g(2)(τ) is determined by the spectral line shape of
the source [74]. Here we assume a Lorentzian spectrum for the source. More importantly,
for super-Poissonian statistics, g(2)(0) ≥ g(2)(τ) > 1. The black solid line shows a coherent
source with g(2)(τ) = 1, corresponding to a random number distribution called a Poisson
distribution. A coherent source such as a laser is in a minimum uncertainty state, which
has a “minimum” intensity fluctuation in a classical picture. A single photon source is a
non-classical source that cannot be explained using classical language, which falls into the
category of sources with sub-Poissonian statistics, plotted with the blue dotted line. In this
case, the second order correlation function satisfies g(2)(0) ≤ g(2)(τ) < 1. The source will
exhibit anti-bunching effects in which the photons tend to stay away from each other. This
is strong evidence of the particle nature of the photon, which cannot be split into two such
that only one detector will click.
Another special type of non-classical light is the photon-pair state, which can be used as
a heralded single-photon source. The detection of one photon indicates the presence of the
other. Because the two photons are born simultaneously, using a similar setup (Figure 1.1(a))
to measure the photon statistics, one can observe a bunching effect. To test the single-
photon quality, we can measure a three-fold coincidence, shown in Figure 1.1(c). A modified
second-order correlation between coincidence c1-d and c2-d will yield an anti-bunching effect.
Second-order correlation can also be used to measured the spectral correlation between
two photons that are generated from a spontaneous process. Because of their thermal-like
statistics, the statistics of individual photons is super-Poissonian. The purity, defined in
Equation 1.4, has a relation to the g(2)(0) of individual photons as [78, 79]:
g(2)(0) = 1 + P. (1.18)
If there is no spectral correlation between two photons, as we discuss in Section 1.2.3, the
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Figure 1.1: (a) g(2)(τ) measurement using a beamsplitter. BS, beamsplitter; SPD, single
photon detector. (b) g(2)(τ) for different photon statistics. Red dashed line shows super-
Poissonian distribution; black solid line shows Poissonian distribution; blue dotted line shows
sub-Poissonian distribution. (c) g(2)(τ) measurement for a photon-pair source. DM, dichroic
mirror.
purity is one, so g(2)(0) = 2. g(2)(0) will go down when there is more correlation.
1.3.3 Linear optical components
Phontonic quantum states can be easily manipulated by linear optical components such as
beamsplitters (BS), polarizing beamsplitters (PBS), wave plates, etc. Understanding how
these components operate on photonic states is essential to both theoretical and experimental
studies of quantum optics. This is also important for quantum information processing, as
we know any single qubit operation can be decomposed into a rotation and phase shift
operation. Thus it is worth pointing out some of the important facts.
A beamsplitter, shown in Figure 1.2(a), has two input ports a, b and two output ports
c, d. Assume a symmetric BS, which has reflection |r|2 and transmission |t|2 for both sides.
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Using operators we can easily obtain the relation between inputs and outputs [74]:
c† = ra† + tb†, d† = ta† + rb†, (1.19)
where r = |r|eiφr and t = |t|eiφt . Because of photon-number or energy conservation, we have
a†a + b†b = c†c + d†d, thus it requires: |r|2 + |t|2 = 1 and rt∗ + tr∗ = 0. The former is
quite obvious due to energy conservation. The latter requires φr − φt = pi/2, a phase shift
between transmission and reflection, which is important when considering superposition of
states. For a 50/50 BS, we can propagate the creation operator when there is a BS using:
a† → 1√
2
(ic† + d†), b† → 1√
2
(c† + id†). (1.20)
We can also define a BS operator B from Equation 1.19 as:
B =
(
r t
t r
)
= eiθσx , (1.21)
where |r| = cos θ, |t| = sin θ and σx is the Pauli matrix. From this we can see B is indeed a
unitary operator that rotates the photon state.
Similarly, if we consider polarization-dependent instead of non-polarizing beam splitting,
a PBS, shown in Figure 1.2(b), has a similar transformation:
a†H → d†H , a†V → ic†V ,
b†H → c†H , b†V → id†V .
(1.22)
One can see if sending a diagonal polarization, e.g. a†D = (a
†
H + a
†
V )/
√
2, we have the
same result as a regular 50/50 BS, but the PBS operation can have variable splitting ratio
depending on the input polarization.
To rotate the polarization state of a photon, wave-plates can be used. In principle, using
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Figure 1.2: (a) The operation of a beamsplitter. If a photon enters in port a (b), it will
be reflected to port c (d) with reflection amplitude r and transmitted to port d (c) with
transmission amplitude t. Here we assume the beamsplitter is symmetric for both sides.
BS, beamsplitter. (b) The operation of a polarizing beamsplitter. Horizontal polarization is
transmitted while vertical polarization is reflected. PBS, polarizing beamsplitter.
a half-wave plate (HWP) and quarter-wave plate (QWP), we can perform arbitrary rotations
of the polarization. The transformation matrix in the H/V basis can be written as [80]:
H(θ) =
(
cos2 θ − sin2 θ 2 cos θ sin θ
2 cos θ sin θ sin2 θ − cos2 θ
)
,
Q(θ) =
(
cos2 θ + i sin2 θ (1− i) cos θ sin θ
(1− i) cos θ sin θ sin2 θ + i cos2 θ
)
,
(1.23)
where θ is angle between the fast axis of the wave plate and the horizontal axis (H basis).
Note that the above matrices are actually the same as Jones matrices. One can verify that
these operations are combinations of rotations and phase shifts. In particular, if one aligns
the axis of the wave plate to the direction of the basis, the phase between the two bases can
be varied by simply rotating the wave plate about one of its axes.
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1.3.4 Quantum interference
With the knowledge of linear optical devices in the previous section, we can discuss some
fundamental quantum optical results qualitatively.
Let us start with one photon and one beamsplitter. As mentioned in Section 1.3.2, the
second-order correlation function g(2)(0) can be measured. One question I asked myself a
long time ago is why 〈a†a†aa〉 can be measured using a beamsplitter. This might sound like
a silly question because the beamsplitter just separates the input field into two “copies”, but
I argue that coincidence detection actually measures 〈c†d†dc〉 or 〈nˆcnˆd〉. The difference is a†
does not commute with a but c or c† does commute with d or d†. Using Equation 1.19, the
joint probability 〈nˆcnˆd〉 can be elaborated as:
〈nˆcnˆd〉 = (|r|2 − |t|2)2〈a†ab†b〉+ |r|2|t|2(〈a†a†aa〉+ 〈b†b†bb〉). (1.24)
The above equation is general. For the case we are talking about, the input state is |ψ〉a |0〉b,
in which the input at port b is the vacuum state. We can easily obtain the result 〈nˆcnˆd〉 =
|r|2|t|2〈a†a†aa〉, which tell us the coincidence measurement indeed yields the second-order
correlation correctly. Because g(2)(0) is normalized, we find that this measurement does not
depend on the beamsplitting ratio.
A strange effect comes in when there is one photon at each input port. This represents
two-photon interference, or Hong-Ou-Mandel (HOM) interference [81]. The phenomenon is
important not only because it can only be explained in a quantum picture but also because
it is essential to many quantum information protocols such as Bell state measurement, en-
tanglement swapping, etc. The result can be seen from Equation 1.24 if we consider input
|1〉a |1〉b. For a 50/50 BS, we have 〈nˆcnˆd〉 = 0, meaning there will be no coincidence detected.
In other words, the two photons will always stay together and exit from one of the output
ports. This is quite striking to those not knowing quantum mechanics because this cannot be
explained using classical probabilities. As we mentioned before, HOM interference is due to
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the superposition of probability amplitudes, which is described in Figure 1.3. There are four
possible events that could happen: both photons are reflected; both photons are transmitted;
one photon is reflected and the other is transmitted, and vice versa. The first two events are
out of phase, so they destructively interfere and the sum of probability amplitudes is zero,
while the latter two events are symmetric and in phase so they constructively interfere and
the sum of probability amplitudes is non-zero. This unique quantum interference is actually
two-pathway interference.
Figure 1.3: Hong-Ou-Mandel interference. The top shows two events that have one photon
in each port. The sum of their probability amplitudes is zero due to destructive interference.
The bottom shows the net result that two photons will always stay together and exit from
the same port.
When we derived the result of HOM interference we assumed that the two interacting
photons were indistinguishable; otherwise, we could distinguish the first two events. If the
two inputs are distinguishable, in Equation 1.20 we cannot propagate a and b into the same
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c and d modes. Instead, we may have b† → (c˜† + id˜†)/√2; thus, the outcome becomes:
a†b† → 1
2
(ic†c˜† + id†d˜† + d†c˜† − c†d˜†), (1.25)
where the last two terms cancel only when c or d is the same as c˜ or d˜. In practice, any distin-
guishability impairs the visibility of HOM interference. For example, such distinguishability
may come from the correlation between photon pairs generated from spontaneous four-wave
mixing; thus, HOM interference is another way to test the correlation or purity of individual
photons. Engineering the photon source is needed to achieve unit visibility, which is part of
the work of this thesis.
1.3.5 Photonic quantum devices
So far we have introduced some properties of photonic quantum states. Experimentally, real-
ization of photonic quantum devices requires a lot of effort in various aspects of manipulation
such as generation, engineering, characterization, storage and retrieval, etc. Here I want to
briefly introduce some examples of photon sources as well as quantum memories based on
different physical mechanisms and systems to give a taste of work done in experiments.
There are many ways to generate a single photon. The easiest way one could think of
is an attenuated laser. The laser is in a coherent state [74], which can be attenuated to
an extremely weak coherent state such that most of the time there is no photon but there
is some probability for one photon and even lower probabilities for two and more photons.
There is quite a bit of impressive work using weak coherent states; it is especially widely
used in quantum key distribution. However, even for a weak coherent state, it is not truly
single-photon because of its Poissonian statistics. Without the indication of the presence of
a single photon, it can hardly be used for applications requiring synchronization of multiple
sources.
A popular way to generate single photons is to use photon-pair sources in which one
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photon is used to herald the presence of the other. These can also be widely used to
build entanglement. Two major mechanisms to create photon-pair sources are sponta-
neous parametric down-conversion (SPDC) [15,70,82–90] and spontaneous four-wave mixing
(SFWM) [22, 76, 91–106]. SPDC is a process that occurs in material with χ(2) nonlinearity
such as beta barium borate (BBO), potassium titanyl phosphate (KTP), periodically poled
lithium niobate (PPLN), etc. A strong pump interacts with the crystal and spontaneously
generates two daughter photons with the sum of their frequencies equal to the frequency of
the pump photon. SFWM is a similar spontaneous process that happens in material with
χ(3) nonlinearity such as silica fiber, silicon or chalcogenide glasses, etc. The difference is
it involves two pump photons. Photon pair sources have greatly improved in the past few
decades. They have many advantages in terms of brightness, spectral flexiblility, collection,
etc. The drawback is scalability; when N photons are required simultaneously, the proba-
bility decreases as e−N because of their probabilistic nature. Stronger pump increases the
probability, but the simultaneously increasing probability of multi-pair generation impairs
the quality of the sources. Fortunately, the use of a “multiplexing” technique or quantum
memory can make the source more deterministic.
Another class of sources is single emitters. In principle, such atom-like emitters can only
emit one photon at a time, making them ideal on-demand or deterministic single-photon
sources, which is good for scalable quantum information protocols. The long coherence time
of matter states also has intrinsic memory properties. The possibility of generating matter-
photon entanglement creates an interface between matter and light for various quantum
applications based on different physical systems. In the early days, they were realized using
trapped single neutral atoms or ions based on cavity quantum electrodynamics (CQED)
[107]. When an individual atom is coupled to a cavity, the emission of a single photon
with well-defined spatial and spectral mode is greatly enhanced, called the Purcell effect
[108, 109]. However, trapping a single atom or ion is not trivial and in itself requires a lot
of effort. Benefiting from mature semiconductor technology in recent years, single emitters
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are investigated in quantum dots [19, 110], and other solid state systems such as vacancy
centers in diamond [111] or SiC [112,113], carbon nanotubes [114], as well as two-dimensional
materials [115], etc. To obtain high indistinguishability from pulse to pulse or even source to
source, engineering the source manufacturing is needed. Adding a cavity can also improve the
collection efficiency. To obtain high quality single-photon generation, vacuum or cryogenic
systems are often needed at the current stage, which adds to experimental complexity.
In 2001, Duan et al. proposed a scheme for long distance quantum communication
using atomic ensembles and linear optics, called the “DLCZ” protocol [116]. The DLCZ
protocol can also be used to construct deterministic single photon sources without using
high finesse cavities. When an off-resonant write pulse interacts with an atomic ensemble,
it will excite a two-photon transition between a ground and storage state via spontaneous
Raman scattering, in which the incident photon is inelastically scattered from the atom and
transfers part of its energy to the higher energy state with emission of a red-shifted scattered
photon. The atomic ensemble will be projected into a collective exited state (sometimes call
a spin wave) with only one atom being in the storage state while the others remain in the
ground state. The successful projection is indicated by the emission of a single photon, called
a Stokes photon. Within the lifetime of the storage state, a subsequent read pulse can be
applied to read out the atomic state and transfer the collective excitation to an anti-Stokes
photon emission. The write process is probabilistic while, in principle, the read process
can be deterministic. The DLCZ protocol so far has been demonstrated in various systems
including cold and warm atomic ensembles [117] and solid state ensembles such as bulk
diamond [118] and rare-earth ion-doped crystals [119, 120]. Because the read pulse can be
applied on demand, the DLCZ protocol is one way to realize a quantum memory [119,121].
A quantum memory is a device to store a quantum bit. It is more like the random-access
memory (RAM) in a classical computer, in the sense it can be use to synchronize multiple
qubits [122]. Not only is it an essential component in a quantum repeater, which is used to
extend the distance of quantum communication, but it is also needed in local operations such
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as for quantum computing. Once it is combined with a probabilistic photon-pair source, one
can make the photon source on-demand.
There are many approaches towards realization of a quantum memory. Optical delay
lines are a straightforward way to store single photons [123]. In principle, this method has
no limitation on the bandwidth and storage time, but in practice system loss usually limits
its storage time, which is also often not flexible. Despite its technical limitation, it is robust,
efficient and not sensitive to the frequency of the stored photon.
The majority of optical quantum memories use interactions between photons and matter,
which map the photon state onto the state of matter. The storage time is usually limited
by the lifetime or coherence time of the storage state. In electromagnetically-induced trans-
parency (EIT) -type quantum memories [124–126], a transparency window is created by a
strong control field. When a signal lies within the window, its group velocity is greatly
reduced. If the control field is gradually turned off, the photon will be stored and the matter
state will be adiabatically transferred to the storage state. The storage bandwidth is limited
because the width of the transparency window is restricted by the strength of control field.
Another type of quantum memory is based on photon echo and utilizes inhomogeneous
broadening. After absorption of the signal, a collective coherence is created, similar to
the DLCZ scheme. Because of the inhomogeneous broadening of the absorption line, each
frequency component carries a different phase due to different detuning from the resonance
such that the created coherence will dephase over time. A control field is applied to transfer
from this state to a meta-stable state for storage. If this process is timely reversed, the
system will rephase and evolve in a mirrored way until the absorbed photon is re-emitted.
Quantum memories based on photon echo have the advantage of large mode capacity and the
ability to store bandwidths larger than the natural linewidth of the atom. Depending on the
mechanism to generate inhomogeneous broadening, there are quantum memories based on
controlled reversible inhomogeneous broadening (CRIB) [127] and atomic frequency combs
(AFC) [128]. The former uses external gradient electric or magnetic fields to create position-
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dependent broadening based on DC Stark shifts or Zeeman shifts in solid-state systems, or
Doppler broadening in atomic vapor. The latter uses frequency-selective optical pumping to
create discrete excited states for each atom, and the rephasing process occurs automatically.
The challenge of these memories comes from the complexity of generating the inhomogeneous
broadening.
The above two quantum memories use on-resonant interaction, which limits the band-
width of storage. Including the DLCZ-type memory mentioned above, Raman quantum
memories based on off-resonant Raman scattering [129] in principle can be broadband. For
storage of an external photon, a strong control pulse enables a two-photon transition be-
tween ground and storage state such that when coincident with an incoming signal photon,
the photon will be stored and mapped onto the storage state. A subsequent control pulse
can read out the excitation and cause the photon to be re-emitted. The bandwidth is lim-
ited by the energy splitting between ground and storage state. On the one hand, large
splitting allows broadband storage, but on the other hand, the coherence wavelength of the
excited spin wave is inversely proportional to this splitting, so atomic diffusion across this
wavelength may become a limitation for the storage time. Raman-type quantum memories
have been demonstrated in Cs [130], diamond [131] and molecular hydrogen [132]. Our bar-
ium quantum memory utilizes the large ground-storage state splitting to enable storage of
femtosecond-duration photons. The transition of barium also allows one to potentially store
telecom-wavelength photons.
1.4 Outline of the thesis
The thesis is organized as follows: In Chapter 2, we describe the background of sponta-
neous four-wave mixing (SFWM) in optical fibers, which serves as the foundation of the
majority of my work. In Chapter 3, we demonstrate polarization-entangled photon-pair
generation in a commercial-grade polarization-maintaining fiber via SFWM and describe
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the details of the optimization of the source. In Chapter 4, spectral correlations between
photon pairs are engineered through dual-pump four-wave mixing, which enables spectrally
pure single photons without filtering. In Chapter 5 and 6, we introduce a new technique,
called stimulated emission tomography (SET), to efficiently characterize the quantum state.
We develop SET to capture the joint spectral density (JSD) and multi-dimensionally char-
acterize a polarization-entangled state with energy-polarization correlations. In Chapter 7,
we present our work towards the realization of an ultra-broadband Raman-type quantum
memory using hot atomic barium vapor. In Chapter 8, we conclude the thesis and give an
outlook on future work.
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Chapter 2
Spontaneous four-wave mixing in
optical fiber
In this chapter, we cover photon-pair generation using spontaneous four-wave mixing (SFWM)
in general. We first introduce the theoretical background of SFWM, which is related to most
of the projects presented in this thesis. Then a basic introduction to optical fiber including
fiber modes, types, coupling, etc., is given. We then introduce different phase-matching
mechanisms of SFWM in optical fiber. The reason and advantages of choosing optical fiber
and especially polarization-maintaining fiber (PMF) for photonic quantum state generation
is discussed.
2.1 Theory of spontaneous four-wave mixing
2.1.1 χ(3) nonlinear interaction
Light is an electromagnetic field. When light interacts with a dielectric medium, the electric
field E will excite a total polarization P induced by electric dipoles, which can be written
as [133]:
P = 0(χ
(1) · E + χ(2) : EE + χ(3)...EEE + · · · ), (2.1)
where 0 is the vacuum permittivity and χ
(i) is the ith-order coefficient of the electric suscep-
tibility. χ(1) is the linear response of the material to the electric field, which is responsible for
the refractive index and absorption of the material, while χ(i>1) indicates nonlinear response
of the material. Note that χ(i) is a tensor that will affect the polarization properties of
interacting fields; however, for simplicity we will treat it as a scalar, assuming the light fields
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maintain their linear polarization. We sometimes call χ(i>1) a nonlinearity as it is related
to many nonlinear effects such as the optical Kerr effect, but be aware there are different
conventions for defining nonlinear parameters.
There are two major mechanisms to generate photon pairs. One is spontaneous paramet-
ric down-conversion (SPDC), which utilizes χ(2) nonlinearity. It usually occurs in a medium
without inversion symmetry. The other is spontaneous four-wave mixing (SFWM), which
uses χ(3) nonlinearity [134]. For example, in optical fiber made of SiO2, due to the inversion
symmetry there is no second-order nonlinearity χ(2) and thus the third-order interaction
dominates [133].
Consider a third-order polarization PNL(~r, t) = 0χ
(3)E(~r, t)E(~r, t)E(~r, t), assuming all
fields have the same polarization. Now we consider the field E(~r, t) consisting of four different
frequencies, that is:
E(~r, t) = E1(~r, t) + E2(~r, )t+ E3(~r, t) + E4(~r, t); (2.2)
thus, the interaction of light and matter can be expressed as:
PNL · E(~r, t) = 0χ(3)(E41 + E31E2 + E21E22 + E21E3E4 + E1E2E3E4 + · · · ), (2.3)
where there are all possible combinations. We can sort the pattern of the terms as follows:
E4α, E
2
αE
2
β, E
3
αEβ, E
2
αEβEγ, EαEβEγEδ, {α, β, γ, δ} = {1, 2, 3, 4} . The first two patterns
E4α and E
2
αE
2
β are responsible for self-phase modulation (SPM) and cross-phase modulation
(XPM). The other patterns in general can be called four-wave mixing (FWM), including
degenerate and non-degenerate FWM and third-harmonic generation. Not all combinations
are possible physical processes, which should satisfy energy conservation. The occurrence
of possible processes is also governed by momentum conservation, or the phase-matching
condition. We will come back to this later. For the purpose of our discussion of photon-pair
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generation, we will focus on E2αEβEγ or EαEβEγEδ. The interaction we use can be written
as:
PNL · E = 0χ(3)Eωp1Eωp2EωsEωi , (2.4)
where ωp1 , ωp2 , ωs, ωi are frequency of pumps 1 & 2, signal and idler, respectively. Note that
FWM can be stimulated or spontaneous. The stimulated process requires the presence of
ωs or ωi and can be represented classically. However, the spontaneous process cannot be
explained outside the framework of quantum mechanics. The presence of quantum vacuum
fluctuations makes the spontaneous process possible. In order to treat SFWM quantum
mechanically, in the following section a few concepts of the interaction picture are reviewed.
2.1.2 The interaction picture
The time-evolution of a quantum system is governed by the Schro¨dinger equation, which can
be handled in different pictures. In the Schro¨dinger picture, state |ΨS(t)〉 is time-dependent
while operator OS is stationary. In the Heisenberg picture, the operator evolves over time but
the state is treated time-independently. The interaction picture is somewhat in-between, in
which both operator OI(t) and state |ΨI(t)〉 are time-dependent. No matter what treatment
is used, the measurement or expectation value should give the same result; that is [74]:
〈ΨS(t)|OS |ΨS(t)〉 = 〈ΨI(t)|OI(t) |ΨI(t)〉 . (2.5)
Consider a Hamiltonian H = H0 + H1, where H0 is the Hamiltonian we usually have
a full understanding of, including its eigenstates and eigenvalues, and H1 is the part we
have to calculate. Note that H0 and H1 do not necessarily commute. We introduce the
transformation of the state from the Schro¨dinger picture to the interaction picture through:
|ΨI(t)〉 = e i~H0t |ΨS(t)〉 . (2.6)
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To meet the requirements of Equation 2.5, one can immediately find the transformation of
the operator:
OI(t) = e
i
~H0tOSe
− i~H0t. (2.7)
The motion of the state can be readily calculated as:
i~
∂
∂t
|ΨI(t)〉 = −H0e i~H0t |ΨS(t)〉+ e i~H0ti~ ∂
∂t
|ΨS(t)〉
= −H0e i~H0t |ΨS(t)〉+ e i~H0t(H0 +H1) |ΨS(t)〉
= −H0e i~H0t |ΨS(t)〉+H0e i~H0t |ΨS(t)〉+ e i~H0tH1e− i~H0te i~H0t |ΨS(t)〉
= HI(t) |ΨI(t)〉 ,
(2.8)
where the interaction Hamiltonian HI(t) is written as:
HI(t) = e
i
~H0tH1e
− i~H0t. (2.9)
Similarly, the motion of the operator can be derived as:
i~
∂
∂t
OI(t) = [OI(t), H0]. (2.10)
To get the time evolution of the state in the interaction picture, one can define a time
evolution operator U(t, t0) as:
|ΨI(t)〉 = U(t, t0) |ΨI(t0)〉 . (2.11)
Inserting Equation 2.11 back into Equation 2.8, one can obtain the motion of the time
evolution operator U(t, t0):
i~
∂
∂t
U(t, t0) = HI(t)U(t, t0). (2.12)
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One can integrate from t0 to t and use the fact that U(t0, t0) = 1. The solution is:
U(t, t0) = 1− i~
∫ t
t0
HI(t
′)U(t′, t0)dt′. (2.13)
If we recursively feed U(t, t0) into the right-hand side of the equation, we can keep expanding
the expression of U(t, t0). If we only keep to first order, the result becomes:
U(t, t0) ≈ 1− i~
∫ t
t0
HI(t
′)dt′. (2.14)
This is the equation we are going to use for calculating photon-pair generation via SFWM.
2.1.3 Photon-pair generation via SFWM
To begin with, we introduce the Hamiltonian of SFWM in the Schro¨dinger picture. We
assume a non-depleted situation, in which two strong pumps (ωp1 , ωp2) interact with a χ
(3)
nonlinear medium and two side band photons called signal (ωs) and idler (ωi) are sponta-
neously emitted, shown in Figure 2.1.
Figure 2.1: Schematic of spontaneous four-wave mixing. Two pump photons that may or
may not be degenerate interact with a χ(3) medium, which spontaneously emits signal and
idler photons.
The two pumps can be treated as classical light, so we only consider the signal and idler
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modes in the energy Hamiltonian H0:
H0 = ~ωsa†sas + ~ωia
†
iai, (2.15)
where we ignore the zero energy, which does not affect the calculation. From Equation 2.4,
the interaction Hamiltonian H1 can be written as:
H1 =
∫
dV PNL · E =
∫
dV 0χ
(3)Eωp1Eωp2EωsEωi , (2.16)
where V is the interaction volume of light and matter. Each field can be separated into
positive and negative frequency parts as Eµ = E
(+)
µ + E
(−)
µ (µ = ωp1 , ωp2 , ωs, ωi). The pump
field E
(±)
ωpj
(j = 1, 2) can take the form:
E(±)ωpj = Epj
∫
dωpjε(ωpj)e
±i(kωpj z−ωpj t) (2.17)
where ε(ωpj) is the spectral amplitude distribution, or spectral pump envelope function, and
Epj is the pump amplitude. The signal and idler field can be quantized as in Equation 1.14:
E(+)ωs,i = +i
∫
dωs,i
√
~ωs,i
2(ωs,i)V
aωs,ie
ikωs,iz,
E(−)ωs,i = −i
∫
dωs,i
√
~ωs,i
2(ωs,i)V
a†ωs,ie
−ikωs,iz,
(2.18)
where ωs,i is the permittivity in the medium. Note that we constrain the interaction along
the z axis and assume that all fields are collinearly propagating in the z direction. For
simplicity, we take out the spatial distribution part from all fields and drop the integration
over the x and y axes, which will not affect our discussion. One can always add the spatial
part if needed.
Using Equation 2.10, we can verify that in the interaction picture, the creation and
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annihilation operator has the form:
aωs,i(t) = e
−iωs,itaωs,i , a
†
ωs,i
(t) = eiωs,ita†ωs,i . (2.19)
The interaction Hamiltonian Hint(t) in the interaction picture thus can be written as:
Hint(t) =− 0χ(3)Ep1Ep2
∫
dzdωp1dωp2dωsdωi
√
~2ωsωi
4(ωs)(ωi)V 2
×
ε(ωp1)ε(ωp2)a
†
ωsa
†
ωi
ei∆kze−i∆ωt + h.c.,
(2.20)
where ∆ω = ωp1 +ωp2 −ωs−ωi is the frequency mismatch and ∆k = kωp1 + kωp2 − kωs − kωi
is the phase mismatch. For a medium of length L, we can calculate the integral:
∫ L
0
dzei∆kz = Lei
∆kL
2 sinc
(
∆kL
2
)
. (2.21)
The Hamiltonian now becomes:
Hint(t) =− 0χ(3)LEp1Ep2
∫
dωp1dωp2dωsdωi
√
~2ωsωi
4(ωs)(ωi)V 2
×
ε(ωp1)ε(ωp2)a
†
ωsa
†
ωi
ei
∆kL
2 sinc
(
∆kL
2
)
e−i∆ωt + h.c.
(2.22)
Inserting the Hamiltonian into Equation 2.14 and applying the time-evolution operator onto
the initial state |0〉, the state |Ψ(t)〉 can be obtained:
|Ψ(t)〉 = |0〉+ i0χ
(3)LEp1Ep2
~
∫ t
0
dt′
∫
dωp1dωp2dωsdωi
√
~2ωsωi
4(ωs)(ωi)V 2
×
ε(ωp1)ε(ωp2)a
†
ωsa
†
ωi
ei
∆kL
2 sinc
(
∆kL
2
)
e−i∆ωt
′ |0〉 .
(2.23)
Because the interaction is constrained in the medium of length L, the Hamiltonian is zero
before the pump enters the medium and after the pump leaves the medium. We can simply
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integrate the time from −∞ to ∞ such that:
∫ ∞
−∞
dt′e−i∆ωt
′
= δ(∆ω), (2.24)
which requires ∆ω to be zero; thus, one of the integrals over the pump frequency becomes
trivial. Physically, this is the requirement of energy conservation. The state |Ψ(t)〉 can then
be simplified as:
|Ψ(t)〉 = |0〉+ ξ
∫
dωsdωi f(ωs, ωi)a
†
ωsa
†
ωi
|0〉 , (2.25)
where we have
ξ =
i0χ
(3)LEp1Ep2
2V
√
ω0sω
0
i
(ω0s)(ω
0
i )
(2.26)
and
f(ωs, ωi) =
∫
dωp1ε(ωp1)ε(ωs + ωi − ωp1)ei
∆kL
2 sinc
(
∆kL
2
)
. (2.27)
Here we use the fact that ωs ωi, (ωs), (ωi) are slowly varying functions of frequency, so
they can be evaluated at their central frequency ω0s , ω
0
i and pulled out of the integral. The
efficiency of photon-pair generation η is related to:
|ξ|2 ∼ χ(3)2L2|Ep1|2|Ep2|2, (2.28)
from which one can find the generation rate is quadratic in the length of the medium and to
the intensity of pump (if a degenerate pump is used). A medium with large nonlinearity also
has a higher generation rate of photon-pairs. f(ωs, ωi) is usually called the joint spectral
amplitude (JSA), or sometimes referred as the two-photon, or biphoton, wave function,
which is the probability amplitude of finding an energy pair ωs and ωi. The JSA contains
information about spectral correlation, which we will come back to in future chapters.
For now, we can summarize the conditions required for the generation of photon pairs,
shown in Figure 2.2. One is energy conservation and the other is momentum conservation,
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Figure 2.2: Energy conservation and momentum conservation.
or phase-matching:
ωp1 + ωp2 = ωs + ωi (2.29a)
kωp1 + kωp2 = kωs + kωi . (2.29b)
2.2 Introduction to optical fiber
2.2.1 Fiber basics
Optical fiber is glass made of silica (SiO2), which has no χ
(2) nonlinearity due to inversion
symmetry. Its χ(3) nonlinearity makes it possible to support the process of spontaneous
four-wave mixing.
As shown in Figure 2.3, it usually consists of core, cladding and jacket. The cladding
has slightly lower (typical by 1%) refractive index n2 than the index n1 of the core, which
makes optical fiber a wave-guide of light via total internal reflection. The jacket is a plastic
cover that protects the glass. The refractive index model shown in the Figure 2.4 is often
referred to as step-index fiber.
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Figure 2.3: Structure of optical fiber. A fiber typically consists of core, cladding and jacket.
In our experiments, we often have to handle bare fiber without the jacket for various pur-
poses. The two processes of stripping and cleaving the fiber are often needed and performed
with careful practice. To remove the jacket that supports the fiber, one can use a manual
fiber stripper or electric stripping tool. The stripper has to be adjusted according to the
diameter of the cladding. Methanol or acetone can then be used to remove the remaining
debris. Usually a few centimeters exposure of the fiber is needed for cleaving. To cleave the
fiber, one can bend the fiber such that it experiences tension. A fiber scribe can then be
used to scribe perpendicular to the axis of the fiber. The fiber will easily break apart and
be ready for use. Sometimes it might be worth checking the fiber ends using a microscope,
as their quality will affect the coupling of light into the fiber.
2.2.2 Fiber modes
Mode is an important concept in waveguides as well as optical fiber. Maxwell’s equations
can be used to obtain the wave equation that describes the propagation of light in optical
fiber. Fiber modes are supported electric fields as a function of space and frequency, which
are the solutions of the wave equation. In the ideal case, light fields will be constrained
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Figure 2.4: Step-index model of the refractive index of optical fiber. The x-axis is the radius
of fiber, where a is the radius of the fiber core with index n1 and b is the radius of the
cladding with index n2. The y-axis is the refractive index.
in the core and decay exponentially in the cladding. Mathematically, whether the mode
is supported is determined by the boundary conditions. A V parameter is usually defined
as [134]:
V = ka(n21 − n22)
1
2 , (2.30)
where k is the wave vector and a is the radius of the core. The smallest solution of the wave
equation yields a Vc ≈ 2.45, which gives the cut-off wavelength for the fiber: λc = 2pi/kc.
The fiber only supports one mode for wavelengths longer than λc (V < Vc), and for those
wavelengths the fiber is called single-mode fiber. For lower wavelengths, the V parameter is
larger than Vc such that the fiber becomes a multimode fiber that supports more modes. In
other words, single-mode fiber for lower wavelengths usually has smaller core radius. The
number of modes supported in multimode fiber goes as approximately to V 2/2. In practice,
the V parameter should be close to Vc, because as V/Vc decreases or wavelength increases
the bending loss will increase and the field will spread into the cladding.
The supported single mode is the HE11 mode, sometimes called the fundamental mode,
which is the lowest-order mode propagating in optical fiber. In fiber optics, under the weakly
guiding approximation, which holds for small refractive index difference between core and
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cladding, the mode can be approximated as a transverse field that has no longitudinal
component. Such approximation is usually used for linearly polarized (LP) modes that have
well-defined polarization orientations. For example, the HE11 mode typically corresponds
to the LP01 mode, which has two possible polarization orientations: horizontal and vertical
polarization.
In general, multimode fiber has a large core radius, from tens of microns to hundreds of
microns, while the core radius of single-mode fiber is on the order of a few microns. Coupling
light well into fiber is essential for minimizing loss and improving collection efficiency. It is
easy to get good coupling efficiency (90% ∼ 100%) for multimode fiber because of the large
core size. It is not trivial to get good coupling for single-mode fiber, but it is important
because a lot of experiments require single-mode collection, which acts as a spatial filter.
The LP01 mode can be approximated as a Gaussian distribution: exp[−(x2 +y2)/w20], where
w0 is the 1/e width of the field or the waist radius of a Gaussian beam. For single-mode
operation, 2w0 sometimes corresponds to the mode field diameter (MFD) of the optical
fiber. The numerical aperture (NA) of a Gaussian beam can be defined as: λ/piw0, which
indicates the divergence of the beam. The rule of thumb to get good coupling is to match the
incoming field to the mode supported by the fiber numerical aperture (NA). For example, if
the incoming field has a diameter D, after a lens with focal length f the NA becomes D/2f .
To match the NA, we have:
D
2f
=
λ
piw0
. (2.31)
Choosing a proper focal length will help obtain good coupling. If the focus is too tight, the
divergence could be too big for the fiber. However, a loose focus will result in bigger spot
size than the MFD. Note that the MFD is not necessarily equal to the core diameter of the
fiber, but they are comparable. There are many factors that can affect the coupling such as
the mode quality, the transmission of the optics, chromatic aberration, etc. For reference,
my coupling to single-mode fiber usually ranges from 50% to 90%.
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2.2.3 Dispersion in optical fiber
Another important concept is dispersion, including chromatic dispersion and polarization-
mode dispersion. Both contribute to and determine the phase matching condition of SFWM
in optical fiber, which will be discussed in the next section. Chromatic dispersion manifests
as a frequency-dependent refractive index. In optical fiber, there are two types of chromatic
dispersion: one is material dispersion and the other is waveguide dispersion.
Material dispersion comes from the different responses of the electronic state of the
medium to different incoming frequencies. The frequency-dependent refractive index can be
described by the Sellmeier equation:
n2(λ) = 1 +
m∑
i=1
Biλ
2
λ2 − λ2i
. (2.32)
For silica, m = 3 withB1 = 0.6961663, B2 = 0.4079426, B3 = 0.8974794, λ1 = 0.0684043µm,
λ2 = 0.1162414µm, andλ3 = 9.896161µm [134].
The propagation constant β as a function of frequency ω can be expanded using a Taylor
expansion about the frequency ω0:
β(ω) = n(ω)
ω
c
= β0 + β1(ω − ω0) + 1
2!
β2(ω − ω0)2 + · · · , (2.33)
where
βk =
(
dkβ
dωk
)
ω=ω0
, (k = 1, 2, 3...), (2.34)
β0 is the propagation constant at ω0, β1 =
1
c
(n + ω dn
dω
) = ng
c
is the inverse group delay,
where ng is the group index, and β2 describes the dispersion of the group velocity or group
index, called the group velocity dispersion parameter. β2 varies across wavelength. The zero-
dispersion wavelength is defined as where β2 reaches zero. For standard optical fiber, this
wavelength is around 1.3µm. For wavelengths shorter than the zero-dispersion wavelength,
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β2 > 0, meaning longer wavelengths moves faster than shorter wavelengths. This regime is
called normal dispersion regime. For wavelengths longer than the zero-dispersion wavelength,
β2 < 0, meaning longer wavelengths move slower than shorter wavelengths; this is called the
anomalous dispersion regime. These regimes are useful; for example, one can use dispersion-
compensating fiber to compress or compensate for the broadening of light pulses due to
normal dispersion.
Waveguide dispersion also exists in optical fiber. As mentioned before, the size of a
supported mode or MFD is not the same as the core diameter of the fiber. Most of the
time, for single-mode fiber, The MFD is usually larger than the core diameter, meaning
the field spreads into the cladding. This results in an effective refractive index that is
frequency-dependent because the MFD varies with frequency. Such a frequency-dependent
refractive index results in waveguide dispersion. Typically, waveguide dispersion is negligible
compared to material dispersion, but in the vicinity of the zero-dispersion wavelength they
are comparable.
Polarization-mode dispersion describes the effect in which the two possible (horizontal
and vertical) LP01 modes may experience different refractive index if the symmetry of the
optical fiber is broken. For example, stress on the optical fiber could induce this effect. The
difference of refractive index between the two modes is called birefringence. In practice, the
polarization of light after transmitting through standard optical fiber will change randomly
due to the fluctuation of this birefringence. Polarization control or compensation is necessary
to obtain correct polarization. One can intentionally introduce a constant stress within
optical fiber so that the fluctuation of the birefringence can be minimized. This type of
fiber is usually called polarization-maintaining fiber. The light propagating in polarization-
maintaining fiber can preserve its polarization, but there is degradation of polarization in
reality. We will come back to polarization-maintaining fiber when we talk about phase-
matching.
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2.3 Phase-matching for SFWM in optical fiber
2.3.1 Raman scattering
Before we touch on the phase-matching mechanism in optical fiber, I want to briefly intro-
duce an effect that can occur simultaneously with SFWM. Namely, the existence of Raman
photons may add accidental coincidences to the measurement of signal-idler coincidences.
Figure 2.5: Energy diagram of Raman scattering. A pump photon scatters from the medium,
resulting in a spontaneously emitted red-shifted Stokes photon and excitation of an optical
phonon. The same pump may also generate a blue-shifted photon, called an anti-Stokes
photon.
Raman scattering is an inelastic scattering effect [135]. As shown in Figure 2.5, a pump
photon ωp interacts with the medium, which results in a spontaneously emitted red-shifted
photon ωS and excitation of an optical phonon Ω. The phonon is a quantized vibrational
state of the material. Physically speaking, Raman scattering is due to the modulation of the
refractive index or susceptibility of the medium χ(1)(Ω) caused by the vibrational excitation.
The induced polarization P by pump field E(ωp) can be described as:
P ∼Ep(e−iωpt + eiωpt)χ(1)(e−iΩt + eiΩt)
∼2Epχ(1)[cos(ωp + Ω)t+ cos(ωp − Ω)t].
(2.35)
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The red-shifted photon ωp−Ω is called a Stokes photon and the blue-shifted photon ωp + Ω
is called an anti-Stokes photon. The generation of anti-Stokes photons relies on an exist-
ing population of optical phonons, which can either be thermally populated or created by
Stokes scattering. In optical fiber made of silica, the amorphous structure results in a broad
frequency response, which causes a broad Raman spectrum or Raman gain. The peak of
Raman usually appears around 13 THz from the pump and the gain can extend to tens of
THz (∼ 40 THz). The polarization of the Raman photons can be the same or orthogonal to
the pump, but the majority of the Raman photons are co-polarized. Note that for crystalline
materials such as silicon, the Raman scattering has a well-defined frequency, which can be
easily filtered.
The generation rate of anti-Stokes is much lower than that of Stokes, so Raman scattering
mainly affects the idler wavelengths of photon-pair generation. The strength of the Raman
scattering increases with temperature; at room temperature, optical phonons can be ther-
mally populated. This population of phonons stimulates the Stokes scattering. Thus, cooling
the fiber can reduce the Raman scattering. It has been shown [136] that by immersing the
fiber in liquid nitrogen or liquid helium one can greatly reduce the Raman contamination;
however, doing so adds to the experimental complexity.
2.3.2 Phase-matching near the zero-dispersion wavelength
Spontaneous four-wave mixing obeys energy conservation and phase-matching (Equation 2.29).
The phase-matching condition is determined by the dispersion of the material. We can start
with the calculation of the phase mismatch ∆k = 2k(ωp)− k(ωs)− k(ωi), where we assume
the two pumps are degenerate. We define the frequency shift between the pump and signal
frequency: Ωs = ωs − ωp. If we only consider the material dispersion, using Equation 2.33
41
to expand about the pump frequency ωp, the phase mismatch can be written as:
∆k =2β0 − (β0 + β1Ωs + β2
2
Ω2s + · · · )− (β0 − β1Ωs +
β2
2
Ω2s + · · · )
=− β2Ω2s + · · · ,
(2.36)
where we use the energy conservation condition 2ωp − ωs − ωi = 0. The odd terms thus
vanish and even terms dominate, which depend on the group velocity dispersion parameter
β2 to lowest order.
There are several ways to achieve phase-matching. As we can see, in the vicinity of the
zero-dispersion wavelength λZDW , β2 is small. For small frequency shifts Ωs, this phase mis-
match can be canceled by the mismatch induced by waveguide dispersion, as both dispersions
are comparable and have opposite sign. This technique restricts the working wavelength of
SFWM near λZDW . Researchers have shown photon-pair generation near telecom wave-
length (1.5µm) using dispersion shifted fiber [22]. However, to separate photons from the
pump is challenging because the photons are very close to the pump wavelength, and for the
same reason, they can be easily contaminated by spontaneous Raman scattering.
2.3.3 Phase-matching using self-phase modulation
The above discussion assumes low pump power such that we can ignore higher-order nonlin-
ear effects. The high peak power of the pulsed pump can introduce an intensity-dependent
refractive index through the optical Kerr effect:
n(ω) = n0(ω) + n2I, (2.37)
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where n0(ω) is the index from the Sellmeier equation and n2 is the Kerr nonlinearity, which
is around 10−20 m2/W for silica. A nonlinear parameter γ can then be defined as:
γ =
ωn2
cAeff
, (2.38)
where Aeff is effective mode area, which is equal to piw
2
0. Assuming γ is constant across the
pump bandwidth, the resulting nonlinear phase shift can be written γPz, where P = IAeff
is the peak power of the pump. Note that this additional nonlinear phase shift applies to
the pump in the time domain. The time-varying phase contributes to the creation of new
frequency components, thus leading to a broader spectrum after propagation through the
medium. This phenomenon is called self-phase modulation (SPM).
The SPM-induced phase mismatch ∆kSPM in SFWM is −2γP . To compensate this phase
mismatch, one has to work in the abnormal dispersion regime, in which the phase mismatch
due to material dispersion (Equation 2.36) will take a positive sign. The frequency shift Ωs
now takes the form:
Ωs =
√
2γP
|β2| , (2.39)
from which we can see that by increasing pump power or using fiber with a large nonlinear
parameter one can have large frequency separation between the pump and idler and thus
less Raman contamination at the idler wavelength. However, the high pump power or
nonlinearity will increase the multi-pair generation rate, which degrades the quality of the
photon-pair source. Photonic crystal fiber (PCF) that has large nonlinearity (around two
orders of magnitude higher than conventional fiber) has been demonstrated to generate
photon pairs efficiently [102,137]. Note that because of the square root relation, the frequency
separation induced by the pump power or nonlinearity is still somewhat limited in the
anomalous dispersion regime. The separation is typically around 10 THz.
The above discussion ignores the higher-order dispersion terms such as β4. Close to the
zero-dispersion wavelength, when β2 is small, the β4 term may become comparable. In the
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normal dispersion regime, there exists a situation when β2 > 0, β4 < 0. This can also be
used to compensate the phase mismatch induced by SPM. The frequency separation Ωs now
can be much larger than in the anomalous dispersion regime. It has been shown [138] that
around 190 nm separation between idler and pump can be achieved using this phase-matching
technique.
Note that this phase-matching mechanism still needs to work around the zero-dispersion
wavelength. Although the engineering of PCF can shift the zero-dispersion wavelength, the
narrow tunability limits the technique’s ability to match to various quantum devices.
2.3.4 Birefringent phase-matching
In addition to chromatic dispersion and self-phase modulation, polarization-mode dispersion
can be used to achieve phase-matching in optical fiber. Figure 2.6 shows two types of
polarization-maintaining fiber (PMF). There are two stress rods inserted inside the fiber to
introduce well-defined mechanical stress. Based on the shape of the stress rods, one is called
panda-type and the other is called bow-tie type PMF. Two axes are thus defined: a slow axis
and a fast axis. Light propagating on the slow axis will experience an additional refractive
index ∆n, called birefringence, which is the difference between the refractive index of the
slow and fast axes: ∆n = nslow − nfast.
If two pumps propagate on the slow axis and signal/idler propagate on the fast axis, the
phase mismatch can then be written as [139]:
∆k = 2k(ωp)− k(ωs)− k(ωi) + 2∆nωp
c
. (2.40)
For simplicity, we neglect here the effect of self- and cross-phase modulation, which can be
justified when the pump power is low enough. This is in contrast with the methods used in
PCFs [140], telecom fibers [22] or silicon waveguides [141] where phase-matching relies on
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Figure 2.6: Polarization-maintaining fibers. The stress rods introduce well-defined mechan-
ical stress such that the polarization of light is preserved if propagating on the axis of PMF.
The left is the bow-tie type PMF and the right is the panda-type PMF.
centering the fields around λZDW . Using Equation 2.36, we can obtain:
Ωs =
√
2ωp∆n
cβ2
. (2.41)
Note that in this configuration of the pump propagating on the slow axis, we need to work
in the normal dispersion regime with β2 > 0, but this is not required to achieve phase-
matching. For example, one can work in the anomalous dispersion regime and have the
pump propagating on the fast axis. For most of our work, we will focus on the current con-
figuration. Thanks to the large birefringence of commercially available PMF, two advantages
of using birefringent phase-matching can be immediately seen. First, the phase-matching
can be achieved far from the zero-dispersion wavelength [99, 103], which greatly increases
the flexibility in terms of experimental realization. This means one can generate favorable
wavelengths according to the application. Second, it is possible to create the idler far from
the pump wavelength to avoid Raman contamination even at room temperature.
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Figure 2.7: Setup used to determined the axis of PMF. HWP, half-wave plate; PMF, polar-
ization maintaining fiber; PL, polarizer.
Experimentally we can measure the birefringence of PMF to estimate the Ωs. First of
all, we have to know how to launch the pump onto the axis (slow or fast) of PMF. As it
is shown in Figure 2.7, assuming a linearly polarized pump, one can rotate the half-wave
plate (HWP) to change the polarization of the pump. A polarizer after the fiber can be
used to test the degree of linear polarization. If the pump polarization is not well-aligned
to the axis, the output polarization will be elliptical, thus resulting in low extinction ratio.
By maximizing the extinction ratio of the output, one can determine whether the pump is
aligned with one of the axes. A typical extinction ratio is from 50 to 150, which shows the
polarization is not maintained perfect in reality.
If we rotate the polarization of the pump to be at 45◦ to one of the axes and put the
polarizer at 45◦ as well, we can observe interference between components propagating on the
slow and fast axis. If the field propagating on the fast axis is E0(t), the field propagating on
the slow axis will be delayed by τ = ∆nL/c, where L is the length of the fiber. The total
field after the fiber is E(t) = E0(t) +E0(t− τ). If we take the Fourier transform of E(t), we
obtain:
E(ω) = F [E(t)] = E0(ω) + E0(ω)e
iωτ , (2.42)
where we use the Fourier transform of the light field in the time domain: F [E0(t)] = E0(ω).
If we observe the intensity on a spectrometer, we will have |E0(ω)|2(1 + cosωτ), that is,
46
fringes on the envelope of the pump spectrum, shown in Figure 2.8. The period τ of the
fringes is inversely related to the spacing between neighboring peaks ∆λ:
2pi
τ
= ∆ω =
2pic∆λ
λ2
. (2.43)
The birefringence ∆n then can be calculated as:
∆n =
λ2
∆λL
. (2.44)
The measurement shown in the figure is measured using one-meter long PM780-HP fiber
under 780 nm pump. The birefringence ∆n can be estimated to be about 4.7× 10−4. For a
typical β2 = 35 fs
2/mm at 800 nm, the frequency separation Ωs can be as large as 73 THz,
which is far from the Raman peak at 13 THz. This configuration thus almost completely
avoids the Raman contamination.
There are other configurations that can occur in PMF. For example, in the anomalous
dispersion regime, one can propagate the pump on the fast axis and generate photon-pairs
on the slow axis. Two pumps can also propagate on the slow and fast axis respectively
and generate photon pairs with orthogonal polarization; however, this configuration often
yields smaller frequency separation. In this thesis, we will mainly consider the case of the
pump launched on the slow axis. The above discussion assumes degenerate pumps. For
non-degenerate pumps, there is even more flexibility such as generating degenerate signal
and idler.
2.4 Reasons for using polarization-maintaining fiber
There are several reasons why we choose optical fiber, especially PMF, for photon-pair
generation. Even though the χ(3) (∼ 10−24 m2/V2) nonlinearity is weak compared to χ(2)
(∼ 10−12 m/V), spontaneous four-wave mixing can take advantage of the tight confinement
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Figure 2.8: The interference spectrum of light propagating on the fast and slow axes of PMF.
The spacing between neighboring peaks is about 1.3 nm, thus indicating a birefringence of
4.7× 10−4.
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within optical fiber as well as long interaction length. A high generation rate of photon-pairs
has been demonstrated in standard optical fiber [99, 103].
Photons generated in optical fiber are intrinsically in a single spatial mode that is suitable
for coupling into networks composed of similar fibers. It has been shown (and we will also
show) the coupling efficiency to single-mode fiber can be at least 85%. To get good mode-
matching or coupling from photons generated from χ(2) crystal requires a lot of engineering
effort. Mode mismatch could result in coupling loss, which may become an issue in real
applications. In free space, non-Gaussian spatial modes of the photons normally reduce the
efficiency of interfacing with quantum operations such as storage in atomic vapor quantum
memories and of coupling into single-mode silica fiber for distribution.
Particularly for PMF, Raman contamination can be almost completely avoided at room
temperature due to the large frequency separation from the pump thanks to the large bire-
fringence. In practice, this greatly reduces the effort of minimizing noise.
The birefringent phase-matching removes the restriction of working near the zero-dispersion
wavelength, thus increasing the flexibility or tunability of the photon source based on SFWM.
As shown in Figure. 2.9, as we tune the pump wavelength, the wavelengths of signal and
idler can cover from UV, visible to telecom wavelengths. This means we can easily choose
our preferred wavelength, for example, to match atomic transitions that can be used for
realization of quantum storage and retrieval. One can also generate one photon at telecom
wavelength and use it for long distance communication, and the other photon at visible
wavelength to benefit from the high detection efficiency of available single-photon detectors.
Using commercially available PMF may greatly reduce the cost of the photon source as
well as building a quantum network thanks to the mature fiber manufacturing technology.
Our fiber does not need special engineering and is easily obtained off-the-shelf. It can also
be connected to other available in-fiber components including fiber lasers, filters, splitters,
etc.; thus, the overall setup can be compact.
Last but not least, it has been shown that spectrally uncorrelated photon-pairs can be
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Figure 2.9: Phase-matching plot for degenerate pump. The x-axis shows the pump wave-
length. The y-axis shows the signal or idler photon wavelength. The green and red lines are
idler and signal photon, respectively. We also plot the pump wavelength (blue) for reference.
created in standard optical fiber [103]. It is easy to engineer our fiber source, such as by
cutting different fiber lengths, to achieve different correlations between signal and idler. This
makes it a promising source for future quantum information applications.
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Chapter 3
Polarization-entangled photon-pair
generation in commercial-grade
polarization-maintaining fiber
In this chapter, we first introduce photon-pair generation in polarization-maintaining fiber
(PMF) via spontaneous four-wave mixing, in which we show some characteristics of the
photon-pair source, such as its second-order correlation function, coincidence-to-accidental
ratio as well as its power dependence. Then we focus on the demonstration of polarization-
entangled photon-pairs [105]. The detailed experimental setup is described. We introduce
the characterization of the polarization-entangled state using quantum state tomography
and quantum interference visibility measurements. Our attempts to improve the quality of
the entanglement is discussed.
3.1 Photon-pair generation in PMF
Before creating entangled photon pairs using PMF, we need to verify the photon-pair genera-
tion through spontaneous four-wave mixing (SFWM). As we mentioned in previous sections,
when the pump propagates on the slow axis of the PMF, shown in Figure 3.1, two side-band
photons will be spontaneously emitted on the fast axis. The blue-shifted photon is usually
called the signal while the red-shifted photon is called the idler.
The pump beam comes from a 80 MHz Ti:sapphire femtosecond laser working at 726 nm
central wavelength that generates pulses with approximately 6 nm full-width-at-half-maximum
(FWHM) bandwidth. The spectrum of the pump can be measured with an Ocean Op-
tics USB2000, which is a versatile, general-purpose spectrometer covering the range 200 −
1100 nm. To avoid damaging the device, neutral density (ND) filters are needed to attenuate
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Figure 3.1: Schematic of photon-pair generation in standard polarization-maintaining fiber.
The pump is launch onto the slow axis of the PMF, which produces signal and idler on the
fast axis.
the beam. The pump spectrum is shown in Figure 3.2.
To observe the signal and idler, we use the experimental setup shown in Figure 3.3. A
bandpass filter is used for the pump to get rid of the undesired florescence as well as the
wings of the pump at signal and idler wavelengths. This is to ensure no photons are present
at the signal and idler wavelengths before the fiber. Sometimes a pulse shaper can also be
used to filter the spectrum of the pump. The pump is then focused into the fiber using a
10X objective and a three-axis fiber launch stage. Because the polarization of the pump is
orthogonal to the photons, a polarizer can be added after the fiber to block the pump and
Raman scattering. Signal and idler are separated by a dichroic mirror (DM) and coupled
into single-mode fibers. Bandpass filters are inserted to further suppress the pump photons.
Single-mode fibers can be connected to a spectrometer or single-photon detectors. Note
that because different colors have different focal lengths, the signal or idler may not be well-
collimated. Using different lenses for signal or idler may achieve better coupling efficiency; in
principle the output collimator should be similar to the lens used for signal or idler coupling.
We use an Andor Shamrock SR-303i spectrograph and iDus 420 camera to measure the
spectrum of the photons. The Andor Shamrock SR-303i is a high-resolution grating-based
fully-automated spectrograh, which has three grating sets for different resolutions. The
highest resolution can be 0.06 nm. The iDus 420 camera is single-photon-sensitive and can
detect photons from UV to visible and near infrared. The peak quantum efficiency is about
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Figure 3.2: Spectrum of the pump pulse at 726 nm.
Figure 3.3: Experimental setup to measure photon pairs generated from polarization main-
tianing fiber. BFP, bandpass filter; HWP, half-wave plate; L, lens; PMF, ploarization main-
taining fiber; PL, polarizer; DM, dichroic mirror; APD, avalanched photodiode.
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90%. The entire spectrometer is lossy compared to single-photon detectors because of the
gratings inside the spectrograph. With its single-photon sensitivity, one has to use it with
care. We ensure the pump light is filtered out before starting the acquisition and acquire at
the fastest shutter speed (∼ 10 ms) at the start.
One may not observe the signal or idler at first. It is possible the pump is launched
onto the wrong axis (fast axis), for which we can test using a half-wave plate to rotate the
polarization by 90◦. Increasing the pump power or integration time of the spectrometer may
help to observe the photons. For a 726 nm pump, the signal and idler photon spectra are
shown in Figure 3.4. The center wavelengths of the signal and idler are 634 nm and 850 nm,
respectively.
Figure 3.4: Specrum of signal and idler. The signal (blue) is at 634 nm and idler (red) is at
850 nm.
Silicon-based avalanche photodiodes (APDs) can be used to count the photons. An
APD is a photodetector in which the carriers (electrons and holes) excited by absorption of
incoming photons are amplified by an internally applied voltage. Our four-channel APDs
(Excelitas SPCM AQ4C) have a dead time of about 50 ns and a peak count rate > 4M/s.
The typical dark count rate is about 500/s. The efficiency at the signal wavelength (634 nm)
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is about 50%−60% while at the idler wavelength (850 nm) the efficiency is about 30%−40%.
The electric signal from the APDs is a 25 ns wide TTL pulse which is sent to our home-built
field-programmable gate array (FPGA) (later we use commercial counter IDQ800) to count
the coincidences.
Figure 3.5: Power-dependence of single count rate for (a) signal (blue dots) and (b) idler (red
dots). Red lines are fits to a quadratic function. The good agreement indicates a quadratic
dependence on pump power.
We can measure the photon counts as a function of pump power. In Figure 3.5(a) and (b),
the counts of signal and idler photons indicate a quadratic dependence on pump power, which
agrees with our expectation. When measuring the idler, one has to be careful about filtering,
because even though Raman scattering is almost negligible there is still some that may
contribute to single counts of the idler. Thus, the counts of the idler sometimes are affected
by the choice of filter. Fortunately, the single counts do not add much noise to the coincidence
counts between signal and idler, which is shown in Figure 3.6. To prove the generation of
photon pairs, one can calculate the second-order correlation g(2) (Equation 1.17) of the signal
and idler [99]:
g
(2)
s,i =
pc
pspi
=
NcR
NsNi
, (3.1)
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where Nc, Ns, Ni are the count rates of coincidences, signal and idler; pc,s,i are the corre-
sponding probabilities per pulse; and R is the repetition rate of the pump, which is 80 MHz.
Based on our definition, pc,s,i = Nc,s,i/R. A large g
(2)
s,i indicates strong correlation between
signal and idler. For an uncorrelated ps and pi, the probability of getting a coincidence is
pc = pspi, making g
(2)
s,i = 1.
Figure 3.6: Power-dependence of the coincidence-count rate (black squares) and quadratic
fitting function (red line). It exhibits a quadratic power dependence on pump power.
The value NsNi/R gives the accidental coincidence rate due to two photons counted as
coincidence that do not come from a correlated photon pair. Specifically, the single count
Ns,i can be written as [142]:
Ns,i = (N +N
s,i
u )ηs,i +N
s,i
d , (3.2)
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where N the raw photon-pair count rate, N s,iu is undesired noise in the signal or idler channel,
N s,id is dark count of the detector, and ηs,i is the heralding efficiency of the signal or idler
channel, which includes the transmission of the optics, coupling efficiency and detection
efficiency of the detector. The heralding efficiency ηs (ηi) gives the probability to detect the
signal (idler) photon when the idler (signal) photon is detected, from which the loss of the
signal (idler) channel can be calculated. The coincidence Nc is given by:
Nc = Nηsηi +
NsNi
R
. (3.3)
Accidental coincidences may come from various sources such as multi-pair generation, Raman
noise, background or dark counts. The coincidence-to-accidental ratio (CAR) is a figure-
of-merit to evaluate the quality of photon-pair sources. The g
(2)
s,i measurement is a way to
estimate the CAR. As an example, with 25 mW pump, for three trials the measured signal
count rate is 429,000 ± 9,000 /s and idler count rate is 285,000 ± 6,000 /s. The coincidence
count rate is 84,000±2,000 /s. The g(2)s,i can then be calculated as 55±1. When the noise terms
including N s,id , N
s,i
u and accidentals are negligible, which is usually the case, we can simplify
the expression of g
(2)
s,i as R/N . This means g
(2)
s,i yields the inverse of the pair generation rate
per pulse. In our example, the pair generation rate is about 0.018 per pulse. The heralding
efficiency can now be calculated as: ηs = Nc/Ni = 29.4% and ηi = Nc/Ns = 19.5%. We can
estimate our coupling efficiency knowing our loss (63% transmission) and detector efficiency
(∼ 55%) to be 85%.
I want to point out that depending on how we count the coincidences or accidentals,
the last term in Equation 3.3 may be overestimated a little bit. For example, with a non-
unit efficiency ηs,i, one may lose a signal or idler photon in the correlated pair and get an
accidental coincidence; thus, a factor (1− ηs)(1− ηi) needs to be multiplied against the last
term. Equation 3.3 is a good estimation for fair efficiencies ηs,i. This can be seen when we
use a histogram to measure signal-idler correlation and CAR. In Figure 3.7, the central peak
57
indicates strong temporal correlation between signal and idler. The tiny peaks are accidental
coincidences. The separation between them is 12.5 ns, which is the period of the pump pulse
train. The CAR can be estimated by calculating the ratio between the coincidence peak and
average accidental peak. For the same parameters used above, the CAR is 84± 1, which is
comparable to the g
(2)
s,i calculation, but a bit larger, as is usual.
Figure 3.7: Histogram of signal and idler correlation. The central peak indicates strong
temporal correlation between signal and idler photons, while the side peaks are accidental
coincidences.
If the photon-pair source is used as a heralded single photon source, the second order
correlation function g(2) of the individual photons can be used to evaluate the quality of the
source. Using the setup shown in Figure 1.1 (c), the signal can be split into two channels,
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and the g
(2)
is1,is2
can be measured as [99]:
g
(2)
is1,is2
=
Nis1s2Ni
Nis1Nis2
, (3.4)
where Nis1s2 is the three-fold coincidence between the idler and the two signal channels, and
Nis1 and Nis2 are the coincidences between the idler and each signal channel individually.
We can measure the power dependence of g
(2)
is1,is2
(shown in Figure 3.8) as well as g
(2)
s,i (shown
in Figure 3.9). We can see g
(2)
is1,is2
 1 for all powers, indicating a heralded single-photon
source of good quality. Higher g
(2)
is1,is2
is a sign of increased multi-pair generation rate. In
principle, the lower the pump power, the lower the multi-pair generation rate and the better
the quality. Both g
(2)
is1,is2
and g
(2)
s,i can be used to evaluate the photon-pair source. Stronger
correlation between signal and idler means less undesired noise when it is used as a heralded
single-photon source. Lower g
(2)
s,i is also a sign of multi-pair generation.
3.2 Sagnac loop for entanglement generation
Entanglement between photons is a useful resource for many applications such as quantum
communication protocols, quantum computation schemes and fundamental tests of quantum
mechanics. Powerful techniques to create polarization-entangled photons have been demon-
strated using the nonlinear process of spontaneous parametric down-conversion (SPDC) in
bulk crystals, periodically-poled crystals and waveguides.
Photons generated in optical fiber, on the other hand, are in a single spatial mode that is
suitable for coupling into networks composed of similar fibers. With this in mind, generation
of polarization-entangled photons in photonic crystal fibers (PCFs) via spontaneous four-
wave mixing (SFWM) has been demonstrated [95,96]. Nonetheless, the spatial mode of the
photons emerging from PCFs is not perfectly compatible with single-mode fibers (SMFs)
without special treatment [98]. Generation of entangled photons at telecom wavelengths has
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Figure 3.8: Single photon purity g
(2)
is1,is2
(black squares) as a function of pump power and
quadratic fit (red line).
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Figure 3.9: Second-order correlation g
(2)
s,i between signal and idler as a function of pump
power, which can be used to estimate the coincidence-to-accidental ratio (CAR) and fit (red
line) to one over the square the of pump power.
been demonstrated in conventional fibers such as dispersion-shifted fibers (DSF) [22, 136]
and SMFs [143,144], thus enabling the integration of the source with a distribution network
composed of fibers. One of the difficulties arising from photon-pair generation in optical
fibers, including DSF and SMF, is the Raman scattering that occurs simultaneously with
the SFWM process and adds background photons (mainly at the idler wavelength), and thus
harms the pair-wise emission nature of the source.
As we mentioned before, photon pairs generated in polarization-maintaining fiber (PMF)
have various advantages, including low Raman noise and good spatial mode. Entanglement-
generation in commercially available PMF had not been demonstrated before. To generate
entanglement, we insert a PMF into a Sagnac loop configuration. A schematic of the Sagnac
loop is shown in Figure 3.10. The Sagnac loop, also called a Sagnac interferometer, is a
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Figure 3.10: Schematic of fiber Sagnac loop. A polarization maintaining fiber is inserted
with one end twisted by 90◦. A 45◦ pump enters though one port of a polarizing beamsplitter
and couples into both ends of the fiber. The generated photon pair will exit from the other
port of the polarizing beamsplitter.
symmetric interferometer. A beam is split into two arms that propagate through the same
optics; thus, this type of interferometer has good stability.
The pump, whose polarization is oriented at 45◦, is split equally by a polarizing beam-
splitter (PBS). The horizontal component is transmitted and then coupled into one end of
the PMF. The pump is launched onto the slow axis of the fiber and can generate photon
pairs with vertical polarization. The other end of the fiber is twisted by 90◦ such that af-
ter exiting the fiber photon pairs are transmitted by the PBS with horizontal polarization
through the output port. This photon-pair state can be written as:
|ψHH〉 = |φHH〉 ⊗ |Hs, Hi〉 , (3.5)
where |φHH〉 denotes other degrees of freedom of the photon-pair such as time, space or
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spectrum, with H representing horizontal polarization, and |HsHi〉 is the polarization state
for the signal (Hs) and idler (Hi).
Similarly, another pair of photons with vertical polarization can be created by the vertical
polarization component of the pump that is reflected by the PBS. Both output states are
combined together by the PBS at the output port. Upon creation of a photon pair (note the
interaction’s lowest order produces only one pair), it is impossible to tell whether they were
generated in the clockwise or counter-clockwise path; thus, the two paths interfere, resulting
in the superposition of the two states:
|ψ〉 = 1√
2
(|φHH〉 ⊗ |HsHi〉+ eiϕ |φVV〉 ⊗ |VsVi〉) (3.6)
where ϕ is the relative phase between the two states. For an ideally symmetric Sagnac loop,
the outputs of the two counter-propagating paths are spatially, spectrally and temporally
indistinguishable such that |φHH〉 = |φVV〉; thus, by factoring out the terms of the other
degrees of freedom, the polarization-entangled state |Ψ〉 = (|HsHi〉+eiϕ |VsVi〉)/
√
2 is created.
The phase ϕ can be experimentally tuned to zero, so we can get one of the maximally
entangled states, called a Bell state:
|Ψ〉 = (|HsHi〉+ |VsVi〉)/
√
2. (3.7)
Note that the phase ϕ can be frequency-dependent. This may cause correlations between
the polarization and spectrum. We will consider this when we discuss stimulated emission
tomography, but for now we assume ϕ is frequency-independent. The corresponding density
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matrix can be written as:
ρ =

〈HH| 〈HV | 〈V H| 〈V V |
|HH〉 1
2
0 0 1
2
|HV 〉 0 0 0 0
|V H〉 0 0 0 0
|V V 〉 1
2
0 0 1
2

. (3.8)
In reality, imperfections in the Sagnac interferometer exist and result in differences be-
tween the two paths. Consequently, the polarization state is not described by a pure wave-
function but by the density matrix. Including the phase ϕ between the two pathways, we
can write down a general form for an imperfect density matrix ρim by tracing out other
degrees of freedom from |ψ〉 〈ψ|:
ρim =

〈HH| 〈HV | 〈V H| 〈V V |
|HH〉 1
2
0 0 1
2
eiϕα∗
|HV 〉 0 0 0 0
|V H〉 0 0 0 0
|V V 〉 1
2
e−iϕα 0 0 1
2

, (3.9)
where α = 〈φHH |φVV〉 indicates the indistinguishability between the two pathways. The
off-diagonal term describes the coherence, which decreases as the two pathways become
distinguishable. When it becomes zero, the state becomes a classical mixture of an |HH〉
and |V V 〉 state.
3.3 Experimental setup
The experimental setup is shown in Figure 3.11. The pump beam originates from a 80 MHz
Ti:sapphire femtosecond laser working at 726 nm central wavelength that generates pulses
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with approximately 6 nm full-width at half-maximum (FWHM) bandwidth. The pump is
cleaned up by a bandpass filter (Semrock FF01-710/40). A half-wave-plate (HWP1) sets
the polarization of the pump to 45◦. The horizontal and vertical polarization components
of the pump are balanced to a power of ∼ 5 mW each and coupled into opposite ends of a
20 cm-long PMF (Nufern PM630-HP), which is angle-polished to reduce back-reflections.
Figure 3.11: Experimental setup. M, mirror; L1-4 lens; HWP1-3, half-wave-plate; QWP1-2,
quarter-wave-plate; PBS1-3, polarizing beam splitter; PMF, polarization-maintaining fiber;
DM, dichroic mirror; BPF1-2, band-pass filter; SMF, single-mode fiber; APD, avalanche
photodiode; FPGA, field programmable gate array. Adapted from Ref. [105], Optical Society
of America.
In order to achieve spatial overlap between the two pathways, we need to align the Sagnac
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loop. One may notice that the input of one direction is the output of the other direction;
thus, changing the output will affect the coupling for the input. To achieve good spatial
overlap, one can make sure the coupling to the fiber in both directions is as good as possible.
In the ideal case when 100% coupling efficiency is achieved, the input field will be overlapped
with the output field.
One of the advantages of our source configuration is the pump is going back through the
input port, which can partially suppress the pump field and further suppress the Raman
noise since most of the Raman photons have the same polarization as the pump. One may
need to add a half-wave plate in the loop temporarily to direct the light to down-stream to
help with the alignment.
Another procedure is to find the axis of the fiber for both directions. To eliminate the
use of half-wave plates in the Sagnac loop, we decided to rotate the fiber instead, because
there is no half-wave plate that can cover such a wide range from signal to idler wavelength.
Directly rotating the fiber axis can function as a practically infinitely-broadband half-wave
plate. To achieve this we engineer the fiber mount such that it is rotatable. Because rotating
the fiber will change the coupling, it is better to align the axis for the output end first. One
can place a power meter at the output port of PBS1 and add a half-wave plate in front of
the input of the fiber. Once the power is minimized, we know the axis is found. To ensure
it is the right axis, it is best to test for photon-pair generation to ensure the pump is indeed
propagating on the slow axis. Then we take out the wave plate, couple the light into the
fiber end for which we just found the axis and use the same method to find the axis of the
other end.
Inside the Sagnac loop, two sideband photons are created, the signal at 634 nm and
the idler at 850 nm. The entangled state is generated at the output port of PBS1. A
dichroic mirror (DM) (Semrock FF685-Di02) reflects the signal photons and transmits the
idler photons. A bandpass filter (BPF1) (Semrock FF01-630/20) at the signal arm is used
to suppress the pump and other background while another bandpass filter (BPF2) (Semrock
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FF01-832/37) does the same at the idler arm. Each arm then goes through a polarization
analyzer composed of a quarter-wave-plate (QWP), a half-wave-plate (HWP) and a PBS.
The wave plates are mounted on motorized rotation states so that all the measurements can
be automated. The PBS can be replaced by a polarizer to get better extinction ratio. The
photons transmitted through PBS2 and PBS3 are coupled into SMFs connected to silicon-
based avalanche photodiodes (APDs) that detect the photons (Excelitas SPCM AQ4C).
The electronic output of the APDs is analyzed by a coincidence counter based on a field-
programmable gate array (FPGA) [145] connected to a personal computer.
3.4 Polarization entanglement characterization
3.4.1 Quantum state tomography
To verify the generation of a polarization-entangled state and evaluate the quality of the
state, we have to characterize the quantum state. There are many ways to do so. One of
the methods is quantum state tomography (QST) [146]. QST is a way to reconstruct the
density matrix of an unknown quantum state. As we know, any single qubit state ρ can be
written in the basis of Pauli matrices as:
ρ =
1
2
(I + ~r · ~σ) = 1
2
(I + r1σ1 + r2σ2 + r3σ3), (3.10)
where I is identity matrix, σi=1,2,3 is the Pauli matrix, and ri=1,2,3 is the weight of each basis.
In the visualization of the Bloch sphere, ~r is the vector that represents the state and ri=1,2,3
are corresponding coordinates in the Bloch sphere. If we write I as σ0, the above notation
for ρ can be simplified to:
ρ =
1
2
3∑
i=0
riσi. (3.11)
In the picture of polarization, the Pauli matrix can be written in the basis of H, V, D =
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(H + V )/
√
2, A = (H − V )/√2, R = (H + iV )/√2, orL = (H − iV )/√2. For example,
σ3 = |H〉 〈H| − |V 〉 〈V |. If one makes a measurement on the σ3 basis, the average value of
σ3 is Tr(ρσ3) = PH − PV = r3. This means by measuring the probability of H or V , one
can determine the coefficient r3. Note that we only need to measure PH or PV , because
PH + PV = 1. Similarly, other parameters can be determined to reconstruct the density
matrix. Because the 2 × 2 matrix only has 4 − 1 free parameters (Tr ρ = 1 will get rid of
one parameter), we need to perform 3 measurements.
For a two-qubit state, as is the polarization-entangled state we generate, the density
matrix has a similar form:
ρ =
1
4
3∑
i,j=0
(rijσi ⊗ σj). (3.12)
One can see that there are in total 42 − 1 = 15 free parameters that need to be determined.
One can easily verify that Tr ρ(σi ⊗ σj) = rij. There are four possibilities for constructing
each rij. For example, for polarization measurement on the {D, A} ⊗ {H, V } basis, we
have r13 = PDH − PDV − PAH + PAV . Note that not all 36 possibilities are independent. In
principle, one can take 16 of 36 measurements on different joint combinations of all six bases
(H, V, D, A, R, L). However, to get all information, including complimentary orthogonal
measurements, we often take 36 measurements for better accuracy. The measurement over all
combinations can help us determine the probabilities even when there is an overall intensity
drift.
In practice, we usually do not use our measured probabilities to construct the density
matrix directly, because the reconstructed density matrix sometimes appears “illegal”. A
legitimate state corresponds to a non-negative definite Hermitian matrix of trace one. A
common way to determine the density matrix is to use the maximum likelihood method to
numerically search for a legitimate density matrix whose expectation values best match the
actual measured counts. More detailed information can be found in Ref. [146]. A typical
setup for QST is shown in Figure 3.12. In each arm, the polarization analyzer consists of
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Figure 3.12: Schematic of polarization quantum-state tomography. A typical polarization
analyzer consists of a quarter-wave plate, half-wave plate and a polarizing beamsplitter.
APD, avalanche photodiode.
a QWP, a HWP and a PBS. The PBS defines the |H〉 basis. Applying the transformation
matrices for HWP and QWP as in Equation 1.23 to the state |H〉, one can obtain the
measurement basis |M〉k in each arm:
|M〉k = Qk(θ)Hk(θ) |H〉k , (3.13)
where the index k = s, i refers to the signal or idler arm. The two qubits’ projection operator
M thus can be written as (|M〉s ⊗ |M〉i)(〈M |i ⊗ 〈M |s). Hence, the expectation value of the
measurement M is Tr(ρM), which gives the probability of finding state |Ms〉 ⊗ |Mi〉. To
obtain the expected counts for each measurement, one has to multiply by the total counts.
The measurement M can be corrected in practice for an imperfect PBS and wave plates.
Note that if we use two detectors for each photon, e.g. one detector for the transmission of
the PBS and another detector for the reflection of the PBS, one can obtain complimentary
information simultaneously, which can reduce the total measurements to 9.
To perform quantum state tomography, we measure coincidences between signal and
idler under all combinations of {H, V, D, A, R, L}⊗{H, V, D, A, R, L} polarization bases,
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Figure 3.13: Setup to calibrate the axis of wave plates. When there are no optics between the
polarizers or when the axis of the wave plate is aligned to the polarization of the reference
light, the output will be minimized.
totalling 36 measurements. All rotations of wave plates are controlled by a LabView program.
To achieve this, we have to calibrate the axes of all the HWPs and QWPs. A simple setup,
shown in Figure 3.13, can do the job. A light beam with known polarization (e.g. vertical
polarization directly from a laser) passes through a pair of polarizers, which are orthogonally
polarized such that the output is minimized. The first polarizer has to be aligned with
polarization the same as the light beam. Any birefringent optic such as a wave plate can
be inserted in between the two polarizers. If the axis of the optic is well-aligned to the
polarization of the input beam, the polarization will not be rotated; thus, the output will be
still minimized. In this way we can record all axis positions and put them in the program.
All coincidences are then recorded and used to reconstruct the density matrix of the
polarization-entangled state. The reconstructed density matrix is shown in Figure 3.14. The
left and right diagram are the real and imaginary parts of the density matrix, respectively.
The off-diagonal terms clearly indicate coherence.
With the knowledge of the density matrix, many characteristics of the quantum state
can be calculated. The fidelity F indicates the degree of overlap between the measured state
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Figure 3.14: Real and imaginary parts of the reconstructed density matrix. Without any
corrections or background subtractions the fidelity to the Bell state |Φ+〉 = (|HsHi〉 +
|VsVi〉)/
√
2 is calculated as 95.86 ± 0.10%. Adapted from Ref. [105], Optical Society of
America.
and the target state and can be calculated as [147]:
F =
(
Tr
√√
ρ0ρ
√
ρ0
)2
, (3.14)
where ρ0 is the target state and ρ is the state we measure. If ρ0 = |ψ〉 〈ψ| is pure, the above
expression can be simplified to 〈ψ| ρ |ψ〉. If both ρ0 = |ψ〉 〈ψ| and ρ = |φ〉 〈φ| are pure, the
fidelity becomes |〈ψ|φ〉|2. Using the expression in Equation 3.14, our reconstructed density
matrix yields 95.9%± 0.1% fidelity to the maximally entangled state (|HH〉+ |V V 〉)/√2.
To quantify the degree of entanglement, one can define a “spin-flip” matrix σy⊗σy [148]:
σy ⊗ σy =

0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0

. (3.15)
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A non-Hermitian matrix Ξ can then be written as ρσy ⊗ σyρ∗σy ⊗ σy. Ξ has only real and
non-negative eigenvalues: λ1, λ2, λ3, λ4, in decreasing order. The tangle of the state ρ is
defined as:
T = (max{0, λ1 − λ2 − λ3 − λ4})2. (3.16)
The square root of T is called the concurrence C. Another measurement of entanglement is
called the entanglement of formation E = h(1
2
+ 1
2
√
1− T ), where h(x) = −x log2(x)− (1−
x) log2(1−x) is Shannon’s entropy function. All of these measure the non-classical properties
of the bipartite system. The tangle T can range from 0 to 1. For a two-photon state that
is unentangled, T = 0, while for a maximally entangled state T = 1. One can calculate the
tangle for the state in Equation 3.9 to obtain T = |α|2. Indeed, if the two pathways are
indistinguishable, we have α = 1, and thus T = 1, but if there is some information that can
distinguish the two pathways, we will have a lower tangle T < 1. Our reconstructed density
matrix yields a tangle T = 0.852 ± 0.005 (all errors are estimated assuming Poissonian
statistics of the counts). Note that a minimum tangle of 0.5 is needed to violate Bell’s
inequality.
There is another quantity that measures the degree of mixture of the quantum state,
called the linear entropy, which is related to the definition of the purity of the quantum
state P = Tr ρ2. The linear entropy L is given by:
L =
4
3
(1− Tr ρ2). (3.17)
For a pure state, we have L = 0, while for a completely mixed state we have L = 1. Our
measurement of the polarization-entangled state gives a linear entropy L = 0.102± 0.003 or
purity P = 92.3%± 0.2%.
Note that the above characteristics of our measured polarization-entangled state, namely
F, T, andL, are without any corrections or background subtractions.
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3.4.2 Quantum interference visibility
-100 0 100 200 300
0
2000
4000
6000
8000
10000
 
 
 D/A
 H/V
R
aw
 c
oi
nc
id
en
ce
 c
ou
nt
s 
/ s
signal (deg)
Figure 3.15: Quantum interference visibility in the H/V (red triangles) and D/A (black
circles) bases. θsignal is the angle by which the signal arm polarization is rotated. Adapted
from Ref. [105], Optical Society of America.
In addition to the quantum state tomography, we can also measure the quantum interfer-
ence visibility to evaluate the quantum state. A typical setup is similar to the quantum state
tomography setup shown in Figure 3.12, except instead of using a quarter- and half-wave
plate in each arm, we only use one half-wave plate and a polarizer. The general procedure is
that we fix the polarization projection in one arm and perform a rotation of the polarization
measurement in the other arm. For example, if we measure the |H〉 state in the signal arm
(HWP1 is fixed at 0◦), the idler will be projected onto the |H〉 state. The rotation of the
half-wave plate (HWP2) in the idler arm will result in a sinusoidal coincidence rate. This is
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trivial because we generate photon-pairs with two polarizations states, |HH〉 and |V V 〉. To
see the quantum interference between the |HH〉 and |V V 〉 terms, we fix the projection on a
diagonal basis |D〉 in the signal arm (HWP1 is fixed at 22.5◦) and rotate the half-wave plate
in the idler arm. One can verify that the maximally entangled state (|HH〉+ |V V 〉)/√2 can
be written in the basis of D/A as (|DD〉 + |AA〉)/√2. For a classical mixture, we will not
see a change of coincidence rate; however, we will observe interference for a superposition
of |HH〉 and |V V 〉 states. As we rotate the HWP2 by angle θ, the coincidences between
signal and idler are recorded. The measured curves for the H/V and D/A bases are plotted
in Figure 3.15. The visibility is defined as:
V =
Cmax − Cmin
Cmax + Cmin
, (3.18)
where Cmax and Cmin are the maximum and minimum of the coincidences. The curves shown
in Figure 3.15 gives a visibility of 99.2%± 0.5% in the H/V basis and 93.4%± 0.6% in the
D/A basis.
We can validate the visibility measurement from the reconstructed density matrix. As
an example, for the D/A basis visibility measurement, the measurement basis now can be
written as:
|M〉 = Hs(22.5◦) |H〉s ⊗Hi(θ) |H〉i . (3.19)
By calculating Tr ρ |M〉 〈M | the expected visibilities can be obtained. The expected visibility
from our reconstructed density matrix are 99.1% and 92.9%, respectively, which agrees with
our visibility measurement.
3.5 A journey toward better entanglement
The result we showed in the previous section was not obtained trivially at the beginning. It
took a lot of effort to achieve it, though the result is still not perfect. The quality of the source
74
can be affected by a lot of factors. A good source needs careful design and alignment, good
optics, as well as complex physical considerations. I want to describe this in two categories.
One kind of factor is the physical reasons. As we briefly mentioned in the previous section,
the quality of entanglement can be reduced due to distinguishability between the two paths
in which the photons are created. The distinguishability includes spatial, temporal as well as
spectral distinguishability. Another kind of factor is the technical reasons such as imperfect
optics, misalignment, etc. All these issues are discussed below.
3.5.1 Degradation due to an imperfect system
First of all, I want to introduce a simple model to estimate the best quality of entanglement
that can be achieved, beyond any inherent distinguishability. Assume we can measure the
photon pairs generated in the two directions through the fiber individually, e.g. the |HH〉
and |V V 〉 states. They can be described by ρHH and ρV V , as they may be pure or mixed.
The density matrix can be diagonalized, with |ψi〉 and |φj〉 eigenstates of ρHH and ρV V ,
respectively. The corresponding eigenvalues are pi and qj, which indicate the probability of
each eigenstate. If we assume the states from each direction can be perfectly superposed,
we can write the final state ρs by mixing all possibilities:
ρs =
4∑
i,j
piqj
1
2
(|ψi〉+ |φj〉)⊗ (〈ψi|+ 〈φj|). (3.20)
If the states from the two directions are pure |HH〉 and |V V 〉, there is only one eigenvalue
p1 = q1 = 1; thus, a maximally entangled state can be achieved. If there is a mixture already
present in the two pathways, ρs can not be optimal even there is no inherent distinguisha-
bility. The fidelity, tangle or linear entropy can be calculated from ρs. With this knowledge,
we will know how much we need to improve the quality through fine-tuning the single-pair
generation. For example, for a ρHH and ρV V with 90% purity, the maximum entanglement
that can be obtained is around 0.67% and the fidelity to the maximally entangled state is
75
about 90%. The reduced entanglement and fidelity come from the mixture of different Bell
states, which originates from the impurity of the ρHH and ρV V pairs.
There is also imperfection due to the measurement itself, such as crosstalk of the polar-
izing beam splitter and imperfect wave plates. These can be corrected for in our quantum
state tomography measurement. As a reference, the typical improvement of the fidelity when
taking these imperfections into account is around 1% ∼ 2%. In the following discussion, we
ignore the imperfections of the measurement itself.
The reduced purity of a single pair can come from various sources, depending on the
system configuration. The first sources we consider are the imperfect PBS in the Sagnac
loop and the misalignment of the fiber axis. If the PBS is perfect, even if the fiber axis
is misaligned, the other components will be filtered by the PBS. If the fiber axis is well-
aligned, an imperfect PBS will not introduce additional components to the output, but will
cause loss. However, if both are imperfect, one may find a mixed state for both pathways.
We quantify this effect by simply pumping in one direction without the loop (but with the
PBS). This tells us that after careful alignment, we can experimentally improve the purity
of a single pair to 98.4% (99.8% after corrections).
Another contribution to the mixing is the back-reflection of photons from the optics,
such as objectives. In Figure 3.11, one can see that if signal or idler (or both) is reflected,
it will exit from the output port in the opposite direction but with orthogonal polarization,
thus creating undesired components: |HV 〉 , |V H〉 , |V V 〉. We check for this by placing a
band pass filter centered at the pump wavelength in different locations. Pumping in only
one direction, i.e., to create only horizontally polarized photon pairs, if the band-pass filter
is placed in front of the Sagnac loop, no back-reflection is blocked. If the band pass filter is
placed within the loop but in front of the fiber, the photon-pair generated will not be affected
but any reflected background will be blocked. We find that single counts are noticeably
higher in the undesired basis for the case when no back reflection is blocked. We care more
about the coincidence measurement, so a tomography of the state in different situations is
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Figure 3.16: Diagonal components of density matrix. The left shows the case when there
is back reflection of photons, which results in noticeable undesired components such as
|HV 〉 , |V H〉. The right shows the improved purity when the back reflected photons are
blocked.
recorded. The different components of the density matrix are plotted in Figure 3.16. We
can see clearly less undesired components when the back-reflection is blocked. The purity of
the single pair can improved from 89.7% to 98.1% if the back-reflection can be eliminated.
Unfortunately, for entangled photon-pair generation, we cannot insert such a filter to block
the back-reflection. We partially address this by using an angle-cleaved fiber such that the
back-reflected photons are reduced. Without blocking the reflection, the overall purity of
the single pair can be improved to 97.1%. Based on this we estimate the best entangled
state we can obtain has about 97.6% fidelity (98.9% after corrections).
3.5.2 Temporal distinguishability
Any distinguishability between the two pathways may reduce the quality of the entanglement.
The spectral state of the H- and V -polarized photons can be written as
|φαα〉 =
∫∫
dωs dωi fαα(ωs, ωi) |ωsωi〉 , (3.21)
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where α = H,V and |ωsωi〉 is a photon-pair state with signal (idler) at angular frequency ωs
(ωi). From Equation 2.27, the joint spectral amplitude of the |HH〉 state can be written as:
fHH = NA(ωs + ωi)φ(ωs − ωi), (3.22)
where A(ωs +ωi) is the pump envelope function, φ(ωs−ωi) is the phase-matching function,
and N is a normalization constant. For a Gaussian pump, A(ωs + ωi) has the form [149]:
exp
[
− ln (2)
(
ωs + ωi − 2ω0p
σp
)2]
, (3.23)
where σp is the full-width-at-half-maximum (FWHM) of the pump Gaussian spectral inten-
sity and ω0p is the pump central angular frequency. Assuming that the V -polarized photon
pair’s wavefunction is identical to the H-polarized one except for a temporal difference τ ,
e.g. fV V (ωs, ωi) = fHH(ωs, ωi) exp [−iτ(ωs + ωi)], one can calculate the overlap |〈φHH |φV V 〉|2
to determine the relation between the tangle T and τ :
T =
∣∣∣∣∫∫ dωsdωiN2|A(ωs + ωi)|2|φ(ωs − ωi)|2e−iτ(ωs+ωi)∣∣∣∣2
∼
∣∣∣∣F{|A(u)|2}∫ dv|φ(v)|2∣∣∣∣2
∼ exp
[
− τ
2
4 ln(2)/σ2p
]
,
(3.24)
where u = ωs + ωi and v = ωs − ωi. Thus, one can see the tangle is a function of τ with
FWHM ∆τ = 4 ln(2)/σp. When τ reaches zero, we can get maximal entanglement.
In order to see possible sources of distinguishing information between the H and V
created photons, we profiled the temporal and spectral shape of the pump pulses emerging
from the Sagnac interferometer. First, we performed an intensity cross-correlation of a
reference portion of the pump taken before entering the interferometer with the clockwise-
or counter-clockwise-traveling pump emerging out of the interferometer (see Figure 3.17(a)).
78
Figure 3.17: (a) Schematic of the measurement of intensity cross-correlations of a reference
portion of the pump before entering the fiber with the pump emerging out of the clock-
wise and counter-clockwise paths of the interferometer. M, mirror; BS1-2, beamsplitter;
L1-2, lens; HWP1-2, half-wave-plate; PBS, polarizing beam splitter; PMF, polarization-
maintaining fiber. (b) Schematic of the autocorrelator. L, lens; NC, nonlinear crystal; M,
mirror; D, detector.
The two pumps are sent to a home-built autocorrelator. A schematic of the autocorrelator
is shown in Figure 3.17(b). The two inputs of the autocorrelator may or may not come from
the same field. By measuring the sum-frequency light from the non-linear crystal, one can
determine the temporal profile of the input light field. The measured data gives the intensity
as a function of distance traveled by a translation stage. The intensity as a function of time
delay can be determined with ∆τFWHM(fs) = 3.33×
√
2∆DFWHM(µm), where ∆DFWHM is
the FWHM of the profile measured in distance.
The cross-correlation measurements indicate the existence of a delay between the pump
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pulses emerging from different paths. We find that this delay is a few tens of femtoseconds
and can vary between measurements depending on slight changes in setup alignment. An
example of a cross-correlation measurement is shown in Fig. 3.18(a). These findings em-
phasize the need for careful attention when using femtosecond pulses, even in a setup that
is nominally perfectly symmetric, such as the Sagnac interferometer. The symmetry of the
system may be broken due to imperfect spatial overlap between the incoming pump beam –
which is set by alignment – and the mode coupled into the PMF.
The spectral profile of the light is related to its temporal distribution. We investigate
distinguishing information that may arise due to asymmetric self-phase-modulation effects;
we compare the spectra of the emerging pumps (Fig. 3.18(b)), and find that spectral re-
shaping occurs even down to low input powers of ∼ 5 mW, albeit the spectra of the two
counter-propagating pumps is similar. We therefore conclude that even at the low powers
used in this experiment, the self-phase-modulation imposed by the pump on itself results
in spectral reshaping of the pulses. The fact that the reshaping is symmetric (i.e., similar
for both paths) implies that spectral reshaping does not play a major role in introducing
distinguishing information between the two paths for the pump power used in the experi-
ment. However, for higher pump powers, we find that the self-phase-modulation results in
path-dependent spectral reshaping (see Fig. 3.18(d)), which may introduce distinguishing
information between the H and V created photon pairs and thus reduce the tangle of the
generated state. In addition to this, the asymmetries of two pathways due to nonuniform
birefringence may cause spectral distinguishability because the symmetry of the propagation
through the two pathways is broken. We look into this further when we introduce stimulated
emission tomography to characterize the quantum state.
To compensate for the delay the between the two pathways, we use quartz crystals.
Quartz is a birefringent crystal that introduces a delay between light propagating on two
orthogonal polarization axes. We first calibrate the delays of three quartz crystals of different
thickness using the setup shown in Figure 3.19(a). A pump with 45◦ polarization is used
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Figure 3.18: (a) Cross-correlations of the reference with the clockwise (red, V polarization)
and counter-clockwise (blue, H polarization) paths. The cross-correlations indicate the
clockwise path is ∼ 34 fs shorter than the counter-clockwise path. (b) Spectra of the pumps
emerging from the fiber for 5 mW pump power. The solid red (V ) and blue (H) lines indicate
the clockwise and counter-clockwise paths, respectively. Comparing to the pump spectrum
without the fiber in the Sagnac loop (dashed black), we can see that spectral reshaping has
occurred. (c) Spectra of the pumps emerging from the fiber for 50 mW pump power. The
spectral reshaping becomes more pronounced and the two paths differ from each other to
a greater extent at this higher pump power. Adapted from Ref. [105], Optical Society of
America.
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Figure 3.19: (a) Setup used to calibrate the delays of the quartz crystal. The quartz crystal
(dashed rectangle) is inserted in front of the autocorrelator. The polarizing beam splitter
(PBS) separates the H and V components. A half-wave plate (HWP) is used to rotate the
H polarization such that sum-frequency generation can occur. (b) Measured autocorrelation
for different quartz crystals and orientation. The black line is measured when no crystal is
present. The colored lines are measured for crystals of different thicknesses. The dashed
lines are corresponding quartz crystals that are rotated by 90◦.
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to perform the test. H and V polarization are separated by a polarizing-beam splitter
(one of the polarizations is rotated by 90◦ afterwards to ensure sum-frequency generation),
creating the two inputs of the autocorrelator. By measuring the autocorrelation between
the two components when different crystals or no crystal is present, the actual delay can be
measured. We also measure the same quartz crystal with orthogonal orientation, resulting
in negative relative delays. The results are plotted in Figure 3.19(b). Note the x-axis is the
distance in units of µm. The corresponding delays thus can be inferred as 13, 41, and 68 fs
for the three crystals, respectively.
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Figure 3.20: Tangle (black dots) versus delay imposed on the vertical polarization of the
pump relative to the horizontal polarization. Error bars are estimated assuming Poissonian
statistics of the counts. Adapted from Ref. [105], Optical Society of America.
We vary the delay between H and V polarization by using different combinations of the
above quartz crystals. The corresponding tangle is measured using QST. The tangle as a
function of delay is plotted in Figure 3.20. As we can see in the figure, the highest tangle
is achieved at 28 fs delay, which agrees with the measurement of the cross-correlation. For
comparison, when no delay is imposed, we find a tangle T = 0.754± 0.003, which is indeed
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lower than the highest tangle of Tmax = 0.852± 0.005. The width of the tangle curve gives
a FWHM (∆τ) of 123 fs, which agrees with our expectation assuming a pump with 6 nm
bandwidth.
3.5.3 Some other attempts
Since polarization-maintaining fiber supports only a single spatial mode, the photons are cre-
ated in that mode, and thus the spatial degree of freedom is uncorrelated with the spectral-
temporal modes, while coupling into SMFs ensures the spatial overlap of the photons gen-
erated in the counter-propagating paths. However, we suspect there still might be spatial
distinguishability issues. We first perform the quantum state tomography using multi-mode
fiber for photon collection. We find that the tangle is only around 0.5, which means indeed
the single-mode fiber does act as a spatial filter. This spatial distinguishability may come
from misalignment of the Sagnac loop.
We try to improve the spatial overlap by adding an interferometer for both signal and
idler arm. As shown in the Figure 3.21, the signal or idler will be separated by a PBS and
recombined by another PBS so that the spatial degree of freedom of two pathways can be
individually tuned. One arm of the interferometer is mounted on a translation stage such
that the temporal delay between theH and V components can be adjusted. A reference beam
from a diode laser is used as feedback to actively stabilize the interferometer. Piezoelectric
actuators are inserted into the translation stage to compensate for the instability. With this
configuration, in principle, we can address the temporal and spatial indistinguishability at
the same time.
We perform a two dimensional scan to find time zero; the maximal tangle we can obtain
is around 0.85, which is consistent with the tangle without interferometers. Sitting at time
zero, we tune the spatial overlap and try to improve the entanglement. To achieve this, we
continuously drive the piezo in one arm so that an instantaneous visibility can be measured.
Unfortunately, we cannot get much higher entanglement by fine-tuning the spatial overlap.
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Figure 3.21: Interferometer for spatial overlap. PBS, polarizing beam splitter; M, mirror.
The red line indicates the reference beam used as feedback to stabilize the interferometer.
The H and V components are separated and recombined by the PBS. A translation stage
is used to change the delay between the H and V components.
Thus we conclude that the single-mode fiber indeed does a good job, or in other words, that
spatial distinguishability is negligible in our system.
3.6 Conclusion
We demonstrate a new fiber-based source of polarization-entangled photon pairs at visi-
ble wavelengths suitable for integration with quantum information networks composed of
technologically available components. The photons are created through birefringent phase-
matching in spontaneous four-wave mixing inside a Sagnac interferometer. We address
entanglement degradation due to temporal distinguishability of the photons to enable the
generation of a polarization-entangled photon-pair state with 95.9± 0.1% fidelity to a max-
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imally entangled Bell state, evaluated with a tomographic state reconstruction without ap-
plying any corrections or background subtractions. The source is comparable in quality to
many other demonstrated sources while avoiding spectral filtering, but still not perfect. The
limited tangle might due to the remaining back-reflections and the spectral distinguishabil-
ity, which will be examined in detail in Chapter 6. Although placing a spectral filter isn’t
ideal, it should improve the overall quality. Owing to the large birefringence of the fiber,
photons are created far-detuned from the pump, where Raman contamination is negligible.
This source’s spatial mode and ability to produce spectrally uncorrelated photons (as we
will show in the coming chapters) make it suitable for implementing quantum information
protocols over fiber-based networks.
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Chapter 4
Engineering photon-pair sources
through dual-pump four-wave mixing
In this chapter, we describe our work on engineering photon-pair sources through dual-
pump spontaneous four-wave mixing (SFWM). We introduce first the motivation to engineer
sources and some existing techniques to achieve indistinguishable photons. Then we describe
the problem we have to address, namely side-lobes in the joint spectral amplitude (JSA), in
order to achieve indistinguishable photons without filtering. We introduce our theoretical
model and theoretical results for engineering photon-pair sources via dual-pump four-wave
mixing [150].
4.1 Why engineer photon-pair sources
Photon-pair generation through spontaneous parametric downconversion (SPDC) or sponta-
neous four-wave mixing (SFWM) is essential for the realization of various quantum states of
light, such as heralded single photons, polarization-entangled photon pairs, squeezed states
and more. Such states are not only useful for fundamental studies of quantum mechanics
and the quantum mechanical nature of light, but also for the implementation of quantum
information processing protocols, including quantum cryptography [151] and quantum com-
munication [152], teleportation [153], linear optics quantum computation [44], and so forth.
As we briefly mentioned in Chapter 1, many of these schemes rely on a Hong-Ou-Mandel
(HOM) type interference [81] between two photons coming from distinct sources, which
requires the two interacting photons to be in pure states and indistinguishable [154, 155].
However, without special treatment, the photon pairs produced in SPDC and SFWM are
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Figure 4.1: (a) Joint spectrum of highly correlated photon pair. (b) Joint spectrum of
uncorrelated photon pair. Here we have assumed a Gaussian pump and Gaussian phase-
matching function.
inevitably entangled in the spectral and spatial degrees of freedom due to energy and mo-
mentum conservation constraints; thus, the individual photons are in mixed states rather
than pure wave-packets, as can be seen by considering the reduced density matrix of the
(pure) two-photon state. The joint spectral amplitude (JSA) is typically used to show the
correlation between signal and idler photons. An example JSA of highly correlated photon-
pairs is shown in Figure 4.1(a). The existing correlation between signal and idler photon
results in the individual photons being in a mixture of wave-packets. Such mixedness forbids
high-visibility interference between single photons from different sources, even if the sources
are strictly identical. In contrast, if the photons produced through SPDC or SFWM are com-
pletely uncorrelated, i.e., the photon-pair state is factorable (shown in Figure 4.1(b)), each
photon can be described as a pure wave-packet and perfect interference visibility between
photons from distinct sources can be achieved.
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4.2 Preliminary understanding of the JSA
To help understand the correlations from the perspective of the JSA, we consider the photon-
pair state in terms of the JSA again:
|Ψ〉 =
∫∫
dωsdωif(ωs, ωi) |ωs, ωi〉 , (4.1)
where |ωs, ωi〉 is a state with signal (idler) at angular frequency ωs (ωi). From Equation 2.27,
we know the JSA f(ωs, ωi) is constrained by energy conservation and momentum conserva-
tion, or phase-matching. A typical JSA can always be written as a product of the pump
envelope function α(ωs, ωi) and phase-matching function φ(ωs, ωi), for example:
f(ωs, ωi) =α(ωs, ωi)× φ(ωs, ωi)
= exp
[
−
(
ωs + ωi − 2ω0p√
2σp
)2]
× sinc∆kL
2
;
(4.2)
here we assume a Gaussian pump with a half 1/e width σp. We plot an example of α(ωs, ωi)
and φ(ωs, ωi) in Figure 4.2 as well as their product, which gives the JSA. Thus the shape
of the JSA is determined by both α(ωs, ωi) and φ(ωs, ωi) functions. The width of α is
determined by the width of the pump σp while the width of φ is inversely proportional to the
fiber length L. Note that the tilt angle θα of α is fixed to 45
◦ because of energy conservation.
The angle θφ of φ, as we will see later, is determined by the dispersion properties of the
medium.
If f(ωs, ωi) can be written as a product of spectral amplitudes of signal or idler, i.e.,
f(ωs, ωi) = fs(ωs)fi(ωi), the two photons are spectrally uncorrelated, or factorable. Other-
wise, the two photons are spectrally entangled, and thus the individual photons (signal and
idler) will appear mixed.
89
Figure 4.2: Formation of JSA by the pump envelope function and phase-matching func-
tion. From left to right are pump envelope function, phase-matching function and joint
spectral amplitude. The angle of the phase-matching function θφ is related to the dispersion
properties of the medium.
4.3 Techniques to reduce spectral correlation
4.3.1 Filtering
The traditional way to reduce the effect of correlations is through strong spatial and spectral
filtering of the photons, projecting them onto a single spatial and spectral mode. Photon
pairs generated from single-mode fiber are intrinsically single spatial mode, meaning their
spatial degree of freedom is uncoupled from the spectral degree of freedom. Thus, in prin-
ciple, we only have to consider spectral filtering. Because of the coincidence detection, it is
sufficient to only filter either the signal or the idler. Assuming a Gaussian filter, which has
the shape:
G(ωs,i) = exp
[
−
(
σs,i
σf
)2]
, (4.3)
where σf is the width of the band pass filter, the overall JSA becomes:
ffiltered = f(ωs, ωi)×G(ωs,i). (4.4)
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Depending on how tightly we filter, the effect of the G(ωs,i) function may be negligible
or dominant. If the width of the filter σf is small enough, as we show in Figure 4.3, the
final JSA becomes parallel to the signal or idler axis, which is indeed an uncorrelated joint
spectrum; thus, the purity of the individual photons can be greatly enhanced. 100% purity
can be reached asymptotically for an infinitely narrow filter.
Figure 4.3: Obtaining spectrally-uncorrelated photon pair by filtering. The left plot shows a
JSA without filtering. The middle plot is the filter function. The right plot shows the JSA
after filtering, which is uncorrelated.
As one may notice, however, the filtering process introduces a large amount of loss,
thus greatly reducing the photon-pair count rate. It also harms the reliability of the pair-
wise nature of the source: the detection of one photon does not guarantee that its twin
passed through the filters. This becomes a major difficulty for scaling up quantum networks
composed of multiple sources. Though one can increase the overall count rate using spectral
multiplexing techniques [156], this increases the complexity of the experiment as well as adds
loss from the added optics.
4.3.2 Group velocity matching
In order to overcome this problem and avoid the need for filtering, extensive efforts have
been carried out to engineer photon-pair sources to yield uncorrelated photon pairs through
the nonlinear interaction itself, rather than through post-processing.
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The JSA can be tailored by choosing special dispersion properties of the non-linear
medium such that the group velocity of the pump lies between the group velocities of the
two generated photons, together with proper choices of pump bandwidth and medium length
[149, 154]. Specifically, since the width of the pump envelope function α(ωs, ωi) and phase-
matching function φ(ωs, ωi) can be adjusted through the pump bandwidth σp and fiber length
L, one can change the shape of the JSA so that it is uncorrelated without filtering. Examples
are shown in Figure 4.4 for a fixed pump bandwidth of 5 nm. By changing the length of the
fiber, we can change the spectral correlations of the photon-pair. The purity of the individual
photons increases from 20% in Figure 4.4(a), to 37% in (b) to 85% in (c) as the fiber length
decreases from 10 cm, to 5 cm, to 1.3 cm, respectively. Figure 4.4(d) shows that if we further
decrease the length, we can change the JSA from correlated to anti-correlated. This can be
useful if we want specific types of correlation between the signal and idler photons.
Figure 4.4: Tailoring the joint spectrum by varying fiber length. The purity of individual
photons increases from 20% in (a), to 37% in (b) to 85% in (c) as fiber length decreases from
10 cm, to 5 cm, to 1.3 cm. (d) shows if fiber length is further decreased (0.5 nm), the JSA
becomes anti-correlated with 66% purity.
Figure 4.4(c) is very close to an uncorrelated joint spectrum. The imperfect purity comes
from the side-lobes, which add additional correlation between the signal and idler photons.
These side-lobes may be partially gotten rid of by spectral filtering, but this results in loss
and reduced heralding efficiency. Note that to get an uncorrelated JSA, one requires the
phase-matching angle 0◦ < θp < 90◦. In the extreme case, when θp = 0◦ or 90◦, the group
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velocity of the idler or signal matches that of the pump. The phase-matching function φ
then actually acts as a spectral filter, and thus a perfectly factorable state can be achieved.
However, group velocity matching relies on nontrivial medium dispersion and occurs only at
certain wavelengths, which restricts the flexibility of the source. More importantly, group ve-
locity matching cannot occur in polarization-maintaining fiber, because the phase-matching
function angle θφ is approximately 45
◦, as we shall see later, meaning the condition for
group-velocity matching cannot be met.
Theoretical calculations indicate that the maximal purity that can be obtained in the
PMF is limited to around 80% due to the side-lobes. The problem we have to address now
is to find a solution to get rid of the side-lobes so that perfect purity can be achieved.
4.4 The philosophy of the solution – dual-pump
SFWM
To address the side-lobes issue, we have to understand its origin. From Equation 4.2, one
can see that side-lobes come from the phase-matching function sinc∆kL
2
, as it consists of
multiple oscillations. The sinc function is a consequence of the interaction of the pump and
medium in the time domain. As shown in Figure 4.5(a), when the pump enters the fiber
it suddenly turns on the interaction. The interaction is then suddenly turned off when the
pump exits from the fiber. The sudden onset and ending of the interaction can be described
by a step function in the time domain, and the Fourier transform of a step function is indeed
a sinc function. Thus the side-lobes are caused by the sudden turn-on and turn-off of the
interaction between the pump and the medium.
In order to get rid of the side-lobes, one may think that if the interaction is gradually
turned on and off (shown in Figure 4.5(b)), e.g. as a Gaussian function, the phase-matching
function will also be a Gaussian function instead of a sinc function, since the Fourier trans-
form of a Gaussian function is still a Gaussian function. To achieve this, we take advantage
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Figure 4.5: The interaction of single pump (a) and dual-pump SFWM (b). t1 is the time
when the pump(s) enters the fiber. In (b), the slower pulse (blue) is sent ahead of the faster
one (red). t2 is the time as the pump(s) propagates in the fiber. In (a), the interaction is
suddenly turned on, while in (b) the interaction is gradually turned on as the two pulses
sweep across each other due to the dispersion. t3 is the time as the pump(s) is about to exit
from the fiber. In (a), the interaction is suddenly turned off, while in (b) the interaction is
gradually turned off.
of the fact that spontaneous four-wave mixing allows the use of two distinct pumps with
different frequencies. Due to the dispersion of light, if the two pumps have different center
frequencies, they will temporally walk off each other as they propagate through the fiber.
If we send the slower pulse in front of the faster pulse, i.e., add a delay τ between the two
pumps, when they enter the fiber (time t1 in Figure 4.5), there is no dual-pump SFWM
interaction at all. As they propagate (time t2), the faster one will catch up the slower one.
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As they sweep across each other, the interaction turns on gradually. Finally (time t3), the
slower pulse will be left behind and interaction will be gradually turned off. Such a gradu-
ally onset and ending of the interaction, in principle, can help get rid of the side-lobes, thus
achieving a perfectly spectrally pure photon.
The use of dual pumps also gives an additional degree of freedom to SFWM over SPDC
for tuning the wavelengths of the signal and idler photons without the need to reengineer
the nonlinear medium. For example, the use of two pumps at different wavelengths has been
employed to generate signal and idler photons at degenerate wavelengths through SFWM [97,
136,157].
Despite the fact that SFWM can occur with two distinct pumps, to date, most of the
efforts to tailor the photon-pair joint spectrum have concentrated on the degenerate pump
regime, in which a single pump interacts with itself. Garay-Palmett et al. [149] studied the
spectral correlations within photon pairs produced by the interaction of two pump pulses at
distinct wavelengths in photonic-crystal fibers (PCFs). They concentrated on the case where
one of the pulses is very long – semi-single-wavelength – where temporal walk-off between
the two pulses is negligible.
In the following sections, we will theoretically demonstrate the possible use of the dual-
pump technique and derive the conditions under which 100% purity can be achieved in the
PMF without filtering.
4.5 Phase-matching of dual pump SFWM
In Chapter 2, we introduced the birefringent phase-matching condition in PMF. Similarly,
with two pump pulses with angular frequencies ωp1 and ωp2, the SFWM interaction in fibers
generates signal and idler at central angular frequencies ωs and ωi, respectively, which satisfy
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both energy conservation and momentum conservation:
ωp1 + ωp2 = ωs + ωi, (4.5a)
∆k = kp1(ωp1) + kp2(ωp2)− ks(ωs)− ki(ωi) = 0, (4.5b)
where kµ(ω) (µ = p1, p2, s, i for pump 1, pump 2, signal and idler, respectively) is the
effective wavenumber of the mode µ propagating in the fiber. Here we assume that the
pump powers are low such that self- and cross-phase modulation are negligible and thus the
phase-matching conditions do not depend on the power [149].
We only consider the case where both pump polarizations are aligned with one of the
principal axes of the fiber, with signal and idler photon produced with polarizations along
the orthogonal axis. In this case, we can model the effective wave vectors as [99]:
ks(ω) = ki(ω) = k(ω), (4.6a)
kp1(ω) = kp2(ω) = k(ω) + ∆n
ω
c
, (4.6b)
where k(ω) = n(ω)ω/c, n(ω) is the refractive index at the angular frequency ω given by the
Sellmeier equation (Equation 2.32) of bulk silica, ∆n is the fiber birefrengence and c is the
speed of light in free space. ∆n > 0 means the pumps travel on the slow axis of the fiber
(signal-idler on the fast) while ∆n < 0 corresponds to pumps propagating on the fast axis
(signal-idler on the slow).
In order to understand the conditions under which phase-matching is satisfied, we apply
the Taylor expansion of wave vectors in Equations 4.5 similarly as in Section 2.3.2, but now
about the central frequency ω0 = (ωp1 + ωp2)/2; thus, we have:
β2(Ω
2
p − Ω2si) + 2∆n
ω0
c
+O(Ω4p + Ω
4
si) = 0, (4.7)
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where β2 = d
2k/dω2|ω0 , the pumps’ detuning is given by Ωp = ωp1 − ω0 = ω0 − ωp2 and the
signal-idler detuning to the central frequency is Ωsi = ωs − ω0 = ω0 − ωi. Neglecting the
higher-order terms, it follows that for a given pump detuning the phase-matched signal-idler
detuning is given by:
|Ωsi| =
√
2∆nω0
β2c
+ Ω2p. (4.8)
For degenerate pumps Ωp = 0, and solutions exist only when ∆n > 0, i.e., the pumps
propagate on the slow axis. However, for non-degenerate pumps, phase-matching solutions
may also exist when the pumps propagate on the fast axis. Note that the above model relies
on birefringence as a key component for satisfying the phase-matching conditions. The use of
birefringent phase-matching allows the pumps to be spectrally far from the zero dispersion
wavelength, and hence tunable over a large spectrum [99]. Compared to the degenerate
pump case, dual pump four-wave mixing allows even more tunability. Note also that this
method does not require any special medium engineering, and any birefringent medium can
exhibit phase-matching. Thus, the techniques that we develop here for PMFs can also be
implemented in other birefringent media, such as bulk crystals or on-chip waveguides.
Figure 4.6: Phase-matching contours for different detunings of the pumps on (a) slow and
(b) fast axes. Thin and thick lines represent signal and idler, respectively. The points at
which these lines join indicate degenerate signal and idler. Adapted with permission from
Ref. [150], Optical Society of America.
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We plot phase-matched signal and idler wavelengths as a function of the average of the
pumps’ wavelengths λ0 = 2pic/ω0 in Figure 4.6, for various values of detuning ∆λ = λp1−λ0,
where λµ = 2pic/ωµ (µ = p1, p2) and we define λp1 > λp2. The calculations use |∆n| =
4× 10−4, which is a typical value for commercially-available PMFs. As can be seen, the use
of two non-degenerate pumps allows great flexibility in choosing the signal-idler wavelengths
and the possibility for individual tuning to match with application requirements, such as
specific atomic transitions or matching between different sources.
4.6 The dual pump JSA
4.6.1 General expression of JSA
With two different frequency pumps ωp1 and ωp2 , the JSA of Equation 4.1 can be written
as:
f(ωs, ωi) = N
L∫
0
dz
∫
dωp1 exp
[
−
(
ωp1 − ω0p1
σ1
)]2
exp
[
−
(
ωs + ωi − ωp1 − ω0p2
σ2
)]2
× exp (−iωp1τ) exp (−i∆kz).
(4.9)
Here N is a normalization factor, L is the fiber length, the phase mismatch ∆k is given
by Equation 4.5b and we made use of the energy conservation constraint Equation 4.5a
to eliminate one of the pumps (p2) degrees of freedom. The two pumps are considered
as Gaussian spectral envelopes centered at ω0p1(ω
0
p2
) with bandwidth (half width at 1/e
maximum amplitude) σ1(σ2). Without losing generality, we assume that one of the pump
pulses (p1) is delayed relative to the other (p2) by a temporal delay τ prior to entering the
fiber. The wavelength of p1 thus is longer than the wavelength of p2 and moving faster than
p2.
To obtain an analytical expression of JSA, the usual approach [149, 154] to simplify the
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derivation is to define the detunings of signal and idler from their central wavelength:
νs = ωs − ω0s , νi = ωi − ω0i , (4.10)
where ω0s and ω
0
i are the central angular frequencies of the signal and idler, respectively,
which obey the phase-matching conditions in Equation (4.5), together with the central
pump frequencies at ω0p1 and ω
0
p2. We also define:
Ω = ωp1 − ω0p1 −
νs + νi
2
. (4.11)
We use F (νs, νi) to represent the JSA as a function of νs and νi. It now can be written as:
F (νs, νi) = N
L∫
0
dz
∫
dΩ exp
[
−
( νs+νi
2
+ Ω
σ1
)2]
exp
[
−
( νs+νi
2
− Ω
σ1
)2]
× exp [−i(ω0p1 +
νs + νi
2
+ Ω)τ ] exp (−i∆kz).
(4.12)
The phase mismatch ∆k can be approximated to the first order using a Taylor expansion at
the corresponding central wavelength:
∆k =kp1(ωp1) + kp2(ωs + ωi − ωp1)− ks(ωs)− ki(ωi)
≈kp1(ω0p1) + k′p1(ω0p1)(
νs + νi
2
+ Ω) + kp2(ω
0
p2
) + k′p2(ω
0
p2
)(
νs + νi
2
− Ω)
− ks(ω0s) + k′s(ω0s)νs − ki(ω0i ) + k′i(ω0i )νi
≈ 1
L
(τsνs + τiνi + τpΩ).
(4.13)
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Here we define several group delays:
τs = L
(
k′p1(ω
0
p1
) + k′p2(ω
0
p2
)
2
− k′s(ω0s)
)
, (4.14a)
τi = L
(
k′p1(ω
0
p1
) + k′p2(ω
0
p2
)
2
− k′i(ω0i )
)
, (4.14b)
τp = L
(
k′p1(ω
0
p1)− k′p2(ω0p2)
)
, (4.14c)
with inverse group velocity k′µ = dkµ(ω)/dω|ω0µ (µ = s, i, p). The group delays indicate
temporal separation after propagating through the fiber length L.
Inserting Equation 4.13 back into Equation 4.12, using the Gaussian integral:
∫ ∞
−∞
dx e−x
2
=
√
pi, (4.15)
and error function:
erf(x) =
∫ x
−x
dt e−t
2
, (4.16)
one can carry out the integration over Ω and L. The JSA F (νs, νi) can thus be simplified
to:
F (νs, νi) = N0α(νs, νi)φ(νs, νi), (4.17a)
with
α(νs, νi) = exp
[
−(νs + νi)
2
σ21 + σ
2
2
]
, (4.17b)
and
φ(νs, νi) = exp
[
−
(
Tsνs + Tiνi
στp
)2]
×[
erf
(
σ(τ + τp)
2
+ i
Tsνs + Tiνi
στp
)
− erf
(
στ
2
+ i
Tsνs + Tiνi
στp
)]
, (4.17c)
where N0 accounts for normalization and a factorable spectral phase. We define general
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group delay Ts,i to take into account when the widths of the two pumps are different:
Ts,i = τs,i +
1
2
τp
(σ21 − σ22)
(σ21 + σ
2
2)
, (4.18)
and the effective bandwidth σ is:
σ =
σ1σ2√
σ21 + σ
2
2
. (4.19)
The phase matching angle θφ can now be calculated as:
θφ = − arctan
(
Ts
Ti
)
. (4.20)
In order to obtain a factorable state, we need 0 ◦ < θφ < 90 ◦, meaning that
TsTi ≤ 0 . (4.21)
Particularly, in PMF we can estimate the ratio of group delays to obtain the phase
matching angle:
τs ≈ −τi ≈ β2L(ω0 − ω0s) = −β2L(ω0 − ω0i ) , (4.22a)
τp ≈ 2β2L(ω0p1 − ω0) , (4.22b)
where β2 = d
2k/dω2|ω0 , ω0 = (ω0p1 + ω0p2)/2 and k(ω) is the effective wavenumber as given
by the dispersion in silica. Based on this approximation, we can see that Ts/Ti ≈ −1 in the
degenerate pump configuration (in which Ts = τs and Ti = τi), irrespective of the wavelength
of the pump [99]. It follows then that the condition in Equation 4.21 is satisfied for any pump
wavelength (as long as it is far from the fiber zero dispersion wavelength), thus factorability
is possible. On the other hand, it also means that exact group velocity matching is not
possible in PMF, and hence one cannot obtain 100% purity with a single pump due to the
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sidelobes of the sinc function [103,158]. Thus, we need the dual pump SFWM to eliminate
the side-lobes such that we can obtain perfect purity.
For the special case in which ω0s = ω
0
i , i.e., degenerate signal and idler, it follows that Ts =
Ti, which means that the JSA is solely a function of (νs+νi), resulting in a highly correlated
state. Therefore, the scheme we develop does not allow the generation of degenerate pure
photons.
In the following, we concentrate on non-degenerate signal and idler photons. We set
τ = −τp/2, meaning that the slow pump pulse is sent ahead of the fast pump pulse by a
time |τp/2| and the two pulses are maximally overlapped at the center of the fiber, resulting
in maximal overall interaction. In order to provide means for comparison with the single-
pump configuration (e.g., for estimating the generation efficiency), we define the effective
interaction length
Leff =
∫ L
0
dz
∫
dtIp1(z, t)Ip2(z, t)∫
dtIp1(z = L/2, t)Ip2(z = L/2, t)
, (4.23)
where Ip1(z, t) (Ip2(z, t)) is the intensity of pump p1 (p2) at point z along the fiber and time
t. Note that for the single pump configuration, where there is no temporal walk-off between
the degenerate pumps, the interaction strength does not vary along the fiber and Leff = L.
The JSA expression in Equation 4.17 is still somewhat complicated and does not give an
analytical solution to investigate the correlation between signal and idler or the purity of the
photons. In the following sections, we will derive the JSA in different regimes to simplify
our discussion.
4.6.2 Negligible temporal walk-off
First, we consider the case where the temporal walk-off between the two pump pulses is
negligible (or even zero). In this regime, we have |στp|  1. Recall that 1/σ is approximately
the temporal duration of the pump while τp is related to the dispersion of the two pumps
and fiber length. Thus this condition is met when the fiber is short, or when at least one of
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the pump pulses is long, or when the group velocities of the two pumps are almost identical.
This condition is strictly satisfied with στp = 0 in the degenerate pump case as τp = 0.
In this negligible temporal walk-off regime, the interaction switches on abruptly when the
pumps enter the fiber and turns off abruptly when they exit the fiber, and the effective
interaction length is simply Leff = L.
Since pump envelope function α(νs, νi) is trivial, we just have to simplify the phase
matching function φ(νs, νi) in the case where |στp|  1. We work on the explicit expression
of the error function in Equation 4.17c:
σ(τp+τ)/2∫
στ/2
dx exp
[
−
(
x+ i
Tsνs + Tiνi
στp
)2]
. (4.24)
Because |στp|  1 and |στ |  1, we take the approximation to the first order:
σ(τp+τ)/2∫
στ/2
dx exp[−(2ixTsνs + Tiνi
στp
− (Tsνs + Tiνi
στp
)2)]
= exp
(
Tsνs + Tiνi
στp
)2 (στp
2
)
exp
[
−i(Tsνs + Tiνi)
(
τ
τp
+
1
2
)]
sinc
(
Tsνs + Tiνi
2
)
= exp
(
Tsνs + Tiνi
στp
)2 (στp
2
)
sinc
(
Tsνs + Tiνi
2
)
, if τ = −τp
2
.
(4.25)
Thus the phase matching function is reduced to a sinc function:
φ|στp|1(νs, νi) = sinc
(
Tsνs + Tiνi
2
)
. (4.26)
where we ignore the constant or phase terms. Indeed, when temporal walk-off is negligible,
the phase matching function reduces to the case of single pump four-wave mixing, which
now can be treated as a special case of dual-pump four-wave mixing. Tailoring this form of
phase-matching function has been thoroughly explored theoretically [149, 154] and experi-
mentally [99,101,103,159,160]. The general approach towards obtaining a factorable JSA is
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to approximate the sinc function as a Gaussian, and find the appropriate pump bandwidth
and medium length (L) that result in factorability, as discussed in Section 4.3.2. However,
unlike the Gaussian function, the oscillatory behavior of the sinc function carries sidelobes
that result in a spectrally correlated spread of signal and idler photons, thus limiting the
maximal factorability one can achieve [158].
4.6.3 Complete temporal walk-off
In contrast to the negligible temporal walk-off between two pumps, there is a regime, ex-
pressed as |στp|  1, where the walk-off is much larger than the duration of the pump.
There is no interaction at the beginning of the fiber as the two pump pulses are temporally
well-separated (the slow pump is sent ahead of the fast by a time |τp/2|). The interaction
strength gradually increases as the fast pump catches up to the slower pump and the two
pump pulses begin to sweep across each other, with peak interaction strength reached at
the center of the fiber when the two pumps are maximally overlapped. The interaction then
gradually turns off and vanishes when the pumps separate towards the end of the fiber.
This regime is obtained when the fiber is long, the pump pulse durations are short, or when
the group-velocity difference between the two pumps is large. In this case, the effective
interaction length is
Leff =
√
2
|στp|L . (4.27)
Note that Leff now actually does not depend on L because L in τp will cancel the L in the
nominator.
In the case where |στp|  1, together with τ = −τp/2, the function in Equation 4.24 can
be integrated from −∞ to∞:
∞∫
−∞
dx exp
[
−
(
x+ i
Tsνs + Tiνi
στp
)2]
=
√
pi. (4.28)
104
Now the phase matching function is a Gaussian function:
φ|στp|1(νs, νi) = exp
[
−
(
Tsνs + Tiνi
στp
)2]
. (4.29)
Thus, the JSA is given by a product of two Gaussians, one given by Equation 4.17b and the
other by Equation 4.29.
We are interested in the condition of pure photon generation in the complete temporal
walk-off regime. The degree to which the JSA is factorable is quantified by the purity
of the individual signal (idler) photon, whose density matrix pis (pii) is found by tracing
the two-photon state matrix over the idler (signal) degrees of freedom: pis = Tri(|Ψ〉 〈Ψ|),
pii = Trs(|Ψ〉 〈Ψ|). For example,
pis =
∫
dωi 〈ωi| (|Ψ〉 〈Ψ|) |ωi〉
=
∫∫∫
dωsdω
′
sdωif(ωs, ωi)f
∗(ω′s, ωi)f(ω
′
s, ω
′
i)f
∗(ωs, ω′i) |ωs〉 〈ω′s| .
(4.30)
The purity is then evaluated as P = Tr(pi2s ) = Tr(pi
2
i ), or, in terms of the JSA,
P =
∫
dωs dω
′
s dωi dω
′
i f(ωs, ωi)f
∗(ω′s, ωi)f(ω
′
s, ω
′
i)f
∗(ωs, ω′i). (4.31)
We can use the expression of the JSA in the complete walk-off regime to calculate the
analytical expression of purity P . First, to find the normalization factor N0, we use
∫∫
dνsdνi|F (νs, νi)|2 = N20
∫∫
dνsdνi|α|2|φ|2 = 1, (4.32)
from which N0 can be calculated as:
N20 =
2(Ti − Ts)
piσ1σ2τp
. (4.33)
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Thus, the analytical expression for the purity P is given by:
P =
√
r2τ 2p (Ti − Ts)2(
r2
1+r2
τ 2p + (1 + r
2)T 2s
) (
r2
1+r2
τ 2p + (1 + r
2)T 2i
) , (4.34)
where r = σ1/σ2. The above result is valid only in the complete walk-off regime. Note that
this purity depends on the ratios τs/τp and τi/τp, but not on fiber length. This is because the
fiber is long enough such that the two pump pulses do not interact at the beginning or end
of the fiber and thus extending the fiber length does not extend the interaction length. In
addition, the bandwidths scale the JSA but do not affect the correlations within this scale.
This can be easily seen when r = 1, in which case the purity can be simplified to:
P =
√√√√ 4( τi−τsτp )2
(1 + 4 τ
2
s
τ2p
)(1 + 4
τ2i
τ2p
)
. (4.35)
In this case, we have Ts = τs and Ti = τi. One can see that if τs ≈ −τi and |τi − τs| = |τp|,
in other words, |τi| ≈ |τs| = |τp|/2, which is the case for PMF, the purity P becomes 1. For
general r, unit purity is obtained when
TsTi +
(
r
1 + r2
)2
τ 2p = 0 . (4.36)
Since this regime seems promising for the generation of completely spectrally-uncorrelated
photon pairs, in next section we will consider its implementation specifically for PMF.
We note that quasi-phase-matched SPDC in a custom-poled medium can also be used
to create a gradual variation of the interaction, and specifically a near-Gaussian phase-
matching function, by varying the poling periodicity [161]. However, this requires special
medium engineering.
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4.6.4 The asymmetric case
The asymmetric case [149] refers to the case where Ts = 0 (or Ti = 0), and the phase-
matching function in Equation 4.17c becomes independent of νs (or νi). For large enough
temporal walk-off of the idler (signal), meaning Tiσ  (1, στp) (or Tsσ  (1, στp)), the
phase-matching function becomes very narrow and the JSA can be approximated as the
factorable product
fasymmetric(νs, νi) = Nα(νs = 0, νi)φ(νs, νi = 0) . (4.37)
Note that the asymmetric case can be implemented with any temporal walk-off between
the pumps. If the walk-off is negligible or there is no walk-off at all (as is the case in the
degenerate pump configuration), the purity approaches 100% as L → ∞ [101, 149, 158],
with the (pure) signal photon in a sinc-shaped spectral amplitude. If, on the other hand,
the temporal walk-off between the pumps is complete, both signal and idler are produced
in transform-limited wave-packets, provided that the temporal walk-off of the idler is much
larger than that the walk-off between the pumps.
4.7 Tailoring the JSA in PMF
The generation of factorable photon-pair states in PCFs has been investigated, in the single-
pump configuration, both theoretically [149] and experimentally [101,159,160] in the asym-
metric case. Ref. [149] also studied the dual pump configuration, but concentrated on the
negligible temporal walk-off regime. Single-pump SFWM photon-pair state tailoring has
been investigated in silica PMFs as well [99, 103]. In this section, we focus on the source
design for factorable photon-pair generation using PMF, exploiting the different signatures
of SFWM in the dual-pump configuration compared to the single pump case (see Appendix
A for the code for calculating joint spectral amplitude).
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Figure 4.7: Purity as a function of the pumps’ wavelength detuning ∆λ in the complete
temporal walk-off regime (|στp|  1) as evaluated using Equation 4.34 with r = 1 and
λ0 = 715 nm. Top: The corresponding minimal detuning ∆f = min(|ω0i −ω0p1|, |ω0i −ω0p2|)/2pi
between the idler and pumps. The solid (blue) and dashed (red) lines indicate the pumps
travel on the slow and fast axis of the fiber, respectively. Note that the purity starts from zero
because the calculation is performed in the complete walk-off regime using Equation 4.35.
Adapted with permission from Ref. [150], Optical Society of America.
First of all, we can study the purity in the |στp|  1 regime using Equation 4.34. In
Figure 4.7, we plot the purity as a function of the wavelength detuning ∆λ from the given
central pump wavelength λ0 = 715 nm. Note that in this case, the fiber length and pump
bandwidth will not impact the purity if we stay in the |στp|  1 regime. The group delays
are derived using the PMF model employed earlier, in which the dispersion is given by the
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Figure 4.8: Ratio of τs and τp. As we increase the detuning between the two pumps, the
ratio reaches 1/2 asymptotically.
Sellemeier equation for bulk pure silica [99, 103]. For simplicity, we choose two pumps with
equal bandwidths (r = 1). The solid (blue) and dashed (red) lines indicate the pumps travel
on the slow and fast axis of the fiber, respectively. The reason that the curve starts from
non-zero detuning for the fast axis case is because of the requirement of phase matching.
No SFWM can occur below that detuning. We also plot the minimal detuning between
the pumps and the idler photon, ∆f = min(|ω0i − ω0p1|, |ω0i − ω0p2|)/2pi. This helps us know
the separation between the signal/idler and pump frequencies. As we mentioned before, the
purity depends on the ratio τs/τp in the complete walk-off regime; we plot τs/τp as a function
of detuning in Figure 4.8. We can see that this ratio will reach 1/2 asymptotically, which
is the case for perfect purity. For small detunings, the ratio is very large, thus the purity P
inferred by Equation 4.34 is very low.
As Figure 4.7 indicates, the larger the detuning, the higher the purity. In order to
understand this, we refer to the approximation in Equation 4.22, which leads to the follow-
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ing deductions: first, the only way to control the behavior of the phase-matching function
(Equation 4.29) is by varying the detuning of the phase-matched signal and idler. This can
be accomplished only through variable detuning between the pumps. Second, varying the
pumps’ detuning allows us to control the width of the phase-matching function but not its
orientation (i.e., for r = 1, Ts/Ti ≈ −1 irrespective of the detuning). Third, the unit purity
condition (Equation 4.36) requires ω0s ≈ ω0p1 and ω0i ≈ ω0p2 , or ω0s ≈ ω0p2 and ω0i ≈ ω0p1 (this
is true, within the approximation in Equation 4.22, for any bandwidths ratio r). This is
obviously an unsatisfactory situation, as in this case the only degree of freedom that distin-
guishes the generated photons from the pumps is polarization (rather than spectrum), thus
it is impractical to separate the signal and idler from the (intense) pumps. Moreover, it is
undesirable to have the signal and idler lying in the spectral vicinity of the pumps, as in
this region the pumps produce, in addition to the SFWM photons, background contamina-
tion through the process of spontaneous Raman scattering [134,135]. Despite the above, as
Figure 4.7 suggests, the usage of two distinct pump pulses offers the ability to compromise
between spectral proximity of the generated photons to the pumps and high purity, and
hence the ability to choose the best settings for specific experimental requirements. Note
that cooling the fiber has been shown to effectively suppress Raman background [162, 163],
thus allowing one to obtain highly factorable JSA with negligible Raman background. Also,
in media where the Raman gain exhibits a narrowband spectral gain, as is the case in sil-
icon waveguides [164], the Raman background can be avoided by choosing the appropriate
detuning ∆λ.
Based on the above discussion, within the complete temporal walk-off regime the dual-
pump SFWM interaction in PMF generates photon pairs for which the purity of the indi-
vidual photons approaches zero for small pump detunings ∆λ. However, for small detunings
it becomes increasingly difficult to maintain the condition |στp|  1, and it is impossible in
the degenerate pumps configuration since τp = 0. Therefore, in the case where the pumps
are aligned with the slow axis of the fiber, it is more instructive to compare the purity that
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can be achieved with two pumps to the single pump case without restricting ourselves to a
certain walk-off regime. We calculate numerically the JSA using Equation 4.17, from which
the purity is evaluated using Equation 4.31. We set the central wavelength λ0 = 715 nm and
fiber length L = 9 cm (similar to the parameters used in Ref [103]).
This is a more practical consideration from experimental perspective. For a given de-
tuning ∆λ and fixed fiber length, the only variable can change the correlation is the pump
bandwidth. As an example, we can plot the purity as a function of pump bandwidth for
different detunings: 0.1 nm, 10 nm, 50 nm, 150 nm, 300 nm in Figure 4.9. One can see that
for small detunings, the peak purity occurs earlier and in the negligible walk-off regime.
Further increasing the pump bandwidth or |στp| will actually decrease the purity. However,
for large detunings, the same condition (i.e., fiber length and pump bandwidth) at which
maximal purity is achieved for small detunings will lead to a larger |στp|. If this |στp| falls
into the complete walk-off regime, the purity will keep increasing as we increase the pump
bandwidth, though it may reach a maximum at a certain pump bandwidth. As one can see,
in the complete walk-off regime (e.g. 150 nm and 300 nm), the purity is not sensitive to the
pump bandwidth any more, which is indeed as expected from Equation 4.34.
In addition to this, the maximal purity tends to increase for large detuning; thus, we
study the relation between the detuning and purity. Figure 4.10 shows the maximal purity
that can be obtained as a function of the detuning ∆λ. and for each detuning ∆λ we find
the pump bandwidth (again, we consider the case of σ1 = σ2) that maximizes the purity.
We also plot the value of |στp| associated with these parameters. As can be seen, at zero and
small detunings (less than 25 nm), the optimized purity is achieved in the |στp|  1 regime,
where the purity is limited to P < 84%. As the detuning increases, the value of |στp| at
which optimized purity is achieved increases, resulting in an overall higher achievable purity.
As a result, for ∆λ > 130 nm, P > 95%, and P > 99% for ∆λ > 255 nm.
To see how the JSA transitions from one regime to another we can plot the JSAs with
maximal purities at certain detunings. Figure 4.11 shows the joint spectral amplitudes
111
Figure 4.9: Purity as a function of bandwidth for different detunings:
0.1 nm, 10 nm, 50 nm, 150 nm, 300 nm. For small detunings, maximal purity occurs in
the negligible walk-off regime. For large detunings, the purity becomes less sensitive to the
pump bandwidth once in the complete temporal walk-off regime.
(|f(ωs, ωi)|) that result in the maximized purities in Figure 4.10 for three different regimes:
no temporal walk-off between pumps, intermediate regime, and complete walk-off. As can
be seen, lack of walk-off results in the highly correlated sidelobes, which are reduced in the
intermediate regime and (practically) vanish when temporal walk-off between the pumps is
large.
4.8 Conclusion
We have presented a new method to engineer a photon-pair source based on distinct pumps
through SFWM in optical fibers. The use of two pumps provides more flexibility not only
in the choice of phase-matched photon-pair wavelengths, but also for engineering their joint
112
Figure 4.10: Bottom: Maximal purity that can generally be achieved (using the JSA given
by Eqs. (4.17)), with pumps on the slow axis, as a function of the pumps’ detuning ∆λ, with
λ0 = 715 nm and L = 9 cm. Top: The associated values of |στp|. Adapted with permission
from Ref. [150], Optical Society of America.
spectral properties. While highly factorable photon-pair states can be obtained in the wide
range of negligible to complete temporal walk-off between the two pump pulses, we show
that when the two pumps are sufficiently spectrally detuned from each other, the temporal
walk-off ensures gradual turn-on and turn-off of the SFWM interaction, provided that a time
delay is introduced for the fast pump before entering the fiber. This yields a Gaussian-shaped
phase-matching function such that the resulting joint spectral amplitude has no side-lobes.
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Figure 4.11: Joint spectral amplitude of photon pairs generated in PMF, as evaluated using
Eq. (4.9). (a) No temporal walk-off (single pump configuration): ∆λ = 0 nm, |στp| = 0.
The resulting purity is P = 82%. (b) Appreciable but incomplete walk-off: ∆λ = 80 nm,
|στp| = 3.2, P = 90%. (c) Complete walk-off regime: ∆λ = 260 nm, |στp| = 7.8, P = 99%.
Adapted with permission from Ref. [150], Optical Society of America.
The scheme therefore allows the generation of perfectly factorable photon pairs without
filtering when Equation 4.36 is fulfilled. We have shown that in standard PMF, higher
purity can be obtained as the detuning between the two pumps’ wavelengths increases. A
maximally factorable state only occurs when the wavelengths of the signal and idler are close
to (possibly spectrally overlapping with) the pumps; thus, a compromise between purity and
spectral proximity to the pumps (where the Raman gain in silica glass is high) needs to be
considered.
We expect this study to provide new ways and stimulate further research into the gen-
eration of factorable photon-pair states using dual-pump configurations through SFWM.
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Chapter 5
Fast and highly-resolved capture of
the joint spectral density of photon
pairs
In this chapter, we describe our work on the characterization of photonic quantum sources,
particularly the photon-pair joint spectral density (JSD). We first talk about the motivation
for characterizing the JSD and introduce other ways that have been developed to measure the
JSD. Then we introduce stimulated emission tomography (SET). We experimentally demon-
strate the JSD measurement using SET with unparalleled speed and resolution [165]. We
show the application of this technique for tailoring the JSD such that spectrally uncorrelated
photon pairs can be experimentally generated.
5.1 Why and how to characterize the joint spectral
density
As discussed previously, photon pairs generated though spontaneous four-wave mixing (SFWM)
or spontaneous parametric down-conversion (SPDC) can be described using a biphoton wave
function or equivalently a joint spectral amplitude. In general, a quantum photon-pair state
|Φ〉 can be written as [99]:
|Φ〉 =
∑
σs,σi
∫
dksdkiφσs,σi(ks,ki) |σsks〉 |σiki〉 , (5.1)
where σs,i is the polarization of the photon, ks,i is the wave vector of the photon that contains
both spectral and spatial information, and φσs,σi(ks,ki) is the joint spectral amplitude.
|φσs,σi(ks,ki)|2 is the joint spectral density, which is the joint probability of photon pairs
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with polarization σs, σi and wave vector ks, ki. Note that the above equation can be used to
represent a polarization-entangled state (which will be discussed in the next chapter), but
for now we only consider the spectral degree of freedom; there is no spatial correlation due
to the single-mode nature of the photons generated in single-mode fiber.
The design of the joint spectral properties of photon pairs [22, 99, 101] is of particu-
lar importance, as many protocols rely on specific types of spectral correlations, such as
strongly correlated photons for time-energy entanglement [166] and uncorrelated photons
for high-visibility interference and heralding [44]. If we are able to measure the joint spec-
tral amplitude, we can extract all information about the spectral degrees of freedom of the
photon pairs and their quantum correlations.
To date, measurement of the properties of the joint spectral amplitude and joint spectral
density [99,167–169] has been nontrivial, typically relying on single-photon detection, which
results in slow characterization and low resolution. The reason is simply to due to the low
generation rate of the spontaneous process. In order to obtain high resolution, one has
to spectrally resolve the photon in multiple spectral modes; however, the total counts are
limited even for a bright quantum source. The measurement also suffers from loss due to
optics and the finite efficiency of detectors.
A typical scanning monochromator measurement is shown in Figure 5.1. The signal and
idler generated from e.g. optical fiber are directed into two gratings, which are used to
separate the frequency components of the signal or idler photons. In practice, we may use
diffraction-grating-based monochromators such as our Andor spectrograph. The coincidence
is recorded for different combinations of signal and idler components; thus, a two-dimensional
map of joint spectral density is measured [99, 168]. The typical acquisition time is on the
order of hours.
There are many other methods have been developed to measure the JSD. One is fiber-
assisted spectroscopy [169]. It based on the chromatic dispersion of different frequency
components. After propagating through a dispersive medium such as a long fiber, the
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Figure 5.1: Schematic of scanning monochromator to measure joint spectral density. Dif-
ferent spectral components are spatially separated by dispersive media and sent to single
photon detectors.
frequency information is thus mapped onto the arrival time of various frequency components.
By performing a time-dependent coincidence measurement, the JSD can be constructed. Its
resolution is affected by the timing jitter of the electronics. Another method uses Fourier
spectroscopy [170]. When photons are transmitted through an interferometer, the output of
the intensity as a function of the time delay between the two paths of the interferometer can
be used to obtain the spectral intensity of the photons though a Fourier transform. With
this in mind, if both signal and idler transmit through an interferometer, the joint spectrum
can be obtained by two-dimensional Fourier spectroscopy. These two techniques can directly
measure the JSD with much better efficiency that the monochromator technique, but the
signal-to-noise ratio is still limited by the total counts of the spontaneous process.
Other methods such as g(2) measurement [78, 79] and Hong-Ou-Mandel interference [81]
may be used to indirectly measure the spectral correlation. Second-order correlation mea-
surement is pretty simple. As we described in Section 1.3.2, to measure g(2) a coincidence
measurement is needed for the individual photons, which usually takes several hours. The
Hong-Ou-Mandel experiment typically requires a four-fold measurement and thus needs even
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longer integration times. In principle, these two measurements are sensitive to the joint spec-
tral phase between each signal and idler frequency. The other techniques mentioned above
measure the joint spectral density without the phase.
We develop a technique that is not restricted by the counts of the spontaneous process
[165]. At the same time, it has superior resolution and fast speed. It can also be used
to measure in other degrees of freedom (not just spectral) of the quantum state. This
simple and efficient way to characterize photon-pair sources is called stimulated emission
tomography [171].
5.2 Stimulated emission tomography
The occurrence of spontaneous processes involves participation of the quantum vacuum
fluctuation, which can only to be described fully by quantum mechanics. As is shown on
the left of Figure 5.2, in spontaneous four-wave mixing (SFWM), two photons interact with
a χ(3) medium that spontaneously emits signal and idler photons. Its classical analogue,
stimulated four-wave mixing, occurs when there is a seed photon present that is in the same
mode as either signal or idler. Such a seeded process can be described by classical theory.
Marco Liscidini and John Sipe propose there is a link between the spontaneous process
and its stimulated analogue, which can be used to simplify the task of characterizing the
bi-photon wave function of quantum-correlated photon pairs.
To obtain the link between the spontaneous process and corresponding stimulated pro-
cess, we first recall the state we derived in Chapter 2, which is the photon-pair state in
spontaneous four-wave mixing:
|Ψ〉 =
∑
σs,σi
∫
dksdki φσs,σi(ks,ki)a
†
σsks
a†σiki |0〉 . (5.2)
Now we can calculate the photon-pair number within the mode (σSkS, σIkI) using the
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Figure 5.2: Left, example of spontaneous process: spontaneous four-wave mixing (SFWM);
Right, stimulated process, which is the classical analog of SFWM: stimulated four-wave
mixing.
photon-number operator nσSkS and nσIkI :
〈nσSkSnσIkI 〉δkSδkI = |φσS ,σI (kS,kI)|2δkSδkI , (5.3)
where δkS and δkI are chosen within a range over which the variation of the JSA are
negligible. Experimentally, this corresponds to a narrow-enough spectral mode and single
spatial mode. The condition of single spatial mode is automatically met, as we are using
single-mode fiber to generate photon-pairs. The above expression actually points to the
monochromator-based JSA measurement, in which the JSA can be measured if one use
spectral filters such as gratings to separate the frequency components.
Now we consider stimulated four-wave mixing, in which we send a seed pulse at idler
frequency ωI . The spatial mode of the seed is overlapped with the idler as all photons are
propagating colinearly in our case. The state of the seed pulse can be described by a coherent
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state |ασIkI 〉. Its annihilation operator AσIkI satisfies:
AσIkI |ασIkI 〉 = AσIkI |ασIkI 〉 , (5.4)
where AσIkI is the eigenvalue of operator AσIkI . |AσIkI |2 is the average photon number
contained in the coherent seed pulse. Under the quantum mechanical description, we can
similarly apply the time evolution operator onto the initial state, which is now not vacuum
for the idler mode but a coherent state |ασIkI 〉. In general, the coherent state is not a single
spectral mode, but can also be constructed using one or multiple spectral modes based on
the specific application. The creation operator thus can be written as [171]:
A†σIkI =
∫
dkifσI ,kI (ki)a
†
σIki
, (5.5)
where fσI ,kI (ki) is a normalized envelope function of the seed pulse. Note that the creation
operator A†σIkI and annihilation operator AσIkI should satisfy the commutation relation:
[AσIkI , A
†
σIk
′
I
] = δ(kI ,k
′
I). (5.6)
One can insert Equation 5.5 into this commutation relation and obtain the orthogonality:
∫
dkif
∗
σI ,kI
(ki)fσI ,k′I (ki) = δ(kI ,k
′
I). (5.7)
The function fσI ,kI (ki) can form a complete basis with completeness condition:
∫
dkIf
∗
σI ,kI
(ki)fσI ,kI (k
′
i) = δ(ki,k
′
i). (5.8)
Thus if we multiply both sides of Equation 5.5 by f ∗σI ,kI (k
′
i) and integrate over kI , we can
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obtain the expression for a†σIki :
a†σIki =
∫
dkIf
∗
σI ,kI
(ki)A
†
σIkI
, (5.9)
which can be used in our later calculation.
With the presence of the seed pulse |ασIkI 〉, we can write down the output state for the
stimulated emission:
|Φ〉 =
∑
σs,σi
∫
dksdki φσs,σi(ks,ki)a
†
σsks
a†σiki |0〉s |ασIkI 〉 . (5.10)
Now we only care about the number of photons in the signal arm, provided that we are
seeding the idler. The number of signal photons 〈nσSkS〉AσIkI δkS can be calculated as:
〈nσSkS〉AσIkI δkS = 〈Φ|nσSkS |Φ〉kS. (5.11)
Using Equation 5.9, Equation 5.6 and
Aσ′Ik′I |ασIkI 〉 = 0, if I 6= I ′, (5.12)
we can obtain that:
〈nσSkS〉AσIkI δkS =
∑
σi
∫
dki|φσS ,σi(kS,ki)|2δkS+
|AσIkI |2
∫
dkidk
′
iφσSσI (kS,ki)φ
∗
σSσI
(kS,k
′
i)f
∗
σIkI
(ki)fσIkI (k
′
i)δkS,
(5.13)
where the first term is the signal due to the spontaneous emission process and the second
term is due to the presence of the seed pulse. If we neglect the spontaneously generated
photons (usually small compared to the simulated photon counts), the main contribution is
the photon counts due to the stimulated process. Under the assumption that the bandwidth
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of the seed pulse is narrow enough and centered at frequency ωI , the expression for the
stimulated photon number can be simplified to
〈nσSkS〉AσIkI δkS ≈ |AσIkI |2|φσS ,σI (kS,kI)|2δkSδkI . (5.14)
More detailed derivation of the above expression can be found in Ref. [171]. From Equa-
tion 5.3 and 5.14, one can find that the number of photon pairs emitted in the stimulated
process is proportional to the number that are emitted in the spontaneous process, with
a proportionality constant approximately equal to the average number of photons in the
stimulating seed:
〈nσSkS〉AσIkI δkS
〈nσSkSnσIkI 〉δkSδkI
≈ |AσIkI |2, (5.15)
from which one can see that the photon-pair number we are interested in from the sponta-
neous process is indeed amplified by a factor of |AσIkI |2. Thus, by varying the properties of
the seed pulse, such as its polarization or frequency, one can perform a virtual tomography
on the stimulated signal such that the information about the quantum state can be inferred.
The average photon number contained in the coherent seed pulse can be very large; thus,
the method of measuring the stimulated signal is not restricted to quantum measurement,
in other words, a classical measurement can be used to characterize a quantum state. For
example, we can use a spectrometer, photodetector or even power meter to characterize the
quantum state. The measurement can be extremely efficient with unparalleled resolution
and speed thanks to the large photon number of the stimulated process. Moreover, stimu-
lated emission tomography can be applied to characterize various degrees of freedom as well
as higher dimensions. One can also characterize multiple degrees of freedom simultaneously
if the seed pulse is specially designed. In principle, a seed can be always formed to charac-
terize the quantum state of interest, which makes stimulated emission tomography a useful
and universal method for quantum information applications.
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5.3 Joint spectral density measurement
We first show the capture of the joint spectral density (JSD) of photon pairs generated in
polarization-maintaining fiber via spontaneous four-wave mixing. We ignore other degrees
of freedom such as polarization and space; thus, the relation between the average number
of signal photons with frequency ωS stimulated by an idler seed with frequency ωI and
the average number of photon pairs that would be generated in the spontaneous process
becomes:
〈NωS〉AωI
〈NωSωI 〉
≈ |AωI |2 (5.16)
We first summarize the steps usually taken in a typical JSD measurement.
Figure 5.3: Spontaneous signal and stimulated signal measured at the same time. The seed is
extremely attenuated so that the stimulated signal is comparable to the spontaneous signal.
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1. Test out the stimulated signal. We need to confirm the signal we measure is indeed
due to stimulated emission. One may start with relatively low seed power by attenuating the
seed. This is to prevent damaging the detector or spectrometer. If we are able to observe the
signal emitted by spontaneous four-wave mixing on a spectrometer, we know the stimulated
signal should appear near this region provided we are seeding the correct wavelength. A
typical spectrum is shown in Figure 5.3. One can see the stimulated signal and the signal
from the spontaneous process at the same time. As we change the seed wavelength, the
stimulated signal will move to one direction depending on the correlation between signal
and idler. This can be used to test the correlation instantaneously. One can imagine that
if there is no correlation between signal and idler, when we change the wavelength of seed,
the stimulated signal will not move.
2. Determine the seed range. After observing the stimulated signal, one can sweep
the seed across the bandwidth of the idler with large step size. The rough change of the
marginal spectrum of the signal can be seen across the signal bandwidth, from which one
can determine the range over which to scan the entire joint spectral density. The resolution
along the idler axis can be determined by the step size of the scan, which is limited by the
bandwidth of the seed laser.
3. Seed wavelength calibration. After choosing the appropriate scanning range and step
size, one can perform a scan of the seed laser. At the same time, the wavelength of the seed
is measured to determine the wavelength of the idler for each step.
4. Entire JSD scan. By scanning the seed across the idler wavelength, we obtain slices
of the JSD along the wavelength of the signal, which is recorded by the spectrometer. The
settings of the spectrometer is also saved. The seed power is measured simultaneously by a
power meter to normalize out any intensity variations of the seed.
5. Data analysis and JSD generation (see Appendix B for the code for generating the
JSD). All data are sent to a computer to reconstruct the JSD. The JSD is corrected by
subtracting the background and normalizing each spectral slice by the seed power, which
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helps get rid of artifacts.
Figure 5.4: Schematic of the experimental setup. BP1-4, bandpass filter; PBS, polarizing
beamsplitter; HWP, half-wave-plate; L1-3, lens; PMF, polarization-maintaining fiber; DM,
dichroic mirror; P1-2, polarizer; SMF, single-mode fiber. Adapted with permission from
Ref. [165], Optical Society of America.
We first apply this technique to measure the JSD of photon pairs generated from a ∼
10 cm-long polarization-maintaining fiber (PMF, Nufern PM630-HP with a birefringence of
3.3 × 10−4). Our experimental setup is shown in Figure 5.4. A Ti:sapphire laser gener-
ates pump pulses centered at 710 nm with ∼3 nm full-width at half-maximum (FWHM)
bandwidth. The pump is coupled into the polarization-maintaining fiber. A half-wave-plate
(HWP) is placed in front of the fiber to rotate the polarization of the pump such that it
propagates along the slow axis of the fiber. When used for SFWM, two sideband photons,
the signal at 626 nm and the idler at 820 nm, are spontaneously emitted with polarization
orthogonal to the pump [99]. In the stimulated experiment, a tunable continuous wave
(CW) Ti:sapphire laser tunable across the idler bandwidth is used as the seed to stimulate
the emission of signal photons. A polarizing beam splitter (PBS) is used to combine the
pump and seed before they enter the fiber. The polarization of seed is chosen orthogonal to
the pump because the seed should have the same polarization as the idler in order to seed
the process. A dichroic mirror (DM) (Semrock FF685-Di02) separates the signal and idler
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photons. The signal is collected by a single-mode fiber (SMF) and sent to a spectrometer
(Andor SR-303i-A). The power of the seed is detected by a power meter, and each step is
used to normalize the corresponding spectrum taken by the spectrometer.
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Figure 5.5: Power dependence of the stimulated photon counts. The black squares are the
measured counts, with error bars indicating the standard deviation across 20 measurements.
The red line is a linear least-squares fit. Adapted with permission from Ref. [165], Optical
Society of America.
A total pump power of 10 mW is coupled into the fiber. The stimulated process strongly
enhances the signal, such that only 10 mW average seed power is used in our measurements
to avoid saturation of the spectrometer when set to its shortest acquisition time, which is 10
ms per scan. We measure the dependence of the stimulated signal power on the seed power at
fixed idler central wavelength. The result, shown in Figure 5.5, confirms that the stimulated
signal power varies linearly with the seed power, in agreement with Equation 5.16. This also
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ensures that no other nonlinear effects occur due to the seed pulse.
Figure 5.6: Seed wavelength as a function of scan number
The seed wavelength for each scan is plotted in Figure 5.6. This is usually obtained
by finding the peak of the saved seed spectrum, which is then used to obtain the y-axis
of the JSD. The seed power recorded by the power meter, shown in Figure 5.7, indicates
variation of the seed power and that normalization of the measured spectra comprising
the JSD is needed. Samples of spectral slices of the JSD are plotted in Figure 5.8. The
wavelengths of the seed from left to right are 812 nm, 820 nm and 828 nm, respectively.
The measured entire JSD is obtained by combining all slices across the idler bandwidth,
shown in Figure 5.9(b). The sidelobes on either side of the central lobe are due to the
sudden onset and ending of the nonlinear interaction in the fiber [99, 150] as discussed in
Chapter 4. The sidelobes are much less intense than the central lobe, and thus they are
difficult to observe using the traditional JSD measurements in the spontaneous regime,
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Figure 5.7: Seed power for each scan, which is used to calibrate the JSD.
such as that shown in Figure 5.9(a), which is kindly provided by Smith et al. [99]. The
JSD measurement of Figure 5.9(a) is performed using coincidence-counting for a 10 cm-long
polarization-maintaining fiber (Fibercore HB800G). The resolution is about 500 pm. The
pixel size in the stimulated-emission-based measurement is approximately 60 pm × 100 pm
(signal × idler). The resolution of the signal wavelength axis is determined by the resolution
of the spectrometer, while the resolution of the idler wavelength axis can be controlled by
the step size of the frequency scan.
To compare with theory, we calculate the joint spectral amplitude numerically based on
a simple model assuming a flat phase, as in Smith et al. [99]. The calculated JSD, plotted
in Figure. 5.9(c), has ∼ 94% fidelity to the experimental JSD. The fidelity between the
experimental JSD and the theoretical JSD is defined as |〈Φex|Φth〉|2, where |Φex〉 and |Φth〉
are the quantum states of experiment and theory, respectively. Thus, the fidelity can be
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Figure 5.8: Measured slices of the JSD. The wavelengths of the seed from left to right are
812 nm, 820 nm and 828 nm, respectively.
calculated as:
|〈Φex|Φth〉|2 =
∫
dωsdωiφ
∗
ex(ωs, ωi)φth(ωs, ωi), (5.17)
where φ∗ex(ωs, ωi) and φth(ωs, ωi) are experimental and theoretical JSD, respectively. The
signal photon count rate when the idler seed wavelength is at the peak of the JSD (e.g.
the center plot of Figure 5.8) is ∼4.5×108 photons/s. These counts can be compared with
theory using Equation 5.16. For a 10 mW seed with 30 GHz bandwidth, one can estimate
the photon number contained in the seed pulse, which is around 3×106 photons/s. From the
quantum experiment, for 10 mW pump power we have approximately 10, 000 coincidences/s,
integrated over all frequencies of the idler and signal. Considering idler and signal photons
with ∼ 3 nm bandwidth, the number of photon pairs in one slice of the spectrum (i.e., idler
bandwidth of 30 GHz, signal integrated over all frequencies) is about ∼ 170 /s. This is in
agreement with the counts calculated by Equation 5.16 (4.5× 108/3× 106 = 150 /s).
Compared to the traditional coincidence-counting method [168], which has a resolution
of ∼0.5 nm and a count rate that requires hours to obtain a full JSD, the improvement is
substantial. The whole measurement can be done within 10 minutes. Most of the time
is spent by the computer-controlled mechanical turning of an actuator to control the seed
wavelength. Many more investigations of photon-pair correlations can be pursued with the
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Figure 5.9: (a) A joint spectral density measured by coincidence counting, provided by
Smith et al. [99]. (b) Joint spectral density measured by stimulated four-wave mixing. (c)
Numerical calculation of the joint spectral density. Adapted with permission from Ref. [165],
Optical Society of America.
benefit of this efficient measurement technique.
5.4 Engineering the joint spectrum using SET
As an application of stimulated-emission-tomography-based JSD measurement, we engineer
the joint spectral correlations of the photon pairs to go from highly correlated to uncorrelated,
the latter of which has wide use in quantum schemes requiring pure heralded single photon
states. To achieve this, we change the phasematching conditions by changing the length of
the fiber, as described in Section 4.3. For fiber lengths of 2.6 cm, 1.6 cm, and 1.1 cm we use
the stimulated FWM technique to capture the JSDs. Figure 5.10 shows the joint spectrum for
different lengths of fiber, clearly showing the spectral correlations changing from correlated to
anti-correlated as the fiber length is shortened. When the length is close to 1.6 cm, the JSD
suggests the photon pairs may be nearly spectrally uncorrelated, with each individual photon
in a pure wave-packet. The degree of correlation is quantified by the purity of the individual
signal (idler) photons, whose density matrix pis (pii) is calculated by tracing the density
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matrix of the photon-pair state over the idler (signal) degrees of freedom: pis = Tri(|Ψ〉 〈Ψ|)
(pii = Trs(|Ψ〉 〈Ψ|)). The purity P can then be evaluated as P = Tr(pi2s) = Tr(pi2i ). The
measured JSDs suggest that the fibers of length 2.6 cm, 1.6 cm, and 1.1 cm have purities of
0.81, 0.90, and 0.85, respectively. These numbers give an upper bound for the purity for
each case because not all of the sidelobes in the JSD are measured (due to the limited scan
range of our seed laser), and because the complete biphoton wavefunction also contains the
relative spectral phase between the signal and idler photons, which we did not measure and
could contain correlations that degrade the purity. The joint spectral phase can be measured
using SET, as shown in Ref. [172].
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Figure 5.10: The measured JSDs for fiber lengths of (a) 2.6 cm, (b) 1.6 cm, and (c) 1.1 cm.
From (a) to (c), the spectral correlation changes from correlated to nearly uncorrelated to
anti-correlated as the length of the fiber decreases. Adapted with permission from Ref. [165],
Optical Society of America.
For comparison we also make measurements of the purity using the second-order coher-
ence between the signal photons of the photon pairs emitted in the spontaneous process.
We generate the photon pairs using the same experimental setup as the JSD measurements
but without the seed laser. The signal photons are split by a 50/50 beamsplitter and are
then coupled into single-mode fiber connected to avalanche photodiodes (APDs). The coinci-
dences between the signal photons are measured by a coincidence counter (IDQ ID800-TDC).
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aS described in Section 3.1, the second-order coherence is defined as:
g(2)ss =
Ns1s2R
Ns1Ns2
, (5.18)
where Ns1 (Ns2) is the number of single counts of the signal photons detected at the first
(second) output port of the beamsplitter, Ns1s2 is the number of coincidences, and R is the
repetition rate. The value of g
(2)
ss corresponds to 1+P where P is the heralded purity [79]. The
measured purities for fiber lengths of 2.6 cm, 1.6 cm, and 1.1 cm are 0.67± 0.05, 0.78± 0.07,
and 0.71 ± 0.07, respectively. The corresponding singles count rates are ∼ 8400 photons/s
(2.6 cm), ∼ 3400 photons/s (1.6 cm) and ∼ 1800 photons/s (1.1 cm). To get reasonable
coincidence counts, we need to count for hours. The relative change of the purity as a function
of fiber length agrees with that indicated by the JSD measurements. As the coherence
measurements are also sensitive to phase correlations in the photon-pairs, they provide a
lower bound on the purity. Noise may also cause lower purities in the second-order coherence
measurements, especially at short fiber lengths when counts are very low. Nevertheless,
the agreement of the trends between the spontaneous and stimulated measurements shows
that the stimulated technique can be a useful diagnostic in controlling the purity of the
corresponding spontaneously-emitted photon-pairs.
5.5 Observed irregular JSDs
With the power of the SET technique, we are able to conveniently measure JSDs in great
detail. We have observed various irregular JSDs in the course of developing the technique.
At the beginning, we used a 20 cm twisted polarization-maintaining fiber, the same as we
used in the entanglement generation of Chapter 3. We find that the JSD appears to be
asymmetric, especially for the side-lobes, as shown on the left in Figure 5.11. The color
scale is adjusted to highlight the side-lobes. Originally, we thought it might due to some
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Figure 5.11: Left: measured JSD for a 20 cm twisted polarization maintaining fiber. Right:
the same fiber but straight. The side-lobes becomes more symmetric for fiber without stress
induced by twisting.
nonlinear effects; however, when we lower both the seed and pump power, this effect does
not goes away or become weaker. Then we performed the same measurement on the same
fiber, but now when it was straight. The JSD is plotted on the right in Figure 5.11. The JSD
now becomes more symmetric. This make us think this asymmetric effect may be due to
the stress induced by twisting the fiber. In addition to this, when we use bare fiber, the way
we clamp the fiber will also affect the JSD. For example, if both ends of the bare fiber are
tightly clamped, the JSD will become asymmetric. Figure 5.12 shows a 10 cm polarization
maintaining fiber as was used for Figure 5.9(b), except tightly clamped with other conditions
staying the same. One can clearly see the asymmetry. Such a stress-induced asymmetry may
be used to engineer the joint spectrum. Our technique provides an efficient way to study
this effect, which can not be easily done with measurements based on coincidence detection.
Another interesting JSD is observed when we pump the fiber with high power. In Fig-
ure 5.13, we show two JSDs with low (10 mw) and high (75 mw) pump power. One can see
that the JSD (left) with high pump power exhibits noticeable curvature, while the curvature
goes away for low pump power (right). We tried to investigate this effect by measuring the
pump in the spectral and temporal domain (i.e., using Frequency-Resolved Optical Gating
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Figure 5.12: Measured JSD for a 10 cm polarization maintaining fiber as was used for Fig-
ure 5.9(b), except clamped. Asymmetry can be clearly observed due to the stress induced
by clamping.
(FROG) method) before and after the fiber as we suspect it might have something to do with
cross-phase modulation or self-phase modulation of the pump. However, our findings could
not fully explain this phenomenon. This needs further investigation to give a complete un-
derstanding. Nevertheless, this power-dependent JSD curvature may provide an additional
way to engineer the joint spectral correlations.
5.6 Conclusion
In summary, we have successfully demonstrated that the JSD of photon pairs produced by
SFWM can be obtained from the results of a stimulated four-wave mixing experiment. The
stimulated emission allows us to capture the full JSD in a few minutes, with a resolution as
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Figure 5.13: Left: JSD measured for a 2 cm fiber under 75 mW pumping, which exhibits
curvature. Right: JSD measurement on the same fiber under 10 mW pump. The curvature
goes away for low pump power.
fine as 60 pm, and using a standard spectrometer. This represents an improvement of about
two orders of magnitude in resolution with respect to a typical coincidence experiment,
which would take several hours and require single-photon detectors. The ability to quickly
determine JSDs with high resolution is essential for the efficient design of systems to produce
quantum-correlated photons with desired properties, and so we can expect that the technique
demonstrated here will become central in engineering systems to produce pairs of photons
by SFWM. We demonstrate its application in engineering a source to produce uncorrelated
photon pairs, the results of which agree well with second-order correlation measurements.
We expect it will also become the preferred technique in future studies of other sources based
on parametric fluorescence in fibers as well as integrated devices.
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Chapter 6
Multidimensional stimulated emission
tomography
In this chapter, we extend stimulated emission tomography (SET) onto another degrees
of freedom, namely polarization, and perform a multidimensional tomography [173]. We
first talk about the motivation to study not only the polarization but also the energy-
polarization correlations in a polarization-entangled photon-pair source. We then provide
a simple theoretical understanding of multidimensional tomography. We experimentally
demonstrate multidimensional SET on the polarization-entangled photon-pair source we
produced before. A frequency-resolved polarization density matrix is obtained that shows
enormous detail about our entangled state, which can help us to thoroughly understand the
quality of the source.
6.1 Motivation
Although entangled photon-pair sources are being produced with ever increasing quality on
a variety of platforms, it is not always clear what factors fundamentally restrict a particular
source from producing the exact desired quantum state. Typically, quantum state tomog-
raphy measurements are performed across one degree of freedom, for example polarization,
with the use of broadband single-photon detectors [174] that integrate over frequency. If
correlations between degrees of freedom are present, for example between frequency and po-
larization, the photon-pair state is not factorable into functions of each degree of freedom. In
this case, the wavefunction φσs,σi(ks,ki) from Equation 5.1 cannot be written as a product
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of functions of each degree of freedom:
φσs,σi(ks,ki) 6= f(ωs, ωi)gσsσi , (6.1)
where f(ωs, ωi) is the joint spectral amplitude and gσsσi is the polarization state of the
photon pairs. Note we ignore the spatial degree of freedom, which can have a correlation to
other degrees of freedom in some cases. The presence of the correlations degrades the overall
entanglement, but attempting to quantify such correlations using spectral filters and counting
coincidences is prohibitively time-consuming and noisy due to the low generation rate. Thus
we need a technique to efficiently characterize such correlations with high resolution.
Stimulated emission tomography can be used to measure the polarization density ma-
trix for a pair of frequency components whose range is small enough such that frequency-
polarization correlations are negligible. Making such narrowband measurements across the
entire spectrum of the spontaneously emitted photon pairs then enables the reconstruction
of the full frequency-resolved density matrix. This resulting density matrix provides sub-
stantial new information about the quantum state, from which we can then investigate the
influence of various physical processes and optimize the source accordingly. In addition to
this, the ability to characterize different degrees of freedom simultaneously can help in the
study of hybrid quantum states for various quantum applications.
6.2 Theoretical description
In general, the polarization density matrix of a two-photon state is constructed as [146]:
ρˆ =
16∑
ν=1
Mˆνnν/
4∑
ν=1
nν , (6.2)
where Mˆν are matrices for linear tomographic construction that depend on the projection
states of the measurement and nν is the number of measured photon pairs, which is usually
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a function of the photon energy, with
nν(ω1, ω2) = 2 |γ|2 |φν(ω1, ω2)|2 δω1δω2, (6.3)
where |γ|2 is the probability of generating a pair per pulse, and |φν(ω1, ω2)|2 is the polarization-
dependent joint spectral density (JSD) of the photon pairs that is normalized as
4∑
ν=1
∫∫
dω1dω2 |φν(ω1, ω2)|2 = 1. (6.4)
Note that |φν(ω1, ω2)|2 depends on the photon polarization state, which is different from the
previously discussed joint spectral density, which is independent of the photon polarization
state.
The reconstruction of the density matrix depends on whether the photons are frequency-
resolved in experiment. Considering a frequency range [ω1−Ω1/2, ω1 +Ω1/2, ω2−Ω2/2, ω2 +
Ω2/2] and following Eq. 6.2, one can obtain the frequency-dependent density matrix:
ρˆ(ω1, ω2) =
∑16
ν=1 Mˆν
∫ ω1+Ω1/2
ω1−Ω1/2 dω
′
1
∫ ω2+Ω2/2
ω2−Ω2/2 dω
′
2 |φν(ω′1, ω′2)|2∑4
ν=1
∫ ω1+Ω1/2
ω1−Ω1/2 dω
′
1
∫ ω2+Ω2/2
ω2−Ω2/2 dω
′
2 |φν(ω′1, ω′2)|2
. (6.5)
We argue the above density matrix is the result people typically measure in the quantum
experiment. This is not necessarily equivalent to the polarization density matrix ρˆ in Equa-
tion 6.2 unless there are no correlations between polarization and frequency, which is the
general assumption when quantum state tomography is performed. One can easily prove
Equation 6.5 becomes Equation 6.2, when φν(ω1, ω2) = pνφˆ(ω1, ω2), where |pν |2 is the prob-
ability of measuring a state with polarization ν. If the frequency range Ω1,2 is small enough
so that frequency-polarization correlations are negligible, we can measure the polarization
density matrix for each pair of frequency components (ω1, ω2), and thus the entire frequency-
resolved density matrix can be reconstructed.
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6.3 Experimental Setup
We experimentally demonstrate the use of SET to reconstruct the frequency-resolved den-
sity matrix of the polarization-entangled state produced via spontaneous four-wave mixing
(SFWM) in optical fiber.
Figure 6.1: Schematic of the experimental setup for stimulated emission tomography of
the polarization-entangled photon pairs generated in optical fiber. H, half-wave plate; Q,
quarter-wave plate; P, polarizer; BP, bandpass filter; L, lens; PBS, polarizing beam splitter;
PMF, polarization maintaining fiber; SMF, single-mode fiber; BS, beamsplitter; ND, neutral
density filter. Adapted with permission from Ref. [173], Optical Society of America.
A schematic of our experimental setup is shown in Figure 6.1, which has been previously
used to demonstrate the generation of polarization-entangled photon pairs [105] (see Chapter
3). A 20 cm polarization-maintaining fiber (PMF) in a Sagnac loop is pumped by ∼ 150
fs pulses from a Ti:sapphire laser centered at 715 nm. A half-wave-plate (HWP) sets the
polarization of the pump to 45◦ to balance the power of horizontal and vertical components
to ∼ 5 mW each, which are coupled into opposite ends of the PMF. With the pump alone,
two sideband photons are created through SFWM: the signal at 629 nm and the idler at
829 nm. One end of the fiber is twisted by 90◦ such that a polarization-entangled state
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|Ψ〉 = (|HsHi〉 + exp (iϕ) |VsVi〉)/
√
2 is generated at the other port of the polarizing beam-
splitter (PBS), where ϕ is the relative phase between the two pathways and is set to zero in
our case.
To perform SET, a tunable continuous wave (CW) Ti:sapphire seed laser of 10 mW
working around the idler wavelength is injected backward into the Sagnac loop. The seed
polarization is adjusted by a quarter-wave-plate (QWP) and HWP and monitored at the
output by a polarization analyzer (consisting of a QWP, HWP and polarizer). The signal is
collected by a single-mode fiber and sent to a spectrometer (Andor SR-303i-A). Measuring
the polarization of the stimulated signal using the same polarization analyzer as used for
QST, we perform SET by recording the signal spectrum for a series of output idler states
corresponding to the states to which the spontaneously generated idler photons are pro-
jected in the QST measurements. The power of the seed is measured by a power meter for
normalizing the detected signal output. We perform the SET at different seed frequencies
across the bandwidth of the spontaneously produced idler photons with a step size of 0.1 nm,
which determines the idler resolution, while the signal resolution (∼ 0.06 nm) is determined
by the spectrometer.
To ensure that any observed frequency-polarization correlations are not due to our mea-
surement technique, we characterize the polarization of the seed for each wavelength, which
mirrors the important role of making good projective measurements in the quantum case.
Using the same setup shown in Figure 6.1 except without the pump, we inject only the
seed backward into the Sagnac loop. For each input seed polarization used in the SET, we
scan the frequency and measure the output seed polarization in the idler arm. Figure 6.2
shows the fidelity of the polarizations of the seed to the desired projected polarizations
(H, V,D,A,R andL) and the degree of polarization. The high fidelity and degree of po-
larization indicate that any structure we may see in the energy-resolved density matrix is
not due to the SET measurement itself. Moreover, these measurements allow us to use the
recorded polarization states of the seed to calibrate our SET measurement to ensure a more
140
Figure 6.2: Measured fidelity and degree of polarization of the stimulating seed versus wave-
length for each polarization state used in SET.
precise reconstruction of the energy-resolved density matrix.
6.4 Frequency-resolved polarization density matrix
6.4.1 Preliminary measurements of the visibility
Before performing a full tomography of the quantum state, we scanned the seed with large
step size and measured the stimulated signal with a power meter, which integrates over all
signal frequencies. This method is a convenient approach for diagnosing the system initially,
without the need for writing data acquisition code.
In quantum state characterization, quantum interference visibility is a good way to test
the degree of entanglement. Using SET, visibility can also be measured with high signal-to-
noise ratio. One can send a seed with 45◦ polarization within the idler bandwidth, as the
half-wave plate is rotated (removing the quarter-wave plate in Figure 6.1), and recording
the stimulated signal intensity. We choose several seed wavelengths with −2.4, −1.8, −1.2,
−0.6, 0, 0.6, 1.2, 1.8, 2.4, and 3 nm detuning from the center wavelength of the idler. The
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Figure 6.3: Stimulated visibility curves. The seed is diagonally polarized, which stimulates a
diagonal signal. This is in analogy to the D/A interference visibility curve in the spontaneous
case.
visibility curves are plotted in Figure 6.3. The maximal counts decrease as we scan to
the edge of the idler wavelengths. We can plot the visibility as a function of wavelength
detuning, shown in Figure 6.4, which indicates that the visibility is about the same within
a 2 nm vicinity of the central wavelength of the idler. The value at zero detuning shows a
97.12% visibility. As we keep scanning the seed to the other side, the visibility decreases.
This allows us to infer there is a degraded overall visibility when no filtering is applied, due
to frequency-polarization correlations.
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Figure 6.4: The visibility as a function detuning from the idler center wavelength. The seed
wavelengths are chosen to be −2.4, −1.8, −1.2, −0.6, 0, 0.6, 1.2, 1.8, 2.4, and 3 nm detuned
from the center wavelength of the idler.
6.4.2 Full multidimensional tomography
A more detailed full tomography is most beneficial for characterizing the quantum state. For
comparison, we first measure the polarization-entangled state using polarization quantum
state tomography (QST), as discussed in Chapter 3. To perform QST, we replace the
detectors in Figure 6.1 with single-photon counting modules (PerkinElmer SPCM-AQ4C)
and perform state tomography without the seed. The reconstructed density matrix is shown
in Figure 6.5 (a), which suggests a 93.8% fidelity to the maximally entangled state |Ψ〉 =
(|HsHi〉+ |VsVi〉)
√
2.
To compare the density matrix obtained by SET with that measured by QST, we per-
form a trace over the spectral degree of freedom of the spectrally resolved density matrix
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Figure 6.5: Real (left) and imaginary (right) parts of the (a) Polarization density matrix
reconstructed by quantum state tomography and (b) Spectrally averaged polarization density
matrix reconstructed by SET. Adapted with permission from Ref. [173], Optical Society of
America.
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from SET, which corresponds to averaging over the pairs of energies, each weighted by the
probability that each pair of photon energies would be detected. The spectrally averaged
SET density matrix is shown in Figure 6.5 (b). This should equal the polarization density
matrix measured by QST, were both the SET and QST measurements ideal. However, the
measurement of SET won’t be affected by the background noise due to the large photon
counts. The spectrally averaged density matrix obtained by SET shows a 97.8% fidelity to
the QST result while the SET result has 95.2% fidelity to the maximally entangled state.
Figure 6.6: Joint spectral intensity of the generated photon pairs, measured by SET. Dashed
line indicates the area we average over to obtain the polarization density matrix. Adapted
with permission from Ref. [173], Optical Society of America.
The SET measurement allows us to characterize both spectral and polarization properties
of the entangled state simultaneously. For example, one can obtain the joint spectral density
of our photon-pair source, shown in Figure 6.6. The dashed lines indicate the spectral region
over which we reconstruct the polarization density matrix, i.e., all components of the density
matrix will be plotted within this spectral region.
Thanks to the power of stimulated emission, our SET approach can give a much more
detailed picture of the state of photon pairs generated in the spontaneous experiment, and
145
at a level never achieved by QST. The energy-resolved polarization density matrix obtained
using SET is shown in Figure 6.7. Note that this plot in fact exhibits 115×40 individual po-
larization density matrices, one for each pair of photon energies. For each polarization basis,
we scan the seed across the idler wavelength. The entire frequency-resolved polarization den-
sity matrix can obtained within an hour. In the simple picture of a polarization-entangled
photon-pair state, energy and polarization are uncorrelated, meaning that each of these
4600 polarization density matrices should be identical. They are clearly not. As seen in
the magnified off-diagonal elements of Figure 6.7, significant structural features indicate the
presence of frequency-polarization correlations. In addition to this, the diagonal terms show
that the amplitude balance between the HH and V V pathway is also frequency-dependent,
which may be one of the possible reasons for entanglement degradation.
We can examine these results by applying the data analysis (see Appendix B for the code
for the data analysis of SET) strategies usually employed to characterize entangled states,
but now with energy resolution. With the energy-resolved polarization entangled state, we
calculate the tangles, the phases ϕ, the fidelities to the target state and the purities for all
frequency components. These properties provide useful and detailed information with which
to diagnose the properties of the source, which can not be easily obtained from quantum
state tomography.
As can be seen from the plot of the tangle in Figure 6.8, most of the tangles are high and
the peak tangle is approximately 100%. The wavelength pairs with lower tangle decrease
the overall tangle to 0.80. There are several factors that may contribute to this deterioration
of the quality of the source. The lower tangle may arise from the distinguishability of the
two pathways as well as spectrally dependent amplitude imbalance. However, the tangle
alone is not sufficient to determine the overall quality of the source. For example, even
if we have perfect entanglement, which is not necessarily the same entangled state, across
the entire joint spectrum, the variation of the phase for each frequency pair will worsen
the overall entangled state. In the phase plot of Figure 6.9, we can see non-flat phases,
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Figure 6.7: (a), Real (left) and imaginary (right) parts of the energy-resolved density ma-
trix obtained using SET. (b) One of the 16 elements of the density matrix, magnified to
display more detailed structure. Adapted with permission from Ref. [173], Optical Society
of America.
147
Figure 6.8: Calculated tangle from the frequency-resolved polarization density matrix for
each energy pair.
indicating the phases acquired around the two pathways of the Sagnac loop are not exactly
uniform across the photon pair spectrum. This may represent the presence of frequency-
dependent birefringence in the polarization-maintaining fiber and other optics. The plot of
purity in Figure 6.10 indicates the majority of photon pairs can be represented by a pure
state, even pairs that have obviously low tangle, although we find there is some spectrally
varying mixedness, with an average weighted purity of 97%. This supports our assumption
that there is negligible correlation between frequency and polarization within the narrow
frequency range over which we are seeding for each frequency pair.
A standard characterization of the quality of a source is the fidelity F of the generated
state to the target state [147]. For each pair of photon energies a different polarization density
matrix results, and each of these will in general have a different fidelity with the target state.
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Figure 6.9: Calculated phase between the HH and V V pathways from the frequency-resolved
polarization density matrix for each energy pair.
In Figure 6.11 we plot F for a target state |Ψ〉 = (|HsHi〉 + |VsVi〉)/
√
2. Near the center
of the plot (Figure 6.11(b)), where the joint spectral intensity is the largest, the fidelity
is the closest to unity (compare Figure 6.11(c)). The lobes to either side of the diagonal
center lobe in F seem to be associated with the sidelobes in the joint spectral intensity,
which arise from the phase-matching constraints [99, 150]. More generally, regions of lower
fidelity may arise due to asymmetries between the two pathways through the Sagnac loop,
for example due to nonuniform frequency-dependent birefringence in the fiber and other
optical elements [101,103]. Indeed, we find that energy pairs that have a low fidelity to the
target state have a high fidelity to a different pure state. More generally, the wings of the
pump pulse have lower intensities and may be associated with photons more susceptible to
fluctuations or noise, including the photons created to either side of the main peak. It should
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Figure 6.10: Calculated purity from the frequency-resolved polarization density matrix for
each energy pair.
be noted that although these photons have much lower count rates, they still represent about
10% of the total photon pairs.
From our SET results, we find that entanglement degradation manifests as a combina-
tion of several factors: spectral variations of the joint phase (as evident in Figure 6.7(b)),
spectral variations in the balance of the amplitudes (as seen in the diagonal elements of
Figure 6.7(a)), and frequency-dependent polarization cross-talk (as seen in Figure 6.7(a)).
Figure 6.11 suggests nearly perfect fidelity with the target state can be achieved using tight
spectral filtering, a procedure commonly employed in practice. The abundant new informa-
tion provided by SET thus enables detailed study of correlations between the energy and
polarization degrees of freedom in the entangled state that would be difficult to probe using
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Figure 6.11: (a) Fidelity F for each pair of photon energies for a target state |Ψ〉 = (|HsHi〉+
|VsVi〉)/
√
2 over a wide spectral range. (b,c) Close-ups. Adapted with permission from
Ref. [173], Optical Society of America.
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QST. The technique can be applied to other systems and degrees of freedom that require
optimization and engineering for quantum applications.
6.4.3 Characterizing temporal distinguishability
Temporal distinguishability is another factor that commonly affects the quality of an en-
tangled photon-pair state that can be diagnosed by SET. To demonstrate this we introduce
a series of time delays between two pathways using quartz plates with nominal delays of
0, 40, and 100 fs. We perform SET and calculate the tangle and phase for each delay. The
tangles and phases are plotted in Figure 6.12. The calculated overall fidelity for increasing
delay are 94.6%, 89.9% and 59.9%, respectively. From Figure 6.12(a), (b) and (c), it can
be seen that the tangles for each frequency pair do not change significantly as a function
of delay, even though the overall tangle to decrease with increasing delay. The influence
of the temporal delays is most clearly revealed in the phase plots. Figure 6.12(d) for zero
delay shows a relatively flat phase while the phase changes more dramatically for increased
delays (Figure 6.12(e) and (f)), where we can clearly see periodical structures. We obtain a
quantitative estimation of the temporal delay by analyzing the phase change along the di-
agonal, which corresponds to the phase matching condition for which two degenerate pump
frequencies create the signal and idler photons. The diagonal exhibits a wrapped linear
phase (ωs + ωi)τ = 2ωpτ corresponding to that imposed by the temporal delay τ between
the two pathways. From this we can calculate the delays to be 34 and 96 fs for Figure 6.12(e)
and (f) respectively, which agree well with the nominal delays. Thus if we resolve the state
for each frequency pair, the temporal information will be contained in the phase plot. This
application of SET is an example of a useful diagnostic if there are changes in phase but
not in tangle: one can investigate the temporal issue and approximate the required delay
compensation in a more refined fashion.
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6.5 Conclusion
Our investigation using stimulated emission tomography represents a leap forward in our
ability to characterize photonic quantum states for quantum applications. We measure
photon-pair correlations in multiple degrees of freedom (energy and polarization) with un-
precedented resolution and efficiency in a system we used to demonstrate entangled photon
pairs. Our approach provides insight into the nature of quantum correlations in more than
one degree of freedom, which is far beyond what has been achieved using coincidence-based
measurement due to the limited amount of photon counts. Controlling such correlations is
the cornerstone of quantum applications using photons. The ability to reveal the correla-
tions in a deeper tomography allows a better understanding and control over the quantum-
correlated system. The idea can be applied to other systems that require optimization and
engineering of quantum states. This technique may also help in the study of encoding in-
formation onto multiple degrees of freedom of photons in quantum information processing.
Hence, we anticipate our demonstrated technique may be used extensively to engineer sources
of photonic quantum states and become a useful tool in future quantum applications.
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Figure 6.12: (a), (b) and (c) are tangles for nominal delays of 0, 40, and 100 fs. (d), (e) and
(f) are phases for corresponding delay, where periodic structures can be seen.
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Chapter 7
Ultra-broadband storage in hot
atomic barium vapor
In this chapter, we talk about our work towards realization of an ultra-broadband quantum
memory using neutral barium atoms [175]. We first introduce the background of off-resonant
Raman quantum memories. We discuss the advantages of using barium. We focus on
details about our experimental realization of storage of classical pulses, including control
field amplification and atomic density characterization. We then show the method used to
measure the stored classical pulse and our results. At the end, we talk about remaining
issues and future work.
7.1 Off-resonant Raman memories
The storage of single photons in a quantum memory [122] enables the synchronization of
photons from different sources, which is a required functionality in long-distance quan-
tum communication as well as local quantum operations. In addition to this, due to the
non-deterministic single-photon generation from spontaneous parametric down-conversion
or spontaneous four-wave mixing, the efficiency of having multiple photons simultaneously
decreases exponentially with photon number. Quantum memories can convert such proba-
bilistic photon output to on-demand, thus dramatically improving system scalability.
Up to date, most optical quantum memories have been demonstrated in atomic and solid
state ensembles, which are mainly based on light-matter interaction such as electromagneti-
cally induced transparency [124–126], controlled reversible inhomogeneous broadening [127],
atomic frequency combs [128] and off-resonance Raman scattering [129, 131, 132, 176]. The
155
Figure 7.1: Schematic of the Raman-type quantum memory. The green pulse is the signal
photon to be stored and retrieved. The write field (the first red pulse) will map the sig-
nal state onto the atomic state of the media when it is overlapped with the signal. The
subsequent read pulse will retrieve the stored signal.
advantage of the off-resonance Raman-type quantum memory is its capability to store broad-
band photons. A general scheme of a Raman-type quantum memory is shown in Figure 7.1.
The green pulse indicates the signal photon to be stored while the red is a strong control field
that serves as both the write and read field. The strong write field enables a two-photon
transition between the ground state |g〉 and metastable state |s〉 in a Λ-level system, as
shown in Figure 7.2. The signal and control fields are both detuned an amount ∆ from the
excited state |e〉. In the typical of-resonant Raman regime, we have:
∆ γ, ∆ δ, (7.1)
where γ is the linewidth of the excited state |e〉 and δ is the bandwidth of the control field.
When both signal and control field are spatially and temporally overlapped, the signal will
be mapped onto a so-called spin-wave that corresponds to all possible superpositions of one
atom in the storage state |s〉 and all other atoms in the ground state |g〉:
|φ〉 = 1√
N
N∑
n=1
ei(ks−kc)·rn |g1 · · · gn−1sngn+1 · · · gN〉 , (7.2)
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where N is the number of atoms, ks and kc are the wave vectors of signal and control field,
and rn is the position of the atom. Note ∆k = ks−kc is the wave vector of the spin wave. A
subsequent read field is applied to the spin wave excitation and the signal deterministically
released, which completes the storage and retrieval process.
Figure 7.2: Schematic of a Λ-level system and the memory interaction.
The storage time is related to the coherence time of the spin wave. The coherence time
of the spin wave is affected by the lifetime of the storage state and the dephasing of the
spin wave due to the motion of the atoms. For example, inelastic collisions with the walls
will result in shorter storage state lifetimes. The thermal motion of atoms across the spin
wave will cause dephasing. Motion in the transverse direction with respect to the beams
limits the lifetime due to the atoms diffusing out of the interaction region. For motion in the
longitudinal direction, ∆k · l pi is needed to maintain the coherence, where l is the length
traveled by the atoms in the longitudinal direction. From this we can see that long spin
wavelengths, which are inversely proportional to energy splitting between the |g〉 and |e〉
state, may contribute to longer coherence times. On the other hand, the storage bandwidth
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is determined by the bandwidth of the control field due to the off-resonant interaction. This
is limited by the energy splitting between the |g〉 and |e〉 state. In this sense, large splitting
is desirable so that broadband photons can be stored.
The storage efficiency η is proportional to the atomic density na and the number of
photons Nc contained in the control pulse and inversely proportional to the detuning ∆ [129]:
η ∼ fgefesnaNc
∆2
, (7.3)
where fge and fes are oscillator strength of transition g ↔ e and e↔ s, respectively. Thus,
in order to obtain better storage efficiency we typically desire higher atomic density and
larger pulse energy of the control field. The total efficiency including the retrieval process is
approximately proportional to the square of the storage efficiency, η2.
7.2 Barium quantum memory
The off-resonant Raman memory has been demonstrated in cesium [176], bulk diamond [131]
and molecular hydrogen [132], which exhibits GHz- to THz-bandwidth storage, however none
of them has the ability to store photons in the telecom range which is optimal for long-
distance communication. Other schemes [177] that do have the ability for telecom storage
have limited bandwidth (∼ MHz).
We choose barium because it has a large energy splitting between ground |1〉 (6s2 1S0)
and storage states |3〉 (6s5d 1D2) of ∼ 340 THz shown in Figure 7.3. The large splitting
enables storage of < 100 fs photons. An import figure of merit of a quantum memory is the
time-bandwidth product (ratio of memory lifetime to pulse duration), which represents the
number of processes that can be performed before retrieval. The energy splitting between
ground and storage state allows a state-of-the-art time-bandwidth product > 1000. The
large splitting also leads to minimal thermal population in the storage state |3〉, giving very
158
Figure 7.3: Schematic of energy levels in barium. The energy splitting between the ground
state |1〉 and storage state |3〉 is about 340 THz. ∆ is the detuning between the signal or
control field and the excited state |2〉.
little noise in single-photon operation, and prohibiting noise from other four-wave mixing
processes.
In addition to the ultra-broadband feature, barium has a transition between state |2〉
(6s6p 1P1) and |3〉 (6s5d 1D2) at telecom wavelength. This makes it feasible for telecom
photon storage if one prepares state |1〉 as the storage state. Thus barium memory has the
potential to combine both ultra-broadband and telecom storage of photons. As a first step,
without involving optical pumping, we demonstrate the storage of visible photons at 560 nm
and use 1550 nm light as the control field.
One of the major challenges to realizing a barium memory is its low vapor density com-
pared to alkali atoms such as cesium. The vapor density of cesium at room temperature is
about 1016 m−3 while the density of barium is negligible. The detuning ∆ we are dealing
with in the barium memory is on the order of THz while in cesium the detuning is about
20 GHz. Also considering the difference in oscillator strengths, for the same atomic density
na and control pulse energy, the efficiency η would be around 6 magnitudes lower than a
previously demonstrated cesium memory. In order to overcome this, we have to raise the
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temperature of barium so that we can have much higher density and use as high a control
power as possible. Note that while the natural lifetime of the storage state |3〉 of barium
is ∼ 0.25 s, the anticipated lifetime in hot atomic barium vapor is around 1 ns due to the
longitudinal motion of atoms across the spin-wave wavelength. The good news is because
we are able to store ultra-broadband photons (∼ fs), the time-bandwidth product can still
be very high, and we may still find solutions to improve the memory lifetime.
7.3 The barium vapor cell: a heat-pipe oven
In order to obtain high atomic density, we need a vapor cell that can handle high temperature
(i.e., around 1000 ◦C). We use a heat-pipe oven [178], shown in Figure 7.4. The center of a
stainless-steel tube is covered by a heater. At both sides of the heater are water cooling pipes.
A thermo couple is attached to the outer surface of the tube to measure the temperature. The
heater is wrapped in high-temperature insulator and aluminum foil to provide temperature
stability. Both ends of the tube are sealed by rubber gaskets and flanges with sapphire
windows. The tube has terminals that can be connected to a vacuum system and pressure
gauge. Inside the tube, the wall is covered by mesh made of stainless steel, which acts as a
wick. The solid barium is placed at the center of the tube.
The whole system is controlled by a programmable temperature controller, which is pro-
grammed such that the heat-pipe oven is gradually heated or cooled to the target tempera-
ture. This prevents a sudden change of the temperature to elongate the life of the heat-pipe
oven. Once the oven reaches the target temperature, the temperature is well-maintained by
the feedback loop.
When operating the heat-pipe oven above the melting point of barium (727 ◦C), the
barium vapor evaporates and diffuses toward both ends of the oven until it condenses due to
the water cooling. The liquid barium will return to the center through the wick because of the
capillary effect. Once an equilibrium between condensation and evaporation is established, a
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Figure 7.4: Schematic of the heat-pipe oven.
well-defined atomic vapor pressure or density is formed at the center. At high temperature,
the atoms may congregate at the window. To keep the atoms away from the window, water
cooling lines are placed between the windows and the heater, where the barium atom will
condense and have less chance to reach the window. A small aperture is also installed in
between the window and the vapor region. In addition to this, argon gas is backfilled into
the cell, which is pushed towards the window, thus helping to keep the barium atoms away.
The argon also acts as a buffer gas that slows down the barium atom. This helps prolong
the coherence time of the spin wave.
7.4 Barium vapor density characterization
Figure 7.5: Experimental setup to measure the absorption of barium vapor.
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Figure 7.6: The absorption spectrum of barium vapor at various temperatures. The inset
shows magnified absorption near the wavelength of 560 nm.
To characterize the barium vapor density, we first apply the method mentioned in
Ref. [179], which utilizes the equivalent width to calculate the density of the vapor. A
typical setup is shown in Figure 7.5. Light from a white-light source is guided into the
oven and then measured by a spectrometer. The transmitted spectrum after absorption at
various temperatures is shown in Figure 7.6. One can see that the lineshape broadens and
deepens due to the increased temperature. From the spectrum, the equivalent width wλ can
be calculated as
wλ =
∫ ∞
0
I0(λ)− I(λ)
I0(λ)
dλ, (7.4)
where I0(λ) is the intensity before entering the oven and I(λ) is the transmitted intensity
after absorption at a certain temperature. The equivalent width wλ and atomic density na
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Figure 7.7: Calculated barium density at various temperatures using the absorption spec-
trum.
can now be related with
wλ =
e2
40mec2
λ20fikLna, (7.5)
where 0 is the vacuum permittivity, me and e are the mass and charge of the electron, c is
the speed of light, λ0 is the central wavelength of the absorption, fik is the oscillator strength
of the transition between upper level k and low level i, and L is the length of the barium
vapor. The calculated barium vapor density is plotted in Figure 7.7.
Another way to estimate the atomic vapor density is to measure the group delays of
optical pulses at various temperatures [180]. The linear susceptibility χ(1)(ω) of a material
can be written as:
χ(1)(ω) = fge
nae
2/me
ω2ge − ω2 − 2iωγ
, (7.6)
where fge and ωge is the oscillator strength and frequency of the transition between ground
and excited state. Here we ignore other transitions because the wavelength of the light we
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Figure 7.8: Experimental setup to measure the delay due to barium vapor. DM, dichroic
mirror; BBO, beta barium borate; PD, photodiode
send in is close to the transition between the ground and excited states while the linear
susceptibility due to other transitions is negligible. The absorption α and refraction index
n can be related to the imaginary and real part of the linear susceptibility through:
α =
4piω
c
Im{χ(1)},
n =1 + 2piRe{χ(1)}.
(7.7)
The group delay tg can be obtained by
tg =ng
L
c
= (n+
dn
dω
)
L
c
=
L
c
(
1 +
e2fgena
8me0
∆2 − γ2
(∆2 + γ2)2
)
,
(7.8)
where ng is the group index and ∆ is the detuning between the input field and transition
g ↔ e. The first term of the above equation corresponds to the delay without atomic vapor
and the second term is that induced by interacting with the atoms, from which the number
density na can be calculated.
To measure the group delay, we use the setup shown in Figure 7.8. Two ∼ 100 femtosec-
ond pulses are used for sum-frequency generation, one at 560 nm and the other at 1550 nm.
164
Figure 7.9: Temporal profile of the sum-frequency signal at 410 nm for various temperatures.
The x-axis indicates the position of the delay stage.
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The 560-nm light is sent through the barium vapor cell, in which it experiences additional
group delay. It is combined with the 1550-nm light that travels in air and focused onto a
nonlinear beta barium borate (BBO) crystal to generate sum-frequency at 410 nm. By scan-
ning the 1550-nm arm using an optical delay line, the temporal profile of the sum-frequency
can be recorded by a photodiode, as shown in Figure 7.9, where the x-axis indicates the
position of the translation stage. We can clearly see the peak of the pulse is shifted for var-
ious temperatures. Note that the shift for temperatures around the melting point (727 ◦C)
is barely observable, as the delay induced at small densities is too small for our resolution.
The decrease of the intensity is due to the increase of absorption originating from increased
atomic density. The broadening of the pulse is expected for high temperature because of
increased dispersion. The estimated atomic density is plotted in Figure 7.10, which is in
rough agreement with the method using the absorption spectrum. For the data presented
later, we use the absorption spectrum measurement.
7.5 The erbium-doped fiber amplifier (EDFA)
Our optical parametric oscillator (OPO) outputs the control field at 1550 nm, which is
automatically synchronized with the signal field at 560 nm. However, the power of the
control field is only around 100 mW, which is not high enough to observe storage. To obtain
enough control power, we utilize an erbium-doped fiber amplifier (EDFA).
The EDFA is a device that consists of a piece of single-mode fiber doped with erbium
ions that serve as a gain medium. The ions can be treated as an effective two-level system
with ground and excited states. A strong pump, typically at 980 nm, excites the ions to the
excited states. The input signal to be amplified within the gain window (1525 nm ∼ 1565 nm)
is combined with the pump and brings the ions to the ground state. Identical signal photons
will be released through stimulated emission, and thus the input signal will be amplified.
The EDFA we use is a high power amplifier (FA-35-IO) made by PriTel. To amplify a
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Figure 7.10: Calculated barium vapor density using the group delay at various temperatures.
high-power femtosecond pulse is not trivial because the high peak power may cause damage
in the gain medium or induce nonlinear pulse distortion. To amplify the ultrafast pulse, we
use chirped pulse amplification. Before the pulse enters the EDFA, we send it through a
120 nm dispersion-compensating fiber (DCF38) with −38 ps/nm ∗ km dispersion. Our 200 fs
pulse is thus stretched to around 60 ps and sent to the EDFA for amplification. The DCF is
spliced with a SMF28 with an FC/APC connector so that it can be easily connected to other
in-fiber devices such as the EDFA. The total loss for the DCF is 3 dB mainly due to the mode
mismatch between DCF38 and SMF28. The output of the EDFA is sent to a compressor
consisting of two gratings to provide opposite dispersion compared to the stretcher. The use
of the gratings instead of prisms is to minimize nonlinear optical effects such as self-phase
modulation when propagating through dispersive media with high power.
The setup is shown in Figure 7.11. The two gratings are mounted on rotation stages. The
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Figure 7.11: Pulse compressor setup. G1-2, transmissive grating; M1-3, mirror. Both grat-
ings are mounted on a rotation stage at the bottom. G2 together with the rotation stage is
mounted on a translation stage, which is used to tune the dispersion. The reflected beam is
tilted down by M2.
first grating is positioned so that the output of the first-order diffraction is maximized. The
second grating is aligned parallel to the first grating and the beam after the second grating is
collimated. The second grating together with the rotation stage is mounted on a translation
stage, with which the dispersion can be varied by changing the distance between the two
gratings. A mirror is used to the reflect the beam back so it undergoes the same route as the
input except at a different height due to the tilt of the mirror. The outgoing beam is picked
off by a mirror and sent to an auto-correlator to measure the temporal profile of the light
after the compressor. By tuning the distance between the gratings and fine-tuning the angle
of the second grating, the stretched pulse can be compressed, as shown in Figure 7.12. The
compressed pulses at different powers exhibit slightly different temporal shape especially at
the base, which is due to the self-phase modulation. Their temporal duration are about the
same, around 400 fs.
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Figure 7.12: The temporal profile of the control field after the compressor at different powers.
7.6 Observing ultra-broadband storage
7.6.1 Experimental setup
A schematic of the experimental setup is shown in Figure 7.13. The signal pulses, centered
at 560 nm with 200 fs duration and 80 MHz repetition rate from an optical parametric os-
cillator (OPO) (Inspire HF100), are attenuated to provide coherent state signal photons to
demonstrate storage. The control field centered at 1550 nm from the idler output of the
OPO is sent to the EDFA for amplification.
To ensure overlap between the signal and control field, factors such as time, spectrum, and
beam size have to be carefully considered. Because the control field experiences amplification
(varying gain for different wavelengths) and self-phase modulation, its spectrum is different
from the OPO output. An optical pulse shaper is built for the signal arm such that we can
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Figure 7.13: Experimental setup of the barium quantum memory.
optimize the storage efficiency by shaping the signal pulse (e.g. change its bandwidth or
duration). The bandwidth of the control field after amplification is around 15 nm, which
corresponds to a 2 nm width at the signal wavelength. Comparing this to the bandwidth
of the signal directly from the OPO output (∼ 5 nm), it is clear pulse shaping is indeed
required to achieve optimal storage. After passing through the DCF and EDFA, the delay
of the control field relative to the signal is significantly changed. We use a translation stage
with a wide range (∼ 3 ns) to ease the job. As the delay may be anywhere in the range of
12.5 ns (because of the 80 MHz repetition rate), an oscilloscope and fast photodiode is used to
roughly measure the delay between the signal and control pulses with ∼ 1 ns resolution. The
exact temporal overlap is then achieved by performing sum-frequency generation through a
BBO crystal. The spatial overlap is achieved by using a telescope, or a pair of lenses with
different focal lengths, in the signal arm. The beam size is measured and adjusted to ensure
the signal has good overlap with the control field at the center of the oven.
Both signal and control field are focused into the barium memory. The interaction length
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is about 4 cm, as determined by the Rayleigh length. The cell oven is gradually heated above
800 ◦C. The signal is separated from the control field using a dichroic mirror and is measured
by a fast photodector (PDA10A).
7.6.2 Results and discussion
To measure the storage of the signal due to interaction with the control field, we utilize
a lock-in technique. We mechanically chop the signal and the control field at different
frequencies ω1 and ω2, respectively. Assuming the measured intensity of the signal is I(t),
with the chopper, the signal becomes
I(t)
1
2
(1 + cosω1t). (7.9)
Here the chopper function is approximated as 1
2
(1+cosωt), where ω is the chopping frequency.
Thus, without the control field, if we measure the signal at frequency ω1, the intensity I(ω1)
would be 1
2
I¯(t), where I¯(t) is the DC term. When the control field is present, the signal field
becomes
I(t)
1
2
(1 + cosω1t)
(
1− η1
2
(1 + cosω2t)
)
, (7.10)
where η is the storage efficiency. Thus by measuring the signal at frequency ω1 + ω2, the
intensity I(ω1 + ω2) is
1
8
ηI¯(t). The memory efficiency can then be calculated as:
η = 4
I(ω1 + ω2)
I(ω1)
. (7.11)
We scan the time delay between the signal and control field and measure the signal
absorption for various time delays, plotted in Figure 7.14. The peak intensity I(ω1 + ω2)
can be used to calculate the memory storage efficiency. The current optimal efficiency is
about 1.6% for a control field energy of 22.5 nJ and atomic vapor density of 5.1× 1019 m−3
(at temperature 1070 ◦C). To make sure the measured signal is indeed due to the absorption
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Figure 7.14: The signal absorption as a function of time delay between the signal and control
field. The background may come from stray light detected by the lock-in.
and not the creation of additional signal photons, we can look at the phase when detected at
the frequency ω1 + ω2. This phase can be compared to other processes that create photons,
e.g. the sum frequency generation between the 1550 nm and 560 nm light. A pi phase shift
is expected for the two different processes. The measured phase for storage is about −160◦
while the phase for sum frequency generation is 29◦. The phase difference proves that what
we see is indeed the signal of storage.
We also measure the efficiency as we tune the wavelength of the signal for a fixed pulse
energy of 22.5 nJ and density of 3.7 × 1019 m−3, shown in Figure 7.15(a). One can see
that when the wavelength of storage is at 560.5 nm, the efficiency is maximized, while the
efficiency decreases as the wavelength is detuned. When we change the intensity of the
input signal, the efficiency (Figure 7.15(b)) stays the same, which is as expected. The
efficiency for various control pulse energies for an atomic density of 3.7× 1019 m−3 is plotted
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Figure 7.15: (a) The storage efficiency for various signal wavelengths. (b) The storage
efficiency for different signal powers. Both (a) and (b) are measured with fixed pulse energy
of 22.5 nJ and density of 3.7× 1019 m−3. (c) The storage efficiency for various atomic vapor
densities for a control field energy of 22.5 nJ. (d) The storage efficiency for various control
pulse energies for an atomic density of 3.7 × 1019 m−3. The data were taken at different
times and may exhibit small variations even for the same parameters due to slight changes
in alignment.
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in Figure 7.15(d) as well as for various atomic vapor densities for a control field energy of
22.5 nJ (Figure 7.15(c)), which indicates the influence of control pulse energy and atomic
density on memory efficiency.
7.7 Issues and future plans
So far we have demonstrated and characterized the storage of weak coherent pulses. Before
we implement the retrieval process or operate the memory on the single-photon level, we
try to improve the memory efficiency. To achieve this, we aim to get higher control pulse
energy. This is realized by picking pulses from our 80 MHz pulse train using an electro-optic
modulator (EOM) and sending them to the amplifier so that for a given amount of average
power the pulse energy can be enhanced by the ratio of the original repetition rate to the
picked pulse frequency. The new repetition rate is much lower; thus, the average power
of the control field right after pulse picking is below the threshold of the EDFA. A second
EDFA is thus used as a preamplifier. In our first attempt, we successfully obtained a 200 kHz
pulse train. The signal field was also picked by another EOM, which was synchronized with
the control field. Unfortunately, we did not observe enhanced storage. To find the reason
behind this, we looked at the sum-frequency generation between the signal and the control
field and found that the synchronization between them was not stable. The amplitude of
the sum-frequency field fluctuated quite a lot. In addition to this, we found the output of
the EOM in the control field arm was slowly drifting with time due to its mechanism based
on interference. Its extinction ratio did not meet the expected value and thus reduced the
overall efficiency of amplification.
To overcome the timing jitter, we now generate the signal field from the amplified idler
using a nonlinear BBO crystal. To do this, an additional continuous wave laser working at
876 nm is combined with the control field and generates 560 nm light through sum-frequency
generation. This ensures automatic synchronization between the signal and control pulses.
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The EOM in the control field arm has been replaced by an acousto-optic modulator (AOM),
which provides stable output and better extinction ratio. We hope this will solve the prob-
lems and significantly improve the efficiency.
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Chapter 8
Conclusions and outlook
In this thesis, we described our work on several aspects of the manipulation of photonic
quantum states, including the generation of entangled states, engineering of photon-photon
correlations, characterization of quantum states and ultra-broadband storage. Quantum
states of light in the form of photons are the foundation of quantum information protocols
and critical for understanding the world from a quantum-mechanical perspective. We hope
this work will not only be useful for fundamental studies in the quantum optics community
but also find possible applications in the future.
There is other work ongoing or planned for the future, which is not included in this thesis.
Besides generation of polarization-entangled photon pairs, we are studying the generation
and characterization of an energy-entangled three-photon W-state that is based on multi-
pair generation via spontaneous four-wave mixing in optical fiber. Generation of spectrally
pure photons in new materials such as sapphire crystal is another direction. We are also
implementing an experimental demonstration of the dual-pump technique as well as applying
stimulated emission tomography in other degrees of freedom such as the spatial mode of the
photon.
The work of this thesis was supported in part by NSF Grant Nos. 1205812, 1521110 and
1640968.
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Appendix A
Code for theoretical calculations of
dual-pump four-wave mixing
Here is the main code used to calculate the joint spectral amplitude:
c=3e8; % speed of light
lambda_avg = 709e-9; % average pump wavelengths (in m)
D_lambda =150e-9; % detuning of the pumps from average wavelength (
in m)
lambda_p1 = lambda_avg + D_lambda; % the longer wavelength pump
bw1 =5e-9;%0.57518e-9;% bandwidth for zero detuning % bandwdith of
pump1 (in m)
filter1 = 5*bw1; % maximal bandwith (in m) of pump1 beyond which it
’s considered zero
lambda_p2 = 1./(2./ lambda_avg - 1./ lambda_p1); % pump2 central
wavelength
bw2=bw1*lambda_p2 .^2/( lambda_p1 .^2);
filter2 = 5*bw2; % maximal bandwith (in m) of pump2 beyond which it
’s considered zero
sigma1 = pi*c./( lambda_p1 .^2)*bw1.*sqrt (2/ log (2)); %bandwidth of
pump1
sigma2 = pi*c./( lambda_p2 .^2)*bw2.*sqrt (2/ log (2));
sigma=sigma1*sigma2/sqrt(sigma1 ^2+ sigma2 ^2);
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Dn = [3.14e-4 3.14e-4 0 0]; % additional index for pump1 , pump2 ,
signal and idler(pump on slow axis)
L=0.005;%fiber length (in m)
tau_p=-L*((Dn(1,1)/c)+beta_prime(lambda_p1) -(Dn(1,2)/c)-beta_prime(
lambda_p2));
sigma_tau_p=sigma*tau_p;
tau =tau_p /2; % temporal delay of pump1 respective to pump2 (in sec
)
% the joint amplitude is calculated around the signal -idler
wavelengths
% specified by lam_s_centre and lam_i_centre (in m), respectively ,
and
% spanned over the bandwidths specified by lam_s_bandwidth and
lam_i_bandwidth
[lam_s_centre , lam_i_centre] = find_phase_matching(lambda_p1 ,
lambda_p2 , Dn , 300e-9, 1100e-9);
lam_s_bandwidth =40e-9;
lam_i_bandwidth =40e-9;
tau_s=L*(0.5*( Dn(1,1)/c + beta_prime(lambda_p1)+Dn(1,2)/c +
beta_prime(lambda_p2))-Dn(1,3)/c - beta_prime(lam_s_centre));
tau_i=L*(0.5*( Dn(1,1)/c + beta_prime(lambda_p1)+Dn(1,2)/c +
beta_prime(lambda_p2))-Dn(1,4)/c - beta_prime(lam_i_centre));
% grid dimensions
Ns = 400;
Ni = 400;
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lam_s = [lam_s_centre - lam_s_bandwidth /2, lam_s_centre +
lam_s_bandwidth /2];
lam_i = [lam_i_centre - lam_i_bandwidth /2, lam_i_centre +
lam_i_bandwidth /2];
[ome_s ome_i] = meshgrid(linspace (2*pi*c./min(lam_s), 2*pi*c./max(
lam_s), Ns), linspace (2*pi*c./min(lam_i), 2*pi*c./max(lam_i), Ni)
);
[purity f] = joint_amp_mat_O_E(tau_s ,tau_i ,sigma_tau_p ,lam_s_centre
,lam_i_centre ,ome_s , ome_i , lambda_p1 , lambda_p2 , L, bw1 , bw2 ,
filter1 , filter2 , tau , Dn); % calculate joint amplitude
Pro = abs(f).^2; % joint spectral probability
phi = angle(f); % joint spectral phase
o_s = ome_s (1,:);
o_i = ome_i (:,1).’;
d_o_s = (o_s(2) - o_s(1)).’;
d_o_i = o_i(2) - o_i(1);
P = Pro/(sum(sum(Pro.’)*d_o_s)*d_o_i); % normalise probability
Ps = sum(P)*d_o_i; % marginal signal spectrum
Pi = sum(P.’)*d_o_s; % marginal idler spectrum
avg_s =2*pi*c./sum(Ps.*o_s*d_o_s);% signal average wavelength
avg_i =2*pi*c./sum(Pi.*o_i*d_o_i);% idler average wavelength
figure(’Color’, ’white’, ’Position ’, [100 100 400 300]);
imagesc (2*pi*c./[ max(max(ome_s)) min(min(ome_s))]*1e9 , 2*pi*c./[
max(max(ome_i)) min(min(ome_i))]*1e9 , sqrt(P));
xlabel(’Signal Wavelength (nm)’, ’FontSize ’, 28)
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ylabel(’Idler Wavelength (nm)’, ’FontSize ’, 28)
set(gca , ’FontSize ’, 24)
set(gca , ’YDir’, ’normal ’);
The followings are relevant functions used in the main code:
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function k_prime=beta_prime(lambda)
% caluculate the derivative of k-vector
wavelength=lambda; % unit in m
syms n L g h j;
a=0.6961663;
b=0.0684043e-6;
c=0.4079426;
d=0.1162414e-6;
e=0.8974794;
f=9.896161e-6;
g = (a.*L.^2) ./(L.^2 - b^2);
h = (c.*L.^2) ./(L.^2 - d^2);
j= (e.*L.^2) ./(L.^2 - f^2);
n = sqrt(1 + g + h + j) ;
k_prime=double(-( wavelength ^2/(2* pi*3e8))*subs(-2*pi*n/L^2+2*pi*
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diff(n,L,1)/L,L,wavelength)); % unit in um
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% This function returns the phase mismatch (k-vector difference)
for pump1 at wavelength lam_p1 and signal/idler with wavelengths
lam_i and lam_s , respectively , Dn is a 4-element vector which
correspond to the birefringence of pump1 , pump2 , signal and idler
.
function Dk = Delta_k(lam_s , lam_i , lam_p1 , Delta_n)
c = 3e8;
beta = @(x, ind) beta_silica(x) + Delta_n(ind)*2*pi./x; % k-vector
in the fibre with the addtion of the birefringence to the ind
mode (ind =1-4 for pump1 , pump2 , signal and idler)
Dk = beta(lam_p1 , 1) + beta (1./(1./ lam_s +1./ lam_i -1./ lam_p1), 2) -
beta(lam_s , 3) - beta(lam_i , 4);( lam_p) + beta_i (1./(1./ lam_s +1./
lam_i -1./ lam_p)) - beta_s(lam_s) - beta_i(lam_i); % The SFWM
phase mismatch
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Error function of complex numbers.
%
%
%
% e=erfz(z)
% Error function of the complex numbers z.
function e = erfz(z)
if isempty(z)
e = z;
elseif isreal(z)
e=erf(z);
else
R=real(z);
I=imag(z);
e=repmat(nan ,size(z));
n=isfinite(R) + 2* isfinite(I);
%
% n ->> e
%
% 0 nan
% 1 nan
% 2 erf(R)
% 3 erf(R) + parts(R,I)
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%k=n >= uint8 (2);
e(k)=erf(R(k));
n=n == uint8 (3) & I ~= uint8 (0);
if any(n(:))
I=I(n);
R=R(n);
R=parts(R,abs(I));
k=I < uint8 (0);
R(k)=conj(R(k));
e(n)=e(n) + R;
end
end
function e=parts(R,I)
R2=R.*R;
e2iRI=exp(complex (0,-2*R.*I));
E=(1 - e2iRI)./(2* pi*R);
E(~R)=0;
F=0;
Hr=0;
Hi=0;
N=sqrt(1 - 4*log(eps/2));
for n=1: ceil(N)
H=n*n/4;
H=exp(-H)./(H + R2);
F=F + H;
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H=H.*exp(-n*I);
Hi=Hi + n/2*H;
Hr=Hr + H;
end
e=exp(-R2).*(E + R.*F/pi - e2iRI .* complex(R.*Hr,Hi)/(2*pi));
clear(’E’,’F’,’H*’);
R3=R2 + log (2*pi);
Gr=0;
Gi=0;
M=2*I;
n=max(1,floor(M - N));
M=ceil(max(M + N - n));
for m=0:M
n1=n/2;
n2=n1.*n1;
G=exp(n.*I - n2 - R3 - log(n2 + R2));
Gi=Gi - n1.*G;
Gr=Gr + G;
n=n + 1;
end
e=e - e2iRI .* complex(R.*Gr,Gi);
n=R == uint8 (0);
e(n)=e(n) + complex(0,I(n)./pi);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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% A function to return the phase matching wavelength of the signal
(ls) and idler (li) for given 2 pump wavelengths (lam_p1 and
lam_p2). The search is within the interval [l_min , l_max]. Dn is
a 4-element vector that correspond to the birefringence of lam_p1
, lam_p2 , ls and li.
function [ls li] = find_phase_matching(lam_p1 , lam_p2 , Delta_n ,
l_min , l_max)
lam_c = 2./(1./ lam_p1 + 1./ lam_p2);
fun = @(x) Delta_k(x, 1./(2./ lam_c - 1./x), lam_p1 , Delta_n);
ls = fzero(fun , [l_min lam_c]);
li = 1./(2./ lam_c - 1./ls);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% given by the marices lambda_s and lambda_i , respectively. L =
fibre length , tau = temporal delay of pump1 , lambda_px is the
central wavelength of pump x (x = 1,2), bwx is the FWHM bandwidth
, filterx is the full width bandwdith beyond which the pump
amplitude is considered as zero. Dn is a 4-element vector which
correspond to the birefringence of pump1 , pump2 , signal and idler
.
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function [purity f] = joint_amp_mat_O(tau_s ,tau_i ,sigma_tau_p ,
lam_s_centre ,lam_i_centre ,omega_s , omega_i , lambda_p1 , lambda_p2 ,
L, bw1 , bw2 , filter1 , filter2 , tau , Dn)
c = 3e8; % speed of light
% convert wavelengths to angular frequencies
sigma1 = pi*c./( lambda_p1 .^2)*bw1.*sqrt (2/ log (2));
sigma2 = pi*c./( lambda_p2 .^2)*bw2.*sqrt (2/ log (2));
edges1 = 2*pi*c./( lambda_p1 .^2)*filter1;
edges2 = 2*pi*c./( lambda_p2 .^2)*filter2;
%omega_s = 2*pi*c./ lambda_s;
%omega_i = 2*pi*c./ lambda_i;
omega_p1 = 2*pi*c./ lambda_p1;
omega_p2 = 2*pi*c./ lambda_p2;
omega_s0 = 2*pi*c./ lam_s_centre;
omega_i0 = 2*pi*c./ lam_i_centre;
% calculate the joint amplitude matrix
[N1 N2] = size(omega_s);
f = zeros(size(omega_s));
for index1 = 1:N1
for index2 = 1:N2
f(index1 , index2) = joint_amplitude(tau_s ,tau_i ,sigma_tau_p
,omega_s0 ,omega_i0 ,omega_s(index1 ,index2), omega_i(index1
200
,index2), omega_p1 , omega_p2 , L, sigma1 , sigma2 , edges1 ,
edges2 , tau , Dn);
end
end
purity = calc_purity(f); % calculate state purity
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% returns the aplitude for the signal and idler at angular
frequencies omega_s and omega_i , respectively. L = fibre length ,
tau = temporal delay of pump1 , omega_px is the central (angular)
frequency of pump x (x = 1, 2), sigmax is the 1/e^2 half width of
amplitude , edgesx is the full width bandwdith beyond which the
pump amplitude is considered as zero. Dn is a 4-element vector
which correspond to the birefringence of pump1 , pump2 , signal
and idler.
function f = joint_amplitude(tau_s ,tau_i ,sigma_tau_p ,omega_s0 ,
omega_i0 ,omega_s , omega_i , omega_p1 , omega_p2 , L, sigma1 , sigma2 ,
edges1 , edges2 , tau , Dn)
c = 3e8; %speed of light
A1 = @(x) (abs(x - omega_p1) <= edges1 /2).*exp(-( (x - omega_p1)/
sigma1).^2); % Gaussian pump 1 spectral envelope
A2 = @(x) (abs(x - omega_p2) <= edges2 /2).*exp(-( (x - omega_p2)/
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sigma2).^2); % Gaussian pump 2 spectral envelope
LDk_over2 = @(x) L.* Delta_k (2*pi*c./omega_s , 2*pi*c./omega_i , 2*pi*
c./x, Dn)/2;
I = @(x) A1(x).*A2(omega_s+omega_i -x).*exp(-i*LDk_over2(x)).*sinc(
LDk_over2(x)/pi).*exp(-i*x.*tau);
nu_s = omega_s - omega_s0;
nu_i = omega_i - omega_i0;
f = quad(I, omega_p1 - edges1/2, omega_p1 + edges1/2, 1e-21* edges1*
edges2);
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Appendix B
Code for stimulated emission
tomography
The code to generate the joint spectral density from the raw data:
filename1 = ’XXX’; % data saved for stimulated signal
filename_s=sprintf(’%s.%s’,filename1 ,’dat’);
filename2 = ’20140221 _2_seed ’;% ’20160325 _3_seed ’; %data saved for
the seed spectra.
filename_i=sprintf(’%s.%s’,filename2 ,’dat’);
rawdata_s = dlmread(filename_s ,’\t’);
scan_times_s = rawdata_s(end ,2); % # scans for each wavelength
steps_s = size(rawdata_s ,1)/( scan_times_s +1); % how many wavelength
steps
power_data = zeros(steps_s ,1);
signal_data = zeros(steps_s ,size(rawdata_s ,2) -2);
for n=1: steps_s
power_data(n,:) = mean(rawdata_s ((n-1)*( scan_times_s +1)+1,:));
signal_data(n,:) = sum(rawdata_s ((n-1)*( scan_times_s +1) +2:n*(
scan_times_s +1) ,3:end) ,1)/scan_times_s;
end
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rawdata_i = dlmread(filename_i ,’\t’);
scan_times_i = rawdata_i(end ,2); % # scans for each wavelength
steps_i = size(rawdata_i ,1)/( scan_times_i +1); % how many wavelength
steps
idler_data = zeros(steps_i ,size(rawdata_i ,2) -2);
for n=1: steps_i
idler_data(n,:) = sum(rawdata_i ((n-1)*( scan_times_i +1)+2,3:end)
,1)/scan_times_i;
end
clear rawdata_s rawdata_i
M = signal_data -repmat(mean(signal_data (: ,1:15) ,2) ,1,size(
signal_data ,2)); %stimulated signal minus background
[peak , peak_index] = max(idler_data ,[],2); %peak is the maximum at
each idler scan wavelength
idler_cal = load(’0113 _idler_cal.asc’);%load the idler wavelength
from calibration file
y_axis = idler_cal(peak_index ,1);% center wavelength of the seed of
each scan(column)
signal_cal= load(’0219 _signal_cal.asc’);%load the signal wavelength
from calibration file
x_axis = signal_cal (:,1);% wavelength of signal in column
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M_idler = repmat(power_data ,1,size(M,2));
M_nor = M./ M_idler;
M_nor = M_nor/max(max(M_nor));
M_nor(M_nor < 0) = 0; % set negative values to zero
M_log=log(M_nor);
xmin = min(x_axis);
xmax = max(x_axis);
ymin = min(y_axis);
ymax = max(y_axis);
x_vals = xmin:(max(x_axis)-min(x_axis))/size(x_axis ,1):xmax -(max(
x_axis)-min(x_axis))/size(x_axis ,1);
y_vals = ymin:(max(y_axis)-min(y_axis))/size(y_axis ,1):ymax -(max(
y_axis)-min(y_axis))/size(y_axis ,1);
figure(’Color’, ’white’, ’Position ’, [100 100 400 300]);
%p = surf(Xq , Yq , sqrt(Mi));
p = surf(x_axis , y_axis , sqrt(M_nor));
Purity=calc_purity(sqrt(M_nor));
%p = surf(x_axis , y_axis , M_log);
%p = surf(sqrt(M_nor));
set(p,’EdgeColor ’,’none’,’LineStyle ’,’none’)
title(’sqrt(normalized , background -subtracted JSD)’,’FontWeight ’,’
bold’)
xlabel(’Signal Wavelength (nm)’, ’FontSize ’, 18)
%xlabel(’Signal frequency (rad/s)’, ’FontSize ’, 18)
ylabel(’Idler Wavelength (nm)’, ’FontSize ’, 18)
%ylabel(’Idler frequency (rad/s)’, ’FontSize ’, 18)
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set(gca , ’FontSize ’, 18)
set(gca , ’YDir’, ’normal ’);
az = 0;
el = 90;
view(az , el);
set(gcf ,’Renderer ’,’Zbuffer ’)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Code for multi-dimensional stimulated emission tomography:
% 3d Density matrix plot of frequency resolved polarization
entangled state
%%%%%%% load calibrated seed polarization %%%%%%%%%
load(’151008 _seed_h ’);
S_H=seedM;
load(’151008 _seed_v ’);
S_V=seedM;
load(’151008 _seed_d ’);
S_D=seedM;
load(’151008 _seed_a ’);
S_A=seedM;
load(’151008 _seed_r ’);
S_R=seedM;
load(’151008 _seed_l ’);
S_L=seedM;
clearvars(’-except ’,’S_H’,’S_V’,’S_D’,’S_A’,’S_R’,’S_L’);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%Initialization
Matrix=cell (4,4);
X_signal=cell (4,4);
Y_signal=cell (4,4);
X_offset =4;%15;% for plotting different element of density matrix
Y_offset =2.2;%25;
Peak_step =1;
signal_cal=load(’0825 _619p99_signal_cal.asc’,’-ascii ’);
signal_wl=signal_cal (:,1);% signal wavelength axis
%%%%%%%%%%% find seed wavelength %%%%%%%%%%%%%
seed_cal=load(’0825 _819p99_seed_cal.asc’,’-ascii ’);
seed_raw=load(’20151007 _set_1_seed.dat’,’-ascii ’);
seed_data=seed_raw (1:3:end ,:);
seed_n=seed_raw (2,8);%how many times for each seed wavelength scan
seed_steps=seed_raw (2 ,10);%how many seed scan steps
for i=1: seed_steps
seed_spec(i,:)=mean(seed_data ((i-1)*seed_n +1:i*seed_n ,:) ,1);%
average seed spectrum for each seed wavelength
end
[seed_peak ,seed_peak_i ]=max(seed_spec ,[],2);
seed_wl=seed_cal(seed_peak_i ,1);%seed wavelength
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
conf.crosstalk =[1 0 0 0;0 1 0 0; 0 0 1 0;0 0 0 1];
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conf.efficiency =[1,1,1,1]; %efficiency
conf.NQubits =2;
conf.NDetectors=input(’the number of detectors for each qubit 1 or 
2?\n’);%detectors for each qubit
conf.UseDerivative =1;
conf.DoErrorEstimation =0;
conf.DoDriftCorrection=’no’;
conf.Window =[0,0,0,0];
rho0 = [];
Raw_file=load(’20151007 _set_2.dat’,’-ascii ’); % load the single raw
file
scan_times=Raw_file (2,8);%how many times for each seed scan
scan_steps=Raw_file (2 ,10);
T=zeros (10 ,10);%(scan_steps ,40);tangle
P=zeros (10 ,10);%(scan_steps ,40);phase?
Q=zeros (10 ,10);%(scan_steps ,40);% purity
In=zeros (10 ,10);%(scan_steps ,40);% relative intensity
Fi=zeros (10 ,10);%(scan_steps ,40);% fidelity
X1=zeros (10 ,10);%(scan_steps ,40);
Y1=zeros (10 ,10);%(scan_steps ,40);
for p=1: scan_steps
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for m=1:36
file_p ((m-1)*scan_times *3+1:m*scan_times *3,:)=Raw_file ((m
-1)*scan_times *3* scan_steps +(p-1)*scan_times *3+1:(m-1)*
scan_times *3* scan_steps+p*scan_times *3,:);
end
raw_data=loaddata_set_auto(file_p); %using single file
%%%% range setup %%%%%
[Peak_num , Peak_pos ]=max(raw_data.data {1}(1 ,:));%find the peak
of the spectrum
Peak_long=Peak_pos +5;%position plus 15 pixel is the longer
limit
Peak_short=Peak_pos -5;%minus 15 pixel is the short limit
%how many data points needed?
point=Peak_long -Peak_short;
for q=1: point
L1=Peak_short+q*Peak_step;
L2=L1;
center_wl=signal_wl ((L1+L2)/2);
[data , M1, M2, acc , conf ,raw_counts] =
filterdata_n_set_s_p(raw_data ,conf ,L1 ,L2 ,S_H(:,:,p),S_V
(:,:,p),S_D(:,:,p),S_A(:,:,p),S_R(:,:,p),S_L(:,:,p));
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if(isempty(rho0))
[rho0 , intensity0] = linear_tomography(data , M2);
end
[rho ,intensity , fval]= maximum_likelihood_tomography(rho0 ,
data , M1, acc ,conf);
for m=1:4
for n=1:4
Matrix{m,n}(p,q)=rho(m,n);
X_signal{m,n}(p,q)=center_wl +(n-1)*X_offset;
Y_signal{m,n}(p,q)=seed_wl(p) -(m-1)*Y_offset;
end
end
tangle1=tangle(rho);
linear_entropy1=linear_entropy(rho);
purity1=trace(rho ^2);
rho_real=real(rho);
rho_imag=imag(rho);
Phase=atan(rho_imag (4,1)/rho_real (4,1));
T(p,q)=tangle1;
P(p,q)=Phase;
Q(p,q)=purity1;
In(p,q)=intensity;
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target =[1/2 0 0 1/2;0 0 0 0;0 0 0 0;1/2 0 0 1/2];
Fi(p,q)=fidelity_q(rho ,target);
X1(p,q)=center_wl;
Y1(p,q)=seed_wl(p);
end
end
Bigrho=cell2mat(Matrix); % frequency -resolved density matrix
BigX=cell2mat(X_signal); % signal wavelength
BigY=cell2mat(Y_signal); % idler wavelength
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