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Résumé— Cet article est la suite de [4] où nous avons pré-
senté une famille d’estimateurs numériques des dérivées de
signaux multidimensionnels bruités. Dans cette seconde par-
tie, nous donnons une analyse détaillée de leurs propriétés
structurelles. Nous en donnons une interprétation en terme
de projection orthogonale, ce qui permet d’établir un lien
avec les moindres carrées. Cette interprétation permet non
seulement d’expliquer mais aussi de quantifier le décalage
spatial observé dans les simulations, avec certains estima-
teurs. Finalement, une implémentation sous forme de filtre
à réponse impulsionnelle finie est fournie.
Mots-clés— Estimation de dérivées partielles, polynômes de
Jacobi multivariables, moindres carrés.
I. Introduction
Dans le premier article, des estimateurs algébriques ont
été développés. Nous modélisons localement le signal bruité
par un développement de Taylor multidimensionnel à un















où Ixα = ∂αI(0̄). Ensuite, nous appliquons une transformée
de Laplace multidimensionnelle donnée par :
L(f(x)) = F (s) =
∫
Rn+
f(x) exp−<s,x> dx, (2)
où < ., . > désigne le produit scalaire de deux vecteurs.







où Î(s) est l’analogue opérationnel de I(x). Si nous dési-
rons estimer la n-ième dérivée (partielle) des manipulations
algébriques adéquates ont permis de calculer un estimateur
opérationnel de Ixn comme suit :
(−1̄)(n+κ)(n + κ)!(N − n)!
sµ+κ+N+n+2̄












Rappelons que les divisions par s correspondent à des in-
tégrations dans le domaine spatial. Dans le cas où N = n
l’estimateur a été appelé minimal parce que la dérivée n-
ième est synthétisée à partir d’un développement de Taylor
minimal d’ordre N = n. La formule des estimateurs mini-








Notons que dans les équations précédentes la notation par
multi-indices a été utilisée. Le lecteur peut trouver plus de
détail dans le premier article [4].
Nous avons utilisé les notations suivantes. Le symbole
en caractère gras x désigne un vecteur de Rr représentant
le signal multivariable dans le domaine spatial. Le vecteur
s ∈ Cr représente le signal dans le domaine opérationnel.
X ∈ Rr représente la limite d’intégration, r ∈ N est un
scalaire indiquant la dimension du signal. α, κ, µ, l, q,
N et n sont des multi-indices. Les symboles admettant un
indice comme par exemple κ1, sont des entiers positifs ∈ N.
La lettre m est un nombre entier et sera utilisée comme un
pointeur variant de 1 jusqu’à r.
Dans [4], nous avons fourni une relation de récurrence
entre un estimateur de dérivée non minimal et une combi-




λ(l)Ĩxn(0̄;κl, µl, n), λ(l) ∈ Q. (7)
Cet article est organisé comme suit : dans la section 2,
nous rappelons le problème de l’optimisation aux moindres
carrés dans une base formée par les polynômes de Jacobi
multivariables. Dans la section 3, nous montrons que l’on
peut exprimer nos estimateurs algébriques dans une telle
base. Ceci nous permet de montrer que les estimateurs mi-
nimaux sont décalés par rapport à la dérivée formelle alors
que les non minimaux ne le sont pas. Dans la section 4, nous
présentons une implémentation numérique sous forme de
filtres à réponse impulsionnelle finie ainsi que des simula-
tions numériques pour l’estimation des dérivées d’un signal
académique.
II. Préliminaires : Polynômes de Jacobi
orthogonaux multivariables et moindres
carrés
Cette section donne un rappel d’optimisation au
moindres carrés dans la base orthogonale des polynômes de
Jacobi multivariables. Ceci sera util dans la suite pour mon-
trer que les estimateurs algébriques (4-6) correspondent à
un problème de minimisation au sens des moindres carrés.
Soient α, β, n, p des multi-indices de Nr et x =
(x1, · · · , xr). Une version multivariable des polynômes de
Jacobi définis sur l’intervalle [0, 1]r est donnée par l’équa-
tion aux dérivées partielles suivante (formule de Rodriguez)
(1̄ − x)αxβP{α,β}n (x) =
(−1̄)n
n!
∂n[(1̄ − x)n+αxn+β ]. (8)
Ces polynômes constituent une base orthogonale sur l’in-
tervalle [0, 1]r, de l’espace des fonctions analytiques multi-
variables par rapport à la fonction poids ω(x) = (1̄−x)αxβ .









où < Pn,Pp >= δnp et δnp est une version multivariable
du symbole de Kronecker : δnp = 1 si (n1, · · · , nr) =
(p1, · · · , pr) et δnp = 0 si (n1, · · · , nr) 6= (p1, · · · , pr). [0, 1]r
est appelé intervalle d’orthogonalité. Le produit scalaire in-














où n = (n1, · · · , nr) et les P
{αm,βm}
nm (xm) sont les r poly-
nômes de Jacobi standard (monovariables). La preuve est
directe en développant la formule (8).











équipé du produit scalaire :










Il est clair que Hqm est un espace de Hilbert à noyau re-













Soit Hq un produit tensoriel de r sous-espaces (monodi-
mensionnels) de L2([0, 1]) :
Hq = Hq1 ⊗ · · · ⊗ Hqr ,
Il est évident que Hq est un espace de Hilbert à noyau
reproduisant. Son noyau est donné par :













où l est un multi-indice et ξ = (ξ1, · · · , ξr) ∈ [0, 1]r.
Il est maintenant possible de définir l’approximation à
l’ordre q au sens des moindres carrés d’une fonction I(x),










où x ∈ [0, 1]r (voir (9)) et ξ ∈ [0̄,X]. Remplaçons dans (12)
I(Xx) par ∂nI(Xx). Nous obtenons une approximation à






















Signalons finalement que ∂nI(Xx) dans l’équation précé-
dente disparaît en effectuant des intégrations par parties.
Ceci mène à la deuxième égalité de l’équation précédente.
Nous attirons l’attention que l’estimation des dérivées
d’un signal se fait traditionnellement [2] par projection or-
thogonale du signal dans une base de polynômes ortho-
gonaux ((12) par exemple) suivit de la différenciation du
polynôme obtenu. On ne garantit donc pas l’orthogonalité
des dérivés des polynômes de la base et donc l’optimalité de
la dérivée estimée. Par contre, notre approche fournit expli-
citement une projection orthogonale de la dérivée désirée.
Nous montrons dans la suite que notre approche aboutit
directement à la relation (13).
III. Interprétation par les moindres carrés et
estimateurs décalés
Dans cette section, une interprétation par les moindres
carrés est rattachée aux estimateurs (4). Nous démontrons
que (4) correspond à une projection orthogonale dans une
base formée par les polynômes de Jacobi jusqu’à un cer-
tain ordre. Cette projection va permettre de quantifier le
décalage (déphasage) spatial inhérent aux estimateurs mi-
nimaux (6). Le décalage spatial signifie que les estimateurs
donnés par (6), bien qu’ils soient synthétisés d’un dévelop-
pement de Taylor autour de x0 = (x10 , · · · , xr0), corres-
pondent en réalité à une estimation de dérivée en un point
x0 + ξ, (ξ = (ξ1, · · · , ξr) qui sera déterminé par la suite)
différent du point x0. Nous montrons aussi que les esti-
mateurs non minimaux (4) n’ont pas ce désavantage, i.e.
l’estimation de dérivée correspond au point x0.
Proposition 1 : Soient κ, µ et n des multi-indices de Nr.
Désignons par ∂nILS,1(x) l’approximation polynomiale au
sens des moindres carrés de Ixn à l’ordre 1 dans l’intervalle
[0,X]n. Alors l’estimateur minimal de la n-ième dérivée
Ĩxn(0;κ, µ;n) est donné par :
Ĩxn(0;κ, µ;n) = ∂
nILS,1(Xξ) + ω̄(x), (14)
où
ξm =
κm + nm + 1
µm + κm + 2(nm + 1)
, m = 1, · · · , r
sont les racines de P{κ,µ}
q;|q|=1(x) (r racines correspondant cha-
cune à un des r polynômes P{κ,µ}
q;|q|=1) et où ω̄ est la contri-
bution du bruit.
Preuve 1 : Rappelons l’approximation polynomiale par
les moindres carrés à l’ordre 1 définie dans (12). Notons que
l’estimateur minimal (6) peut être écrit dans le domaine
spatial comme suit :
Ixn(0̄;κ, µ;n) =





(1̄ − x)µxκ∂nI(Xx)dx. (15)




dit l’équation (14) reste vraie sur les zéros de P{κ,µ}
1
donnés
par ξ. Notons que la dérivée partielle dans la formule (15)
disparaît en effectuant des intégrations par parties (voir
(13)).
Nous aboutissons à un résultat remarquable : si dans
une application une combinaison de dérivées partielles doit
être estimée (le laplacien par exemple) il faut ajuster les
décalages ξ afin d’améliorer l’estimation.
Théorème 2 : Soient κ, µ, q, N, et n des multi-indices
∈ Nr. Supposons que q ≤ κ + n avec q = N − n. Un
estimateur de n-ième dérivée non minimal est donné par :
Ĩxn(0̄;κ, µ;N) = ∂
nILS,q(0̄) + ω̄(x),
où ω̄ est la contribution du bruit.
Preuve 3 : Considérons tout d’abord le cas monovariable
(i.e. r = 1, x = x1, X = X1, N = N1, κ = κ1, µ = µ1,
n = n1). L’estimateur de la n1-ième dérivée non minimal
(4) peut être donné par :



















(−1)n1+κ1(µ1 + κ1 + N1 + n1 + 1)!


























(µ1 + κ1 − j − 2)!
.



















(−1)n1+κ1(µ1 + κ1 + N1 + n1 + 1)!
(N1 − n1)!(n1 + κ1)!X
µ1+κ1+N1+n1+1
1
Υ1(x1) dx1 · · · dx1︸ ︷︷ ︸
n1
.
Posons q1 = N1 − n1. Il a été démontré dans [3] que













D’autre part, considérons l’équation (4), (5) et réécrivons-
la comme suit :














∂Nm−nmsNm+1m · · · Î(s).














Nous venons de vérifier que le noyau reproduisant de l’es-
timateur multivariable non minimal donné par la première
égalité de (11) est bien le produit des noyaux des estima-
teurs monovariables. La preuve est terminée en rappelant
la seconde égalité de (11).
En s’appuyant sur la formule (11) nous déduisons que :
r∏
m=1
(Ωm(xm)) = Kq(0̄,x). (17)
Nous venons de monter que l’estimateur non minimal
d’ordre q s’exprime sous forme d’une projection orthogo-
nale dans une base formée par les polynômes de Jacobi
multivariables d’ordre q donnée par :















IV. Implémentation numérique et simulations
A. Implémentation





Afin de pouvoir estimer les dérivées en des points diffé-
rents de zéro, il suffit de faire une translation comme suit :
Ixn(0̄ + x;κ, µ;N) =
∫ 1̄
0̄
G(x)I(Xx + x)dx. (20)
Discrétisons le signal I(Xx + x) défini sur l’intervalle
[x, x+X]r suivant un pas d’échantillonnage s = (s1, · · · , sr)
afin d’obtenir une hypermatrice Id. Evaluons G sur l’inter-
valle [0, 1]r, ce dernier est discrétisé avec le même nombre
d’échantillons que Id. Nous obtenons une hypermatrice Gd.
Soient W une hypermatrice constituée des poids corres-
pondant à une méthode numérique d’estimation des inté-
grales. Soit R la matrice formée par la multiplication terme
à terme de Gd et W. Une approximation de l’intégrale (20)
peut être donnée par :
Ixn(0̄ + x) ≃ R × Id (21)
où × est le produit matriciel classique.
B. Estimations des dérivées d’un signal académique
Nous considérons le même signal que dans [4] en lui ra-
joutant du bruit. Il est donné par :









Son allure est visualisée sur la figure 1. Les résultats ob-
tenus sont comparés avec les différences finies tirées de [1].
Un pas d’échantillonnage de (0.005 × 0.005) est utilisé.
Les dérivées sont calculées sur une coupe de la surface
1 aux points (x1, x2) admettant x2 = 0 et x1 allant de
−1 jusqu’à 3. En effet, en chaque point de la ligne (−1 ≤
x1 ≤ 3, x2 = 0), une surface élémentaire nécessaire pour
effectuer les calculs (approximer l’intégrale (20)) est prise
autour de chaque point (x1, x2).
La surface a été bruitée avec un bruit donné par
ω̄(x1, x2). Le rapport signal sur bruit utilisé (en dB) est











simulations un SNR de 25 dB est considéré. La figure (2)
montre une coupe de la surface bruitée dans le plan x2 = 0
et pour x1 allant de −1 jusqu’à 3.
Fig. 1. Représentation de (22) dans le cas bruité
Fig. 2. Coupe de la surface bruitée à 25 dB en x2 = 0 et −1 < x1 < 3,
Il est important de savoir que les différences finies ne sont
pas évaluées entre des échantillons successifs mais sur la
même surface utilisée pour les estimateurs algébriques. Uti-
liser une surface relativement large pour évaluer les diffé-
rences finies permet d’atténuer l’effet du bruit. En d’autres
termes, les différences finies ont été réglées soigneusement
afin de tirer les meilleurs résultats sur le signal considéré.
Trois dérivées sont évaluées : Ix1 , Ix21 et Ix1x2 . Dans
chaque cas deux algorithmes ont été testés :
1. Un estimateur minimal i.e. un estimateur basé sur un
développement de Taylor d’ordre minimal.
2. Un estimateur non minimal.
Un algorithme de différences finies tirés de [1] pour l’es-
timation de la dérivée première Ix1 a été simulé. Des algo-
rithmes de différences finies pour l’estimation de Ix2
1
et Ixy
ont été simulés mais les résultats ne seront pas présentés
vu leur mauvaise qualité.
Estimation de Ix1
L’estimateur minimal est calculé en prenant n = (1, 0),
N = n, µ = (0, 0) et κ = (0, 0). L’estimateur non minimal
est synthétisé en prenant n = (1, 0), N = (2, 0), µ = (0, 0)
and κ = (0, 0).
Une surface (glissante) formée de 30×30 échantillons est
utilisée, les résultats de la simulation sont montrés sur les
figures 3 et 4. On peut voir que l’estimateur minimal est
décalé par rapport à la dérivée formelle tandis que l’esti-
mateur non minimal n’induit pas un décalage visible par
rapport à la dérivée formelle. Par contre, l’estimateur mini-
mal est moins sensible au bruit. L’algorithme de différences
finies est très sensible au bruit et induit aussi une grande
erreur sur l’amplitude de la dérivée.
Fig. 3. Estimation de Ix1
Fig. 4. Estimation de Ix1 par les différences finies
Estimation de Ix2
1
L’estimateur minimal est calculé en prenant n = (2, 0),
N = n, µ = (0, 0) et κ = (0, 0). L’estimateur non minimal
est synthétisé en prenant n = (2, 0), N = (3, 0), µ = (0, 0)
et κ = (0, 0). Les résultats de la simulation sont tracés sur
la figure 5, une surface élémentaire (glissante) constituée
de 60×60 éléments étant utilisée. On voit bien dans ce cas
que l’estimateur minimal est nettement meilleur en terme
de filtrage de bruit.





L’estimateur minimal est calculé en prenant n = (1, 1),
N = n, µ = (0, 0) et κ = (0, 0). L’estimateur non minimal
est synthétisé en prenant n = (1, 1), N = (2, 2), µ = (0, 0)
et κ = (0, 0). Les résultats de la simulation sont tracés
sur la figure 6, une surface glissante constituée de 60 × 60
éléments est utilisée. Les mêmes conclusions peuvent être
tirées.
Fig. 6. estimation de Ix1x2
V. CONCLUSION
Dans ce papier, des estimateurs de dérivées de signaux
bruités ont été développés. Il a été montré que les estima-
teurs synthétisés correspondent à un problème d’optimisa-
tion de type moindres carrés. En même temps, une implé-
mentation à faible coût calculatoire a été fournie sous forme
de filtre à réponse impulsionnelle finie. Le développement
d’estimateurs combinant les avantages des estimateurs mi-
nimaux et non minimaux (filtrage du bruit et non décalage
spacial) feront l’objet d’un autre travail [5]. Nous tenons à
rappeler que dans un contexte bruité, les différences finis
ont fournis des résultats très mauvais. Des travaux sont en
cours sur l’utilisation de ces estimateurs dans le domaine
de traitement d’images, notamment dans l’estimation du
mouvement dans des séquences videos. Les premiers résul-
tats sont probants.
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