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Experimental particle physics deals with the elementary building blocks of matter and
their mutual interactions. During the 20th century a theory emerged that successfully
describes all known elementary particles and their interactions. This ‘Standard Model’
incorporates the Glashow-Weinberg-Salam theory of electro-weak processes and quan-
tum chromodynamics (QCD), and only the gravitational interactions are not included.
The Standard Model is a quantum field theory that describes the interactions of spin-1/2
point-like fermions, whose interactions are mediated by spin-1 gauge bosons.
The fermions in the Standard Model are divided into a category of particles that
are insensitive to the strong interactions, the leptons, and a category of particles that
are subjected to the strong interactions, the quarks. Further, they are ordered in three
generations of increasing mass, as shown in figure 1. Each generation consists of two
leptons and two quarks, each set with a difference of unit electric charge. The first
generation consists of the electron (e), the electron neutrino (νe), the up quark (u) and
the down quark (d). All these fermions are stable and are the building blocks of ordinary
matter. The up- and down-quarks form protons and neutrons, which together with the
electrons build up the atoms and subsequently all forms of matter surrounding us. The
second generation consists of the muon (µ), the muon neutrino (νµ), the charm quark
(c) and the strange quark (s). These have the same properties as the first generation
particles, except they have larger masses and are not stable. Finally, the particles of
the third generation, consisting of the tau (τ), the tau neutrino (ντ ), the top (t) and
the bottom quark (b), are again heavier. The neutrinos are neutral particles, all other
particles are charged. We do not know if more generations of leptons and quarks with
yet higher masses exists. Nor do we know why the masses of all fermions have these
particular values.
In the Standard Model, interactions between fermions occur via the exchange of
gauge bosons. The electromagnetic force is mediated by the photon γ. The weak force
is mediated via the exchange of either the charged W+ or W− boson or the neutral Z
boson. The strong force is mediated by the gluon g. The photon and the gluon are
massless. The mass of the W± is 80.425±0.034 GeV and the mass of the Z boson is
91.1875±0.0021 GeV [1]. All force mediators have been observed in experiments.
Particle masses cannot be incorporated straightforwardly in the Standard Model but
are introduced via the mechanism of spontaneous symmetry breaking. In the simplest
version of this breaking mechanism, a new field, the Higgs field, is introduced. This field
is assumed to have a non-zero expectation value in the ground state, and interacts with
all massive particles of the Standard Model, with different strengths. In this picture,
1
CONTENTS























Figure 1: Matter particles of the Standard Model. The electron (e), muon (µ), tau
(τ), and the neutrinos (νe, νµ, ντ ) are leptons. The up, down, charm, strange, top and
bottom quarks are denoted by their first letter. Particles in the same row have the same
charge, particles in the same column belong to the same generation.
the masses of the particles appear as a consequence of their interactions with the ground
state Higgs field. The quantum mechanical excitation of the Higgs field corresponds to
the Higgs particle, and its mass turns out to be an unknown free parameter of the model.
A discovery of this Higgs particle, and a confirmation of its properties (e.g. its scalar
nature, the fact that the coupling strength to particles is proportional to the masses and
its self-coupling) would provide deep insight in the origin of the mass.
To further explore the Standard Model and prove that spontaneous symmetry break-
ing is indeed responsible for the generation of masses in the Standard Model, a new
collider, the Large Hadron Collider (LHC), is being constructed at CERN in Geneva [2].
It will probe the Standard Model using proton-proton (pp) collisions at center of mass
energy of 14 TeV, the highest energy ever reached in a collision experiment.
Experimental challenges at the LHC
Figure 2 shows the pp cross sections as a function of the center of mass energy for several
physics processes. Indicated on the right side of the figure is the event rate assuming
an instantaneous luminosity of 0.01 pb−1s−1. The vertical line indicates the center of
mass energy of the LHC. At this energy the total pp cross section is in the order of 108
nb, which corresponds to an interaction rate of 109 events per second. Furthermore the
QCD cross sections are orders of magnitude larger than the cross sections of interesting
physics processes such as the production of top quarks, W and Z bosons and Higgs
bosons. For example the production cross section for Z bosons is one million times
smaller than the total pp cross section, meaning that on average only during one out of
a million collisions a Z boson is created. This ratio is another two orders of magnitude
smaller for the production of Higgs bosons. Identifying these rare events in the vast
amount of collisions is one of the main experimental challenges to be faced at the LHC.
Another experimental challenge at the LHC is the reconstruction of the particles
created during a pp interactions. Hundreds of particles are created during a collision
leaving a large number of hits in the detector. The reconstruction of the trajectories
of these particles in this dense hit environment is an extremely challenging task. The
2
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Figure 2: Proton-proton cross sections as a function of the center-of-mass energy.
situation is even more complicated for particles that are not stable but decay before
they reach the sensitive layers of the detector. They cannot be detected directly but
have to be reconstructed from their decay products.
To illustrate the problem, figure 3 shows an event display of a simulation of the
creation of a Higgs boson and the subsequent decay of this Higgs boson into two Z
bosons within one of the LHC experiments, the ATLAS experiment [3]. The event
display was made using the graphics program ATLANTIS [4]. Both Z bosons decay
into two muons. The display is shown in ‘fish-eye’ view, meaning that the central
part of the picture is shown with a larger magnification than the outer part of the
picture. The inner part of the picture consists of the inner detector [5]. The white dots
represent detector channels that were hit by a particle, the lines represent reconstructed
trajectories of particles created during the interaction. The outer part of the picture
shows the ATLAS muon spectrometer [6]. The tracking chambers are shown in black,
the trigger chambers in dark grey. The four lines pointing towards the interaction point
are reconstructed trajectories in the muon spectrometer. The two grey bands in between
the inner detector and the muon spectrometer are calorimeters [7].
In the example the challenge would be to reconstruct the momentum and mass of
the Higgs boson at the time of its creation during the pp collision. This requires the
3
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Figure 3: Simulation of the products in the ATLAS detector of a collisions in which
a Higgs boson is produced. The Higgs boson subsequently decays into H → ZZ∗ →
µ+µ−µ+µ−.
reconstruction of the four muons, the final state particles in the decay chain. Muons
are identified using one of their properties that gives them an unique signature in the
detector: they are capable of penetrating the calorimeters and reaching the muon spec-
trometer, all other charged particles are stopped in the calorimeters1. This gives a clean
signature which allows the identification of muons. As will be shown in the following sec-




tion, many interesting physics processes contain muons. As such a muon spectrometer
is a key ingredient for the success of any LHC experiment. Its importance was acknowl-
edged by the ATLAS collaboration by designing a very sophisticated muon spectrometer
that is capable of measuring the momentum of muons up to the TeV scale.
New physics at the LHC
The high energy and luminosity of the LHC offers a large range of physics opportunities,
from the precise measurement of the properties of known objects to the exploration of
physics at the TeV scale. Theoretical models predict that at these energies several new
phenomena could be observed. Three scenarios that require the capability of accurately
reconstructing muons are discussed below.
The Higgs boson
Although the mass of the Higgs boson remains the only unknown parameter in the
Standard Model, several constraints on its mass have been obtained from past experi-
mental measurements. The most precise bounds on the Higgs mass come from the LEP
experiments. A Higgs mass smaller than 114.4 GeV is excluded with a confidence level
of 95% by direct searches at LEP [8]. Furthermore an upper limit on its mass can be
obtained from a fit to the electroweak results from LEP and SLD [1]. The result of the
fit is shown in figure 4. It shows the ∆χ2(mH) = χ
2
min(mH)− χ2min as a function of the
Higgs mass. The mass region that is excluded by direct searches is indicated by the grey
area. The associated band represents the estimate of the theoretical uncertainty due
to higher-order corrections. After a renormalization of the probability content of the
region mH > 114 GeV to 100%, using the assumption that the prior probability density
for mH is flat in mH , an upper limit of 199 GeV is obtained with a confidence level of
95%.
For each Higgs mass, the Standard Model precisely predicts the decay channels of
the Higgs, which allows a precise assessment of the Higgs boson properties. If this is
combined with a simulation of the detector response of the given experiment, it becomes
possible to estimate how well the experiment will be able to find the Higgs boson. Figure
5 shows the sensitivity for the discovery of the Standard Model Higgs boson for several
Higgs decay channels for the ATLAS experiment [9]. The results shown here assume an
integrated luminosity of 30 fb−1 which corresponds to the estimated data volume after
the first three years of data taking. The figure shows that if the Higgs boson exists, the
ATLAS experiment will be able to observe it with a 5σ statistical significance over the
full mass range from 100 GeV up to 1 TeV. If the Higgs mass, mH , is low (mH < 120
GeV), the Higgs boson dominantly decays into bb¯ pairs. This complicates the discovery
of the Higgs boson as the channel suffers from very large QCD background rates. At
these low masses therefore other decay channels like H → γγ and qqH → τ+τ− are more
promising, and allow the discovery of a light Higgs boson. For higher Higgs masses, the
main discovery channels are the Higgs boson decaying intoW+W− or ZZ∗. Especially if
in the latter channel both Z bosons decay into two muons, the channel offers a very clean
5
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signature in the detector. Furthermore, the final state does not contain any neutrinos,
allowing a direct determination of the Higgs mass. To fully exploit the potential of this
decay channel, a high momentum resolution and reconstruction efficiency for muons is an
important requirement. The momentum resolution is dominated by the performance of
the inner detector whereas the reconstruction efficiency largely depends on the efficiency
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Figure 5: ATLAS sensitivity for the
discovery of the Standard Model Higgs
boson.
Supersymmetry
One of the problems in the Standard Model is related to radiative corrections to the Higgs
mass due to fermion and boson loops in the Higgs propagator. After the introduction
of a cut-off scale to regulate the ultra-violet divergence of the loop integrals, these
loop diagrams contribute mass-square terms with a quadratic dependence on the cut-off
scale2. A miraculous cancellation of these terms is needed to obtain a Higgs mass of
about 100 GeV. This is referred to as the ‘hierarchy problem’, it is one of the main
reasons for looking for extensions of the Standard Model.
Supersymmetry offers a solution for the hierarchy problem by introducing one (or
several) super-partners for each Standard Model particle. These partners enter in the
loop diagrams which result in a cancellation of the divergent terms. If supersymmetry is
realized in nature, this would mean that there is a large number of new particles yet to
be discovered. For the hierarchy problem to be solved, these Supersymmetry particles
must have masses in the order of the TeV scale. If this is the case, the LHC experiments
should be able to find experimental evidence of their existence.
2Typically of the order of the Planck scale, 1019 GeV.
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The experimental ‘smoking gun’ for Supersymmetry is a large amount of missing
transverse energy (due to the escaping neutralinos) accompanied by hard jets and often
leptons. At a hadron collider, a pure jet + missing transverse energy signature is quite
challenging due to the unknown tails of the (large) QCD background and due to jet
mismeasurements. To have a better control of the background, one can require one
or more additional leptons in the final state. Muons - due to their clean experimental
identifiability - are particularly suited for this, and a muon + jets + missing transverse
energy final status provides a robust signature for supersymmetry at the LHC.
Heavy gauge bosons
Several extensions of the Standard Model postulate the existence of additional heavy
gauge bosons Z ′ andW ′ with masses of several TeV. At the LHC it would be possible to
discover these new particles, assuming that the couplings of these bosons are similar to
those of the Standard Model Z and W . In this case they should be observable in their
decay into electrons and muons. Although the mass resolution in the electron channel
is better, the muon channel is also accessible with the ATLAS experiment as it has a
muon spectrometer that is capable of measuring the momentum of muons up to the TeV
scale.
Figure 6 shows the simulated and reconstructed mass distribution for a Z ′ boson
of 1 TeV decaying into two muons. The number of events in the figure corresponds
to an integrated luminosity of 30 fb−1. In 30% of the events, less than two muons are
reconstructed. This is partially due to the fact that one of the muons does not enter
the detector acceptance and partially due to the fact that the reconstruction efficiency
is not 100%. The tail of the distribution towards lower invariant masses is due to the
decay of off-shell photons into two muons that are also included in the simulation. They
form the main irreducible background for the decay channel, but their contribution is
negligible.
The reconstructed mass peak has a width in the order of 60 GeV whereas the gener-
ated mass distribution has a width in the order of 20 GeV. From the figure it becomes
clear that the width of the reconstructed distribution is dominant by the momentum
resolution. The early observation of the Z ′ boson will impose strict requirements on the
precision of the muon reconstruction, in particular on the alignment and the calibration
of the tracking chambers of the ATLAS muon spectrometer.
Outline
In the first chapter of this thesis a general overview of the LHC accelerator and the
ATLAS experiment will be given. Chapter 2 discusses the operational principles of the
Monitored Drift Tube (MDT) chambers in detail. The model that was developed to
simulate the detector response of MDT chambers will be described in chapter 3. Before
the MDT chambers can be deployed as tracking detector several calibration constants
have to be known, the methodology to determine these constants and the software
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Generated
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Figure 6: Generated mass and reconstructed mass of a Z ′ boson.
4. Chapter 5 presents a new reconstruction algorithm to find track segments in the MDT
chambers, furthermore the software infrastructure used to reconstruct muon tracks will
be discussed. Finally, in chapter 6 all knowledge from the previous chapters is combined
to study the first data taken with the MDT chambers installed in the ATLAS cavern
using cosmic ray muons.
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Chapter 1
The Large Hadron Collider and the
ATLAS detector
The LHC [2] is a pp collider that will operate at the highest center of mass energies
ever achieved. It is currently under construction at CERN in the former LEP tunnel
and will become operational in December 2007. The LHC will be the first collider to
allow the study of physics in the TeV range. Theoretical predictions hint at a rich field
of new physics. The main goals of the LHC include studies of the Standard Model, the
discovery of the Higgs boson and searches for new physics beyond the Standard Model
like SUSY and extra dimensions.
Six experiments are under construction along the LHC tunnel: Two multi purpose
detectors ATLAS [3] and CMS [10] are designed to explore the full field of physics offered
at the LHC. In addition, four dedicated experiments are being constructed. ALICE [11]
is designed to study the physics of strongly interacting matter, in particular the quark-
gluon plasma, by means of Pb-Pb collisions. LHCb [12] is a B-physics experiment that
will study CP-violation in the B-system. The aim of TOTEM [13] is to measure the
total pp cross section and to study elastic scattering. Finally LHCF [14] will study the
energy distributions of particles emitted almost parallel to the beam direction.
1.1 The Large Hadron Collider
Figure 1.1 shows a schematic overview of CERN’s accelerator complex located at the
Swiss-French border near Geneva. The acceleration is performed in several stages. The
protons are accelerated using a linear accelerator and the Proton Synchrotron (PS) after
which they are injected into the Super Proton Synchrotron (SPS). Here the energy of
the protons is increased up to 450 GeV before they are injected in the LHC. In the LHC
ring, build in the former 26.7 km circumference LEP tunnel, the acceleration continues
until the protons reach their final energy of 7 TeV. The two proton beams will collide at
four interaction points along the LHC beam line with a nominal center of mass energy
of 14 TeV. The beams will be structured in 2808 bunches, 1011 protons each; the time
interval between successive bunches is 25 ns i.e. 40,000,000 bunch-bunch collisions per
second.
9
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The proton-proton acceleration scheme of the LHC requires the construction of
two separated vacuum beam lines, one for the clockwise protons and one for the anti-
clockwise protons.The beam line is equipped with 1232 superconducting dipole bending
magnets each generating an 8 Tesla magnetic field. Hundreds of additional magnets are
installed to focus the beam.
During the first three years of running the machine will be operated at an instan-
taneous luminosity of 1033 cm−2s−1. The LHC is expected to run 107 seconds per year
collecting a total integrated luminosity L of 10 fb−1 per year. After this phase it is
foreseen to increase the instantaneous luminosity to 1034 cm−2s−1 which corresponds
to a total integrated luminosity of 100 fb−1 per year. The total integrated luminosity
surpasses the highest integrated luminosity ever reached at a pp-collider by almost two
orders of magnitude. Due to the high instantaneous luminosity there will be an aver-
age of 23 inelastic collisions per bunch-bunch crossing. This means that if an event is
selected by the trigger on average 23 of so-called ‘minimum-bias’ or ‘pile-up’ events are
superimposed.
LHC: Large Hadron Collider












Figure 1.1: Overview of the accelerator complex at CERN.
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1.2 The ATLAS experiment
1.2 The ATLAS experiment
Figure 1.2: Three dimensional view of the ATLAS detector.
The ATLAS detector is a multi-purpose detector which is designed to exploit the full
discovery potential of the LHC. Figure 1.2 shows an artistic impression of the ATLAS
detector.
The inner most layer of the detector is formed by a tracking detector, referenced
to as the inner detector (ID). It is centered in the middle of the detector surrounding
the interaction point. The inner detector measures the trajectories of charged particles
created in pp interactions. It is embedded in a solenoidal magnet which generates a
homogeneous 2 Tesla field parallel to the beam axis. The curvature of the trajectory in
the magnetic field is used to determine the momentum of a charged particle produced
in the collisions. A more detailed description of the inner detector is given in section
1.3.
The second layer is composed of the electromagnetic and hadronic calorimeters which
are situated directly outside the solenoid. The calorimeters measure the energy deposits
of neutral and charged particles. They will be described in section 1.4.
The outermost shell of the ATLAS detector is formed by the muon spectrometer.
Three toroidal magnet systems generate an average field of 0.5 Tesla in the muon spec-
11
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trometer volume. High precision tracking chambers measure the deflection of muons
in the magnetic field. A detailed description of the different detectors in the muon
spectrometer will be given in section 1.5.
The ATLAS coordinate system
The origin of the ATLAS global xyz coordinate system lies in the center of the detector
which coincides with the nominal interaction point. The z-axis is oriented parallel to
the beam line in anti-clockwise direction, the x-axis is pointing in direction of the center
of the LHC ring. The y-axis is perpendicular to the x-axis and z-axis and it points
upwards. The resulting coordinate system is right handed. The azimuthal angle φ is the
angle in the xy-plane originating from the x-axis and it increases clockwise if looking
down the positive z-direction. The radial distance r in the transversal plane is defined as√
x2 + y2. The polar angle θ is defined as the angle with the positive z-axis. In addition
to the polar angle the pseudo-rapidity η = − ln tan(θ/2) is often used. For more details








Figure 1.3: Side view of the ATLAS inner detector.
The inner detector was designed to reconstruct the trajectories of charged particles
in the high density environment at the LHC. The interaction rate of 40 MHz requires
a very fast detector with a time window smaller than 25 ns to reduce the number of
12
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tracks seen by the detector coming from earlier bunch-bunch crossings. Furthermore
high granularity is needed to separate the large number of tracks. The choice was made
to use three different detector technologies.
In figure 1.3 a two dimensional view of the inner detector [5] is shown. The inner
most layers of the detector closest to the interaction point comprises the silicon pixel
detector. The pixel detector is surrounded by the Semi-Conducting Tracking (SCT)
detector which consists of silicon strip detectors. The outer layers of the inner detector
are formed by the Transition Radiation Tracking (TRT) detector which is made of
multiple layers of drift straws. The complete system is contained in a 2 Tesla solenoidal
magnet. A particle originating from the interaction point crosses at least three pixel
layers, four SCT strip layers and a large number (typically 36) of TRT straws, allowing
a precise measurement of the momentum of the particle. The momentum resolution
typically achieved with the inner detector is ∆pT/pT = 0.04% × pT ⊕ 2% (pT in GeV)
and an impact parameter resolution of 15 µm in the transverse plane.
The pixel detector is situated directly around the beam pipe. It has three layers of
which the first pixel layer is positioned at a radius of 4 cm. The total system has 80
million pixels, each 50 µm in the rφ direction and 400 µm along the z-axis. The three
measurements per track determine the impact parameter resolution and are vital for the
pattern recognition in the inner detector.
The barrel SCT consists of four double layers of silicon strip detectors with a strip
pitch of 80 µm providing four accurate measurements in the rφ plane. A small stereo
angle between the strips in different layers is used to obtain a measurement of the
z position. The SCT end-caps both contain nine disks equipped with double layers
of silicon strip detectors. The strips are pointing towards the beam axis providing a
measurement in the rφ plane. A small stereo angle between the strips in different layers
makes it possible to measure the radial position of the hit.
The TRT was designed to provide a relatively large number of space point measure-
ments at low cost. This is achieved by using drift straws with a diameter of 4 mm and
a maximum length of 150 cm. In the barrel the straws are oriented parallel to the beam
axis providing a measurement in the bending plane of the magnet. Following the design
of the SCT, the straws in the end-cap are pointing towards the beam axis. The TRT can
also detect transition radiation occurring when a relativistic particle crosses the boun-
dary between two media with different electrical properties. The number of transition
radiation hits is a measure for the velocity of a particle. This allows the separation of
electrons and pions, and to a lesser extent the separation of kaons and pions.
1.4 Calorimetry
The ATLAS calorimetry [7] consists of an electromagnetic calorimeter (ECAL) and a
hadronic calorimeter (HCAL) (see figure 1.4). The very forward region is covered by a
dedicated radiation hard calorimeter with courser granularity.
The electromagnetic calorimeter is a sampling calorimeter which uses lead as ab-
sorber and liquid argon as sampling material. It covers the rapidity range up to |η| <
13
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Figure 1.4: Three dimensional view in the rz-plane of the ATLAS calorimeter system.
3.2. Its accordion geometry provides a complete φ coverage without azimuthal cracks.
The ionization charge is collected on copper clad Kapton electrodes. The segmentation
of the calorimeter varies from ∆η = 0.003 − 0.1 and ∆φ = 0.025 − 0.1. In the region
up to η = 2.5 the calorimeter provides three longitudinal sections whereas only two are
available for larger rapidities. The total thickness of the electromagnetic calorimeter is
more than 24 radiation lengths1 in the barrel and more than 26 radiation lengths in the
end-cap. The typically achieved energy resolution is ∆E/E = 11.5%/
√
E ⊕ 0.5% (E




The hadronic calorimeter is divided into three sub detectors. The barrel calorimeter,
|η| < 1.6, is a sampling calorimeter which uses iron absorber tiles interleaved with
scintillators. The tiles are placed perpendicular to the colliding beams and are staggered
1The radiation length is defined as the distance over which a high-energy electron on average loses
all but 1/e of its energy.
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in depth. The resulting granularity of the detector is ∆η × ∆φ = 0.1 × 0.1. It has a
longitudinal segmentation of three samplings. The total thickness of 11 interaction
lengths2 at η = 0 has been shown to be sufficient to reduce punch-through well below
the irreducible level of prompt or decaying muons. The hadronic liquid argon end-cap
calorimeter covers the range 1.5 < |η| < 3.2. It has a ∆η×∆φ = 0.1×0.1 segmentation
in the range up to |η| < 2.5 and a segmentation of ∆η × ∆φ = 0.2 × 0.2 in the range
up to 2.5 < |η| < 3.2. Over the full η range four longitudinal samples are available.
The average jet energy resolution is ∆E/E = 50%/
√
E ⊕ 3% (E in GeV). The forward
calorimeter, 3.1 < |η| < 4.9, consists of three sections. The first is made out of copper
while the others are made out of tungsten. Each section uses a matrix of longitudinal
channels containing thin gaps filled with liquid argon.
1.5 Muon spectrometer
The muon spectrometer [6] covers the outer most layers of the ATLAS detector and
occupies by far the largest volume. It was designed to serve two purposes: an indepen-
dent muon trigger and high quality stand-alone muon reconstruction over a wide range
in transverse momentum, pseudo-rapidity and azimuthal angle. This is achieved by the
use of a large toroidal magnet system together with trigger and high precision tracking
chambers.
The magnet system of the muon spectrometer consists of three air-core toroids. The
barrel toroid extends over a length of 25 m with an inner radius of 4.7 m and an outer
radius of 10 m. The two end-cap toroids are inserted into the barrel toroid. These have
a length of 5 m, an inner bore of 1.65 m and an outer diameter of 10.7 m. Each toroid
is build up of eight super conducting coils assembled in a radial configuration.
Due to the finite number of coils, the field is not perfectly toroidal but shows a regular
eight fold pattern as can be seen in figure 1.5. The deviations are most profound in the
transition region between barrel and end-cap. The magnets provide an average bending
power of 3 Tm in the barrel and 6 Tm in the end-cap as is shown in figure 1.6. Accurate
knowledge of the field is required in order not to degrade the momentum resolution.
During ATLAS running a large number of magnetic field sensors will measure the local
field ensuring a knowledge of the bending power with a precision better than 0.3%.
Figure 1.7 shows the transverse view of the barrel part of the muon spectrometer.
In the barrel a particle typically traverses three measurement planes. The inner most
stations are situated directly after the hadronic calorimeter, just outside the toroidal
magnetic field. They are equipped with MDT chambers which allow a high precision
measurement of the muon trajectory. The second layer of stations is situated in the
magnet. The stations in this layer consist of a combination of one MDT chamber and
two Resistive Plate Chambers (RPC). A third layer of stations is located just outside
the magnetic field. The outer stations are formed by a combination of a MDT chamber
and a RPC.
2The hadronic interaction length is defined as mean free path of a high-energy hadron before under-
going an interaction.
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Figure 1.5: Magnetic field map in the
transition region between barrel and
end-cap. The field lines in the trans-
verse plane are shown. The coordinate
system of the magnetic field is rotated
by pi
8




























Figure 1.6: Toroid bending power∫
Bdl of the azimuthal field compo-
nent, integrated between the inner and
outer muon station as a function of the
pseudo-rapidity.
The design of the muon system in the end-caps is different as it is not possible to
install stations inside the end-cap magnets and the background rate is much higher. In
the end-cap (Fig. 1.8), the first layer of stations sits in front of the magnet. The region
closest to the beam pipe, where the background counting rates are highest, is equipped
with Cathode Strip Chambers (CSC) instead of MDT chambers because of their higher
rate capability. MDT chambers provide the remaining coverage. Thin Gap Chambers
(TGC) are installed providing the trigger signal. The second station layer is installed
behind the end-cap magnet and is equipped with one layer of MDT chambers and two
layers of TGCs. The outer station layer is equipped with MDT chambers.
1.5.1 Muon instrumentation
The barrel and most of the end-cap region are equipped with MDT chambers for the
precision measurement of muon trajectories. A MDT is an aluminum tube with a
diameter of 30 mm with a 50 µm diameter central tungsten wire. A single tube measures
the distance to the wire with a typical average resolution of 80 µm. The position along
the tube cannot be measured and has to be provided by an external measurement. It can
either be provided using the information from the trigger chambers or by extrapolation











Figure 1.7: Transverse xy-view of the ATLAS muon detector.
of two multi-layers of tubes separated by a support structure. For chambers situated in
the middle and outer part of the spectrometer each multi-layer consists of three layers
of tubes, the chambers closest to the interaction point are equipped with four layers per
multi-layer. Depending on the location of the chamber the number of tubes per layer
varies from 30 up to 72 tubes. The length of the tubes also varies between: 1.6 m and
6.2 m. The MDT chambers are the focus of this thesis and will be described in more
detail in chapter 2.
The inner layer of the end-cap of the spectrometer, 2 < |η| < 2.7, is equipped with
CSCs. The CSCs are multi-wire proportional chambers with a cathode strip readout
and with a symmetric cell in which the anode-cathode spacing is equal to the anode
wire pitch. The precision coordinate is obtained by measuring the charge induced on
the segmented cathode by the avalanche formed on the anode wire. The small electron
drift time of less than 30 ns and the high spatial resolution ∆r ≈ 50 µm allow them to
operate in the high background environment of the forward region.
The trigger chambers of the ATLAS muon spectrometer serve a threefold purpose:
 A momentum dependent muon trigger;
 Bunch crossing identification;
 Measurement of the second coordinate along the tube in the MDT chambers.
17
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Figure 1.8: Side view of one quadrant of the ATLAS detector. The interaction point
is situated in the lower right corner of the figure.
Two technologies are deployed in the spectrometer. The barrel region is equipped with
RPCs; The end-caps with TGCs.
A RPC is a gaseous detector with a typical spatial resolution of 1 mm and a time
resolution of 1.5 ns. The basic detector unit consists of a thin gas gap formed by
two Bakelite plates, separated by insulating spacers. The gas gap is filled with a gas
mixture of 97% tetrafluorethane (C2H2F2) and 3% isobutane (C4H10). The chambers
are operated with a typical electric field of 4.5 kV/mm. A trigger chamber is read out
using two orthogonal series of pick-up strips: the η strips are parallel to the MDT wires
and as such determine a position in the bending plane of the magnet, the φ strips are
orthogonal to the MDT wires and provide a measurement of the position along the MDT
wire required for the precise calibration of the MDT tubes. The measured time in the
RPCs is read out and made available during oﬄine reconstruction.
The TGCs are designed in a way similar to multi-wire proportional chambers, with
the difference that the anode wire pitch is larger than the cathode-anode distance.
Signals from the anode wires arranged parallel to the MDT wires provide the trigger
information together with the readout strips arranged orthogonal to the wires. The
readout strips provide the second coordinate measurement for the MDT tubes.
1.5.2 Muon reconstruction performance
The momentum resolution of muons, produced at the interaction point, is studied in
detail with help of an analytical method, taking into account the detailed detector
geometry, the material distribution and the magnetic field [6]. The results of the study
18
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Figure 1.9: Contributions to the momentum resolution, averaged over |η| > 1.5 (left
plot) and averaged over |η| < 1.5 (right plot).
are summarized in figure 1.9. The left figure shows the contributions to the resolution
averaged over the region |η| < 1.5, the right figure shows the results for the region |η|
> 1.5. The figure shows the main contributions to the muon momentum resolution as a
function of the pT . One can identify three regions:
 Low momenta, pT < 30 GeV, the resolution is dominated by the energy loss of
the muons in the calorimeter;
 Intermediate momentum range, 30 < pT < 100 GeV, the resolution is mainly
determined by multiple scattering;
 High muon momenta, pT > 100 GeV, the impact of the single tube resolution as
well as the precision of the calibration and the alignment of the tracking chambers
becomes more and more important and dominates the resolution for momenta
larger than 300 GeV.
The study shows the importance of high quality calibration constants for the MDT
chambers in ATLAS to achieve the maximum possible momentum resolution for very
high energetic muons. One of the main topics covered by this thesis is the infrastructure
and the algorithms developed to obtain the calibration constants needed for the MDT
chambers to achieve this goal.
19
The Large Hadron Collider and the ATLAS detector
Figure 1.10: Schematic view of the ATLAS trigger system.
1.6 The trigger scheme
At high luminosity LHC running, the total pp collision rate reaches 40 MHz. The average
total size of one event is about 1 MB. The resulting amount of data is far too large to
be written to storage. To reduce the total data flow without losing interesting physics
events a pre-selection filter was developed. The ATLAS trigger system is organized in
three levels as shown in figure 1.10. Each step refines the previous decision by using a
larger fraction of the data and more advanced algorithms.
Level-1 trigger
The level-1 trigger (LVL1) is a hardware based trigger which uses reduced granularity
data from a subset of detectors. It is designed to reduce the 40 MHz bunch-bunch
crossing rate to a rate of about 75 kHz. The LVL1 decision time (latency) is 2 µs. The
muon LVL1 is based on an estimate of the momentum of muon candidates. Two trigger
types are implemented. The low-pT trigger uses predefined coincidence patterns in the
xy- and rz-plane. In the barrel only information of the RPCs in the middle stations
is used, in the end-caps the two outer most TGC stations are combined to form a
coincidence. The momentum cut-off of the low-pT trigger is 6 GeV. The high-pT trigger
requires coincidences in all three projective trigger stations and has a momentum cut-off
of 20 GeV. If an event is accepted by the LVL1 trigger the full detector is readout and
20
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the data is passed to the level-2 trigger (LVL2).
Level-2 trigger
The LVL2 trigger is a software trigger which uses the output of the LVL1 and the full
event information to further reduce the data rate to 1 kHz. The muon LVL2 trigger
uses information from the precision chambers to improve the momentum estimate. In
addition it has the possibility to require a match with a track reconstructed in the inner
detector. The LVL2 trigger has an event dependent latency varying from 1 ms up to 10
ms for busy events.
Level-3 trigger
Events selected by the LVL2 trigger are passed on to the LVL3 trigger which uses the
complex reconstruction algorithms also used in oﬄine reconstruction to fully reconstruct
the events. The LVL3 trigger runs on a computer farm situated at CERN. The maximum
output of the LVL3 trigger is 100 Hz which corresponds to a data rate of 100 MB/s.
All events that pass the LVL3 trigger are written to mass storage and are available for
further analysis with the ATLAS oﬄine software.
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Figure 2.1: Schematic view of a MDT chamber.
This chapter gives an overview of the operation principle of MDT chambers, the
geometry of the ATLAS muon spectrometer was introduced in section 1.5 and will not
be addressed here.
2.1 MDT chamber layout
Figure 2.1 shows a schematic drawing of a MDT chamber. It consists of two ‘multi-
layers’ of tubes separated by a spacer frame consisting of three ‘cross-plates’ and two
‘long-beams’. MDT chambers in the middle or outer stations of the ATLAS spectrometer
are equipped with three layers of tubes per multi-layer. The MDT chambers closest to
the interaction point have been equipped with four layers of tubes per multi-layer to
optimize the pattern recognition performance at high background rates.
The measurements in a chamber can be combined to a local track segment. The
precision of these local segments was studied in ref. [6] and was found to be better than
40 µm on the position in the bending plane and 3×10−4 rad on the angle in the bending
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plane. Local segments play an important role in the calibration of a MDT chamber and
for track reconstruction. To ensure accurate local reconstruction of segments within one
MDT chamber several measures were taken:
 The chambers were constructed with a mechanical precision better than 20 µm;
 All MDT chambers are equipped with an in-plane RASNIK alignment system [16]
which measures the dominant modes of the chamber deformation with a precision
of 20 µm;
 Temperature and magnetic field sensors installed on the chambers ensure accurate
knowledge of the local environment. The precision on the magnetic field is ∆B
B
=
4×10−4 and on the temperature ∆T = 0.5 K.
MDT local coordinate system
In the local station frame, the x-axis of the system is always pointing along the wires,
the y-axis is parallel to the tube layers in the MDT chamber and the z-axis is pointing
out of the chamber plane. The local z-axis is always pointing away from the interaction
point. Depending on the chamber location the local frame is oriented differently with
respect to the global frame:
 In the barrel the local y-axis is pointing in the same direction as the global z-axis.
The x-axis is pointing in positive global φ direction;
 In the end-cap side A (z > 0) the local z-axis is pointing in direction of the global
z-axis. The x-axis is pointing in negative global φ direction;
 In the end-cap side C (z < 0) the local z-axis is pointing in direction of the negative
global z-axis. The x-axis is pointing in positive global φ direction.
Within the local coordinate system the MDT chambers measure the angle and position
of a passing particle in the local yz-plane, the φ strips of the trigger chambers measure
the angle and position in the local xz-plane.
2.2 Single tube operation principle
A single MDT consists of an aluminum tube with a diameter of 30 mm and a wall
thickness of 400 µm. In its center a 50 µm diameter tungsten wire is located. The
tubes are operated with a 93:7 Ar-CO2 gas mixture at 3 bar absolute pressure, also
referred to as the ATLAS gas. A positive high voltage of 3080 V is applied to the anode
wire. The gas gain was measured to be 2×104. The discriminator threshold is chosen
to correspond to five times the noise level of the front-end electronics and corresponds
to the 20th electron.
The basic detection principle of a MDT can be understood from figure 2.2. When a
charged particle passes the drift volume, it deposits energy along its trajectory creating
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Figure 2.2: Schematic overview of the operational principle of a MDT. (a) Schematic
overview of the creation of charged clusters by a muon. (b) Measured signal pulse. (c)
Typical drift time spectrum. (d) Typical rt-relation.
small clusters of free electrons and ions. The electrons drift towards the anode wire in
the electric field in the tube as shown in figure (a). The physics involved in the signal
formation will be discussed in more detail in the sections 2.2.1 and 2.2.2.
Close to the wire they obtain sufficient kinetic energy from the electric field to free
new electrons creating an avalanche. The induced signal propagates through the wire to
the readout where a combination of a current-sensitive amplifier and a discriminator is
used to measure the time at which the signal pulse passes a predefined threshold value
as shown in figure (b). The detailed description of the electronics is given in section
2.2.3.
Figure (c) shows a typical drift time spectrum that is obtained if a tube is illuminated
homogeneously as a function of the drift radius. The maximum drift time is about 700
ns, far longer than the LHC bunch crossing time interval of 25 ns.
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The drift time is a measure for the distance of the particle to the wire. During recon-
struction the measured time is converted into a drift radius using a function describing
the relation between the measured time and the average distance from the wire as shown
in figure (d). This function will be referred to as rt-relation. The rt-relation is not a
priori known but can be modeled by simulation programs such as GARFIELD [17]. The
precision of such rt-relation is not sufficient to be used during reconstruction, instead
the rt-relation is determined from data using a dedicated calibration procedure that will
be described in detail in chapter 4.
The last section of this chapter is devoted to the impact of small variations of the
environment, like temperature or magnetic field, on the drift properties.
2.2.1 Ionization along a particle’s trajectory
Ionization of the drift gas is caused by interactions of a charged particle with the gas
atoms. The process is purely random and is characterized by the mean free path length
λ between the collisions. The relation between λ and the ionization cross-section σi and
the electron density N is given by [18]:
λ = 1/(Nσi). (2.1)
The density distributions of interactions along a particles trajectory, also referred to
as cluster density distribution, is a Poisson distribution. The probability p that an
interaction occurs between l and l + dl is given by [19]:
p(l) = λ−1e−l/λ, (2.2)
where l is the distance traveled in the gas. The mean free path length of the ATLAS
gas was measured to be about 100 µm, corresponding to 10 clusters per mm.
Electrons freed during the interaction of the passing particle and the gas are referred
to as primary electrons. They are typically emitted perpendicular to the track and loose
their energy in collisions with the gas molecules. During this process, depending on
the initial energy of the primary electron, a number of secondary electrons is produced
close to the initial interaction point. As most of the secondary electrons are created
in the immediate vicinity of the primary encounter they are indistinguishable from the
primary electron. The process can effectively be described by using the probability
distribution of the number of electrons directly or indirectly liberated during a primary
interaction [18]. This distribution is known as cluster size distribution. The calculation
of the cluster size distribution requires knowledge of the atomic structure of the gas and
is non-trivial. The HEED program [20] was developed for this purpose. Figure 2.3 shows
the cluster size distribution for argon as calculated using the HEED program. The figure
was taken from [21]. In most cases the cluster only contains one electron but there is
a small probability that the cluster is larger. The small increase of the probability of
having clusters with about ten electrons is due to an increase of the photo-absorption
cross section for transfer energies of about 260 eV.
The statistical nature of the ionization process along the track limits the precision
of a MDT. It is the largest limitation of the spatial resolution for tracks passing close
to the wire as will be shown in section 3.4.2.
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Figure 2.4: Single electron drift velo-
city as a function of the radius calcu-
lated with MAGBOLTZ.
2.2.2 Drift of the electrons
The electrons from the ionization clusters drift towards the wire due to the electric field
present in the tube. During their drift they scatter isotropically on gas molecules. After
each collision their direction is randomized, but on average a net velocity in the direction
of the electric field results. The drift velocity vdrift is much smaller compared to the
actual velocity between collision. It can be expressed in terms of the electric field E, the






The average time between two collisions τ is a complicated function of the gas properties
and is not known a priory. Figure 2.4 shows the single electron drift velocity as a
function of the radius for the ATLAS gas obtained using the detector simulation program
MAGBOLTZ [22]. The velocity is highly non linear and increases from 10 µm/ns at the
tube wall to 50 µm/ns at the wire.
As a result of the random movement of the drifting electrons, electrons originating
from a single cluster become separated in space as they drift through the gas. This
effect is called diffusion. The width σr of the cluster of electrons can be expressed in
terms of a diffusion coefficient D, the electron mobility µ, the traveled distance L and





In case of a constant electric field and a constant diffusion coefficient the width of the
cluster increases with the square-root of the distance.
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For a cylindrical field configuration, as is the case for a MDT, the electric field is






Assuming a constant electron mobility and a constant diffusion coefficient the width of
the cluster increases linearly with the distance from the wire.
2.2.3 MDT electronics
The induced signal on the wire propagates to the electronics readout along the wire
where it is readout by the MDT front-end electronics using a current-sensitive amplifier.
The signal is passed to a discriminator that measures the time the signal crosses a
predefined threshold. The amplifier response function has a rise time of 15 ns and a
small undershoot for base line restoration [23]. The measured time is converted into a
TDC count using a bin size of 0.78125 ns1
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Figure 2.5: Time slewing due to the finite rising time of the amplifier response function.
The relatively long peaking time of the amplifier affects the time resolution of a
MDT. A large signal pulse crosses the threshold earlier than a small signal pulse, as is
shown in figure 2.5. The measured time depends on the signal pulse height which results
in a degradation of the time resolution. This effect is known as time slewing.
It was shown [21] that the resolution degradation can partially be recovered by using
the integrated charge of the signal pulse. Therefore the front-end electronics have been
equipped with a Wilkinson-ADC which integrates the signal pulse over a predefined
integration window. The default integration window is 20 ns. The total collected charge
1The TDC is also capable of measuring the position of trailing edge of the spectrum, but this
information is not stored.
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is measured by the discharge time of a capacitor by a rundown current. The discharge
time, which is a logarithmic function of the integrated charge, is converted into an ADC
count also using a bin size of 0.78125 ns.
If a threshold crossing occurs, a time stamp is produced. To avoid multiple hits from
multiple threshold crossings of a single signal, the front-end electronics are equipped
with a programmable dead time with a maximum length of 800 ns. After a threshold
crossing no additional time stamps are produced within this artificially introduced dead
time. The time stamps are stored in the circular Level 1 buffer of the ATLAS Muon
TDC (AMT) [24] which can store up to 256 hits. If a Level 1 trigger signal is received, a
match of the trigger time with the times stored in the buffer is performed. The matching
algorithm employs two time windows. If a hit occurs in the matching window the hit
is passed to the readout, the time (TDC count) and charge integral (ADC count) are
made available for further analysis. In addition, the AMT checks whether hits occurred
before the trigger which could have rendered the tube dead within the trigger window.
If a hit in the mask window is present the readout electronics will write a hit with a so
called ‘masked’ bit set.
The measured time consists of several contributions:
 The time of flight of the particle to reach the tube (ttof);
 The drift time (tdrift);
 The delay due to signal propagation in the tube (tprop);
 The delay due to the cabling and the front-end electronics (t0).
During reconstruction the drift time has to be extracted from the measured time as it
contains information on the distance that the particle passed from the wire. The delays
due to cabling cannot be calculated a priory but have to be extracted from data. The
procedure developed to extract the t0 will be discussed in section 4.2.4. The calculation
of the time of flight and propagation delay require knowledge of the impact point of the
particle along the tube and has to be calculated on an event to event basis.
2.2.4 Additional contributions to the resolution
It has been shown that the rt-relation of non-linear gas-mixtures like the MDT gas
have a non-negligible dependence from changes of the local environment of the tube
that affects either the electric field E or the gas density ρ [25]. Good knowledge of the
environmental parameters as well as accurate parameterizations of the deformation of
the rt-relation due to the individual components are needed to achieve the desired single
tube resolution.
The deviation from the nominal rt-relation was parametrized as a function of the
drift time:
r(t) = r0(t) + δr(t). (2.6)
The deviations depend in first order on the first time derivative of the rt-relation. As the
drift velocity of the ATLAS gas is highly non-linear, the rt-relation is strongly affected by
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the operational environment. For linear gases the deviations are much smaller because
they contain terms that cancel if the drift velocity is constant.
The deviation δr(t) is a function of the background rate, the gas gain, the gas density,
the gas composition, the non-concentricity of the anode wire and the magnetic field. In
the following sections each of the contributions will be discussed.
Effects of high background rates
The MDT chambers will be operated in a high background environment with expected
counting rates up to 100 Hz/cm2. The background consists of low-energy neutrons,
photons, electrons, muons and hadrons [26]. In this high background environment the
MDT tubes build up space charge which locally changes the electric field.

























where Nc is the background rate, G is the gas amplification and Q is the deposited
charge, µ is the ion mobility, V0 is the wire potential, rtube is the tube radius, rwire is
the wire radius and v0(t) is the first derivative of r0(t).
The average change of the rt-relation can be calculated using the total current of the
chamber which is a measure of the background rate:
I ∝ NcGQ. (2.8)
The drift-field change causes a small systematic error on the rt-relation, in the order
of 10 µm at a background rate of 100 Hz/cm.
Gas amplification fluctuations
Close to the wire drifting electrons gain sufficient energy in the electric field to ionize
the counting gas. This triggers the formation of avalanches close to the wire. Typical
gas-gains due to avalanches are 104 - 105. Although the amplification is a statistical
process, detailed studies using simulation and measurements have shown no large impact
on the single tube resolution at the ATLAS operating point as the magnitude of gas
amplification fluctuations is much smaller than that of the cluster size fluctuations. The
effect will not be considered further.
Temperature effects
The temperature changes affect the drift velocity by changing the gas density in the
tube. The impact of a change of the gas density on the rt-relation can be computed







(r0(t)− t · v0(t)), (2.9)
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where ρ0 and ρ are the gas densities at T0 and T . The dependence on the temperature





The systematic error on the rt-relation was estimated to be in the order of 15 µm for
variations of the temperature at the level of |1 - T0
T
| < 0.4%. Applying the temperature
corrections presented in formula 2.9 reduces the systematic error to a value smaller than
10 µm provided the temperature of the gas is known with an accuracy of 0.2%.
Gas composition
The drift properties of the ATLAS gas depend strongly on the CO2 content and on the
remaining H2O contamination. As there is a very small gas exchange rate of 1 chamber
volume per 10 hours, measuring the exact composition of the gas mixture is not possible.
Therefore corrections for drift time deviations due to changes in gas composition will be
very difficult to realize. To keep the distortion of the rt-relation smaller than 40 µm the
absolute variation of the gas mixture has to be smaller than 0.1%.
Concentricity of the anode wire













where s(x) is the wire displacement, x is the distance from the tube center, L is the
tube length, ρ is the wire density (gcm−3), R is the wire radius, T is the wire tension
(g) and φ is the azimuthal angle of the chamber. All lengths are in cm.
This has two consequences during reconstruction: First of all, if the wire is displaced
as shown in figure 2.6, the calculation of the radial residual ∆r = |rtrack − rdrift| would
yield a wrong answer if the wire position is not corrected for the sagging of the wire. As
the functional shape of the wire and the wire tension and wire length are known with
great precision, the actual wire position can be calculated during reconstruction.
Secondly, the fact that the wire is not perfectly centered in the tube affects the
electric field in the tube. As a result, the rt-relation is split into two parts: one for each
side of the wire. The barrel chambers are mechanically deformed such that the tubes
follow the sag of the wire to ensure the non-concentricity of the wire is less than 100 µm.
Most end-cap chambers do not have this mechanical correction and displacements up to
600 µm can occur for the largest chambers. The maximum time shift for these chambers
was found to be approximately 20 ns. If not taken into account during reconstruction,
the non-concentricity of the wire degrades the single tube resolution.
It was shown that in first-order approximation the shift of the rt-relation can be






















Distance to sagged wire
Distance to nominal position
Figure 2.6: Treatment of wire sag.
where δrsag(t) is the shift of the rt-relation as a function of time, s is the displacement
of the wire from the center of the tube, rtube is the tube radius, φ is the angle with line
through the wire and the tube center and v0(t) the derivative of the rt-relation as a
function of the time. If the rt-relation is corrected using this formula the overall impact
on the momentum resolution due to the non-concentricity of the wire is small.
Magnetic field
The MDT tubes are operated in an average magnetic field of 0.5 Tesla parallel to the
wire. Due to the Lorentz force the drifting electrons travel on curved trajectories instead
of straight ones. The angle of the drift direction with respect to the straight trajectory







is the cyclotron frequency and τ is the mean time between collisions with gas
molecules. The drift time increases due to the longer trajectory.
If all chambers would be operated in a constant magnetic field, the time shift could
be absorbed in the rt-relation and the effect would not cause any degradation of the
resolution. In the muon spectrometer however the magnetic field gradients within some
MDT chamber are large, especially in those mounted close to the magnet coils. For
those chambers a time correction based on the local magnetic field is required.
The behavior of the MDT tubes in magnetic field was studied in detail in ref. [27].
The main conclusions of the study were:
 The Lorentz angle, 〈Ψ0.5T 〉 = 9.3o, is small compared to other gases;
 The maximum drift time tmax increases only slightly to t
0.5T
max ≈ 720 ns (t0Tmax ≈ 700
ns without magnetic field);
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 The resolution remains almost unchanged or improves slightly due to the decreased
drift velocity;
 The high rate behavior is not influenced by the magnetic field.
In ATLAS the magnetic field is known with a precision better than 10−4 and can be
used to correct the drift time [28]:











trans with Blong the magnetic field parallel to the wire and
Btrans the radial component of the magnetic field. The constant c is approximately one
and needs to be extracted from data.
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Figure 2.7: Systematic errors to the
rt-relation due to changes of the envi-
ronmental parameters.
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Figure 2.8: Systematic error to the rt-
relation due to changes of the gas com-
position.
Environmental changes were found to have a large impact on the MDT resolution.
To achieve an average single tube resolution of 80 µm several effects have to be kept
under control. The findings are summarized in figure 2.7 which shows the deformation of
the rt-relation as a function of the drift time for the several environmental parameters.
Variations in the temperature and magnetic field gradients are the most important.
If the measured drift times are corrected for the various effects mentioned above, the
desired resolution can be achieved.
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The variations in the gas composition, shown in figure 2.8, also have a large impact
on the single tube resolution. As the gas composition cannot be measured with suf-
ficient precision for each MDT chamber, no time corrections can be applied. To keep
the distortion of the rt-relation smaller than 40 µm the absolute variation in the gas
composition has to be smaller than 0.1%.
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Chapter 3
Simulation of the MDTs
The first beam collisions of the LHC are expected in 2007, until that time no real
detector data is available. To optimize the detector layout, reconstruction algorithms
and physics analysis, simulation techniques are used. The aim of these procedures is to
reproduce the output of the real experiment as closely as possible. The full detection
chain is simulated, starting from the physical processes that occur during a pp-collisions,
ending with the response of the individual detectors. The simulation is performed in
three sequential steps: event generation, particle tracking through the detector geometry
and simulation of the detector response.
Several event generators are in use by the ATLAS experiment of which Pythia [29]
and Herwig [30] are most commonly used. In addition two single particle generators
exist. The first is a single particle generator which can be used to simulate for example
single muons coming from the interaction point. To simulate cosmic events, a dedicated
cosmic muon generator is available.
This chapter will focus on the ATLAS strategy for the simulation of signal formation
in the MDT chambers. The propagation of particles through the detector geometry and
the simultaneous simulation of the interactions with the detector material using the
GEANT4 program [31] will be described in section 3.1. The simulation of the MDT
detector response to the passing particles will be discussed in section 3.2.
3.1 GEANT4 simulation
GEANT4 is a toolkit for the simulation of the passage of particles through matter. A
large range of physics processes including electromagnetic and hadronic, extending over
a wide energy range from in some cases 250 eV up to the TeV scale, are incorporated.
The simulation is used to obtain a better understanding of the physics performance of
the detector. It is vital for the development of reconstruction algorithms like pattern
recognition, track fitting and jet reconstruction. The ATLAS geometry in GEANT4 is
represented by a set of volumes. Each volume has a set of properties such as material
composition and radiation length that are needed to calculate the interaction cross
sections of the processes included in GEANT4.
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Figure 3.1 shows an example of a simulated pp→ H→ eeµµ event. The detector hits
are indicated by dots in the display. The black lines represent reconstructed tracks in
the inner detector. The two reconstructed muon tracks are indicated by the grey lines
in the muon spectrometer.
Figure 3.1: Simulated pp → H→ eeµµ event.
The geometry contains a detailed description of all four detector technologies. In
addition the magnet systems and the support structures are included.
The MDT chamber geometry includes:
 The MDT tubes filled with a 93:7 Ar-CO2 mixture and an aluminum wall. A wire
made out of tungsten is situated in the center of the tube. The end plugs are
represented by cylinders made out of Bakelite;
 The chamber support structure, including long beams and cross plates, are made
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out of aluminum. The cut-outs for the in-plane RASNIK system are not included
in the simulation;
 Cut outs in active volumes of the chambers for the projective alignment system.
Chamber deformations are not modeled in the GEANT4 simulation, if needed they can
be accounted for in the reconstruction.
3.1.1 Extraction of simulation parameters
The passage of a particle through the detector material is simulated by splitting its
trajectory into small steps. For each step energy loss and multiple scattering are taken
into account as well as the possible production of secondary particles.
Particles are deflected from their original trajectories due to elastic scattering off
nuclei in the detector material. The differential scattering cross-section of a particle with
momentum p and charge z on a single nucleus of charge Z at an angle θ is described by













where v is the particle speed.
The energy loss of particles is caused by interactions with electrons in the mate-
rial. The average energy loss per unit path length for a charged particle that is heavy
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, (3.2)
where Na is Avogadro’s number, A is the atomic mass number of the medium, I is an
effective ionization potential and the quantity δ is a correction factor for density effects
that plays a role at high velocities. In addition to continuous energy loss GEANT4 also
simulates the production of secondary particles. In the case of muons, the secondary
particles mainly consist of electrons.
During propagation GEANT4 gives access to the local properties of particles as
well as to geometrical information like in case of a MDT, its tube radius and tube
length. Figure 3.2 shows several examples of a simulated muon (solid line) crossing
the gas volume of a MDT and interacting with the gas along its path producing a
secondary electron. The dotted line indicates the trajectory of the electron, a so called
δ-electron. The secondary particles are also tracked by GEANT4 until their energy
drops below a predefined energy threshold. The first picture show the most common
class of interactions where a low energetic electron is emitted perpendicular to the muon
trajectory. In this particular case the electron is absorbed in the tube wall. In a small
fraction of the events, secondary electrons are produced that have sufficient energy to
travel several mm in the tube. This is shown in the second and third plot. In the cases
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Figure 3.2: Several examples of a simulated muon passing a MDT tube and having an
interaction with the detector material producing a soft δ-electron.
shown here, the signal created by the electron would reach the wire before the signal
created by the muon masking the muon signal.
The full trajectories as shown in figure 3.2 are reduced to keep the total amount of
data extracted from simulation manageable. For every charged particle passing a tube,
the following quantities are extracted:
 The particle code using the PDG convention [33];
 An integer number uniquely identifying the tube;
 The point of closest approach of the particle to the wire;
 The global GEANT4 reference time.
Neutral particles are not taken into account as the sensitivity of MDT tubes to neutral
particles is several orders of magnitude smaller than to charged particles.
The output of the GEANT4 simulation for MDT chambers consists of the following
output: For every tube crossed by a charged particle all quantities listed above are
stored. If multiple charged particles cross the tube the quantities of all particles are
stored. The output of the GEANT4 simulation is passed to the simulation of the MDT
detector response which will be described in section 3.2.
3.1.2 The production of secondary particles
The production of secondary particles is taken into account by GEANT4. To keep
the total number of secondary particles and used CPU time manageable, a material
dependent energy threshold for the production of secondary particles is applied. No
secondary particles are produced below the cut-off. The energy cut-off is expressed in
terms of the range of a particle in the given material and is a measure for the level of
detail of the simulation.
The default step size in ATLAS GEANT4 simulation is 1 mm, ten times larger than
the average resolution of a MDT tube. To ensure a correct description of the production
38
3.2 Simulation of the MDT response
of δ-electrons in the gas volume, the step length in drift gas is decreased to 100 µm, the
step length for the tube walls is lowered to 5 µm.
Figure 3.3 shows the percentage of events with a secondary particle passing closer
to the wire than the muon for three different selection criteria (∆r = rmuon − rδ). The
number of δ-electrons increases linearly with the distance to the wire. On average in
6% of the events a secondary particle passes closer to the wire than the muon. In about
5% of the cases it passes more than 300 µm closer to the wire than the muon, resulting
in an observable difference between their drift radii. The percentage remains virtually
unchanged when the selection cut is increased to 500 µm. The numbers can also be
extracted from data. In data the predicted drift radius from a track fit is compared
to the measured drift radius. If the difference is larger than 5 times the local spatial
resolution the hit is classified as a δ-electron. The result from simulation is in good
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Figure 3.3: Percentage of events containing a secondary particle with a drift radius
smaller than the muon drift radius.
3.2 Simulation of the MDT response
This section describes the simulation of the signal formation in MDT chambers: often
referred to as digitization. The aim of the digitization is to closely reproduce the out-
put signals of a detector system from the information extracted during the tracking of
particles in an event. For the MDT chambers this means converting a distance to the
wire into a time stamp (TDC count) and a signal amplitude (ADC count).
The GARFIELD simulation program provides a very accurate description of the
MDT response and has been shown to successfully reproduce the data. However it
cannot be integrated in the ATLAS computing framework and uses far too much CPU
time per event. This was the main reason for developing a faster procedure.
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The digitization procedure takes into account several physics processes that con-
tribute to the signal formation in a MDT. First the ionization of the drift gas is simulated
resulting in a set of electron clusters along the trajectory of the incoming particle as
shown in figure 3.4. The trajectory of the incoming muon is represented by the vertical
line in the figure. The electrons in the clusters are propagated to the wire. The drift
paths of the electrons are represented by the lines from the vertical line to the wire in
the center of the tube.
The arrival times of the electrons at the wire are converted into a signal pulse by con-
volution of the arrival time spectrum with the amplifier response function. An example
of a resulting signal pulse is given in figure 3.5.
The final step in the digitization is the calculation of the time the signal crossed the
threshold and the integration of the signal pulse which is used to calculate the ADC
count. Technically this is realized by dividing the process into five steps:
 Determination of the trajectory of the particle in the tube;
 Generation of clusters along the trajectory;
 Propagation of the clusters to the wire;
 Convolution of the raw signal pulse with the amplifier response function;
 Determination of the time at threshold and integration of the signal pulse.
The individual steps will be discussed in detail below.
3.2.1 Track length determination
In the digitization the trajectory of a particle in the gas volume is described by a two
dimensional straight line in the measurement plane of the tube as shown in figure 3.4.
The length of the trajectory is calculated from the drift radius obtained from GEANT4
and the tube radius. By including the track length, the drop of the tube efficiency close
to the tube wall is automatically simulated. Particles passing close to the tube wall will
deposit less charge in the active volume than particles passing closer to the wire. If the
deposited charge is too small, the resulting signal pulse will not pass the discriminator
threshold and no time stamp is produced. The tube efficiency will be evaluated in
section 3.4.6.
3.2.2 Cluster formation
The physics involved in the ionization of the drift gas by incoming particles were de-
scribed in section 2.2.1. It is modeled as two steps as was proposed in ref. [19]: the
generation of clusters along the trajectory and the subsequent generation of the number
of electrons in the cluster.
First a set of clusters is generated along the trajectory of the passing particle. The
number of primary interactions along the trajectory fluctuates according to a Poisson
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Figure 3.4: Simulated trajectory. The
vertical line represents the trajectory of
the primary particle. The lines poin-
ting to the center of the tube represent
the drift paths of the generated clusters
(no magnetic field).
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Figure 3.5: Simulated signal pulse for
a muon passing 9 mm from the wire.
distribution with an average value given by the mean free path length. Instead of picking
the number of interactions per path length, it is more convenient to generate the distance
to the next cluster. To randomly pick a distance according to the distribution given by
formula 2.2, the following formula is used:
l = −λ · log(χ), (3.3)
where χ is a flat random distribution between 0 and 1 and λ is the free path length.
Figure 3.6 shows the distribution of the number of clusters per mm for a cluster density
of 8.5 mm−1.
In the next step a number of electrons is assigned to each cluster by randomly picking
a size from the cluster size distribution. In the digitization the distribution shown in
figure 2.3 was parametrized as:
Q =
1 + P (0.05) : 66%,
1/(χ+ 10−7) : 26%,
P (13) : 8%,
(3.4)
where Q is the charge and P is a random number taken from a Poisson distribution.
An additional random number is used to decide which of the three formula is used. The
resulting distribution is shown in figure 3.7. It has a similar shape as the distribution
calculated with the HEED program. Small variations of the simulated distribution
have been studied and were found to have a negligible impact on the outcome of the
digitization.
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Figure 3.6: Distribution of the num-
ber of clusters per mm for a cluster den-
sity of 8.5 mm−1
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Figure 3.7: Cluster size distribution
for Argon calculated with GARFIELD.
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Constant  194.783± 28316.801 
MPV       0.017± 26.710 
Sigma    
 0.009± 1.758 
Figure 3.8: Number of primary electrons created per mm.
The resulting number of electrons per mm is proportional to the energy loss of the
particle in the gas. Figure 3.8 shows the resulting number of electrons per mm, the
distribution is well described by the Landau distribution that is included in the figure
as well. The number of electrons per mm can be converted into an energy loss by
multiplying it with the average energy needed to free an electron from the gas. For the
Ar mixtures the value is about 26 eV per electron. The resulting most probable value
of the energy loss per mm is 694 eV.
The dependence of the cluster density and cluster size distribution on the energy of
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the incoming particle is not included; instead an average value corresponding to a 100
GeV muon is used. The production of energetic δ-electrons in the gas is not included as
it is already being handled by the GEANT4 simulation.
3.2.3 Electron propagation to the wire
The drift of electrons in the electric field of the tube can be characterized by the local
drift velocity, the longitudinal and transverse diffusion as described in section 2.2.2.
In the simulation these two contributions are treated independently. The impact of a
magnetic field on the arrival times at the wire is simulated as a correction to the case
without field. It is parametrized as an additional time shift with respect to the nominal
arrival time.
The gas amplification fluctuations during avalanche formation close to the wire are
not simulated as it was shown that they have a minor impact on the overall resolution
of a MDT tube [34].
Single electron rt-relation
The single electron drift velocity as a function of the drift distance was taken from a
study of the drift properties of MDT tubes using GARFIELD [35]. Figure 3.9 shows
the single electron drift velocity as a function of the drift radius. The single electron rt-
relation was derived from the drift velocity by numerical integration over the radius. The
resulting curve was fitted with a ninth order polynomial. It is used in the digitization



















Figure 3.9: Single electron drift velo-














Figure 3.10: Single electron rt-
relation obtained by integration of the
single electron drift velocity.
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Diffusion
The diffusion is simulated by a random displacement of the positions of all electrons
along the trajectory according to a Gaussian distribution. Both the longitudinal and
the transversal diffusion are taken into account by randomly shifting the position of
the electrons perpendicular and transversal to the direction of the initial particle. The
distance of the shifted position to the wire is calculated and converted into an arrival
time at the wire using the single electron rt-relation.
The magnitude of the diffusion depends on the drift radius. It is parametrized
using the simplified model presented in section 2.2.2 which neglects the dependence of
the electron mobility on the drift radius. The longitudinal and transversal diffusion
are assumed to have the same magnitude. For each electron in a cluster, a displaced
position, relec is calculated by adding two random numbers, gl and gt, taken from a
Gaussian distribution to the nominal position of the cluster, rclus:
relec =
√
(rclus + gl)2 + g2t , (3.5)
where gl models the longitudinal diffusion and gt the transversal diffusion. The width








8 · rtube , (3.6)
where σwall = 0.3 mm is the diffusion at the tube wall, r the distance of the cluster to
the wire and rtube is the inner tube radius. The distance of the electrons to the wire is
converted into a drift time using the single electron rt-relation.
The procedure is illustrated in the following using a small Monte Carlo study that
only takes into account the diffusion. For several drift radii a cluster with 100 electrons
is generated and its electrons are propagated to the wire. The shift of arrival time of the
trigger electron with respect to its arrival time at the wire without diffusion is calculated.
Figure 3.11 shows the average shift as a function of the distance of the cluster to the
wire for several threshold settings. The shift is always negative because the cluster size
is larger than the two times the threshold setting. It is largest at the tube wall. For
higher values of the threshold the average shift becomes smaller and would become zero
if the threshold is set to half the cluster size.
The spread of the arrival times of the trigger electron as a function of the distance
of the cluster to the wire for several threshold settings is shown in figure 3.12. It is
more or less constant for radii smaller than 5 mm, for larger radii it gradually increases
to its maximum value near the tube wall. The spread decreases if the threshold is
increased and has a maximum value of about 5 ns if one triggers on the 20th electron.
The initial cluster size also has an impact on the spread; if the cluster size is decreased
to 30 electrons, the spread close to the tube wall is about 40% higher.
Propagation in a magnetic field
Several studies of the impact of a magnetic field on the drift properties of a MDT tube
have been performed [27] [36]. The results have been parametrized as a function of the
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Figure 3.11: Average shift of the ar-
rival time of the trigger electron due to















Figure 3.12: Spread on the arrival
time of the trigger electron due to dif-
fusion as a function of the drift radius.
drift time without field. The time shift due to the magnetic field is modeled using the
formula 2.13.
3.2.4 MDT electronics
The next section describes the simulation of the MDT electronics and the extraction of
the measured parameters. This is done in four steps:
 Treatment of signal attenuation;
 Convolution of the raw electron pulses with the amplifier response function;
 Determination of the time at threshold;
 Integration of the signal pulse spectrum.
These will be discussed in the following subsections.
Signal attenuation
The drift tube acts like a coaxial transmission line with an impedance of 382 Ω in
which the signal travels with the speed of light. The electrical resistance of the wire (44
Ω/m) gives rise to a frequency dependent impedance which affects the signal shape [37].
Notably the amplitude of the leading edge of the signal is damped as it propagates
through the wire.
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The length of the MDT tubes varies from less than a meter up to six meters for the
large end-cap chambers, for these tube lengths the damping of the signal is non negligible.
The damping due to signal propagation along the wire is simulated by multiplying




where S is the resulting new arrival time spectrum, S0 is the initial arrival time spectrum,
λ is the attenuation length, which is set to 30 m, and x is the distance to the readout.
Amplifier response
Figure 3.13 shows the amplifier response function as used in digitization. It has a 15 ns
peaking time and an undershoot for base line restoration.
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Figure 3.13: Single electron response
function
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Figure 3.14: Determination of the
time at threshold and the successive in-
tegrate of the charge.
The MDT electronics signal is obtained by convoluting the electron arrival time
spectrum with the amplifier response function. Figure 3.15 shows a typical electron
arrival spectrum and the corresponding MDT signal after convolution with the amplifier
response. Several effects can be seen from the comparison of the two figures:
 The arrival times of electrons at the wire are shifted with respect to the maxima
of the signal pulse due to the finite rise time of the amplifier;
 Most clusters just contain one electron but there are a number of larger clusters.
These give a significant contribution to the signal height;
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 Pulses coming after the first pulse have a reduced pulse height due to the under-
shoot of the response function.
The raw signal pulse was measured at the NIKHEF cosmic teststand. Figure 3.16
shows an example of a measured MDT pulse. The raw signal pulse also shows the
multiple peak structure which is caused by the arrival of several large clusters of electrons
at the wire. The small fluctuations before the main signal pulse are caused by noise in
the MDT. These fluctuations are not included as they have a minor impact on the MDT
resolution.
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Figure 3.15: Cluster arrival time spectrum and the corresponding electronics response.
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Figure 3.16: Raw time spectrum of a MDT measured at the NIKHEF cosmic teststand.
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Determination of the time at threshold
For every pulse the time is determined when the signal pulse passes the threshold as
shown in figure 3.14. This time corresponds to the measured drift time in the tube. If
the simulated signal pulse does not pass the threshold, no signal is recorded.
Wilkinson ADC
The front-end electronics have an integrated Wilkinson ADC which integrates the ampli-
fied signal during a predefined time starting from the passing of the threshold as shown
in figure 3.14. The total deposited charge is calculated from the integral of the signal





In the digitization the ADC output is calculated from the integrated charge using the
empirical formula which models the logarithmic response of the Wilkinson ADC [23]:




with ADC0 = 40, α = 60 and Q0 = 100.
3.2.5 Simulation of the event time structure
The previous subsections discussed the calculation of the drift time. In addition to
the drift time tdrift, the time measured by the MDT electronics contains several other
contributions:
 The delay due to the signal propagation in the tube tprop;
 The time of flight of the particle to the tube ttof ;
 An offset if the particle originates from a different bunch crossing tbunch;
 Additional delays due to cables/electronics tdelay.
In the digitization the total measured time is computed by summing these contribu-
tions:
tTDC = ttof + tbunch + tprop + tdelay + tdrift. (3.10)
The time of flight is obtained from the GEANT4 simulation which keeps track of the
time a particle crosses a given tube, if pile-up is simulated the time differences between
the hits coming from different bunches are taken into account as well. The propagation
delay is calculated from the position of the hit along the tube relative to the center of
the tube. The delays due to cabling are represented by a single number which is the
same for all tubes (tdelay = 800 ns). This procedure is repeated for all hits in a tube.
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Dead time
The dead time of the electronics is taken into account by removing all hits that fall
within the predefined time window of 700 ns after the first hit. The total time window
in which hits can be associated to the bunch crossing is 1700 ns, so up to 3 hits per
event per tube could occur.
Trigger association
A trigger match is performed for the remaining hits by comparing the measured times
to the trigger time using the same scheme as in the AMT chip (see section 3.2.4).
First the relative time of the hits with respect to the coarse time is calculated. The
coarse time is calculated separately for every tube and is defined as ttrigger = ttof,ip+tdelay
where ttof,ip is the time a particle starting from the interaction point, traveling at the
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Figure 3.17: Positioning of the match and mask windows with respect to the trigger
time.
Two time windows are defined with respect to the coarse time as shown in figure
3.17. Their relative positions with respect to the coarse time are fixed by the bunch
crossing offset which has a default value of 500 ns. If the relative time of a hit falls within
the matching window the hit is passed to the reconstruction. Hits associated with the
masked window are also kept, but their time is not stored, instead a so-called masked
bit is set. The default window size of the matching window is 1000 ns and 700 ns for
the mask window. The measured times of hits in the matching windows are converted
into TDC counts using a bin size of 0.78125 ns.
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3.2.6 Treatment of pile-up and cavern background
Due to their long drift time, the MDTs are capable of measuring the signal of a particle
coming from 40 bunch crossing before the current event up to 40 bunch crossing after
the current event. During LHC operation several sources of background exist in the
muon spectrometer. They can be divided into several classes [6]:
 Particles originating from the current bunch crossing. Several subclasses can be
distinguished: muons from decays of heavier particles, hadronic debris of calorime-
ter showers and electromagnetic interactions of high energetic muons with the de-
tector material. All subclasses have in common that they all represent real tracks
in the muon spectrometer and that the hits are in time with the ATLAS clock.
They form an irreducible background to muon tracks from physics events;
 Particles originating from bunch crossings just before or after the current bunch
crossing. This class of background consists of the same components as the corre-
lated background with the main difference that the times measured by the detec-
tors in the muon spectrometer are offset by an integer times the bunch distance
of 25 ns.
 Cavern background consists of very low-energetic secondary particles, mainly neu-
trons and photons, produced in the forward shielding and calorimeters that are
scattered back into the muon spectrometer. For this type of background all cor-
relations with the bunch crossing has been lost.
During digitization, the same approach is used for all types of background. First
a sample of background hits is created using the GEANT4 program. These hits are
superimposed with hits from simulated physics events just before the digitization. In
this step relative timing of the hits with respect to the current bunch crossing is taken
into account. For hits originating from different bunch crossings, the time offset between
the bunches is added to their time of flight. For hits from cavern background events,
a random number taken from a flat probability distribution between [0,25] ns is added.
The second step is the digitization of the hits including the simulation of the dead time
and the two time windows as described in section 3.2.5.
3.3 Comparison of the digitization with testbeam
data
The aim of the section is to qualitatively compare the digitization with testbeam data.
Several quantities will be used to compare the two, the most important being the single
tube spatial resolution as it has the biggest impact on reconstruction. In parallel details
of the digitization model are highlighted to obtain a deeper understanding of the impact
of individual parameters on the output of the simulation. If possible the analog is shown
for the data sample as well.
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3.3.1 Simulation and data samples
This section introduces the samples that are used to compare the digitization with
testbeam data. The simulated samples are generated using the simulation as described in
section 3.2. The parameter settings used for the simulation are listed in table 3.1. Their
values are taken from measurements or modeled using GARFIELD studies. Some tuning
was performed to achieve a spatial resolution that is comparable with the resolution
observed at the X5 testbeam.
Parameter Value Parameter Value
Cluster density 8.5 mm−1 Peaking time 15 ns
σwall 0.3 mm Integration time 20 ns
Threshold 20 electrons Attenuation length 30 m
Table 3.1: Default values of the MDT simulation parameters.
As will be shown in the coming section several parameters of the model have an
impact on the resulting spatial resolution and the ADC measurements. It was found
that tuning the spatial resolution to represent the resolution observed in a data sample is
difficult. Although it is easy to achieve a comparable average resolution, it is not trivial
to achieve an agreement between the simulated resolution curve and the resolution curve
extracted from data that is compatible within 5 µm over the full time range. Furthermore
it was observed that in data samples the spatial resolution is also not that stable but
varies from run to run due to variation of environmental parameters like the temperature
and the gas mixture. The values shown above are considered sufficient for the time being
as they result in a spatial resolution which is compatible with the resolution observed in
data and reproduce several other features seen in data, like for example the correlation
between the ADC count and the drift time, with good precision.
Two sets of simulated data are produced:
 500,000 events with generated drift radii according to a flat distribution between
0 and 14.6 mm;
 50,000 events generated using the output of full GEANT4 simulation of the ATLAS
detector that included secondary particles. The sample consisted of single muons
with pT = 100 GeV.
Signal attenuation is not included in the digitization as it is also not present in the
testbeam data that will be used for comparison. This due to the fact that only a
very small region of the chamber was illuminated. Signal attenuation will be discussed
separately in 3.4.
The results that will be shown in the following sections are obtained using the first
sample without δ-electrons as it has much higher statistics. The choice is justified as
the impact of δ-electrons in the samples on the single tube spatial resolution is small.
A more quantitative comparison of the two samples will be given in section 3.4.6.
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The data samples used for comparison are recorded in the X5 CERN area in 2003
at the gamma irradiation facility GIF [38], which provides a 740 GBq 132Cs source for
the simulation of the ATLAS radiation background and a 100 GeV muon beam. Figure
3.18 shows an overview of the setup. It includes a MDT chamber of the BOS type and
a telescope, which is placed in front of the MDT chamber and a scintillator trigger.
The BOS chamber was operated with the standard 93:7 Ar-CO2 gas mixture at 3 bar
absolute pressure and a high voltage of 3080 V, which corresponds to a gas gain of 2×104.
The average measured temperature was 302 K. The silicon telescope has a total length
of 60 cm and consists of four silicon strip detectors. Each strip detector has a surface
of 5×5 cm2 and measures a position with an accuracy of 7 µm. The measurements in
the four planes are combined to predict the impact point of an incident muon in tube
of the BOS chamber with an average accuracy of 19 µm. The trigger system consists
out of two scintillators. A coincidence between the two is required to form a trigger.
The source can be used to study the behavior of MDT chambers under high background
conditions.
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Figure 3.18: Schematic overview of the X5 experimental setup.
The following sections summarize the comparison of simulation and data.
3.3.2 Drift time spectra
Figure 3.19 shows the drift time spectrum obtained from the simulation. It has a
maximum drift time of 710 ns which is comparable with the maximum drift time of
the ATLAS gas at the nominal operating point. The simulated spectrum has a small
plateau around 100 ns which is typical for the ATLAS gas. In the data sample shown
in figure 3.20, the plateau is even more pronounced and shows a double peak structure.
The shape of the double peak structure strongly depends on the magnitude of the local
single electron drift velocity close to the wire, the parametrization used in the simulation
is not of sufficient precision to correctly describe this.
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Figure 3.19: Drift time spectrum for
simulation.
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Figure 3.20: Drift time spectrum for
X5 data.
Figure 3.21 shows the simulated drift time as a function of the drift radius. The
mean value of the distribution as a function of the radius is indicated by the white line.
The width of the distribution is a measure for the time resolution. A small asymmetry
is observed close to the wire, which is caused by the cluster size and density fluctuations.
It is also observed in data.
Figure 3.22 shows a close up of the first 2 mm of the distribution together with the
mean value of the drift time as a function of the drift radius (white line) and the mean
value of the drift radius as a function of the drift time (grey line). For radii larger than
1 mm the two functions are the same; below one mm they start to differ. The reason
for this difference can be understood by looking at figure 3.23 and 3.24. The first shows
all radii with a drift time smaller than 20 ns. The distribution is truncated due to the
fact that the radius cannot be smaller than zero. The second shows the drift times for
events with a drift radius smaller than 0.5 mm. This distribution is not truncated but
has a long tail. In this region it is not very clear which definition for the rt-relation
to use. The choice was made to parametrize the rt-relation as a the mean radius as a
function of the drift time, which corresponds to the white curve in figure 3.22.
The difference between the mean drift time as a function of the radius and the single
electron rt-relation (see figure 3.10) is shown in figure 3.25. The grey line indicates the
average time shift, the width of the distribution is a measure for the time resolution.
Three effects contribute to the shift:
 The finite rise time of the amplifier results in a positive shift of the threshold
crossing times. The magnitude of the shift depends on the average pulse height
and therefore is a function of the radius;
 The signal pulse cannot pass the threshold before at least a total of electrons equal
to the threshold setting arrive at the wire. This results in a positive shift of the
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Figure 3.21: Drift time vs radius.
The white line indicates the mean value
of the distribution.
Radius (mm)











Figure 3.22: Drift time vs radius for
radii smaller than 2 mm. The white line
indicates the mean value of the distri-
bution as a function of the drift time,
the grey line indicate the mean value as
a function of the radius.
Radius (mm)




Figure 3.23: Drift radius for hits with






Figure 3.24: Drift times for hits with
drift radii smaller than 0.5 mm.
drift time. The effect is suppressed for larger radii and becomes constant for radii
larger than 5 mm;
 Diffusion introduces a random smearing of the arrival times of the electrons with
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Figure 3.25: Shift of the drift time with respect to the single electron rt-relation. The
grey line indicates the mean value of the distribution.
respect of the single electron rt-relation. On average half of the electrons will
arrive earlier at the wire resulting in a negative shift of the drift time.
The effect cannot be studied on data as knowledge of the single electron rt-relation is
not available.
3.3.3 Charge measurements
The digitization includes the correlation observed between the ADC count and the drift
time. The relation between the two was first mentioned in ref. [21] and was studied in
detail at the X5 testbeam facility. When comparing simulation with data there are a
few things to keep in mind:
 Small differences in the amplification factor of different amplifiers result in slightly
broader ADC distribution for data. A spread in the order of 10% has been observed
[39] between different tubes in the same chamber;
 The ADC value is obtained from the charge integral by a highly non-linear conver-
sion function. In the digitization the conversion is described by the formula 3.9.
The exact logarithmic shape is not known, the choice influences the shape of the
ADC distribution.
The simulated ADC spectrum is shown in figure 3.26 together with the measured
ADC spectrum at X5. The data distribution is slightly broader than the simulated
distribution, but overall in good agreement.
Figure 3.27 shows the average ADC value versus the radius for simulation and data.
In both cases the average ADC value increases up to a radius of 5 mm due to charge
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Figure 3.27: Mean ADC value as a function of the radius for simulation (left) and
data (right).
focusing for larger radii the behavior is dominated by diffusion. Diffusion increases the
differences between the arrival times of the electrons at the wire, the resulting signal
pulse is less steep and the charge collected in the integration window is smaller. The
effect is more pronounced in the simulation than in data which partially explains the
different shape of the ADC distributions.
Figure 3.28 shows the ADC count versus the drift time for simulation and data.
The distributions have a similar shape. The simulation distribution has a maximum at
slightly higher drift times than the data distribution.
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Figure 3.28: ADC vs drift time for simulation (left) and data (right).
3.3.4 Time slewing corrections
Figure 3.29 shows the correlation between the simulated ADC count and the average
shift of the drift time with respect to the single electron rt-relation for three different
radii, also shown is the slewing correction function using formula 4.17. The correction
function describes the observed correlation well for most of the radii. For radii larger
than 10 mm the correction function has a slightly different shape and is shifted by several
nano seconds. The shift itself is less important as it is absorbed in the rt-relation. The
remaining correlations after applying slewing corrections are small. The impact of the
slewing corrections on the resolution will be discussed in the coming section.
3.3.5 Resolution
The time and spatial resolution are an important result of the simulation. The param-
eters used in the simulation as listed in table 3.1 are tuned to reproduce the spatial
resolution found at X51.
The time resolution is measured by calculating the RMS of the time residual distri-
bution after the application of a 5σ cut as a function of the radius. The time residual
is calculated subtracting the time obtained from the inverse of the rt-relation from the
drift time ∆t = tdrift − t(r). The rt-relation is obtained by calculating the mean radius
as a function of the drift time using a 5σ window around the mean value. The resulting
estimate of the resolution is slightly larger than the actual resolution but the method
has the advantage of being more stable than fitting the residual distributions with Gauss
functions.
When calculating the spatial resolution from the radial residuals one runs into the
problem that the residual distribution close to the wire is truncated as is shown in figure
1Without irradiation.
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     11 mm < r < 12 mm
Slewing
Slewing correction
Figure 3.29: Time slew as a function of the ADC value and the corresponding correc-
tion function for four drift radius intervals.
3.23. The problem is solved by calculating the spatial resolution from the time resolution
using the formula:
σr = vdrift × σt. (3.11)
The method renders the same results for radii larger than 1 mm as obtain by calculating
RMS of the radial residual distribution after the application of a 5σ cut but is more
reliable close to the wire.
When comparing the simulated resolution with data, one must notice the following
points:
 Systematic shifts of the residuals are not taken into account;
 Temperature and gas composition fluctuation have been shown to affect the reso-
lution. At X5, deviations of the average resolution 5 µm have been observed.
Therefore the simulation gives slightly better results.
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Time resolution
The time resolution is obtained directly from the simulated data by calculating the time
residuals for a given drift radius. Figure 3.30 shows the time resolution as a function
of the drift radius with and without time slewing corrections. The rt-relation is re-
calculated after applying the slewing corrections.
Close to the wire, the time resolution is dominated by cluster size and position
fluctuations and rapidly improves for larger radii due to charge focusing. The time
resolution is smallest for radii between 3 and 6 mm. For larger radii the contribution of
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Figure 3.30: Time resolution with





















Figure 3.31: Resolution gain due to
slewing corrections for simulation.
Slewing corrections improve the time resolution over the full radial range. Figure
3.31 shows the gain in resolution, defined as the difference between the resolution with-
out slewing corrections and the resolution after slewing corrections, as function of the
drift radius. Close to the wire the time resolution improves with almost 1 ns. The
improvement is smallest for the range between 3 and 6 mm where the time resolution is
smallest. For larger radii the resolution gain increase and reaches a maximum of 1.3 ns
for radii around 11 mm. The drop for larger radii is mainly due to a non perfect slewing
correction function as is shown in section 3.3.4.
Spatial resolution
Figure 3.32 shows the spatial resolution for simulation. Close to the wire the spatial
resolution is worst. For large radii the spatial resolution improves rapidly due to a
combination of a lower drift velocity together with an improved time resolution. For
radii larger than 6 mm the spatial resolution becomes almost constant as the decrease
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of the time resolution is compensated by the decrease of the local drift velocity. The
same trend is observed in the X5 data as shown in figure 3.33. The spatial resolution of
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Figure 3.32: Spatial resolution with
and with out slewing corrections for
simulation.
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Figure 3.33: Spatial resolution with-























Figure 3.34: Gain in spatial resolu-
tion due to slewing corrections for sim-
ulation.
Radius (mm)





















Figure 3.35: Gain in spatial resolu-
tion due to slewing corrections for data.
The gain in spatial resolution, defined as the difference between the resolution with-
out slewing corrections and the resolution after slewing corrections, as a function of the
drift radius is shown in figure 3.34. The improvement is largest close to the wire where
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the drift velocity is largest and gradually decreases. A study performed on X5 data [38]
shown in figure 3.35 observed a resolution improvement which is compatible with the
simulation result.
3.3.6 Discussion
The results of the digitization have been shown and compared with a data sample taken
at X5. It is shown that the most important features of the data are reproduced which
justifies the use of the procedure for the digitization within the ATLAS simulation.
Small differences between the samples remain. This is considered of minor importance
as these differences are also observed between data samples, where they are attributed
to slightly different running conditions.
3.4 Parameter scans in the digitization model
The digitization model has several free parameters which affect the resulting spatial
resolution. This section gives an overview of the dependence of the spatial resolution
and simulated ADC values on these parameters. For each parameter eleven values are
chosen and a sample is generated. For each sample the resolution is determined using the
method described in section 3.3.5. In addition the behavior of the ADC measurement,
which is closely related to the resolution, is studied. When possible the results are
compared to measurements or results from studies that used GARFIELD to simulated
the MDT response.
3.4.1 Threshold
The threshold setting influences the resolution in two ways:
 Close to the wire the resolution is dominated by the cluster size and position
fluctuations. Lowering the threshold means that less electrons are needed for the
signal to cross the threshold. The fluctuations on the arrival time of the electrons
become smaller which improves the spatial resolution;
 The magnitude of the time slewing depends directly on the ratio between the
threshold and the pulse height. Lowering the threshold therefore improves the
resolution due to a decreased time slewing.
Figure 3.36 shows the spatial resolution as a function of the radius for three different
threshold settings. A clear improvement of the resolution as a function of the threshold
is observed over the full radial range.
The behavior of the average resolution as a function of the threshold settings is
studied, the results are shown in figure 3.37. The rt-relation is re-calibrated for every
threshold setting to exclude resolution deterioration due to an imperfect rt-relation. In
first order the resolution depends linearly on the height of the threshold. A similar study
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Figure 3.36: Spatial resolution for
three different thresholds as a function
of the drift radius.
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Figure 3.37: Average spatial resolu-
tion as a function of the threshold.
3.4.2 Cluster size and density fluctuations
The cluster density affects the resolution in two ways. First of all the average number of
electrons contributing to the signal pulse is directly proportional to the average number
of clusters per mm. In first order the resolution has a linear dependence on the ratio
between the threshold and average pulse height as is shown in figure 3.37. The resolution
therefore improves as a function of the cluster density.
The random nature of the cluster formation also contributes to the resolution, it is
dominant close to the wire. The relative fluctuations on the cluster density decrease
with increasing cluster density resulting in a resolution improvement as clearly can be
seen from figure 3.38.
Figure 3.39 shows the average ADC count as a function of the radius for different
values of the cluster density. The mean value of the ADC counts shows a non linear
dependence on the cluster density.
3.4.3 Diffusion
Figure 3.40 shows the spatial resolution for several values of the diffusion. The spatial
resolution shows a non-linear dependence on the diffusion constant.
The diffusion also affects the integrated charge. Figure 3.41 shows the average ADC
count as a function of the drift radius for different values of the diffusion constant. If no
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Figure 3.38: Average spatial resolu-
tion as a function of the cluster density.
)-1Cluster density (mm















Figure 3.39: ADC counts as a func-
tion of the radius for different cluster
densities.
diffusion is simulated the total collected charge remains more or less constant for radii
larger than 5 mm. Diffusion induces an additional smearing of the arrival times of the
electrons at the wire which results in a decrease of the total integrated charge at the
wire. The average signal height decreases resulting in larger time slewing.
)mmDiffusion (


















Figure 3.40: Average spatial resolu-



















mmDiffusion = 0.00 
mmDiffusion = 0.25 
mmDiffusion = 0.50 
Figure 3.41: ADC as a function of
the drift radius for different values of
the diffusion coefficient.
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3.4.4 Attenuation
Signal attenuation along the tube decreases the signal pulse height affecting the spatial
resolution of the tube. The decrease of the signal pulse height due to attenuation is an
exponential function of the distance to the readout. In first order it can be approximated
by a linear function as the maximum tube length of 6 m is small compared to the
attenuation length of 30 m. In section 3.4.1 it is shown that the dependence of the
resolution on the ratio between the pulse height and the threshold is linear. Combining
the two effects results in a linear dependence between the spatial resolution and the
distance to readout as observed in figure 3.42.
The average ADC count as a function of the radius is shown in figure 3.43 for several
distances along the tube. No dependence on the drift radius is observed.
Distance to readout (mm)



















Figure 3.42: Average spatial resolu-




















Figure 3.43: ADC counts as a func-
tion of the radius for different positions
along the tube.
The additional time slewing as a function of the distance to readout results in a
dependence of the t0 on the distance to readout. In first order the dependence is linear
and will be absorbed in the effective signal propagation speed.
3.4.5 Lorentz shift
The time shift due to the Lorentz force on the drifting electrons is treated as a correction
to the drift time without field. The positive shift of the average drift time translates
into a smaller local drift velocity which improves the spatial resolution. This effect
is observed at the X5 testbeam where one also found an improvement of the spatial
resolution as a function of the magnetic field. The longer drift times result in smaller
signal pulse height. As the time differences between the arrival times of the electrons
increase, the total collected charge at the wire decreases.
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3.4.6 Evaluation of the GEANT4 sample
The impact of the presence of δ-electrons on the spatial resolution is studied using the
samples generated with GEANT4. Figure 3.44 shows the measured times at threshold
as a function of the drift radius of the muon. The narrow band that corresponds to a
passing muon is clearly visible. In a small fraction of the events the drift time is not
compatible with that band indicating that a secondary particle, most likely a δ-electron
passed closer to the wire than the muon. The space under the band is filled uniformly
resulting in an almost linear increase of the percentage of δ-electrons masking the muon
signal pulse.
Tube efficiency
The tube efficiency is studied using this data set. Two types of efficiencies are deter-
mined.
The first is the probability that the tube gives a time stamp. The ‘any-hit’ efficiency
is indicated in figure 3.45 by the black line. The probability of having a signal is 100%
for radii smaller than 14.4 mm and rapidly decreases for larger radii due to the fact that
the track length in the active volume becomes so small that the total deposited charge
in the tube is not sufficient to create a signal pulse that passes the threshold. The result
is compatible with the tube efficiency observed at the NIKHEF cosmic teststand [16].
The ‘hit-on-track’ efficiency i.e. the probability that the measured radius is com-
patible with the generated drift radius is also determined. To quantify the effect, the
percentage of events where the difference of the measured radius and generated radius
is smaller than 3 or 5 times the spatial resolution is determined. The resulting curves
are also shown in figure 3.45. Two types of inefficiencies can occur:
 A secondary particle passed the tube closer to the wire than the muon. This
results in a smaller time at threshold and therefore a smaller measured drift radius.
The signal of the secondary particle masks the signal of the muon. The masking
probability is per definition zero close to the wire and increases approximately
linearly with the distance of the muon to the wire as the total phase space for
δ-electrons passing closer to the wire increases linearly as well. Close to the tube
wall the probability increases rapidly due to low energetic electrons emitted from
the tube wall;
 The total collected charge contributing to the signal pulse is very small. If this is
the case, the threshold passing time can be much larger than average. This effect
was already shown in figure 3.24. Events in the tail of the time distribution give
large radii that are not compatible with the average drift radius. The probability
of having a drift time that is much larger than the average is largest for muon
passing through the wire and decreases rapidly decreases for larger radii due to
charge focusing.
The percentage of events with a measured drift radius smaller than the drift radius of
the muon is compatible with the percentage found at the X5 testbeam. The situation is
65
Simulation of the MDTs
different for the inefficiency due to late threshold passing of the signal. The inefficiency




































Figure 3.45: Tube efficiency as a func-
tion of the radius.
Resolution
The impact of the presence of δ-electrons on the spatial resolution is found to be negli-
gible as most δ-electrons pass the wire at much smaller radii than the muon. Therefore
they are automatically removed from the hits used for the determination of the spatial
resolution which are required to lie within 5 times the local spatial resolution.
3.5 Conclusions
The detector simulation chain of ATLAS was introduced and a detailed description of the
GEANT4 simulation, including the interactions of particles with the detector material
was given. The distribution of the number of δ-electrons produced by GEANT4, was
found to be in good agreement with the distribution measured at the NIKHEF cosmic
teststand.
The digitization procedure that was developed to model the response of a MDT
detector was described. The following contributions were taken into account:
 The formation of electron clusters in the gas volume of the tube and the subsequent
drift of these clusters to the wire;
 The MDT electronics;
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 The time structure of the event.
The drift time is determined by calculating the time the signal passes a predefined
threshold, furthermore an ADC count is calculated by integration of the signal pulse.
The drift time spectrum, the correlation of the ADC count with the drift time and the
spatial resolution were compared with results from measurements at the X5 testbeam
facility. These were found to be in good agreement.
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Chapter 4
Calibration of the drift tubes
The ATLAS muon spectrometer is designed to reconstruct muons with energies up
to several TeVs. The goal is to measure the momentum of a 1 TeV muon with an
accuracy of 10%. To achieve this precision, the contributions from the MDT calibration
and alignment errors should be minimized. To get a feeling of the requirements for
calibration, the impact of mis-calibrations on the momentum resolution is studied in
section 4.1. The section 4.2 focuses on the calibration procedure that is developed to
calibrate a MDT chamber. The different calibration algorithms that are developed are
described together with the strategy for handling environmental changes. Section 4.3
discusses the calibration software package. An outline of the strategy to perform the
full calibration of all MDT chambers in ATLAS is given in section 4.4.
4.1 The impact of mis-calibration
The impact of non-perfect calibration on the track reconstruction performance is studied.
The effect of mis-alignment is not included in the simulation, instead its impact on the
momentum resolution is estimated figure 1.9. From the figure it is concluded that the
sum of the contributions to the momentum resolution due to multiple scattering, the
single tube resolution and the effect of mis-calibration should be smaller than 8% else
the desired momentum resolution for a 1 TeV muon is not reached.
The study is performed using five simulated single muon samples with a fixed trans-
verse momentum, that are generated according to a flat distribution in η and φ. The
tracks in the muon spectrometer are reconstructed using the MOORE reconstruction
program [40]. The tracks in the muon system are combined with tracks in the inner
detector using the MUID reconstruction program [41].
The samples provide access to the momentum of the simulated muon at several posi-
tions along its trajectory. The information is used to estimate the momentum resolution.
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where p−1T,reco is the inverse transverse momentum of the reconstructed muon and p
−1
T,truth
is the inverse transverse momentum of the simulated muon. For muon reconstructed in
the muon spectrometer, the ratio is calculated using the momenta at the entrance of the
muon spectrometer. For muons reconstructed with MUID the ratio is calculated at the
interaction point.
Figure 4.1 shows the distribution of RpT for muons with a transverse momentum
of 6 GeV reconstructed in the muon system (left figure) and in the full detector (right
figure). A Gaussian function is fitted to both distributions, the width of the Gaussian
will be used as a measure for the resolution. From the figure one can deduce that the
resolution of the combined fit is two and a half times better than the intrinsic resolution
of the muon spectrometer. The reason being that for low momenta the resolution of
the combined fit is dominated by the measurements in the inner detector. For the same
reason the combined fit is also has less tails.
 [reco/truth]1/p




C         4.820±86.688 
      µ
 0.001± 0.996 
   σ
 0.001± 0.034 
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C         7.354±153.231 
      µ
 0.001± 1.001 
   σ
 0.001± 0.019 
Figure 4.1: Inverse transverse momentum resolution for muons with a pt of 6 GeV
reconstructed with the muon spectrometer (left) and with the full detector (right).
The situation is completely different for the muons with a transverse momentum
of 1000 GeV shown in figure 4.2. Here the resolution is completely dominated by the
measurements in the muon spectrometer. Both distributions have long non-Gaussian
tails. The RMS of the distributions is twice as large as the width of the fitted Gauss.
The results are obtained using perfectly calibrated MDT chambers. The impact of
mis-calibrated calibration constants on the resolution is studied by introducing small
offsets during reconstruction.
4.1.1 Bias in the determination of the t0
The t0 is used in the calibration to correct for small differences in the time delays of
individual tubes. In practice the t0 is not known with infinite precision. The aim is to
achieve a precision of 0.7 ns, which will require both an understanding of the individual
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Figure 4.2: Inverse transverse momentum resolution for muons with a pt of 1000 GeV
reconstructed in the muon spectrometer (left) and in the full detector (right).
chambers and a lot of statistics. It is not likely that this precision is reached in the first
months of data taking. To get a feeling of the impact of a possible mis-calibration of the
t0 on the resolution, the reconstruction of the several data samples is performed with
slightly offset t0. Two types of offsets are studied.
First the impact of a global shift of the t0 on the resolution is studied by adding a
fixed offset, tshift, to each t0:
tmis0 = t0 + tshift, (4.2)
where tmis0 is the ‘mis-calibrated’ t0. The results for several transverse muon momenta
are shown in figure 4.3. The impact of the shift is small for transverse momenta below
20 GeV as in this range the resolution is dominated by the resolution of the inner
detector. For larger transverse momenta a clear deterioration of the resolution is visible,
the impact is largest for the highest transverse momenta. The shift should be smaller
than 2 ns to achieve an overall resolution of 8% at 1 TeV.
Secondly the impact of a random shift of the t0 of all tubes is studied. This scenario
is closer to reality as it is expected that the t0 calibration procedure has a finite precision.
tmis0 = t0 +G(σspread), (4.3)
where G(σspread) is a random number from a Gaussian distribution with a mean of
zero and a width of σspread. The impact on the resolution is shown in figure 4.4. It is
significantly smaller than the consequences of a global shift of the t0.
The impact on the track finding efficiency and fake-rate is studied and found to be
negligible. No strong dependency on the shift is observed for the average number of hits
associated with the track, although for shifts larger than 2 ns a small decrease of the
average number of hits is observed.
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Figure 4.3: Inverse transverse mo-
mentum resolution as a function of the
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Figure 4.4: Inverse transverse mo-
mentum resolution as a function of the
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Figure 4.5: Inverse transverse mo-
mentum resolution as a function of the
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Figure 4.6: Average number of MDT
hits on track as a function of the maxi-
mum shift of the rt-relation for different
momenta.
4.1.2 Systematic variation of the rt-relation
The impact of a mis-calibration of the rt-relation is studied by adding a deformation to
the perfect rt-relation. The choice is made to use a parabolic deformation:
∆r = 4∆rmaxrn(rn − 1), (4.4)
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where ∆rmax is the maximum deformation and rn = r/rtube. The shift ∆r leaves the
begin and end point of the rt-relation untouched which is desirable as they are fixed by
the geometry of the tube. The maximum of the deformation is located at half the tube
radius. The factor 4 is introduced to ensure that the maximum deviation from zero is
equal to ∆rmax. Figure 4.5 shows the resolution as a function of the maximum shift of
the rt-relation for several muon transverse momenta. The resolution has a non-linear
dependence on the shift. Especially for muons with large momenta, the resolution is
very sensitive to shifts of the rt-relation. A shift of 100 µm induce a deterioration of
the resolution of 5% for transverse momenta larger than 500 GeV. To achieve an overall
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Figure 4.7: Relative change of the resolution as a function of the shift of the t0 (left)
and the maximum shift of the rt-relation (right) for different momenta.
The momentum resolution of high-pT muons is found to be sensitive to the precision
of the calibration constants of MDT chambers. The results are summarized in figure 4.7





where σmis is the resolution after mis-calibration and σ0 is the resolution without mis-
calibration. Especially deformations of the rt-relation (right figure) have a significant
impact. To achieve an overall resolution of 10% for muons with a transverse momentum
of 1 TeV, the contributions due to multiple scattering, the single tube resolution and the
calibration should be smaller than 8% as the contribution due to mis-alignment is about
6%. Therefore the maximum deformation of the rt-relation should be smaller than 50
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µm and the t0 of the tubes should be known with a precision better than 2 ns. The
impact of mis-calibration on the resolution is relatively small for transverse momenta
smaller than 100 GeV. Although relative resolution deterioration of more than 10% is
observed for large mis-calibrations.
4.2 Calibration procedure
This section outlines the procedure to calibrate individual MDT chambers. The basic
idea is to correct the measured times for differences in the local environmental parame-
ters to allow the usage of a single rt-relation per chamber. This is done in two steps:
First the drift time is calculated from the measured TDC count (section 4.2.1). In a
second step it is converted into a nominal drift time using measurements of the local
environment in the tube (section 4.2.2). In some cases this procedure does not describe
the differences between the tubes with sufficient precision, if this is the case the tubes
within the chamber are subdivided into smaller regions that can be described by a single
rt-relation. The concept of calibration regions will be explained in more detail in section
4.2.3. The corrected drift times are used as input for the calibration algorithms that
determine the t0 of all tubes and rt-relation in a calibration region. The algorithms will
be discussed in section 4.2.4. The data pre-selection required for the algorithms will be
discussed in section 4.2.5.
4.2.1 Drift time calculation
The drift time tdrift is calculated from the measured time tTDC using the formula:
tdrift = tTDC − ttof − tprop − t0, (4.6)
where ttof is the time of flight of the particle, tprop is the delay due to the signal propaga-
tion along the tube and t0 contains all additional delays due to cables and electronics
1.
Time of flight
The time of flight is defined as the time a particle needs to cover the distance from a
point ~ptrig along its trajectory with a known time offset with respect to the LHC clock





1The bunch crossing offset is not taken into account as muons originating from a different bunch
crossing are considered background in the current bunch crossing. Their measured drift time will be
wrong by at least 25 ns which will result in a poorly fitted track with less hits and a large χ2. This will
make it possible to identify and discard them.
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where dˆ is one if the particles is traveling away from the ~pint else it is minus one.
The default value for vpart is the speed of light but the value can be modified during
reconstruction2.
For collision events ~ptrig is the interaction point and ttrig is almost zero. For cosmic
and beam halo events the situation is different as the particles are not synchronized
with the LHC clock and do not originate from the same point in space. The scheme also
allows the correct calculation of the time for these types of events.
Propagation delay
The propagation delay is defined as the time in which the signal pulse propagated from
the impact position of the muon along the tube to the readout. It is calculated from
the predicted impact position of the muon along the tube using the formula:
tprop = x/vprop, (4.8)
where x is the distance along the tube of the predicted position to the center of the
tube and vprop is the signal propagation speed. This has the advantage that the average
correction is zero. If the position along the tube is not known, the deterioration of the










where ∆rrt is the local error on the drift radius, L is the tube length and vdrift is the
local drift velocity.
The t0
The t0 is defined as the sum of all remaining delays in the measured time after ttof and
tprop subtraction that are not subject to time variations. The largest contribution to the
t0 are delays due to cabling which are fixed once the MDT chambers are installed in
ATLAS. Two small contributions remain that are not necessarily constant:
 The t0 contains a small contribution coming from signal formation in the MDT
tube. A small dependence of the t0 on the environmental parameters has been
observed during the H8 testbeam. It is found to be smaller than 0.3 ns and can
be neglected;
 Jumps of the t0 have been observed that are traced back to a malfunctioning in
the electronics. They could also occur during ATLAS data taking. The only way
of spotting them is by regular recalibration of the t0.
2There are some theoretical models that hint at very heavy charged, stable particles that would tra-
verse the ATLAS detector with a speed smaller than the light speed. To allow the correct reconstruction
of these particles, the particle speed is treated as an additional parameter during reconstruction.
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4.2.2 Drift time corrections
The drift time as calculated using formula 4.6 is a function of the local environmental
parameters of the tube, each of them causing a deformation of the rt-relation. The
functional shape of these deformations is introduced in section 2.2.4 and is known with
good precision. During the calibration, it is used to convert the drift time into a ‘nominal’
drift time, tdrift,nom. In first order the individual corrections are not correlated which
makes it possible to factorize them:
tdrift,nom = tdrift + δtF + δtT + δtsag + δtB + δtslew, (4.10)
where δtF is a time correction due to a difference of the background rate, δtT is time
correction to correct for temperature variations, δtsag is the time correction for the non-
concentricity of the anode wire, δtB is the time correction for differences in magnetic
field strength and δtslew is a correction for time slewing.
The functional shapes of the first four correction functions are derived from the
formulas given in section 2.2.4. The formulas do no calculate a time correction but a
spatial shift. As the spatial shifts are small, they can be converted into time shifts using





where δti(tdrift) is the time correction, δri(tdrift) is the spatial shift of the rt-relation and
vdrift(tdrift) is the local drift velocity. Note that all time corrections are expressed as a
function of the drift time. The reason being that the drift radius is not directly measured
by a MDT but it has to be estimated from the predicted position by a track fit. This
fit is performed using the drift radii. The problem can only be solved iteratively which
would complicate pattern recognition in the MDT chambers. The wire sag correction
has an additional parameter, the angle φ in formula 2.10, that can only be calculated
once a first estimate of the muon trajectory in the tube is known as the angle can only
be obtained after reconstructing a local segment in the chamber.
Time slewing
The measured charge is correlated with the amplitude of the signal pulse and can be
used to improve the spatial resolution. The resulting time slewing δtslew(t, ADC) is a
function of the measured ADC count and can be modeled as:
δtslew(tdrift, ADC) = δtslew(tdrift)− δtslope(tdrift, ADC), (4.12)
where δtslew(tdrift) is the average time slewing and δtslope(tdrift, ADC) models part of
the time slewing that depends on the signal slope.
The simulation of the MDT response is used to determine the functional shape of the
functions. The first term, δtslew(tdrift), is extracted from the distribution of the average
shift of the threshold crossing time with respect to the single electron rt-relation which
was already shown in figure 3.25. It is modeled by the function:
δtslew(tdrift) = p0 +
p1√







where pi are parameters that are obtained from a fit to the distribution shown in figure
4.8. For small drift times (tdrift < 100 ns) the behavior is dominated by the cluster
fluctuations, this is expressed in the equation by the second term. For larger radii the
diffusion has the largest impact; it is modeled by the last term.
p0       
 8.1
p1       
 -9.03
p2       
 71.6
p3       
   4
p4       
 100
Drift time (ns)


















Figure 4.8: Shift of the average rt-
relation with respect to the single elec-
tron rt-relation.
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Figure 4.9: Inverse average ADC
value as a function of the drift radius.
The second term, δtslope(tdrift, ADC) is obtained as follows: The time shift also
contains a contribution due to differences in signal pulse heights. This contribution is
directly correlated with the ratio of the slope, dV/dt, of the signal pulse and the average





This ratio Rslope is not measured by the MDT electronics. Instead an ADC count is
available, the Rslope can be expressed as a function of the ratio of the measured ADC







The functional shape of f(tdrift) is not a priory known and has to be extracted from
simulation3.
The average inverse ADC as a function of the drift time can be extracted from the





(tdrift + p3)2 + p4
. (4.16)






Calibration of the drift tubes
The parameters pi are obtained by fitting the average inverse ADC count distribution
as shown in figure 4.9.
Finally, the charge dependent part of the time slewing δtslew(t, ADC) is modeled as
small perturbations on the average time slewing:
δtslope(tdrift) = p0 +
p1√








where the parameters pi are the same as used in the equation 4.13. A linear dependence
of the second term in equation 4.13 on the inverse Rslope is added to describe the behavior
for small drift times. For drift times that are larger than 100 ns, the third term in the




The correction function is tested on simulated data, the results are shown in section
3.3.5. The average improvement of the resolution on simulated data was found to be in
the order of 20 µm. The improvement is largest close to the wire where the resolution
improves by almost 40 µm. The resolution gain gradually decreases, close to the tube
wall it has a value of 10 µm. Other parameterizations of the effect can be found in
ref. [38] [42].
4.2.3 Definition of rt-calibration regions
A rt-calibration region is defined as a subset of tubes that have drift properties similar
enough to allow the usage of a single rt-relation. In practice the tubes should also belong
to the same chamber. Without any time corrections, more than fifteen thousand rt-
relations would be needed to achieve the required precision of the calibration. Applying
the time correction functions introduced in the section 4.2.2 significantly reduces this
number. However, it is not expected that the corrections will be sufficient to allow the
usage of a single rt-relation in ATLAS. If for some reason a higher granularity is needed,
for example if the so called ‘triplet’ effect [16] is observed which is related to the gas
connection scheme, the tubes in the chamber will be split into several sets of tubes
sharing one rt-relation. No divisions along the tube are foreseen as it would be difficult
to ensure the continuity of the rt-relation as a function of the position along the tube.
A discontinuity of the rt-relation is undesirable as it could potentially cause problems
for track fitting algorithms.
In first order the statistics per calibration region needed to achieve the desired cali-
bration precision does not depend on the size of the region. Increasing the number of
calibration regions directly results in an increase of the total amount of data required
to perform the calibration. The time needed to collect the data increases, resulting in a
less frequent calibration. If a rt-relation is subject to time variations this would induce
additional systematic errors. Therefore it is desirable to keep the regions as large as
possible.
It is expected that less than five thousand rt-relations will be sufficient. The exact
numbers are not yet known and will change when a better understanding of the full
spectrometer is obtained. During cosmic data taking and first beam collisions it is
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foreseen to use calibration regions that have the size of a multi-layer. In this scheme the
total number of calibration regions is in the order of 2800.
4.2.4 Calibration constants and their determination
This section discusses the methods that are developed to determine the different cali-
bration constants needed to convert a measured drift time into a drift radius. They can
be divided into three categories:
 Constants per tube: a t0 and an ADC scaling factor;
 Constants per rt-region: the parameters of the rt-relation and the corresponding
resolution function;
 Other parameters: the parameters of the correction functions.
Of these constants the t0 and rt-relations are the most important. The correction
functions and the ADC scaling factor can be omitted during the start-up phase, however
they will become important when aiming at the best spatial resolution.
Constants per tube
Several different approaches to extract the t0 from the drift time spectrum have been
developed in the past [16], [43], [44] each using a similar technique. A Fermi function is
fitted to the first part of the drift time spectrum as shown in figure 6.6, t0 is extracted
from the fitted curve:
N = b+
h




where b is a term describing the background level, h is a measure for the height of the
spectrum, c is the central value of the Fermi function and w determines the width of
the function.
The second quantity that is extracted from the drift time spectrum is the maximum
drift time tmax. It is also obtained from the drift time spectrum by a fit using a Fermi
function to the tail of the spectrum. Although not needed for the calculation of the
drift radius, it is foreseen to use the tmax as a handle to monitor the performance of the
individual tubes. The tmax is very sensitive to changes of the MDT operation point, for
example small variations in the gas composition have a large impact on the maximum
drift time.
To be able to perform time slewing corrections, the measured ADC values have to
be corrected for the tube-to-tube variations of the Wilkinson-ADC response which are
of the order of 10%. The ADC spectrum of every tube is fitted with a Gauss function.
The mean value of the fit is used to scale the measured ADC values of the tube.
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Calibration of the rt-relation
Several methods to determine the rt-relation of a MDT have been developed [16], [28],
[43], [45]. The algorithms try to combine information of multiple tubes in an event by
performing a track fit to the drift radii. The predicted radius rseg from a track fit is
used to obtain a better estimate of the average drift radius for that given drift time.
The most commonly used procedure in this category is an iterative procedure called
auto-calibration. Each iteration the residual, ∆r = rseg − rrt of the prediction radius
rseg and the radius from the rt-relation rrt is calculated. The average residual ∆ri−1(t)
as a function of the drift time for a sample of segments is used to update the rt-relation
ri−1(t):
ri(t) = ri−1(t) + ∆ri−1(t). (4.19)
The updated rt-relation ri(t) is used in the next iteration to recalculate the drift radii.
The procedure is repeated until the change of the rt-relation is smaller than about 10
µm.
Closely related to the determination of the rt-relation is the determination of the
single tube resolution. Again several methods have been proposed in the past, all using
a set of segments to estimate the resolution function. The underlying principle is that
once the rt-relation is known with sufficient precision, the pull distribution p = ∆r/σr
can be used to estimate the resolution. Following each iteration the resolution function
is modified until the resulting pull distribution has a width of one. For more details the
reader is referred to [46].
4.2.5 Hit selection for calibration
The calibration procedures require sets of MDT hits as input. An estimate of the position
along the tube is needed to properly estimate the time of flight and the propagation
delay. All procedures assume that the hits used as input are caused by a passing muon.
To ensure that this is actually the case, a pre-selection of the hits is required to reduce
the number of noise and background hits in the calibration samples. In practice this
is achieved by using hits associated with segments that are obtained directly from one
of the muon pattern recognition algorithms. This strategy has successfully been used
in the past [16], [43] and has the advantage that the number of fake hits used in the
calibration procedure is small.
The main concern for the hit selection for the t0 calibration is that all tubes should
have sufficient statistics. It is required that the pattern recognition algorithm has a good
segment finding efficiency and is efficient in picking up hits close to the chamber edges.
All iterative rt-calibration algorithms use the assumption that the track residuals of
hits associated with the segment contain information on the rt-relation. This is only
the case if the hits are correctly assigned to the segment during pattern recognition.
The standard procedure to identify hits that are incorrectly assigned to a segment is by
comparing the predicted drift radius from the fit with the drift radius from the measured
drift time. Its only works if the rt-relation is known with sufficient precision. Therefore
most iterative algorithms redo the association of hits to the segments at the start of each
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iteration to ensure that all hits belonging to the muon are associated with the segment.
To allow a proper re-association also hits in tubes close to the segment are stored as
well.
4.3 Calibration software design
This section discusses the software framework that is developed to perform the calibra-
tion of the ATLAS MDT chambers. Several independent calibration packages have been
developed [43], [47], during the design and construction phase of the MDT chambers.
All packages were standalone software packages handling the full calibration chain and
were used at cosmic teststands and testbeams. Experiences at the H8 testbeam made
it clear that at some point parts of the calibration algorithms should be integrated with
the ATLAS oﬄine software frame:
 The data-decoding of full ATLAS events is far more complex than the decoding
of events only containing MDT data. Adopting the decoding routines of the cali-
bration packages turned out to be time consuming and error prone;
 The geometry of the muon spectrometer is several orders of magnitude more com-
plex than any testbeam setup. Re-implementing the geometry would be beyond
the scope of any of the calibration programs;
 Pattern recognition in the full detector is far more complex than in a testbeam
environment. Usage of existing pattern recognition programs is vital to ensure a
good selection of segments for rt-calibration;
 A common output format for calibration constants for all programs is needed.
Based on the arguments above and the desire to be able to compare the individual
calibration algorithms, a software framework for the calibration of the MDT tubes is
designed and implemented. Guidelines for the design are a set of requirements:
 Integration in the ATLAS computing framework ATHENA: Usage of packages like
byte stream converters, geometry and pattern recognition algorithms;
 ATHENA independent calibration: Performing the calibration within ATHENA
introduces a considerable CPU overhead. Much of the time analyzing a data
sample is spent on the decoding of the data and the subsequent pattern recognition.
To simplify the further development of the calibration algorithms the framework
should also support standalone running from prepared data samples using the
same algorithmic code as used within ATHENA;
 Capability to scale the calibration to a large number of channels: There are 350,000
MDTs and about 5,000 calibration regions. To calibrate all of them, the software
needs to be flexible enough to handle subsets of the data to allow the calibration
jobs to be distributed over several CPUs;
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 Integration of the calibration database into the calibration software: The storage
and retrieval of calibration constants should be an integrated part of the software
and should be handled independently of any calibration algorithm;
 Interchangeability of algorithms: The interchange of different algorithms perform-
ing the same calibration task, for example rt-calibration, should be supported by
the framework to allow evaluation of the existing algorithms and to stimulate new
developments;
 A clear and well defined interface with the reconstruction: The calibration software
should provide the conversion of the measured TDC and ADC count into a drift
radius during reconstruction.
The software framework consists of several parts: The calibration event data model
will be discussed in section 4.3.1. The handling of calibration constants in the framework
will be explained in section 4.3.2. A detailed description of the data flow and its concrete
implementation in the framework will be given in section 4.3.3 and onward.
4.3.1 Calibration Event Data Model
The Calibration Event Data Model (CEDM) provides a set of classes used to store
and distribute event information within the framework. Figure 4.10 gives a graphical
overview of the CEDM classes.
The basic building blocks of events are the four hit classes, one for each technology:
MDT(MdtCalibHits); RPC(RpcCalibHits); CSC(CscCalibHits); TGC(TgcCalibHits).
These hit classes contain all information needed to perform the calibration. For example
a MDT hit contains, besides a TDC and an ADC count, general information like its
position in the chamber, the local magnetic field and the temperature.
A MuonCalibSegment is defined as a reconstructed three dimensional track segment
in the muon spectrometer. It has a goodness of fit, a position and a direction; further-
more it contains a list of all hits that are used in the fit.
Segments that are identified to belong to the same trajectory are grouped in aMuon-
CalibPattern. The MuonCalibPattern contains a goodness of fit, an estimate track
parameters of the particle and a list of associated segments.
The MuonCalibEvent is used to combine all event information into one object. It
contains a run and event number and an event tag. The event tag is used to store which
pattern recognition program was used to process the events. The MuonCalibEvent
contains a list of all MuonCalibPattern found by the pattern recognition, optionally a
list containing all hits in the event is added. For simulated events there is the option to
store the truth parameters of all particles entering the muon system.
4.3.2 Calibration data model
The calibration data model defines the data structure in memory of the calibration
constants and functions. Its design is driven by the performance during reconstruction.
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Figure 4.10: Schematic overview of the classes of the CEDM
One of the main bottle necks during reconstruction is the access time to the calibration
database which involves multiple queries in a complex table structure. This overhead can
be minimized by loading all calibration constants once during the initialization phase of
a reconstruction job. To allow the caching of all calibration constants the total memory
size of a full calibration is kept to the bare minimum. The estimated size is about 16
MB which is sufficiently small to allow caching of the constants.
During calibration runs additional information needed for the validation of the results
is available and has to be stored. Typically these are the goodness of fit, the tmax or the
slope of the fitted Fermi-function, which can easily take up a large amount of memory.
This information is stored outside the calibration data model in a dedicated set of classes
that will not be discussed further. It is foreseen to write this additional information to
a validation database. More details on the calibration database can be found in section
4.4.2.
83



































Figure 4.11: Inheritance structure of calibration functions.
Calibration functions
The data model distinguishes between two types of calibration data: constants and
functions. No class structure is defined for calibration constants as this would impose
too much memory overhead. For calibration functions a stricter policy is applied.
All calibration functions inherit from a common base-class CalibFunc as shown in
figure 4.11. For every specific calibration function, for example a rt-relation or a time
correction function, and abstract interface is defined. Concrete implementations have to
inherit from the interface. This scheme makes it possible to change the implementation
of a given function without recompiling any code outside the calibration program.
To ensure a smooth integration with the calibration database the base-class contains
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Figure 4.12: Data flow during a calibration run.
the parameters of the function. To simplify the interface with the database it is not
foreseen to store any other parameters. The interface also defines two pure virtual
functions that return the type and the name of the concrete implementation of the
function. They are stored in the calibration database and are used during initialization
to create the correct calibration functions.
4.3.3 Event data flow during calibration
Figure 4.12 shows a complete overview of the data flow and calling sequence of algorithms
during a calibration run. The raw data is decoded using the byte stream decoders
available within the ATHENA framework. The raw data is analyzed using one of the
existing reconstruction programs, the output is converted into MuonCalibPatterns. The
framework does not impose any restrictions on the reconstruction program except that it
is capable of producing segments in the reconstruction EDM format (see section 5.1.1).
The MuonCalibAlg retrieves all relevant event information and creates a Muon-
CalibEvent. The MuonCalibEvent is passed on to a dedicated calibration task using an
abstract interface: IMuonCalibTool. Two implementations of the interface are currently
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available:
 The MdtCalibTool is developed to handle the calibration of MDT chambers. It
serves as an interface between the part of the calibration running in ATHENA and
the calibration tasks that are independent of ATHENA. More details will be given
in the section 4.3.5;
 The PatternNtupleMaker is a tool to write out the full event information into a
ROOT [48] ntuple. The ntuple is used for validation studies and serves as input
for the standalone calibration.
The functionality of the frame work can be extended by developing new algorithms
inheriting from the IMuonCalibTool interface. Tasks could include chamber alignment
or the calibration of another sub-detector technology in the muon spectrometer.
4.3.4 Treatment of calibration regions
Within the framework, access to calibration regions is managed by a dedicated service.
TheMdtCalibrationRegionSvc provides a mapping of the individual tube identifiers onto
their calibration regions using hash tables to ensure constant look-up time. TheMdtCal-
ibrationRegionSvc loads the region mapping during initialization from a database and
creates its internal hash tables. The smallest segmentation that is currently supported
is a single multi-layer. Further segmentation would increase the look-up time, but could
be accommodated in the scheme4.
The segmentation used by the pattern recognition programs is not directly related
to the segmentation used in calibration. Hits belonging to a single reconstructed seg-
ment have to be redistributed according to the segmentation of the calibration regions.
The subdivision of segments into the calibration regions is handled by a dedicated set
of tools inheriting from IRegionSelectorTool. Several implementations of the interface
exist, the most important being the MdtRegionSelectorTool. This tool internally uses
the MdtCalibrationRegionSvc to access the region mapping. In addition it provides a
selection of calibration regions that are processed in a given job. The list is retrieved
from an external source. At the moment it is not clear whether ASCII files will be used
or a more advanced database.
4.3.5 MDT calibration
The basic data flow during a calibration job was introduced in section 4.3.3. A loop
over all events is performed, the reconstructed segments are converted to the CEDM
and passed to the MdtCalibTool which distributes them over several calibration tasks.
This section focuses on the details of this process. A calibration job is divided into three
stages:
4Segmentation along the tubes is not foreseen and requires major infrastructural changes. If at some
point it becomes desirable to have segmentation along the tube, it would be more straightforward to
add it to the classes of the calibration data model instead of adding it to the MdtCalibrationRegionSvc.
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Figure 4.13: Schematic overview of a): the initialization; b): run time behavior; c):
finalization of a calibration job.
 Initialization phase: loading of calibration constants from the database, initializa-
tion of the calibration regions;
 Loop over the events: data decoding, pattern recognition, distribution of the seg-
ments over the corresponding calibration regions;
 Finalization phase: calibration, storage of results in the database.
The three phases will be discussed in more detail in the following.
Initialization phase
Figure 4.13(a) gives a schematic overview of the initialization of the calibration task.
The MdtCalibTool is responsible for the initialization of the full MDT calibration chain.
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It uses theMdtRegionSelectorTool to obtain a list of all regions that are to be calibrated.
For each of these regions an instance of the calibration algorithm is created.
To allow the exchange of different calibration algorithms, the creation of these al-
gorithms is handled by a set of tools inheriting from IMdtCalibTool. The tools have
several tasks: First of all they have to create an instance of the actual calibration algo-
rithm, inheriting from IMdtCalibration. Secondly, they are responsible for the correct
initialization of the algorithm. To allow the correct initialization, the MdtCalibTool
passes the region identifier to the IMdtCalibTool. The identifier can be used to access
the calibration database server to obtain a set of calibration constants from a previous
run or some default values. The instance of the calibration algorithm is passed to the
MdtCalibEventLoop.
The class inheriting from IMdtCalibration contains the algorithmic part of the code
and is used by the MdtCalibEventLoop to perform a calibration using a set of seg-
ments. The base-class is designed to support all types of calibration including t0, rt and
resolution determination.
Run time behavior
During the event loop the MuonCalibAlg accesses the segments and passes them to the
MdtCalibTool. The segments are subdivided into their corresponding calibration regions
using the MdtRegionSelectorTool and passed to the corresponding MdtCalibEventLoop
as shown in figure 4.13(b). The MdtCalibEventLoop caches the segments, no calibra-
tion is performed at this stage. Caching the segments instead of reading the event
several times significantly speeds up the calibration as most time is spent reading and
preprocessing the data.
Finalization phase
Figure 4.13(c) shows a schematic overview of the finalization phase. During the finaliza-
tion phase of the ATHENA job the MdtCalibTool triggers the calibration of all regions.
The segments are passed to the IMdtCalibration instance which performs the actual
calibration. The result is passed back via the MdtCalibEventLoop to the MdtCalibTool
which is responsible for the storage of the result in the calibration database.
4.3.6 Standalone calibration
The software framework offers the possibility to run calibration jobs outside of ATHENA.
This is achieved using the ntuple created by the PatternNtupleMaker. The ntuple is
opened by a ntuple reader class which recreates the CEDM objects as shown in figure
4.14. The CEDM objects are passed to the NTAnalysis program which distributes the
segments to several calibration tasks. For the tasks, the same code is used as within
ATHENA.
The capability of performing the calibration outside of ATHENA has several bene-
fits. First of all, the time needed to perform a calibration job is much shorter as the
data decoding and pattern recognition have already been performed. Furthermore the
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Figure 4.14: Standalone running of a calibration run.
standalone code requires only a small fraction of the total calibration software. It can
easily be installed on a laptop or desktop which simplifies testing of existing algorithms
and stimulates the development of new algorithms.
4.3.7 Link with reconstruction
The conversion of drift times into drift radii is performed by a dedicated service within
the ATHENA framework. The service serves as interface between reconstruction algo-
rithms and the calibration framework.
To perform the calibration of a MDT hit several quantities have to be provided:
 The TDC and ADC count of the hit;
 The time of flight of the particle;
 The predicted point of closest approach.
The TDC count is converted into a drift time using formula 4.6. The predicted point
of closest approach serves several purposes: it is needed for the calculation of the prop-
agation time; it is used to access the environmental parameters needed to perform the
time corrections. The time of flight is not calculated inside the service as it requires
knowledge of the full event. It has to be provided by the reconstruction algorithms.
Figure 4.15 shows the interplay between the reconstruction and the calibration. All
reconstruction algorithms use theMdtCalibrationSvc as interface to calibrate MDT hits.
Internally the service uses theMdtCalibrationDbSvc obtain the calibration constants for
the given tube.
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Figure 4.15: Interaction between reconstruction and MDT calibration.
4.4 Calibration strategy for ATLAS
The ambition of the calibration group is to redo the calibration frequently. The proposed
intervals together with an estimate of the total number of required muon tracks are given
below:
 Computation of the t0 at least every week using 20,000 muon hits per tube.
Assuming that a muon on average passes 20 tubes, roughly 4 · 108 muons will be
required per week;
 Daily recalculation of all rt-relations using 20,000 segments per calibration region.
Assuming there will be about 2800 calibration regions at the start up of the ex-
periment and a muon passes on average six calibration regions, the total amount
of data needed is in the order of 107 muons per day.
Figure 4.16 shows an overview of the global data flow during the calibration of the
MDT chambers. During data taking, events are transfered from CERN to one of the
calibration centers where they are stored on disk. The calibration is performed using
the computing facility of the centers. The output is stored locally in a database at the
centers. A validation procedure is used to decide whether the new calibration constants
are of sufficient quality and can be used for reconstruction. After the validation, the
constants relevant during reconstruction are extracted from the validation database and
copied to the calibration database at CERN, also referred to as conditions database.
4.4.1 Calibration data extraction and processing
To meet the data collection requirements for the weekly recalibration of the t0 the DAQ
should output muons with an average rate of 2.5 kHz. This number exceeds the total
output of the ATLAS Event Filter [49] which has an expected muon trigger rate of 40
Hz. Therefore the calibration cannot be performed using physics data only.
A model for the data selection and collection in agreement with these criteria has
recently been developed. A proposal was made to by-pass the physics data extraction
and to directly send data from the LVL2 trigger to the calibration centers. This scheme
would provide access to the full LVL2 muon rate which is expected to be about 12 kHz,
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Figure 4.16: Data flow during calibration
with some capability of track selection based on momentum and geometrical parame-
ters. Moreover only the information belonging to muon tracks (1KB) is relevant for the
calibration, which is a small fraction of the total event size (1.6 MB). Transferring the
full event would impose a large overhead for both data transfer and event decoding. In
the LVL2 trigger the full event is not build yet which makes it possible to write out
the fraction of data which is associated with the muon LVL2 region of interest (RIO)
without introducing any overhead. As the total processing time of a calibration is dom-
inated by the decoding of the data, this considerably speeds up the calibration. The
total volume of the data is estimated to be about 20 GB per day and will be stored at
the calibration centers.
The calibration of the MDT chambers requires a significant amount of computing
resources. Using the conservative estimate that the reconstruction of a single track takes
about 0.2 s on a 2.5 GHz machine, the overall CPU time needed to calibrate all MDT
chambers is in the order of 6.000 CPU hours per day. This corresponds to approximately
300 processors. To ensure the availability of sufficient computing power, the calibration
will be performed at three computing centers.
The calibration centers agree on a recipe for the division of the calibration regions,
possibly containing some overlap for operational check. The calibration data is dis-
tributed over several CPUs each handling a set of calibration regions. The calibration
software package described in section 4.3 will be used to perform the analysis.
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4.4.2 Storage and validation of calibration constants
The output of the calibration algorithms is stored locally at the calibration centers in
a relational database, most likely using ORACLE. The table structure of the database
is optimized for the validation of the calibration results and will not only contain the
calibration constants but will also additional information needed for validation. Before
any calibration result is used during reconstruction, it undergoes a validation procedure
that ensures that new constants are of sufficient quality. Once validated the calibration
constants are extracted from the validation database and a written to the calibration
database located at CERN. The table structure of the database at CERN is optimized
for fast retrieval of the constants.
The validation of the huge amount of calibration constants imposes a serious chal-
lenge. Considering the complexity of the calibration procedure and the large amount of
calibration constants it is unavoidable that the calibration fails in some cases. A robust
procedure to validate the calibration constants is needed to ensure a decent quality. In
the past calibrations have mostly been validated by eye, which is a time consuming op-
eration and not applicable for a full set of calibration constants. Instead an automated
validation procedure has to be developed.
4.5 Conclusions
The impact of mis-calibrations on the momentum resolution was studied and quanti-
fied. To achieve a total 10% inverse momentum resolution for muons with a transverse
momentum of 1 TeV, including the effect of mis-alignment, two conditions should be
satisfied: firstly the t0 should be known with a precision better than 2 ns; secondly the
maximum deformation of the rt-relation should be smaller than 50 µm.
It was shown that the calibration procedures for the MDT chambers are capable of
satisfying the requirements on the precision of the calibration constants. The software
infrastructure that is needed to perform the calibration of all MDT chambers in ATLAS
was developed and described. It has the following components:
 A data model to store the calibration constants in memory;
 An event data model that is optimized for the calibration;
 Several implementations of the calibration procedures to calibrate the t0 and the
rt-relations;
 An interface with the calibration database.
A general overview was given of the strategy of the ATLAS MDT calibration group
to calibrate the MDT detectors, based on this software package. To meet the data
requirements for the weekly re-calibration of the t0 of all tubes, it is foreseen to extract
data directly from the LVL2 trigger. The data will directly be transfered to three
dedicated calibration centers that will perform the MDT calibration.
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Chapter 5
Pattern recognition and tracking in
the muon spectrometer
The purpose of the muon spectrometer is to determine the momentum of particles pass-
ing through its fiducial volume. This reconstruction is performed in several subsequent
steps. The first step is the pattern recognition. The aim of this step is to group hits
belonging to the same trajectory. Furthermore, the pattern recognition provides a first
estimate of the parameters of a given trajectory. This estimate is needed for the next
step, the track fitting. The goal of the track fitting is to obtain the best estimate of the
parameters 1 of the trajectory given the set of hits from the pattern recognition. The
final step of the muon reconstruction is the association of the trajectory found in the
muon spectrometer with a trajectory in the inner detector. This association provides
the final confirmation that the trajectory found in the muon spectrometer belongs to a
particle created during the bunch crossing.
Pattern recognition and tracking algorithms for the muon spectrometer have to cope
with several complications caused by the layout of the detector:
 Long extrapolation distances. The muon spectrometer provides very accurate
local measurement of the track parameters at typically three positions along a
trajectory. The distances between these measurements are large which results in
large extrapolation errors;
 Inhomogeneous magnetic field. The magnetic field of the toroidal magnet system
is inhomogeneous, especially close to the coils. The inhomogeneities increase the
extrapolation uncertainties;
 Inhomogeneous material distribution. Most of the material in the muon spectro-
meter consists of passive materials, like the toroids and the feet. To obtain a good
estimate of the total material passed by a trajectory a detailed description of the
inert material is required;
 High background rate. Especially in the forward region of the muon spectrometer
the rates are high, making the pattern recognition difficult;
1The position, the direction and the momentum of the particle at one point along the trajectory.
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 Lack of second coordinate for the MDTs. MDT chambers require an external
measurement of the position along the tube in order to obtain the maximum
single tube resolution. This requires a match with φ measurements in the trigger
chambers or an extrapolated track from the inner detector.
Several muon reconstruction programs have been developed in the past of which
Moore [40] and Muonboy [50] are currently available for ATLAS oﬄine reconstruction.
Up to one year ago both programs had their own representations of hits, segments and
tracks. Triggered by the development of the common tracking event data model by
the inner detector track reconstruction group, a set of event data classes was developed
which is now shared between the two programs. The new data structure will be discussed
in section 5.1.1.
Using this new structure, a new Modular Muon reconstruction program (MoMu) is
being developed. Within the program, the reconstruction is performed in four steps:
 Crude identification of hits belonging to the same trajectory. This list of hits is
also referred to as road;
 Reconstruction of segments in the road;
 Construction of track candidates using segments as seeds;
 Track fitting.
The first two steps will be discussed in section 5.2 and 5.3. The last two steps of the
algorithm are not yet fully developed and will not be discussed here. The performance
of the new modular algorithms will be evaluated in section 5.4.
5.1 Modular approach for track reconstruction
Due to the complexity of the ATLAS detector, the reconstruction of trajectories is far
from trivial. To ensure the maintainability and flexibility of the reconstruction software,
it is desirable to impose rules on the way software packages communicate with each other.
Technically this is achieved by the following means:
 A common Event Data Model (EDM) shared by all algorithms. The EDM pro-
vides representations of detector data (hits) and reconstruction output (tracks,
segments) within the software. The implementation of the Muon EDM will be
discussed in subsection 5.1.1 and section 5.1.2;
 A set of common interfaces for algorithms performing the same task. An example
is the search for local segments within a MDT chamber. The interfaces will be
discussed in section 5.1.3.
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5.1.1 Muon Event Data Model
The muon EDM is a muon specific extension of the more generic Tracking EDM [51] that
is developed to allow the development of generic track reconstruction algorithms that are
independent of specific detector technologies2. This requires a generic representation of
detector data and is achieved by introducing ‘smart’ detector surfaces: a measurement is
expressed with respect to a surface which handles the interpretation of the measurement.
Within the Tracking EDM data objects are split into three categories:
 Prepared Raw Data (PRD). They represent the transient form of raw data and
contain, besides a copy of the raw data, a link to the detector geometry and a
crude calibration of the measurement;
 Calibrated data, also referred to as Reconstruction input Object on Track (ROT).
These classes represent calibrated detector data and in addition give access to the
information available in the PRDs;
 Reconstructed trajectories. For example: tracks and segments.
Muon PRD objects
The muon PRD objects are the transient representation of raw detector data. Each
detector technology is accommodated in the class structure as shown in figure 5.1. All
four classes inherit from the generic PrepRawData class which gives access to the general
information shared by all four classes. The information available from the PrepRawData
is: an integer number (Identifier) which uniquely links the detector channel to the detec-
tor geometry; a first estimate of the measured position; the corresponding measurement
error and a list of Identifiers that is used for cluster measurements. The hits in the muon
spectrometer can be divided into two types:
All strip detector technologies use pick-up strips to measure the position passing
charged particles. The gas-gaps define reference plane surfaces that are used to express
the strip measurements as shown in the left figure 5.2. The position of a strip that fired is
given within the surface coordinate system and has two components. The first coordinate
corresponds to the position of the strip, the second coordinate is not measured. The
TGCs provide no further measurements. The RPCs measure the time a strip fired. This
information is available from the RpcPrepData object. The CSCs also measure the time
a strip fired and in addition they provide access to the integrated charge of the signal
pulse.
MDT measurements are expressed with respect to a straight line surface as shown
in the right figure of 5.2. The first component of their local position corresponds to the
drift radius. The second component is the position along the wire. The MdtPrepData
provides access to a TDC and an ADC count. The local position stored with the
MdtPrepData is a first estimate of the drift radius, under the assumption that the
2The muon EDM is different from the CEDM that is described in section 4.3.1 because the CEDM
is optimized for calibration purposes whereas the muon EDM is optimized for track reconstruction.
95
































Figure 5.2: Representation of a strip measurement (left) and a MDT measurement
(right) in the EDM.
particle crossed the center of the tube and originated from the interaction point. Finally,
theMdtPrepData object has a ‘Status Bit’ indicating whether the tube is rendered dead
for a given bunch crossing.
Muon ROT objects
Figure 5.3 shows the inheritance structure of the calibrated detector data (RIO OnTrack).
The generic RIO OnTrack object gives access to the calibrated local position and error.
For the three strip detector technologies a generic representation,MuonClusterOnTrack,
is introduced which stores the position of the intersection of the trajectory with the plane
surface. There is a dedicated implementation for the different strip detector technologies,
each storing a pointer to their PrepRawData object.
The calibrated MDT object, MdtDriftCircleOnTrack, stores the predicted position
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Figure 5.3: Inheritance tree of the Muon RIO OnTrack classes.
which is used to calculate the position along the wire and a pointer back to the Mdt-
PrepData. A status flag is available to indicate whether the left-right ambiguity of the
measurement is resolved; furthermore the MdtDriftCircleOnTrack provides the infras-
tructure to handle wire sagging. It is taken into account by shifting the reference surface
of the MDT hit.
5.1.2 Muon reconstruction event data model
The data flow during muon reconstruction can be divided into several steps according
to the type of data objects used by the pattern recognition programs. Four stages are
identified as shown in figure 5.4:
 Data preparation. In this step the byte stream is read in and converted into a
transient representation;
 Pattern recognition on prepared raw data. It incorporates the initial road finding
in the bending and non-bending plane of the spectrometer and their combination
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Figure 5.4: Schematic overview of the data flow during reconstruction.
to three dimensional roads;
 Pattern recognition on calibrated data. The reconstruction of local three dimen-
sional segments within the different stations in the muon spectrometer;
 Track finding. Segments are used as seeds for track finding. The tracks are fitted
using one of the available track fitting programs.
The muon reconstruction data model provides the objects that are created at the
different stages.
MuonPatternCombination
The output of the initial road finding consists of a list of three dimensional roads that
can contain hits from all detector technologies in the muon spectrometer. The Muon-
PatternCombination provides a placeholder for the global position and direction of the
road. An initial guess of the track momentum can be stored as well. The following
information is stored per chamber:
 The predicted position and direction of the road within the chamber;
 A list of PrepRawData objects and their intersects with the road.
The MuonPatternCombination contains more information than most of the pattern
recognition programs provide. It is not required that an algorithm fills all information.
MuonSegment and MuonSegmentCombination
A MuonSegment is defined as a locally reconstructed three dimensional segment within
a station layer. The parameters of a segment consist of two measured angles and a
position which are expressed with respect to a reference surface. The axes of the surface
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are oriented according to the AMDB convention. In this coordinate system the MDTs
and η-strips of TGCs and RPCs are measuring a position in the yz-plane and the angle
θyz with the y-axis. The φ-strips of TGC and RPC detectors are measuring a point in
the xz-plane and the angle θxz with the x-axis. A list of RIO OnTrack objects is stored
with the segment which makes it possible to store hits belonging to multiple detector
technologies on the segment.
The EDM also provides an object to store a set ofMuonSegments that are associated
with a same road. The MuonSegmentCombination stores a list of segments per station
which makes it possible to keep track of ambiguities within a chamber.
Track
The track object describes the path of a particle in the ATLAS detector independent
of any detector technology. Tracks form the basis for further reconstruction of particles
in events. For example a muon typically is defined as a track in the muon spectrometer
that is associated with a track in the inner detector. The minimum requirement for a
track is that it has a momentum estimate, a global position and a global direction. The




A more detailed description of the definition of the general track class can be found in
ref. [51].
5.1.3 Common tracking tools
The second important ingredient for the development of modular reconstruction algo-
rithms is a set of common tools. These tools may perform various tasks ranging from
calibration of detector data to the calculation of the energy-loss of a particle in the
calorimeter.
It is desirable that users can switch between different approaches without code
changes. Technically this is achieved by using an abstract interface. The interface
defines the functionality (calibrate MDT hits), but does not contain any code. The
concrete implementation is done elsewhere.
In this subsection two types of functionality will be discussed:
 Calibration of MDT hits;
 Segment finding.
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Figure 5.5: Schematic overview of the creation of calibrated MDT hits.
Calibration of MDT hits
The calibration of hits in the detector is handled by a dedicated set of classes called
ROT-Creators. Together they form the interface between calibration and alignment on
one hand and track reconstruction on the other
The basic idea is that a ROT-creator is given an uncalibrated hit (PRD) object and
returns a calibrated hit (ROT). Depending on the type of detector additional information
is needed to calibrate the hit, for example the position along the tube for MDT hits. If
this is the case it is also passed through the interface.
The abstract base-class that is developed for the calibration ofMdtPrepData objects
is called the IMdtDriftCircleOnTrackCreator interface, it provides two functionalities:
 Calibration of MDT hits. To perform this task the position along the tube and
the MdtPrepData have to be provided;
 Calculation of the correct sign of the drift circle following the standard tracking
conventions. It requires knowledge of the point of closest approach of the trajectory
to the wire and the track direction.
The default implementation of the IMdtDriftCircleOnTrackCreator is the MdtDrift-
CircleOnTrackCreator. It combines several components of the software that are needed
to calibrate a MDT hit. The interaction of the MdtDriftCircleOnTrackCreator with
other classes is illustrated in figure 5.5. The time of flight of the particle is calculated
using a dedicated set of classes. For each type of events a specialized implementation of
the IMuonTofTool is loaded during reconstruction. This allows the reconstruction of a
wide range of event types ranging from pp-collisions to cosmic muons. The calibration
of MDT hits is performed using the MdtCalibrationSvc which was already discussed in
section 4.3.7. The MdtDriftCircleOnTrackCreator is also capable of taking into account
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the geometrical shift of the wire due to wire sagging. The sagged position of the wire is
calculated using the MdtWirePositionSvc.
Local segment finding
Local segment finding is one of the key parts of the pattern recognition in the muon
spectrometer. A common interface IMuonSegmentMaker is defined as a base-class for
all segment finders. The basic interface provides the following information:
 A prediction of the global position and direction of the muon in the chamber;
 A set of MDT hits;
 A set of trigger hits.
Furthermore it is possible to pass multiple sets of hits, a feature that is used for example
in the MDT chambers to search for segments in neighboring chambers.
Currently eight algorithms are available for local segment finding of which five are
using the Muon EDM classes:
 The Moore reconstruction program contains a MDT and CSC segment finder,
currently only the MDT segment maker uses the IMuonSegmentMaker interface;
 The Muonboy reconstruction program contains a MDT and CSC segment finder.
Both are an integrated part of the Muonboy reconstruction program and cannot
be used outside the package;
 The DHough MDTSegmentMaker and DHough CSCSegmentMaker are two newly
developed segment makers for the MDTs respectively CSCs which internally use
Hough transforms to find the segments;
 The DCMathSegmentMaker is a newly developed MDT segment maker which will
be discussed in more detail in section 5.3;
 The RPC SegmentMaker and TGC SegmentMaker can be used to find segments
starting from the hits in the trigger chambers.
The last five algorithms have recently been developed, all of them use the IMuonSeg-
mentMaker interface. Within the MoMu reconstruction program the DCMathSegment-
Maker and DHough MDTSegmentMaker have successfully been used within the same
reconstruction frame. The exchange only required a minor change in the job-options
file steering the reconstruction job. It can be considered a big step forward towards a
modular reconstruction program.
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5.2 Global road search
The pattern recognition within the MoMu reconstruction program is performed in sev-
eral steps. The first stage is formed by a global two dimensional pattern search in the
bending (rz) and non-bending (xy) plane of the detector. In the second stage, the pat-
terns in both projections are combined to form three dimensional roads. The two stages
will be discussed independently in the following sections.
5.2.1 Pattern finding in the bending and non-bending plane
Hough transformations are used to find the parameters of global roads in the muon
spectrometer. The basic principle of a Hough transform will be discussed below.
A Hough transformation projects a point in normal space into a curve in Hough
space:
P (~x)→ H(~x, ~α), (5.1)
where ~x are the parameters of the point in normal space and ~α are free parameters
of the Hough transformation that increase the phase space. There is a special class
of transformations that cluster points that share a symmetry in normal space. These
transformations can be used to identify patterns.
A clear view of the procedure is obtained by looking at the problem of finding
straight lines through a set of points in two dimensional space. Figure 5.6 illustrates
the example: The left figure shows two sets of points lying on a straight line and the
four points, indicated by squares, not belonging to any line at all. The following Hough
transformation is used:
φ(x, y, x0) = arctan (
y
x− x0 ). (5.2)
For a given point the transformation calculates the angle φ with respect to the y-axis of
the line going through the point (x,y) and that crosses the x-axis at x0. The parameter
x0 is the free parameter of the transform. The right figure shows the resulting curves in
the Hough space. The curves of points belonging to the same line all cross in one point
in Hough space. The position of the crossing point corresponds to the parameters of the
line in normal space as can be seen from the figure.
In practice the crossing point is obtained using a binned Hough space. For each
point ~x in normal space a scan is performed over all combinations of the free parameters
~α and the corresponding value of the Hough transform is filled in the multi dimensional
Hough space. In the simple case shown in the above, the value of φ is calculated for all
bins of the x0 axis. Figure 5.7 shows a binned Hough space filled with the same points
as the Hough space shown in figure 5.6. The crossing points of the curves show up as
strongly peaked maxima and are clearly visible. The problem of finding the parameters
of the line is now reduced to finding the two maxima in the Hough space.
The technique offers an elegant way of identifying points belonging to the same
trajectory. One of the main benefits of the method is that the total CPU time is
dominated by the time required to fill the Hough space, thus linear in the number of
hits. Furthermore it offers good background suppression properties.
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Figure 5.7: Representation points in binned Hough-space.
The detectors in the muon spectrometer measure either a position in the xy-plane
or in the rz-plane, therefore the road search is split into two independent steps. The
Hough transforms used in each of the projections are discussed below.
Non-bending plane
The trajectories of particles in the non-bending plane are considered straight and ap-
proximately pointing towards the interaction point. This is justified by the fact that
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the toroidal magnet field of the muon spectrometer has a negligible component in the
xy-plane and the integrated magnetic field of the inner detector magnet in the muon
spectrometer is almost zero. Roads in the non-bending plane are described by the az-
imuthal angle φ and impact parameter, r0 in the xy-plane.
The following transform is used in the non-bending plane to determine the parame-
ters:









where φ is the angle with respect to the x-axis, xhit and yhit are the x and y component





For each φ-hit in an event, a scan is performed over all possible values of r0 and the
corresponding value of φ is filled into the Hough space. If a maximum in the Hough
space is found, hits are associated with the maximum by calculating the distance in
the xy-plane of the hit to the trajectory defined by its φ and r0 values. The following
distance criterion is used for the association:
d < 250 (mm). (5.4)
All hits satisfying the criterion are associated with the maximum. If more than one hit is
associated, a pattern in the xy-plane is produced. It will be referred to as an φ-pattern.
After the association the Hough space is filled again using the remaining hits that are
not associated to the pattern. This procedure is repeated until no hits are left or no
more patterns are found.
Bending plane
In the bending plane a straight line approximation is not sufficient to describe the
trajectories of low momentum muons, instead a more complex track model is used as
shown in figure 5.8.
In the barrel the trajectory is split into two parts. The magnetic field in the inner
detector and calorimeters in the rz-plane is negligibly small so the first part of the
trajectory, up to the first reference surface, is assumed to be a straight line pointing to
the interaction point. Starting from the reference surface a parabolic trajectory model
is used. The parabola is constraint by the requirement that the position of the intersect
with the reference surface and the derivative at that position are the same as of the
straight line. In the end-caps the model is slightly more complex due to the fact that
there is also no field in between the middle and outer end cap stations. The first part
of the trajectory is described with the same model as in the barrel, starting from the
intersect with the second reference plane the trajectory is described by a straight line.
The remaining free parameter C of the parabola is a measure for the curvature of the
trajectory.
The Hough space in the bending plane has two parameters: the polar angle θ of the
straight line pointing to the interaction point and the curvature. The curvature is the
free parameter in the Hough transform and is used together with the hit position to
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Figure 5.8: Track extrapolation in the barrel and end-caps region.
calculate the corresponding angle θ.
θ = θ(r, z, C). (5.5)
The Hough space is filled with all hits in the event measuring a position in the rz-
plane. If a maximum is found, hits are associated with the maximum if the point of
closest approach of the trajectory defined by the angle θ and the curvature and the hit
position is smaller than a predefined distance:
d < scale · 500 (mm). (5.6)
where scale is a scaling factor that takes into account the error propagation of the
parameters of the trajectory. A linear approximation as a function of the distance of










The range of the scaling factor is limited to values between one and three. If more than
one hit is associated with the maximum, a pattern in the rz-plane is produced. It will
be referred to as an η-pattern.
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5.2.2 Global road merging
After the road search is completed, an algorithm tries to combine the φ and η patterns to
three dimensional patterns. The matching is performed in two stages: first the algorithm
associates hits belonging to the η-pattern with the φ-pattern using a similar distance
criterion as given in formula 5.6. If more than one η-hit matches with the parameters of
the φ-pattern, the procedure is repeated but now comparing the hits belonging to the
φ-pattern with the parameters of the η-pattern. If sufficient hits are associated with the
combined road, the two patterns are merged to a three dimensional pattern.
The algorithm checks all combinations of φ- and η-patterns and allows patterns to be
associated multiple times. This can introduce ambiguities that have to be resolved at a
later stage of the pattern recognition. In some cases no matching φ pattern is found for
a given η-pattern, in this case a three dimensional pattern is formed using the average
φ of the hits associated to the η-pattern. The combined patterns are stored and made
available for the next phase of the pattern recognition stage.
5.3 Local segment finding per station
The next step in pattern recognition is the search for segments in the individual station
layers of the muon spectrometer. The algorithm that will be explained in the following
corresponds to the DCMathSegmentMaker that is part of the MoMu reconstruction
program. It inherits from the IMuonSegmentMaker interface which provides access
to the following information: the predicted direction from the global road taking into
account the curvature of the road, a list of MDT hits and a list of associated trigger hits
close to the MDT chamber.
The search is conducted in the precision plane of the MDT chambers which is given
by the yz-plane in the local AMDB coordinate system. Within this plane the segment
parameters are given by the angle θ with the z-axis and the point d where the seg-
ment crosses the y-axis. The algorithm uses the MDT hits to determine the segment
parameters, trigger hits are associated with segment but not used in the fit.
5.3.1 Seed selection
The MDT hits in the chamber are combined to form pairs. For each pair, the four
tangent lines to their drift circles are calculated as shown in figure 5.9. The tangent
lines serve as seeds for the local pattern recognition as was proposed in ref. [52] and [16].
The algorithm offers the possibility to reduce the number of seeds by comparing the
seed angle θline with the angle θpred from an external prediction which for example could
be obtained from the global pattern or an extrapolated inner detector track. All lines
that satisfy following criterion are kept:
| sin (θline − θpred)| < 0.2. (5.8)
Segment candidates are formed by associating hits in the chamber with the seed lines
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Figure 5.9: Drift circle seeds with the
four possible tangent lines.
Figure 5.10: Road used for hit asso-
ciation.
as shown in figure 5.10. They are put into three different categories depending on their
radial residual, ∆r = rrt − rline, as shown in figure 5.11 (a) till (c):
 |∆r| < 1.5 mm. All hits that lie within 1.5 mm of the line are marked as ‘hit-on-
track’. They are used during the initial track fit to obtain a better estimate of the
segment direction;
 ∆r < −1.5 mm. The measured drift radius of the hit is too small. This could be
caused by a δ-electron passing closer to the wire than the muon. These hits are
flagged as ‘delta’ and not used in the fit;
 ∆r > 1.5 mm. The measured drift radius is much larger than the predicted drift
radius. This corresponds to an unphysical situation. Hits of this type are marked
as ‘out-of-time’;
δ(a)  hit−on−track (c)  out−of−time (d)  empty tube(b)   −electron
Figure 5.11: Schematic overview of the four different classifications of a MDT hit
together with their color scheme used in event displays: (a) ‘hit-on-track: hit consistent
with segment; (b) ‘delta’: drift radius too small; (c) ‘out-of-time’: drift radius too large;
(d) ‘empty’: tube crossed by the line but no hit.
In addition, the algorithm checks whether the line crossed empty tubes as shown in
figure 5.11 (d). As the tube efficiency is close to 100%, the probability of not having
a hit in a tube crossed by a muon is extremely small: segments that cross many tubes
without a hit are most likely fake segments. To reject fake segments, a minimum quality
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where Nempty is the number of empty crossed tubes, Ndelta is the number of δ-electrons,
Nout are the number of ‘out-of-time’ hits and Ntrk is the number of ‘hits-on-track’. All
segments that fail this criterion are discarded.
5.3.2 Segment building
Segment candidates that pass the pre-selection criteria and have more than three ‘hits-







where ∆i is the distance from the track to the wire, ri is the measured drift radius and
σi is the corresponding error. For details on the minimization procedure the reader is
referred to [16].
To reduce the combinatorics, each fitted segment is compared with all previously
found segments and subsets are removed. A segment is considered a subset of another
segment if:
 The segments have similar track parameters: |θ1 − θ2| < 0.05 and |d1 − d2| < 0.5
mm;
 It has less ‘hits-on-track’. If the number of ‘hits-on-track’ are equal the segment
with the smallest χ2 is taken.
If the new segment is not a subset, it is added to the list of segments.
Segment refining
Due to the fit, the initial parameters of the segment candidate have changed and as
a result the classification of the hits has to be redone. All the hits of the segment,
including hits flagged as ‘delta’ or ‘out-of-time’ are re-associated with segment. This
time the error on the measured radius is also taken into account during association. The
following classification is used:
 |∆r| < 5σr: ‘hit-on-track’;
 ∆r < −5σr : ‘delta’;
 ∆r > 5σr : ‘out-of-time’,
where σr is the expected error on the drift radius. The definition of an empty tube
remains unchanged.
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Hit Dropping
In some cases a segment has a very large χ2 per degree of freedom. Several reasons are
identified:
 A δ-electron is wrongly identified as ‘hit-on-track’ biasing the fit;
 The segment consists of a random combination of hits, i.e. a fake segment;
 Due to the curvature of the trajectory in the magnetic field, a straight line ap-
proximation is not sufficient.
To allow a rejection of fake segments based on their χ2, hits are dropped if the χ2 per
degree of freedom is larger than ten.
The dropping procedure tries to find the hit that, if omitted, yields the best fit to the
remaining hits. After the refit, all hits in the vicinity of the initial road are re-associated
with the segment following the convention given in the previous section. If the number
of ‘hits-on-track’ drops below three the segment is discarded. If the χ2 per degree of
freedom of the best candidate is still larger than ten, the procedure is repeated.
It is observed that in rare cases the segment has more hits after the hit dropping
procedure than before. It is found that segments in this category contain one bad
hit that strongly biases the segment parameters. Once the hit is removed the correct
parameters are recovered and more hits are associated.
Match with trigger hits
An additional handle on the quality of a segment is given by the total number of TGC or
RPC hits in the vicinity of the MDT chamber that can be associated with the segment.






where d is the distance of the trigger hit to the segment in the precision plane of the
MDT chamber, σseg the error on the track prediction and σclus the measurement error
of the trigger hit.
The η-strips of the RPCs have the same orientation as the MDT wire, both measure a
position in the local yz-plane of a MDT chamber. Figure 5.12 shows the pull distribution
of the best matching strip per measurement plane. RPC strips are associated with a
segment if the distance to the segment is smaller than 7 times the total error: |p| < 7.
The situation is more complicated for the TGCs as the TGC detectors have a 24
or 48 folded symmetry in the xy-plane. This in contrast to the MDT detectors in the
end-cap which only have 16 different orientations of the tubes in the xy-plane, therefore
not all η-strips of the TGCs in the road have the same orientation as the MDT tubes.
As a result the pull distribution is very broad as is shown in figure 5.13. At this stage a
conservative selection cut is made to ensure no TGC hits are lost. All hits with |p| < 20
are associated with the segment.
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Figure 5.12: Pull of closest RPC hit
per layer.
pull







Figure 5.13: Pull of closest TGC hit
per layer.
Figure 5.14 shows an example of a reconstructed segment in a BML chamber with
seven MDT hits and five associated RPC η-hits indicated by the squares, the RPC φ-hits
are not shown.
Figure 5.14: Reconstructed segment with associated trigger hits.
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5.3.3 Segment selection
The remaining segment may still contain ambiguities. In the segment selection phase,
the algorithm tries to resolve the ambiguities by choosing the best solution in the list.
The procedure consists of two steps. First the candidates are sorted according to the
following priority list:
 Most ‘hits-on-track’;
 Smallest sum N = Ndelta +Nout +Nempty;
 Most trigger hits;
 Smallest χ2.
After the sorting, the segments are compared with all segments that have a higher
ranking. If a segment shares a hit with a segment of higher ranking it is discarded. An
exception is made if the segments have the same ranking.
In some cases, two segments are found that share all hits but have different segment
parameters. The following criteria are used to determine whether two segments indeed
have different parameters: |θ1 − θ2| > 0.05 or |d1 − d2| > 100 µm, if one of the two is
satisfied no decision is taken. Figure 5.15 shows a typical case where it is not possi-
ble to decide which segment is best based on the information available in the station.
Both segments are kept, but marked as ambiguous so they can be treated and solved
accordingly during the track finding stage.
Figure 5.15: Ambiguous segment candidates.
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5.3.4 Treatment of hits in neighboring chambers
In about 10% of the events the muon passes in between two chambers, producing hits
in both chambers as is shown in figure 5.16. To fully reconstruct this type of events hits
in neighboring chambers are combined before the segment finding. The segment search
is conducted using the same strategy as for a single chamber. No distinction is made
between hits from the first or second chamber. The combination of hits from multiple
chambers has several benefits:
 It offers a significant suppression of ambiguous segment candidate close to the
chamber edges. Additional hits in the neighboring chamber allow ambiguities to
be resolved;
 The minimum number of hits required to form a segment is three. If the muon
only produces hits in one or two tubes in a chamber, no segment can be formed. In
some cases like the one shown in figure 5.16, it has a large impact on the precision
on the reconstructed angle. The additional hit in the right chamber has a large
lever arm and significantly improves the angular resolution of the segment;
 The possibility to find segments on the edges of chambers is very desirable for the
calibration of MDT chambers. For example, the t0 calibration algorithms require
all MDT hits to be associated to a segment. Without the possibility of finding
multi-chamber segments, the statistics in some of the tubes would be very low
which would make it difficult to calibrate them.
5.4 Evaluation of the segment finding performance
The performance of the new MoMu reconstruction program is compared with the per-
formance of Muonboy and Moore program up to the level of segment reconstruction.
The programs are evaluated by matching of the reconstructed segments with the true
trajectory of the muon.
5.4.1 Data samples
The performance of the different reconstruction programs is studied on several data sets:
 Single muon samples generated with a constant pT and flat in η and φ within the
detector acceptance. The following transverse momenta are studied: 2 GeV (3000
events); 5 GeV (10000 events); 100 GeV (9000 events); 1000 GeV (1000 events);
 A single muon sample, including a simulation of the cavern background (400
events). The cavern background rate is five times the expected rate3. The muons




5.4 Evaluation of the segment finding performance
Figure 5.16: Reconstructed segment across two chambers.
All samples are produced using the GEANT4 simulation. In terms of complications for
the pattern recognition the single muon samples can be divided into several categories:
 Low momentum muons (p < 10 GeV). The trajectories of muons in this category
have such a large curvature that they cannot be described by a straight line. As a
result segments in stations in the high magnetic field region are not well described
by a straight line so the segment fit renders large χ2 values. The segments are also
not pointing towards the interaction point, a feature that is used to identify fake
segments;
 Medium momentum muons (10 < p < 200 GeV). The muons have sufficient mo-
mentum to be described by a straight line but do not have sufficient energy to
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produce electromagnetic showers;
 High momentum muons (p > 200 GeV). High energetic muons can produce dense
electromagnetic showers in the muon system. This complicates the pattern recog-
nition by the presence of a large number of secondary particles in the vicinity of
the muon track;
 Cavern background. The presence of a large number of additional hits in the
chambers that are uncorrelated with the muon imposes great challenges for pat-
tern recognition, especially because many of the hits are caused by low energetic
electrons that have sufficient energy to cross multiple tubes, producing short seg-
ments.
The low momentum muons and the samples with cavern background impose the biggest
challenges for all pattern recognition programs.
The reconstruction programs Moore and Muonboy are used in their default con-
figuration to reconstruct segments in the MDT chambers. The calibration software
framework is used to produce ntuples containing the segments. The ntuples produced
with the MoMu reconstruction package contain some additional information:
 A first estimate of the muon momentum from the curvature of the η-pattern;
 A list of segments belonging to the same global pattern;
 The number of δ-electrons, ‘out-of-time’ hits and empty tubes on the segment.
This information is used to study the selection of segments and to refine the definition
of fake segments.
5.4.2 Performance on a pT = 100 GeV sample
The segments belonging to a muon are identified by comparing the ‘hits-on-track’ of the
segments with the simulated hits. For each segment the total number of ‘hits-on-track’
that are caused by a muon is calculated. In each chamber, the segment that has most
matching hits is associated to the muon. These segments will be referred to as ‘matched’
segments. If two segments with the same number of matching hits are present in a given
chamber, a decision is made based on a comparison of the segment parameters with
the extrapolated parameters of the muon. The segment that is closest in space to the
extrapolated position of the muon in the chamber is taken.
The truth matching with the muon makes it possible to study the precision of the
reconstructed angles of the segments. Figure 5.17 shows the normalized distributions of
sin∆φ for matched segments. The φ angle of the segments reconstructed with Moore is
not calculated from trigger hits, instead the φ position of the center of the chamber is
used. As a result the angle is not well measured. The Muonboy reconstruction program
calculates the φ angle of the segment using the local φ measurements in the station.
If the station does not contain any φ measurements, the angle φ is estimated from the
MDT measurements. This is done by determining the position along the tube that, if
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used to calibrate the hits, renders the best χ2 of the segment fit. This method is less
precise than using the trigger hits and results in the tails of the sin∆φ distribution. The
MoMu reconstruction program uses the φ-pattern to determine the angle φ, resulting in
a significantly higher precision.
The angle θ is obtained from a straight line fit to the hits in the station. Figure 5.18
shows the normalized distributions of sin∆θ for matched segments. The rotation of the
direction of the muon in the magnetic field is taken into account in the calculation of
the angular difference. The small asymmetry of the distributions is due to the fact that
the single muon sample only contains negatively charged muons. The precision of the
angle θ of segments reconstructed with the MoMu program is the highest. This is a









































Figure 5.18: sin∆θ for matched seg-
ments.
Before discussing any further results, several quantities have to be introduced:
 The total number of events is defined as the number of events containing at least
two simulated hits originating from a muon. For the 100 GeV sample considered
here 8295 out of 9000 events satisfy this criterion;
 The number of matched segments is defined as the total number of segments
satisfying the matching criteria presented above. MoMu and Muonboy sometimes
produce segments using hits from multiple chambers. To be able to compare
the number of segments with Moore which does not have this feature, segments
spanning across two chambers are counted twice;
 The number of fake segments is defined as the number of segments that are not
matched with a muon;
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 The number of expected segments in a given chamber is given by the total number
of chambers containing at least two hits coming from a muon.



















Figure 5.19: Total number of
matched segments.
Number of fake segments



















Figure 5.20: Total number of fake
segments.
Figure 5.19 shows the number of matched segments per event normalized by the
total number of events. The mean value of the distributions gives an indication of the
overall efficiency of an algorithm. MoMu has the highest mean value and as such has
the highest efficiency. The overall performance of Muonboy and Moore in terms of
efficiency are similar. The entry in the first bin gives an indication of the probability
that an algorithm does not find any segment in events that do contain muon hits. The
probability is about 0.3% for MoMu, 5.0% for Muonboy and 2.1% for Moore.
Figure 5.20 shows the number of fake segments per event normalized by the total
number of events within the acceptance. The distributions of MoMu and Muonboy have
a similar shape. Both programs find no fake segments in about 80% of the events. The
distribution of MoMu has more entries in the tail resulting in a slightly lower overall
purity. The situation is completely different for Moore. It finds no fake segments in
less than 20% of the events. It is observed that the mean values of the fake segment
distributions are largely determined by the tails of the distributions.
The left plot in figure 5.21 shows the number of MDT hits per segment for matched
segments. The distributions of all three programs have two maxima: one at six and
one at eight hits corresponding to segments with a hit in each of the detector layers of
the given chamber. The distribution of Muonboy and MoMu has a similar shape. The
Moore distribution has less entries with eight hits and instead more entries in the bin
of four hits. This indicates that Moore has a problem assigning hits to segments in the
inner station layers that have eight layers of tubes. The right plot of figure 5.21 shows
the distribution of the number of ‘hits-on-track’ for fake segments. The figure gives a
good impression of the purity of the algorithms, furthermore some hints on the origin
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of the fake segments can be obtained from the figure. For example for MoMu, most
of the fake segments with six hits share all hits with the matched segment in the same
chamber. The cause of these ambiguities is that sometimes more than one φ-pattern is
found that matches with the MDT hits. The resulting ambiguity cannot be resolved at
the segment finding stage and is passed on to the track finding. Moore and Muonboy
suffer from this feature as well. The large number of fake segments with three or four
‘hits-on-track’ found by Moore are a result of the missing segment cleaning in Moore
(see section 5.3.3).
hits on segment















Figure 5.21: Number of ‘hits-on-track’ for matched segments (left) and fake segments
(right).
Figure 5.22 shows the number of stations containing more than one muon hit as
a function of η. The figure gives a good impression of the acceptance of the muon
spectrometer as a function of η. In the barrel (|η| < 1.3), muons normally pass at
least three stations. The main gap in the acceptance of the barrel spectrometer is the
projective gap at |η| = 0, several smaller gaps in the acceptance are present in the feet
region. In the transition region between the barrel and the end-cap (|η| = 1.3), a full
station layer of MDT chambers will not be installed before the first data taking. The
chambers are also not present in the simulation, as a result muons in this part of the
spectrometer pass two stations on average. In the end-cap region (1.4 < |η| < 2.0) muons
again pass three stations on average. In the very forward region (|η| > 2) the first layer
of MDT chambers is replaced by CSCs. The entries with more that the average number
of crossed stations are due to muons passing through overlap zones between chambers.
A better understanding of the performance of the algorithms can be obtained by





whereN seg is the average number of matched segments passing the selection andN seg,truth
is the average number of expected segments calculated using the truth information. The
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Figure 5.22: Number of chambers in the simulation with more than two tubes that
are hit by a muon as a function of η.
purity p is defined as:
p =
N seg
N seg +N fake
, (5.13)
where N fake is the total number of fake segments in the sample.
The efficiency of the algorithms is shown in figure 5.23 as a function of η. Over
the full η coverage of the muon spectrometer, MoMu has the highest segment finding
efficiency. Furthermore its efficiency curve is the smoothest indicating that it suffers
least from the differences in the layout of the muon spectrometer. In the very forward
region, |η| > 2.6, the efficiency of Muonboy decreases much faster than for the other two
algorithms. Figure 5.24 shows the purity of the different algorithms. Muonboy reaches
a similar purity over the full η range up to |η| < 2.6, for higher values of |η| the purity
of Muonboy drops rapidly. The drop of the purity is directly related to the drop of
the efficiency of Muonboy in this region. The purity of MoMu is slightly lower than
the purity of Muonboy in the barrel regions. The differences in the end-cap regions are
much smaller. Moore achieves in general a much lower purity.
5.4.3 Dealing with cavern background
The results shown with the previous section are obtained using relatively clean sample.
The sample represents the data of the first years of running when the LHC will be
operated at low luminosity. In this phase, the cavern background rates are not expected
to affect the performance of the pattern recognition. This will change once the LHC is
operated at high luminosity.
To get a better feeling of the impact of cavern background on the performance of the
segment finder, a pt 100 GeV sample including a simulation of the cavern background is
studied. The sample does not contain hit-level truth information that is available in the
other samples. Therefore the truth matching of the segments is performed by comparing
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Figure 5.23: Segment finding effi-
ciency as a function of η for a pt 100











Figure 5.24: Segment finding purity
as a function of η for a 100 GeV single
muon sample.
the parameters of the segment with the extrapolated parameters of the simulated muon.
This matching is less precise and as a result a small fraction of the fake segments is
marked as matched. Furthermore the total number of stations crossed by the muon
cannot be calculated, making it impossible to determine any efficiencies. Still it is
possible to get a qualitative picture of the performance of MoMu under high background
conditions.
To get a better handle on the fake segments, a segment penalty function is defined:
pseg =
χ2
Ntrk − 2 + 5.1
Ndelta +Nout +Nempty
Ntrk − 2 , (5.14)
where Ntrk − 2 is the number of degrees of freedom of the segment fit. The value 5.1
controls the relative impact of the number of tubes crossed by the segment without an
associated hit. It is chosen to be 5.1 so that a segment with three hits on track and
more than one unaccounted hit would have yield a value of the penalty function that is
larger than ten.
Using the penalty function, a segment quality qseg is defined which also takes into
account the trigger hits that are associated with the segment:
qseg = pseg + 6 · Iregion, (5.15)
where Iregion has a value of one if the segment does not have trigger hits but is in a
region of the detector where one would expect trigger hits or has a value of zero if no
trigger chambers are installed in the station in which the segment is found.
Figure 5.25 shows the distribution of the segment quality for matched and fake seg-
ments for the sample without cavern background. The ratio between fake and matched
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segments in this sample before any additional selection criteria is about 34% and there-
fore already very clean. The distribution for the matched segments is strongly peaked at
zero, the small spike at a value of six is caused by the penalty for segments not having
any trigger hits. The segment quality distribution of fake segments in this sample also
has a maximum at zero as most fake segments in the sample either correspond to real
trajectories or ambiguous segments that contain the same hits as the matched segment.
The tail of the distribution contains more events than the distribution of matched seg-
ments making it possible to use the variable to reject fake segments but the overall
improvement of the purity does not compensated by the loss of efficiency.
The situation is completely different for the sample with cavern background as can
be seen in figure 5.26. In the sample with cavern background the ratio between fake
segments and matched segments is about 1800%. The distribution for matched segments
is almost unaffected by the presence of cavern background.
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Figure 5.25: Segment quality for
matched and fake segments for a 100
GeV single muon sample.
Segment quality


















Figure 5.26: Segment quality for
matched and fake segments for a 100
GeV single muon sample with cavern
background.
The impact of a cut on the segment quality is studied, the results are summarized
in table 5.1. A loose cut, requiring qseg < 20, hardly affects the number of matched
segments, whereas it does reduce the number of fake segments by a factor two in the
cavern background sample. A tighter cut, requiring qseg < 10, however results in a
loss of about 1.9% of the matched segments in the 100 GeV sample without cavern
background. On the other hand only 23% of the fake segments in the sample including
cavern background pass the selection criterion.
The segment quality provides an additional way of identifying and discarding fake
segments with a minor impact on the segment finding efficiency. The segment finding
stage of the pattern recognition is aimed at maximum efficiency. Therefore the default
selection cut is set run without a cut on the segment quality in the initial search. Tighter
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100 GeV 100 GeV + bkg
Sample
matched fake matched fake
No cut 25403 8611 1031 18900
qseg < 20 25312 7440 1010 9080
qseg < 10 24915 5689 987 4272
Table 5.1: Impact of a cut on the segment quality on the number of matched and fake
segments for a 100 GeV sample and a 100 GeV sample including cavern background.
cuts can be made during a later stage in the pattern recognition. This scenario might
change once the luminosity of the LHC increases. If the fake rate due to cavern back-
ground increases, it could be desirable to reject fake segments in an early stage in the
pattern recognition. The segment quality offers the means to do so.
5.4.4 Results and conclusions
The analysis presented in the previous section is performed for all data samples presented
in section 5.4.1. Three indicators are being used to evaluate the performance of the
different reconstruction programs. First of all, the segment finding efficiency and purity
are calculated using formula 5.12 and 5.13. Furthermore the efficiency of finding any
segment matching with the muon is calculated. Note that one reconstructed segment
per muon is sufficient to allow the identification of a muon if it can be combined with a
track in the inner detector.
Table 5.2 shows the segment finding efficiencies for the different algorithms. In all
samples the MoMu reconstruction program is most efficient in finding segments. The
differences are particularly large for the low momentum samples. Here especially Moore
has a poor performance as it requires that the segments are pointing in direction of the
interaction point. As a result Moore only finds 38% of the segments in the pt 2 GeV
sample compared to 78% for MoMu. The efficiency of all algorithms improves on the pt
5 GeV sample and becomes more or less constant for transverse energies above pt 100
GeV.
Table 5.3 shows the segment finding purities for the different algorithms. The purity
of MoMu and Muonboy are comparable for all studied transverse momenta. The purity
of Moore is at least two times smaller than the purity of the other algorithms.
Table 5.4 shows the probability that no segment is found in an event. For all samples
that are studied here, MoMu has the smallest segment finding inefficiency. The differ-
ences are especially large in the pt 2 GeV sample: MoMu finds no matching segment
in about 2% of the events. Muonboy fails to find segments in 16% of the events. The
percentage is even higher for Moore which does not find any segments in 33% of the
events. For all programs, the performance improves as a function of the momentum of
the muon.
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Sample MoMu Muonboy Moore
2 GeV single µ 78 65 38
5 GeV single µ 85 79 71
100 GeV single µ 98 92 92
1000 GeV single µ 95 91 94
Table 5.2: Segment finding efficiency (%).
Sample MoMu Muonboy Moore
2 GeV single µ 76 71 32
5 GeV single µ 88 83 39
100 GeV single µ 75 73 30
1000 GeV single µ 43 34 7
Table 5.3: Segment finding purity (%).
Sample MoMu Muonboy Moore
2 GeV single µ 2 16 33
5 GeV single µ < 1 6 7
100 GeV single µ < 1 4 2
1000 GeV single µ 1 3 2
Table 5.4: The probability of not finding any matching segment (%).
5.5 Conclusions
In this chapter the recently developed computing infrastructure for pattern recognition
and track reconstruction in the muon spectrometer was introduced. The infrastructure
has been adopted by the muon reconstruction community and forms the basis of a new
modular reconstruction framework. Within this framework a new pattern recognition
program, MoMu, to find segments in the muon spectrometer has been developed. The
pattern recognition is performed in two independent steps:
 Global road search in the full muon spectrometer using Hough transforms;
 Local segment search in the individual chambers.
Its performance was compared to two of the existing muon reconstruction programs:
Moore and Muonboy. It is found that the new program is more efficient in finding seg-
ments than the existing programs. The differences are particularly large for muons with
transverse momenta smaller than 5 GeV. In terms of purity, MoMu has a comparable
performance as Muonboy over the full momentum range. Moore has a much higher fake
rate. To further increase the purity, the program provides a segment quality that can be
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used to reject fake segments. It was found that a reduction of the fake rate by a factor
of four can be achieved at the price of a minimal loss of efficiency.
These features make the new algorithm very interesting for the study of muons,
especially in the first years of running when the cavern background rates in the MDT
chambers are expected to be low. For low-energy muons (pT < 5 GeV), for example
from the decay of J/ψ’s, the significantly higher segment finding efficiency of the MoMu
program will result in a higher track reconstruction efficiency. High-energy muons from
W , Z or top decays will be reconstructed with a segment finding efficiency that is about
6% higher than that of the other reconstruction programs.
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Chapter 6
Reconstruction of cosmic muons
Figure 6.1: Artistic impression of the ATLAS detector in its cavern.
Figure 6.1 shows an artistic impression of the ATLAS detector installed in its cavern.
The access shafts, that are used to lower the chambers into the cavern, are also included
in the picture together with a part of the LHC tunnel. The installation of the barrel
MDT chambers in the cavern started in autumn 2005. Before the actual installation
the chambers undergo a series of tests, to ensure the chambers are working properly.
These tests are performed at the surface. To be able to verify that the chambers were
not damaged during installation and work properly, it is foreseen to test the chambers
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after installation using cosmic muons. Before data taking several systems have to be
operational including the gas supply for the MDT chambers and the RPCs and the
DAQ. Some of these systems are not fully operational at the time of writing. To allow
early data taking, a small setup is prepared including six chambers.
6.1 Description of the setup
The setup in the cavern consists of three BML chambers and three BOL chambers as
shown in figure 6.2, it is normally referred to as the sector 13 setup. The chambers
are located in between the feet of the ATLAS spectrometer. All six MDT chambers in
the setup are equipped with RPCs. The setup is located underneath the barrel of the
HCAL, the end-caps of the HCAL were not installed at that time.
The setup provides two means of triggering events: two long plastic scintillators are
installed on the floor of the ATLAS cavern under the BOL chambers and are readout
on both sides using photo multipliers. They are connected to the trigger electronics and










Figure 6.2: Schematic overview in the yz-plane of the detectors included in the setup.
6.2 Data analysis
Starting from the end of 2005 data has been taken during several periods. The setup was
gradually extended. The first data sample only included MDT data and were triggered
with the scintillator. During spring 2006 the RPCs have been included as well. In this
period the RPC trigger was commissioned using the scintillators and the first combined
runs with MDT chambers and RPCs were taken. The data taking continued during
summer 2006, the samples of this period are of better quality than the early datasets.
The results shown in this chapter are all obtained using run 1015 that was taken on the
126
6.2 Data analysis
6th of July. The run includes data from the MDT chambers and RPCs, the events were
triggered using the RPCs. The chamber BOL1A7 was not operational during the run.
In total 20,000 events were analyzed to produce the results.
6.2.1 Raw hit spectra
Figure 6.3 shows the TDC spectrum of all tubes of BOL2A7. The shape of the drift
time spectrum is typical for the ATLAS gas. Some noise hits are present before and
after the spectrum, most of them can easily be identified by their ADC value. The ADC
spectrum is shown in figure 6.4. The sharp peak around 50 purely consists of noise hits,
the second much broader distribution contains the hits caused by passing particles. If
one requires that the ADC count of the hit lies above 55, most of the noise is removed
from the TDC spectrum. The resulting spectrum is shown in figure 6.3 in grey color.
The remaining noise hits after the spectrum are a result of a wrong configuration of
the MDT electronics. They are removed before the reconstruction by requiring that the
TDC count of the hits is smaller than 1500. After the removal of these hits, the small









Hits ADC > 50
Figure 6.3: TDC spectrum for raw
hits before (black line) and after the
removal (grey line) of all hits with an
ADC count smaller than 55.
ADC (counts)






Figure 6.4: ADC spectrum for raw
hits.
Figure 6.5 shows the channel occupancy for the MDT chambers included in the setup
after the removal of hits with an ADC value smaller than 50 or and TDC value larger
than 1500. The spectrum contains two components. The first are hits caused by passing
charged particles that are correlated with the trigger signal. In the map it shows up as
a continuous spectrum. The second contribution comes from noisy tubes, in the figure
they show up as sharp spikes. Their number is small as most noise hits are removed by
the cut on the ADC and TDC value of the hit. Several dead tubes can be observed in
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the figure: channel 21 in layer 5 of BML3A7 and channel 30 in layer 5 of BOL3A7. In
addition a full mezzanine readout card of BOL3A7 was malfunctioning during the run.















Figure 6.5: Channel occupancy of the individual layers of the BML chambers and BOL
chambers. On the horizontal axis, an encoded integer is given that corresponds to the




The samples containing both MDT and RPC hits are the first datasets where three
dimensional muon trajectories can be reconstructed. The reconstruction of these tra-
jectories of cosmic muons introduces several new challenges for the pattern recognition
and tracking.
 The trajectories in general are not pointing towards the interaction point. Most
pattern recognition programs in the muon spectrometer use a pointing constraint
to clean up their patterns and segments. As a result the track finding efficiency is
much lower for cosmic muons so that a special treatment is needed;
 The time of flight calculation cannot be performed with respect to the interaction
point. As cosmic muons do not pass through the interaction point a special treat-
ment of the time of flight is needed. This requires the knowledge of the time at
one position along the trajectory of the muon (see formula 4.7). Without external
time measurements this is not possible;
 Cosmic muons do not pass the detector volume in phase with the LHC clock.
The measured times in the MDT have a random displacement in between 0 and
25 ns with respect to the LHC time. This spoils the spatial resolution of the
MDTs. The only way of recuperating the resolution deterioration is to measure
the time offset with the RPCs or the scintillators. The latter option is ruled out as
the scintillator times were not recorded in the data samples including RPC hits.
Unfortunately, the RPC time measurements cannot be used as the time calibration
of the individual RPC channels has not been finalized.
The events are reconstructed within the ATHENA framework using the MoMu re-
construction program that is described in chapter 5. The program offers a special mode
to find segments that are not pointing towards the interaction point. In this mode the
global road search in the rz-plane uses a straight line track model, furthermore the con-
straint that the track should pass close to interaction point is dropped. The segment
finding algorithm is used with its default settings.
As no external time measurements are available for the data sample, the calibration
of the MDT hits is performed without time of flight corrections. The average time of
flight correction is absorbed in the t0 of the MDT tubes. The remaining spread on the
time of flight and the shift of the MDT times with respect to the LHC clock significantly
deteriorate the MDT time resolution. To allow the pattern recognition to find segments
in the data, the error on the MDT measurements is enlarged to 500 µm independent of
the drift radius. This is five times larger than the average resolution of the MDTs under
normal running conditions.
6.3 MDT calibration
The t0 values and rt-relations of the individual chambers are determined using the
calibration software that is described in section 4.3. The data sample used for this
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Chamber BML1A7 BML2A7 BML3A7 BOL2A7 BOL3A7
t0 413.6 457.8 490.3 402.0 424.2
tmax 654 661 664 661 660
Table 6.1: Fitted values for t0 and tmax.
study does not contain sufficient events to allow a t0-calibration of the individual tubes.
Instead the global value per chamber is determined from the drift time spectrum off all
tubes in a chamber. Figure 6.6 shows the drift time spectrum of BOL2A7 together with
two fitted Fermi-functions to the begin and end of the spectrum. The t0 is obtained
from the parameters of the Fermi function fitted to the left part of the spectrum. The
value indicated in the figure corresponds to the position of the center of the function.
The value of tmax is calculated as the distance between the position of the center of the
two functions and is also indicated in the figure.
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Figure 6.6: Drift time spectrum including the fit results (shown in grey) that are used
to determine the t0 and tmax.
The procedure was repeated for all five chambers in the setup. The results are
summarized in table 6.1. The global t0 values vary from chamber to chamber due to
differences in cable length. The maximum drift time of the chambers on the other hand
varies little indicating that the chambers were operated under similar conditions.
After the t0 calibration, the drift times of all hits associated with a segment are
recalculated using the new values. The new drift times are used to update the drift
radius using the initial rt-relation that was used during reconstruction. The segments
are refitted and used as input for the rt-calibration. The rt-calibration is performed
per chamber using the ‘auto-calibration’ method. Figure 6.7 shows the residuals before



























Figure 6.7: Residuals as a function of the drift time before (left figure) and after
calibration (right figure). The average residual as a function of the drift time is also
shown in the figure by the grey markers.
times larger than 100 ns but results in large average residuals close to the wire. After
the calibration procedure, the average residuals are smaller than 20 µm over the full
time range except for very large drift times where the statistics are too low.
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Figure 6.8: Spatial resolution as a function of the drift time for BOL2A7.
The residuals distribution after calibration is used to obtain an estimate of the spatial
resolution. This is done by calculating the width of the distribution as a function
of the drift time. The width is estimated by fitting a Gaussian distribution to the
residual distributions of the individual time slices. The result is shown in figure 6.8.
The resolution close to the wire is about 600 µm and gradually decreases to 100 µm
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close to the tube wall. The time resolution can be estimated from the curve using
formula 3.11. For small drift times the velocity is about 50 µm/ns, it decreases to 10
µm/ns at the tube wall (see figure 3.9). Therefore the time resolution is about 10 ns. It
is completely dominated by the spread on the trigger time.
6.4 RPC performance
The reconstructed segments are used to study the RPC measurements associated with
the segments. Figure 6.9 shows the number of associated RPC φ and θ clusters for
best segments in BOL2A7. A cluster is defined as the set of hits in the same gas gap.
The RPCs used in the setup all have two gas gaps per module, each trigger chamber
consists of four modules. In most cases the algorithm associates a cluster in both gas
gaps resulting in a total of two clusters per segment for both measurement planes. The
small peak at four is caused by segments passing through the overlap of two modules.
RPC clusters on segment









Figure 6.9: Number of RPC hits on
segment.
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Figure 6.10: Measured time of RPC
hits associated with a best segment.
The RPCs provide a time measurement which ideally could be used to measure the
time the muon passed the chambers relative to the trigger time. This requires a precise
calibration of the individual time delays of all RPC channels. This has not been done
yet as can be seen from figure 6.10, which shows the measured times for the η and φ
strips for BOL2A7. The measured times vary in a range between -50 ns and 100 ns. The
vertical distance between the chambers is about 3 meters which corresponds to a time
of flight of about 10 ns. Therefore the differences cannot be explained by the time of
flight. Until these delays are calibrated no further use can be made of the RPC times.
The residuals of the RPC hits are calculated by extrapolation of the segment para-
meters to the measurement planes of the hits using a straight line. Before the results
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Figure 6.11: Residual of the RPC φ-
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Figure 6.12: Residual of the RPC η-
hits with the segment.
sition and direction measurement in the xy-plane and the rz-plane: in the xy-plane,
the parameters of the segment are reconstructed using the RPC hits directly whereas
in the rz-plane the MDT measurements are used. These measurements are therefore
independent of the RPC hits.
Figure 6.11 shows the residuals of the associated RPC φ-clusters with the segment
for clusters containing one, two or more RPC hits. The distributions all have a Gaussian
shape. The mean and RMS of the distribution for clusters with one hit is indicated in
the figure. It has a mean value that is consisted with zero and a width of 15.4 mm.
Figure 6.12 shows the residual of the associated RPC η-clusters with the segment.
Most clusters only contain one hit, their residual distribution has a block shape. The
width of the block is consisted with the width of RPC strips. If a cluster contains more
than one hit, the average position of the hits is used as the position of the cluster. This
significantly improves the spatial resolution of the clusters containing two hits. The
improvement is smaller for larger clusters as it is not clear whether the hits were caused
by the same particle or by an additional secondary particle. In the latter case the cluster
should be split into two clusters and the average of the position of the hits yields a wrong
position. It is noted that the average position of the RPC hits is not zero but is offset
by 2.7 mm indicating that the RPC is not perfectly aligned with the MDT chamber.
6.4.1 Reconstruction performance
Figure 6.13 shows an example of a reconstructed event with a particle passing both
station layers in the setup. The upper left figure shows the two segments in the yz-plane
of the detector. The two upper right figures show a close up of the two segments. The
lower figure shows the event in the xy-plane. The MDT hits are indicated by white
circles in the yz-plane and white lines in the xy-plane, the RPC hits are shown as grey
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boxes and segments are visualized as grey lines.
ATLAS Atlantis 2006-07-06 20:47:56 CEST   Event: JiveXML_1015_00004   Run: 1015   Event: 4

















































Figure 6.13: A display of a reconstructed event in several views. The upper left
figure shows the event in the yz-plane. The two upper right figures zoom in on the
reconstructed segments in the two chambers. The lower figure shows the event in the
xz-plane. The following color coding is used: the MDT hits are indicated by white
circles in the yz-plane and white lines in the xy-plane; the RPC hits as grey boxes; the
reconstructed segments by grey lines.
The reconstructed segments can still have unresolved ambiguities, i.e. sometimes
there are several segments sharing the same hits. These ambiguities are resolved using
a method that is very similar to the one presented in section 5.3.3. For each chamber
the segments are ranked according to their number of MDT hits. If two segments have
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the same number of hits, the one with the smallest χ2 is given the highest ranking. The
segment with the highest ranking will be referred to as ‘best’. If two segments share hits,
the segment with the lowest ranking is removed. In a small fraction of the events more
than one segment per chamber remains after this cleaning procedure. These remaining
segments will be referred to as ‘other’ in the following paragraphs.
Figure 6.14 shows the total number of reconstructed segments per event before and
after the cleaning procedure. Two segments in different chambers are found in more
than half of the events. After the segment cleaning this becomes even more evident as a
clear peak showing up at two segments. To get a more quantitative idea of the quality
of the data, several segment properties are studied in more detail.
Number of segments

















Figure 6.15: Number of MDT hits per
segment.
Figure 6.15 shows the number of MDT hits per segment for the best segment per
chamber and other segments. The distribution for the best segments has a clear peak
at six, indicating that the pattern recognition finds all hits belonging to the segment.
The remaining segments in the chamber in most cases only have three hits and are most
likely fake segments. The ratio of the two distributions gives an clear indication of the
purity of the segments: very few fakes are found.
Figure 6.16 shows the reconstructed azimuthal angle φ of the segments for BOL2A7
and BOL3A7. The distributions have a maximum at −90o and a width of about 10o.
In some cases the global road search did not find a φ-pattern matching with the MDT
hits. If this is the case the φ angle of the segments is set to φ angle of the center of the
chamber, resulting in the spike in the distribution at φ = −90o. The two distributions
are very similar as one would naively expect. However the situation is different for the
distributions of the θ angle as shown in figure 6.17. The maximum of the distribution
of the two chambers is not located at 90o, furthermore the position of the maximum is
different. The shift is also observed for the BML chambers. The following reasons were
found for the differences:
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 Most cosmic muons enter the experimental hall via one of the two access shafts.
The shafts are located in the end cap region of the detector, therefore the muons
reaching the setup tend to have an angle that is larger than 90o.
 The setup is located underneath the barrel HCAL. Most of the cosmic muons
passing through the HCAL are stopped. This can for example be seen at the
event rate of BML1A7 which is about 60% lower than the rate in the other two
BMLs. The shielding also affects the θ distribution of the BOLs. The BOL3A7
is positioned at a larger z value, so muons with an θ angle closer to 90o can still
reach the chamber without passing through the calorimeter.
The shielding of the setup by the HCAL is the most likely explanation of the observed
differences in the maximum position of the distribution of the angle θ of the segments.
A better understanding of the difference will be obtained as soon as data taking using
the full barrel part of the muon spectrometer is possible. The difference should not be
visible in the chambers before the HCAL.
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Figure 6.16: Reconstructed angle φ.
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Figure 6.17: Reconstructed angle θ.
6.5 Conclusions and outlook
The installation of the MDT chambers in the ATLAS cavern has started in autumn
2005 and is foreseen to be completed in the beginning of 2007. During this period all
muon chambers will be tested in situ using cosmic muons and beam halo muons. For
this purpose a setup, consisting of six chambers, has been prepared. It will gradually be
extended to include all detectors of the ATLAS detector. The setup will allow the first
determination of the MDT calibration and alignment constants. These measurements
will allow a good preparation for the analysis of the first beam-beam collision events in
winter 2007.
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6.5 Conclusions and outlook
One of the first data sets including MDT and RPC chambers was analyzed using the
ATLAS oﬄine software. The t0 and the rt-relation of the MDT chambers in the setup
were determined using the calibration software introduced in chapter 4. The studies have
shown that the calibration software can be used successfully to extract the t0 values and
the rt-relation for the chambers. The new MoMu reconstruction package was used to
reconstruct segments. The study has shown that the program is capable of finding three
dimensional segments in the real data and that these segments can be used to calibrate
the MDT chambers.
Due to the missing time calibration of the RPC detectors it is not yet possible to
calculate the drift times of MDT tubes with sufficient precision. At the moment the
spatial resolution of the MDTs is dominated by the spread on the trigger time of about
10 ns and is about a factor two worse compared to normal running conditions. It is
expected in the near future that the trigger time will be measured with a sufficient
precision to achieve a MDT resolution that is comparable with the results obtained at
testbeam facilities. Next year, the calibration and reconstruction software, presented in
this thesis, will be used to analyze the new cosmic - and possibly the first proton-proton
collision - data.
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Summary
During the past decades a theory has been developed that successfully describes all
known particles and their interactions. This Standard Model of particle physics has
extensively been tested and has met every test. In the model masses are incorporated
via the mechanism of spontaneous symmetry breaking. This mechanism requires the
existence of a scalar particle: the Higgs particle. Despite many experimental efforts in
the past decades, the Higgs boson has not been observed yet. The observation of the
Higgs particle is a crucial test of the Standard Model. To allow the observation of the
Higgs boson, a new proton-proton collider, the LHC, is under construction at CERN. If
the Higgs boson exists, the LHC will be capable of discovering it. Six experiments are
being constructed to explore particles physics at the LHC. One of these experiments is
the ATLAS experiment.
The main challenge for the ATLAS experiment will be the measurement and selection
of interesting physics processes, e.g. the production of Higgs bosons, in the vast amount
of collisions at the LHC. Muons are relatively easy to identify among the numerous
particles produced in proton-proton collisions. They play a central role in the study
of many physics processes at the LHC. The muon spectrometer of ATLAS provides a
trigger for muons and is capable of measuring muons with transverse momenta up to
the TeV range. Four detector technologies are deployed. Monitored Drift Tube (MDT)
chambers and Cathode Strip Chambers (CSC) provide high precision measurements of
the trajectories of particles in the muon spectrometer. Resistive Plate Chambers (RPC)
and Thin Gap Chambers (TGC) are used for the muon trigger. Thesis focuses on the
MDT chambers of the ATLAS muon spectrometer
To obtain a better understanding of the impact of the MDT chambers on the per-
formance of the muon spectrometer, a simulation program was developed to model the
response of the MDT detectors to passing muons. The model, validated by comparison
with data taken at the X5 testbeam and irradiation facility, was found to describe the
response of MDT detectors to high accuracy.
A set of algorithms were developed that are capable of handling the calibration of all
MDT chambers in ATLAS with a precision that is in accordance with the requirements.
The algorithms are incorporated in the ATLAS oﬄine reconstruction framework and
have become one of the corner stones of the strategy to calibrate the MDT chambers.
The performance of the pattern recognition and tracking algorithms for the muon
spectrometer has a large impact on the momentum resolution. An event data model
for reconstruction was developed that is shared by the inner detector and the muon
system. Its modular design will guarantee the performance and maintainability of the
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reconstruction programs over the coming years.
A pattern recognition algorithm has been developed to find segments in the MDT
chambers. The pattern recognition is performed in two steps: the global search for
hits belonging to a muon trajectory and the subsequent search for segments within
the station layers of the muon spectrometer. The program internally uses the event
data model. It was shown that the program is more efficient in finding segments than
the existing pattern recognition programs Moore and Muonboy. The differences are
particularly large for muons with a transverse momentum smaller than 5 GeV. This
feature makes the algorithm very interesting for the identification of muons in ATLAS.
The cosmic data taken with sector 13 of the ATLAS muon spectrometer were ana-
lyzed. The calibration software was successfully used to perform the calibration of the
MDT chambers. Furthermore, it was shown that the pattern recognition algorithm is
capable of finding segments in the MDT chambers with high efficiency. This study de-
livers several key ingredients for the reconstruction of muons with the ATLAS detector
and contributes to the possible discovery of the Higgs boson.
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Samenvatting
Het zogenaamde Standaard Model van de deeltjesfysica beschrijft de wisselwerkingen
tussen alle tot nu toe bekende deeltjes met grote precisie. Dit Standaard Model is
uitvoerig onderzocht en heeft tot nu toe elke experimentele proef doorstaan. Het model
voorspelt het bestaan van een nieuw deeltje: het Higgs boson. Ondanks vele jaren
experimenteren, is het boson tot op heden niet waargenomen. Om een ontdekking van
het Higgs boson mogelijk te maken, wordt op dit moment een nieuwe deeltjesversneller,
de LHC, op CERN gebouwd. Als het Higgs boson bestaat, zal deze door de LHC
experimenten ontdekt worden. Ee´n van deze experimenten is het ATLAS experiment.
Ee´n van de grootste uitdagingen van het ATLAS experiment is het vinden van het
Higgs boson in de grote hoeveelheid botsingen bij de LHC. Muonen zijn relatief een-
voudig te onderscheiden van de vele andere deeltjes die tijdens de botsingen worden
geproduceerd. Hierdoor spelen ze een centrale rol in vele studies, waaronder de speur-
tocht naar het Higgs boson in het vervalskanaal H → ZZ∗ → µ+µ−µ+µ−.
De muon spectrometer van ATLAS is in staat om op muonen te triggeren en de
impuls van de muonen te bepalen. Vier typen detectoren worden gebruikt in het muon
systeem: de MDT (Monitored Drift Tube) kamers en de CSC’s (Cathode Strip Chamber)
maken een precieze bepaling van de impuls van muonen mogelijk. De RPC’s (Resistive
Plate Chamber) en TGC’s (Thin Gap Chamber) worden gebruikt voor de trigger. De
MDT kamers spelen een centrale rol in dit proefschrift.
Om het belang van de MDT kamers bij het bepalen van de impuls van muonen
precies te kunnen bestuderen, is een model ontwikkeld dat gebruikt kan worden om de
signaalvorming van muonen in MDT’s te simuleren. Het model is gevalideerd door een
vergelijking met gegevens uit de X5 testbundel en bestralingsfaciliteit. Het model en de
data zijn in goede overeenstemming.
Voor de precieze calibratie van alle MDT kamers van het ATLAS experiment zijn
algoritmen ontwikkeld. Ze maken deel uit van het software pakket van het ATLAS
experiment, en zijn e´e´n van de pijlers van de strategie om de calibratie constanten van
de MDT kamers te bepalen.
De patroonherkennings- en spoorreconstructie-algoritmen voor de muon spectrome-
ter hebben een grote invloed op de nauwkeurigheid van de meting van de impulsen van
muonen. Een computer datamodel voor de reconstructie is ontwikkeld dat zowel voor
het muon systeem als de inner detector wordt gebruikt. Het modulaire ontwerp van het
datamodel maakt het mogelijk om ook in de komende jaren de kwaliteit van de muon
reconstructie te waarborgen.
Een patroonherkenningsalgoritme is ontwikkeld om spoorsegmenten te reconstrueren
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in de MDT kamers. De patroonherkenning wordt in twee stappen uitgevoerd. Eerst
wordt een grove schatting van de baan van het deeltje door de detector gemaakt, hierna
wordt binnen deze baan naar spoorsegmenten gezocht in de individuele kamers. Het is
aangetoond dat het algoritme met een hogere efficie¨ntie spoorsegmenten vindt dan de
al bestaande algoritmes. De verschillen tussen de programma’s zijn het grootst voor
muonen met een transversale impuls die kleiner is dan 5 GeV. Deze eigenschap maakt
het algoritme erg interessant voor het identificeren van muonen.
Tenslotte zijn de kosmische data van sector 13 van de ATLAS muon spectrometer
geanalyseerd. De calibratiesoftware is met succes gebruikt om de MDT kamers te cali-
breren. Verder is aangetoond dat de patroonherkenningssoftware in staat is om met een
hoge efficie¨ntie spoorsegmenten in de MDT kamers te reconstrueren. Als zodanig heeft
deze studie een bijdrage geleverd die de reconstructie van muonen in de ATLAS detector
mogelijk zal maken, en hierdoor ook aan de mogelijke ontdekking van het Higgs boson
met behulp van het ATLAS experiment.
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het werken in een collaboratie. Je steun voor mijn werk binnen de ATLAS muon groep
was zeker in het begin zeer van belang. Mede hierdoor ben ik in staat geweest mijn
huidige positie binnen de groep te bereiken. Ik zal altijd met vreugde terug kijken op
onze samenwerking en hoop dat we dit in de komende jaren kunnen voortzetten.
Verder wil ik al mijn collega’s binnen de ATLAS groep bedanken voor alle discussies
en niet te vergeten de gezelligheid binnen onze groep! Het is een erg leuk team om in
te werken en ik zal altijd met plezier terug kijken naar mijn dagen op de Kruislaan 409.
Many thanks to all my friends in Geneva, you made my stay at CERNmost enjoyable.
I’m looking forward to seeing you all again in the future. For some proper cooking, hiking
and snowboarding.
Als laatste wil ik mijn familie en vrienden bedanken voor hun steun en geduld. Ik
weet dat ik er vaak niet was, zeker gedurende de laatste twee jaar. Toch zijn jullie er
altijd voor me geweest als ik hulp of steun nodig had, dat weet ik zeer te waarderen.
Wendy, heel erg bedankt voor het ontwerpen van de kaft!
En als allerlaatste dank ik Lieske, zonder jou hulp was dit boekje nooit geworden
wat het nu is!
Niels
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