Abstract. In this paper, we study hole probabilities P 0,m (r, N ) of SU (m + 1) Gaussian random polynomials of degree N over a polydisc (D(0, r)) m . When r ≥ 1, we find asymptotic formulas and decay rate of log P 0,m (r, N ). In dimension one, we also consider hole probabilities over some general open sets and compute asymptotic formulas for the generalized hole probabilities P k,1 (r, N ) over a disc D(0, r).
Introduction
Hole probability is the probability that some random field never vanishes over some set. The case of Gaussian random entire functions was studied by Sodin and Tsirelson:
Theorem (Sodin, Tsirelson [7] Theorem 1). Let ψ(z) = In [9] , the authors considered the case of Gaussian random sections: let M be a compact Kähler manifold with complex dimension m and (L, h) → M be a positive holomorphic line bundle. γ N denotes the Gaussian probability measure on H Therefore, it is natural to ask: can we find sharp constants C 1 , C 2 in the above two theorems and furthermore, is it possible to obtain an asymptotic formula and a decay rate for the hole probability? Using Cauchy's integral estimates, Nishry answered this question in the random entire function case: This inspires us that for those line bundles with polynomial sections, maybe it is possible to find an asymptotic formula for the hole probability. Here when m = 1, we take
Remark 0.3. Theorem 0.1 can be derived from Theorem 0.2 as when r ≥ 1, {x ∈ Σ m ∶ E r (x) ≥ 0} = Σ m and α 0 (r, m) = 1. In fact we could have proved this general case directly. But the idea of the proof would turn out to be extremely difficult to follow.
Corollary 0.4. In the case of m = 1, the asymptotic formula for the logarithm of the hole probability over a disc exists for all r > 0:
log P 0,1 (r, N ) = −N Because of the simplicity of one dimensional case, we can obtain more about the hole probability of SU (2) Gaussian random polynomials:
Theorem 0.5. If U ⊂ C is a bounded simply connected domain containing 0 and ∂U is a Jordan curve. Let φ ∶ D(0, 1) → U be a biholomorphism given by the Riemmann mapping theorem such that φ(0) = 0(thus φ is unique up to the composition of a unitary transformation of C). Then the hole probability P 0,1 (U, N ) of SU (2) Gaussian random polynomials of degree N over U satisfies log P 0,1 (U, N ) ≤ −(log φ ′ (0) + Also in dimension one, it makes sense to study the number of zeros in some set. So let a generalized hole probability P k,1 (r, N ) be the probability that an SU (2) Gaussian random polynomial of degree N has no more than k zeros in D(0, r), then the following theorem shows that asymptotic formula of log P k,1 (r, N ) exists:
Theorem 0.6. For all k ≥ 0 and r > 0: log P k,1 (r, N ) = − We should remark here that in all the cases we consider, the event that some Gaussian random polynomial has zeros on the boundary of some open set is a null set, i.e. of zero probability. Therefore we do not distinguish between the (generalized) hole probability over an open set and that over its closure.
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Background
We review in this section some background on SU (m + 1) Gaussian random polynomials and the definition of our probability measures. Before that, let's define two lexicographically ordered sets that will be consistently used as index sets throughout this paper. 
Its dual bundle, denoted by O(1), is called the hyperplane section bundle since O(1) = [H] where the divisor 
, the space of (m + 1)−variable homogenous polynomials of degree N . The Fubini-Study metric h FS on O(1) can be described in the following way: over the open subset
we have a local frame of O(1)
which is independent of the choice of representative x of [x]. In terms of affine coordinate
which defines a metric with positive Chern curvature form
).
This induces a metric
With the frame e ⊗N over U 0 , for any 
With this inner product, there is an orthonormal basis {S N K } K=(k1,...,km)∈Λ m,N , given in local affine coordinates (z 1 , . . . , z m ) over U 0 by
where we adopt the notations
with the Gaussian probability measure γ N defined by 
Thereafter, when considering hole probability, we work ons N instead of s N for simplicity.
Preliminaries
Proof. We can prove inductively that for k ≥ 1,
Applying (2.1) and (2.2), we get
Over Σ m we have
Combining (2.3)∼(2.6), we thus obtain
Remark 2.3. The scaled lattice 1 N Λ m,N ⊂ R m will tend to Σ m . Hence Lemma 2.2 is in fact converting a Riemann sum into a Riemann integral and estimating the error. Such procedures will appear several times in this paper.
Remark 2.4. The function E r (x) in the above lemma can also be written as
, where z r = (r, . . . , r) ∈ R m and b {x} is the exponential decay rate of the expected mass density of random L 2 normalized polynomials with some prescribed Newton polytope(see Theorem 1.2 and (78) in [8] ). 
Next lemma gives the formula for a "Vandermonde type" determinant. 
we thus have the equality
which means that there are
pairs of rows, within each pair the only difference between two rows is replacing ξ i,j by ξ i,k . Therefore, 10) where the second to the last equality is due to (2.8). On the other hand, ∀ 1 ≤ i ≤ m and 1 ≤ k ≤ N , the number of K's in Λ m,N with k i = k is
where the second equality is the special case i = 1 in (2.10).
where C m,N is a constant depending only on m and N . Consider the monomial
In the appendix, we show that the coefficient of g m,N in the expansion of det W m,N (ξ) equals 1, and therefore C m,N = ±1.
Lower bound in Theorem 0.1
Proof of the lower bound in Theorem 0.1.
Consider the event Ω r,m,N :
4.
Upper bound in Theorem 0.1
We shall first treat δ as a small positive constant and at the end we will let δ → 0+. For the sake of clarity, all the constants C, capital O and little o terms listed throughout this paper will not depend on δ unless stated.
For convenience, we drop the dependence of N when there is no confusion. ∀ 1 ≤ i ≤ m, assign the values of ξ i = (ξ i,0 , . . . , ξ i,N ) by means of the table below:
Intuitively, table (4.1) gives a way to choose points ξ i,j (j = 0, 1, . . . ) one after another on the circle of radius κr that the arguments of each two consecutive points differ approximately by 
. . .
I 0 , . . . , I p−1 give a partition of {0, . . . , N }. Again there is an implicit dependence on N for each term defined above, and we would show this dependence explicitly when necessary. Then
). 
where 
where the second part of the third equality is due to (2.10). We are going to show that the sum in the last equality can be approximated by a double integral.
and a function defined over
, (4.6) and (4.8),
and by (4.7), (4.8),
v (x, y) dxdy is absolutely continuous with respect to the Lebesgue measure. Thus by lemma 4.3 below, we have
(4.15)
Proof. By (4.5), it is equivalent to show that lim
Next we will proveT u,v ⊂ lim inf
Thus by the definition of j(N ) and k(N ), we have, for N large, (x, y) ∈ [
Inclusion, we haveT
where E N denotes the expectation with respect to the probability measure γ N . 
Proof.
As log s N (z) is plurisubharmonic in a neighbourhood of (D(0, r) ) m , we have Proof.s
where
By Cauchy's integral formula,
Therefore, sup
The next lemma follows directly from the first part of Theorem 3.1 in [9] . But here we provide a self-contained proof without using the language of sections and metrics. 
Proof. By Cauchy-Schwartz inequality, Proof. Applying Lemma 4.6 to U = (D(0, r)) m , we have Therefore, take η = 1, outside an event of probability at most e
Applying Lemma 4.5 to the distinguished boundary (∂D(0, κr)) m , we have: outside an event of probability at most e −Qκr,m(N ) , sup 
The following lemma estimates max
where H t1,...,tm (N ) = ⋃
To bound the second term in (4.24), we need the following statement, which can be proved in a similar way as Lemma 4.3:
Hence, 0≤t1,...,tm≤p−1 
By changing the order of integration,
Ifs N is nonvanishing on (D(0, r) ) m , log s N (u) is harmonic in u i ∈ a neighbourhood ofD(0, r) for each fixed (u 1 , . . . ,û i , . . . , u m ) ∈ (D(0, r)) m−1 . Applying mean value theorem for harmonic functions, we get
which is a complex random variable. Thus we have proved:
Lemma 4.9. Ifs N is nonvanishing on (D(0, r)) m , then outside an event of probability at most e 
∀̺ ∈ S m , denote
and the random variable
Then
Lemma 4.11. Ifs N is nonvanishing on (D(0, r)) m , then outside an event of probability at most e 
Ifs N is nonvanishing on (D(0, r) 
= log c (0,...,0) , the second equality holds because for distinct
Proof of the upper bound in Theorem 0.1.
Lemma 4.9 implies
and
both of which can be treated as subsets in C N +m m and events in the probability space H
where the last inequality is due to Lemma 4.6.
by Lemma 4.4. Change into polar coordinates and denote
for N large(up to now p, δ are constants), we can apply Lemma 4.6 in [4] and get: 
Proof of Theorem 0.2

Lower bound.
Definition 5.1.
Proof. Consider the following event Ω r,m,N :
Then when Ω r,m,N occurs,
Thus,
Upper bound.
For some α ∈ (0, 1], we can define the index sets Λ m,⌊αN ⌋ , Γ m,⌊αN ⌋ and the
We also assign the values of the variables (ξ i,j ) 0≤i≤m, 0≤j≤⌊αN ⌋ to be the points on ∂D(0, κr) in a way similar to Section 4 except that we replace N by ⌊αN ⌋. Then we have the following lemma.
is a dimension ⌊αN ⌋+m m mean zero complex Gaussian random vector with covariance matrix
Proof. By Cauchy-Binet identity,
The following lemma is a counterpart of Lemma 4.9. The proof is similar. 
where the complex random variable Ξ is defined in (4.27).
By playing the same trick of permutation as in Section 4, we can get an upper bound estimate for P 0,m (r, N ): 
So we have
Similar as in Section 4, we can get
It amounts to find a proper
For this purpose we consider the function defined on (0, 1]
where we take 
Hole probability of SU (2) polynomials
Proof of Corollary 0.4. When r ≥ 1, α 0 = 1. The result follows from Theorem 0.1. When 0 < r < 1,
By Theorem 0.2,
where the value of the integral in the corollary is due to (5.4) and the fact that
Proof of Theorem 0.5. Since ∂U is a Jordan curve, by Carathéodory's theorem, φ can be extended to a homeomorphismD(0, 1) →Ū . We still use φ to denote the extension map. Thus,s
k is nonvanishing overD(0, 1), where 
t is Gaussian with covariance matrix AA * .
because φ is a biholomorphism. We again define
Therefore,
.
where the last equality is due to Lemma 2.2. Similar as Lemma 4.9, we can show that if t N D (0,1) ≠ 0, then outside an event of probability at most
t is complex Gaussian with covariance matrix
Next we will show that
where o δ (N 2 ) denotes a lower order term depending on δ.
) dxdy, it suffices to show that
) dxdy
Since φ is a biholomorphism in D(0, 1), we set inf
And by Cauchy's inequality, we have sup
For each N , denote
the "far from diagonal" indices
and the "near diagonal" indices:
By a similar argument as Lemma 4.3, we have
Furthermore, (6.4) and (6.5) below indicate that the function log φ(κe
Thus, we have proved (6.3). For u 1 , u 2 ∈ D(0, 1), define:
Then ψ is continuous and nonzero in D(0, 1) × D(0, 1). Moreover, by removable singularity theorem, ψ is holomorphic in u 1 as well as u 2 . Therefore, log ψ is pluriharmonic in D(0, 1) × D(0, 1). By mean value equality,
where the last equality is due to Lebesgue's dominated convergence theorem.
(6.2)∼(6.5) show that
The remaining part is similar to Section 4. 
Generalized hole probabilities of SU (2) polynomials
If n(r, N ) denotes the number of zeros ofs N (z) inD(0, r) counting multiplicity, then the hole probability P 0,1 (r, N ) is just the first term of the sequence of the probabilities
We call P k,1 (r, N ) a generalized hole probability because compared with the large degree or total number of zeros in C of the polynomials N , any finite number k is negligible. It is a status of almost having no zero in D(0, r). And by Theorem 0.6, it turns out that the generalized hole probabilities are numerically almost equal to the regular one.
Proof of Theorem 0.6. (4.20) implies that ∀ η > 0,
We follow the notations in Section 5 except this time m = 1 and we take the number of partitions p = 1. The corresponding statement of Lemma 5.6 is
where ζ j =s N (κre 
Since m = 1 and
Therefore, ∀ η > 0 small,
Following the steps (4.28)∼(4.30), we can show that 
which equals 0 as in (6.5). Thus
On the other hand,
Combine (7.2)∼(7.4), and let δ → 0+, we get
). Since
Therefore (7.5) makes sense. Denote
). (7.6) Let ρ > 1 to be determined. By discarding a null set, we may assumes N (0) ≠ 0, 0 ∈s N ∂D(0, r) and 0 ∈s N ∂D(0, ρ −1 r) . So by Jensen's formula, almost surely, [τ log τ + (1 − τ ) log (1 − τ ) − 2τ log r].
For a fixed r > 0, we can choose smaller τ > 0 if necessary so that log (1 + r 2 ) < τ log τ + (1 − τ ) log (1 − τ ) − 2τ log r < 0. This is possible since τ log τ + (1 − τ ) log (1 − τ ) − 2τ log r < 0 if 0 < τ < α 0 and lim τ →0+
[τ log τ + (1 − τ ) log (1 − τ ) − 2τ log r] = 0.
Thus for such τ and the corresponding ρ 0 = ρ 0 (τ ),
In this case, ∀ 0 < η 1 < α 0 (1 + 2 log r − log α 0 ) ⇔ log P k,1 (r, N ) ∼ − 1 2 α 0 (1 + 2 log r − log α 0 )N 2 .
Appendix
We now prove the following lemma: Thus, (8.2) is proved. And it is trivial to check that the σ defined in (8.2) satisfies all the equations in (8.1). This means that there is only one σ ∈ S m,N that ends up with g m,N (ξ), and it turns out to be order preserving. Therefore, det W m,N (ξ) = g m,N (ξ) + . . .
