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Introduction
Levy classifies lattices over certain Dedekind-like rings in [14] . Various pathological direct sum decompositions of lattices are constructed. These constructions are translated to classical examples of non-uniqueness of direct sum decompositions of acd groups (subgroups of finite index in a finite direct sum of rank-l torsion-free abelian groups) in [3] . The Dedekind-like rings occurring in this translation are endomorphism rings of acd groups. However, Levy's classifications of finitely generated modules over Dedekind-like rings [14, 15] are not generally applicable to acd groups as endomorphism rings of acd groups are rarely Dedekind-like (Section 1).
In this paper, we give category equivalences from block rigid acd groups to lattices over multiple pullback rings (Theorem 1.3) . This explains the similarity in the development of these heretofore unrelated subjects as surveyed in [3] . Block rigid acd groups are functorially related to representations of finite posets over subrings of Q or factor rings of Z [4, 5] , as summarized in Theorem 1.4.
Consequently, explicit examples of indecomposable lattices can be easily constructed from associated indecomposable Zlp'Z-representations (Example 1.7).
A rigid system of subgroups can be studied in terms of 'matrix problems', as illustrated in Theorem 2.1. Matrix problems of this kind have also arisen in Levy's classification of finitely generated modules over Dedekind-like rings [ll] . However, these problems are for matrices over a field while ours are for Z/p2Z. Conversely, the theory of lattices over multiple pullback rings is now available for block rigid acd groups. In particular, indecomposable acd groups can be constructed via a theorem in [8] classifying those n-ads R such that R-lattices have finite representation type (Corollary 1.5). A special class of block rigid acd groups, called uniform, arises naturally in the context of associated representations (see Section 2). Uniform rigid acd groups are classified, up to near-isomorphism, by invariants in [9] . This provides a classification of the associated R-lattices up to genus class [3] . Included in Section 2 is the anomaly that, for II = 3 and j = 2, block rigid acd groups have infinite representation type while the uniform ones have finite representation type (Theorem 2.1).
Block rigid groups and lattices over multiple pullback rings
In this paper, we restrict attention to multiple pullback rings and acd groups defined in terms of a single integer prime, in contrast to the construction in [14] of Dedekind-like rings requiring a finite set of primes. As discussed in [5] , this is not a serious restriction; in fact, this case is sufficient for classification of block rigid acd groups up to near-isomorphism or classification of lattices over an n-ad up to genus class.
Let nr2 be an integer and fix a primep and {AI,...,A,}, a set of rigid subgroups of Q (Hom(A ;, Aj) = 0 whenever i # j) with each A, containing 1 but 1 /p @A, for each i. For j 2 1, define a group G=G(n, j)=(A,@*-. C3 A,) + Z((1,. . . ,1)/p'), a subgroup of Q". A routine calculation shows that each AI is pure and fully invariant in G. Define R# = R, X. .. X R,, = Define R = R(n, j) = {(r,, . . . , r,) E R#: r, = . . . = r, (mod p')} a subring of R*. Then R = {(x, y) E R# x R#: f(x) = g(y)} is the pullback off and g, where f,g : R#-+ (Z/P~Z)"~~ with f(r,, . . , rn) = (r, +p'R,, . . . , Y,_, +p'R,_,) and g(r, > . . . > rn)=(r2+p'R*,..., r,, + p'R,). If S = End (A,) for each i, then R# = S". In this case, R is called an n-ad over S. In particular, R is an S-order and R# is a maximal S-order in QR = Q". It is not difficult to show that R(n, j) is a Dedekind-like ring if and only if n = 2 and j = 1. This uses the fact that if R is Dedekind-like, then R#/R is a cyclic R-module [15, Lemma 1.11.
The type of a rank-l torsion-free abelian group is its isomorphism class. Note that each rank-l group is isomorphic to a subgroup of Q. The set of types is a lattice with meet{type X, type Y} = type X n Y and join{type X, type Y} = type X + Y, where X and Y are subgroups of Q. Given a torsion-free abelian group H of finite rank and a type 7, define H(r) = c {X: X pure rank-l subgroup of H, type X 2 T} .
Then H(T) is a pure fully invariant subgroup of H [2] . In particular, if G = G(n ,j), then G(T,) = A,, where type A, = 7,. Define C, = H(T,) + . . . + H(T,), a fully invariant subgroup of H. Call H a block rigid acd group (relative to the fixed groups A 1, . . , A,l) if C, = H(T,) '33. . . CI3 H(T,,), H/C, is finite, and each H(T~) = A:"' for some r(i) ( q . 1 t 'n h' e mva en 1 t IS case to each pure rank-l subgroup of H(T,) having type T,). A block rigid acd group is called rigid if each r(i) = 1. A finite rank torsion-free abelian group H is a block rigid acd group if and only if H contains a group C ^-A;"'@.
. . @ A;'"' as a subgroup of finite index. In this case, C, is the unique
Let C(n, j) denote the category of block rigid acd groups such that H/C, is p'-bounded.
For example, the fixed group G = G(n, j) E C(n, j) is rigid since C,=A,@..
. '63 A,. Groups in C(n, j) are prototypical block rigid acd groups. This is because if H is block rigid acd and H'IC, is the p-component of HIC,, then H' E C(n, j) for some n and j.
The connection between endomorphism rings of indecomposable rigid acd groups and multiple pullback rings is given by the following lemma: Lemma 1.1. If H E C(n, j) is indecomposable rigid, then R(n, j) is contained in End(H) and End(H) is contained in R(n, 1). In particular, End(G(n, j)) = R(n. j).
Proof.
Write H=C,+Z(y,/p')+...+Z(y,lp') with each yi~C,= A,@*.
. G3 An, { y, lp' + C,, . . . , y,Ip' + C,} a minimal set of Z /p/Z-generators for H/C,,, and order( y,lp' + C,) 2 . . . 2 order( y,Ip' + C,). Then each element x of R(n, j) induces an endomorphism of H, noting that x( y,Ip') E H for each i by the definition of R(n, j). It remains to prove that E(H) is contained in R(n, 1). follows from the observation that if G = G(n, i), then G/C, is generated by y/p'+ C, and so M has just one row y, = (l,l,.
.
. ,l). 0
An H E C(n, j) has, in general, endomorphism ring a subring of finite index in a product of matrix rings over R,. However, H is in a category of groups defined in terms of G = G(n, j). Define %(G) to be the category of finite rank torsionfree abelian groups H such that H is isomorphic to a subgroup of Gk for some k and
S,(H) = H, where S,(H)
is the subgroup of H generated by
Note that S,(H) = H if and only if evaluation Hom(G, H) @L(G) G+ H is onto, viewing G as a left E(G)-module and
Hom(G, H) as a right E(G)-module.
Lemma 1.2. %(G(n, j)) = C(n, j).
Proof. Given G = G(n, j) and HE V(G) there is an embedding O+ H+ Gk for some k. Thus, for each i, O+ H(T,) + Go is exact. It follows that H(T,) is isomorphic to a finite direct sum of copies of A, [2, Corollary 5.121. Moveover,
there is an epimorphism G'+ H+O. Notice that t can be chosen to be finite since End(G) = R(n, j) a Noetherian ring implies that Hom(G, H), a submodule of End(G)k, is a finitely generated End(G)-module.
Then H/C, is finite and PI-bounded in view of the epimorphism for each i, yi may be chosen to guarantee a map f, : C, + C, with
. This shows that HE C(n, j).

Conversely, let HE C(n, j).
f*(l, 1,. . . 3 l)=yj. This is because C,=A,@..*$A,,, ~,=H(T,)@..
.@ H(T,) with each H(T,)
a finite direct sum of copies of Ai, and H/C, is a finite p-group.
Thus, each f, lifts to a map $ : G -+ H with h(y) = y,. Consequently, there is an epimorphism Gf+r+ H+ 0, as desired. 0
Define ZR to be the category of R-lattices, those finitely generated R-modules that are R-submodules of finitely generated free R-modules.
An acd group H is completely decomposable if H = H, fI3. . ' @H,
with each Hi isomorphic to a subgroup of Q.
Given an n-ad R over S, two R-lattices it4 and N are in the same genus class if % = N, for each prime p of S. The following corollary classifies those n-ads R = R(n, j) such that ZR hasJinite representation type, i.e. there are only finitely many isomorphism classes of indecomposables in ZR. This result was communicated to the authors by Lee Klingler and Jeremy Haefner. Corollary 1.5. Let R = R(n, j) and assume that R is an n-ad over S. Then 9R has finite representation type if and only if n = 2 or else n = 3 and j = 1.
. , p'H/p'Cn). Moreover, H and H' are nearly isomorphic if and only if F(H) = F(H') and H is indecomposable if and only if F(H) is indecomposable. Image
Proof. Note that R is an S-order in Q" and that R is contained in R#, a maximal S-order, as S is a principal ideal domain. Then 5?R has finite representation type if and only if R'IR is R-generated by 52 elements and the radical of R#lR is R-cyclic [8, Theorem 33.141. A routine calculation shows that this is equivalent to n = 2 or n = 3 and j = 1, observing that R#IR = (Zlp'Z)"-'. 0
In view of Theorem 1.3 and Corollary 1.5, it follows that C(n, j) has finite representation type if and only if n = 2 or else n = 3 and j = 1 provided that the End(A;)'s are isomorphic. Except for the case n = 3 and j 12, this is proven (independently without the condition that the End(A,)'s are isomorphic) in [5] . The case rz = 3 and j 2 2 for acd groups is covered in (c) of the following corollary. To see that V is indecomposable let f = (f, fi, f2, f3, f4) be an idempotent representation endomorphism of V, where fi = flu(r) is an idempotent endomorphism of U(i). A straightforward computation shows that f, = fi = f3 (mod p) and f3A = Af, (mod p), using the fact that an arbitrary element of U, is of the form (x, x + py, xA + py) E U, El9 U, @ U, for x, y E (Z/P'Z)~.
Since A is an indecomposable Jordan matrix mod p, it follows that f, = 0 or 1 (mod p). Consequently, f = 0 or 1 so that V is an indecomposable representation, as desired. 0
Remark. There is a complete list of posets A and values of j such that 9?.epA(Z / p'Z) has finite representation type in [16] . In particular, 9?~~(Zlp'Z) has finite representation type if and only if II = 3 and j = 1 or else n = 2 and j 5 2. This does not apply directly to C(n, j), however, since not every representation in %!q,(Z / p'Z) is associated to a group in C(n, j) via Theorem 1.4(a).
In the following example, we explicitly construct indecomposables of arbitrarily large rank in C(3, p') and ZR(3,j) for j 2 2 from the indecomposable representations given in the proof of Corollary 1.6(c). Included is a prototypical construction of Hom(G, H) for G = G(n, j) and HE C(n, j). . . ,1)/p'. 0
The 'uniform' case
An H in C(n, p') is uniform if H/C, is a free Zlp'Z-module. Equivalently, the representation in Pi??, + 1 (Z lp'Z) is of the form given in Theorem 1.4(a) with the added proviso that U,,, , is also a free Z/p/Z-module.
Recall from Corollary 1.6 that C(3, p) has finite representation type while C(3, p') has infinite representation type for j 2 2. Restricting to uniform groups, however, yields the following:
Theorem 2.1. The uniform groups in C(3, p') have finite representation type.
Proof. In view of Theorem 1.4(a), it is sufficient to show that if V= (U, U,, U,, u,, U,> E gep,(zlp*Z)
. 1s indecomposable with U = U, @ U, 6? U, a free Z lp*Zmodule of rank d, U, a free Zlp'Z-module of rank r, and U, II U, = 0 for each (1) and (2). If X is a Zlp2Z-matrix, then X is equivalent, with respect to elementary invertible row and column operations, to
where I denotes a minimal identity matrix (possible empty) and 0 denotes a matrix of all zeros (possibly empty).
Since the row space of M is a free
Llp'Z-module and U, f' U, = 0 for each 15 i 5 3, each row of M must contain units of ZIlp'Z in at least two of A, B, or C. This fact will be used repeatedly, being the key to the distinction between the uniform and non-uniform cases. Henceforth, row and column operations on M refer to elementary invertible ones.
A sequence of operations (1) and (2) Here, for example, the subscript lp is a reminder that there is a 1 in the A' block and a p in the B' block for each lp-row. Notice that the G,, or G,, block cannot be cleared by the last row block of C' since the B' block cannot be restored by column operations in this case. We next reduce where each lp-row and each lo-row of CA must contain a unit, by using the following operations (3)-(9). The operations (6)- (9) are symbolized by arrows. For each of these operations, a sequence of operations (1) and (2) can be used to restore A', B', and the lower two row blocks of C' to their original forms, recalling that p* = 0.
(3) A column operation within each G, F, or D (restoring the last two rows of C' by row operations and A' and B ' by column operations).
(4) Set the upper two left blocks of C" to 0 (using the last two row blocks of C' and restoring A' and B ' by column operations).
(5) A row operation within each 11, lp, or lo-row block. (6) Add a multiple of a lo-row to a lp or 11-row or a multiple of a lp-row to a 11-row.
(7) Add a p-multiple of a ll-row to a lp-row or a p-multiple of a lp row to a lo-row.
(8) Add a multiple of a D-column to an F or G-column.
(9) Add a multiple of an F-column to a G-column and a p-multiple of a G-column to an F-column. To begin, assume that there is a unit u in D,,. Clearing the row and column of u in C" gives a rank-2 summand of V of the form (1, 0,l) (entries from blocks A, B, C respectively) as can be seen from (2.2). Now assume D,, contains no units, hence equivalent via (2.1) to (",' i). In fact, D,, = (pZ 0), otherwise a lo-row with all O's in D,, has a unit in either F,, or G,,. If this row has a unit in Flo, clearing its column in CA, its row in CA, and (2.2) shows that, (after restoring the bottom two row blocks of C', A', and B') V has a rank-4 summand of the form ( $', y : ). Now suppose this row has no units in F,, and a unit in G,,. A similar argument, using (9) to clear the row to the right of this unit produces a rank-3 summand of V of the form ( ,?, y : ). We now have:
We next show that C" may be assumed to be of the form
by using (l)- (9) This gives a CA of the desired form. In view of the above form of C", M = M', where Notice that the presence of E and pl is the same column reflects that adding a p multiple of a ll-row to a lo-row is not allowed by the arrows of C". Use the last two columns of M' and (3), to assume that each entry of is a unit or 0 and each row of H contains a unit. Also, in view of the first row block of C', together with operation (3), each element of E is either a unit or 0.
In particular, H and E may be reduced with operations over the field ZlpZ. Reduce H using the following Z/pi?-operations, indicated by the above arrows, all of which can be shown to allow restoration of the forms given so far: column operations within the F and G columns and from the F-column to the G-column and row operations within the lpp, 1~0, or 10 rows, form the 10 rows to the lpp-rows, and from the IpO-rows to the lpp-rows. A routine reduction, using these operations, yields H .3) now readily shows that the rank of an indecomposable V is bounded by some m 2 9, as desired. 0
Remark. An exhaustive examination of the 'canonical' form given by (2.5), (2.4), and (2.3) shows that the rank of an indecomposable V is ~13. Those with rank >9 occur with Zzo, I,, , Zzl, or I,, non-empty. In each of these cases, V can be shown to have a summand of rank 19 using allowable row and column operations. Thus, the rank of each indecomposable uniform V is bounded by 9. Moreover, 9 is the best possible bound, as there is an indecomposable uniform V of rank 9. The proof, together with the 'canonical' form makes possible a complete list of uniform indecomposables up to near-isomorphism via Theorem 1.4(a). This list has been derived by M. Mouser (Master's Thesis, Baylor University, 1993). Apply Theorem 1.4(a) to get an indecomposable HE C(3, j) of rank 12m, noting that H is uniform since U, is a free Zlp'Z-module. 0
Remark. The representation type of uniform groups in C(3,3) remains unresolved, but it seems likely that it is finite.
