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Abstract The present report describes numerical investigation of two-dimensional
unsteady airfoil ﬂows with application to aeroelastic stability. The report is di-
vided in two parts. Part A describes the purely aerodynamic part, while Part B
includes the aeroelastic part.
In Part A a transition prediction algorithm based on a simpliﬁed version of
the en method is proposed. The approach is based on the idea that instability
data from the stability theory are computed for a variety of ﬂow conditions. The
instability data are stored in a database from which the information can be ex-
tracted by interpolation. The input to the database are laminar integral boundary
layer parameters. These are computed from an integral boundary layer formu-
lation coupled to a Navier-Stokes ﬂow solver. The model is validated on a zero
pressure gradient ﬂat plate ﬂow, and compared to an empirical one-step transition
prediction method. Five diﬀerent airfoils are considered at ﬁxed angle of attack,
and the ﬂow is computed assuming both fully turbulent and transitional ﬂow and
compared with experimental data. In the case of unsteady airfoil ﬂows four dif-
ferent airfoils are investigated. Three oscillating in pitch and one in plunge. For
comparison a semi-empirical dynamic stall model is employed on the same test
cases. Additional implementation of arbitrary forcing has been conducted and
validated.
Results indicate that using a transition model the drag prediction is improved
considerably. Also the lift is slightly improved. At high angles of attack transi-
tion will aﬀect leading edge separation which again will aﬀect the overall vortex
shedding. If the transition point is not properly predicted this will aﬀect the whole
hysteresis curve. The transition model developed in the present work showed more
stable predictions compared to the empirical transition model. The semi-empirical
dynamic stall model predicts lift, drag, and moment characteristics acceptably well
as long as vortex shedding is not present.
In Part B a simple three degrees-of-freedom (DOF) structural dynamics model
is developed and coupled to the aerodynamics models from Part A. A 2nd order
accurate time integration scheme is used to solve the equations of motion. Two
airfoils are investigated: One is a 2 DOF NACA 0012 airfoil free to translate
in normal direction and free to rotate around the quarter-chord. Both stable and
unstable conditions are computed, and results are compared to a comparable study
from the literature. Both aeroelastic models predict stable conditions well at low
angle of attack. But at high angles of attack, and where unstable behaviour is
expected, only the Navier-Stokes solver predict correct aeroelastic response. The
semi-empirical dynamic stall model does not predict vortex shedding and moment
correctly leading to an erroneous aerodynamic damping.
The second airfoil under consideration is a 3 DOF LM 2 airfoil, which can also
vibrate in the edge-wise direction. An attempt to predict stall induced edge-wise
vibrations is conducted. Both aeroelastic models predict comparable aeroelastic
response where stable conditions are expected. At higher angles of attack, where
the ﬂow is separated, both models predict more dominant pitching motion, but
no stall induced edge-wise vibrations were predicted with the present approach.
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The thesis is divided in two parts. The ﬁrst Part A concerns the purely aero-
dynamic part, while Part B concerns the aeroelastic part.
After an overall introduction in chapter 1 the aerodynamic part is introduced
in chapter 2. The ﬂow solver, EllipSys2D, turbulence, and the developed transition
model are described in chapter 3 together with validation of the model. Chapter 4
describes results of ﬂows past airfoils at ﬁxed angles of attack.
In chapter 5 unsteady airfoil ﬂows and semi-empirical dynamic stall models are
discussed followed by chapter 6 where results of various unsteady airfoil ﬂows are
presented.
Part B begins with chapter 7 with an introduction to aeroelasticity, followed
by chapter 8 where the aeroelastic model is deﬁned together with the time integra-
tion and the coupling between the aerodynamic model and the structural model.
Finally, chapter 9 describes a number of aeroelastic test cases followed by overall
conclusions in chapter 10.
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Nomenclature
Greek Letters
α Angle of attack
α0 Initial angle of attack
αi Imaginary part of spatial wave number
αeq Equivalent angle of attack
β Prandtl-Glauert compressibility factor
δ Boundary layer thicknes
δ∗ Displacement thickness
δ3 Kinetic energy thickness
 Dissipation
γtr Intermittency function
λr, λi Real and imaginary part of eigenvalue, λ
µ Mass ratio
ν Total viscosity (laminar + turbulent)
νt Eddy viscosity
Ω Vorticity, Rotational Speed
ω Speciﬁc dissipation rate
ωα Pitch natural frequency, [rad/s]
ωx Edge-wise natural frequency, [rad/s]
ωy Flap-wise natural frequency, [rad/s]
φ Amplitude of perturbation, numerical error
ρ Density
τij Reynolds Stresses
τw Skin friction
θ Momentum thickness
ξ Stream-wise coordinate
ζ Complex damping ratio
ζα, ζx, ζy Structural damping ratios
Roman Letters
a.c. Aerodynamic center
ah Non-dimensional distance between e.a. and mid-chord
b Non-dimensional semi-chord
c Chord
c.g. Center of gravity
CD Dissipation coeﬃcient
Cd Drag coeﬃcient
Cf Skin friction coeﬃcient
Cl Lift coeﬃcient
Cm Moment coeﬃcient
CN Normal force coeﬃcient
Cp Pressure distribution
Ct Tangential force coeﬃcient
e.a. Elastic axis
f Frequency, [Hz]
F1, F2 Blending functions
h¯ Non-dimensional plunging amplitude
H = δ
∗
θ Shape factor
H∗ = δ
3
θ Kinetic energy shape factor
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k Turbulent kinetic energy
kll Lead-lag reduced frequency
kp Pitch reduced frequency
kpl Plunge reduced frequency
l Mixing length
M Mach number
p Local pressure
r Radius
rα Non-dimensional radius of gyration
rcg Non-dimensional distance between c.g. and mid-chord
Re Reynolds number
S Non-dimensional distance in semi-chords
St Strouhal number
t Time
T Period [s]
u, v Local velocities
ue Boundary layer edge velocity
U∞ Free stream velocity
V ∗ Non-dimensional velocity
W Wind speed, Work
x, y Global coordinates
xα Non-dimensional distance between e.a. and c.g.
x/c Non-dimensional horizontal distance from leading edge
xtr Transition point location
y+ Non-dimensional distance from surface
Abbreviations
2-D Two-Dimensional
B-L Beddoes-Leishman
CFD Computational Fluid Dynamics
DOF Degrees-Of-Freedom
DNS Direct Numerical Simulation
FEM Finite Element Methods
IBLF Integral Boundary Layer Formulation
LCO Limit Cycle Oscillations
LES Large Eddy Simulation
NREL National Renewable Energy Laboratory
NS Navier-Stokes
ODE Ordinary Diﬀerential Equation
PISO Pressure-Implicit with Splitting of Operators
PSE Parabolized Stability Equations
RANS Reynolds Averaged Navier-Stokes
SIMPLE Semi-Implicit Method for Pressure-Linked Equations
SST Shear Stress Transport
SUDS Second Order Upwind Diﬀerencing
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1 Introduction
The term Unsteady Airfoil Flow relates to the unsteady forces created on two-
dimensional (2-D) aerodynamic airfoil shaped bodies subjected to a ﬂuid ﬂow.
The ﬂow causes pressure and friction on the body surface, which again results
in forces and moments acting on the body. When the airfoil moves due to either
forced motion or elastic deformation the incidence, or the angle of attack, changes
with time. This causes the forces to change resulting in dynamic eﬀects. Another
phenomenon that also greatly inﬂuences the dynamic forces is the stream-wise
pressure gradient in the boundary layer. With increasing adverse pressure gradient
the boundary layer will eventually separate from the surface causing additional
dynamic changes in forcing. At high angles of attack of an airfoil, where large
adverse pressure gradients are present on the suction side separation can take place
and vortices can be shed causing the airfoil to stall, i.e. an abrupt decrease in lift.
For a periodic varying incidence, the forces and moments will exhibit hysteresis
eﬀects due to the diﬀerence in separation for increase compared to decrease in
angle of attack. These dynamic stall eﬀects are highly non-linear.
Airfoil shaped bodies are utilized in a number of industries. The most widely
known are aircraft, helicopter, wind turbine, and turbomachinery industries, where
proper prediction of airfoil characteristics are of major importance. Unsteady air-
foil ﬂows and dynamic stall prediction methods used by the industry are largely
based on empirical or semi-empirical approaches, which are fast and rather ac-
curate where non-linear eﬀects are not too great. But increased development in
aircraft and wind turbine aerodynamics creates demand for a more detailed in-
formation of the non-linear unsteady loads, dynamic response, and aeroelastic
stability, caused by dynamic airfoil motions, including dynamic stall eﬀects.
Earlier on aerodynamic theory was mainly based on small disturbance theory.
Using this theory the non-linear aerodynamic equations were linearized making
the solution a possible task. This theory is valid for arbitrary unsteady incom-
pressible motion of an airfoil. It has been proven quite applicable for unsteady
ﬂow in the attached region. By correcting the theory by Prandt-Glauert’s com-
pressibility correction compressible eﬀects can be investigated as well. A second
approach for investigating arbitrary motion of subsonic airfoil ﬂow is employing
a superposition of indicial response functions, i.e. Fourier-integral superposition
of theoretical results for simple harmonic oscillations. This method has also been
extended to take non-linear aerodynamic eﬀects into account. Finally, investiga-
tion of detailed non-linear aerodynamics has recently (within the last couple of
decades.) been possible using Computational Fluid Dynamics, (CFD).
Aeroelasticity is a discipline where mutual interaction between aerodynamic and
elastic forces on lifting surfaces is investigated. Aeroelastic theory has developed
since the ﬁrst airplanes began to exhibit undesired vibrations during ﬂight. The
ﬁrst aeroelastic theory was, as aerodynamic theory, based on small disturbance
theory in order to linearize the problem. Theodorsen coupled his aerodynamic the-
ory to the typical section (a two degrees-of-freedom airfoil section) and made the
ﬁrst aeroelastic stability investigations, Bisplinghoﬀ et al., ref. [4]. Later non-linear
aerodynamic theories were applied together with structural ﬁnite element models
(FEM) for ﬂutter studies, and ﬁnally to examine the detailed non-linearities of
the aerodynamics, CFD is used for fully coupled aeroelastic problems.
Due to advances in computational methods and computing power, the ability
to solve the full unsteady Reynolds averaged Navier-Stokes equations have made
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it feasible to investigate and solve the mysteries of unsteady airfoil ﬂows. The
present work contributes to this ﬁeld by using CFD together with turbulence and
transition modeling to investigate unsteady airfoil ﬂow phenomena. By coupling
a simple structural model to the CFD code it is possible also to investigate aeroe-
lastic stability problems.
1.1 Research Objectives
The objectives of the present work are twofold. The ﬁrst major objective is to de-
velop a transition model suitable for modeling transition point locations in a fast
and eﬃcient way in 2-D ﬂows. The model is based on linear stability theory and
referred to as the en model. The present approach is to solve the linear stability
equation (the Orr-Sommerfeld equation) once and save the boundary layer stabil-
ity data in a database. The database requires laminar boundary layer parameters
as input. These are computed by an integral boundary layer equation approach on
top of a 2-D incompressible Navier-Stokes (NS) solver. In this way boundary layer
parameters can be computed without the diﬃculty of determining the boundary
layer edge directly from a NS solver. The transition model is validated on ﬂat
plate ﬂow and applied on airfoil ﬂow together with an empirical transition model,
the Michel Criterion, for comparison. Finally both fully turbulent and transitional
computations are performed on unsteady airfoil ﬂows, i.e. dynamic stall.
The second major objective of the present work is to investigate aeroelastic
stability using a NS solver. A simple three degrees-of-freedom (DOF) structural
dynamics model is developed and coupled to the ﬂow solver. A 2nd order accurate
implicit Crank-Nicolsen method is used to solve the system of coupled non-linear
equations.
A minor objective is the implementation and application of a semi-empirical
dynamic stall model, the Beddoes-Leishman dynamic stall model, and use it as
a fast alternative to, and for comparison with the NS solver. This model is also
coupled to the 3 DOF structural model for comparing aeroelastic computations.
Finally the aeroelastic models are applied on two airfoils i.e. a 2 DOF NACA
0012 airfoil and a 3 DOF wind turbine airfoil, the 18 % thick LM 2 airfoil.
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Part A:
Aerodynamic Modeling
2 Introduction to Aerodynamics
On stall regulated wind turbines large regions of separated ﬂow will occur during
operation at high wind speeds. This approach controls the power output by ex-
ploiting that lift force decreases when the wind turbine blade stalls and thereby
power output and loads are limited. The overall three-dimensional ﬂow on a rotor
is a very complex unsteady ﬂow depending on a variety of parameters. These are
wind speed, wind shear, atmospheric turbulence, yaw angle, rotational speed, rotor
radius, the overall layout of the blade, i.e. twist, taper, and thickness distribution,
rotor radius, and ﬁnally the airfoil shape, i.e. thickness, camber, smoothness of
surface, leading edge thickness, roughness insensitivity, blunt/sharp trailing edge,
etc. During stalled operation aerodynamics is highly non-linear and hysteresis ef-
fects will occur. Some of these eﬀects will also take place on a two-dimensional
(2-D) non-rotating wing exhibiting unsteady motion. Eﬀects which are of major
importance in predicting 2-D dynamic stall eﬀects include the ability to properly
predict airfoil characteristics; lift, drag, and moment coeﬃcients, which highly de-
pend on correct prediction of separation. A second eﬀect is transition from laminar
to turbulent ﬂow in the boundary layer. If turbulence intensity of the incoming
ﬂow is low and the airfoil is designed to maintain laminar ﬂow on part of the airfoil
surface, the point where transition takes place is important to predict correctly,
since it aﬀects the skin friction and the laminar separation.
The following chapters of part A describes the aerodynamic models employed in
the present work to solve some of the mysteries of unsteady airfoil ﬂows. Chapter 3
describes the incompressible Navier-Stokes ﬂow solver EllipSys2D together with
turbulence and transition modeling. A transition model based on linear stability
theory is proposed and validated on a ﬂat plate ﬂow. Computations of ﬂow past
ﬁxed angle of attack airfoil sections are presented in chapter 4. Unsteady airfoil
ﬂow and various results are described in chapters 5 and 6, respectively.
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3 Aerodynamic Model
3.1 Navier-Stokes code (EllipSys2D)
The CFD results determined in the present study are computed using EllipSys2D,
an incompressible general purpose Navier-Stokes solver in 2-D. It is developed by
Michelsen, ref. [29], [30] and Sørensen, ref. [42], and is a multiblock ﬁnite vol-
ume discretization of the Reynolds Averaged Navier-Stokes equations in general
curvilinear coordinates. The code uses primitive variables (u, v, and p). The in-
compressible continuity equation is
∂ui
∂xj
= 0, (1)
and the incompressible Reynolds Averaged Navier-Stokes equations are
∂ui
∂t
+ uj
∂ui
∂xj
+
1
ρ
∂p
∂xi
=
∂
∂xj
[
(νlam + νt)
(
∂ui
∂xj
+
∂uj
∂xi
)]
(2)
Solution of the momentum equations is obtained using a second order upwind
diﬀerencing scheme, (SUDS). For incompressible ﬂow an additional equation is
needed for the pressure, and the standard practice is to derive a pressure equation
by combining the continuity equation with the momentum equation. The momen-
tum and pressure equations are then used in a predictor-corrector fashion using
the SIMPLE algorithm by Patankar, ref. [32] for steady state calculations. For the
unsteady calculations the PISO method by Issa, ref. [18] is applied. The resulting
time integration is 1st order accurate in time.
The steady state calculations are accelerated by the use of a three level grid
sequence and a local time stepping, while the transient calculations employ single
grid technique with global time stepping in order to retain temporal accuracy.
At the end of the Ph.D. period an experimental version of the EllipSys2D code
was further developed at Risø to employ a dual time stepping algorithm to fur-
ther decrease the computational time during unsteady computations. The idea is
that an additional level of iteration is introduced in order to get rid of numerical
stability problems using large time steps. Within one physical time step a number
of subiterations are performed assuming steady-state condition. This additional
subiteration allows the code to take a physical time step of nearly any size as long
as the overall ﬂow features are captured. The computational cost is approximately
a factor ﬁve more expensive per time step, but it is possible to take time steps
two orders of magnitude larger than the original unsteady computations. So the
technique reduces the computational time with a factor of ≈ 20. This algorithm
is used for some of the more recent computations. The methods is described in
more detail in Rumsey et al., ref. [38].
3.2 Turbulence Modeling
The key discipline when computing turbulent ﬂow using CFD is the modeling of
turbulence. Due to the very large spectrum of length and time scales a full simu-
lation of all present turbulent scales is impractical. For simple ﬂow conﬁgurations
and low Reynolds numbers this can be done using Direct Numerical Simulation
(DNS), which can only be used in 3-D ﬂows and would require unrealisticly large
computational resources for the ﬂow conﬁgurations considered here. For turbulent
airfoil ﬂows two kinds of turbulence modeling is currently available. They are Large
Eddy Simulation (LES) where the inhomogeneous turbulence is resolved using the
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Navier-Stokes equations, and the very small homogeneous scales are modeled us-
ing a proper ”subgrid scale model”. The second kind of turbulence modeling is
based on the Reynolds Averaged Navier-Stokes equations (RANS), and is a phe-
nomenological approach. In the present work only computations based on the
RANS approach are conducted.
There are a number of RANS turbulence models which are placed in two cate-
gories, the 1st order models and the 2nd order models. In the 1st order models the
Reynolds stresses, τij , are related directly to the mean velocity ﬁeld, while the 2nd
order models solve balance equations for the Reynolds stresses. 1st order closure
models are based on the Boussinesq approximation which assumes that the princi-
pal axes of the Reynolds-stress tensor coincide with those of the mean strain rate
tensor at all points in the turbulent ﬂow. The coeﬃcient of the proportionality is
the eddy viscosity, νt.
Three diﬀerent kinds of 1st order models are available.
• In the algebraic model, νt ∝ l2
∣∣∣∂u∂y ∣∣∣, the mixing length l is described by an
algebraic equation determined empirically by the ﬂow conﬁguration, while
the velocity gradient is related to the mean ﬂow.
• In the one-equation model, the mixing length is supplemented with a trans-
port equation of a turbulent quantity, usually the turbulent kinetic energy,
k, (Then νt ∝ lk 12 ) but also the eddy viscosity, νt, or the modiﬁed turbulent
Reynolds number, νRet, can be used.
• In the two-equation model, νt is obtained through the solution of two balance
equations: usually one for k and another for either the dissipation, , which
gives νt ∝ k2 , or for the speciﬁc dissipation rate, ω, which gives νt ∝ kω .
In most engineering applications involving a fully turbulent ﬂow with only weak
stream-wise pressure gradients and small curvature eﬀects, turbulent quantities
can be predicted well using conventional 1st order turbulence models. For ﬂows
with adverse pressure gradients and especially for separated ﬂows, most 1st order
turbulence models fail to give proper predictions.
In airfoil ﬂows, which, due to the curvature of the surface, contains areas with
relatively large stream-wise pressure gradients, the choice of a turbulence model is
important. For high incidences the circulation of the airfoil causes severe adverse
pressure gradients on the suction side, which often leads to separation and vortex
shedding. Because of this turbulence models with the ability to take history eﬀects
into account, i.e. transport of Reynolds stresses, are considered for the present
study.
In EllipSys2D a number of turbulence models are implemented, but during pre-
vious work done at Risø the k−ω SST (Shear Stress Transport) model by Menter,
ref. [27], has proven very useful for 2-D airfoil ﬂow. The following subsection de-
scribes the k − ω SST model.
k − ω SST turbulence model
The k−ω SST model by Menter, ref. [27], is a hybrid of the original k−ω model by
Wilcox, ref. [52] and the standard k− model by Jones and Launder, ref. [19]. It is
known that the Wilcox k−ω model is superior to the k−  model in wall bounded
ﬂows. The k−ω model does not involve damping functions at the wall and allows
simple Dirichlet boundary conditions to be speciﬁed. This simplicity makes the
model more numerically stable than other two-equation models. Furthermore the
behavior of the k − ω model in the logarithmic region is superior to that of the
k −  model in equilibrium adverse pressure gradient ﬂows. In the wake region of
the boundary layer, the k − ω model has to be abandoned in favor of the k − 
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model, because of its sensitivity to the freestream values, ω∞. The k−model does
not suﬀer from this dependency and this model is utilized in the free shear layer
away from the surface. To achieve these desired features in the diﬀerent regions
the k −  model is transformed to a k − ω formulation, and the two versions are
coupled using a blending function, F1, in the boundary layer.
An additional feature of the k−ω SST model is the modiﬁcation of the eddy vis-
cosity to take into account the transport of the maximum Reynolds shear stresses.
The eddy viscosity is given by
νt =
a1k
max(a1ω; | Ω | F2) , (3)
a1 being a constant, k is the turbulent kinetic energy, Ω is the vorticity, and F2 is a
blending function diﬀerent from F1. This deﬁnition secures that for adverse pres-
sure gradient boundary layer ﬂows, production of k is larger than its dissipation
(or Ω > a1ω), or in other words that the eddy viscosity νt is kept smaller than in
the original deﬁnition, leading to an earlier separation. The original formulation,
νt = kω is used in the rest of the ﬂow. The two transport equations for k and ω,
respectively, are given by
∂k
∂t
+ uj
∂k
∂xj
= τij
∂ui
∂xj
− β∗kω + ∂
∂xj
[
(µ+ σkµt)
∂k
∂xj
]
(4)
and
∂ω
∂t
+uj
∂ω
∂xj
= α
ω
k
τij
∂ui
∂xj
−βω2+ ∂
∂xj
[
(µ+ σωµt)
∂ω
∂xj
]
+2(1−F1)σω2 1
ω
∂k
∂xj
∂ω
∂xj
.
(5)
β, β∗, σk, σω, and σω2 are model constants deﬁned in Menter, ref. [27]. The blend-
ing functions, F1 and F2, are functions that varies from unity in a large part of the
boundary layer and goes to zero at the boundary layer edge. (Here µ are kinematic
viscosities.)
The k− ω SST model is implemented in EllipSys2D by Sørensen, ref. [43], and
all computations in the present report are computed using this model.
3.3 Laminar/Turbulent Transition Modeling
Computation of ﬂows over airfoils is a challenging problem due to the various
complex phenomena connected with the occurrence of separation bubbles and the
onset of turbulence.
In the case of low Reynolds number airfoil ﬂows (Rec < O(106)), proper model-
ing of the transition point location is crucial for predicting leading edge separation
and skin friction. The transition prediction algorithm must be reliable since the
transition point location may aﬀect the termination of a transitional separation
bubble and hence determine bubble size and associated losses. This again has a
strong inﬂuence on airfoil characteristics, with drag being the most aﬀected.
The airfoil ﬂows under consideration in the present report are all at Reynolds
numbers based on chord length varying from Rec = 1.0× 106 to Rec = 3.0× 106.
This range is typical for wind turbine applications. For these types of ﬂow the
laminar to turbulent transition is an important factor to take into account.
The transition from laminar to turbulent ﬂow occurs because of an incipient in-
stability of the basic ﬂow ﬁeld. Disturbances in the freestream, such as freestream
turbulence or vorticity, enter the boundary layer as steady and/or unsteady ﬂuctu-
ations of the basic state. A variety of diﬀerent instabilities can occur independently
or together and the appearance of any type of instability depends on Reynolds
number, wall curvature, surface roughness, and freestream turbulence intensity.
The initial growth of these instabilities is described by linear stability theory. This
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growth is weak and can be modulated by pressure gradients. As the amplitude
grows, three dimensional and non-linear eﬀects occur in the form of secondary
instabilities. The disturbance growth is very rapid in this case and breakdown to
turbulence occurs. The point of instability, xinst, is deﬁned as where the ﬁrst in-
stabilities occur, and transition takes place at xtr , where the ﬁrst turbulent spots
appears. In Schlichting, ref. [39], the transition scenario is described. The region
between the transition point and where the ﬂow has become fully turbulent, xturb,
is called the transition region.
If the initial instabilities are strong (e.g. high freestream turbulence or surface
roughness) the growth of linear disturbances is by-passed and the linear theory
fails to predict transition. In this case computations are usually made assuming
fully turbulent ﬂow, which is a fair and reasonable assumption.
The en method is probably the most widely used transition prediction method
and this will also be applied in the present study (see below). Besides linear
theory, other approaches for modeling transition should be mentioned here. One
method applies asymptotic theory. The theory allows the inclusion of non-linear
eﬀects stemming from non-parallel, quasi-parallel ﬂows. Further information can
be obtained from Cowley et al., ref. [8]. A more recent approach is the parabolized
stability equations (PSE). This concept is related to the linear stability theory,
except that the PSE method takes history eﬀects into account and allows for
analyzing forced modes, non-linear growth and secondary instabilities up to the
breakdown stage. Further information can be obtained from Herbert, ref. [17].
In the present work, a transition prediction procedure based on a simpliﬁed en
model has been developed and it is compared to a simple empirical model, the
Michel Criterion.
Michel Criterion
A popular transition prediction model is the empirical criterion by Michel, ref. [28].
As shown by e.g. Ekaterinaris et al., ref. [11] and Mehta et al., ref. [26], this model
gives fairly good results for many airfoil ﬂows. The Michel criterion is a simple
model based on experimental data on a ﬂat plate with almost no pressure gradient
and correlates local values of momentum thickness with position of the transition
point. It simply states that transition onset location takes place where
Reθ,tr = 1.174
(
1 +
22400
Rex,tr
)
Re0.46x,tr (6)
where Reθ,tr is the Reynolds number based on momentum thickness, and Rex,tr is
the Reynolds number, based on the distance measured from the stagnation point.
en Method
The en method was originally proposed by Smith, ref. [40] and van Ingen, ref. [50].
It is based on linear stability analysis using the Orr-Sommerfeld equation to de-
termine the growth of spatially developing waves.
Linear stability theory suggests that the unperturbed steady and parallel mean
ﬂow is superimposed with a time-dependent sinusoidal perturbation - the Tollmien-
Schlichting waves. This results in the well known Orr-Sommerfeld equation, which
is a 4th order linear eigenvalue problem in φ, where φ is the amplitude of the per-
turbation. This equation determines whether spatially developing waves will be
stable or unstable due to the ampliﬁcation factor αi, which is the imaginary part
of the spatial wave number. For positive αi the waves are damped and for neg-
ative αi the waves are growing and the ﬂow becomes unstable. In this way the
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point of instability can be determined. This is deﬁned as where αi = 0, i.e. neutral
stability.
The en model predicts turbulence when the amplitude of the most unstable
frequency exceeds the initial unstable amplitude by a factor en. In ﬁgure 1 the
process of determining the n factor is depicted.
Figure 1. Schematic representation of the neutral curve, the ampliﬁcation factor
αi, and the integrated N factor for a boundary layer with a constant value of shape
factor H. Stock and Degenhart, ref. [45]
In the top graph of Figure 1 the neutral curve obtained from the Orr-Sommerfeld
equation is shown, (αi = 0). F is the reduced frequency, Reδ∗ is the Reynolds
number based on displacement thickness, and αi is the ampliﬁcation factor of the
perturbations in spatial stability theory. Sweeping through the neutral curve for
diﬀerent values of F , F1, The N factor can be determined for each frequency using
N(F1, Reδ∗) = −
∫ Reδ∗
Reδ∗
min
αidReδ∗ , (7)
resulting in a number of N curves as the one depicted in the lower graph of
ﬁgure 1. The envelope of all N curves results in a nmax curve, which can be
used to determine the point of transition. The n factor is empirically determined
from several experiments, and can vary from one ﬂow situation to another. It is
usually set at a value around 8-10. In the present work it is set at 9. i.e. when
the amplitude of the most unstable spatially developing wave has increased by a
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factor e9 ≈ 8100. For further details about the en model see Arnal, ref. [3], Smith,
ref. [40], and van Ingen, ref. [50].
3.4 Simpliﬁed en model
There have been several successful attempts to apply simpliﬁed versions of the
en method in combination with viscous-inviscid interaction algorithms (e.g. Drela
and Giles, ref. [10] and Cebeci, ref. [6]).
In the present work a database on stability, with integral boundary layer pa-
rameters as input, has been established, as suggested by Stock and Degenhart,
ref. [45]. The approach is based on the idea that a discrete set of results to the
Orr-Sommerfeld equation is representative for all possible laminar velocity pro-
ﬁles and for all relevant disturbance frequencies. In the present work the instability
data are stored in a database from which the relevant information can be extracted
by interpolation. This database avoids the need for computing growth rates for
each velocity proﬁle.
The database is originally implemented by Petersen, ref. [33] using Falkner-Skan
velocity proﬁles and is extended by Olesen, ref. [31] to include separated velocity
proﬁles, based on the theory of Dini et al., ref. [9], which applies velocity proﬁles
described by hyperbolic tangent functions. The ﬁnal database was in previous
work never validated properly, but during this work small errors were ﬁxed and
the database was ready for application.
As input to the database the laminar integral parameters such as displacement
thickness, δ∗, momentum thickness, θ, kinetic energy thickness, δ3, boundary layer
edge velocity, ue, together with Reynolds number base on chord length, Rec, are
used. These are computed using an integral boundary layer equation approach
combined with the Navier-Stokes solver.
Integral Boundary Layer Formulation
Input parameters for the database are laminar boundary layer parameters, δ∗, θ,
and δ3 together with ue and Rec. This results in some diﬃculties. First, the deter-
mination of boundary layer parameters using the NS solver is not accurate, since
the boundary layer thickness is not well deﬁned. Second, turbulence starting from
the transition point inﬂuences the integral parameters upstream. This results in
boundary layer parameters diﬀering from their fully laminar value resulting in
erroneous interpolation in the database. An alternative procedure is thus required
for calculating these parameters.
The procedure chosen in the present study is a two equation integral boundary
layer model based on dissipation closure.
The ﬁrst of the two equations is the von Karman integral relation given by:
dθ
dξ
+ (2 +H)
θ
ue
due
dξ
=
Cf
2
, (8)
where H is the shape factor, ξ is the stream-wise coordinate, and Cf is the skin
friction coeﬃcient. This equation is obtained by integrating the steady boundary
layer equations with respect to the normal direction across the boundary layer.
The second equation is a combination of eq. (8) and the kinetic energy thickness
equation, and is given by:
θ
dH∗
dξ
+H∗(1 −H) θ
ue
due
dξ
= 2CD −H∗Cf2 , (9)
where H∗ is the kinetic energy shape parameter and CD is the dissipation coef-
ﬁcient. For laminar ﬂow, the two 1st order ordinary diﬀerential equations can be
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solved with the following closure relationships for H∗, Cf , and CD respectively.
H∗ = 1.515 + 0.076 (4−H)
2
H , H < 4
H∗ = 1.515 + 0.040 (H−4)
2
H , H > 4 (10)
Reθ
Cf
2
= −0.067 + 0.01977(7.4−H)
2
(H − 1) , H < 7.4 (11)
Reθ
2CD
H∗
= 0.207 + 0.00205(4−H)5.5, H < 4
Reθ
2CD
H∗
= 0.207− 0.003 (H−4)2(1+0.02(H−4)2) , H > 4. (12)
This model has successfully been used in viscous-inviscid interactive algorithm by
Drela and Giles and for further details is referred to Drela and Giles, ref. [10].
To solve the two equations, (8) and (9), a third relation is necessary. By using
the NS solver to compute the pressure at the surface and assuming no pressure
variation across the boundary layer (pwall = pe), ue can be determined from u∞
using the Bernoulli equation along a streamline. The two equations are then solved
by a Newton-Raphson method.
Close to the stagnation point, where the skin friction varies dramatically and
a small variation in skin friction factor causes a large variation in edge velocity,
the equations are solved using a direct procedure (ue given - solving for θ and
H). When approaching separation, the direct procedure becomes ill-conditioned
because a single edge velocity corresponds to two diﬀerent skin friction factors.
(One positive and one negative) By computing Cf using the NS solver, H can be
computed using the closure relation, eq.(11), and eqs. (8) and (9), can be solved
inversely with θ and ue as variables. Laminar separation takes place at H ≈ 3.9.
In the present implementation the inverse procedure is initiated before separation
takes place, i.e. when H = 3.0
The computations need an initial value for the displacement thickness, θ, which
is obtained using Thwaites’ method. Thwaites’ method is an empirical correlation
between θ and ue given by (White, ref. [51]).
θ(x)2
ν
=
0.45
u6e(x)
∫ xi
xstagp
u5e(xi)dx
Equations (8) and (9) are discretized using a 2nd order central diﬀerencing
scheme and the descretized equations are given in appendix A.
Transition region
The extension of the transition region is obtained by an empirical model, suggested
by Chen and Thyson, ref. [7]. This is a conceptually simple model that scales eddy
viscosity by an intermittency function, varying from zero in the laminar region and
progressively increases in the transition region until it reaches unity in the fully
turbulent region. The intermittency function, γtr, is given by
γtr(x) = 1− exp
[(
− u
3
e
ν2Gγtr
)
Re−1.34xtr (x− xtr)
∫ x
xtr
dx
ue
]
. (13)
ν is the total viscosity (ν = νlam+νt). The modeling constant, Gγtr was originally
suggested to be 1200 for high Reynolds number ﬂows. In order to take into account
separation, especially for low Reynolds number ﬂows, it was modiﬁed by Cebeci,
ref. [6] to take the form
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Gγtr = 213[log(Rextr)− 4.732]/3. (14)
The range at which this modiﬁcation is valid is Rec = 2.4× 105 to 2.0× 106.
Solution Algorithm
The overall solution algorithm for the integral boundary layer equations is as
follows:
1. The Navier-Stokes solver computes the overall ﬂow ﬁeld, i.e. u, v, p, k, ω.
2. The direct procedure is applied.
(a) As initial values the transition subroutine computes an edge velocity, ue
from the Bernoulli equation, the momentum thickness, θ using Thwaites’
method, and the skin friction coeﬃcient, Cf = τw/(1/2ρu2e).
(b) The direct method uses ue as input to the integral boundary layer equa-
tions and computes θ and H using a Newton-Raphson method stepping
in the stream-wise direction.
3. When H reaches 3.0, the inverse solution procedure is applied.
(a) Hinverse is computed using the closure relation for
Cf
2 , eq. (11), and is
used as input to the integral boundary layer equations.
(b) The inverse procedure computes θ and ue using a Newton-Raphson
method stepping in the stream-wise direction.
4. The instability database are called at each boundary layer station with bound-
ary layer parameters as input to investigate stability.
5. If the boundary layer is unstable, i.e. when n reaches 9, the transition point
is determined and the computation is stopped.
3.5 Model Validation
To validate the transition model and to exemplify the procedure of the model,
steady ﬂow over a ﬂat plate is investigated, since this is a relatively simple tran-
sitional ﬂow. Almost no pressure gradient is present and a large amount of exper-
imental data exist. The critical Reynolds number, Recr, is deﬁned as the value
where the ﬂow turns from laminar to turbulent and it is a function of the turbu-
lence intensity. For the present computation the turbulence intensity is in practice
negligible.
The ﬂat plate is modeled as a plate with a ﬁnite, but very small thickness. The
leading edge is described as a parabola and the trailing edge is made by collapsing
the two last points into one. The thickness of the plate is 0.002 chord lengths and
the parabola is extended 10 thicknesses from the leading edge. The grid around
the ﬂat plate is a half O-grid made symmetric around the chord. The boundary
condition at the symmetry line ensures symmetric ﬂow conditions. In this way
the number of grid points is reduced to half number of grid points. The grid
has 144 grid points in the stream-wise direction and 72 in the normal direction,
respectively. The inﬂow and outﬂow boundary of the grid is placed 1 chord length
from the plate. The Reynolds number based on chord length is Rec = 4.0× 106.
Figure 2 shows the momentum thickness, θ, the displacement thickness, δ∗, and
the skin friction factor, Cf , using the integral boundary layer formulation coupled
to the NS solver, and compared with the exact solution for laminar ﬂat plate
ﬂow given by Blasius. It should be noted here that the integral boundary layer
computation is only computed until turbulence starts to occur, causing the values
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Figure 2. Solution of integral boundary layer formulation (IBLF), represented by
θ, δ∗, and Cf and compared with exact solution by Blasius, Rec = 4.0× 106.
to end at x/c = 0.57 (see later). The computed shape factor has the value of
H = 2.59 which corresponds exactly to the theoretical laminar value. As seen the
results are in good agreement with theory indicating that the integral boundary
layer formulation gives good predictions for ﬂows without stream-wise pressure
gradient.
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Figure 3. Flow over a ﬂat plate. Maximum n-factor, nmax, transition point loca-
tion, xtr, and intermittency function, γtr, Rec = 4.0× 106.
Figure 3 shows left the growth of the n factor, nmax, as one proceeds down-
stream. The initial instability takes place around xinst = 0.05 and the transition
takes place where the n factor reaches the value 9, i.e. xtr = 0.57. The resulting
transition point corresponds to a critical Reynolds number, Recr = 2.3×106. The
right plot shows the intermittency function, γtr, determined by equation (13). It
is seen that the ﬂow is considered fully turbulent at xturb ≈ 0.85 corresponding
to Returb = 3.4 × 106. The experimental value of the critical Reynolds number
is given by Recr = 2.8 × 106 and the Reynolds number where the ﬂow has be-
come fully turbulent is Returb = 3.9 × 106, Schlichting, ref. [39]. The diﬀerence
in Returb compared to the experimental value depends on the deﬁnition of fully
turbulent since the intermittency function asymptotically approaches unity. The
agreement is considered good. For comparison; using the Michel criterion results in
xtr = 0.50→ Recr = 2.0×106. The extension of the transition region corresponds
well with experiments.
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4 Results of Flow past Fixed Air-
foils
The present section describes the results for a number of ﬁxed airfoils at diﬀerent
Reynolds numbers. The computations are made using EllipSys2D. After a descrip-
tion of the grid generation, some general assumptions concerning the experimental
data are discussed. For the ﬁrst airfoil both steady and unsteady computations are
made to verify the suﬃciency of using steady computations for static airfoil ﬂows.
The rest of the airfoil computations are made assuming steady state conditions in
order to take advantage of the local time-stepping acceleration algorithm. Solu-
tion of the momentum equations is obtained using a 2nd order upwind diﬀerence
scheme (SUDS) and the pressure-velocity coupling is obtained with the SIMPLE
method.
Grid Generation
The computational grids are generated by the program HypGrid2D developed by
Sørensen, ref. [44]. This is a hyperbolic grid generator. The topology used in the
present work is an O-grid which has the advantage over C-grids that the cells in
the wake are not as stretched. Furthermore the placement of the wake is avoided
using an O-grid leading to a more general grid. A grid reﬁnement study is made
for all grids. The resulting grids for all airfoils are constructed to have a distance
to the ﬁrst gridline away from the surface corresponding to y+ ≈ 0.5 in order to
satisfactorily resolve the laminar sublayer. The outer boundary is around 16 chord
lengths away from the airfoil. The number of grid points are 256 around the airfoil
and 64 normal to the airfoil surface. The distribution of grid points around the
airfoil surface was optimized for each airfoil due to the diﬀerent geometries (i.e.
leading edge curvature, camber, thickness, blunt/sharp trailing edge, etc.)
An example of a grid is shown in ﬁgure 4, which shows the grid around a DU-
91-W2-250 airfoil. At the bottom of ﬁgure 4 details of grid near the surface and
at the blunt trailing edge are shown.
General Assumptions
Both fully turbulent and transitional computations, using both transition models,
are made for comparison with experimental data. The experimental data comes
from a variety of airfoils measured in diﬀerent wind tunnels with diﬀerent levels
of turbulence intensity. If the turbulence intensity is low,(< 0.1%) and the airfoil
is smooth the ﬂow can be considered as being transitional. But if the turbulence
intensity is too high, disturbances in the freestream can bypass the transition and
generate turbulence further upstream. In this case a fully turbulent computation
is expected to be closer to experimental data compared to a transitional compu-
tation. Finally, some experiments are conducted with roughness elements placed
on the airfoil leading edge. In this case turbulence is generated at the leading edge
as a source. This ﬂow conﬁguration is not possible to predict with the present
version of the code.
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Figure 4. Grid around DU-91-W2-250 airfoil (top), and details showing grid reso-
lution around the surface (left) and around the blunt trailing edge (right). 256×64
grid points.
Airfoils
The test cases chosen are airfoils which are mainly developed for wind turbine
application, but also other airfoils are chosen where the ﬂow parameters are com-
parable, and the experimental data are considered as being of good quality. The
airfoils are shown in ﬁgure 5.
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Figure 5. Airfoils tested at ﬁxed angels of attack.
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The experimental data for the ﬁrst three airfoils include measurements of the
transition points. The ﬁrst two, the DU-91-W2-250 and the S809, are airfoils
designed for wind turbine applications, where no large diﬀerence between fully
turbulent and transitional ﬂow is expected, since they are designed to be roughness
insensitive. The third airfoil, the FX66-s-196 V1, is a laminar airfoil where large
diﬀerence between fully turbulent and transitional ﬂow is expected. The NACA
63-425 airfoil was chosen as a high Reynolds number case. Finally, a third wind
turbine airfoil, the RISØ-1 airfoil, measured in a high turbulence intensity wind
tunnel is investigated.
Results are presented by lift and drag coeﬃcients (Cl and Cd) as function of an-
gle of attack, α, and pressure distributions, Cp, skin friction distributions, Cf , and
transition point locations, xtr, and compared with experimental data, if available.
4.1 DU-91-W2-250
The ﬁrst airfoil considered is a dedicated wind turbine airfoil with a relative thick-
ness of 25%. The Reynolds number based on chord length is Rec = 1.0× 106. It is
developed at the Delft University and tested in the low turbulence wind tunnel,
Timmer and van Rooy, ref. [47]. The freestream turbulence level varies from 0.02%
at 10 m/s to 0.1% at 90 m/s.
The experiments are conducted on an airfoil with smooth surface. Because of
this it is assumed that the surface does not trigger turbulence until the lami-
nar boundary layer becomes unstable and the ﬂow experiences free transition to
turbulence.
The problem about the unsteadiness of the ﬂow and the ability of being able
to compute an unsteady ﬂow over a ﬁxed airfoil with a steady procedure was ﬁrst
investigated. Six diﬀerent angles of attack, varying from attached ﬂow to highly
separated ﬂow were computed using the unsteady mode of EllipSys2D. The un-
steady computations employ the PISO algorithm for the pressure-velocity coupling
and a single grid technique with global time stepping in order to retain temporal
accuracy. The non-dimensional time step used is ∆t = 0.002. The results of the
unsteady computations are shown in ﬁgure 6 assuming fully turbulent ﬂow and
transitional ﬂow using two diﬀerent transition prediction models, and compared
with experimental data.
Figure 7 shows the lift and drag curves for the steady-state approach compared
with experimental data.
As seen from the two ﬁgures 6 and 7 no particular diﬀerence is seen between
the unsteady and the steady-state computations except for high angles of attack.
An extra consideration is the computational time. For attached ﬂow (α =
3.574◦) a fully turbulent converged steady state solution was obtained within ≈
1000 iterations, while the unsteady converged solution was obtained after 8000 iter-
ations corresponding to 16 non-dimensional sec. For separated ﬂow (α = 15.190◦)
a periodic solution was obtained within 1500 iterations using the steady-state ap-
proach, while a periodic solution was obtained within 13000 iterations using the
unsteady approach. This corresponds to 26 non-dimensional sec. with a time step
of ∆t = 0.002.
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Figure 6. Lift and drag curves using the unsteady approach. DU-91-W2-250 airfoil,
Rec = 1.0× 106.
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Figure 7. Lift and drag curves using the steady-state approach. DU-91-W2-250
airfoil, Rec = 1.0× 106.
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The transition points were also determined during the experiment and computed
values are shown in table 1 together with experimental data.
Table 1. Transition point locations on the DU-91-W2-250 airfoil at Rec = 1.0×106,
(n.m. means not measured, a ∗ indicate an accuracy of ±0.05).
xtrup steady unsteady
α exp en Michel en Michel
-4.652 0.61 0.48 0.60 – –
-0.027 0.52 0.43 0.49 – –
3.574 0.48 0.41 0.43 0.41 0.41
7.686 0.42 0.36 0.36 0.37 0.36
9.225 0.38 0.13 0.32 0.12 0.31
9.742 0.36 0.086 0.30 0.089 0.29
11.712 0.22 0.020 0.21 0.051 0.21
15.190 n.m. 0.014 0.08 0.027 0.10
xtrlow steady unsteady
α exp en Michel en Michel
-4.652 n.m. 0.36 0.41∗ – –
-0.027 n.m. 0.41 0.40∗ – –
3.574 n.m. 0.46 0.45∗ 0.46 0.50
7.686 n.m. 0.50 0.48∗ 0.50 0.53
9.225 n.m. 0.51 0.50∗ 0.51 0.56
9.742 n.m. 0.51 0.51∗ 0.51 0.54
11.712 n.m. 0.53 0.54∗ 0.53 0.55
15.190 n.m. 0.54 0.57∗ 0.55 0.61
At low angles of attack the Michel model predicts xtr in good agreement with
experiments, but the minor diﬀerence is not important as seen on the pressure
distribution shown below in ﬁgure 8. Around maximum lift, α = 10◦, the en
model predicts transition close to the leading edge, while the Michel model again
gives better predictions. Again no particular diﬀerence between the unsteady and
the steady-state approach is observed.
Based on this investigation it is concluded that a steady-state computation
is appropriate for this airfoil compared to accuracy and computational cost of
employing an unsteady computation. The rest of the computations in this chapter
is made employing EllipSys2D in the steady-state mode.
Experimental pressure distributions are available for six diﬀerent angles of at-
tack, and the corresponding steady-state computations are shown in ﬁgure 8. At
high angles of attack the pressure distributions are snapshots taken where airfoil
characteristics have averaged values in the periodic solution.
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Figure 8. Pressure distributions for six diﬀerent angles of attack, DU-91-W2-250
airfoil, Rec = 1.0× 106.
From the pressure distributions it is seen that for attached ﬂow (α < 8◦)
the transitional computations predicts the pressure distribution very good. At
α = 9.742◦ the Michel model is superior to the en model, which is due to the
better prediction of the transition point location on the suction side (see table 1).
Using the Michel model at α = 11.712◦ the erroneous pressure distribution and
resulting lift, even though the transition point prediction is good, is caused by a
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later separation (x/csep = 0.88) compared to the fully turbulent and transitional
computation using the en model (x/csep = 0.60). Looking at the experimental
data the separation point is actually earlier than predicted by the computations
(x/csep = 0.50). Finally, on the last pressure distribution at α = 15.190◦ a small
laminar separation bubble is predicted at the leading edge using the Michel model.
No such separation is seen in the experimental data indicating that transition is
placed at the leading edge as predicted by the en method.
Figure 9 shows the computations of the skin friction distributions for the same
angles of attack. Here the main observation is the large diﬀerence between fully
turbulent and transitional computations, emphasizing the importance of transition
point prediction when considering drag. A second note is the small separated
regions present in the transitional computations on the pressure side right where
transition takes place, indicating laminar separation. The relatively large concave
surface on the pressure side increases possibility for separation and this laminar
separation triggers turbulence. The laminar leading edge separation bubble is clear
at α = 15.190◦.
Unfortunately no experimental data were available, but the qualitative results
are clear.
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Figure 9. Skin friction distributions for six diﬀerent angles of attack, DU-91-W2-
250 airfoil, Rec = 1.0× 106.
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4.2 S809
The S809 airfoil is a 21 % wind turbine airfoil designed at National Renewable
Energy Laboratory (NREL), Colorado, USA, by Somers, ref. [41]. The two primary
design criteria were restrained maximum lift insensitive to surface roughness, and
low proﬁle drag. The experiment has been carried out at the low-turbulence wind
tunnel at Delft University of Technology, The Netherlands.
The Reynolds number is Rec = 1.0× 106, and both fully turbulent and transi-
tional computations are made. The transitional computations are made applying
both transition models. The lift and drag curves are shown in ﬁgure 10. As seen
from both experiments and computations no large diﬀerence between fully turbu-
lent and transitional ﬂow is present when considering lift, as desired by the ﬁrst
design criteria. But at low angles of attack the transitional ﬂows does predict cor-
rect lift with free transition. Drag is better predicted using the en model compared
to the Michel model. All three computations do not accurately predict the stall
characteristics. This is interpreted as being the turbulence model failing to predict
separation correctly.
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Figure 10. Lift and drag curves for S809 airfoil, Rec = 1.0× 106.
The transition points were also determined during the experiment and computed
values are shown in table 2 together with experimental data. Both transition
models predict transition points fairly well. The badly predicted drag at low angles
of attack using the Michel model is due to the fact that the transition point
ﬂuctuates slightly leading to a ﬂuctuating drag with a higher average value.
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Table 2. Transition point locations for the S809 airfoil at Rec = 1.0 × 106, (n.m.
means not measured, a ∗ indicate an accuracy of ±0.05).
α xtrup xtrlow
exp en Michel exp en Michel
-4.0 n.m. 0.54 0.57 n.m. 0.38 0.45∗
0.0 0.58 0.55 0.52 0.52 0.46 0.46∗
4.0 0.57 0.52 0.48 0.54 0.48 0.47∗
8.0 0.13 0.04 0.09 0.56 0.50 0.53∗
10.0 0.05 0.01 0.026 0.57 0.51 0.57∗
12.0 n.m. 0.007 0.015 n.m. 0.52 0.58∗
4.3 FX66-s-196 V1
The FX66-s-196 V1 airfoil is a 19 % thick airfoil designed by Wortmann, ref. [2].
It is a typical laminar airfoil where transitional eﬀects are large since laminar
ﬂow is present over the majority of the airfoil surface. The Reynolds number is
Rec = 1.5× 106
Lift and drag curves are shown in ﬁgure 11. The fully turbulent computation
is surely not acceptable; using the transition prediction models gives far better
results. For attached ﬂow the two transition models gives very good predictions
of both lift and drag, but both models fail to predict maximum lift and the cor-
responding drag properly. At α = 16◦ the transition point on the suction side is
placed at the leading edge, resulting in values comparable with a fully turbulent
computation.
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Figure 11. Lift and drag curves for FX66-s-196 V1 airfoil, Rec = 1.5× 106.
The transition points were also determined during the experiment and computed
values are shown in table 3 together with experimental data. Again both models
predict the transition points well, except at maximum lift, where both models
predict a too early transition compared with experiments leading to a too early
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Table 3. Transition point locations for the FX 66-s-196 V1 airfoil at Rec = 1.5×
106, (n.m. means not measured).
α xtrup xtrlow
exp en Michel exp en Michel
-4.0 n.m. 0.50 0.56 n.m. 0.27 0.25
0.0 0.53 0.46 0.50 0.50 0.46 0.50
4.0 0.50 0.45 0.46 0.54 0.50 0.57
8.0 0.46 0.43 0.40 0.60 0.54 0.73
9.0 0.45 0.35 0.32 0.62 0.55 0.76
10.0 0.27 0.17 0.18 0.66 0.57 0.93
11.0 n.m. 0.11 0.12 n.m. 0.61 1.00
12.0 n.m. 0.05 0.09 n.m. 0.64 1.00
separation.
4.4 NACA 63-425
The NACA 63-series is an airfoil series which is also used for wind turbine ap-
plications. As seen in Abbott and Doenhoﬀ, ref. [1] the thin airfoils (i.e. < 18%)
experiences a moderate stall behavior making them applicable for stall regulated
wind turbines. Due to lack of proper design of thick airfoils, The NACA 63-series
was linearly upscaled to get thick airfoils with comparable lift characteristics.
It has later been found out that stall characteristics for these airfoils are not a
proper choice for this application and an actual design optimized for wind tur-
bines is preferable. The airfoil tested here is the 25% thick NACA 63-425 airfoil,
which is linearly upscaled from a 21% airfoil. The measurements are carried out at
Delft University, in their low turbulence wind tunnel, Timmer ref. [46]. Reynolds
number is Rec = 3.0× 106
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Figure 12. Lift and drag curves for NACA 63-425 airfoil, Rec = 3.0× 106.
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Lift and drag curves are shown in ﬁgure 12. It is again seen that drag in the at-
tached region is better predicted with transitional computations. At light stall the
en model is superior, but when larger separation occurs none of the computations
are satisfactory.
4.5 RISØ-1
The last airfoil, the RISØ-1, is a dedicated wind turbine airfoil. It is a 14 %
thick airfoil designed at Risø National Laboratory, Denmark, by Madsen, ref. [22].
The design criterion was a moderate maximum lift coeﬃcient of 1.3 obtained
with a fast movement of the suction side transition point towards the leading
edge prior to stall. This causes a trailing edge separation on a considerable part
of the airfoil, leading to a moderate stall. Furthermore the airfoil was designed
for insensitivity to surface roughness. It is tested in the VELUX wind tunnel in
Denmark, Fuglsang, ref. [14]. This is a closed return type wind tunnel with an open
test section of 7.5×7.5 m and a length of 10.5 m. The tunnel has a relatively high
turbulence intensity. This can also be deducted from the following computational
tests. Reynolds number is Rec = 1.6× 106
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Figure 13. Lift and drag curves for RISØ-1 airfoil, Rec = 1.6× 106.
Lift and drag curves are shown in ﬁgure 13. As seen in the ﬁgure, no large
diﬀerence between fully turbulent and transitional computations are present. This
certiﬁes the design criterion of surface roughness insensitivity. The moderate stall
behavior is well represented with all the computations, but drag is slightly better
predicted using the transition models. No clear diﬀerence between the transition
models is observed.
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Discussion
The present section has described steady-state computations of various airfoils at
ﬁxed angles of attack for various Reynolds numbers. Fully turbulent computations
were compared with two diﬀerent transitional computations. One being the simple
empirical Michel Criterion, and the other being a simpliﬁed version of the en
model.
Some important factors to be considered before conclusions of the predictions
are made, are to know exactly the conditions under which the experimental data
were obtained. i.e. Reynolds number, surface roughness, freestream turbulence
intensity, etc., and also if the airfoils are designed to be surface insensitive or not.
All transitional computations predict better drag characteristics in the attached
region. This emphasizes the importance of transition prediction, when computing
drag characteristics. At higher angles of attack, where the ﬂow starts to separate,
the location of the separation point is the most important factor. This is mainly
determined by the turbulence model.
Considering lift, the airfoils which are roughness insensitive, i.e. the RISØ-1,
and the S809, no particular diﬀerences were observed between fully turbulent
and transitional ﬂow, as expected. The remaining airfoils all showed diﬀerences
in lift using either fully turbulent or transitional computations, where the latter
gave better predictions for attached ﬂow. For separated ﬂow again the separation
point location is the major determining factor. The en model showed only slightly
better predictions over the Michel criterion, but an important observation is that
the transition points predicted by the en model were much more stable compared
to those, obtained with the Michel criterion. The Michel criterion resulted in
ﬂuctuating transition point locations, especially on the pressure side, which could
lead to erroneous lift and drag predictions.
Due to the solution of the integral boundary layer equations and interpolation
in the database, the computational cost is slightly more expensive for each time
step, but a faster convergence is obtained using the en model due to stable tran-
sition point location. This model is thus superior to the empirical model and is
therefore preferable.
The procedure of using the steady-state approach with the present k − ω SST
turbulence model and a suitable transition prediction model must be considered
as being a reasonable approach to determine lift and drag characteristics for in-
compressible airfoil ﬂows, as long as the ﬂow is attached or the separation is not
too large. For airfoils with larger surface curvature, i.e. thicker airfoils or more
cambered airfoils, where more severe separation occurs, unsteady computations
might be necessary and a turbulence model taking curvature eﬀects into account
would be more appropriate.
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5 Flow past Periodically Moving
Airfoils
Introduction
The previous section described the aerodynamics of airfoils at ﬁxed angles of
attack. At low angles of attack, where no separation is present, a steady-state
solution can be obtained. At higher angles of attack, where the ﬂow starts to
separate from the surface, a certain degree of unsteadiness will always be present.
The term quasi-static is used where the airfoil is ﬁxed at a certain angle of attack
and ﬂow is computed by a steady-state procedure, even though unsteady eﬀects
are present.
The present section is about airfoils undergoing prescribed unsteady motion,
where the phenomenon is even more complex than quasi-static stall. The unsteady
motion of the airfoil creates large dynamic eﬀects depending on the direction of
the airfoil motion and the rate at which the motion occurs. Of the various kinds
of motion investigated in the present work are:
• pitch: Where the airfoil oscillates sinusoidally in pitch around an elastic axis,
usually the quarter-chord, at a given reduced frequency, kp =
ωpc
2U∞
.
• plunge: Where the airfoil oscillates sinusoidally in the normal direction at a
given reduced frequency, kpl =
ωplc
2U∞ .
• lead-lag: Where the airfoil oscillates sinusoidally in the chord-wise direction,
at a given reduced frequency, kll = ωllc2U∞ .
The unsteady stall phenomena connected to these various types of motion are
all part of the term or phenomenon called Dynamic Stall. Several references de-
scribing these phenomena include the classical review paper by W. J. McCroskey,
ref. [24], but also other review papers: W. J. McCroskey, ref. [25], Ericsson and
Reding, ref. [13], and more recently Ekaterinaris and Platzer, ref. [12] are good
references. The following paragraph is a deﬁnition of dynamic stall taken from
this last review paper. See ﬁgure 14 for representative hysteresis curves for normal
force and moment. The ﬁgure is taken from Carr, ref. [5].
First, a vortex starts to develop near the airfoil leading edge as the angle of
attack is rapidly increased past the static stall angle. This vortex then is convected
downstream near the airfoil surface which causes an increase in lift due to the
suction induced by the vortex. The magnitude of the lift increase depends on the
strength of the vortex and its distance from the surface. The stream-wise move-
ment of the vortex depends on the airfoil shape and the pitch rate. As the vortex is
convected past the trailing edge, the pitching moment starts to drop rapidly. The
ﬂow over the airfoil remains stalled until the angle of attack has decreased suﬃ-
ciently to enable ﬂow reattachment. As a result of this sequence of ﬂow events, the
unsteady lift, drag, and pitching moment coeﬃcients show a large degree of ﬂow
hysteresis when plotted as a function of incidence angle. The amount of hysteresis
and the shape of the hysteresis loops vary in a highly non-linear fashion with the
amplitude of oscillation, mean angle of attack, and reduced frequency of oscillation.
Another important physical eﬀect related to dynamic stall is aerodynamic damp-
ing. For a pitching airfoil, the instantaneous work done on the ﬂuid by the airfoil
due to its motion is dW = −Mdα, where M is the moment. This work is nor-
mally negative, but during some phases of dynamic stall it can become positive,
and the airfoil extracts energy from the ﬂow and pitch oscillations will tend to
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Figure 14. Dynamic stall events on a NACA 0012 airfoil at low freestream Mach
number. Carr, ref. [5].
increase in amplitude unless restrained by structural damping. Correct prediction
of the aerodynamic damping is dependent on non-linear aerodynamic eﬀects. The
damping is given by the area of the Cm−α hysteresis loop, i.e. damping is positive
in the counter-clockwise loops and negative in the clockwise loops. For attached
and highly separated ﬂow the hysteresis loops are counter-clockwise, but for light
stall the loops can be clockwise and cause what is called stall induced negative
aerodynamic damping. (McCroskey, ref. [24])
Stall induced negative damping can occur in other types of motion, such as
plunging oscillations. In this case the aerodynamic work is dW = −Ldy, where L
is the lift and y is the displacement of the airfoil in the normal direction of the
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incoming ﬂow. As before the tendency towards instability is greatest when the
airfoil oscillates in and out of stall. Aerodynamic damping is an important factor
when investigating ﬂutter instability, which will be addressed in a later chapter.
The following section describes ﬁrst the methodology applied in EllipSys2D to
compute unsteady airfoil ﬂows.
5.1 EllipSys2D
In dynamic stall, where the airfoil is moving with a prescribed motion, the compu-
tations have to be made assuming unsteady conditions. This causes the computa-
tions to employ a single-grid technique with a global time stepping procedure, in
contrast to the three-level grid technique and local time stepping used for steady-
state computations. (The global time stepping is necessary in order to obtain a
time accurate solution of ﬁrst order.) The pressure-velocity coupling is now ob-
tained using the PISO algorithm by Issa, ref. [18]. The computations are performed
in a non-inertial reference frame, and the ﬁctitious forces, resulting from the pre-
scribed motion, are included in the momentum equations. In order to obtain a
time step independent solution a time step sensitivity study was carried out and
resulted in a time step of ∆t = 0.002. Three consecutive cycles are computed,
which showed to be suﬃcient to obtain periodic solutions.
For some of the more resent computations a 2nd order accurate dual time step-
ping algorithm is applied in order to decrease the computational time without loss
in accuracy. This technique is brieﬂy described in chapter 3.
5.2 Semi-empirical Dynamic Stall Models
As stated in the main introduction the overall aim of the present work is twofold.
First to investigate the aerodynamics of airfoils using CFD and secondly to ap-
ply the aerodynamics to investigate aeroelastic stability. But since unsteady CFD
computations are relatively time consuming, especially for aeroelastic computa-
tions which will be addressed in a later chapter, a semi-empirical dynamic stall
model was applied.
Empirical and semi-empirical dynamic stall models have the advantage of be-
ing orders of magnitude faster than CFD computations, since the aerodynamics
is described by a few equations that contain the overall dynamics of the ﬂow.
This makes it very useful for design purposes where the computations have to
be carried out several times. The main drawback of these models is their lack of
modeling details in the ﬂow. It does not take into account all the very complex
details of an unsteady turbulent ﬂow including mechanisms of leading edge and
trailing edge separation, vortex shedding and transport of turbulent stresses, etc.
Semi-empirical models are not based on the ﬁrst principle of ﬂuid dynamics, i.e.
conservation of mass and momentum, but are obtained from an understanding of
the physical relationship between the forces on the airfoil and its motion. There
are diﬀerent ways of modeling the non-linearity in forces and moments. They are,
according to Mahajan et al., ref. [23],
• Corrected angles of attack (McCroskey, ref. [24])
• Time-delay, synthesis procedures (Ericsson and Reding, ref. [13]; Gangwani,
ref. [16])
• Ordinary diﬀerential equations (Tran and Petot, ref. [48]; Mahajan et al.,
ref. [23]; Rasmussen et al., ref. [37])
• Indicial response functions (Leishman and Beddoes, ref. [20])
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In the present work the method developed by Beddoes and Leishman, ref. [20]
is applied. It was originally developed for helicopter applications where compress-
ible eﬀects are important but it has shown to be applicable for ﬂows which are
considered incompressible, Pierce, ref. [35].
In the following section an overall description of the Beddoes-Leishman model is
made. The model used in the present work was originally implemented by Pierce,
ref. [35] but additions were made by the author where stated.
5.3 Beddoes-Leishman Model
The Beddoes-Leishman dynamic stall model is a semi-empirical aerodynamic model
and is formulated to represent the unsteady lift, drag, and pitching moment char-
acteristics of an airfoil undergoing dynamic stall.
The model is decomposed into three distinct sub-systems. One for the attached
ﬂow, where only the linear airloads are present and where viscosity is neglected.
The second is the separated ﬂow case for the non-linear airloads, where leading
edge and trailing edge separation is taken into account, and, ﬁnally, one for the
dynamic stall ﬂow case, where the formation, detachment, and convection of a
vortex is taken into account leading to a hysteresis in forcing. As input to the
model 2-D steady state data for normal force, CN , and moment, Cm, are required.
These can be obtained from wind tunnel tests, or, if these are not available, from
CFD computations.
The model is based on the indicial response formulation. The indicial response is
the unsteady aerodynamic response to a step change in forcing. i.e. the resulting
force of a step change in angle of attack. These step response solutions can be
superpositioned, using the approximation to Duhamel’s integral1, to construct
the cumulative eﬀect of any arbitrary time history of discrete forcing. For more
details see Bisplinghoﬀ et al., ref. [4].
The total indicial response in the Beddoes-Leishman model is composed of the
sum of two independent parts; one for the initial impulsive (or non-circulatory)
loading and another for the circulatory loading. The initial impulsive loading is
the result of an instantaneous change of angle of attack or pitch rate due to acous-
tic wave propagation and decreases exponentially to zero, while the circulatory
loading builds up asymptotically from zero to the steady state value. A schematic
representation of the two loadings are sketched in ﬁgure 15.
The Beddoes-Leishman model is described thoroughly in appendix B including
descriptions of the three distinct subsystems and the modeling of the unsteady
drag.
1Duhamel’s integral is a ﬁnite diﬀerence approximation for calculating the response to a
driving force which varies arbitrarily with time. Bisplinghoﬀ et al., ref. [4].
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Figure 15. Schematic representation of response functions of an instantaneous
change in angle of attack
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6 Results of Flow past Periodically
Moving Airfoils
Four diﬀerent airfoils have been chosen for studying unsteady eﬀects. These are
the NACA 0015 airfoil for investigating the eﬀects of transition modeling using the
developed en model. Two wind turbine airfoils, the RISØ-1 and the S809 airfoils
where both CFD and Beddoes-Leishman predictions are performed and ﬁnally the
NACA 23-010 airfoil is used for validating the implementation of arbitrary forcing
in the B-L model. The computational grids have the same resolution as for the
ﬁxed angle cases described in chapter 4. Three consecutive cycles were computed
to obtain periodic solutions. The computational time step was ∆t = 0.002 in all
computations, except for the NACA 0015 cases which were computed using the
dual time stepping algorithm with a time step ∆t = 0.01 and six subiterations
between each time step.
6.1 NACA 0015
The ﬁrst airfoil tested is the well known NACA 0015 airfoil. The NACA 0015
airfoil is shown in ﬁgure 16.
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Figure 16. NACA 0015 airfoil
Figure 17 shows computed hysteresis curves represented by normal force coef-
ﬁcient, CN , tangential force coeﬃcient, Ct, and moment coeﬃcient, Cm, for two
dynamic stall cases. A light stall case, α = 11.37◦ ± 7.55◦, kp = 0.102 and a deep
stall case α = 19.58◦ ± 6.86◦, kp = 0.154. Both fully turbulent and transitional
ﬂows are computed and compared to experimental data from Galbraith et al.,
ref. [15].
In the light stall case the upstroke is well predicted but the transitional com-
putation predicts a laminar separation around α = 16◦ which is not seen in the
experiments. This separation causes a series of vortices to be shed and the reat-
tachment during downstroke does not follow the experimental data. On the Ct
curve it is seen that this laminar separation causes the tangential force to increase
rapidly. The experimental data does predict an increase indicating that some sep-
aration is present, which the fully turbulent computation does not predict. The
moment curve also show a separation in the experiment by the fast decrease in
Cm.
The deep stall case is not very well predicted employing either computation.
The fully turbulent computation predicts the upstroke better than the transitional
computation. Again the transitional ﬂow predicts a separation too early compared
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Figure 17. Computed hysterises curves using EllipSys2D represented by CN , Ct,
and Cm, α = 11.37◦± 7.55◦ (left) α = 19.58◦± 6.86◦ (right), NACA 0015 airfoil,
Rec = 1.5× 106.
with experiments, where separation appears around α = 24◦. But also the fully
turbulent computation predicts separation slightly before the experiment. As in
the previous case this causes a diﬀerent scenario of vortex shedding leading to quite
diﬀerent reattacment process of which neither computation predicts properly.
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Figure 18. Computed Transition point locations using EllipSys2D, α = 11.37◦ ±
7.55.◦ (left) α = 19.52◦ ± 6.86◦ (right), NACA 0015 airfoil, Rec = 1.5× 106.
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Figure 18 shows the transition point locations during one pitch oscillation using
the simpliﬁed en method for both cases. In the light stall case, the transition point
on the suction side moves from the leading edge at αmax = 18.92◦ to x/ctr ≈ 0.3 at
αmin = 3.82◦. Some spikes on both upstroke and downstroke, where the transition
point travels all the way to the trailing edge is seen. These spikes are probably
the reason for the the early separation during upstroke. On the pressure side the
transition point travels from the trailing edge at αmax = 18.92◦ to x/ctr ≈ 0.7 at
αmin = 3.82◦. Here the curve is more smooth. For the deep stall case the transition
point on the suction side is less than 2 % from the leading edge during the whole
cycle, causing no laminar separation bubble to occur. On the pressure side the
ﬂow is fully laminar.
The misprediction of correct separation can be caused by diﬀerent reasons. Of
the most important are the turbulence models ability to correctly predict turbulent
history eﬀects, and also the grid resolution is of major importance. With the
present O-grid topology numerical diﬀusion at the trailing edge due to improper
resolution can be an important factor. The latter is an easier accessible task, which
unfortunately was not done in the present work for unsteady computations.
6.2 RISØ-1
The second airfoil is the RISØ-1 airfoil developed by Madsen, ref. [22] and tested
at Risø, Denmark, Fuglsang, ref. [14]. It is a dedicated wind turbine airfoil de-
signed to be insensitive to surface roughness, and to experience moderate stall
characteristics. The unsteady ﬂow conﬁgurations are chosen to simulate the dy-
namics of an airfoil on a wind turbine blade as close as possible. The amplitudes
are small (≈ ±2◦) and the reduced frequency is kp = 0.11.
The following ﬁgure shows dynamic airfoil characteristics as function of angle of
attack for two diﬀerent mean angles, Reynolds number Rec = 1.6×106. The com-
putations are performed using EllipSys2D. Both fully turbulent and transitional
computations are shown.
The low angle of attack test case (The left side of ﬁgure 19) shows a slightly
better agreement using the transition model compared to fully turbulent compu-
tation. The level of Cl and Cd is better predicted, together with the slope of the
moment hysteresis loop. For both angles of attack the opening of the Cd curve
is not well predicted. This is probably due to numerical dissipation caused by
improper grid resolution. It should be noted here that the experimental Cd is
pressure drag only, but that will only shift the level of the curve by adding viscous
drag.
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Figure 19. Hysteresis curves for RISØ-1 airfoil using EllipSys2D, α = 2.8◦ ±
1.4◦(left) and 11.8◦ ± 1.6◦(right), respectively. Rec = 1.6× 106.
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Figure 20 shows the transition point location during one pitch oscillation
The transition point on the suction side for the low angle of attack case shows
nicely periodic behaviour with a relatively large part of the suction side being
laminar. The high angle of attack case is fully laminar on the pressure side, and
the transition point is very close to the leading edge during the whole cycle on the
suction side leading to a nearly fully turbulent ﬂow. This explains the very close
agreement between the two computations. Some spikes close to αmax are due
to numerical problems in the integral boundary layer formulation, where some
unresolved problems can occur switching between the direct and the inverse pro-
cedure. The spikes result in airfoil characteristics showing ﬂuctuating, but periodic
behaviour.
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Figure 20. Transition point locations for RISØ-1 airfoil using EllipSys2D, α =
2.8◦ ± 1.4◦(left) and 11.8◦ ± 1.6◦(right), respectively. Rec = 1.6× 106.
The RISØ-1 airfoil was also used for validating the Beddoes-Leishman (B-L)
model. The following ﬁgures show the predicted lift, drag, and moment coeﬃcients
compared to experimental data.
Looking at the experimental data in ﬁgure 21, the elliptic shape of the lift hys-
teresis at high angles of attack indicate that high frequency vortex shedding is not
present, and therefore the part in the B-L model that takes vortex shedding into
account is neglected. It is observed that the B-L model captures the dynamics
fairly well for both lift and drag, i.e. the slope of the main axis and the width of
the loop. The moment coeﬃcient is not predicted well when separation is present,
(α > 10◦). The mean value of the measured hysteresis loops are diﬀerent from
the measured static value. This is, as explained in Fuglsang, ref. [14], partly due
to the lower sampling rate of the stationary ﬂow measurements and partly due
to the drifting of the measurement system. With this in mind the lift and drag
prediction is considered quite good.
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Figure 21. Computed lift, drag, and moment coeﬃcients using B-L model compared
with experimental data. RISØ-1 airfoil, Rec = 1.6× 106, kp = 0.11.
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6.3 S809
The next airfoil used for validation is the S809 airfoil from NREL, USA. Experi-
mental dynamic stall data has been conducted at Ohio State University, Ramsay
et al. ref. [36], and for the current validation the following three ﬂow conditions
are chosen:
• α = 8.05◦ ± 10.55◦, kp = 0.026.
• α = 12.80◦ ± 10.50◦, kp = 0.053.
• α = 18.75◦ ± 10.35◦, kp = 0.078.
The Reynolds number is Rec = 1.0× 106. The following ﬁgure 22 shows the pre-
dicted normal force coeﬃcient vs. angle of attack using the Beddoes-Leishman
model for the three ﬂow conditions compared to experimental data. The experi-
mental data shown are averages over four cycles.
The drag coeﬃcients are shown in ﬁgure 23, while the moment coeﬃcients are
shown in ﬁgure 24.
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Figure 22. Normal force coeﬃcient vs. angle of attack, B-L model, S809 airfoil,
Rec = 1.0× 106.
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Figure 23. Drag coeﬃcient vs. angle of attack, B-L model, S809 airfoil, Rec =
1.0× 106.
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Figure 24. Moment coeﬃcient vs. angle of attack, B-L model, S809 airfoil, Rec =
1.0× 106.
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As can be seen from ﬁgures 22, 23, and 24, predictions using the Beddoes-
Leishman model are relatively good. Overall features are well represented, but
at high angles of attack the predictions are not good. The peaks in normal force
coeﬃcients are not predicted well, resulting in poor drag and moment predictions.
In order to locate the discrepancy the CFD code, EllipSys2D, was run on the
third case; α = 18.75◦ ± 10.35◦, kp = 0.078 and the results are displayed below.
(Here the experimental data are four consecutive cycles.) The global time step
in the unsteady CFD computations is ∆t = 0.002 resulting in 20.000 time steps
pr. cycle. (kp = 0.078 corresponds to T = 1/f = c2π/(kp2U∞) = 40.277 non-
dimensional sec., where c = 1 and U∞ = 1 ). Since the turbulence intensity in
the experimental data is considered relatively high, the computations are made
assuming fully turbulent ﬂow. The computations were run for three cycles in order
to obtain a periodic solution. The computational time was ≈ 80.000 CPU sec. on
an IBM RS6000 3CT.
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Figure 25. Normal force coeﬃcient vs. angle of attack. B-L model compared with
experimental data and CFD computation. The diamonds on the CFD curve cor-
responds to streamline plots in ﬁgures 28-29. S809 airfoil, Rec = 1.0× 106.
It is seen that the CFD code captures more features in the hysteresis than the
B-L model. Especially at high angles of attack where the CFD code can predict
both primary and secondary normal force peaks. At several locations in the CFD
hysteresis, streamlines were plotted in order to follow the behavior of the ﬂow.
The locations are shown as diamonds on the CFD curve, and the streamline plots
are shown in ﬁgures 28-29.
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Figure 26. Drag force coeﬃcient vs. angle of attack. B-L model compared with
experimental data and CFD computation. The diamonds on the CFD curve cor-
responds to streamline plots in ﬁgures 28-29. S809 airfoil, Rec = 1.0× 106.
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Figure 27. Moment coeﬃcient vs. angle of attack. B-L model compared with exper-
imental data and CFD computation. The diamonds on the CFD curve corresponds
to streamline plots in ﬁgures 28-29. S809 airfoil, Rec = 1.0× 106.
44 Risø–R–1116(EN)
1, α = 22.0◦ ↑ 5, α = 24.8◦ ↑
2, α = 23.3◦ ↑ 6, α = 25.5◦ ↑
3, α = 24.1◦ ↑ 7, α = 25.9◦ ↑
4, α = 24.5◦ ↑ 8, α = 26.8◦ ↑
Figure 28. Streamline plots from CFD computations of S809 airfoil, corresponding
to the diamonds on the CFD curve in ﬁgures 25-27.
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9, α = 27.3◦ ↑ 13, α = 29.1◦ ↓
10, α = 28.2◦ ↑ 14, α = 28.7◦ ↓
11, α = 28.7◦ ↑ 15, α = 27.8◦ ↓
12, α = 28.9◦ ↑ 16, α = 24.0◦ ↓
Figure 29. Streamline plots from CFD computations of S809 airfoil, corresponding
to the diamonds on the CFD curve in ﬁgures 25-27.
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The ﬁrst streamline plot is taken at α = 22.0◦ on the upstroke. A large trailing
edge separation is seen which corresponds well with the slight decrease in normal
force coeﬃcient, CN . Drag force increases rapidly due to the large form drag
of the separation bubble, and moment starts to diverge due to the eﬀect of the
vortex on the center of pressure. Following the ﬁgures downwards it is seen that
the separation point moves upstream towards the leading edge, and in plot 4 the
separation point has reached the leading edge and a strong leading edge vortex is
generated. This vortex is the main reason for the rapid increase in lift since it is
stuck to the airfoil for a short period of time. As the vortex grows, it is shed and
coincides with the trailing edge vortex. On plot 7 the high lift is caused by bound
vortex on the trailing edge. As this detaches from the airfoil the lift decreases
rapidly. The very large separation bubble on plot 7 causes a maximum in drag.
Drag is also decreasing as the trailing edge vortex is shed. As the large vortex
is shed in plot 9, the trailing edge vortex grows rapidly causing a second leading
edge separation bubble to be generated. This leads to a second peak in normal
force, drag force and moment. At plot 13 the maximum angle of attack is reached,
and the downstroke starts, leading to a rapid decrease in normal force and drag
force, and an increase in moment.
By investigating the streamline plots it seems clear that the major discrepancy
from the B-L model is the leading edge vortex eﬀect. Attempts have been made to
model this eﬀect in the B-L model using a comparable procedure, but no general
model was obtained.
6.4 NACA 23-010
The last unsteady test case is for validating the implementation of arbitrary forcing
in the Beddoes-Leishman model. Arbitrary forcing refers to the ability to take into
account any prescribed motion, e.g. plunging or lead-lag motion. Unfortunately the
available experimental data is very limited, but the measurements of a plunging
airfoil by Liiva, ref. [21] were considered appropriate. Tyler and Leishman, ref. [49]
used these data for their validation. The experimental data are measurements on
a NACA 23-010 airfoil exhibiting plunging motion. Due to the plunging motion
an equivalent angle of attack is deﬁned as
αeq = arctan
(
h˙
U∞
)
= h¯kpl
360◦
2π
(15)
where h¯ is non-dimensional amplitude of the plunging motion with respect to
chord. The ﬂow parameters are, Rec = 1.54× 106, chord = 0.162 m, and M = 0.4
leading to U∞ = 134 m/s. The three diﬀerent forced motions are:
• αeq = 0.26◦± 3.10◦, kpl = 0.129 corresponding to f = 33.9 Hz and h¯ = 0.472.
• αeq = 12.45◦±3.14◦, kpl = 0.116 corresponding to f = 30.5 Hz and h¯ = 0.419.
• αeq = 14.88◦±3.41◦, kpl = 0.126 corresponding to f = 33.2 Hz and h¯ = 0.472.
Figure 30 shows computations using the B-L model compared with the experi-
mental data.
The low angle of attack case in ﬁgure 30 shows good agreement with experi-
ments, where both the slope and the openness of the hysteresis is well predicted.
For higher angles of attack, where separation is present the largest discrepancy is
the misprediction of reattachment during downstroke. This is most pronounced on
the Cm curves. The implementation of abitrary forcing is considered acceptable.
EllipSys2D was not applied on this test case, since the Mach number was con-
sidered too high.
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Figure 30. Computed lift and moment coeﬃcients compared with experimental data
during plunging motion. α = 0.26◦ ± 3.10◦, kpl = 0.129 (top), α = 12.45◦ ±
3.14◦, kpl = 0.116 (middle), α = 14.88◦ ± 3.41◦, kpl = 0.126 (bottom), NACA
23-010 airfoil, Rec = 1.54× 106.
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Discussion
Various subjects have been investigated in the present chapter: The ability of El-
lipSys2D to model ﬂow past periodically moving airfoils using both fully turbulent
or transitional ﬂow. The comparison between EllipSys2D and the B-L model, and
ﬁnally the implementation of arbitrary forcing in the B-L model.
The conclusions are as follows: The transition point location does aﬀect sep-
aration and correct prediction is important when laminar separation is present.
Some numerical problems in the transition model seem to occur during unsteady
computations, which could trigger unphysical separation. The B-L model does pre-
dict good dynamic stall response unless vortex shedding is present. When vortex
shedding is present, a CFD code captures much more details. Finally the plunging
motion of a NACA 23-010 airfoil was computed with the B-L mode in order to test
the implementation of the arbitrary forcing. Results showed acceptable agreement.
During the present work it was realized that a grid with enough resolution for
ﬁxed angle of attack airfoil ﬂows, was not ﬁne enough for dynamic stall cases,
since the dynamics of separation and vortex shedding demands more grid points.
Despite that, transitional computations predicted separation before fully turbulent
computations during upstroke due to laminar separation at the leading edge.
Unfortunately no experimental data were available that completely fulﬁlls the
demands when investigating incompressible transitional dynamic stall, and these
would be necessary before ﬁnal conclusions are made.
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Part B:
Aeroelastic Modeling
7 Introduction to Aeroelasticity
Aeroelasticity is a discipline where mutual interaction between aerodynamic forces
and elastic forces on lifting surfaces is investigated. Of the various areas where
aeroelastic phenomena are important parts of the design, airplane design is a ma-
jor area, but also helicopters, propellers, turbines, compressors, wind turbines, and
wind induced loads on structures (e.g. suspension bridges etc.) are areas where
aeroelastic phenomena are present. If these structures where perfectly rigid, aeroe-
lastic problems would not exist. But aeroelastic phenomena arise when structural
deformations induce additional aerodynamic forces, which may produce additional
structural deformations, which again will induce still greater aerodynamic forces.
Such interaction may tend to become smaller and smaller until a condition of
stable equilibrium is reached, or it may tend to diverge and destroy the structure.
Vortex shedding is one of the key phenomena occurring on ﬂow around a bluﬀ
body, causing aeroelastic oscillations. When the bluﬀ body is subjected to a
smooth, low-speed ﬂow the most characteristic feature observed in the ﬂow is
its separation from the body and the initiation of a more or less agitated wake.
The alternating shed vortices induce alternating periodic forces in the direction
perpendicular to the motion, and the elastic body moves back and forth. The most
famous example of vortex shedding is the von Karman vortex street occurring be-
hind a ﬁxed circular cylinder at moderate Reynolds numbers. The frequency at
which vortices are shed can be expressed by the Strouhal number St = fsD/U∞,
where fs is the frequency of the natural vortex formulation cycle, D is a represen-
tative across-ﬂow dimension of the body, and U∞ is the oncoming uniform ﬂow
velocity. The deﬂection of an elastic body will move at the Strouhal frequency. If
the Strouhal frequency approaches the natural frequency (eigenfrequency) of the
body, quite large structural deﬂections may occur.
A second important physical eﬀect which should be mentioned here is the aero-
dynamic damping described previously in chapter 5. When energy is extracted
from the ﬂow to the body, deﬂections of the body may increase unless restrained
by structural damping.
Basic deﬁnitions
Of the various aeroelastic phenomena, the following should be emphasized
• Flutter is a 2 DOF dynamic instability of an elastic body in an airstream
occurring at a speed called the ﬂutter speed. The degrees-of-freedom are pitch
and ﬂap-wise deﬂections, respectively. When the speed exceeds this value
the aerodynamic forces excites the elastic structure and it begins to vibrate
or oscillate. If the overall damping, i.e. aerodynamic as well as structural
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damping, is positive the oscillations damp out. But if the damping is negative
the oscillations will increase in size until either the non-linear eﬀects limits
the oscillations (LCO) or the structure destroys. The torsional stiﬀness is the
most important stiﬀness parameter when studying airfoil ﬂutter.
• Stall ﬂutter is the same kind of dynamic instability but is excited by separa-
tion and vortex shedding during stall conditions.
• Buﬀeting is transient vibrations of the structure due to impulses in the ﬂow,
i.e. gusts, wake eﬀects, turbulence, etc. The aerodynamic forces are hardly
inﬂuenced by the motion of the airfoil during buﬀeting since the vibrations
are usually of small amplitude and the frequency has a random distribution.
• Divergence is a static instability of a lifting surface in an air stream occurring
at a speed called divergence speed. Since the problem does not depend on time
divergence speed can be determined using steady-state aerodynamics and
structural equilibrium equations. For the present applications ﬂutter speed is
reached before divergence speed.
• Galloping is a large amplitude instability caused by asymmetric eﬀects, i.e.
either an asymmetric bluﬀ body (e.g. ice-ladden cable, etc.) subjected to a
ﬂow, or a symmetric bluﬀ body subjected to an asymmetric ﬂow (e.g. bundled
cables, wake eﬀects, etc.) The frequency of galloping is usually lower than the
natural frequency of the structure.
In the present work the aeroelastic phenomena investigated are only classical ﬂut-
ter and stall ﬂutter.
Some of the ﬁrst documented cases of aeroelastic instabilities occurred during
World War I, but the aeroelastic discipline was mainly developed during World
War II, where the speeds of the airplanes increased and no stiﬀness criteria from
the design were present. The development of the monoplane and large engines
urged designers and engineers to take aeroelastic eﬀects into account. The main
contributors to the early research in aeroelasticity include Glauert, who inves-
tigated potential ﬂow ﬂutter and simple harmonic incompressible motion, and
Theodorsen who introduced the typical section two degrees-of-freedom (DOF)
airfoil section, and applying his aerodynamic theory for analyzing divergence and
ﬂutter problems. Also the work by Garrick should be noticed.
Now the main disciplines within aeroelastic research includes ﬁnite element
modeling (FEM) coupled with a non-linear aerodynamic model, aeroelastic tailor-
ing, transonic aeroelasticity, and the application of CFD coupled with a structural
model.
Present work
The main objective of the present work is to couple a three degrees-of-freedom
(DOF) structural model to a 2-D CFD code, in order to make aeroelastic compu-
tations. The main advantage of this is the much more accurate representation of
the non-linear aerodynamic eﬀects. For wind turbine applications, where aeroe-
lastic instability mainly occurs when the airfoil operates in the stalled region, the
inclusion of non-linear aerodynamics is very important. Therefore the perspective
of using CFD for the aerodynamics is well supported.
A second objective is to apply the semi-empirical dynamic stall model by Bed-
does and Leishman, ref. [20], on aeroelastic conditions. The approach is to couple
the structural model to the non-linear B-L model and integrate through time. This
approach includes the non-linear aerodynamic eﬀects included in the B-L model.
In this way the behavior of the unstable system can be investigated after ﬂutter
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has occurred, i.e. periodicity (limit cycle oscillations(LCO)), chaos, etc. can be
studied. The B-L time integration approach is applied to quickly decide test cases
for the unsteady CFD computations, which are much more time consuming.
Finally, by coupling the structural model to the CFD code restrictions of semi-
empirical aerodynamic model are avoided leaving only restrictions of the CFD
model, and much more detailed information can be determined during the aeroe-
lastic computations.
The following chapter, 8, describes the 3 DOF structural model and the equa-
tions of motion.
The time integration scheme used for the non-linear unsteady computations
is described in section 8.2 together with the solution algorithm for the structural
model. The time integration scheme is veriﬁed in section 8.3 and various aeroelastic
results using the two approaches are presented in chapter 9. The test cases are a
2 DOF NACA 0012 airfoil exhibiting both stable and unstable behaviour, and a
3 DOF LM 2 airfoil, which in the ﬁeld is known to exhibit stall induced edge-wise
vibrations during certain operational conditions.
Finally an application from the wind turbine area is investigated in section 9.3.
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8 Aeroelastic Model
8.1 Structural Model
For the aeroelastic study a 3 DOF airfoil is chosen, ﬁgure 31. The generalized co-
ordinates are (x, y, α) in normal, stream-wise and torsional direction, respectively,
positive direction as indicated in ﬁgure 31. The coordinates in the computational
frame of reference are:
 xeayea
αea

 =

 xcg − rcg cosαairfoilycg − rcg sinαairfoil
αairfoil

 ≈

 xcg − rcgycg − rcgαairfoil
αairfoil

 , for α 1,
where rcg is the distance the center of gravity, cg lies behind the elastic axis, ea.
The elastic axis is in the present study placed in the quarter-chord.
By using Lagrange equations2 the following linear equations of motion are ob-
tained
[M]{D¨}n + [C]{D˙}n + [K]{D}n = {Rext}n, (16)
where
[M] =

 m 0 00 m −mrcg
0 −mrcg Iα

 , [C] =

 Cx 0 00 Cy 0
0 0 Cα

 ,
[K] =

 Kx 0 00 Ky 0
0 0 Kα

 , {Rext}n =

 FxFy
M

 ,
and D are the generalized coordinates.
{D} =

 yeaxea
αea

 , {D˙} =

 ˙xea˙yea
˙αea

 , {D¨} =

 x¨ea¨yea
α¨ea

 .
Subscript n denotes time, m is the mass, and Iα is the mass moment of inertia
about the elastic axis, which is placed at the quarter-chord. mrcg is the static
unbalance, Cx, Cy , and Cα3 are structural damping parameters, and Kx,Ky, and
Kα
4 are spring constants for the three generalized coordinates, respectively. Fx
and Fy are the forces in stream-wise and normal direction and M is the moment
about the elastic axis. As seen from the mass matrix [M], it is observed that if the
elastic axis is placed at the center of gravity, the three equations are uncoupled
from a structural point of view, i.e. mrcg = 0. But subjected to a ﬂow the three
equations are coupled through the non-linear aerodynamics.
2Lagrange equations: − d
dt
∂(T−U)
∂q˙i
+
∂(T−U)
∂qi
+ Qi = 0, T is kinetic energy, U is potential
energy, qi are generalized coordinates, and Qi are generalized forces.
3Cx,y = 2mωx,yζx,y, Cα = 2Iαωαζα
4Kx,y = mω2x,y, Kα = Iαω
2
α
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Figure 31. 3 DOF airfoil section. ea is the elastic axis, ac is the aerodynamic
center, and cg is the center of gravity.
8.2 Time Integration Scheme
The equations of motion (16) for the non-linear unsteady computations are solved
using the Crank-Nicolson method (or the trapezoidal rule). This is an uncondi-
tionally stable implicit one-step method, which is second order accurate in time
and relates the displacements, velocities, and accelerations as
{D}n+1 = {D}n + ∆t2 ({D˙}n + {D˙}n+1),
{D˙}n+1 = {D˙}n + ∆t2 ({D¨}n + {D¨}n+1). (17)
n corresponds to the old time and n + 1 is the new time. ∆t is the time step.
Rearranging equations (17) gives
{D˙}n+1 = 2∆t ({D}n+1 − {D}n)− {D˙}n,
{D¨}n+1 = 4∆t2 ({D}n+1 − {D}n)−
4
∆t
{D˙}n − {D¨}n. (18)
By combining equations (18) with the equations of motion, equations (16) at time
t = n+ 1, one ﬁnds
[Keff ]{D}n+1 = {Reff}n+1 (19)
where the eﬀective stiﬀness matrix, [Keff ], and the eﬀective load vector, {Reff}n+1,
are, respectively,
[Keff ] =
4
∆t2
[M] +
2
∆t
[C] + [K] (20)
and
{Reff}n+1 = {Rext}n+1 + [M]( 4∆t2 {D}n +
4
∆t
{D˙}n + {D¨}n) (21)
+ [C]
(
2
∆t
Dn + D˙n
)
This results in a linear system of three equations which are solved using Cramers
rule.
54 Risø–R–1116(EN)
Solution Algorithm
The solution algorithm is as follows:
1 Form mass-, stiﬀness-, and structural damping matrices.
2 Set initial conditions for displacements and velocities. Use equation (16) to
compute initial condition for accelerations.
3 Form eﬀective stiﬀness matrix, Keff from equation (20).
4 Form eﬀective load vector, Reffn+1 from equation (21).
5 Solve equation (19) for Dn+1 using Cramers rule.
6 Update velocities and accelerations to time t = n+ 1 using equations (18)
7 Output if desired or go to 4.
8.3 Veriﬁcation of Time Integration Scheme
In order to check the accuracy of the integration scheme, integrations are per-
formed on conditions where the analytical solution is known. The veriﬁcation is
conducted on a 1 DOF system subjected to a harmonic external force.
The test case under consideration is:
my¨ + cy˙ + ky = Fo sin(ωt) (22)
y¨ + 2ζωny˙ + ω2ny =
Fo
m
sin(ωt)
ωn =
√
k/m is the natural frequency of the system, ω is the frequency of the
external force Fo, and ζ = c/(2mωn) is the damping ratio. The analytical solution
is given by:
y = {A3 cos(ωdt) +A4 sin(ωdt)}e−ζωnt (23)
+
Fo/k
{[1− ( ωωn )2]2 + (2ζ ωωn )2}1/2
sin
(
ωt+ tan−1
[
2ζω/ωn
1− (ω/ωn)2
])
A3 and A4 are determined from the initial values of y and y˙, here yo = 0, y˙ = 0,
resulting in
A3 = − Fo/k{[1− ( ωωn )2]2 + (2ζ ωωn )2}1/2
sin
(
ωt+ tan−1
[
2ζω/ωn
1− (ω/ωn)2
])
A4 =
− Fo/k{[1−( ωωn )2]2+(2ζ ωωn )2}1/2 ω cos
(
ωt+ tan−1
[
2ζω/ωn
1−(ω/ωn)2
])
+A3ζωn
ωd
ωd = ωn
√
1− ζ2 is a frequency related to the structural damping. The values of
the structural parameters are chosen so they correspond to the order of magnitude
used in the aeroelastic study. They are: Fo = 10, m = 1, ωn = 10, ω = 5, and
ζ = 0 (i.e. no structural damping), all are non-dimensional. Figure 32 shows the
results of the veriﬁcation.
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Figure 32. Comparison between analytic and computed solution of eq. (23) for
diﬀerent time steps (top left). Numerical error, φ(15), for diﬀerent time steps
(top right). Numerical error, φ(t), for ∆t = 0.01 (bottom left) and ∆t = 0.05
(bottom right).
The top left ﬁgure shows position, y, for the analytical and computed solution of
equation (23) for diﬀerent time steps. The numerical error, φ(15), is here deﬁned
as the diﬀerence between the analytical and the numerical solution after t = 15
sec., where φ(t) = yanalytical − ynumerical. The error for diﬀerent time steps is
depicted in the top right ﬁgure. By plotting the logarithm of the error, φ(15), vs.
the logarithm of the time step, (∆t), the order of the integration scheme can be
determined as the slope of the curve. As seen from ﬁgure 32 the slope of the curve
is 2 leading to the order of the scheme is 2nd order accurate, as expected. The
deviation for large time steps is exempliﬁed in the two lower ﬁgures. The lower left
shows the error at ∆t = 0.01 where the error grows nearly linear. But continuing
the computation a beat phenomenon occurs as the error returns to zero, as seen
in the lower right ﬁgure (∆t = 0.05). Due to the non-linear growth of the error
the last point is not on the linear 2nd order line.
8.4 Coupling with Flow Solver
As mentioned in chapter 5 the computations are performed in a non-inertial frame
of reference. The coupling between the structural model and the ﬂow solver is ob-
tained by adding the displacements, velocities and accelerations resulting from the
structural deﬂection to the ﬁctitious forces included in the momentum equations.
The system of equations are non-linear through the non-linearity of Cl, Cd, and
Cm, but by using airfoil characteristics from the previous time step of the ﬂow
solution a linearization of the equations is obtained.
For the aeroelastic computations the external forces on the right hand side
are the airfoil characteristics from the previous time step only. In this way the
order of the time integration scheme can only be of 1st order, but since the airfoil
characteristics do not vary much from one time step to the other, in practice the
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time integration scheme is very close to become 2nd order accurate.
Discussion
As seen from the time integration veriﬁcations, the integration scheme is consid-
ered as being of appropriate accuracy for the aeroelastic computations. It should
be noted here that for unsteady CFD computations the non-dimensional time step
is of the order o(10−3) corresponding to a numerical error of o(10−4) assuring that
the accuracy of the structural integrations is satisfactory. In the latest version of
EllipSys2D, where the dual time stepping algorithm is employed it is now a combi-
nation of the structural model and the aerodynamic model that governs the time
step. It is important to secure that details of the ﬂow is proper modeled. If high
frequency oscillations are present a small time step o(10−3) is necessary to fully
resolve the motion and secure 2nd order accuracy of the solution.
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9 Results of Aeroelastic Flows
9.1 Validation
For validating the aeroelastic model a 1 DOF pitching and a 1 DOF ﬂapping case
is computed and compared with results using quasi-steady linear aerodynamics.
Linear aerodynamics is given by
Cl = 2παincidence, Cm = e2παincidence,
where e is the distance between the elastic axis and the aerodynamic center.
Using quasi-steady linear aerodynamics an analytic solution is present. Since
αairfoil = −αincidence one gets Cl = −2παairfoil and Cm = −e2παairfoil
The parameters for the 1 DOF test cases are: m =64.65 kg/m, Iα = 29.09 kg·m,
U∞ = 28.15 m/s, ρ = 1.293 kg/m3, c = 1 m, and e =-0.15 placing the elastic axis
in x/c = 0.4.
1 DOF pitching motion
The natural eigen frequency for the pitching motion is fα = 4.08 Hz, leading to a
spring constant of kα = (fα2π)2Iα = 19117. The initial angle of attack is α0 = 6◦
and the resulting equation of motion is
Iαα¨+ kαα =M = −e2πα12ρU
2
∞c
Iαα¨+ (kα + e2πρU2∞c)α = 0
Solving the equation results in a harmonic oscillation with the frequency
fαnew =
ωαnew
2π
=
1
2π
√
kα + eρU2∞πc
Iα
= 4.02Hz.
That is, the frequency of the pitching motion decreases with respect to the natural
frequency when subjected to external moment.
1 DOF ﬂapping motion
The natural eigen frequency for the ﬂapping motion is fy = 2.33 Hz, leading to a
spring constant of ky = (fy2π)2m = 13856. The initial deﬂection is y0 = 0.1c and
the equation of motion is
my¨ + kyy = L = −2πα12ρU
2
∞c
For ﬂapping motion an equivalent angle of attack is given by
αeq = arctan(
y˙
U∞
) ≈ y˙
U∞
, for α 1.
This gives:
my¨ + πρU∞cy˙ + kyy = 0,
which is unconditionally stable with a structural damping coeﬃcient, ζ = πρU∞c2m .
Solving the equation results in a damped oscillation with the frequency
fynew =
ωynew
2π
=
1
2π
ωy
√
(1− ζ2) = 1
2π
√
(
ky
m
− (πρU∞c
2m
)2) = 2.32Hz.
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Which is only slightly less than the natural frequency. The limiting curve of the
damped motion can be expressed by
y(t) = A0 · exp(−δfynewt)
where A0 is the amplitude at t = 0 and δ is the logarithmic decrement deﬁned as
δ = ln
y(t)
y(t+ T )
=
π · πρU∞c
mωynew
The following Figure 33 shows time series of both 1 DOF test cases using both
quasi-steady linear aerodynamics and NS solver. The airfoil employed in the NS
solver is the NACA 0015 airfoil. The limiting curve for the damped oscillations is
shown in the plot showing the ﬂapping motion.
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Figure 33. Time series of 1 DOF cases using both linear theory and EllipSys2D
NS solver. Pitching case is shown to the left and ﬂapping case is shown to the
right.
The time series using linear theory shows excellent agreement with the analytical
solution. Using the NS solver a small deviation in both frequency and damping
is seen. For the pitching case the frequency is slightly smaller and the motion is
slightly damped. For the ﬂapping case the NS computation is less damped and
again the frequency is only aﬀected to a small extend. This is caused by unsteady
dynamic eﬀects which causes small hysteresis even at these low angles of attack.
Figure 34 shows the Cn vs. y/c-curve, where a counter-clockwise rotation indicate
a positive aerodynamic damping.
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Figure 34. Cn vs. y/c hysteresis curve for the ﬂapping 1 DOF case using Ellip-
Sys2D NS solver. Counter-clockwise rotation indicate positive aerodynamic damp-
ing
Risø–R–1116(EN) 59
Table 4. Estimated frequencies in Hz ,1 DOF test cases.
fnatural flinear fEllipSys2D
fα 4.08 4.02 4.018
fy 2.33 2.32 2.32
The frequencies obtained from the computations are given in table 4.
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9.2 NACA 0012 (2 DOF)
The next test case chosen in the present study is a NACA 0012 airfoil subjected
to a ﬂow. The structural dynamics model is a two degrees-of-freedom system free
to rotate in the x− y plane around the quarter-chord and free to translate up and
down. The NACA 0012 airfoil is shown in ﬁgure 35.
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Figure 35. NACA 0012 airfoil
The ﬂow parameters used are: Rec = 4.0 × 106,M = 0.3. M being the Mach
number. The structural parameters used are:
• µ = m/πρb2 = 100, is the mass ratio
• ah = −0.5, is the non-dimensional distance between mid-chord and elastic
axis in semi-chords. It places the elastic axis in the aerodynamic center (the
quarter-chord for this airfoil)
• xα = rcg/b = S/mb = 0.25, is the non-dimensional distance between cen-
ter of gravity and elastic axis in semi-chords, or the non-dimensional static
unbalance.
• rα =
√
Iα/mb2 = 0.5, is the non-dimensional radius of gyration.
• ωy/ωα = 0.2, is the ratio between the uncoupled natural frequencies.
• ζy = ζα = 0.0, i.e. no structural damping
Deﬁning V ∗ = U∞/(bωα) being a non-dimensional velocity, this parameter is
a key parameter for ﬂutter investigations. The following section describes the
computations using EllipSys2D for two diﬀerent values of V ∗ = 4 and 8 and for
two diﬀerent values of initial angle of attack α0 = 5◦ and 15◦. In Mahajan et al.,
ref. [23] V ∗ = 4 is stable, while V ∗ = 8 exhibits unstable behavior. A steady state
solution is obtained at initial angle of attack, α0, after which the airfoil is released
from its ﬁxed position. Dependent on V ∗ and α0 the motion will either stabilize
or diverge. Later limit cycle oscillations are predicted at V ∗ = 6 and α0 = 15◦.
Results using EllipSys2D
Computations using EllipSys2D are compared to results in Mahajan et al., ref. [23],
which is a comparable study using a compressible CFD code.
The ﬁrst two ﬁgures show the computations for initial angle of attack, α = 5.0◦.
Comparing ﬁgures 36 and 37 it is seen that the stable case, V ∗ = 4, agrees very
well, both in phase and in amplitude, while the unstable case, V ∗ = 8, shows some
diﬀerence, but the qualitative results are comparable. (In ﬁgures 36 to 39 h denotes
the non-dimensional vertical displacement, which is usually called y/c. This latter
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Figure 36. Pitching motion (top left), vertical displacement (top right), Cl (bottom
left), and Cm (bottom right) for stable, V ∗ = 4, and unstable, V ∗ = 8, ﬂow
conditions. EllipSys2D, α0 = 5◦ = 0.087 rad., NACA 0012, Rec = 4.0× 106.
Figure 37. Pitching motion (top left), vertical displacement (top right), Cl (bottom
left), and Cm (bottom right) for stable, V ∗ = 4, and unstable, V ∗ = 8, ﬂow
conditions. Mahajan et al., ref. [23], α0 = 5◦ = 0.087 rad., NACA 0012, Rec =
4.0× 106.
convention is used from ﬁgure 40 and further on.) Note that the plunge motion has
a smaller dominant frequency than the pitch motion, which is due to the frequency
ratio, ωyωα = 0.2. A second note is that time has been non-dimensionalized with the
freestream velocity and the Mach number,M = 0.3, as in Mahajan et al., ref. [23],
to obtain comparable time, and ﬁnally, in ref. [23] the vertical displacement has
positive direction downwards. This explains the negative displacement, h.
The same conclusions can be drawn for computations with initial angle of at-
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Figure 38. Pitching motion (top left), vertical displacement (top right), Cl (bottom
left), and Cm (bottom right) for stable, V ∗ = 4, and unstable, V ∗ = 8, ﬂow
conditions. EllipSys2D, α0 = 15◦ = 0.263 rad., NACA 0012, Rec = 4.0× 106.
Figure 39. Pitching motion (top left), vertical displacement (top right), Cl (bottom
left), and Cm (bottom right) for stable, V ∗ = 4, and unstable, V ∗ = 8, ﬂow
conditions. Mahajan et al., ref. [23], α0 = 15◦ = 0.263 rad., NACA 0012, Rec =
4.0× 106.
tack, α0 = 15◦, ﬁgures 38 and 39. (Note the change in y − axis in ﬁgure 38 to
show more information.) The deviations between the two computations can be
caused by compressibility eﬀects, diﬀerent grid topology and time step, diﬀerence
in implementation, etc. A second note is that the computations from Mahajan
et al., ref. [23] is made using the Baldwin-Lomax turbulence model, which is an
algebraic turbulence model, while the present computations employ the k−ωSST
model.
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Limit cycle behavior was observed at V ∗ = 6.0 as shown in ﬁgure 40. After
a short period of time the motion became periodic in angle of attack, α, while
the vertical displacement still showed some non-harmonic behavior. Two phase-
plane plots showing angular velocity vs. angle of attack (bottom left) and vertical
velocity vs. vertical displacement (bottom right) are shown to demonstrate the
periodicity. The two phase-plane plots are plotted after ≈ 500 sec. In Mahajan
et al., ref. [23] the ﬂutter speed was determined to V ∗ = 4.75 compared to the
present computed value of V ∗ = 6.0.
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Figure 40. Limit cycle oscillations (LCO) in pitch (top left) and vertical displace-
ments (top right) together with phase-plane plots showing angular velocity vs. angle
of attack (bottom left) and vertical velocity vs. vertical displacement (bottom right).
V ∗ = 6.0, α0 = 15◦ = 0.263 rad., EllipSys2D, NACA 0012, Rec = 4.0× 106.
The total computing time to reach t = 1870 took 320,000 CPU sec. on an IBM
RS6000 3CT. The time step for the present computation was ∆t = 0.0028.
Results using Beddoes-Leishman Model
The NACA 0012 test case was also run with the Beddoes-Leishman (B-L) model.
For the stable case, V ∗ = 4, α0 = 5◦ the pitch natural frequency is given by fα =
U∞/(2πbV ∗) = 4.48 Hz and the plunge natural frequency is fy = fα · 0.2 = 0.90
Hz.
Table 5. Estimated frequencies in Hz, V ∗ = 4, NACA 0012, Rec = 4.0× 106.
fnatural fEllipSys2D fB−L
fα 4.48 4.5 5.7
fy 0.90 1.1 0.8
The resulting frequencies using both models are summarized in table 5. As
seen in subsection 9.1 using linear theory the pitching natural frequency for a
1DOF system should decrease while the plunging frequency should remain almost
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constant until they ﬁnally collaps at the ﬂutter speed. This is not the case for
the B-L model, which is a strong indication that this model is not suitable for
aeroelastic stability computations in its present implementation. Figure 41 and
ﬁgure 42 show the comparison between the pitching motion and vertical displace-
ment, respectively, using both models. The qualitative agreement is good. Note
the diﬀerence in abscissa and that α is now in degrees.
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Figure 41. Pitching motion using both EllipSys2D and B-L model, α0 = 5◦, V ∗ = 4,
NACA 0012, Rec = 4.0× 106.
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Figure 42. Vertical displacement using both EllipSys2D and B-L model, α0 =
5◦, V ∗ = 4, NACA 0012, Rec = 4.0× 106.
The main diﬀerences between the two models are the prediction of the torsional
frequency, where, as indicated in table 5, the frequency using the B-L model in-
creases compared to the natural undamped frequency. Also the mutual interaction
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between the two degrees of freedom is stronger using the B-L model. After ap-
proximately 2 sec. only plunge motion is present. (Note that the x-axis is now
non-dimensional time, non-dimensionalized with respect to chord and freestream
velocity.)
The unstable test case, (V ∗ = 8), α0 = 5◦, is shown in ﬁgure 43 and ﬁgure 44.
Here the B-L model fails to reproduce the ﬂutter. The reason for this is probably
due to the erroneous prediction of the moment coeﬃcient, leading to an erroneous
determination of the aerodynamic damping.
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Figure 43. Pitching motion using both EllipSys2D and B-L model, α0 = 5◦, V ∗ = 8,
NACA 0012, Rec = 4.0× 106.
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Figure 44. Vertical displacement using both EllipSys2D and B-L model, α0 =
5◦, V ∗ = 8, NACA 0012, Rec = 4.0× 106.
The behavior of the two models for α0 = 15◦ is shown in ﬁgures 45 to 48.
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Figures 45 and 46 show the stable case, V ∗ = 4 and α0 = 15◦, where the B-L
model is unstable in pitching motion, which due to the larger coupling between
pitch and vertical displacement, also is seen in Figure 46 .
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Figure 45. Pitching motion using both EllipSys2D and B-L model, α0 = 15◦, V ∗ =
4, NACA 0012, Rec = 4.0× 106.
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Figure 46. Vertical displacement using both EllipSys2D and B-L model, α0 =
15◦, V ∗ = 4, NACA 0012, Rec = 4.0× 106.
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For the unstable case α0 = 15◦, V ∗ = 8 shown in ﬁgures 47 and 48 the B-L
model shows stable limit cycle oscillations, which is considered unphysical. Again
it is probably the misprediction of the moment in the B-L model that causes this
behavior.
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Figure 47. Pitching motion using both EllipSys2D and B-L model, α0 = 15◦, V ∗ =
8, NACA 0012, Rec = 4.0× 106.
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Figure 48. Vertical displacement using both EllipSys2D and B-L model, α0 =
15◦, V ∗ = 8, NACA 0012, Rec = 4.0× 106.
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The ﬂutter boundary prediction for the NACA 0012 airfoil using the B-L model
is depicted in ﬁgure 49.
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Figure 49. Flutter boundary. V ∗ vs. initial angle of attack using the B-L model,
NACA 0012 airfoil, Rec = 4.0× 106.
The plot shows that ﬂutter cannot occur until the initial angle of attack reaches
the value of 11.5◦. This result does not agree with the CFD computations. A
second note is by using a softer spring, resulting in lower natural frequency and
larger V ∗ the ﬂow should stabilize using the B-L model. This seems intuitively
unphysical.
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9.3 LM 2 (3 DOF)
The second test case studied is the 18 % thick LM 2 wind turbine airfoil. Here
the structural dynamics model is a three degrees-of-freedom (DOF) system free to
rotate in the x−y plane and free to translate in ﬂap-wise and edge-wise direction.
The LM 2 airfoil is shown in ﬁgure 50. In wind turbine applications an undesirable
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Figure 50. LM 2 airfoil
instability phenomenon referred to as stall induced edge-wise vibrations can occur
under certain operational conditions. During stall aerodynamic forces can supply
wind turbine blades with energy when they vibrate in a natural mode. Such forces
have same direction as the vibration velocity of the blade, and they act as damping
forces. This phenomenon is usually denoted negative aerodynamic damping and
when it occurs a self-excitation of the structure can occur unless damped through
structural damping. This phenomenon is strongly related to ﬂutter described in
chapter 7 except that the most unstable degree of freedom is edge-wise motion,
or lead-lag motion. Stall induced edge-wise vibrations are known to occur during
operational conditions where light stall is observed on the blade. Factors which
are known to inﬂuence these vibrations are (see Petersen et al., ref. [34]). e.g.
static and dynamic airfoil characteristics, overall aerodynamic layout of the blade,
i.e. chord length distribution and twist, structural properties of the blade, i.e.
structural damping, and properties controlling the direction of vibration, i.e. the
principal bending axis. Furthermore properties of the supporting structure, i.e.
nacelle and tower has been shown to inﬂuence the vibrations as they may either
resist or support the vibrations.
In the present section an attempt to predict these edge-wise vibrations as a result
of non-linear 2-D aerodynamics is presented. An example taken from Petersen et
al. ref. [34] is chosen as test case. i.e. a 40 m diameter wind turbine rotating at
a constant speed. An airfoil section at a speciﬁc radius from the rotor center is
investigated. The aerodynamics in ref. [34], Chapter 2, is based on quasi-steady
2-D aerodynamics, where the inﬂuence of lift, drag, lift curve slope, and drag
curve slope are investigated. The results show that edge-wise vibrations can occur
in the wind speed range 8-25 m/s depending on the direction of vibration, θ.
The direction of vibration is caused by the twist of the blade and the structural
properties in general. The ﬂap-wise direction is deﬁned as the direction of vibration
in the normal direction and the edge-wise direction is the direction of vibration
in the chord-wise direction. By rotating the direction of vibration with respect
to the elastic axis, the forces are redistributed. Figure 51 shows the inﬂuence on
translational degrees-of-freedom by rotating the direction of vibration with angle
θ.
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Figure 51. Plot showing the inﬂuence on translational degrees-of-freedom by rotat-
ing the direction of vibration with angle θ.
Here both the CFD code EllipSys2D and the semi-empirical Beddoes-Leishman
model is used for the investigation. The main data for the present ﬂow conﬁgura-
tion are:
• Chord = 1.06 m.
• Radius = 14.0 m.
• Rotational speed, Ω = 3.04 rad/s.
• Direction of vibration angle, θ = 0◦ and θ = −20◦. Positive direction is
counter-clockwise.
• Mass = 57.0 kg/m → mass ratio µ = 50.
• Moment of inertia = 2.25 kg · m → rα = 0.37.
• Flap-wise natural frequency, fy = 1.79 Hz.
• Edge-wise natural frequency, fx = 2.87 Hz.
• Torsional natural frequency, fα = 20.0 Hz.
• Structural damping, ζ = 0.0 for all three degrees of freedom.
• Elastic axes at quarter-chord, x/c = 0.25→ ah = −0.5.
• Center of gravity at x/c = 0.3 → rcg = 0.1.
The physical parameters, i.e. mass, moment of inertia, and natural frequencies are
measured on an existing blade.
Two wind speeds are considered in the present study, one corresponding to an
angle of attack in the attached ﬂow region, and one corresponding to an angle of
attack in the separated ﬂow region. They are
• Wind speed = 10 m/s, resulting in Rec = 3.29× 106 and α = 11.2◦.5
• Wind speed = 20 m/s, resulting in Rec = 3.54× 106 and α = 23.2◦.
5Wind speed, W , together with the rotational speed, Ωr, results in U∞(10m/s) =√
W 2 + Ω2r2 = 43.72 m/s and U∞(20m/s) = 47.03 m/s. cosα = ΩrU∞ .
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Results using EllipSys2D
Figure 52 shows the computations using EllipSys2D with initial angle of attack,
α0 = 11.2◦ and direction of vibration, θ = 0◦ (top) and −20◦ (bottom), respec-
tively. θ = −20◦ is chosen because, as indicated in Petersen et al., ref. [34], this
value should cause the system to be more unstable. A second note is that com-
pared to the NACA 0012 test case, the structural equilibrium state is placed at
α0 leading to an oscillation around this value. Time series for the three degrees-
of-freedom are shown. The ﬂap and pitch motion are both damped while the
edge-wise motion is approximately periodic. It is also observed that the edge-wise
amplitude is larger for θ = −20◦ compared to θ = 0◦. This is due to the larger
contribution from the lift when rotating the axes of vibration. This also leads to
a more damped ﬂap and pitch motion.
The frequency of vibration for the edge-wise motion is 2.9 Hz, which is the nat-
ural frequency. The frequency of vibration for the ﬂap-wise and pitching motions
are 1.8 Hz, which corresponds to the natural frequency of the ﬂap-wise motion,
and they are 90◦ out of phase. When the ﬂap-wise velocity is 0, i.e. either min or
max of the position curve, the angle of attack, α = 11.2◦. When the airfoil accel-
erates upwards α decreases and vice-versa. This means that the change in angle of
attack on the left side of ﬁgure 52 is the equivalent angle of attack stemming from
the ﬂap-wise velocity, αeq = arctan(y˙/U∞) ≈ y˙/U∞. The high frequency ”noise”
on the pitching motion is the change in geometric angle of attack of the airfoil at
the pitching natural frequency, fα = 20 Hz.
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Figure 52. Time series for LM 2 airfoil using EllipSys2D, α0 = 11.2◦, Rec =
3.29× 106, direction of vibration θ = 0◦(top) and −20◦(bottom), respectively.
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Figure 53 shows the computations using EllipSys2D with initial angle of attack,
α0 = 23.2◦ and θ = 0◦ (top) and −20◦ (bottom), respectively. Compared to the
lower angle of attack case, the frequencies of vibration are the same. For θ = 0◦
the ﬂap-wise motion is slightly more damped, while the edge-wise motion is still
periodic but with a smaller amplitude. For the pitching motion the actual high
frequency vibrations are more dominant compared to α0 = 11.2◦. This is caused
by the numerical higher value of moment coeﬃcient, Cm, at this high angle of
attack.
For θ = −20◦ both ﬂap-wise and edge-wise motions are slightly more damped,
while the high frequency pitching motion at the beginning is more dominant com-
pared to θ = 0◦ but ends at around the same amplitude.
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Figure 53. Time series for LM 2 airfoil using EllipSys2D, α0 = 23.2◦, Rec =
3.54× 106, direction of vibration θ = 0◦(top) and −20◦(bottom), respectively.
Results using Beddoes-Leishman model
The Beddoes-Leishman model was applied to the same test cases and the results
are presented in ﬁgures 54 to 55. As for the EllipSys2D computations the change
in α stems from the plunging motion. On the pitching motion shown in the right
side of ﬁgure 54 a very small high frequency oscillation is observed in the very
beginning of the time series. These vibrations are actual pitching of the airfoil
which damps out fast. For α0 = 11.2◦, no particular diﬀerence is observed for the
ﬂapping and pitching motions between θ = 0◦ and θ = −20◦, but the amplitude
of the edge-wise motion is an order of magnitude larger when θ = −20◦. Note the
diﬀerence in abscissa for the edge-wise motion.
Figure 55 shows the high angle of attack case, α0 = 23.2◦, for θ = 0◦ and −20◦,
respectively. A clear diﬀerence from the lower angle of attack case is that the
ﬂapping and pitching motions are much less damped, and for θ = −20◦ the edge-
wise amplitudes are larger. At around t = 5 sec. an instability phenomenon occurs
for the pitching motion. This high frequency oscillation in pitch inﬂuences the
ﬂapping motion, which starts to vibrate with the same frequency. The aerodynamic
damping in pitch is deﬁnitely negative but again it is the authors opinion that the
misprediction of the moment causes erroneous aerodynamic damping.
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Figure 54. Time series for LM 2 airfoil using B-L model, direction of vibration,
θ = 0◦(top) and −20◦(bottom), respectively. α0 = 11.2◦, Rec = 3.29× 106.
0.00
0.25
0.50
0.75
1.00
0.0 1.0 2.0 3.0 4.0 5.0
-0.10
-0.05
0.00
0.05
0.10
y/
c
x
/c
t
flap
edge
18.0
20.0
22.0
24.0
26.0
28.0
0.0 1.0 2.0 3.0 4.0 5.0
α
t
pitch
0.00
0.25
0.50
0.75
1.00
0.0 2.0 4.0 6.0 8.0 10.0
-0.10
-0.05
0.00
0.05
0.10
y/
c
x
/c
t
flap
edge
0.0
10.0
20.0
30.0
40.0
0.0 2.0 4.0 6.0 8.0 10.0
α
t
pitch
Figure 55. Time series for LM 2 airfoil using B-L model, direction of vibration,
θ = 0◦(top) and −20◦(bottom), respectively. α0 = 23.2◦, Rec = 3.54× 106.
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Discussion
Aeroelastic computations have been carried out using EllipSys2D coupled to a
structural dynamics model. The model has been validated against two 1 DOF
cases and was applied on a 2 DOF NACA 0012 airfoil case. Comparison with a
numerical study from the literature was carried out using the NS solver, EllipSys2D,
and results showed good agreement. The Beddoes-Leishman model was applied
on the same test case, but only the stable cases were correctly predicted. Both
models were applied to a 3 DOF LM 2 airfoil to investigate stall induced edge-
wise vibrations. EllipSys2D and the B-L model were in very good agreement when
predicting the aeroelastic response, where stable solutions were expected. The only
signiﬁcant diﬀerence was the larger pitching response predicted by EllipSys2D.
At the high angle of attack case EllipSys2D predicts more damping and again
the pitching motion is more dominant. But by rotating the direction of vibration
in the clockwise direction the pitching motion increases in amplitude with both
models, and for the B-L model it actually becomes unstable.
The overall conclusion on the B-L model is that the moment is not properly
predicted, resulting in an erroneous aerodynamic damping, which is a key factor
for ﬂutter prediction. For the stable solution, i.e. low α, the aerodynamic damping
plays a minor role and the response is predicted acceptably well. When instability
according to EllipSys2D is present the aerodynamic damping play a greater role
and because of it’s misprediction, non-physical response is computed using the B-
L model. For proper use of the B-L model in aeroelastic analysis, a better model
for the moment coeﬃcient is needed.
At the very end of the present project it was found more appropriate to deﬁne
the direction of vibration with respect to the airfoil and not as done in the present
work, with respect to inﬂow. This will better represent real physics and might be
the reason for not being able to predict stall induced edge-wise vibrations.
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10 Conclusions
The present work has described numerical investigation of two-dimensional un-
steady airfoil ﬂows with application to aeroelastic stability.
The objectives of the work were twofold. First a transition prediction model
based on the en method was developed. A laminar integral boundary layer for-
mulation based on dissipation closure were implemented and coupled to a Navier-
Stokes solver, EllipSys2D, and the resulting boundary layer parameters, i.e. velocity
at the edge of the boundary layer, displacement thickness, momentum thickness,
and kinetic energy thickness, were used as input to an instability database. The
database is built of a discrete set of solutions to the Orr-Sommerfeld equation,
and by using laminar boundary layer parameters as input, stability information
can be determined by interpolation. The laminar integral boundary layer formu-
lation was solved by a coupled direct/inverse Newton-Raphson method in order
to get boundary layer parameters well into the separated region. The transition
model was validated on a ﬂat plate ﬂow. Quasi-static computations were con-
ducted on various airfoils under static conditions. Transitional computations with
the developed transition prediction model were compared with fully turbulent
computations and transitional computations using an empirical transition model,
the Michel Criterion, as well as experimental data. Results showed clear improve-
ments in drag predictions using transition models, but also the lift characteristics
showed a slightly better prediction using transition models. The diﬀerence in pre-
diction between the two models is small, but the en model showed more stable
solutions compared to the Michel Criterion.
In order to investigate unsteady airfoil ﬂows with respect to dynamic stall,
a semi-empirical dynamic stall model, the Beddoes-Leishman (B-L) model, was
applied for comparison with the Navier-Stokes solver. The present version of the
B-L model was originally implemented by Pierce, ref. [35] but additions were
made during the present work in order to take arbitrary forcing into account, i.e.
plunging and lead-lag motion.
Dynamic stall computations were carried out on the NACA 0015 and the RISØ-
1 airfoils in order to investigate the inﬂuence of transition on dynamic stall. Un-
fortunately the experimental test cases were not very suitable for incompressible
transition modeling. But overall conclusions are that, as for ﬁxed angle of attack
ﬂows, drag is better predicted using a transition model. A second major conclu-
sion is the importance of proper grid resolution. During the process of computing
dynamic stall it was realized that a ﬁne enough grid for ﬁxed angle of attack
ﬂows, was not ﬁne enough for dynamic stall computations, since the dynamics
of separation and vortex shedding demands more grid points. Despite that, tran-
sitional computations predicted separation before fully turbulent computations
during upstroke due to laminar separation at the leading edge.
The RISØ-1 and S809 airfoils were also investigated using the B-L model. It
showed good lift and drag predictions as long as leading edge separation was not
present. The moment predictions failed to reproduce the experimental data when
separation was present. The computations using the Navier-Stokes solver showed
better qualitative agreement especially when leading edge separation was present.
The ability to get detailed information on the overall unsteady ﬂow ﬁeld revealed
useful information for further development of the B-L model. Finally the plunging
motion of a NACA 23-010 airfoil was computed with the B-L model in order to test
the implementation of the arbitrary forcing. Results showed acceptable agreement.
In the second part of the work the aerodynamic models were coupled to a
simple three degrees-of-freedom (DOF) structural dynamics model to make aeroe-
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lastic investigations. The structural dynamics model was developed and the time
integration algorithm was veriﬁed. Two test cases were investigated. The ﬁrst was
a 2 DOF NACA 0012 airfoil subjected to an air ﬂow. The airfoil was pitched up-
wards to an initial angle of attack and then released. Dependent on the natural
frequency of the pitch spring the airfoil motion was either damped or excited.
Computations were done using both EllipSys2D and the B-L model and compared
to comparable computations from the literature. Good agreement was obtained
for stable conditions at low initial angle of attack, but for the unstable conditions
only EllipSys2D predicted correct aeroelastic response. The B-L model was not
able to predict the same unstable conditions, which was interpreted as being a
poor prediction of moment resulting in erroneous aerodynamic damping.
The second test case was the investigation of a 3 DOF wind turbine airfoil
which is known to experience stall induced edge-wise vibrations during certain
operational conditions. An attempt to model this was done. Two wind speeds cor-
responding to two angles of attack; one in the attached region and one in the stalled
region. Also the eﬀect of rotating the direction of vibration was investigated. Both
aerodynamic models agreed well on the low angle of attack case where ﬂap-wise
vibrations damp out and the main contribution to the pitching motion was due
to the equivalent angle of attack stemming from the plunging motion. Edge-wise
vibrations were small but more or less periodic. The B-L model did predict more
aerodynamic damping, though. By rotating the direction of vibration the force
distribution was changed causing larger edge-wise amplitude and more damped
ﬂap-wise motion. The frequencies of the aeroelastic response corresponded well
with the natural frequencies of the structural model.
At high angles of attack both models predicted more dominant pitching mo-
tion and by rotating the direction of vibration EllipSys2D predicts more ﬂap-wise
damping, while the pitching motion at the beginning increases but ends at the
same amplitude as for not rotating the direction of vibration. The B-L model
shows less aerodynamic damping compared to the low angle of attack case and
by rotating the direction of vibration the edge-wise amplitudes becomes larger.
After a short while an instability phenomenon occurs for the pitching motion. This
high frequency oscillation in pitch inﬂuences the ﬂapping motion, which starts to
vibrate with the same frequency. The aerodynamic damping in pitch is deﬁnitely
negative but again it is the authors opinion that the misprediction of the moment
causes erroneous aerodynamic damping.
The direction of vibration was in the present work deﬁned with respect to the
inﬂow. It would have been more appropriate to deﬁne it with respect to the airfoil.
This would better represent real physics, and might be a reason for not being able
to predict stall induced edge-wise vibrations.
10.1 Recommendations for Further Research
The present work has described contributions to the ﬁeld of numerical aerody-
namics and aeroelasticity. For both disciplines it is of major importance to obtain
proper experimental data for validating and testing. This includes low turbulence
intensity wind tunnel test of smooth airfoils at low Mach numbers. Both static
and dynamic (Pitching, plunging, and lead-lag oscillations) data are necessary,
including aeroelastic test cases with one, two, or three degrees-of-freedom.
For unsteady CFD computations it is of major importance to perform grid
reﬁnement studies to secure grid insensitive solutions.
The Beddoes-Leishman model has to be extended to better predict moment
coeﬃcients and vortex shedding for proper prediction of aerodynamic damping.
The problem is, if it is possible to include these very complex dynamic phenomena
in an indicial response formulation comparable to the original formulation.
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In the case of aeroelastic modeling it would have been more appropriate to
compare the two diﬀerent aerodynamic models with simpler aeroelastic conﬁgura-
tions, such as e.g. classical ﬂutter, and also to test the structural dynamics model
together with linear aerodynamic theory. Furthermore it would be more appropri-
ate to deﬁne the direction of vibration with respect to the airfoil and not, as in
the present work, with respect to inﬂow. Using the other deﬁnition would better
represent real physics.
The eﬀects of including structural damping, non-linear springs, and non-linear
generalized coordinates is an obvious extension to the structural dynamics model
The major future task is to extend the models to three-dimensional ﬂows. In the
case of transition modeling using the proposed model, the solution of the integral
boundary layer equations and deﬁning laminar boundary layer parameters must
be the major task. By extending the aeroelastic model to 3-D, the inclusion of
an extra ﬁeld of research is necessary: Adaptive grid generation. As the diﬀerent
airfoil sections on a wing deﬂects, the wing deforms and a new grid has to be
generated at each time step. This will increase the computing time considerably
compared to pure 3-D aerodynamic computations. Also the structural dynamics
model will have to be further developed to include more degrees-of-freedom.
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A Discretization of Boundary Layer
Equations
The boundary layer equations (8) and (9) are discretized using a 2. order central
diﬀerencing scheme.
Direct solution procedure
For the direct solution procedure, where the freestream velocity, ue, is determined
by the N-S solver, the two remaining parameters,H and θ can be computed solving
equations (8) and (9) directly using a Newton-Raphson procedure. This results in
the following discretized equations.
f1 =
θi − θi−1
ξi − ξi−1 +
(
2 +
Hi +Hi−1
2
)
θi + θi−1
uei + uei−1
uei − uei−1
ξi − ξi−1 −
Cf
2
|i− 12 = 0
f2 =
θi + θi−1
2
dH∗
dH
Hi −Hi−1
ξi − ξi−1 +H
∗|i− 12
(
1− Hi +Hi−1
2
)
θi + θi−1
uei + uei−1
uei − uei−1
ξi − ξi−1
− 2CD|i− 12 +H
∗|i− 12
Cf
2
|i− 12 = 0 (A.1)
H∗, Cf2 , and 2CD are given by relationships (10), (11), and (12) respectively.
The chain rule is used for
∂H∗
∂ξ
=
∂H∗
∂H
∂H
∂ξ
, (A.2)
where
∂H∗
∂H
= 0.076
(
1− 16
(Hi+Hi−12 )
2
)
, H < 4
∂H∗
∂H
= 0.040
(
1− 16
(Hi+Hi−12 )
2
)
, H > 4. (A.3)
For the direct solution procedure the matrix equation is given by
(
∂f1
∂θi−1
∂f1
∂Hi−1
∂f1
∂θi
∂f1
∂Hi
∂f2
∂θi−1
∂f2
∂Hi−1
∂f2
∂θi
∂f2
∂Hi
)
δθi−1
δHi−1
δθi
δHi

 = −
(
f1
f2
)
(A.4)
Since the parameters at the previous boundary layer station is already computed
resulting in δθi−1 and δHi−1 = 0, equation (A.4) is reduced to the following very
simple system of equations.(
∂f1
∂θi
∂f1
∂Hi
∂f2
∂θi
∂f2
∂Hi
)(
δθi
δHi
)
= −
(
f1
f2
)
(A.5)
where
∂f1
∂θi
=
1
ξi − ξi−1 +
(
2 +
Hi +Hi−1
2
)
uei − uei−1
uei + uei−1
1
ξi − ξi−1 −
∂
Cf
2
∂θi
,
∂f1
∂Hi
=
1
2
θi + θi−1
uei + uei−1
uei − uei−1
ξi − ξi−1 −
∂
Cf
2
∂Hi
,
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∂f2
∂θi
=
1
2
∂H∗
∂H
Hi −Hi−1
ξi − ξi−1 +H
∗|i− 12
(
1− Hi +Hi−1
2
)
uei − uei−1
uei + uei−1
1
ξi − ξi−1
− ∂2CD
∂θi
+H∗|i− 12
∂
Cf
2
∂θi
,
and
∂f2
∂Hi
=
θi + θi−1
2
(
∂H∗
∂H
− 0.076 · 16 · 2 1
(Hi+Hi−12 )
3
Hi −Hi−1
ξi − ξi−1
)
+
θi + θi−1
uei + uei−1
uei − uei−1
ξi − ξi−1
(
−H
∗
2
|i− 12 +
∂H∗
∂H
(
1− Hi +Hi−1
2
))
− ∂2CD
∂Hi
+
∂H∗
∂H
Cf
2
+H∗|i− 12
∂
Cf
2
∂Hi
This system of equations is a simple 2 × 2 system and is solved using Cramers
rule.
Inverse solution procedure
As the ﬂow approaches separation the integral boundary layer equations are solved
inversely with θ and ue as the independent variables. The skin friction, Cf can
be determined using the N-S solver and from relationship (11), the shape factor
H is computed. The discretized equations, (A.1), are equal to those for the direct
procedure. For the inverse solution procedure the matrix equation is given by(
∂f1
∂θi
∂f1
∂uei
∂f2
∂θi
∂f2
∂uei
)(
δθi
δue
)
= −
(
f1
f2
)
(A.6)
where
∂f1
∂θi
=
1
ξi − ξi−1 +
(
2 +
Hi +Hi−1
2
)
uei − uei−1
uei + uei−1
1
ξi − ξi−1 ,
∂f1
∂uei
=
(
2 +
Hi +Hi−1
2
)
θei + θei−1
ξi − ξi−1
2uei−1
(uei + uei−1)2
,
∂f2
∂θi
=
uei − uei−1
uei + uei−1
1
ξi − ξi−1H
∗|i− 12
(
1− Hi +Hi−1
2
)
+
1
2
∂H∗
∂H
Hi −Hi−1
ξi − ξi−1 −
∂2CD
∂θi
,
and
∂f2
∂uei
=
θi + θi−1
ξi − ξi−1H
∗|i− 12
(
1− Hi +Hi−1
2
)
2uei−1
(uei + uei−1)2
− ∂2CD
∂uei
The derivatives of Cf2 and 2CD with respect to θ, H and ue are rather lengthy
but straightforward.
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B Beddoes-Leishman Dynamic Stall
Model
The following sections describe the three sub-systems of the Beddoes-Leishman
model, i.e. the attached ﬂow region, the separated ﬂow region, and the dynamic
stall region. Also the modeling of the unsteady drag force is described.
B.1 Attached Flow
In general the indicial lift and quarter-chord pitching moment coeﬃcients for a
step change in angle of attack, α, and pitch rate, q, can be written as (Bisplinhoﬀ
et al., ref. [4])
CNα = CINα + C
C
Nα =
(
4
M
φIα +
2π
β
φCα
)
α (B.7)
CMα = CIMα + C
C
Mα =
(
− 1
M
φIαM −
2π
β
φCα [xac − 0.25]
)
α
CNq = CINq + C
C
Nq =
(
− 1
M
φIq −
π
β
φCq
)
q
CMq = CIMq + C
C
Mq =
(
− 7
12M
φIqM −
π
8β
φCqM
)
q
where φ is the indicial response functions.M is the Mach number, β is the Prandtl-
Glauert compressibility factor, β =
√
1−M2, and xac is the aerodynamic center.
The superscripts I and C refer to the components of impulsive and circulatory
loading, respectively. Subscripts N and M refer to normal force and pitching
moment, respectively. In practice the linearized value of the steady lift curve slope
2π/β is replaced by the measured steady state normal force curve slope Cnα . The
indicial response functions are approximated empirically in terms of exponential
functions. (Leishman and Beddoes, ref. [20].)
φIα = exp
(−S
Tα
)
(B.8)
φCα = 1−A1 exp(−b1β2S)−A2 exp(−b2β2S)
φIq = exp
(−S
Tq
)
φCq = φ
C
α = φ
C
φIαM = A3 exp
( −S
b3TαM
)
+A4 exp
( −S
b4TαM
)
φIqM = exp
( −S
TqM
)
φCqM = 1−A5 exp(−b5β2S)
The constants Aj and bj are empirically determined constants and Tj are empiri-
cally determined time constants dependent on Mach number. S = 2U∞t/c is the
non-dimensional distance traveled by the airfoil in semi-chords. These response
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functions are discretized using the previously mentioned method using Duhamel’s
integral. In this way the cumulative eﬀect to an arbitrary time history of angle of
attack is constructed.
The following sections describe the discretization of the various circulatory and
impulsive components of normal force and moment, respectively.
Normal force
For unsteady ﬂow, the circulatory component of the normal force coeﬃcient can
be written as
CCNn = CNαφ
CαE = CNα
wE
U∞
,
where n is the current sample, αE is an eﬀective angle of attack, wE is the eﬀective
downwash at the 3/4-chord, and U∞ is the freestream velocity. To compare pitch
and plunge motion an equivalent angle of attack is deﬁned for plunging as (Tyler
and Leishman, ref. [49])
αeq = arctan
(
y˙
U∞
)
≈ y˙
U∞
,
where y˙ is the plunge velocity. For an airfoil undergoing arbitrary pitch α and
plunge y about the 1/4-chord, the instantaneous quasi-steady down wash at the
3/4-chord is given by
w = αU∞ +Q+ y˙,
where Q = −qU∞/2 and q = α˙c/U∞ is the non-dimensional pitch rate. (Q is
simply dimensionalized pitch rate with semi-chord, i.e. Q = α˙ c2 ). The eﬀective
down wash is given by
wE = ΣU∞n∆αn −X(1)n − Y (1)n +Σαn∆U∞n −X(2)n − Y (2)n (B.9)
+ Σ∆Qn −X(3)n − Y (3)n +Σ∆h˙n −X(4)n − Y (4)n .
X
(j)
n and Y
(j)
n are deﬁciency functions, which represents the deﬁciency in the
quasi-steady values due to the presence of unsteady shed wakes. They are given
by
X(j)n = X
(j)
n−1 exp(−b1β2∆S) +A1∆(j) exp
(−b1β2∆S
2
)
Y (j)n = Y
(j)
n−1 exp(−b2β2∆S) +A2∆(j) exp
(−b2β2∆S
2
)
,
where ∆(j) terms are the corresponding change of angle of attack, velocity, pitch
rate, and plunge, respectively, from one time step to the next given by
∆(1) = U∞n∆αn and ∆
(2) = αn∆U∞n (B.10)
∆(3) = ∆qn and ∆(4) = ∆y˙n.
In the original implementation, Pierce, ref. [35] only the angle of attack term ()(1)
and pitch rate term ()(3) was included.
The impulsive part of the normal force due to a step change in angle of attack
is given by
CINn =
4
M
φIαα =
4KαTI
M
(
∆αn
∆t
−Dn
)
.
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In this case the deﬁciency function, Dn, is given by
Dn = Dn−1 exp
( −∆t
KαTI
)
+
(
∆αn −∆αn−1
∆t
)
exp
( −∆t
2KαTI
)
.
Kα is a factor associated with the non-circulatory time constant and TI = c/a is a
time constant governing the decay of the loads due to the propagation of pressure
disturbances. c is the chord and a is the speed of sound.
The impulsive part of the normal force due to a step change in pitch rate is
given by
CIqNn =
−1
M
φIqq =
−KqTI
M
(
∆qn
∆t
−D′qn
)
,
where
D′qn = D′qn−1 exp
( −∆t
KqTI
)
+
(
∆qn −∆qn−1
∆t
)
exp
( −∆t
2KqTI
)
.
Again Kq is a factor associated with the non-circulatory time constant. No impul-
sive part due to U∞ and h˙ is present.
The total normal force is given by
CNn = C
C
Nn + C
I
αNn + C
I
qNn .
Moment
The impulsive part of the moment terms due to a step change in angle of attack
is in the present work modeled using
CIαMn =
−CINn
4
.
The impulsive part of the moment terms due to a step change in pitch rate is
given by
CIqMn =
−7KqMTI
12M
(
∆qn
∆t
−D′′qn
)
,
D′′qn = D
′′
qn−1 exp
(
−∆t
K2qMTI
)
+
(
∆qn −∆qn−1
∆t
)
exp
(
−∆t
2K2qMTI
)
.
The circulatory part of the moment terms is given by
CCMn = CMo + (0.25− xac)CCNn −
CNα
16
(qn −X(5)) c
U∞
.
Here CMo is the zero lift moment coeﬃcient. In the present work the second term
is neglected since the aerodynamic center is usually less than 0.02 chord lengths
from the quarter chord. The deﬁciency function is given by
X(5)n = X
(5)
n−1 exp(−b5β2∆S) +A5∆qn exp
(−b5β2∆S
2
)
.
The total moment is given by
CMn = C
C
Mn + C
I
αMn + C
I
qMn .
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B.2 Separated Flow
The non-linear airfoil characteristics at higher angles of attack are due to the fact
that the ﬂow on the airfoil separates from the surface. For incompressible ﬂow
two diﬀerent separation phenomena can occur, namely leading edge and trailing
edge separation. For most airfoils, trailing edge separation occurs, which causes
an associated loss of circulation. However, under dynamic conditions the trailing
edge separation may be suppressed by increasing pitch rates and leading edge sep-
aration may be the dominating separation. Leading edge separation occurs when
a critical pressure at the leading edge, corresponding to a critical value of CN ,
called C′N , is reached. This value can be determined for static ﬂow conditions,
where the pitching moment breaks. For unsteady conditions there is a lag in CN
with respect to angles of attack resulting in a higher value of CN than for static
ﬂow conditions. This mechanism signiﬁcantly contributes to the delay in stall. In
order to model this delay in stall a deﬁciency function is added to normal force.
Normal force
The stall onset due to leading edge separation is modeled by
C′Nn = CNn −Dpn ,
where Dpn is the deﬁciency function given by
Dpn = Dpn−1 exp
(
∆S
Tp
)
+ (CNn − CNn−1) exp
(
∆S
2Tp
)
.
This was implemented in the original version, Pierce, ref. [35].
Since pitch rate is only present for pitch oscillations and not for plunge motion,
the lag in CN will be diﬀerent for pitch than for plunge. For arbitrary forcing it is
therefore necessary to diﬀerentiate between pitch and plunge contributions in the
stall onset model. In the present implementation the lag due to angle of attack is
given by
C′Nαn = CNn −Dpαn ,
and the lag due to pitch rate is given by
C′Nqn = CNn −Dpqn ,
where the deﬁciency functions are given as previously, except that the time con-
stant Tp is replaced by the time constants Tpα and Tpq. The total value of the
critical normal force C′N is then the sum of two contributions.
C′Nn = C
′
Nαn + C
′
Nqn .
The trailing edge separation is modeled using the theory of Kirchoﬀ and is
given by
CtNn = CNα
(
1 +
√
f ′′
2
)2
α.
f is the separation point location varying from unity for attached ﬂow to zero for
fully separated ﬂow. f ′′ is a modiﬁed separation point due to temporal eﬀects.
The way to determine f ′′ is split into two parts. The ﬁrst part is the lag eﬀect on
the pressure response. To account for the unsteady pressure loss an eﬀective angle
of attack, αE , is deﬁned as
αE =
C′N
CNα
.
This angle of attack gives the same unsteady leading edge pressure as the equiv-
alent quasi-steady case. In other words: Using αE instead of α results in a value
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of CN , called C′N , which is equivalent to the critical leading edge pressure. This
αf is used to deﬁne an eﬀective separation point, f ′ from an α, f -relationship. In
the present work experimental quasi-steady separation point locations are stored
in an f -table as a function of angle of attack. Secondly the unsteady boundary
layer eﬀects are counted for by applying a ﬁrst order deﬁciency function to f ′ to
determine the ﬁnal unsteady trailing edge separation point, f ′′, from
f ′′n = f
′
n −Dfn ,
where
Dfn = Dfn−1 exp
(
∆S
Tf
)
+ (f ′n − f ′n−1) exp
(
∆S
2Tf
)
.
Moment
The pitching moment due to unsteady separation is determined using the eﬀective
angle of attack, αE . This is used to interpolate in a moment table, which is made
from quasi-steady experimental data.
CMsep = CMi −
CMi − CMi+1
αi − αi+1 (αi − αf )
i being the increment of the experimental data.
B.3 Dynamic Stall
When computing into the deep stall regime, vortex shedding has to be taken into
account. At high angles of attack leading edge separation is the dominant separa-
tion. The vorticity generated at the leading edge will subsequently be shed locally
at the leading edge and convect downstream over the airfoil. This causes a large
disturbance in the pressure distribution, which induces large changes in the airfoil
lift, and especially the pitching moment.
Normal force
The vortex lift coeﬃcient is given by
CvNn = C
v
Nn−1 exp
(
∆S
Tv
)
+ (Cvn − Cvn−1) exp
(
∆S
2Tv
)
,
where Cvn is the diﬀerence between the the instantaneous value of the circulatory
lift and the corresponding lift as given by Kirchoﬀ’s approximation. It is given by
Cvn = C
C
Nn(1−KNn),
where KNn = (1 +
√
f ′′n )
2/4.
Moment
The center of pressure varies with the chord-wise position of the vortex. It is
determined using an empirically relation given by
CPv = 0.20
(
1− cos
(
πτv
Tvl
))
.
τv is a non-dimensional vortex time parameter. τv = 0 at the onset of separation
and τv = Tvl when the vortex reaches the trailing edge.
The center of pressure, CPv, is used to determine the increment in pitching mo-
ment about the quarter-chord due to the aft-moving center of pressure
CvM = −CPvCvN .
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B.4 Unsteady Drag Force
The unsteady pressure drag force is determined using the concept of chord-wise
force derived from 2-D thin airfoil theory and the circulatory indicial lift response.
The unsteady chord-wise force is given by
CCn = CNn tanαE ≈ CNαα2E ,
where αE = wE/U∞ is the eﬀective angle of attack. The eﬀect of separation on
the chord-wise force is derived using the concept of modiﬁed separation point and
is given by
CCn = ηCNαα
2
√
f ′′n .
η is a recovery factor representing the deviation from potential ﬂow. Typically,
η ≈ 0.95 which is also used in the present work.
Subsequently, the unsteady pressure drag force is obtained by resolving the total
normal force and the chord-wise force through the angle of attack to obtain
CDpn = CNn sinαn − CCn cosαn.
The viscous drag is represented by the zero lift drag coeﬃcient, CDo resulting in
the total drag force given by
CDn = CDo + CDpn .
Note that the viscous drag is only taken into account as the drag at zero lift angle
of attack. This can result in negative drag for certain angles of attack.
The additions made by the author during the present work includes the ability
to investigate arbitrary motion including plunge and lead-lag motion.
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Abstract (Max. 2000 char.)
The present report describes numerical investigation of two-dimensional unsteady
airfoil ﬂows with application to aeroelastic stability. The report is divided in two
parts. Part A describes the purely aerodynamic part, while Part B includes the
aeroelastic part.
In Part A a transition prediction algorithm based on a simpliﬁed version of the
en method is proposed.
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bility characteristics can be extracted by interpolation. Input to the database are
laminar integral boundary layer parameters. These are computed from an integral
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both fully turbulent and transitional ﬂow and compared with experimental data.
Results indicate that using a transition model the drag prediction is improved
considerably. Also the lift is slightly improved. At high angles of attack transi-
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shedding. If the transition point is not properly predicted this will aﬀect the whole
hysteresis curve. The transition model developed in the present work showed more
stable predictions compared to the empirical transition model.
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is developed and coupled to the aerodynamics models from Part A. A 2nd order
accurate time integration scheme is used to solve the equations of motion. Two
airfoils are investigated.
The aeroelastic models predict stable conditions well at low angle of attack. But at
high angles of attack, and where unstable behaviour is expected, only the Navier-
Stokes solver predict correct aeroelastic response. The semi-empirical dynamic
stall model does not predict vortex shedding and moment correctly leading to an
erroneous aerodynamic damping.
Descriptors INIS/EDB
AERODYNAMICS; AIRFOILS; BOUNDARY LAYERS; COMPUTATIONAL FLUID
DYNAMICS; COMPUTERCALCULATIONS; ELASTICITY; NAVIER-STOKES
EQUATIONS; STABILITY; TRANSITION FLOW; TURBULENT FLOW
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