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A B S T R A C T
We present a new surface-atmospheric dataset for driving ocean–sea-ice models based on Japanese 55-year
atmospheric reanalysis (JRA-55), referred to here as JRA55-do. The JRA55-do dataset aims to replace the CORE
interannual forcing version 2 (hereafter called the CORE dataset), which is currently used in the framework of
the Coordinated Ocean-ice Reference Experiments (COREs) and the Ocean Model Intercomparison Project
(OMIP). A major improvement in JRA55-do is the reﬁned horizontal grid spacing (∼ 55 km) and temporal
interval (3 hr). The data production method for JRA55-do essentially follows that of the CORE dataset, whereby
the surface ﬁelds from an atmospheric reanalysis are adjusted relative to reference datasets. To improve the
adjustment method, we use high-quality products derived from satellites and from several other atmospheric
reanalysis projects, as well as feedback on the CORE dataset from the ocean modelling community. Notably, the
surface air temperature and speciﬁc humidity are adjusted using multi-reanalysis ensemble means. In JRA55-do,
the downwelling radiative ﬂuxes and precipitation, which are aﬀected by an ambiguous cloud parameterisation
employed in the atmospheric model used for the reanalysis, are based on the reanalysis products. This approach
represents a notable change from the CORE dataset, which imported independent observational products.
Consequently, the JRA55-do dataset is more self-contained than the CORE dataset, and thus can be continually
updated in near real-time. The JRA55-do dataset extends from 1958 to the present, with updates expected at
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T
least annually. This paper details the adjustments to the original JRA-55 ﬁelds, the scientiﬁc rationale for these
adjustments, and the evaluation of JRA55-do. The adjustments successfully corrected the biases in the original
JRA-55 ﬁelds. The globally averaged features are similar between the JRA55-do and CORE datasets, implying
that JRA55-do can suitably replace the CORE dataset for use in driving global ocean–sea-ice models.
1. Introduction
The framework of the Coordinated Ocean-ice Reference
Experiments (COREs; Griﬃes et al. 2009, Danabasoglu et al. 2014) and
the subsequent Ocean Model Intercomparison Project (OMIP;
Griﬃes et al., 2016) provides ocean and climate modellers with a
common facility for performing coupled global ocean–sea-ice simula-
tions. This framework deﬁnes protocols for running coupled ocean–sea-
ice models with boundary forcing derived from common atmospheric
datasets. Its most essential element is the forcing dataset developed by
Large and Yeager (2004; 2009), hereafter referred to as the CORE da-
taset, which is largely based on the surface-atmospheric ﬁelds derived
from NCEP/NCAR atmospheric reanalysis (Kalnay et al. 1996; Kistler
et al. 2001). To reduce biases and uncertainties in the reanalysis ﬁelds,
surface-atmospheric ﬁelds such as winds, air temperature, and speciﬁc
humidity are adjusted with respect to available observations. The re-
analysis products also contain downward surface ﬂuxes such as the
downwelling shortwave and longwave radiative ﬂuxes and precipita-
tion (rain and snow), but these data are replaced by estimates that are
more directly based on observational data, such as from satellites.
Although the CORE framework has become increasingly visible and
successfully distributed, no signiﬁcant developments or maintenance of
the dataset or protocol have occurred since 2009. For the CORE dataset,
the discontinuity in the source data for radiation ﬁelds is the main
reason for prohibiting updates. Given that the scientiﬁc success of
COREs has only recently been demonstrated to the broader community,
this situation might be expected. However, the foundation of CORE/
OMIP cannot remain frozen indeﬁnitely. Furthermore, although the
present CORE dataset and protocol have become widely used, there are
various shortcomings revealed through many recent studies based on
the CORE protocol (Griﬃes et al. 2009; Danabasoglu et al. 2014;
Griﬃes et al. 2014; Downes et al. 2015; Farneti et al. 2015; Wang et al.
2016a; 2016b; Ilicak et al. 2016; Danabasoglu et al. 2016; Tseng et al.
2016). Hence, there is an urgent need to advance the scientiﬁc and
engineering foundation of the CORE/OMIP framework. This advance
must proceed in a timely manner to beneﬁt ocean modelling commu-
nities around the world.
The ocean modelling community requires the following features of a
forcing dataset:
• All forcing datasets must be up-to-date (currently, the CORE dataset
is available only through 2009).
• The datasets must not be tuned and adjusted to improve simulation
results of a particular ocean–sea-ice model or to conform to a par-
ticular choice of a set of numerical schemes and parameters for
ocean interior processes in coupled ocean–sea-ice models.
• The heat and water budgets of forcing datasets must be balanced
with respect to the applied surface ﬂux bulk formulae.
• The spatial and temporal resolutions of the datasets must be as
suﬃcient as possible for forcing high-resolution (e.g., eddying,
coastal) ocean and sea-ice models. The horizontal resolution of the
CORE dataset is approximately 200 km (T62 grids).
• All available datasets, such as other reanalysis products, and ra-
diation datasets, should be considered.
• The datasets should be extended to include pre-1948 data.
The CORE dataset satisﬁed only the second (no model-based tuning)
and third (global balance) items in the above list.
The following scientiﬁc and engineering backgrounds of forcing
datasets also warrant revisiting:
• The assumptions and corrections made in Large and Yeager (2009),
who created the CORE dataset;
• Incorporation of new corrections based on new/diﬀerent observa-
tional data;
• Forcing over regions covered by sea-ice;
• Surface ocean wave ﬁelds;
• River runoﬀ ﬁeld, including runoﬀ from ice-sheet melting;
• Diurnal cycling of wind and solar radiation.
By referring to new datasets that resolve some of the above issues,
ocean modellers hope to better simulate recent extreme climate events,
such as sea-ice reduction in the Arctic and the on-going El Niño/La Niña
cycle, and to understand these events in the context of long-term
variability. The present developmental study is an international colla-
borative eﬀort to produce a new atmospheric dataset for driving cou-
pled ocean–sea-ice models. Based on the Japanese 55-year Reanalysis
(JRA-55; Kobayashi et al., 2015) project conducted by the Japan Me-
teorological Agency (JMA), it aims to complement and eventually re-
place the existing forcing dataset from Large and Yeager (2009).
JRA-55 is among the more recent long-term reanalysis projects. It
adopts a relatively high-resolution (∼ 55 km) atmospheric model and
uses state-of-the-art assimilation techniques. The dataset extends from
1958 to the present, and will be updated in forthcoming years as part of
the JMA operational climate services. All atmospheric variables neces-
sary for computing surface ﬂuxes are taken from the forecast phase of
JRA-55. The temporal interval is 3 h. Data are originally provided on the
reduced TL319 (∼ 55 km) grid. But as a forcing dataset for ocean
modelling, we interpolate the data onto the normal TL319 grid (see
Appendix A.1 for details). The necessary variables are the downward
shortwave and longwave radiative ﬂuxes, precipitation (separated into
rain and snow), 10-m wind vector, sea level pressure, and the air tem-
perature and speciﬁc humidity at 10m (shifted from their original 2-m
height). Our preliminary evaluation indicated that the surface ﬁelds of
JRA-55 must be adjusted (bias-corrected locally and modiﬁed globally to
impose ﬂux balances) similarly to the NCEP/NCAR reanalysis in the
CORE dataset and the ECMWF reanalysis in the DRAKKAR forcing set
(Brodeau et al., 2010) (see also Fig. 1). We adjust all variables except the
sea level pressure. We also consider time-dependent adjustments to
correct the abrupt shifts in the data quality of JRA-55. These shifts are
introduced by changes in the observing systems. However, to provide
data in near real-time, the adjustment factors for the most recent decades
will be continually used for future updates.
The JRA55-do forcing dataset also includes the daily river runoﬀ
produced by operationally running a global river hydrodynamic model
forced by an adjusted runoﬀ from the land-surface component of JRA-
55 (Suzuki et al., 2017). However, river runoﬀ from Greenland and
Antarctica is derived from observational climatology based on in-
dependent estimates that account for the discharge and melting of ice-
sheets and ice-shelves.
The JRA55-do dataset does not satisfy all the above-listed items.
Speciﬁcally, future development is required to extend the data to pre-
1948, to incorporate surface ocean wave eﬀects, and to improve at-
mospheric ﬁelds over regions covered by sea-ice.
In this paper we introduce the new forcing dataset, JRA55-do (based
on JRA-55), designed for driving ocean–sea-ice models. As part of this
presentation, we describe general features of JRA55-do, the adjustment
methods used in its construction, and overall assessments of its quality.
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Because (at least in the foreseeable future) JRA55-do is intended mainly
for global modelling in the CORE/OMIP framework, our assessments
focus on large-scale features and global balances of the surface ﬂuxes.
In a companion paper (Taboada et al., 2018), we assess the wind pat-
terns regionally including the eastern-boundary upwelling zones. In
Section 2 of the present paper, we deﬁne the variables needed for for-
cing ocean–sea-ice models. Section 3 explains the method and rationale
for adjusting the surface-atmospheric variables of JRA-55. Section 4
details the river runoﬀ ﬁelds, and Section 5 discusses the ﬁnal adjust-
ment procedure for global ﬂux balance. The large-scale features of the
dataset are evaluated in Section 6. Finally, in Section 7 we present a
summary and concluding remarks.
We oﬀer a suite of appendices that present the many technical de-
tails relevant for JRA55-do. Appendix A explains the processing of the
raw JRA-55 data. Appendix B presents formulas to compute properties
of moist air that we advocate as a replacement to those used by the
current CORE/OMIP framework. Appendix C gives details of the da-
taset. Appendix D introduces the sea-surface temperature dataset (CO-
BESST; Ishii et al., 2005) which was used extensively in JRA-55 and the
present study. Appendix E explains the evaluation and adjustment of
the surface radiative ﬂuxes of CERES-EBAF-Surface_Ed2.8 (Kato et al.,
2013), which we adopted as the reference data to adjust the radiative
ﬂuxes of JRA-55. Appendix F presents a detailed comparison of surface
meteorological variables with buoy observations. Appendix G shows an
atlas of annual mean surface ﬂuxes of JRA55-do and their comparison
with the CORE dataset.
2. Variables necessary for forcing ocean–sea-ice models
In this section we brieﬂy review the sea-surface ﬂux calculations
and then derive the necessary surface-atmospheric variables for forcing
the ocean–sea-ice system. Although given in Section 2 of Large and
Yeager (2009), we provide the expressions here in support of the ad-
justment methods encountered later in this paper.
The ocean is forced at the sea-surface by the ﬂuxes of momentum→τ ,
heat Q, and freshwater F. The ocean surface is covered by either at-
mosphere or sea-ice and the ﬂuxes are computed separately by diﬀerent
formulas. When computing the surface ﬂux in an ocean grid cell, we
assume that a normalised fraction fo of the cell is exposed to the at-
mosphere. The momentum, heat, and freshwater ﬂuxes are respectively
expressed as follows:
→= → + − →τ f τ f τ(1 ) ,o AO o IO (1)
= + − +Q f Q f Q Q(1 ) ,o AO o IO R (2)
= + − +F f F f F R(1 ) ,o AO o IO (3)
where the subscripts AO and IO denote the ﬂuxes at the air - ocean and
ice - ocean interfaces, respectively. In Eqs. (2) and (3), R denotes the
total continental runoﬀ. The river runoﬀ is treated as part of the surface
freshwater ﬂux in Eq. (3) and QR represents the heat transport due to
runoﬀ.
At present, it is diﬃcult to compute the ice - ocean ﬂuxes from
observational data. Moreover, the computations are strongly aﬀected
by the imperfect representation of the thermodynamic and dynamic
processes in sea-ice models. Therefore, we do not try to adjust local
ice - ocean ﬂuxes in this study. However, we use their global ocean
averaged values for the purpose of closing the global ocean averaged
heat and freshwater ﬂux budget in a multi-decadal time scale (see
Section 3.2.3). We use approximate global mean ice - ocean ﬂuxes
derived from a global ocean–sea-ice model simulation. In a global
ocean–sea-ice simulation under the CORE dataset conducted at the
Meteorological Research Institute (MRI) (e.g., Tsujino et al., 2011), the
annual mean global ocean averaged cooling due to − f Q(1 )o IO is
roughly −1.4Wm 2. For the freshwater ﬂux, we close the budget of the
ocean–sea-ice system. Therefore, instead of FIO, we consider the fresh-
water ﬂux due to sublimation (S) over the sea-ice or snow:
= + − + ++F f F f P S R(1 )( ) ,ocean ice o AO o (4)
where P represents precipitation. Based on a global ocean–sea-ice si-
mulation, the global ocean integrated, long-term mean sublimation is
taken as × −0.05 10 kgs9 1 (upward). We should revise this value in a
future version when an observational estimate for this quantity be-
comes available. In general, a global balance of the surface momentum
ﬂuxes is not required.
The air - ocean heat and freshwater ﬂuxes are the sums of their
components:
= + + + + +Q Q Q Q Q QAO SW LW LA SE P E (5)
= +F P E,AO (6)
where the positive direction of all ﬂuxes is downward. The shortwave
radiation ﬂux QSW is computed by
= −Q α Q(1 ) ,SW DSW (7)
where QDSW is the downward shortwave radiation ﬂux and the albedo α
(a function of latitude) is taken from Large and Yeager (2009).
The longwave radiation ﬂux QLW is computed by
= −Q Q σθϵ ,LW DLW O4 (8)
where QDLW is the downward longwave radiation ﬂux, ϵ is the emis-
sivity (here assumed as 1.0 to account for the small fraction of QDLW
that is reﬂected (Lind and Katsaros, 1986)), = × − − −σ 5.67 10 Wm K8 2 4 is
the Stefan-Boltzmann constant, and θO is the sea-surface temperature.
The latent heat ﬂux QLA is equivalent to the evaporation E as follows:
= − →E ρ C q q θ U( ( )) Δ ,a E A Osat (9)
Fig. 1. Comparison of annual mean data over the ocean in the JRA-55 (blue),
JRA-55C (magenta), and CORE (green) datasets; (a) global ocean averaged
downward shortwave radiation ( −Wm 2) and (b) global ocean-integrated pre-
cipitation ( −kg s 1). (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
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=Q LE,LA (10)
where ρa and qA respectively denote the density and the speciﬁc hu-
midity of air, CE is the bulk transfer coeﬃcient for water vapor, qsat(θO)
is the saturation-speciﬁc humidity at the sea-surface temperature, and
→UΔ is the surface wind relative to the sea-surface current
(
→ = → − →U U UΔ A O). L is the latent heat of vaporisation. The sensible heat
ﬂux QSE is computed by
= − →Q ρ c C θ θ U( ) Δ ,SE a pa H A O (11)
where cpa is the speciﬁc heat of air, CH denotes the bulk transfer coef-
ﬁcient of heat, and θA is the surface air temperature. The properties of
moist air such as ρa, cpa, L, and qsat, are calculated by the formulas
presented in Appendix B. We advocate using a set of formulas given by
Gill (1982) for computing the properties of moist air, which is thought
to be more accurate than the simple and cost-eﬀective set of formulas
used for the current CORE/OMIP framework as given by Large and
Yeager (2004). Because ρa and qsat are also a function of sea-level
pressure (SLP), we need sea-level pressure for computing ﬂuxes.
Precipitation occurs in the liquid (rain) or solid (snow) phase. The
temperature of surface freshwater ﬂuxes in the liquid phase is assumed
to equal the local sea-surface temperature:
= ++Q c P E θ( ) ,P E po O (12)
where = × − −c 3.99 10 J kg Kpo 3 1 1 is the speciﬁc heat of sea water. In the
above-mentioned global ocean–sea-ice simulation conducted at MRI,
the global ocean averaged, long-term mean ++f Q Qo P E R was approxi-
mated as − −0.4Wm 2 (the negative sign implies ocean cooling). In the
MRI simulation, all precipitation, evaporation, and runoﬀ were as-
sumed to be in the liquid phase. The cooling results since evaporation
dominates in low-latitudes (removing warm water from the ocean) and
precipitation dominates in high-latitudes (adding cold water to the
ocean). Note that this argument only holds for ocean models that treat
the surface freshwater ﬂux explicitly. For more details on the water heat
ﬂux, readers are referred to Griﬃes et al. (2014) (see their Appendix
A.4.).
The bulk transfer coeﬃcients, CE and CH, parameterise the turbulent
ﬂuxes in terms of the surface-atmospheric state. They are usually
computed along with the bulk transfer coeﬃcient of momentum CD,
from which the surface stress is calculated as follows:
→ = → →τ ρ C U UΔ Δ .AO a D (13)
Note that in a more precise analysis, part of →τAO is received by the
surface ocean wave ﬁelds and the momentum is redistributed before
reaching the large-scale ocean circulation ﬁelds (e.g., Mitsuyasu 1985;
Scully et al. 2016). However, to our knowledge, a global mapping of
such momentum redistribution has not been attempted. Among the
several propositions of bulk formulas, we adopt the bulk formulas by
Large and Yeager (2009) that have been used in the suite of CORE/
OMIP projects, at both the air - ocean and the air - ice interfaces. Note
that the use of a set of formulas given by Gill (1982) to compute
properties of moist air (Appendix B), which we recommend here,
slightly deviates from the set of CORE bulk formulas.
In summary, the ocean–sea-ice models are driven by seven atmo-
spheric variables, QDSW, QDLW, P (separated into rain and snow), θA, qA,
SLP,
→U ,A which are sourced from the forecast phase of JRA-55, and the
river runoﬀ (R), which is produced by running a global river hydro-
dynamic model forced by an adjusted runoﬀ from the land-surface
component of JRA-55. These variables are adjusted to minimise biases
and to achieve a globally closed heat and freshwater ﬂux in a multi-
decadal time scale. Besides these external data, we need two ocean
variables; the sea surface temperature (θO) and surface current vector
(
→UO). In most ocean–sea-ice models, the values of these variables at the
ﬁrst vertical level are used as those of the sea-surface, although the ﬁrst
level in ocean models typically represents an average over a few meters
rather than the sea-surface itself. Necessary variables are summarised in
Tables 1 and 2. We provide full details of the dataset in Appendix C.
3. Adjusting the surface-atmospheric variables of JRA-55
This section describes how we have adjusted the seven surface at-
mospheric variables of JRA-55 that are necessary, as explained in the
previous section, for computing surface ﬂuxes. We ﬁrst describe the
general adjustment strategy in Sections 3.1 and 3.2, and then give more
details on the adjustment processes for individual variables in
Sections 3.3–3.6.
3.1. JRA-55 and its subsets
JRA-55 (Kobayashi et al., 2015; Harada et al., 2016) is the ﬁrst
comprehensive reanalysis covering the last half-century since the Eur-
opean Center for Medium-Range Weather Forecast’s 45-year Reanalysis
(ERA-40; Uppala et al., 2005). Moreover, the long-term reanalysis was
performed by a four-dimensional variational method, which has not
been attempted before. The coverage begins from 1958 and is planned
to continue until approximately 2022 as part of the JMA operational
climate services. The JRA-55 system is based on JMA’s operational
global data assimilation-forecast system as of December 2009 (JMA,
Table 1
Description of the JRA55-do dataset version 1 (the latest version is 1.3). The main variables listed here as well as supplementary data listed on Table 2 can be
obtained at https://esgf-node.llnl.gov/search/input4mips/. Data ﬁles are stored in netCDF format. Each ﬁle contains the annual 3-hourly and daily time-series of a
single variable on the TL319 and 0.25° × 0.25° grid, for atmospheric variables and river runoﬀ, respectively. Time-series are constructed for each year, including
leap years. The ﬁrst column describes the name assigned to each variable in the netCDF ﬁle. These names are taken from Climate Model Output Rewriter (CMOR).
The ﬁfth column gives the time of the ﬁrst datum in each ﬁle. The sixth column states whether the given ﬁeld is an averaged property or a snapshot. Note that rain-
plus-snow equals the total precipitation (P).
Variable name ﬁeld (symbol used in Section 2) Units Horizontal grid First data represents Frequency (average or snapshot)
tas 10m air temperature (θA) K TL319 (0.5625°) 0:00 1 Jan 3-h, snapshot
huss 10m speciﬁc humidity (qA) −kg kg 1 TL319 (0.5625°) 0:00 1 Jan 3-h, snapshot
uas 10m eastward wind (→UA)
−ms 1 TL319 (0.5625°) 0:00 1 Jan 3-h, snapshot
vas 10m northward wind (→UA)
−ms 1 TL319 (0.5625°) 0:00 1 Jan 3-h, snapshot
psl Sea level pressure (SLP) Pa TL319 (0.5625°) 0:00 1 Jan 3-h, snapshot
rsds Downward shortwave (QDSW) −Wm 2 TL319 (0.5625°) 1:30 1 Jan 3-h, mean
rlds Downward longwave (QDLW) −Wm 2 TL319 (0.5625°) 1:30 1 Jan 3-h, mean
prra Rainfall ﬂux (P) − −kgm s2 1 TL319 (0.5625°) 1:30 1 Jan 3-h, mean
prsn Snowfall ﬂux (P) − −kgm s2 1 TL319 (0.5625°) 1:30 1 Jan 3-h, mean
friver Total river runoﬀa (R) − −kgm s2 1 0.25° × 0.25° 1 Jan Day, mean
a Data of river discharge to the ocean (Suzuki et al., 2017) and runoﬀ from Greenland (Bamber et al., 2012) and Antarctica (Depoorter et al., 2013) are merged.
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2007, 2013). The assimilation window of the base-system (6 hours) is
unchanged for JRA-55. To derive the atmospheric ﬁelds for driving the
ocean–sea-ice models, we obtained 3-hourly outputs from the forecast
phase (the 3rd and 6th hours after initialisation) rather than the initial
(analysis) state. Meteorological variables such as temperature, hu-
midity, wind vectors, and sea level pressure were obtained from in-
stantaneous data, while ﬂuxes such as radiation and precipitation were
determined from three-hour mean data. Here, ﬂuxes should be aver-
aged quantities for any budget analyses using this dataset to be done
consistently.
Separately from the main atmospheric four-dimensional variational
analysis, the JRA-55 system also performs a two-dimensional optimal
interpolation analysis for the surface temperature and speciﬁc humidity
at 2m height, and the surface wind vector at 10m height
(Kobayashi et al., 2015). Hereafter, this analysis is called JRA-55anl.
This analysis takes the forecast ﬁelds of the four-dimensional analysis of
JRA-55 as the ﬁrst guess. The same correlation scales as the four-di-
mensional analysis are used for the error of the ﬁrst guess. Thus, the
analysis ﬁelds of JRA-55anl are not signiﬁcantly smoothed relative to
the four-dimensional analysis ﬁelds of JRA-55. However, the analysis
ﬁelds of JRA-55anl do not constitute the initial state for the forecast
phase of the four-dimensional analysis. For developing JRA55-do, this
separate surface analysis was extensively used as a reference dataset for
adjusting the surface marine meteorological variables, as explained in
the following sections.
A subset of JRA-55, JRA-55 Conventional (JRA-55C;
Kobayashi et al., 2014), uses the JRA-55 data-assimilation system but
excludes satellite observations. As a result, it assimilates only the con-
ventional surface and upper air observations. The JRA-55C project aims
to improve the inhomogeneity of long-term datasets by removing the
historical changes in satellite observing systems. For this purpose, JRA-
55C was branched oﬀ from JRA-55 in November of 1972, just before a
vertical temperature proﬁle radiometer (VTPR) was installed in 1973.
From the JRA-55C data, we can assess the biases in the pre-satellite
(pre-1973) period assuming that these biases have persisted into the
recent period, where they can be quantiﬁed by referencing to satellite
data.
For reference, the acronyms containing JRA-55 or JRA55 are listed
in Table 3.
3.2. Adjustment strategy
3.2.1. Main adjustment
Fields derived from the forecast phase of JRA-55 (hereafter referred
to as JRA55-raw) were adjusted to match their long-term means with
those of reference ﬁelds. Speciﬁcally, the long-term means of the
JRA55-raw ﬁelds and reference ﬁelds were calculated for an over-
lapping period, and compared to determine adjustment factors. The
adjustment factors are spatially varying, and no smoothness constraints
were applied to the factors. We used a multiplicative factor or oﬀset
depending on the nature of the variable. Oﬀset factors were used for
variables that can be positive or negative such as air temperature and
wind direction. However, oﬀset factors are awkward for strictly positive
variables because the treatment of values around zero may not be un-
iquely determined. For example, simply applying a positive oﬀset to
precipitation will result in a situation that there is always a small
amount of precipitation. An oﬀset is also awkward for downwelling
shortwave radiation which is generally zero during the night. Thus, to
simplify the processing, we used multiplicative factors for strictly po-
sitive variables in principle. However, it should be noted that we may
modify the variance in an unconstrained manner by using multi-
plicative factors to adjust the long-term mean. Actually, based on the
assessments on the older versions, we used an oﬀset to adjust wind
speed, which is a strictly positive variable, in the latest version so as to
retain the variance contained in the original JRA-55 wind ﬁelds (see
also Appendix C.3.1). In an advanced adjustment method, we could
constrain both mean and variance using both multiplicative factor and
oﬀset. However, adjusting the variance would require a large amount of
work. First, the time scale of the variance to be adjusted, such as sto-
chastic, seasonal, or interannual, would need to be chosen. Then, it
would be necessary to reconstruct a time-series for both JRA55-raw and
the reference dataset to constrain the variance for the chosen time scale.
The choice of the time scale might be limited by the availability of the
reference data. It would also be necessary to conﬁrm that the adjust-
ment on the variance for a particular time scale would do no harm to
variability in other time scales. This approach might be taken for a
future version, after consideration of results from ocean model simu-
lations that use JRA55-do. For this study, we focussed on adjusting the
Table 2
Description of the supplementary data of JRA55-do. The ﬁrst column describes the name assigned to each variable in the netCDF ﬁle. These names are taken from
CMOR.
Variable name Field (symbol used in Section 2) Units Horizontal grid First data
represents
Frequency (average or
snapshot)
ts brightness temperature from JRA-55 (θO or θI) K TL319 (0.5625°) 0:00 1 Jan 3-hour, snapshot
siconca sea-ice distribution from JRA-55 (0 or 1) ( − f1 o) % TL319 (0.5625°) 0:00 1 Jan 3-hour, snapshot
tos sea-surface temperature from COBESST (Ishii et al., 2005) (θO) °C 1° × 1° 1 Jan day, mean
siconc sea-ice distribution from COBESST (Ishii et al., 2005) ( − f1 o) % 1° × 1° 1 Jan day, mean
sos sea-surface salinity from the World Ocean Atlas 2013 v2 (Zweng et al.,
2013; Boyer et al., 2015)
0.001 0.25° × 0.25° − month, climatology
uo sea water X velocity from GlobCurrent (Rio et al., 2014) (→UO)
−ms 1 TL319 (0.5625°) − year, climatology
vo sea water Y velocity from GlobCurrent (Rio et al., 2014) (→UO)
−ms 1 TL319 (0.5625°) − year, climatology
areacello grid-cell area for atmospheric data m2 TL319 (0.5625°) − ﬁxed
sftof land-sea mask for atmospheric data (1 for sea, 0 for land) 1 TL319 (0.5625°) − ﬁxed
licalvf solid water runoﬀ from Antarctica represented as calving ﬂux from
Depoorter et al. (2013)
− −kgm s2 1 0.25° × 0.25° − year, climatology
areacellg grid-cell area for river and solid water runoﬀ data m2 0.25° × 0.25° − ﬁxed
Table 3
List of acronyms of JRA-55 subproducts.
Acronym Description
JRA-55 The generic name that refers to the JRA-55 project and its product
JRA-55anl JRA-55 screen-level (surface) analysis using two-dimensional
optimal interpolation
JRA-55C JRA-55 subproduct assimilating Conventional observations only
JRA55-raw Surface atmospheric ﬁelds derived from the forecast phase of JRA-
55 (no adjustments applied)
JRA55-adj Surface atmospheric ﬁelds after applying the adjustments on
JRA55-raw described in Section 3
JRA55-do The ﬁnal product obtained after the global-balance adjustment of
JRA55-adj described in Section 5
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mean state using a single factor, either multiplicative or oﬀsetting.
Table 4 summarises the approaches for ﬁnding the adjustment fac-
tors. To ensure that we can update the JRA55-do dataset in near real-
time, all variables including the radiation and precipitation are based
on JRA55-raw. Unlike Large and Yeager (2009), who sourced the ra-
diation and precipitation from independent observation-based data, we
adjust the radiation and precipitation data in a reanalysis dataset
(JRA55-raw). The adjustments were performed on reduced TL319 grid
points where the JRA-55 ﬁelds were originally provided. The reference
ﬁelds for most variables have been updated relative to those used for
the CORE dataset (Large and Yeager, 2009). The rationale for this
change will be presented in later subsections devoted to the adjustment
method of each variable. After making the main adjustments, we zon-
ally interpolated the ﬁelds on the reduced TL319 grid points onto the
normal TL319 grid (see also Appendix A.1). We then made additional
adjustments as explained in the next subsection.
The adjusted atmospheric ﬁelds are designated as JRA55-adj to
distinguish them from the ﬁnal product JRA55-do. JRA55-do was ob-
tained after the global-balance adjustment of JRA55-adj (see Section 5).
Note that we did not adjust the sea level pressure because there is
not good data to be used as a reference ﬁeld. Therefore, when applying
the dataset to (for example) storm surge modelling, the user should be
aware of the possible inconsistencies between the surface pressure and
the adjusted wind ﬁelds.
The atmospheric ﬁelds in JRA-55 were sometimes shifted by
changes in the observation systems (Kobayashi et al., 2015). To ac-
commodate these shifts, we divided the dataset into several phases and
separately adjusted each phase. Fig. 12 of Kobayashi et al. (2015) shows
the 2-day forecast scores at the geopotential height of 500 hPa. The
authors stated that:
“The forecast scores of JRA-55 show relatively large variations that
correspond to the introduction of VTPR (Vertical Temperature Proﬁle
Radiometer) in 1973, the advent of satellite observing system in the late
1970s, ATOVS (Advanced Television and infrared observation satellite
Operational Vertical Sounder) in 1998, and GNSS-RO (Global
Navigation Satellite System-Radio Occultation) in 2006...”
The forecast score markedly improved in 1998, indicating im-
provement in the overall quality of reanalysis at that time. Discernible
transitions also appeared from the late 1970s through the early 1980s,
especially in the Southern Hemisphere. However, we note that parti-
tioning at the late 1970s will leave the period of 1973–1978 very
diﬃcult to correct/adjust owing to the shortness of the period and the
limited availability of observations. On the other hand, the year 1973
marks the inclusion of VTPR and the separation of JRA-55C from JRA-
55.
Fig. 1 compares the time series of the downward shortwave radia-
tion and precipitation in the JRA-55, JRA-55C, and CORE datasets.
From 1973, the shortwave radiation was clearly lower in JRA-55 than
JRA-55C. After 1998, the precipitation was clearly increased, which
was not seen in the CORE dataset, and the shortwave radiation further
lowered, in JRA-55 relative to JRA-55C. In JRA-55, AMSU-A (included
in Aug 1998) corrected the warm bias in the upper troposphere over the
ocean, whereas AMSU-B (included in Oct 2000) corrected the dry bias
in the upper and middle troposphere over the ocean (see Figs. 9 and 10
of Kobayashi et al. (2015)). Both corrections increased the overall
precipitation over the ocean and possibly inﬂuenced the shortwave
radiation. The precipitation increase occurred mainly in the tropical
regions (Kobayashi et al., 2015). It should also be noted that from May
1997, JRA-55 included the scatterometer winds (ERS from May 1997 to
Jan 2001, QuikSCAT from Jul 1999 to Nov 2009, and ASCAT from Jan
2008). Thus, the 1997–98 period is also a suitable transition point for
wind-ﬁeld adjustment. We also note that in Fig. 1 the long-term mean
global ocean averaged downward shortwave radiation and precipita-
tion were biased high relative to those of the CORE dataset, which
warrants adjustment on JRA-55 ﬂuxes.
Based on these assessments, we divided the dataset period of JRA-
55 into three phases 1958–1972 (phase-I); 1973–1997 (phase-II); and
1998–present (phase-III). We then applied diﬀerent adjustment factors
in each phase.
During Phase-I (1958–1972), only the conventional observations
were available. Because reference ﬁelds for adjusting the reanalysis
ﬁelds could not be constructed from these insuﬃcient data, we utilised
JRA-55C since it only uses conventional observations. Assuming that
the biases in the pre-satellite (pre-1973) period have persisted into the
recent period in JRA-55C, we assessed the general biases for Phase-I by
using the JRA-55C data in recent years, when satellite data are avail-
able to construct reference ﬁelds. A regime shift in the JRA-55C data
occurred around 1997 in the Equatorial Indian Ocean. Speciﬁcally, the
intensiﬁcation of westerly winds in the Maritime Continent region and
over the Equatorial Indian Ocean, and the increase of divergence in the
tropical region of the African Continent occurred after 1997 (results not
shown). Such regime shifts were not found in observations or other
reanalysis products, and were considered to be an erroneous response
Table 4
Summary of the adjustment factors applied to the original surface ﬁelds in JRA-55 (JRA55-raw). The last column indicates whether the variable was subsequently
adjusted by a spatially and temporally homogeneous factor to formally close the long-term (1988–2007) heat and freshwater ﬂux budgets.
Variable Reference data Availability of reference data Time dependency Multiplicative or oﬀset Additional global adjustment
Downward shortwave CERESa Mar 2000–Feb 2015 Monthly Multiplicative Yes
Downward longwave CERESa Mar 2000–Feb 2015 Monthly Multiplicative Yes
Precipitation CORE 1979–2009 Monthly Multiplicative Yes
GPCP-v2.3b 1979–2015 Monthly Multiplicative
Air temperature ensemblec 1980–2014 Monthly Oﬀset No
(on sea-ice) JRA-55anl-NPOLESd 1979–1998 Monthly Oﬀset
Speciﬁc humidity ensemblec 1980–2014 Monthly Multiplicative No
Wind speed QuikSCATe Nov 1999–Oct 2009 Annual Oﬀset No
SSM/If Jan 1988–Dec 2015 Annual Oﬀset
Wind direction QuikSCAT7 Nov 1999–Oct 2009 Annual Oﬀset No
a CERES EBAF-Surface_Ed2.8 (Kato et al., 2013), adjusted relative to buoy observations. See Appendix E.
b Global Precipitation Climatology Project version 2.3 (Adler et al., 2003).
c Ensemble mean of seven reanalysis products: JRA-55 screen-level analysis (JRA-55anl), ERA-interim (Dee et al., 2011), NCEP-CFSR (Saha et al., 2010), MERRA2
(Gelaro et al., 2017), NCEP-R1 (Kalnay et al. 1996; Kistler et al. 2001), NCEP-R2 (Kanamitsu et al., 2002), and 20CRv2 (Compo et al., 2011).
d JRA-55anl adjusted relative to International Arctic Buoy Programme (IABP) / Polar Exchange at the Sea Surface (POLES) Arctic surface air temperature data
(Rigor et al., 2000) over sea-ice in the arctic region.
e Remote Sensing Systems QuikSCAT Ku-2011 Daily Ocean Vector Winds on 0.25 deg grid version 4 (Ricciardulli et al. 2011; Ricciardulli and Wentz 2015), gaps
ﬁlled with JRA-55anl.
f SSM/I based wind speed product version 7 (Wentz, 2013), gaps ﬁlled with JRA-55anl.
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of the atmosphere–land-surface system in JRA-55C (details of which
have not been clariﬁed yet). Consequently, the general biases in the
1958–1972 period were evaluated using pre-1997 JRA-55C data. For
the assessment of biases, an appropriate period was selected for each
variable from 1973–1996 based on the availability of the reference
data. See later sections for details. When evaluating the biases in phases
II and III, we excluded the large El Niño years (1997 and 1998) from the
climatology computation.
The adjustment factors changed from 01 Oct to 30 Nov in 1972
(between phases I and II) and from 01 Jan 1997 to 31 Dec 1998 (be-
tween phases II and III). The adjustment factors in the transition periods
were linearly interpolated (in time) between the factors of the two
adjacent phases.
3.2.2. Additional adjustments
After the main adjustment, the systematic biases introduced by
native settings of JRA-55 were corrected by the following secondary
adjustments, with motivation and details presented later in this section.
• The temperature and speciﬁc humidity were smoothed around the
marginal sea-ice zones.
• The extremely low air temperature around Antarctica was cut-oﬀ by
introducing a ﬂoor function (see Section 3.3.4 for details).
• During the pre-satellite period (1958–1978), the monthly anomaly
in CORE relative to JRA55-adj was added to the temperature and
speciﬁc humidity in high-latitude regions.
• The precipitation over the Mediterranean Sea was reduced during
the pre-satellite period (1958–1978).
The ﬁrst, second, and third corrections compensate for the lack of
partial sea-ice cover in the grid cells of the atmospheric model used by
JRA-55. The third correction is because NCEP-R1, on which the air
temperature and speciﬁc humidity of the CORE dataset are based,
shows plausible sea-ice distributions in comparison with JRA-55 in the
pre-satellite period as shown later. The fourth correction is to reduce
the excessive precipitation around the European Continent during the
1960s and 1970s due to processing errors on some radiosonde data used
in JRA-55.
3.2.3. Closing the budgets
The adjusted atmospheric dataset (JRA55-adj) was tested to see
whether it could satisfy well-recognised constraints (as discussed
below) on the global surface-heat and freshwater ﬂux budgets when a
realistic surface condition was applied (Section 5). When calculating
the global ocean surface ﬂux budget (excluding the sea-ice region), we
applied COBESST (Ishii et al., 2005) as the lower boundary condition
(sea-surface temperature and sea-ice distribution). Appendix D brieﬂy
introduces COBESST. The latitude-dependent albedo and the bulk for-
mulae (including the saturation of the transfer coeﬃcients in the high-
wind regime) were taken from Large and Yeager (2009). The air
properties were computed as described in Appendix B.
COBESST is analysed on a 1° × 1° grid and its SST structure is
smooth. Although a high-resolution SST product can give more detailed
and presumably more accurate structure of ﬂuxes, a low-resolution
product (COBESST) has been selected for this study because it is an-
ticipated that the majority of ocean-climate models that participate in
CMIP6-OMIP will adopt a nominal 1-degree horizontal resolution. A
model integration for about 300 years is required for the physical
OMIP. In the biogeochemical OMIP, many tracers are added to the
model and much longer integrations will be required for the spin-up.
Fulﬁlling these requirements with a mesoscale eddy permitting model is
too computationally challenging for many modelling centres. The SST
structure of low-resolution products is what a nominal 1-degree ocean-
climate model ideally reproduces. Thus, as a forcing dataset to be used
in the framework of OMIP, JRA55-do was evaluated and adjusted in
terms of the global ocean averaged surface ﬂux budget by using a low-
resolution SST product (COBESST). A use of higher resolution SST
products should be considered in the future evaluation and develop-
ment eﬀorts as the computational resources to perform the OMIP ex-
periments with mesoscale eddy permitting models become available for
the majority of modelling centres.
As a constraint on the global surface-heat and freshwater ﬂux
budgets, we continue to adopt the constraint used by Large and
Yeager (2009) that the long-term mean globally averaged heat ﬂux and
globally integrated freshwater ﬂux into the ocean–sea-ice system are
both nearly zero or slightly positive (∼ − −0 1Wm 2 for heat and
∼ × −1 10 kg s7 1 for freshwater ﬂuxes). Levitus et al. (2012) estimated
that the global ocean heat uptake was −0.39Wm 2 for 1955–2010 and
Loeb et al. (2012) gave ± −0.50 0.43Wm 2 for 2001–2010. These ﬁgures
are about two orders of magnitude smaller than the major components
of the surface heat budget, such as shortwave radiation, longwave ra-
diation, latent heat, and sensible heat ﬂuxes ( − −(10) (10 )Wm2 2).
Church et al. (2011) estimated that the global ocean mass change was
−0.98mmy 1 for 1972–2008, largely contributed by the melting of gla-
ciers and ice caps. This corresponds to a global ocean-integrated mass
ﬂux of × −1.1 10 kg s ,7 1 which is, again, about two orders of magnitude
smaller than the major components of the surface freshwater budget,
such as evaporation, precipitation, and river runoﬀ
( − −(10 ) (10 ) kg s9 10 1). (Here, global oceanic area is taken as 3.654
×1014m2.)
It is desirable that the global ﬂux budgets are nearly closed, and
comparable to the above estimates on a multi-decadal time scale, after
the main and additional adjustments on local atmospheric variables and
ﬂuxes explained in the previous subsections have been applied.
Unfortunately, this closure is not necessarily the case as will be shown
in Section 5. An absence of closure implies that biases still remain in all
ﬂux components, and that they may also vary regionally. To assess and
correct those regional biases, a suﬃcient amount of local observational
data would be necessary. Because such data are unavailable, we do not
attempt further local adjustment but instead attempt to exactly close
the global surface ﬂux budget. Speciﬁcally, we applied a globally uni-
form, time-invariant adjustment factor on downwelling radiations and
precipitation.
The adjustment factor for downwelling radiations was determined
by requiring exact closure (∼ −0Wm 2) on a global ocean heat budget for
a multi-decadal time-period (1988–2007) in the satellite era. The ad-
justment factor is then applied for the entire dataset period. Details will
be explained in Section 5. The precipitation (P) was similarly read-
justed. After adjustment, the global freshwater input to the ocean–sea-
ice system formally balances with the evaporation (E), river runoﬀ (R)
and sublimation over the sea-ice (S), i.e.,    + + + ∼ 0 during
the same multi-decadal time-period as used for the heat ﬂux. Here, the
use of  instead of E implies an integration over a global ocean as well
as an averaging over a multi-decadal time scale. In JRA55-do, the
runoﬀ is imported from other sources. Provided that the adjustment is
minor, any river runoﬀ dataset that is optionally added to JRA55-do
will be adjusted to match its long-term (1988–2007) mean with that of
the ﬁrst version (1.26 Sv, where 1 Sv = −10 m s6 3 1; see Section 4).
The ﬁnal adjusted ﬁelds comprise the JRA55-do dataset. Note that
the long-term closure adopted here will still allow for the study of in-
terannual variability in the ocean–sea-ice system. However, it may
preclude investigation of long-term trends, although a trend may be
imposed by a user by slightly modifying the globally uniform factors
applied to the downward ﬂuxes. On the other hand, the exact closure
may be suited for simulations run for multiple cycles of the nearly 60-
year forcing in the OMIP experiments (Griﬃes et al., 2016), because a
long-term trend will not be imposed a priori on the simulations.
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3.3. Temperature and speciﬁc humidity
3.3.1. Reference dataset
A reliable long-term dataset for adjusting the surface air tempera-
ture and speciﬁc humidity with consistently high data quality could not
be found. Consequently, we computed the reference values for these
variables from reanalysis data using an ensemble-mean approach. For
this purpose, we selected seven atmospheric reanalysis products: NCEP-
R1, NCEP-R2, 20CRv2, ERA-interim, MERRA2, NCEP-CFSR, and JRA-
55anl. Data were ﬁrst mapped onto the reduced TL319 grid of JRA-55
before the ensemble mean was computed. When computing the en-
semble mean, we weighted the modern, high-resolution reanalysis
products (ERA-interim, MERRA2, NCEP-CFSR, and JRA-55anl) higher
than the old, low-resolution reanalysis products (NCEP-R1, NCEP-R2,
and 20CRv2). The weighting factors for the modern and older products
were 1.0 and 0.5, respectively. At each grid point, the contributions
from the outliers (the minimum (1st) and the maximum (7th) members)
were reduced to half the default weights. This approach is designed to
avoid isolated large or small adjustment factors that may appear around
buoys (e.g., TAO arrays in the Equatorial Paciﬁc Ocean) when con-
sidering individual reanalysis products, as reported by
Josey et al. (2014). Furthermore, the contributions from the old, low-
resolution reanalysis products are excluded from the ensemble mean in
semi-enclosed seas and narrow bays by applying an additional weight
shown in Fig. 2. The additional weight is ﬁrst set to zero for the Japan,
Yellow, East China, Mediterranean, Baltic, Black, Caspian, and Red
Seas, Persian Gulf, and California Bay, and unity in other regions. Then,
50 passes of a 5-point smoothing ﬁlter is applied to moderate the
transition from zero to unity. Because the atmospheric ﬁelds over the
ocean in those regions are represented by only a few grid points in the
low-resolution products, we decided that they do not have suﬃcient
accuracy to be used as a reference for adjusting higher resolution re-
analysis products.
Surface air temperature over sea-ice can diﬀer widely between the
diﬀerent reanalysis products (e.g., Lindsay et al., 2014), and so the
ensemble mean air temperature is a dubious reference for data above
sea-ice. Therefore, data over ice-covered regions is referenced to the
JRA-55anl data. Because JRA-55anl uses the JRA-55 forecast as a ﬁrst
guess, we can expect modest diﬀerences between them (that is, ad-
justment factors will be small relative to other possible reference da-
tasets). Before JRA-55anl is applied as a reference over sea-ice, the
surface air temperatures in the Arctic region of JRA-55anl were ad-
justed with respect to the International Arctic Buoy Programme (IABP)
/ Polar Exchange at the Sea Surface (POLES) (IABP-NPOLES;
Rigor et al., 2000). Speciﬁcally, the monthly climatological diﬀerence
between JRA-55anl and IABP/NPOLES for the period 1979–1998
(which is the period covered by IABP/NPOLES), were used to adjust
JRA-55anl for the entire dataset period (see also footnotes of Table 5).
The general eﬀect of the adjustment was to lower the air temperature of
JRA-55anl in the Arctic Ocean. In the Southern Hemisphere, JRA-55anl
was used as a reference ﬁeld over sea-ice without modiﬁcation.
3.3.2. Adjustment of air temperature
Table 5 summarises the adjustment method. The JRA-55 surface air
temperature was adjusted by the linear interpolation in time of monthly
oﬀsetting factors obtained by comparing the monthly climatology of
JRA-55 with the reference data (the ensemble mean over the sea water
and JRA-55anl adjusted relative to IABP-NPOLES over the sea-ice; see
above). The base time periods used for computing climatologies were
1980–1996 (JRA-55C), 1980–1996, and 1999–2014, respectively, for
the three phases. Fig. 3 shows the annual means of the oﬀsetting factors
applied in the three phases. The oﬀsetting factors for the three phases
are qualitatively similar, although there are some discrepancies among
them in the Indian Ocean, the northern North Paciﬁc, and around
Antarctica. They are generally positive over open water and negative
over sea-ice, implying that the surface air temperature of JRA-55 has a
cold bias over open water and a warm bias over sea-ice relative to the
reference datasets.
3.3.3. Adjustment of speciﬁc humidity
During the temperature adjustment, the relative humidity of the
original ﬁeld is unchanged, so the speciﬁc humidity should be modiﬁed
accordingly. Given a relative humidity (γ) and a saturation-speciﬁc
humidity (qs1) for the adjusted temperature, the speciﬁc humidity (q1)
after the temperature adjustment is given by
=
− −
q
q γ
q γ1 (1 )
.1
s1
s1 (14)
The computation of the air properties is detailed in Appendix B.
Table 5 summarises the adjustment method. In each phase, the
multiplicative factor for the speciﬁc humidity is determined by com-
paring the monthly climatology obtained from the ensemble mean with
the recalculated speciﬁc humidity. For computing the ensemble mean,
the same regional weighting was used as for surface air temperature.
The climatology obtained from the ensemble mean was used to adjust
the speciﬁc humidity over sea-ice since the speciﬁc humidity over sea-
Table 5
Summary of the computation of adjustment factors applied to air temperature
and speciﬁc humidity in the three phases.
Variable Phase-I
(1958–72)
Phase-II
(1973–97)
Phase-III
(1998–present)
2m Reference ensemble ensemble ensemble
air temperature Raw data JRA-55C JRA-55 JRA-55
over ocean Period 1980–1996 1980–1996 1999–2014
2m Reference JRA-55anl-
NPOLESa
JRA-55anl-
NPOLESa
JRA-55anl-
NPOLESa
air temperature Raw data JRA-55C JRA-55 JRA-55
over sea-ice Period 1980–1996 1980–1996 1999–2014
2m Reference ensemble ensemble ensemble
speciﬁc humidity Raw data JRA-55Cb JRA-55b JRA-55b
Period 1980–1996 1980–1996 1999–2014
a JRA-55anl, whose air temperature over sea-ice in the Arctic region is ad-
justed relative to IABP-NPOLES. Climatological monthly oﬀsetting factors are
determined based on the comparison during the 1979–1998 period and applied
for the entire period.
b To keep the relative humidity of the original ﬁeld unchanged, the original
speciﬁc humidity has been modiﬁed along with air temperature adjustment.
Fig. 2. Horizontal distribution of additional weights applied to low-resolution
reanalyses (NCAR-R1, NCAR-R2, 20CRv2) for computing an ensemble mean of
seven reanalysis products.
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ice did not diﬀer widely between reanalysis products (they were very
low). The same base time periods as air temperature were used for
computing climatologies. Fig. 4 compares the multiplicative factors for
the three phases. Again, the factors are qualitatively similar for the
diﬀerent phases. In general, the adjustment reduces the speciﬁc hu-
midity, implying a moist bias in the JRA-55 data. A moist bias was also
reported by Kobayashi et al. (2015). The reduction is especially strong
(∼ 10%) in the high precipitation region in the Tropics and the
stronger reduction is required for phase II than other phases.
3.3.4. Additional adjustments
To correct errors introduced by various aspects of the JRA-55 con-
ﬁguration (detailed below), we further adjusted the air temperature and
speciﬁc humidity as follows. We explain these adjustments in the order
of their implementation. Note that because the temperature and speciﬁc
humidity of the CORE dataset, which are given at 10m height, are used
as the reference ﬁelds for the additional adjustments explained below,
the height of the temperature and speciﬁc humidity data was shifted
from 2m to 10m prior to the additional adjustments, as described in
Appendix A.2. Also, the data on the reduced TL319 grid were inter-
polated onto the normal TL319 grid, as explained in Appendix A.1. The
10-m values were computed using the sea-surface temperature from
COBESST, the ice-surface temperature from the brightness temperature
of JRA-55, the adjusted equivalent neutral 10-m wind ﬁeld explained in
Section 3.4, and the bulk formula of Large and Yeager (2009) with
properties of moist air calculated by the formulas given in Appendix B.
Smooth transition of temperature and speciﬁc humidity around the marginal
sea-ice zones. Because the atmospheric model of JRA-55 does not allow
partial sea-ice cover, the air temperature can change abruptly in the
marginal sea-ice zones. Therefore, to improve the representation of
warmer air over partial sea-ice cover, the air temperature over the
marginal sea-ice zones was smoothed by applying 20 passes of a 9-point
ﬁlter. Fig. 5a shows a schematic of the 9-point ﬁlter. In this operation,
the temperature was left unchanged in regions of open water as well as
in regions of almost total sea-ice cover (where the daily area fraction of
sea-ice exceeds 0.99) using the daily sea-ice distribution from
COBESST. The number of passes (20) was determined rather
Fig. 3. (Upper panels) Global and (lower panels) northern high-latitude distributions of the annual mean oﬀsetting factors for the surface air temperature in JRA-55
(Units in K). (a, b) phase-I (1958–72), (c, d) phase-II (1973–1997), and (e, f) phase-III (1998–present). The base time periods used for computing climatologies are
1980–1996 (JRA-55C), 1980–1996, and 1999–2014, respectively, for the three phases.
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subjectively. The response function shown in Fig. 5b shows that small
scale features (less than 500 km) are removed, implying that the air
temperatures over open water and almost total sea-ice cover are
linearly connected by this adjustment if the width of the marginal
sea-ice zone is less than 500 km. As in the main adjustment, the speciﬁc
humidity was modiﬁed along with the temperature. Fig. 6 shows the
changes in air temperature in the winter of each hemisphere which
result from this additional adjustment. The ﬁlter smoothed the step-like
discontinuity of air temperature at the boundary between open water
and sea-ice by raising temperature on the sea-ice side. Thus, only
positive diﬀerences appear in the marginal sea-ice zones.
Cut-oﬀ of extremely low air temperature around Antarctica. The air
temperature around Antarctica was adjusted as described by
Large and Yeager (2004; 2009) for the CORE datasets. In the CORE
datasets, the extremely low temperatures were cut oﬀ by applying an
Fig. 4. Global distributions of the annual mean multiplicative factors for the speciﬁc humidity. Before applying these factors, the speciﬁc humidity was adjusted to
the modiﬁed air temperature to keep the original relative humidity. (a) phase-I (1958–72), (b) phase-II (1973–97), and (c) phase-III (1998–present). The base time
periods used for computing climatologies are 1980–1996 (JRA-55C), 1980–1996, and 1999–2014, respectively, for the three phases.
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annual cycle of the minimum temperature based on weather station and
drifting buoy (Bryan, Personal Communication, 2002). For JRA55-do,
we used the same formula for the annual cycle of the minimum
temperature. Speciﬁcally, Tmin(ϕ, t) is deﬁned as a function of
latitude (ϕ) south of 60°S obtained by ﬁtting sinusoidal curves to the
observed monthly minimum temperature:
= + + +T ϕ t b b ϕ c t a a ϕ( , ) ( ) ( )( ),min 0 1 0 0 1 (15)
with = − ∘a 21.841 ( C),0 = − ∘ −a 0.477 ( Cdegree ),1 1 = ∘b 61.846 ( C),0
= ∘ −b 1.107 ( Cdegree ),1 1 and
= − = ∼c t πt t ψ ψ( ) cos(2 / ), where 0.298(radian) 17January,0 1year 0 0
(16)
where t represents the time since the beginning of a year, whose total
time is t1year. At 70°S, the maximum and minimum of Tmin is − ∘4. 095 C
and − ∘27. 193 C, respectively. To smooth the transition, the cut-oﬀ was
extended northward toward 50°S using the time-dependent minima at
60°S ( − ∘T t( 60 , )min ). To summarise,
= ≤ − ∘T λ ϕ t T λ ϕ t T ϕ t ϕ( , , ) max( ( , , ), ( , )), for 60 ,min (17)
= − − < < −∘ ∘ ∘T λ ϕ t T λ ϕ t T t ϕ( , , ) max( ( , , ), ( 60 , )), for 60 50 ,min
(18)
where λ denotes longitude. Again, the temperature and speciﬁc
humidity were modiﬁed together. Fig. 7 shows the resulting changes
to air temperature and speciﬁc humidity during winter in the Southern
Hemisphere. The air temperature is warmed by 5–10 Kelvin in the
marginal sea-ice zone. The speciﬁc humidity is raised accordingly.
Adding the monthly anomaly of CORE to the temperature and speciﬁc
humidity of the high-latitude regions during the pre-satellite period
(1958–1978). The sea-ice distribution of JRA-55 is based on
COBESST. In the pre-satellite period (1958–1978), the sea-ice
distribution of COBESST in the Southern Hemisphere is largely based
on climatology, so the inter-annual variabilities of the air temperature
and speciﬁc humidity in the high-latitude Southern Hemisphere are
unreliable. In the Northern Hemisphere, the sea-ice distribution of
COBESST is based on Walsh and Chapman (2001) in the pre-satellite
period, but the sea-ice extent of COBESST tends to be higher than the
original data in the marginal sea-ice zones. Identifying the reason for
this is beyond the scope of this paper - we simply consider how to
remedy the discrepancy. In NCEP-R1, which is used as the basis for air
temperature and speciﬁc humidity in the CORE dataset, sea-ice does not
show such extensive distributions. Furthermore, NCEP-R1 uses various
sea-ice analyses in addition to Walsh and Chapman (2001) prior to
1978 when available (Kalnay et al., 1996). In Fig. 8a, regions of
extensive sea-ice distributions in the Labrador Sea in JRA-55 for the
122 2
1
1
1
1
2
2
(a)
(b)
Fig. 5. (a) Relative weights for the participating grid points of the 9-point ﬁlter
used in the smoothing operations. (b) Response of the ﬁlter functions for a
meridionally homogeneous distribution case. (red) 20 passes of a 9-point ﬁlter.
(blue) 50 passes of a 9-point ﬁlter. (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this
article.)
Fig. 6. Changes in 10-m air temperature (K) after additional adjustment (smoothing) in the marginal sea-ice zones. (a) February mean (1958–78) in the Northern
Hemisphere. (b) August mean (1958–78) in the Southern Hemisphere.
H. Tsujino et al. Ocean Modelling 130 (2018) 79–139
89
pre-satellite period (1958–1978) are marked as “X” and “Y”, relative to
the less extensive sea ice in NCEP-R1 for the same period (Fig. 8b). The
latter exhibits better agreement with the Labrador Sea sea-ice fraction
in both JRA-55 and NCEP-R1 for the satellite period (Fig. 8c and d),
suggesting that the JRA-55 sea-ice fraction in the pre-satellite period is
probably too high. As a result, the air temperature and speciﬁc
humidity of JRA-55 tend to be suspiciously low in the marginal sea-
ice zones, speciﬁcally in the Labrador Sea, in the pre-satellite period,
which can result in unrealistically strong deep water formation in ocean
models. Thus, at latitudes poleward of 40°N or 50°S, we added the time
series of the diﬀerence of the temperature and speciﬁc humidity
between the adjusted JRA-55 and CORE (CORE minus the adjusted
JRA-55) to the adjusted JRA-55 ﬁelds for 1958–1978. The time-series
was constructed by the linear interpolation in time of the monthly
diﬀerences. The monthly diﬀerences were smoothed with 50 passes of a
horizontal 9-point ﬁlter over the ice-free ocean, whose response
function is shown in Fig. 5b. The smoothing removed the high wave
number (wave length less than 1000 km) ripples in the air temperature
ﬁeld of CORE, which are traceable to NCEP-R1 (see also Appendix G.1).
Fig. 9 shows the resulting changes in air temperature in the winter of
each hemisphere. The air temperature is warmed in the Labrador Sea
whereas it is cooled in the Arctic Ocean and around Antarctica. This
operation was not applied to the western North Paciﬁc region
( −∘ ∘40 65 N and −∘ ∘125 160 E), because the diﬀerence was large
(warming) in the southern part of the Okhotsk Sea, which was due to
a low sea-ice extent in the Okhotsk Sea used by NCEP-R1 in the pre-
satellite period. This is marked as “Z” in Fig. 8b. In this region, the sea-
ice distribution in the pre-satellite period of JRA-55 shows a better
match with that in the satellite period than NCEP-R1.
3.4. Wind vector
3.4.1. Reference dataset
The main reference dataset for the surface wind vectors is the
Remote Sensing Systems QuikSCAT Ku-2011 Daily Ocean Vector Wind
on 0.25 ° grid Version 4 (Ricciardulli et al. 2011; Ricciardulli and Wentz
2015; hereafter referred to as QuikSCAT). We ﬁrst computed the time
series of the monthly scalar wind speeds, and the zonal and meridional
components of the wind vectors, from daily data on the original 0.25°
grid. At each grid point, the monthly data are used if available on more
than one-third of the total number of days in that month. The time-
series data were then mapped onto the reduced TL319 grid of JRA-55.
The data gaps are caused by the shifting satellite orbits, rain con-
taminations, and the presence of sea-ice. In grid cells where the
monthly data were not available, JRA-55anl wind data was used. This
treatment should smooth the transition of the adjustment factors in the
marginal sea-ice zones. From the derived monthly dataset, we gener-
ated time-series of the annual mean and its climatology on the reduced
TL319 grid.
QuikSCAT wind is available from Aug 1999 to Oct 2009, suﬃciently
long for referencing phase-III. This is an improvement relative to the
CORE dataset for which only 5 years of reference data was available for
adjustment. In phases I and II, the wind speed was adjusted using an
SSM/I-based wind speed product (Wentz, 2013). Because this product
extends from 1988 to the present, the SSM/I wind speeds over the
entire period were adjusted relative to the QuikSCAT wind speed during
the Nov 1999 to Oct 2009 period. The adjusted speed then provided the
reference for adjusting the JRA-55 wind speed. Because the wind vector
components are not available from SSM/I, the adjustment factor for the
wind direction used for phase-III were applied to phases I and II.
Because QuikSCAT and SSM/I measure equivalent neutral wind at
10-m height, the adjustment procedures are performed in terms of
equivalent neutral wind. Accordingly, before ﬁlling the gaps in the
satellite data, we converted the JRA-55anl wind to the equivalent
neutral wind using the meteorological variables from JRA-55anl.
Similarly, the JRA55-raw actual winds were converted to equivalent
neutral winds before computing the adjustment factor using the surface
air temperature and speciﬁc humidity at 2m after the main adjustment
explained in Sections 3.3.2 and 3.3.3. But as ocean–sea-ice models as-
sume input of actual 10m winds, the ﬁnal step is to convert the ad-
justed JRA-55 equivalent neutral winds back to actual winds. This was
done using the adjusted surface meteorological variables. In these
conversions, we used the sea-surface temperature from COBESST, the
ice-surface temperature from the brightness temperature of JRA-55,
and the bulk formula of Large and Yeager (2009) with properties of
moist air calculated by the formulas given in Appendix B.
Fig. 7. Changes in (a) 10-m air temperature (K) and (b) speciﬁc humidity ( −g kg 1) in August after applying an additional adjustment (low temperature cut-oﬀ) around
Antarctica.
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3.4.2. Adjustment
Table 6 summarises the adjustment method for the wind vectors.
The adjustment method is a slight modiﬁcation of that described in
Large and Yeager (2009) (see also Appendix C.3.1). The magnitude and
direction of the wind vector were adjusted by an oﬀsetting factor ΔW(λ,
ϕ) and a counter-clockwise rotating factor χ(λ, ϕ), respectively, where
λ and ϕ respectively denote longitude and latitude. These adjustment
factors are constant in time. Speciﬁcally, the wind vector of JRA55-raw
(uJRA55, vJRA55) at (λ, ϕ) was adjusted as follows:
⎜ ⎟ ⎜ ⎟⎜ ⎟
⎛
⎝
⎞
⎠
= + ⎛
⎝
− ⎞
⎠
⎛
⎝
⎞
⎠
u
v
W c W
W
χ χ
χ χ
u
v
Δ cos sin
sin cos ,
adj
adj
JRA55
JRA55
JRA55
JRA55 (19)
where,
= + −W u vmax( , 0.3m s )JRA55 JRA552 JRA552 1 (20)
and
= = −
−
c d d W
W
tanh( ), max( 0.3 (m s ), 0)
Δ
.JRA55
1
(21)
In (19), the oﬀsetting factor for the wind speed (ΔW) was computed by
subtracting the long-term average of JRA55-raw wind speed W( )JRA55
from that of the reference wind speed W( )ref :
= −W W WΔ .ref JRA55 (22)
In (20), a −0.3m s 1 ﬂoor on the equivalent neutral wind speed of JRA55-
raw was introduced to avoid the zero division in (19). The factor c
deﬁned by (21) tapers the adjustment to ensure that wind speed is not
modiﬁed for the minimum wind speed ( = −W 0.3m sJRA55 1): Adjustment
is not applied ( =c 0) for the minimum wind speed and gets closer to the
full adjustment ( =c 1) as the wind gets higher.
For wind direction, Large and Yeager (2009) computed the rotating
Fig. 8. February mean sea-ice concentration (area fraction) in the Northern Hemisphere before and after satellite in JRA-55 and NCEP-R1. Before-satellite (1958–78)
mean of (a) JRA-55 and (b) NCEP-R1. After-satellite (1979–98) mean of (c) JRA-55 and (d) NCEP-R1. Problematic distributions in the pre-satellite era are indicated
by “X” and “Y” (in the Labrador Sea) for JRA-55 (a) and “Z” (in the Okhotsk Sea) for NCEP-R1 (b).
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factor as the angle diﬀerence between the long-term means of the re-
ference and the NCEP / NCAR reanalysis. Because the angle diﬀerences
could be very large (∼ ± 180°) in low-wind regions, especially
around the transitions between easterly and westerly, Large and
Yeager (2009) introduced a tapering as a function of the magnitude of
the vector average wind. For JRA55-do, we apply an analysis method
used in the works of Kundu and Allen (1976) and
Yoshikawa et al. (2007) who analysed low-frequency current ﬂuctua-
tions near the Oregon Coast and the relation between the surface wind
vector and the vertical proﬁle of the oceanic Ekman current, respec-
tively. Speciﬁcally, we computed the rotating factor (χ) not from the
angle diﬀerences, but using a Complex Empirical Orthogonal Function
(CEOF) analysis. The CEOF can estimate the rotating factor in low-wind
regions without requiring special treatment. First, we prepared time-
series of the monthly mean wind vectors from the reference data and
JRA55-raw during the Nov 1999–Oct 2009 period. A wind vector is
expressed as a complex variable ( = +w u iv). We then construct a
complex matrix W, whose two columns contain the 10-year time-series
of the monthly reference data and JRA55-raw. Next we computed the
2 × 2 covariance matrix =R W W* , where W* is the Hermitian
transpose of W. The eigenvectors of R are CEOF modes of the time-
series. If JRA55-raw largely reproduces the reference data, the ﬁrst
mode with a positive eigenvalue is the co-varying (correlated) mode.
From the co-varying mode, we obtained the rotating factor for JRA55-
raw as the angle between the components of the corresponding complex
eigenvector. Preliminary analysis showed that the magnitude of the
rotating factor tended to be large (> 45°) if the total energy accounted
for by the ﬁrst mode was small. Thus, a reduction factor (ξ) as a
function of the total energy accounted for by the ﬁrst mode, γ1 (= + ,
λ
λ λ
1
1 2
where λ1 and λ2 are the eigen values of the 1st and 2nd mode, re-
spectively), was introduced to taper the rotating factor:
= + −ξ γ1
2
[1 tanh{2( 0.9)}].1 (23)
The transition of ξ occurs approximately from =γ 0.951 (ξ∼ 1) to
=γ 0.851 (ξ∼ 0).
Fig. 10 shows the oﬀsetting factor for the wind speed in the three
phases. In all phases, the wind speed in the intertropical convergence
zones is enhanced and that in the middle and high latitudes is reduced.
The oﬀsetting factor is generally smaller in phase-III than other phases
because scatterometer winds were assimilated for the period corre-
sponding to phase-III in JRA55-raw.
Fig. 11a shows the rotating factor for the wind direction over the
entire period. Mid-latitude westerly winds are rotated equatorward in
both hemispheres. Trade winds in the intertropical convergence zones
are made more divergent. The ﬁrst CEOF modes explain more than 95%
of the total energy in most regions, speciﬁcally around the transitions
between easterly and westerly (∼ 30°N/S). Exceptions are found in
several coastal regions (Fig. 11b). The eastern tropical North Paciﬁc oﬀ
the coast of Central America is one of those regions where the wind
direction is strongly aﬀected by orography. Simulation results should be
interpreted with some care in those regions. Users interested in detailed
exploration of the regions of problematic wind direction could modify
the rotation scripts (which are freely available; see Appendix C),
choosing perhaps to eliminate the rotation correction in these regions.
Fig. 12 compares the equivalent neutral wind speeds at 10-m height,
zonally averaged over the ocean. The wind speeds are generally
stronger in CORE than in QuikSCAT and JRA55-do, because the actual
winds in CORE are directly adjusted relative to the equivalent neutral
Fig. 9. Changes in 10-m air temperature (K) after additional adjustment (adding the CORE anomaly) at high latitudes. (a) February mean (1958–78) in the Northern
Hemisphere. (b) August mean (1958–78) in the Southern Hemisphere.
Table 6
Summary of the computation of adjustment factors applied to wind vectors in
the three phases.
Variable Phase-I
(1958–72)
Phase-II
(1973–97)
Phase-III
(1998–present)
10m wind Reference SSM/Ia SSM/Ia QuikSCAT
speed Raw data JRA-55Cb JRA-55b JRA-55b
Period 1988–1996 1988–1996 Nov 1999–Oct 2009
10m wind Reference same as phase-
III
same as phase-
III
QuikSCAT
direction Raw data JRA-55b
Period Nov 1999–Oct 2009
a Remote Sensing Systems SSM/I wind adjusted relative to QuikSCAT in Nov
1999–Oct 2009
b Grid noises found in the lee of mountains for the JRA-55 and JRA-55C wind
ﬁelds are removed using a zonal 1-2-1 ﬁlter before determining adjustment
factors.
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winds in QuikSCAT. Indeed, when zonally averaged, the actual wind
speed of CORE compares well with the equivalent neutral wind speed of
QuikSCAT (results not shown). For further discussions on the compar-
isons across wind products, readers are referred to
Taboada et al. (2018).
3.4.3. Comments on the adjustment of wind vector relative to satellite
products
Because the microwave scatterometer (QuikSCAT) and radiometer
(SSM/I) primarily infer the wind stress from surface wave ﬁelds, they
essentially detect the surface wind speeds relative to the oceanic cur-
rent at the sea-surface (
→UΔ in Eq. (13)). Because the direction and
speed of the surface wind usually inﬂuences the surface Ekman current,
adjusting the wind speed by the above method slightly weakens and
rotates the true wind vector. Moreover, the quasi-steady surface current
can reach −1ms 1 in the western boundary current and in the equatorial
regions, and the surface current may reach several tens of −cm s 1 within
mesoscale eddies. In these cases, the diﬀerence between the absolute
and relative wind vectors is non-negligible. Users of the present dataset
should be aware of this limitation and its possible impact on their
Fig. 10. Global distributions of the oﬀsetting factor (ΔW, in −ms 1) for wind speed in (a) phase-I (1958–1972), (b) phase-II (1973–1998), and (c) (1998–present).
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simulated ﬁelds (e.g., Abel et al., 2017). In future work, the absolute
wind vector (
→UA) could be estimated from the surface current (
→UO) de-
rived in an oceanic reanalysis or state estimation (e.g., Rio et al., 2014).
For this version, we provide a climatological mean surface current
(
→UOclim) computed from the dataset of Rio et al. (2014). The climatology
is based on the period used to construct the reference wind ﬁeld from
QuikSCAT (Nov1999–Oct2009). This climatological surface current
could be added to the time series of the wind vector of this dataset to
approximate the time-series of the absolute wind vector.
3.5. Shortwave and longwave radiation
3.5.1. Reference dataset
We used the CERES-EBAF-Surface_Ed2.8 data (Kato et al., 2013) as
the reference dataset for the downward radiative ﬂuxes. CERES-EBAF-
Surface_Ed2.8 consists of surface irradiance ﬂuxes as well as other
variables derived from the Clouds and Earth’s Radiant Energy System
(CERES) satellite measurements of Top of Atmosphere (TOA) radiation
(Loeb et al., 2012). EBAF (Energy balanced and Filled) refers to ad-
justments made to CERES data within its uncertainty to make it con-
sistent with the estimated global average heat storage in the ocean of
−0.50Wm 2 (Loeb et al., 2012). The estimates of surface ﬂuxes, derived
from radiative transfer theory using data on clouds, atmosphere, sur-
face and aerosol properties, are constrained to give TOA radiances that
match CERES-EBAF in turn (Kato et al., 2013). CERES-EBAF-Surfa-
ce_Ed2.8 (hereafter referred to as CERES) is considered a state-of-the-
science product replacing the earlier ISCCP-FD dataset (Zhang et al.,
2004) used in CORE. As the latest dataset of its kind, CERES has been
widely used as a reference in veriﬁcation studies. CERES data now
cover 15 years, suﬃciently long for comparisons with other data.
Fig. 11. Global distributions of (a) the rotating factor (χ, in degrees) for wind direction, with the positive sign denoting counter-clockwise rotation. (b) The ratio of
the total energy explained by the ﬁrst CEOF mode on which the rotating factor shown in (a) is based. The rotating factor with a low ratio is tapered with a formula
given by Eq. (23).
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Following Large and Yeager (2004; 2009), who produced the CORE
data using ISCCP-FD radiation, we compared the CERES data with buoy
observations and evaluated the necessity of adjusting them before their
application to the reference ﬁelds. Accordingly, the shortwave radiation
was reduced at low latitudes and over sea-ice by up to 4% and 10%,
respectively (Fig. 13). However, the longwave radiation was left un-
adjusted. See Appendix E for details on the adjustments applied to
CERES.
3.5.2. Adjustment
Table 7 summarises the adjustment procedure. The monthly mul-
tiplicative factors were identical in phases II and III, and were based on
the 15-year (Mar 2000–Feb 2015) monthly climatologies of the ad-
justed CERES and JRA55-raw. The reference ﬁeld in phase-I was the
adjusted JRA-55 (JRA55-adj) downward radiation acquired from 1979
to 1996. The monthly climatologies of JRA55-adj and JRA-55C were
compared over this period, and the adjustment factors over the
1958–72 period were then determined. Fig. 14 shows a comparison of
the annual mean multiplicative factors in the two periods. Generally,
the shortwave radiation is enhanced at low latitudes and reduced at
high latitudes. The exception at low latitudes is the eastern part of
subtropical oceanic basins, where the shortwave radiation is above the
reference value and is reduced by the adjustment. The biases in the
downwelling shortwave radiation are generally related to precipitation
as will be shown in the next subsection. Notably, about a 30% reduction
is required for shortwave radiation in the Southern Ocean, which im-
plies insuﬃcient clouds there in JRA-55. This is consistent with the
analysis on the top of atmosphere presented by Kobayashi et al. (2015)
(see Figs. 19 and 20 of Kobayashi et al. (2015)). The longwave radiation
is adjusted in the opposite sense of the shortwave radiation, reﬂecting
the compensatory nature of shortwave and longwave radiations in the
radiative transfer models. When the climatological value in a grid point
was below −5Wm ,2 as occurred for shortwave radiation in the polar
night region, the multiplicative factor for that month was set to unity.
Fig. 15 compares the zonally averaged downward shortwave and
longwave radiations over the ocean. Overall, the large bias found in
JRA55-raw was successfully corrected in JRA55-do. The JRA55-do and
CORE datasets are comparable.
3.6. Precipitation
3.6.1. Reference dataset
The precipitation adjustment was referenced to the CORE dataset.
The precipitation ﬁeld of the CORE dataset is comprised of several data
sources. The global ocean is separated into several latitude bands and
an appropriate dataset is chosen for each. From the south, the Global
Precipitation Climatology Project (GPCP; Huﬀman et al., 1997) for
Fig. 12. Equivalent neutral 10-m wind speeds ( −ms 1) zonally averaged over the
ocean during the Nov 1999–Oct 2009 period; (green) CORE, (blue) JRA55-raw,
(red) JRA55-do, and (black) QuikSCAT. The deviation of QuikSCAT from other
datasets in high latitude regions is due to the absence of data over sea-ice and
should not be compared with other datasets there. (For interpretation of the
references to colour in this ﬁgure legend, the reader is referred to the web
version of this article.)
Fig. 13. (a) The downward shortwave radiation ( −Wm 2) zonally averaged over
the ocean for 15-years (Mar 2000 through Feb 2015) derived from (blue) raw
CERES and (red) adjusted CERES. For comparison, the data of CORE (green) are
also depicted, but are averaged over the Jan 1984–Dec 2007 period. (b) The
ratio of the adjusted CERES to the raw CERES shown in (a). This approximately
represents the adjustment factor applied to the raw CERES as explained in
Appendix E. (For interpretation of the references to colour in this ﬁgure legend,
the reader is referred to the web version of this article.)
Table 7
Summary of the computation of adjustment factors applied to downward
shortwave and longwave radiations in the three phases.
Variable Phase-I
(1958–72)
Phase-II
(1973–97)
Phase-III
(1998–present)
Downward Reference JRA55-adj Same as phase-
III
CERES-EBAF
adjusted
shortwave Raw data JRA-55C JRA-55
radiation Period 1979–1996 Mar 2000–Feb 2015
Downward Reference JRA55-adj Same as phase-
III
CERES-EBAF
longwave Raw data JRA-55C JRA-55
radiation Period 1979–1996 Mar 2000–Feb 2015
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poleward of 65°S, CPC Merged Analysis of Precipitation (CMAP; Xie and
Arkin, 1996) for 65°S− ∘30 S, GPCP for 30°S− ∘30 N, CMAP for
30°N− ∘70 N, and a combined Serreze and Hurst (2000) and
Yang (1999) climatology for the Arctic poleward of 70°N. The data with
interannual variability is only available after 1979.
In the earlier version of the dataset, the global ocean averaged
precipitation showed a rapid increase during the most recent decade,
which was not found in the GPCP-v2.3 dataset (Adler et al., 2003) (see
also Appendix C.3.2). This is thought to be caused by the introduction
of GNSS-RO (Global Navigation Satellite System-Radio Occultation) in
2006 as well as the increase in the number of radiance observations
from satellite water vapor channels. Because it is not desired that the
enhanced precipitation remains in the updated data in the future,
phase-III is further divided at 2006 and diﬀerent adjustment factors are
computed for the ﬁrst and second halves (phase-IIIa and phase-IIIb,
respectively). We used the CORE dataset for the ﬁrst half. In the second
half, we used a product based on the GPCP-v2.3 dataset because the
CORE dataset is only available until 2009. Because GPCP-v2.3 extends
from 1979 to the present, the GPVP-v2.3 precipitation over the entire
period were ﬁrst adjusted relative to the CORE dataset during the 1979
to 2009 period. Thus, the adjusted precipitation provides the reference
for adjusting the JRA-55 precipitation for phase-IIIb.
3.6.2. Adjustment
Table 8 summarises the adjustment method. The monthly multi-
plicative factors f(λ, ϕ, t) with thresholds (1/3≤ f≤ 3) were de-
termined from the monthly climatologies of JRA55-raw and the ad-
justed GPCP-v2.3 in phase-IIIb during the 2006–2015 period, JRA55-
raw and CORE during the 1999–2006 period in phase-IIIa, and the
1979–1996 period in phase-II. The adjustment factor in phase-I was
determined by comparing the monthly climatology between JRA-55C
and CORE from 1979 to 1996. The purpose of thresholds (f) was to
avoid excessive correction, such as extreme rainfall events ( =f 3) and
the overall removal of moderate rainfall events ( =f 1/3). The choice of
the speciﬁc factors of 1/3 and 3 is subjective. Fig. 16 compares the
multiplicative factors for the four phases. The factors are qualitatively
similar. Precipitation must be reduced in the intertropical convergence
zones and enhanced toward the west of the continents at low latitudes.
Fig. 16 also implies that the areas aﬀected by the thresholds on the
multiplicative factors are very small, justifying the present choice.
Fig. 17 compares the zonally averaged precipitation over the ocean.
Precipitation in the intertropical convergence zones is exaggerated in
JRA55-raw, but is comparable with the CORE data in JRA55-do. The
reason for the excessive precipitation in JRA55-raw was discussed by
Kobayashi et al. (2015). According to the authors, large moistening
increments occur in the region near the intertropical convergence zones
Fig. 14. Global distributions of the multiplicative factor applied to the downward (a, b) shortwave and (c, d) longwave radiation ﬂuxes of JRA-55. (a, c) phase-I
(1958–72), and (b, d) phase-II and phase-III (1973–present).
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in order to correct the dry bias in the upper and middle troposphere
tending to appear in the ﬁrst guess. This results in the large precipita-
tion seen near the intertropical convergence zones in JRA-55.
3.6.3. Additional adjustment in the Mediterranean
After the ﬁrst adjustment, the precipitation remained exaggerated in
the Mediterranean during the 1958–1978 period (Fig. 18). This is due
to processing errors on some of the radiosonde data used in JRA-55 in
1960s to 1970s. The impact of this error on oceanic precipitation was
limited except for the Mediterranean. This excessive precipitation,
which might aﬀect transport at the Strait of Gibraltar, was corrected by
estimating the annual precipitation over the Mediterranean from 1958
to 1978. The estimation is described below.
The precipitation on the land around the Mediterranean was ﬁrst
calculated using Global Precipitation Climatology Center (GPCC;
Schneider et al., 2011) data from 1958 to the present. Additionally, the
precipitation over the Mediterranean was calculated from CORE for the
1979–2009 period (when the inter-annual variability of precipitation
was available in this dataset). To estimate the annual mean precipita-
tion in the Mediterranean from the precipitation over the land, we
computed the ratio of the long-term (1979–2009) mean ocean (CORE)
precipitation to the land (GPCC) precipitation, and applied it to the
time series of the annual mean land precipitation from GPCC. The es-
timated annual mean correlates well with the ocean precipitation from
CORE (c.f. the black and green lines in Fig. 18). Thus, the adjusted JRA-
55 precipitation on the Mediterranean was calibrated by the estimated
annual ocean precipitation over the 1958–1978 period.
The annual mean precipitation integrated over the Mediterranean in
the adjusted JRA-55 was compared with the yearly precipitation esti-
mated from GPCC. The ratio of the two values deﬁnes the calibration
factor for the given year. The annual calibration factors were linearly
interpolated in time and applied to the instantaneous Mediterranean
precipitation values in the adjusted JRA-55. The result (JRA55-do) is
depicted as the red line in Fig. 18.
4. Runoﬀ
The main part of the river runoﬀ (freshwater discharge at river
mouths) was taken from a dataset presented in Suzuki et al. (2017). In
this dataset, the river discharge to the ocean was calculated by the
global river-routing model CaMa-Flood (Yamazaki et al. 2011;
Yamazaki et al. 2013). The input runoﬀ from the JRA-55 land-surface
model is then routed to oceans along the river network map, which is
ﬁtted to the land-surface model. The longitudinal and latitudinal re-
solution of the model is 0.25°.
The input runoﬀ from the land-surface component of JRA-55 con-
tains biases that were corrected by the multiplicative factors as ex-
plained by Suzuki et al. (2017). In this correction, the input runoﬀ was
adjusted so that CaMa-Flood gives the river discharge into the ocean
that ﬁts with that reported by Dai et al. (2009). The river discharge data
of Dai et al. (2009) were extended to 2015 by a linear regression using
the annual total precipitation of GPCP-v2.3 (Adler et al., 2003) on the
drainage basins. The multiplicative factor applied to the input runoﬀ is
estimated as the ratio of the river discharge by Dai et al. (2009) to the
total input runoﬀ from the land-surface component of JRA-55 in each
drainage basin. Before this estimation, a low-pass ﬁlter (a 5-year
Lanczos window) was applied to both input runoﬀ and river discharge.
The factors were ﬁxed before 1962 and after 2011 at the values for
1963 and 2010, respectively. The choice of 1963 is to exclude the ﬁrst 3
years (1958–1960) from the computation of the adjustment factor.
During 1958–1960, precipitation over land showed signiﬁcant varia-
bility that resulted in the large variation of the river discharge (Fig. 19).
The choice of 2010 is because after 2010 no distinctive time-dependent
Fig. 15. (a) Downward shortwave and (b) downward longwave radiation at the
surface ( −Wm 2) zonally averaged over the ocean; (green) CORE, (blue) JRA55-
raw, (red) JRA55-do. Note that in JRA55-do, the JRA55-adj data are multiplied
by 0.98863 (see Section 5). (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
Table 8
Summary of the computation of adjustment factors applied to precipitation in the four phases.
Variable Phase-I Phase-II Phase-IIIa Phase-IIIb
(1958–1972) (1973–1997) (1998–2006)a (2006–present)a
Precipitation Reference CORE CORE CORE GPCP-v2.3b
Raw data JRA-55C JRA-55 JRA-55 JRA-55
Period 1979–1996 1979–1996 1999–2006 2006–2015
a Transition of the adjustment factors between phases IIIa and IIIb occurs during 2006.
b GPCP-v2.3 adjusted relative to CORE in 1979–2009.
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Fig. 16. Global distributions of the annual mean multiplicative factor (f) for precipitation, applied in (a) phase-I, (b) phase-II, (c) phase-IIIa and (d) phase-IIIb.
Contours are depicted for 0.34 and 2.9 to infer the regions where the factors are aﬀected by the applied thresholds (1/3≤ f≤ 3.0).
Fig. 17. Zonally averaged precipitation over the ocean ( −mmday 1) during the
1979–2009 period; (green) CORE, (blue) JRA55-raw, (red) JRA55-do. Note that
in JRA55-do, the JRA55-adj data are multiplied by 1.02118 (see Section 5).
(For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
Fig. 18. Time-series of the annual mean area-integrated precipitation over the
Mediterranean (× −10 kg s9 1). CORE inter-annual forcing version 2 (green), ad-
justed JRA-55 (blue), additionally adjusted JRA-55 (red), and an estimate from
GPCC precipitation on the coast around the Mediterranean as described in the
text (black). (For interpretation of the references to colour in this ﬁgure legend,
the reader is referred to the web version of this article.)
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biases were seen in JRA-55 and the assimilation method of JRA-55 was
frozen. To moderate the correction, the multiplicative factor was con-
ﬁned to 0.2–5.0. These procedures were applied to 38 major continental
rivers with large river discharge, and to seven rivers with a large
drainage-basin area (see Suzuki et al. (2017) for the list of these rivers).
These rivers were selected because they are well resolved by the model
with the 0.25° × 0.25° spatial resolution. The river discharge from the
remaining small rivers was separated into 12 divided ocean basins (the
western and eastern part of the three major (Atlantic, Paciﬁc, and In-
dian) Oceans, the Arctic Ocean, the Mediterranean, Black, Baltic, and
Red Seas, and the Hudson Bay). In the above adjustment procedure, the
total input runoﬀ into the small rivers was adjusted to match the sum of
the river discharges from the divided basins (excluding the discharges
of the 45 major rivers). The depths and widths of the 38 major con-
tinental rivers in CaMa-Flood were tuned ad-hoc to ﬁt the climatology
of the seasonal cycle with that of Dai et al. (2009).
Fig. 19 compares the time series of the annual mean, global ocean-
integrated river discharges into the oceans in the CORE dataset
(Dai et al., 2009) and the CaMa-Flood simulation of
Suzuki et al. (2017). The simulated annual mean river discharges vary
similarly to the discharges from the major continental rivers reported
by Dai et al. (2009), partly because the long-term input was adjusted to
Dai et al.’s (2009) data by the time-dependent multiplicative factor. The
excessive river discharge in 1958 of JRA55-do occurred because the
high runoﬀ from the land-surface component of JRA-55 of that year
could not be appropriately corrected by the present adjustment method
that uses the multiplicative factor for 1963 during the period
1958–1962.
The river model used by Suzuki et al. (2017) is suitable only for
liquid water. Thus, in basins with signiﬁcant runoﬀ in the solid phase,
such as Greenland and Antarctica, we used climatologies of existing
datasets (namely, the climatologies of Bamber et al. (2012) for Green-
land and Depoorter et al. (2013) for Antarctica). We provide them as
the total (i.e., liquid plus solid) river runoﬀ in the main dataset. The
separate components are also provided, if available (Appendix C). We
used a monthly climatology of Greenland runoﬀ for JRA55-do, because
the interannually varying dataset is available only until 2010. This will
be modiﬁed when an update to Bamber et al. (2012), which extends the
seasonally-varying time-series to 2016 and will be imminently available
Fig. 19. Time-series of the annual mean global ocean-integrated river runoﬀ in
(green) CORE and (red) JRA55-do excluding the runoﬀs from Greenland and
Antarctica. Units in −10 kg s9 1. (For interpretation of the references to colour in
this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 20. Monthly climatology of runoﬀ from Greenland in (green) CORE and
(red) JRA55-do. Units in −10 kg s9 1. (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this
article.)
Fig. 21. Runoﬀ from Antarctica divided into longitudinal bins at 10° intervals; (green) CORE and (red) JRA55-do. Units in −10 kg s6 1. In CORE, the runoﬀ is uniformly
distributed on the coastal grid cells. Therefore, the non-uniform distribution of the 10° bins reﬂects the diﬀerent numbers of coastal grid cells contained in each bin.
(For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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(Bamber et al., 2018) (Appendix C). The climatology is based on the
period 1961–1990, after which the total river runoﬀ started to increase
rapidly (Bamber et al., 2012). During the 1961–1990 period, the annual
mean total river runoﬀ from Greenland is 0.0278 Sv in JRA55-do and
0.002 Sv in CORE. That is, the total river runoﬀ from Greenland is an
order of magnitude higher in JRA55-do than that in CORE. Fig. 20
compares the monthly climatology of the total river runoﬀ from
Greenland in the two datasets. The seasonal variability of the total river
runoﬀ also diﬀers between JRA55-do and CORE. Bamber et al. (2012)
utilises a high-resolution regional climate model, validated with in-situ
observations, alongside observations of solid ice discharge. However,
there was no gauges along the coastal Greenland in the runoﬀ dataset of
Dai et al. (2009) on which CORE is based. Consequently, JRA55-do is
considered to be more realistic than CORE for Greenland.
For Antarctica, the annual mean runoﬀ of the liquid and solid
phases was represented by ice shelf basal melt and calving ﬂux re-
spectively, as provided by Depoorter et al. (2013). Prior to this study, it
was believed that iceberg calving was, by far, the dominant runoﬀ
mechanism but it is now evident that ice shelf bottom melting is of
equal magnitude and importance. Depoorter et al. (2013) provides a
“snapshot” of the ﬂuxes for the year 2009. For parts of West Antarctica,
both bottom melting and calving have increased over at least the last 15
years (Paolo et al., 2015). In East Antarctica, however, the ﬂuxes have
been relatively stable during the satellite era and the 2009 value is a
reasonable estimate of the long-term value. For West Antarctica, this is
a less valid assumption, even though the diﬀerence is only on the order
of 9 mSv (Paolo et al., 2015). In Depoorter et al. (2013), the average
annual mean of the liquid-plus-solid runoﬀ from Antarctica is
0.0876 Sv, versus 0.073 Sv in CORE. In contrast to CORE, JRA55-do
provides a spatially variable Antarctic runoﬀ, based on observations. In
Fig. 21, the runoﬀ from Antarctica is divided into longitudinal bins at
10° intervals. Note that the non-uniform distribution of the 10° bins in
CORE reﬂects the diﬀerent numbers of coastal grid cells contained in
each bin. The runoﬀ is generally higher in JRA55-do than in CORE,
except the region (30°W− ∘70 E), including the eastern part of the
Weddell Sea (0 −∘ ∘30 E), and the region (130 −∘ ∘170 E), including the
eastern part of the Eastern Indian Ocean Sector, where it is higher in
CORE.
For the 1998–2007 period, the global ocean-integrated annual mean
runoﬀ in JRA55-do totals 1.2566 Sv, approximately 0.03 Sv larger than
in CORE (1.2229 Sv). The diﬀerence is mainly sourced from the dif-
ferent runoﬀs of Greenland and Antarctica in the two datasets. The
Fig. 22. Time-series of the annual mean global ocean averaged total heat ﬂux, and its separate components ( −Wm 2). Compared are the results from three datasets;
CORE inter-annual forcing version 2 (green), JRA55-raw (blue), and JRA55-do (red). The lower boundary condition is taken from COBESST (Ishii et al., 2005).
Albedo and bulk formula are taken from Large and Yeager (2009), and the formulae for the air properties are from Gill (1982) (see Appendix B). For JRA55-do, the
SST dataset by Hurrell et al. (2008) which was used to evaluate the CORE dataset by Large and Yeager (2009) is applied and plotted with grey lines. (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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original intent was that any new river runoﬀ dataset incorporated into
this project would be adjusted to match its long-term mean
(1988–2007) with that of CORE (1.22 Sv). However, we have now
decided to refer to new datasets to the total runoﬀ of the present dataset
(1.26 Sv). Taking the oceanic area as 3.654 × 1014 m2, this runoﬀ is
equivalent to a global ocean averaged freshwater ﬂux of
× − − −3.44 10 kgm s6 2 1.
5. Final adjustment for achieving global balance
After making the main and additional adjustments described in the
previous sections, we computed the heat and freshwater ﬂuxes using
COBESST (Ishii et al., 2005), the albedo and bulk formulas of Large and
Yeager (2009), and a set of formulas to compute properties of moist air
presented in Appendix B. The ﬂuxes for evaluating the global ocean
heat and freshwater balances were calculated on the 1°× 1° grid of
COBESST. As explained in Section 3.2.3, we impose exact closure on
long-term mean global ocean averaged heat and freshwater ﬂuxes in the
satellite era. To achieve this, we adjusted the downward ﬂuxes (i.e., the
shortwave and longwave radiation and precipitation ﬂuxes) by globally
and temporally constant factors. These factors are applied for the entire
dataset period.
After the main and additional adjustments, the long-term mean,
global ocean averaged surface heat ﬂux (2) retains some residuals (res):
      + + + + + + =+ + res,SW DLW ULW LA SE P E R IO (24)
where X denotes the global ocean average for QX. In (24),

∫
∫≡
−f Q α dS
dS
(1 )
SW
ocean o DSW
ocean (25)
is the long-term mean global ocean averaged net shortwave radiation
ﬂux determined by the downwelling shortwave radiation ﬂux QDSW and
albedo α, where ⟨ · ⟩ means a long-term average, whose period will be
determined shortly. Similarly, DLW and ULW are the downward and
upward longwave radiation ﬂuxes respectively, LA is the latent heat
ﬂux, and SE is the sensible heat ﬂux.
 ∫ ∫≡ + ∼ −+ + + −f Q Q dS dS/ 0.4WmP E R ocean o P E R ocean 2 is the heat ﬂux
due to the incoming and outgoing freshwater ﬂuxes of precipitation,
evaporation, and runoﬀ (all assumed to have the local sea-surface
temperature), and  ∫ ∫≡ − ∼ − −f Q dS dS(1 ) / 1.4WmIO ocean o IO ocean 2 is
the heat ﬂux due to the sea-ice thermodynamics, all of which are taken
from a previous interannual CORE simulation conducted at MRI. These
ﬁgures are tentative and should be revised when an observational es-
timate or an ensemble mean of multi-model outputs becomes available.
The heat budget is closed by applying a common factor (a) to the
downwelling shortwave and longwave radiative ﬂuxes:
      + + + + + + =+ +a ( ) 0.SW DLW ULW LA SE P E R IO (26)
Fig. 23. Time-series of the annual mean global ocean-integrated (a) evapora-
tion and (b) precipitation ﬂux (× −10 kg s9 1). Results are derived from three
datasets; CORE inter-annual forcing version 2 (green), JRA55-raw (blue), and
JRA55-do (red). The black line in (b) is the precipitation of GPGP v2.3. (c) Same
as the upper panels, but for evaporation minus precipitation. Bulk formula and
air-properties formulas are taken from Large and Yeager (2009) and
Gill (1982), respectively. In JRA55-raw, the precipitation and the evaporation
minus precipitation time-series were omitted because the precipitation was too
high and out of range. (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 24. Time-series of annual mean global ocean averaged (a) downward
shortwave radiation and (b) downward longwave radiation ( −Wm 2). Data are
derived from (green) CORE, (blue) JRA55-raw, and (red) JRA55-do. Reference
data (black lines) are the adjusted and unadjusted CERES-EBAF-Surface-Ed2.8
in (a) and (b), respectively. (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
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Combining Eqs. (26) and (24), the factor a is calculated as
 
 
= + −
+
a res .SW DLW
SW DLW (27)
The period to impose exact closure of the global ocean averaged
surface ﬂuxes is determined using an assessment of their time-series.
Note that we will use common closure periods for heat and freshwater
ﬂuxes. Looking at the total heat ﬂux of JRA55-do in advance, Fig. 22e
implies that a minor “regime shift” remains in the total heat ﬂux in the
late 1990s even after the main and additional adjustments. This is
largely caused by the shift in the latent heat ﬂux or evaporation as seen
in Figs. 22c and 23a. Details are discussed in the next section. To
constrain a long-term budget, it is desirable to choose an interval that
includes equal periods both before and after the regime shift. Therefore,
we decided to take the period of 1988–2007, which covers the last and
ﬁrst 10 years of the adjustment phases II (1973–1997) and III
(1998–present), respectively. The choice of 10 years is because there
was an increasing trend of precipitation in the latter part of phase III
that was presumably caused by the introduction of GNSS-RO into JRA-
55 in 2006, as well as the increase in the number of radiance ob-
servations from satellite water vapor channels. Though the trend was
mitigated by further dividing the adjustment phase III in the latest
version, we still refrained from including this period for the computa-
tion of the exact closure. The residual heat ﬂux (res) was −5.8Wm 2
during the 1988–2007 period. For this period, SW and DLW were
167.9 −Wm 2 and 345.7 −Wm 2 respectively, giving =a 0.98863 (an ap-
proximate reduction of 1.1%).
To close the budget of the long-term mean global ocean averaged
freshwater ﬂux, we multiply the precipitation  by a factor b:
   + + + =b 0, (28)
where  is the long-term mean global ocean averaged sublimation over
sea-ice ( ∫ ∫≡ − ∼ − × − − −f S dS dS(1 ) / 1.3 10 kgm socean o ocean 7 2 1).
Here,  is determined in a simulation forced by a preliminary version of
the JRA55-do dataset and should be revised when an observational
estimate or an ensemble mean of multi-model outputs becomes avail-
able.  and  represent the long-term mean global ocean averaged
evaporation and runoﬀ, respectively. The factor b is calculated as
  

= − + +b .
(29)
Given the evaporation  = − × − − −3.971 10 kgm s ,5 2 1 precipitation
 = × − − −3.565 10 kgm s ,5 2 1 and river runoﬀ  = × − − −3.44 10 kgm s6 2 1
over the 1988–2007 period, b was computed as 1.02118 (denoting an
approximate enhancement of 2.1%).
6. Evaluation
This section compares the atmospheric ﬁelds and surface ﬂuxes
derived from the JRA55-do, CORE, and JRA55-raw datasets, and aims
to motivate the replacement of CORE by JRA55-do in the OMIP fra-
mework. For this purpose, we focus on the large-scale features and
global balances of the surface ﬂuxes. We ﬁrst interpolated the atmo-
spheric ﬁelds on the 1°× 1° grid of COBESST, then calculated the heat
and freshwater ﬂuxes as described in the previous section. Note that
COBESST is commonly used as the lower boundary condition for all of
the three datasets in order to compare only the set of atmospheric
variables. The wind speed and surface wind stress cannot be suitably
computed using this approach because any temporal or spatial inter-
polation of the wind vector slightly weakens both variables, compli-
cating the comparison with observations. Therefore, the equivalent
neutral wind speeds and surface wind stresses in JRA55-do and JRA55-
raw were computed on their original normal TL319 grid points, using
their surface-atmospheric variables and JRA-55 brightness tempera-
ture, which is based on COBESST.
As a reference, a detailed comparison of surface meteorological
variables with buoy observations is given in Appendix F. JRA55-do
showed reduced RMS misﬁts and increased correlations in comparison
with JRA55-raw and CORE. An atlas of annual mean surface ﬂuxes of
JRA55-do and their comparison with the CORE dataset is given in
Appendix G. Several notable features have also been described there.
6.1. Time-series of the global mean
The downward shortwave and longwave radiations (Fig. 24), pre-
cipitation (Fig. 23b), and the surface marine meteorological variables
(air temperature, speciﬁc humidity, and wind speed; Fig. 25) for the
three sets of surface-atmospheric data were averaged over the global
ocean (over 60°S–60°N for wind speed) and are depicted as time-series.
Fig. 25. Time-series of annual mean global ocean averaged surface data; (a)
equivalent neutral wind speed ( −ms 1), (b) air temperature (°C), (c) speciﬁc
humidity at 10m height ( −g kg 1). Data are derived from (green) CORE, (blue)
JRA55-raw, and (red) JRA55-do. Reference data in (a) are QuikSCAT (black
line) and SSM/I wind speed (grey line). (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this
article.)
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The time-dependent adjustment applied to JRA55-raw caused no
apparent spurious behaviour in the time series of global means in
JRA55-do, but it did correct the abrupt reduction of shortwave radia-
tion in the 1973 data of JRA55-raw (Fig. 24a). After 2000, the radiation
ﬁelds of JRA55-raw and JRA55-do well reproduced the inter-annual or
year-to-year variability of adjusted CERES shortwave and unadjusted
CERES longwave radiation (Fig. 24), although there is an oﬀset
between JRA55-do radiation and CERES due to the global-balance ad-
justment explained in Section 5. The increased precipitation in JRA55-
raw during the late 1990s (Fig. 1b) is suppressed in JRA55-do
(Fig. 23b). However, the inter-annual precipitation variability in
JRA55-do somewhat deviates from that in GPCP. The abrupt increase of
the surface winds around the late 1990s in JRA55-raw is alleviated in
JRA55-do (Fig. 25a). The inter-annual variation of air temperature and
Fig. 26. Regional comparison of the mean (1988–2007) heat ﬂux components (from the left, net shortwave radiation, net longwave radiation, latent heat, and
sensible heat ﬂuxes). Blue crosses and red triangles depict the diﬀerences of JRA55-raw and JRA55-do, respectively, from the CORE inter-annual forcing version 2.
Positive ﬂuxes are directed into the ocean. The units are −Wm 2. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web
version of this article.)
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speciﬁc humidity largely follows that of CORE (Fig. 25b and c), al-
though the speciﬁc humidity is lower in JRA55-do than in CORE, im-
plying that the majority of reanalysis products have lower relative
humidity than CORE.
6.2. Global heat and freshwater ﬂux
Figs. 22 and 23 plot the time series of the annual mean global ocean
averaged heat ﬂuxes and the annual mean global ocean-integrated
freshwater ﬂuxes, respectively. In general, the heat ﬂux components of
JRA55-do better resemble the CORE components than those of JRA55-
raw. Speciﬁcally, the total heat ﬂux in JRA55-raw was considerably
decreased (by ∼ −5Wm 2) during the late 1990s. At that time, the in-
creased wind speed and the suppression of the increasing speciﬁc hu-
midity trend (Fig. 25a and c) artiﬁcially enhanced the evaporation. This
eﬀect was mitigated in JRA55-do. Speciﬁcally, the overall wind speed
increase from the 1990s to the 2000s is much less in JRA55-do, which
would reduce the evaporation change; meanwhile, the humidity
Fig. 27. Same as Fig. 26 but for the mean (1988–2007) freshwater ﬂux components (evaporation, precipitation, and runoﬀ). Positive ﬂuxes are directed into the
ocean. The units are − −mgm s2 1. Note that the runoﬀ values are multiplied by ten.
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Table 9
Global mean air - sea ﬂuxes over the 1988–2007 and 1958–2009 period. The units of the (mean) heat ﬂuxes and the (integrated) freshwater ﬂuxes are −Wm 2 and
−10 kg s9 1 (∼ Sverdrups), respectively. Positive ﬂuxes are directed into the ocean. Fluxes computed for four combinations of atmospheric and sea-surface temperature
(SST) and sea-ice concentration (SIC) datasets are presented. The ﬁrst three columns present ﬂuxes based on the CORE, JRA55-raw, and JRA55-do datasets with
COBESST (Ishii et al., 2005) as the lower boundary condition. The last column presents ﬂuxes based on the JRA55-do dataset with the dataset by Hurrell et al. (2008)
as the lower boundary condition. The period 1988–2007 is used to impose the complete closure. The period 1958–2009 is the full overlapping period of CORE and
JRA-55.
Atmospheric dataset CORE JRA55-raw JRA55-do JRA55-do
SST and SIC dataset COBESST COBESST COBESST Hurrell-SST
Averaging period 88–07 58–09 88–07 58–09 88–07 58–09 88–07 58–09
Net shortwave 165.3 165.4 169.9 170.1 166.0 166.0 166.0 165.9
Net longwave −53.7 −52.6 −53.7 −53.9 −53.4 −53.5 −53.4 −53.5
Latent heat ﬂux −96.6 −96.1 −96.7 −95.6 −97.2 −96.6 −97.4 −96.6
Sensible heat ﬂux −14.4 −14.1 −16.3 −16.5 −13.6 −13.7 −13.8 −13.9
Residual heat ﬂuxa 0.6 2.5 3.1 4.1 1.8 2.2 1.4 1.9
Evaporation −14.4 −14.3 −14.4 −14.3 −14.5 −14.4 −14.5 −14.4
Precipitation 13.0 12.9 15.5 15.2 13.3 13.3 13.3 13.3
Residual freshwater ﬂuxb −1.5 −1.4 1.0 1.0 −1.2 −1.1 −1.2 −1.1
a Sum of net shortwave, net longwave, latent heat ﬂux, and sensible heat ﬂux. This should balance with heat ﬂux due to sea-ice thermodynamics∼ − −1.4Wm 2 and
the diﬀerence in water temperature of precipitation, evaporation, and runoﬀ ∼ − −0.4Wm ,2 both are taken from a global model simulation of MRI.
b Sum of evaporation and precipitation. This should balance with river discharge (∼ × −1.26 10 kg s9 1 from this dataset) and sublimation over sea-ice
(∼ − × −0.05 10 kg s9 1 from a global model simulation of MRI).
Table 10
Regional climatological air - sea heat ﬂuxes ( −Wm 2) and freshwater ﬂuxes
( − −mgm s2 1) over a 20-year period (1988–2007). Upper (no parentheses) and
lower (in parentheses) values derive from the JRA55-do and CORE datasets,
respectively. Positive ﬂuxes are directed into the ocean. The regions are shown
in Figs. 26 and 27.
region foQAO foQSW foQLW foQLA foQSE foFAO foE P R
1 −31 40 −25 −26 −20 16 −11 16 11
(−37) (42) (−29) (−30) (−21) (13) (−12) (15) (10)
2 −25 86 −39 −47 −25 22 −19 31 10
(−30) (87) (−40) (−52) (−25) (18) (−21) (30) (8)
3 −28 150 −58 −99 −22 4 −40 42 2
(−42) (150) (−60) (−110) (−22) (0) (−45) (42) (3)
4 −4 197 −68 −120 −13 −20 −49 29 0
(−19) (193) (−71) (−126) (−15) (−23) (−52) (29) (0)
5 4 216 −63 −139 −9 −23 −57 26 8
(8) (217) (−63) (−133) (−13) (−21) (−55) (25) (8)
6 33 214 −56 −117 −8 19 −48 42 25
(39) (217) (−52) (−117) (−10) (15) (−48) (39) (24)
7 24 213 −59 −120 −10 −40 −49 8 1
(19) (211) (−55) (−123) (−13) (−42) (−50) (8) (1)
8 15 154 −54 −73 −12 5 −30 33 2
(5) (148) (−58) (−75) (−11) (4) (−30) 32 (2)
9 8 217 −63 −137 −9 −4 −56 49 4
(9) (218) (−59) (−139) (−12) (−6) (−57) (47) (4)
10 −8 190 −80 −103 −15 −19 −42 17 6
(−25) (181) (−81) (−104) (−21) (−20) (−41) (17) (5)
11 −2 44 −19 −14 −13 17 −6 20 3
(−5) (48) (−24) (−16) (−15) (15) (−6) (19) (2)
12 0 85 −33 −38 −14 11 −15 26 1
(−4) (85) (−38) (−37) (−14) (12) (−15) (25) (1)
13 17 214 −59 −128 −10 0 −52 50 2
(26) (215) (−55) (−122) (−12) (0) (−50) (49) (1)
14 −17 211 −67 −145 −16 −38 −59 21 1
(−21) (204) (−67) (−140) (−18) (−36) (−57) (20) (1)
15 0 119 −44 −61 −15 6 −25 30 1
(−3) (118) (−49) (−59) (−13) (6) (−24) (29) (1)
16 −15 160 −57 −100 −19 4 −41 42 3
(−20) (155) (−55) (−102) (−19) (3) (−41) (42) (3)
17 −1 209 −60 −139 −11 −15 −57 41 1
(4) (210) (−57) (−136) (−13) (−15) (−56) (40) (1)
18 2 170 −59 −93 −15 2 −38 39 0
(−10) (164) (−65) (−95) (−14) (0) (−39) 39 (0)
19 −5 92 −38 −43 −16 12 −17 27 2
(−7) (95) (−46) (−42) (−14) (11) (−17) (27) (1)
20 −10 95 −45 −39 −22 21 −15 32 4
(−15) (97) (−46) (−43) (−22) (20) (−17) (32) (6)
Fig. 28. Comparison of mean (Nov 1999–Oct 2009) basin-wide averaged zonal
wind-stress ( −Nm 2) in (red) JRA55-do, (blue) JRA55-raw, and (green) CORE.
The black lines plot the Scatterometer Oceanic Wind Stress (SCOW) data of
Risien and Chelton (2008). SCOW is the climatology based on September
1999–October 2009 of QuikSCAT. (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this
article.)
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increase between these periods is slightly larger in JRA55-do than in
JRA55-raw, which would also act to reduce the evaporation and latent
heat ﬂux change.
There are some notable diﬀerences between the JRA55-do and
CORE analyses. The time series of longwave radiation and sensible heat
ﬂuxes are steadier in JRA55-raw and JRA55-do than in CORE. The large
decadal variations in latent and sensible heat ﬂuxes seen in CORE
during the 1970s and 1980s are not seen in JRA55-do. The lower
boundary condition is COBESST in JRA-55, but another SST dataset is
used in the NCEP/NCAR reanalysis and the ISCCP-FD longwave radia-
tion calculation. In general, the surface air temperature is strongly in-
ﬂuenced by the SST used as the lower boundary condition. Therefore,
we may expect less variability in the diﬀerence between surface air
temperature and SST in JRA-55 than CORE in the present ﬂux com-
putation, which commonly uses COBESST as the lower boundary con-
dition. Our assessment on the JRA-55 downward longwave radiation at
the sea-surface implies that the interannual variation of the downward
longwave radiation correlated well with that of the surface air tem-
perature, which is inﬂuenced by the SST (i.e., COBESST). Therefore, we
may generally expect less variability in the diﬀerence between upward
and downward longwave radiation ﬂuxes in JRA-55 than in CORE if
COBESST is used as the lower boundary condition. However, the use of
another SST dataset (Hurrell et al., 2008) as the lower boundary con-
dition only slightly enhanced variability (grey lines in Fig. 22). This
would imply that the surface air temperature of JRA-55 follows more
closely the variation of the SST than that of CORE. A detailed analysis
on the boundary layer scheme of the atmospheric model used by JRA-
55 would be required to resolve this issue, which is beyond the scope of
this paper. It should also be noted that the eﬀects of the Pinatubo
volcanic eruption in 1991 represented as the decline of the downward
shortwave radiation ﬂux in CORE are missing from the radiative ﬂuxes
of JRA-55 (Fig. 24a). However, the simulated ﬁelds forced by JRA55-do
might be cooled by the reduced air temperature assimilated into JRA-55
in the 1991–92 period (see Fig. 25b).
The long-term (1988–2007) averages of the three datasets are
summarised in Table 9. In JRA55-do, the net ﬂuxes of shortwave ra-
diation −(166.0Wm ),2 longwave radiation − −( 53.4Wm ),2 latent heat
− −( 97.2Wm ),2 and sensible heat − −( 13.6Wm )2 sum to −1.8Wm ,2 which
exactly compensates the sum of  + +P E R and IO (− −1.8Wm 2), implying
that the closure in Section 5 worked as intended. The long-term
(1988–2007) average of the diﬀerence between evaporation
× −(14.51 10 kg s )9 1 and precipitation ( × −13.30 10 kg s )9 1 is
× −1.21 10 kg s ,9 1 which can account for the diﬀerence between the river
runoﬀ × −(1.26 10 kg s )9 1 and sublimation ( × −0.05 10 kg s9 1).
Table 9 also lists the averages of heat and fresh water ﬂux compo-
nents for the overlapping period (1958–2009) of CORE and JRA-55.
The diﬀerences for JRA55-do between 1958–2009 and 1988–2007 are
less than −1Wm 2 for heat ﬂuxes and × −0.1 10 kg s9 1 for fresh water
ﬂuxes. These diﬀerences are less than or equal to those between data-
sets (JRA55-do and CORE). As a result, it can be concluded that the
constraints imposed on the surface heat and freshwater ﬂux, speciﬁcally
that the long-term mean globally averaged heat ﬂux and globally in-
tegrated freshwater ﬂux into the ocean–sea-ice system are both nearly
zero or slightly positive, approximately hold for the entire dataset
period for JRA55-do within the accuracy range of the major compo-
nents of surface heat (∼ − −0 1Wm 2) and freshwater
(∼ − × −0 1 10 kg s8 1) ﬂux budgets.
6.3. Regional comparison of ﬂux components
Following Large and Yeager (2009), we divided the oceanic domain
into almost identical regions. The components of the heat and fresh-
water ﬂuxes are regionally compared for the period 1988–2007 in
Figs. 26 and 27, respectively, and their values in JRA55-do and CORE
are presented in Table 10. In general, the heat ﬂux components diﬀer by
less than ± −5Wm 2 and the freshwater ﬂux components are consistent
within a few − −mgm s2 1. JRA55-do is more consistent with CORE than
JRA55-raw, speciﬁcally in the low-latitude downwelling shortwave
radiation and precipitation. This implies that the adjustments are suc-
cessful overall. It should be noted that JRA55-do tends to put more
freshwater into the northern North Atlantic (Regions 2 and 3) than
CORE. This is contributed by the smaller evaporation and the larger
runoﬀ from Greenland in JRA55-do. Impact of this feature on the North
Atlantic meridional overturning in simulations should be investigated
in future works.
Figs. 28 and 29 compare the basin-wide zonal means of the wind
stress components in JRA55-do, JRA55-raw, and CORE. In general, the
wind stress of JRA55-do best matches the Scatterometer Oceanic Wind
Stress product (SCOW) provided by Risien and Chelton (2008). The
exception is the slightly weak eastward wind stress in the latitude band
of the mid-latitude westerly wind of the North Atlantic (Fig. 28b). This
weakening presumably arises from the low-resolution SST (COBESST),
which is adopted as the lower boundary condition in the wind-stress
computation of JRA55-do. At mid-latitudes, the atmospheric stability
and bulk transfer coeﬃcients are strongly sensitive to the location and
strength of the oceanic fronts and eddies. The strength of the SST fronts
measured by the SST gradient is stronger in the North Atlantic than that
of the North Paciﬁc. This makes the resolution issue more critical for
the North Atlantic (see also Fig. 36). Additionally, the horizontal
Fig. 29. Same as Fig. 28 but for the meridional wind-stress.
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interpolation of the QuikSCAT wind vector onto the TL319 grid of JRA-
55 in the suite of the adjustment operations may lead to the reduction
of JRA55-do wind stresses. Regarding the meridional wind stress,
JRA55-do shows improvement relative to both JRA55-raw and CORE,
but there still remains diﬀerences from SCOW.
6.4. Implied meridional heat and freshwater transports
The implied oceanic meridional heat transport is typically calcu-
lated as follows:
	
 ∫ ∫⎜ ⎟= ⎛
⎝
⎞
⎠
′ϕ δ λ ϕ Q λ ϕ r ϕdλ rdϕ( ) ( , ) ( , ) cos ,
π
ϕ π
/2 0
2
(30)
where δ(λ, ϕ) is a digital mask that includes only the target basin, Q is
deﬁned by (2) and is positive into the ocean, r is the radius of the Earth,
and λ and ϕ are the longitude and latitude respectively, expressed in
radians. The implied meridional freshwater transport in the ocean–sea-
ice system is calculated as follows:

 ∫ ∫⎜ ⎟= ⎛
⎝
⎞
⎠
′+ϕ δ λ ϕ F λ ϕ r ϕdλ rdϕ( ) ( , ) ( , ) cos ,π
ϕ π
ocean ice/2 0
2
(31)
where +Focean ice is deﬁned by (4).
The transports in CORE and JRA55-do were computed by slightly
diﬀerent methods. In CORE, the implied meridional heat transport was
computed with zero ice-ocean ﬂux QIO and zero material transport by the
freshwater ﬂuxes +QP E and QR. We instead applied the corrections de-
scribed by Large and Yeager (2009). Following their computation of the
meridional heat transport (Fig. 10a of Large and Yeager (2009)), the
global heat ﬂux imbalance of 0.6 −Wm 2 in CORE (Table 9) was assumed
to be uniformly distributed except in the Atlantic Ocean. The exclusion of
the Atlantic Ocean was based on the assumption that there was no bias
and oceanic heat storage in the Atlantic basin, which gave the most
consistent results with the estimated oceanic heat transports for the
CORE datasets as explained by Large and Yeager (2009). Thus, we sub-
tracted ∼ ×− − A0.8Wm ( 0.6Wm /2 2 GlobalOcean −A A[ ],GlobalOcean AtlanticOcean
where A represents horizontal area) from the total heat ﬂux Q in (30) in
all oceanic regions except the Atlantic Ocean. To compute the meridional
heat transport in JRA55-do, we added the 2D distributions of both the
ice - ocean heat ﬂux ( − f Q(1 )o IO) and the heat ﬂux due to precipitation,
evaporation, and runoﬀ (assumed to have the local SST) ( ++f Q Qo P E R)
to the total heat ﬂux. The values are taken from a previous interannual
CORE simulation conducted at MRI.
When computing the implied meridional freshwater transport in
Fig. 30. Implied meridional heat transports ( = −PW 10 Wm15 2) derived from CORE inter-annual forcing version 2 (green), JRA55-raw (blue), and JRA55-do (red). The
rectangular plots are estimated from the observations and assimilations compiled by Macdonald and Baringer (2013). The open circle at 26.5°N in the Atlantic is an
updated estimation from RAPID transport array reported by McDonagh et al. (2015). (For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
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JRA55-do, we considered the 2D distribution of the sublimation over
sea-ice ( − f S(1 )o ) in the total freshwater ﬂux. The values were obtained
by simulating with a preliminary version of the JRA55-do dataset,
which is also used to compute the precipitation adjustment factor for
achieving global balance in Section 5. The CORE computation of the
implied meridional freshwater transport ignored the sublimation ef-
fects. Instead, the global imbalance of the CORE dataset
(  + + = − × − − −6.4 10 kgm s ,7 2 1 where  = ×3.547
− − −10 kgm s ,5 2 1  = − × − − −3.946 10 kgm s ,5 2 1 and  =
× − − −3.35 10 kgm s ,6 2 1 taking the oceanic area as 3.654× 1014m2) is
compensated uniformly over the oceans (including the Atlantic Ocean).
The	
 and
 are depicted in Figs. 30 and 31, respectively.
The meridional heat and freshwater transports are comparable in CORE
and JRA55-do, and largely ﬁt within the error bars of the observational
estimates (Macdonald and Baringer 2013; Wijﬀels 2001; Talley 2008;
McDonagh et al. 2015). A notable diﬀerence is the peaks of poleward
heat transport appearing at low latitudes. These peaks are smaller in
JRA55-do than in CORE, because the net heat loss in JRA55-do is re-
duced in the mid-latitudes of the northern hemisphere and enhanced
(denoting lower heat gain) in the tropics, relative to CORE (Fig. 32). In
JRA55-do, less latent heat is lost to the atmosphere in the mid- to high-
latitude North Atlantic Ocean, while more latent heat and net longwave
ﬂuxes are lost to the atmosphere in the tropical Indian and Paciﬁc
oceans (for conﬁrmation, see the regional comparison in Fig. 26 and
also Appendix G).
7. Summary and conclusions
In this paper, we revisited the scientiﬁc and engineering foundations
required to produce surface forcing datasets for driving coupled
ocean–sea-ice models, and in so doing we produced the JRA55-do da-
taset of use within the CORE/OMIP framework. When generating the
JRA55-do forcing dataset, we followed the methods of Large and
Yeager (2009) and advanced several aspects of their methods by uti-
lising newly available datasets and considering feedback from the ocean
modelling community.
In the CORE dataset provided by Large and Yeager (2009), the
surface-atmospheric variables (e.g., air temperature and speciﬁc hu-
midity, wind vectors, and sea level pressure) are based on the NCEP/
NCAR reanalysis (Kalnay et al. 1996; Kistler et al. 2001), whereas the
downward ﬂuxes aﬀected by clouds (e.g., radiative ﬂuxes and pre-
cipitation) are based on other sources such as satellite data and direct
observations. Our new JRA55-do dataset is based on a recent long-term
(more than 50 years) reanalysis projects, the JRA-55 project, which
Fig. 31. Implied meridional freshwater transports (× −10 kg s9 1) derived from CORE inter-annual forcing version 2 (green) and JRA55-do (red). JRA55-raw was
omitted because the precipitation was too high and out of range. Direct estimates based on hydrographic observations compiled by Talley (2008) (rectangles) and
Wijﬀels (2001) (closed circles) are also depicted. Talley (2008) reported only basin-wise estimations with error bars. The error bars (± × −0.30 10 kg s9 1) added to
Wijﬀels’ (2001) estimates of the global freshwater transport are based on a scaling analysis. The open circle at 26.5°N in the Atlantic is an updated estimation from
RAPID transport array reported by McDonagh et al. (2015). (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web
version of this article.)
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uses an atmospheric model with reﬁned horizontal resolution
(∼ 55 km) and state-of-the-art data-assimilation techniques such as 4D-
Var (Kobayashi et al., 2015). The atmospheric variables are based on
the forecast phase of JRA-55 and the temporal interval (3 h) can mar-
ginally resolve the diurnal cycle, further advancing JRA55-do over the
CORE dataset.
Besides applying the JRA-55 reanalysis product, we made several
updates to the data production process. We retained QuikSCAT as the
reference dataset for the wind-ﬁeld adjustment and used the full ten years
available. We also used the SSM/I wind speed product to cover the pre-
QuikSCAT period 1988–1998. The air temperature and speciﬁc humidity
were adjusted using the ensemble means of 7 atmospheric products. This
averaging suppresses the appearance of isolated adjustment factors caused
by the impact of locally over-constrained analysis ﬁelds on the reference
data (Josey et al., 2014). Such eﬀects could appear around isolated ﬁeld
observations such as tropical arrays and other station data (even on land).
By the ensemble mean approach, we also mitigated the impact of the lo-
cally conﬁned systematic biases in the individual products.
For cloud-aﬀected ﬂuxes, such as the downward radiative ﬂuxes and
precipitation, we use the reanalysis outputs and adjust them relative to
the reference ﬁelds, thus facilitating data updates in near real-time.
Moreover, the synoptic variabilities of the surface-atmospheric vari-
ables are more self-contained and mutually consistent than the earlier
dataset. We also possess the inter-annual variations in the pre-satellite
era (before the 1980s), which are absent in the CORE dataset. As re-
ferences, we adopt CERES-EBAF-Surface_Ed2.8 for the shortwave and
longwave radiation ﬂuxes, and CORE for the precipitation. The CERES
shortwave radiation data were slightly reduced in the tropics as well as
over sea-ice before being applied as the reference ﬁeld.
A state-of-the-art atmospheric reanalysis product still necessitates
the introduction of adjustment factors. Speciﬁcally, changes in the
observing system and the input data density and quality cause transi-
tions in the quality of the assimilation product, which manifest as
abrupt shifts in the JRA-55 data quality. To remove these shifts requires
time-dependent adjustments. Fortunately, these adjustments can be
calculated with some ﬁdelity, because the JRA-55C dataset was ac-
quired by the same data-assimilation system as JRA-55 but contains
only the conventional surface and upper air observations (i.e., contains
no satellite observations). Therefore, the biases in the pre-satellite
period can be estimated from JRA-55C data in recent years. Although
the inter-annual variability of the adjusted ﬁelds raises concern, the
adjustment factors used in the pre-satellite and satellite periods are
qualitatively similar. Furthermore, the time-dependent adjustments
introduce no artiﬁcial transitions in the time series of the global means
(Figs. 24 and 25). These ﬁndings guarantee consistency in the quality of
large-scale climatological features over the entire dataset period.
To complete the dataset, we imported independent river runoﬀ
datasets. The river runoﬀ is determined by a river-routing model
(CaMa-Flood) forced by input runoﬀ from the land-surface component
of JRA-55 (Suzuki et al., 2017). The input is adjusted to ensure similar
long-term variabilities in JRA55-do and the CORE dataset based on
Dai et al. (2009). The river runoﬀs from Greenland and Antarctica,
Fig. 32. Basin-wide integrated total surface heat ﬂuxes ( = −PW 10 Wm15 2) derived from CORE inter-annual forcing version 2 (green), JRA55-raw (blue), and JRA55-
do (red). (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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which involve ice-sheets, are taken from Bamber et al. (2012) and
Depoorter et al. (2013), respectively. The dataset details are sum-
marised in Appendix C. We plan to regularly update the JRA55-do
dataset thus facilitating real-time numerical experiments.
Other global surface datasets with similar features are based either
on satellite data (HOAPS; Andersson et al. 2010 and J-OFURO; Tomita
et al. 2010) or the synthesis of several sources (OAﬂux; Yu and Weller
2007). It is important to understand that the purposes and merits of
these datasets diﬀer from those of the datasets customised for driving
ocean–sea-ice models. The former datasets tend to provide realistic
ﬂuxes, yet omit regions of large uncertainty or non-availability of ob-
servations. The area covered by sea-ice is a typical example of such
regions. This treatment is unsuitable for driving global ocean–sea-ice
models. When compiling a dataset for ocean–sea-ice models, an atmo-
spheric reanalysis (which omits no region) is a suitable starting point.
However, by adopting this approach we inevitably compromise the data
accuracy which in turn requires careful assessments and corrections.
The JRA-55 project uses a relatively low-resolution SST dataset
(COBESST) as the lower boundary condition. This approach causes con-
cerns that the JRA-55 based products are not appropriate for forcing
mesoscale eddy permitting models. A number of groups are currently in-
vestigating the topic of how to force ocean models in a mesoscale resolving
regime and it is not obvious that we should use atmospheric reanalysis
ﬁelds based on a high-resolution SST product. One issue concerns the
potential for double-counting or mismatching of ﬂuxes if the reanalysis
product already contains the response to observed ocean eddies (such as
the response of wind speed or air temperature), but in a diﬀerent location
to the ocean model. Another point of concern is that if a high-resolution
ocean model feeds SST and surface ocean currents into the bulk ﬂuxes (as
is usual), then the air-sea ﬂuxes will show detailed structure, e.g. in
western boundary currents. For these reasons, there is some justiﬁcation
for using a smooth SST product until we better understand how to use
high-resolution products for ocean models.
After adjusting local atmospheric variables and ﬂuxes, the global ﬂux
budgets based on a speciﬁed SST (the COBESST product) were positively
biased on a multi-decadal time scale. This result implies that biases still
remain in all ﬂux components and they can vary regionally. In a forced
ocean–sea-ice model, a balanced heat budget can be achieved by devel-
oping globally high SSTs, allowing additional surface heat losses through
upward longwave, sensible, and latent heat ﬂuxes, to compensate for the
excessive downwelling radiation ﬂuxes (e.g., Brodeau et al., 2010). An
enhanced evaporation will aﬀect the freshwater balance, but there is no
feedback process to restore a balance. Thus a global adjustment on
freshwater ﬂuxes is always warranted in a global ocean–sea-ice model
simulation if the freshwater ﬂuxes are treated explicitly. (This is not ne-
cessary if the freshwater ﬂuxes are converted to the corresponding virtual
salt ﬂuxes.) To minimise these false adjustments in forced ocean–sea-ice
models, the global ﬂux budgets based on a realistic SST should preferably
be balanced. In the present study, we took a relatively simple approach to
close a long-term (1988–2007) surface ﬂux budget by applying a globally
and temporally constant multiplicative factor on downwelling radiations
and precipitation. The factors are applied for the entire dataset period.
These adjustment factors can be revised if major regional biases in any
variables of the present version are identiﬁed.
After assessing the large-scale features and global balances of the
ﬂuxes, we conﬁrmed that JRA55-do is a valid alternative to the CORE
dataset for driving global ocean–sea-ice models. We hypothesise that
the technical advances incorporated into JRA55-do will improve many
aspects of ocean modelling studies. However, the production processes
will be continually reviewed and revised based on experience from the
wide suite of anticipated studies. Speciﬁcally, the downward ﬂuxes
aﬀected by clouds (radiation and precipitation ﬂuxes) were derived
from a reanalysis product. The validity of this choice should be care-
fully checked and reviewed in future studies. Also, the adjustment
methods of all variables require large improvements near the coast
(e.g., Taboada et al., 2018). The horizontal resolution of JRA-55
(∼ 55 km) is still insuﬃcient for capturing the meteorological features
aﬀected by orography in the coastal regions, and the reference datasets
in the present adjustment methods (except for the scatterometer wind
products) are even less well-resolved.
Our group is planning to write several papers related to the present
study. For the simulation paper, a number of international groups will
conduct long-term inter-annual simulations forced by both CORE and
JRA55-do, and compare their mean states and variabilities. The normal
or repeat-year forcing paper will propose typical years that represent
the present climate, and display the results of model integrations forced
by repeated use of each of those years. Additionally, we expect various
studies will arise from the CMIP6/OMIP process (Griﬃes et al., 2016),
which makes use of both the CORE and JRA55-do forcing.
The JRA55-do dataset is registered with “input datasets for Model
Intercomparison Project (input4MIPs)” and can be obtained from the
input4MIPs website.1 The program codes used to generate the JRA55-
do dataset can be obtained from a repository on Github2.
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Appendix A. Processing raw JRA-55 data
A1. Mapping from reduced to normal latitude - longitude (TL319) grid
The basic atmospheric model of JRA-55 uses a reduced TL319 grid, on which the raw JRA-55 data are provided. The number of longitudinal grid
points is reduced at latitudes poleward of 41.5°, and the ﬁrst datum of each latitude band is placed at 0° longitude.
After the ﬁrst (main) adjustment stage, the adjusted data are zonally regridded at the common interval of 0.5625° for all latitude bands by the
following rules:
• If the target grid point is between two oceanic grid points, its value is found by linear interpolation.
• If the target grid point is between an ocean and a land grid point, it is treated as an ocean grid if it locates at the mid-point or closer to the ocean
grid. Its value is then computed as the weighted average of the values of the ocean grid points among six candidate points. The candidate points
are the three pairs of the two points ﬂanking the target longitude or residing on the two adjacent latitudinal circles. The weighting factor is the
inverse of the distance from the target point.
• If the target grid point is determined as a land point, its value is found by linear interpolation.
A2. Shifting the temperature and speciﬁc humidity of JRA-55 from 2m to 10m
JRA-55 provides the surface air temperature and speciﬁc humidity at 2m above the surface. As in the CORE dataset, the temperature and speciﬁc
humidity in the ﬁnal dataset are provided at 10m above the surface, where the wind vectors are measured. In JRA55-do, the air temperature and
speciﬁc humidity of the JRA-55 forecast ﬁelds are adjusted at 2m height, because the reference ﬁelds of both variables (IABP-NPOLES and the
atmospheric reanalysis products for computing the ensemble mean) are available at this height. The main adjustments to the forecast ﬁelds are made
on the original (reduced TL319) grid points of JRA-55.
After the main adjustment on the surface air temperature and speciﬁc humidity (Sections 3.3.2 and 3.3.3), the following steps are taken to
produce the ﬁnal product of the surface meteorological variables.
• The equivalent neutral wind at 10m height of JRA55-raw is estimated based on the adjusted air temperature and speciﬁc humidity at 2m.
• The equivalent neutral wind ﬁeld is adjusted (Section 3.4).
• The adjusted air temperature and speciﬁc humidity at 2m are shifted upwards to 10m and the adjusted wind vector is converted from neutral to
actual stability.
• Additional adjustments are performed on the air temperature and speciﬁc humidity at 10 m (Section 3.3.4).
In the suite of operations, we use the bulk formula of Large and Yeager (2009) and a set of formulas to compute the properties of moist air based
on Gill (1982) (Appendix B). The surface temperatures of the ocean grids with and without sea-ice are taken from the surface brightness tem-
peratures of JRA-55 and from COBESST, respectively. The surface temperatures of land grids are taken from the brightness temperature of JRA-55.
The computation of the bulk transfer coeﬃcient is iterated ﬁve times at most.
Appendix B. Computation of properties of moist air
In producing the JRA55-do dataset, a set of formulas given by Gill (1982) is used to compute properties of moist air, which is thought to be more
accurate than that used for producing the CORE dataset. We recommend using these formulas for driving ocean–sea-ice models. Formulas used for
producing the CORE dataset and in the current framework of CORE/OMIP are given by Large and Yeager (2004), which is replicated here for
comparison.
B1. Saturation speciﬁc humidity
We consider computing saturation speciﬁc humidity in an environment with the sea-surface temperature t (°C) and pressure p (hPa). The relation
between the vapor pressure e (hPa) and speciﬁc humidity q is given by
= + −e p q ω ω q/ /( (1 ) ), (B.1)
where ω is the molecular weight ratio between water vapor and air:
= = =ω m m/ 18.016/28.966 0.62197.w a (B.2)
This is solved for the speciﬁc humidity as
= − −q ωe p ω e/( (1 ) ). (B.3)
The relative humidity γ is the mixing ratio of the mass of vapor to the mass of dry air divided by that of the saturated one. The mixing ratio (r) of
the mass of vapor to the mass of dry air is given by
=
−
r q
q1
.
(B.4)
Thus, the relative humidity is computed using the speciﬁc humidity q and the saturation speciﬁc humidity qsat as
= −
−
γ
q q
q q
(1 )
(1 )
.sat
sat (B.5)
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B1.1. Gill (1982)
The saturation vapor pressure esw (in units hPa) of pure water vapor over a plane water surface is given by
= + +e t t tlog ( ) (0.7859 0.03477 )/(1 0.00412 ).sw10 (B.6)
In air, the partial pressure e′sw of water vapor at saturation is not exactly esw but is given by
′ =e f e .sw w sw (B.7)
The value of fw is given by
= + +−f p t1 10 (4.5 0.0006 ),w 6 2 (B.8)
where p is the pressure (units in hPa).
The saturation vapor pressure over a salt solution is less than over freshwater. For sea water, the reduction is about 2% (a factor of 0.98 should be
applied to e′sw).
The saturation vapor pressure esi of pure water vapor over ice is given by
= +e t e t tlog ( ) log ( ) 0.00422 .si sw10 10 (B.9)
The saturation partial pressure e′si in moist air is fi times esi. Values of fi are given correct to 1 part in 104 by (B.8). Thus
′ =e f e .si w si (B.10)
B1.2. CORE
Following Large and Yeager (2004), over sea water,
= − +q ρ a e ,a a ts 1 1 /( 273.15)2 (B.11)
where = × −a 0.98 640380kgm1 3 and = −a 5107.4K2 . The factor 0.98 applies only over sea-water. ρa is the density of air. Over sea-ice, the formula of
the same form is used, but now = −a 11637800kgm1 3 and = −a 5897.8K2 .
In summary, we advocate replacing the CORE computation of saturation speciﬁc humidity (B.11) with the more accurate formulation given by
(B.3) together with (B.7) and (B.10).
B2. Speciﬁc heat
The speciﬁc heat of air cpa is given as follows.
B2.1. Gill (1982)
= ⎛
⎝
− + ⎞
⎠
= × + − −
c R q q
ω
q
7
2
1 8
7
,
1004.6 (1 0.8735 ) (J kg K ).
pa
1 1 (B.12)
Here, = − −R 287.04Jkg K1 1 is the gas constant of dry air.
B2.2. CORE
= − −c 1000.5 (J kg K ).pa 1 1 (B.13)
B3. Latent heat
The latent heat of vaporisation (Lv) and sublimation (Ls) are given as follows.
B3.1. Gill (1982)
= × − × −L t2.5008 10 2.3 10 (J kg ),v 6 3 1 (B.14)
= × − + −L t2.839 10 3.6( 35) (J kg ).s 6 2 1 (B.15)
B3.2. CORE
= × −L 2.5 10 (J kg ),v 6 1 (B.16)
= + = × −L L L 2.839 10 (J kg ).s v f 6 1 (B.17)
Here, Lf is the latent heat of fusion:
= × −L 3.337 10 (J kg ).f 5 1 (B.18)
As Brodeau et al. (2010) pointed out, choosing Gill’s (1982) formula will result in a smaller latent heat loss from the ocean than the case where a
constant as in CORE is chosen. The surface heat ﬂux budget will be positively biased (heating of the ocean) in comparison with the evaluation
presented by Large and Yeager (2009).
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B4. Air density
The equation of state of moist air of temperature θ (K) under the pressure P (Pa) is given by
=
− +
≡ρ P
Rθ q q ω
P RT
(1 / )
/ ,a v (B.19)
where
≡ − + = +T θ q q ω θ q(1 / ) (1 0.6078 )v (B.20)
is called the virtual temperature.
B4.1. Gill (1982)
=
− +
ρ P
Rθ q q ω(1 / )
.a (B.21)
B4.2. CORE
= −ρ 1.22 kgm .a 3 (B.22)
Appendix C. Details of the dataset
C1. Dataset description
The JRA55-do dataset consists of nine surface-atmospheric variables derived from JRA-55 and river runoﬀ data (freshwater discharge at river mouths)
resulting from several sources (Table 1). All surface-atmospheric ﬁelds are derived from the forecast phase of JRA-55. The temporal coverage is 3-hourly from
the 1st of January 1958 to the present (to be updated at least annually). The downward surface ﬂuxes, (the downwelling shortwave and longwave radiation
ﬂuxes) and precipitation (rain and snow), are averaged over three hours. The ﬁrst datum of each year is averaged from 00:00 to 03:00 GMT on the 1st of
January. Other surface-atmospheric ﬁelds, namely, the air temperature, speciﬁc humidity, wind vectors (all at 10m height, see Appendix A.2 for the height
shift of temperature and speciﬁc humidity), and sea level pressure, are 3-hourly instantaneous values starting at 00:00 GMT on the 1st of January of each year.
All variables except the sea level pressure are modiﬁed from their original ﬁelds by multiplicative or oﬀsetting factors to ﬁt the reference ﬁelds
derived from observations or other datasets. The modiﬁcation and adjustment procedures are explained in Sections 3 and 5.
JRA-55 does not directly provide the river runoﬀ from rivers and glaciers at river mouths. The liquid runoﬀ ﬁelds are obtained from a river-
routing model forced by runoﬀs from the land-surface component of JRA-55 (Suzuki et al., 2017). The runoﬀs from Greenland and Antarctica, which
contain a signiﬁcant solid runoﬀ component, are taken from independent estimates that combine satellite observations of solid discharge with high-
resolution climate models of runoﬀ and surface processes (Bamber et al. (2012) and Depoorter et al. (2013), respectively). The river runoﬀ data are
explained in Section 4. The daily runoﬀ from Greenland is based on the monthly climatology (1961–1990) and the liquid-plus-solid runoﬀ. For time
interpolation from monthly to daily data, a method to preserve monthly mean values introduced by Killworth (1996) is used. The runoﬀ from
Antarctica is constant in time and the liquid-plus-solid runoﬀ. Besides the merged runoﬀ data, we provide the solid water discharge from Antarctica
represented as the calving ﬂux derived from Depoorter et al. (2013) (Table 2).
C2. Supplementary data
The dataset also includes the following supplementary data summarised in Table 2.
C2.1. Variables at the sea-surface
The variables at the sea-surface are necessary for computing surface ﬂuxes. In most ocean–sea-ice models, these variables are taken from their own
solution. Thus, including a set of sea-surface variables is not prerequisite to a dataset for driving ocean–sea-ice models. However, to assist computation of
surface ﬂuxes without using ocean–sea-ice models, the observation-based data for the sea-surface variables are provided as part of the dataset. We included
surface temperature derived from brightness temperature of JRA-55, sea-surface temperature from COBESST (Ishii et al., 2005), sea-ice area fraction from
both JRA-55 and COBESST, and surface oceanic current from the GlobCurrent dataset (Rio et al., 2014). As discussed in Section 3.4, the surface oceanic
current may be added to the time series of the wind vector of this dataset to approximately construct a time-series of the absolute wind vector.
In most ocean–sea-ice model simulations uncoupled with atmospheric models, sea-surface salinity is restored to observational data to prevent model
drifts. For this purpose, we provide monthly climatology of sea-surface salinity derived from the World Ocean Atlas 2013 version 2 (Zweng et al., 2013;
Boyer et al., 2015). This is computed as an average in the upper 10m, thus it should be more appropriately understood as salinity at 5m depth.
C2.2. Land-sea mask
The land-sea mask for the atmospheric data on a TL319 grid is based on the original land-sea mask of JRA-55. The original land-sea mask
(land=1, sea=0) on the reduced TL319 grid is linearly interpolated in the zonal direction onto the normal latitude - longitude (TL319) grid. A grid
point valued at 0.5 or less is designated as a sea point; otherwise, it is assigned to land. Then, inland seas and lakes such as the Caspian Sea and Lake
Victoria are manually buried and designated as land. In the data provided, land and sea grids are set to zero and unity, respectively.
C2.3. Grid information
The Earth’s sphere is occupied by grid cells centred at the latitudes and longitudes provided in the data ﬁle for each variable. Cell boundaries are
given by lat_bnds and lon_bnds variables contained in each ﬁle. Note that the grid spacing is diﬀerent depending on the variable. Atmospheric
variables derived from JRA-55 are put on a TL319 grid (∼ 0.5625°). River runoﬀ data are equally spaced by 0.25°, starting at 0.125° longitude and
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− ∘89. 875 latitude. Therefore, the longitude and latitude bounds are also equally spaced, starting at 0° longitude and− ∘90 latitude. The areas of the
cells are provided for the atmospheric grid (TL319) and the river runoﬀ grid (0.25° × 0.25°).
C3. Planned updates and older versions
The latest version of JRA55-do as of April 2018 is 1.3. The plan is to continually update this version using near real-time updates to the raw JRA-
55 reanalysis. The version number will advance, accompanied by a detailed document, whenever new datasets or adjustment methods are in-
corporated. We will soon upgrade (in version 1.4) the Greenland runoﬀ to include interannualy-varying forcing from 1958 to 2016, incorporating an
update to Bamber et al. (2012) that extends the seasonally-varying time-series to 2016 (Bamber et al., 2018). The updated time-series will also
include runoﬀ from Arctic glaciers and ice caps which have also started to rapidly lose mass since the early 2000s (Bamber et al., 2018), in addition
to those over Greenland as reported by Bamber et al. (2012). The cumulative runoﬀ anomaly in the new time-series will be about twice that of
Bamber et al. (2012) because of the inclusion of, in particular, Canadian Arctic glaciers and the extension of the time-series to 2016. Separate
components of runoﬀ (liquid and solid) as well as the total runoﬀ will be provided.
There are several older versions that deserve mention. Because there are many users of versions 1.1 and 1.2, we list in the following the ﬁxes and
upgrades included in versions 1.3 and 1.2 relative to their immediate predecessors as a convenient reference.
C3.1. Diﬀerence between versions 1.3 and 1.2
In version 1.2, the magnitude of the wind vector was adjusted by a multiplicative factor RS(λ, ϕ), whereas an oﬀsetting factor was used for
version 1.3 (Section 3.4.2). The adjustment of the wind direction was the same as that described in the main text. The wind vector of JRA55-raw
(uJRA55, vJRA55) at (λ, ϕ) was adjusted as follows (cf. (19)):
⎜ ⎟ ⎜ ⎟⎜ ⎟
⎛
⎝
⎞
⎠
= ⎛
⎝
− ⎞
⎠
⎛
⎝
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u
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where
=R W
W
.S ref
JRA55 (C.2)
In this adjustment method, high winds are selectively modiﬁed by a large amount to produce a mean wind speed that matches that of the
reference ﬁeld. This treatment may signiﬁcantly modify the variance of the wind speed and hence the magnitude of the wind stress, which is a
quadratic function of the wind speed.
Figs. 33 and 34 show the comparison of the basin-wide zonal mean wind stress. As expected, the zonal wind stress (Fig. 33) is enhanced in version
Fig. 33. Comparison of mean (Nov 1999–Oct 2009) basin-wide averaged zonal wind-stress ( −Nm 2) in (red) JRA55-do-v1.3, (blue) JRA55-do-v1.2, and (purple)
diﬀerence (v1.3 - v1.2). The black lines plot the Scatterometer Oceanic Wind Stress data of Risien and Chelton (2008). (For interpretation of the references to colour
in this ﬁgure legend, the reader is referred to the web version of this article.)
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1.3 in the mid-latitude westerly region. Compared to the Scatterometer Oceanic Wind Stress (SCOW) product (Risien and Chelton, 2008), the zonal
wind stress in version 1.3 in the mid latitudes of the Northern Hemisphere is reasonable, but the stress is too strong in the Southern Hemisphere.
However, the Southern Ocean westerlies in version 1.3 still exhibit improvements relative to JRA55-raw (Fig. 28). The meridional wind stress is
similar between versions 1.2 and 1.3 (Fig. 34). As shown in Fig. 29, version 1.3 is closer to SCOW than CORE and JRA55-raw. For these reasons, we
made a shift to version 1.3.
C3.2. Diﬀerence between versions 1.2 and 1.1
Version 1.2 includes the following updates relative to version 1.1.
• (Bug ﬁx) An error in computing the annual mean climatology of wind speed for JRA-55 and JRA-55C was corrected. This resulted in minor (less
than 0.5%) changes in the adjustment factors for wind speed.
• (Bug ﬁx) The temperature and speciﬁc humidity anomalies of CORE relative to JRA-55 were not added to JRA-55 in inland seas and lakes
poleward of 40°N (Section 3.3.4).
• (Upgrade) The phase-III precipitation adjustment was further divided into 1999–2006 and 2006–2015 to suppress the recent positive trend
(Section 3.6).
• (Upgrade) The contributions to the (ensemble mean) temperature and speciﬁc humidity reference data from NCEP-R1, NCEP-R2, and 20CRv2
were reduced around semi-enclosed seas (Section 3.3.1, Fig. 2).
• (Upgrade) The region of full ice-cover (fraction > 0.99) used for smoothing temperature and speciﬁc humidity was determined based on daily,
instead of monthly, COBESST data to facilitate quicker updating in the future (Section 3.3.4).
• (Upgrade) When calculating surface ﬂuxes using the bulk formula to determine the globally uniform, constant adjustment factors applied to
downward ﬂuxes, scalar wind speed is ﬁrst calculated on the original grid of the dataset and then interpolated onto the COBESST (1°× 1°) grid.
In the older version, the wind vector components were ﬁrst interpolated onto the COBESST grid before computing the scalar wind speed
(Sections 5 and 6).
Fig. 34. Same as Fig. 33 but for the meridional wind-stress.
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Fig. 35 shows the comparison of surface fresh water ﬂuxes between versions 1.1 and 1.2. The global ocean-integrated evaporation ﬂux from
versions 1.1 and 1.2 lie on top of each other, but the ﬂux in version 1.1 is reduced by about 1% when the older wind treatment is used (the last item
in the above list). This is reﬂected in slightly reduced precipitation in version 1.1 before 1996 (phases I and II), when the common, spatially-
dependent adjustment factors are used. In version 1.1, the precipitation shows an increasing trend in the most recent decade. This motivated us to
divide the phase-III at 2006, corresponding to the time period when GNSS-RO as well as an increased number of radiance observations from satellite
water vapor channels were introduced in the reanalysis.
Appendix D. COBESST
This appendix brieﬂy introduces COBESST (Ishii et al., 2005), where ‘COBE’ is an acronym for centennial in situ observation-based estimates of
the variability of SSTs and marine meteorological variables. COBESST is a daily objective analysis of sea-surface temperature on a 1° × 1° grid
spanning the global oceans for the period from 1870 to present. The objective analysis is based on optimal interpolation and reconstruction with
empirical orthogonal functions. Only conventional observed datasets are used for the analysis. The COBESST dataset also contains sea-ice con-
centration (SIC) data derived from Walsh and Chapman (2001) in the pre-satellite period before October 1978 and from satellites afterwards. SST
and SIC of COBESST were used as the lower boundary condition of JRA-55 (Kobayashi et al., 2015). For more details on the analysis method and the
evaluation of the COBESST dataset, readers are referred to Ishii et al. (2005).
Fig. 35. Time-series of the annual mean global ocean-integrated (a) evaporation, (b) precipitation, (c) evaporation minus precipitation (× −10 kg s9 1) of JRA55-do-
v1.1 (blue), and JRA55-do-v1.2 (red). Light blue line in (a) is the evaporation using the older treatment of scalar wind speed (see text). In (a), the blue (v1.1) and the
red (v1.2) lines lie on top of each other. Black line in (b) is the precipitation of GPGP v2.3. Bulk formula and air-properties formulas are taken from Large and
Yeager (2009) and Gill (1982), respectively. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this
article.)
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Fig. 36 shows a long-term mean (1981–2010) SST from COBESST and the diﬀerence to Hurrell et al. (2008), which was used by Large and
Yeager (2009) for evaluating surface ﬂuxes based on the CORE dataset. COBESST exhibits features typical to low-resolution SST analyses: the weak
SST fronts and the lack of explicit representation of mesoscale eddies. This would result in smooth surface ﬂux distribution in the western boundary
current regions (Appendix G). The diﬀerence from the SST product of Hurrell et al. (2008), which is also a low-resolution (1° × 1°) product, is less
than 0.5 °C in most regions except for the mid-latitude frontal zones of the North and South Atlantic and the Southern Ocean. COBESST shows SSTs
lower than the product of Hurrell et al. (2008) in the mid-latitude North and South Atlantic frontal zones. In a long-term average, this diﬀerence
resulted in about 20 −Wm 2 less heat loss to the atmosphere due to latent plus sensible heat ﬂuxes when COBESST was used as the lower boundary
condition (not shown). Fig. 37 shows a long-term (1981–2010) root-mean-square diﬀerence from the monthly climatology and the comparison with
the same quantity computed from the product of Hurrell et al. (2008). COBESST exhibits less variability than Hurrell et al. (2008), speciﬁcally in the
SST frontal zones. This may have resulted in the reduced variability in the surface ﬂux components when COBESST was used as the lower boundary
condition. However, the diﬀerence in the long-term mean global ocean averaged heat ﬂuxes is less than 0.5 −Wm 2 (Table 9) and is within the
uncertainty (∼ −0.5Wm 2; Loeb et al., 2012). Furthermore, the diﬀerence in the ﬂux variability arising from the two diﬀerent SST products is
considerably smaller than the diﬀerence arising from the two diﬀerent atmospheric ﬁelds (Fig. 22).
Fig. 36. Comparison between COBESST (Ishii et al., 2005) and the SST product by Hurrell et al. (2008). (a) Mean SST of COBESST (1981–2010) and (b) its diﬀerence
from that of Hurrell et al. (2008).
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Appendix E. Evaluation and adjustment to CERES-EBAF as a reference dataset
E1. Shortwave adjustment
Fig. 38 shows the biases relative to the buoy observations (expressed as percentages relative to the annual mean climatology) of the CERES
downward shortwave radiation. To adjust the CERES radiation toward the buoy observations, this fraction is subtracted from (if positive) or added to
(if negative) the annual mean values of the CERES radiation. The buoy observations were mainly available at low-latitudes. The biases revealed that
• CERES is positively biased in the tropics (except right at the Equator);
• The positive tropical biases in CERES are larger in the Northern Hemisphere than the Southern Hemisphere;
• Observations are limited at latitudes above ∼ 30°N/S. Those available imply that the biases are generally small.
To evaluate the high-latitude radiation, we compared the CERES data with observations at land stations around the Arctic Ocean and the coastal
zone of Antarctica. Fig. 39 shows the percentage biases from the land data in the monthly climatology of the CERES downward shortwave radiation.
The bias typically reached +10% in the summer season of both hemispheres. The exceptions are stations GVN and NYA, where the areal fractions of
sea-ice are small in summer (result not shown).
In conclusion, the downward shortwave radiation of CERES was reduced in the low-latitude regions as a function of latitude. In the mid-latitude
regions, the downward shortwave radiation was unchanged. At high latitudes, the downward shortwave radiation was reduced by up to 10% over
sea-ice, depending on the area fraction of the sea-ice (0% reduction for no ice coverage and 10% reduction for total ice coverage). Fig. 13a compares
the downward shortwave radiations zonally averaged over the ocean among CORE, the raw CERES, and the adjusted CERES. The adjusted CERES
generally gets close to CORE. The somewhat noisy structures of CERES at high latitudes are presumably because only polar orbit satellites are
available poleward of around 60°. Fig. 13b shows the ratio of the adjusted CERES to the raw CERES, which represents the adjustment factor applied
to the raw CERES as explained above. Then the adjusted downward shortwave radiation was applied as a reference ﬁeld for adjusting the JRA-55
downward shortwave radiation.
Fig. 37. (a) Root mean square diﬀerence (RMSD) from its monthly climatology for the time-series of monthly COBESST (1981–2010). (b) Its diﬀerence from the same
quantity computed for the SST product by Hurrell et al. (2008).
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E2. Longwave adjustment
Fig. 40 shows the percentage biases relative to the buoy observations in the annual mean climatology of the CERES downward longwave
radiation. Note that the biases in the longwave radiation tend to oﬀset those of the shortwave (Fig. 38), but the fractional diﬀerences are generally
below 1%.
Fig. 41 shows the percentage biases in the monthly climatology of the CERES longwave radiation, relative to the observations at land stations
around the sea-ice zones at high latitudes. Generally, the biases were less than 5% and their signs were not coordinated.
Fig. 38. Bias of downward shortwave radiation
in the annual mean climatological values of
CERES. Biases are expressed as percentage de-
viations from buoy observations. For adjust-
ment toward the buoy observations, the bias
fractions should be subtracted from (if positive)
or added to (if negative) the annual mean
CERES values. Comparison is made based on
monthly data from Mar 2000 to Feb 2015. At
each buoy location, the bias is depicted if buoy
data are available for more than 12 months. An
average of those available months is formally
referred to as “annual mean climatology”.
Fig. 39. Percentage bias that must be subtracted from (if positive) or added to (if negative) the CERES downward shortwave radiation to ﬁt the high-latitude station
observations. The bias fraction is based on comparisons between monthly climatologies. At each station, monthly climatologies for both in-situ observations and
CERES are calculated using months when the station data are available in the period from Mar 2000 to Feb 2015. Note that in general, the positive biases are large in
the summer months of both hemispheres. The station names are abbreviated as follows: SYO for Syowa (69°S, 39.58°E), GVN for Georg von Neumayer (70.65°S,
351.75°E), NYA for Ny Alesund (78.93°N, 11.93°E), ALE for Alert (82.45°N, 297.49°E), BAR for Barrow (71.32°N, 203.39°E), and TIK for Tiksi (71.59°N, 128.92°E).
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In conclusion, the downward longwave radiation of CERES is used as a reference ﬁeld without adjustment. Note that in the second adjustment
step, both the downward shortwave and longwave radiations are adjusted by a globally uniform, time-invariant factor that closes the surface heat
ﬂux budget (Section 5).
Appendix F. Comparison of marine meteorological variables with buoy data
Comparison of air temperature, speciﬁc humidity, and wind speed with buoy observations are presented in Figs. 42–47 for CORE, JRA55-raw,
and JRA55-do. It is acknowledged that the buoy stations presented here do not represent the full array. It is hoped that more regionally focussed
comparison studies by interested users will complement the present incomplete evaluation as the dataset is widely distributed. We understand the
following features from the bias maps: The general cold bias of air temperature of JRA55-raw is corrected successfully in JRA55-do (Fig. 42). The
speciﬁc humidity of JRA55-do has smaller bias than JRA55-raw and CORE in the middle and high latitudes, but it is lower than buoys in the tropics
(Fig. 44). Recalling that the speciﬁc humidity of JRA55-raw was adjusted toward an ensemble of reanalyses in JRA55-do, the majority of reanalysis
products have a low humidity bias in the tropics. The wind speed of CORE is generally higher than buoys (Fig. 46). As discussed in the main text, this
is because the actual wind speed of NCEP-R1 was directly adjusted toward the equivalent neutral wind of QuikSCAT in CORE. From the scatter
diagrams and the statistical values (Figs. 43, 45, and 47), we understand that JRA55-do gives the smallest root-mean-square errors and the highest
Fig. 40. Same as Fig. 38 but for the downward longwave radiation.
Fig. 41. Same as Fig. 39 but for the downward longwave radiation.
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Fig. 42. Bias of air temperature at 10m height relative to buoys (K). (a) JRA55-raw, (b) JRA55-do, and (c) CORE. Comparison is based on daily data from 2000 to
2009.
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Fig. 43. Scatter diagram of air temperature at 10m height between datasets and buoys. (a) JRA55-raw, (b) JRA55-do, and (c) CORE. Comparison is based on daily
data from 2000 to 2009.
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Fig. 44. Bias of speciﬁc humidity at 10m height relative to buoys ( −g kg 1). (a) JRA55-raw, (b) JRA55-do, and (c) CORE. Comparison is based on daily data from 2000
to 2009.
H. Tsujino et al. Ocean Modelling 130 (2018) 79–139
123
Fig. 45. Scatter diagram of speciﬁc humidity at 10m height between datasets and buoys. (a) JRA55-raw, (b) JRA55-do, and (c) CORE. Comparison is based on daily
data from 2000 to 2009.
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Fig. 46. Bias of scalar wind speed (equivalent neutral wind speed at 10m height) relative to buoys ( −ms 1). (a) JRA55-raw, (b) JRA55-do, and (c) CORE. Comparison
is based on daily data from 2000 to 2009.
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correlation coeﬃcients relative to buoys for all variables. The mean bias of JRA55-do is smallest for the air temperature and the wind speed. The
mean bias of the speciﬁc humidity of JRA55-do is smaller than that of JRA55-raw, but it is larger than that of CORE. This is due to the low bias of the
speciﬁc humidity of JRA55-do in the tropics as shown in the bias map (Fig. 44).
Appendix G. Atlas of surface ﬂux distribution
G1. Heat ﬂux
Figs. 48–Fig. 52 give the global map of the mean (1988–2007) total surface heat ﬂux and components of JRA55-do as well as the diﬀerence from
those of CORE. The total surface heat ﬂux into the ocean of JRA55-do tends to be smaller in the tropics and larger in mid-latitudes, speciﬁcally in the
North Atlantic, than that of CORE. This feature is dominated by the latent heat ﬂux (Fig. 51). The diﬀerences of shortwave and longwave radiation
ﬂux from CORE (Figs. 49 and 50, respectively) are oppositely signed in the high latitudes, reﬂecting the compensatory natures of shortwave and
longwave radiations in the radiative transfer models. In the tropics, only the shortwave radiation of CERES was reduced before it was used as the
reference data to adjust the shortwave radiation of JRA55-raw based on the comparison with buoy observations (Appendix E and Fig. 13b). The
wavy structures with −∘ ∘5 10 wave lengths in the diﬀerence of the sensible heat ﬂux (the lower panel of Fig. 52) are due to those of the air
temperature ﬁeld of CORE, which are traceable to NCEP-R1.
Fig. 47. Scatter diagram of wind speed (equivalent neutral wind speed at 10m height) between datasets and buoys. (a) JRA55-raw, (b) JRA55-do, and (c) CORE.
Comparison is based on daily data from 2000 to 2009.
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Fig. 48. Comparison of the total surface heat ﬂux (the sum of net shortwave radiative, net longwave radiative, latent heat, and sensible heat ﬂuxes). (upper) Mean
(1988–2007) of JRA55-do and (lower) anomaly from CORE. Units are −Wm 2. The direction is positive into the ocean.
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Fig. 49. Same as Fig. 48 but for the net shortwave radiative ﬂux.
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Fig. 50. Same as Fig. 48 but for the net longwave radiative ﬂux.
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Fig. 51. Same as Fig. 48 but for the latent heat ﬂux.
H. Tsujino et al. Ocean Modelling 130 (2018) 79–139
130
Fig. 52. Same as Fig. 48 but for the sensible heat ﬂux.
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G2. Fresh water ﬂux
Figs. 53–Fig. 55 give the global map of the mean (1988–2007) precipitation minus evaporation, evaporation, and precipitation of JRA55-do as
well as the diﬀerence from those of CORE. The diﬀerence of precipitation minus evaporation of JRA55-do relative to CORE tends to be negative
(fresh water leaving the ocean) in the tropics and positive in mid-latitudes, speciﬁcally in the North Atlantic. This feature is dominated by the
evaporation (Fig. 54). Because we applied an approximate enhancement of 2.1% to the precipitation in the ﬁnal adjustment to impose an exact
closure (Section 5), the precipitation of JRA55-do is slightly larger than that of CORE in most regions.
Fig. 53. Comparison of the total surface fresh water ﬂux (the sum of precipitation and evaporation). (upper) Annual mean (1988–2007) of JRA55-do and (lower)
anomaly from CORE. Units are − −mgm s2 1. Direction is positive into the ocean.
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Fig. 54. Same as Fig. 53 but for the evaporation.
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Fig. 55. Same as Fig. 53 but for the precipitation.
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G3. Wind stress
Figs. 56 and 57 give the global map of the mean (1988–2007) surface zonal and meridional wind stress of JRA55-do as well as the diﬀerence from
those of CORE. The wind stress of JRA55-do is weaker than CORE. This is because the equivalent neutral wind from QuikSCAT was directly used to
adjust the actual NCEP-R1 wind to produce CORE.
Fig. 56. Comparison of zonal wind stress ( −Nm 2) on the ocean. (upper) Annual mean (1988–2007) of JRA55-do (contour interval is 0.05 −Nm 2) and (lower) anomaly
from CORE (contour interval is 0.01 −Nm 2).
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Fig. 57. Same as Fig. 56 but for the meridional wind stress ( −Nm 2) on the ocean.
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Fig. 58 gives the mean (Nov 1999–Oct 2009) wind stress curl of JRA55-do and Scatterometer Oceanic Wind Stress product (SCOW) of Risien and
Chelton (2008). JRA55-do reproduces SCOW well, implying that the adjustment on the wind direction was successful, at least in the oﬀshore regions.
A more dedicated assessment of the features around the coastal regions is presented in the companion paper (Taboada et al., 2018).
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