Most of the literature on inventory management assumes that the demand distribution and the values of its parameters are known with certainty. In this paper we consider a repeated newsvendor setting where this is not the case, and study the problem of setting inventory targets when there is only a limited amount of historical demand data. Consequently, we achieve the following objectives: (1) To quantify the inaccuracy in the inventory-target estimation as a function of the length of the historical demand data, the critical fractile, and the shape parameters of the demand distribution; (2) To determine the inventory target that minimizes the expected cost and accounts for the uncertainty around the demand parameters estimated from limited historical data. We achieve these objectives by using the concept of expected total operating cost and representing the demand distribution with the highly flexible Johnson translation system. The use of the expected total operating cost allows us to determine inventory targets that are better than those obtained from the classical procedures. Using the Johnson translation system for demand modeling permits the development of procedures that require no restrictive assumptions about the first four moments of the demand random variable. Our procedures can be easily implemented in practical settings with reduced expected total operating costs.
Introduction
Most of the literature on inventory management assumes that the demand distribution and the values of its parameters are known with certainty. However, this is not the case in practice and the inventory target must be estimated using only a finite (and sometimes, very limited) amount of historical demand data. In this paper, we consider this practical situation and describe the repeated newsvendor setting of interest as follows: (i) Historical demand data , = 1, 2, . . . , of length are available (and no forecasting process is in place).
(ii) The demand cumulative distribution function (cdf) is assumed to be (⋅; ) with the unknown (but stationary) parameter vector . (iii) The maximum likelihood estimation is used for obtaining an estimateˆ of from the historical demand data. Therefore,ˆ is chosen as the vector of parameter values that maximize the likelihood function of , = 1, 2, . . . , . These values of the demand parameters are known as the maximum likelihood estimates (MLEs). Under fairly general regularity conditions, the MLEs are asymptotically unbiased and their asymptotical joint distribution approaches the multivariate 1 normal distribution with the minimum attainable covariance matrix (Rohatgi 1976) . (iv) The inventory manager sets the inventory target toˆ = −1 ( ;ˆ ), where is the critical fractile (i.e., the ratio of unit shortage cost to the sum of unit shortage and inventory holding costs). The inventory policy that determines the inventory target in this way is called the maximum likelihood policy (MLP) (Scarf 1959 , Fukuda 1960 , Gupta 1960 .
The inventory manager is, however, rarely fortunate enough to be in an asymptotic situation.
Since a small sample size is generally the rule when estimating an inventory target, the asymptotical properties of the MLEs do not hold in practical cases with limited historical demand data.
Nevertheless, the MLP builds on the implicit assumption that the estimated demand cdf (⋅;ˆ )
is identical to the true demand cdf. Consequently, the MLP ignores the uncertainty aroundˆ and hence, the uncertainty around the estimated inventory targetˆ . Hayes (1969) quantifies the inaccuracy in the estimation of this particular inventory target using the concept of expected total operating cost (ETOC); i.e., the expected one-period cost associated with operating under an estimated inventory policy. Assuming exponentially and normally distributed demands, Hayes identifies the inventory targets that minimize the ETOC in the presence of limited historical demand data. The distinguishing feature of the resulting inventory targets is that they are biased estimators in a framework that combines statistical estimation with inventory optimization. Despite being the first study to show that a statistically good job of estimation does not necessarily result in an inventory target that minimizes the ETOC, Hayes' results are limited to demand random variables that are either exponentially distributed (i.e., coefficient of variance is 1, coefficient of skewness ( √ 1 ) is 2 and coefficient of kurtosis ( 2 ) is 9) or normally distributed (i.e., √ 1 = 0 and 2 = 3). In this paper, we quantify the inaccuracy in the inventory-target estimation and identify the ETOC-minimizing inventory target for a demand random variable that does not necessarily have an exponential or normal distribution. More specifically, our paper differs from Hayes (1969) in that we allow the inventory manager to avoid any assumptions about the first four moments (i.e., mean, variance, √ 1 , and 2 ) of the demand random variable. We do this by representing the demand with the Johnson translation system (JTS); i.e., a parameterized family of distributions that has the ability of matching any finite * first four moments of a random variable (Johnson 1949 ).
The use of JTS for demand modeling provides the flexibility of capturing (unimodal and bimodal) distributional shapes with different levels of skewness and tail weights. The standard input models, on the other hand, match either one moment like the exponential distribution or two moments like the normal distribution. Data collected by SmartOps Corporation from several dozen supply chains from over 25 Fortune 500 companies (in six different verticals such as chemicals, consumer packaged goods, and hi-tech) indicate that the flexibility provided by JTS is, in fact, necessary. Depending on the supply chain, anywhere from 15% to 80% of item-location pairs exhibit significant amount of skewness, bimodality, or heavy tails, frequently accounting for over 25% of total revenues; so these features of the demand cannot be ignored. For example, Figure 1 shows histograms of the demand data collected for four products from a packaged goods company. Separately, Cornacchia and Shamir (2009) study the historical demand data of brick-and-mortar companies from the Fortune 1000 list. It is found that the demands of the products with highly-skewed, long-tailed distributions often constitute a large portion of a company's total demand. For example, 98% of the products of an automotive aftermarket parts company have highly skewed demand and these products have a share of 62% in the total revenue. The percentage of products with similar demand characteristics and the share of these products in total revenue are 86% and 46% for a consumer packaged goods company, and 44% and 36% for a food and beverage company.
A close look at the existing literature reveals that the impact of √ 1 and 2 on the inventorytarget estimation has often been overlooked. For example, Naddor (1978) and Fortuin (1980) discuss that inventory decisions are best described by the mean and the variance of the demand, and the shape of the demand's density function (and thus, √ 1 and 2 ) may not be important. However, this discussion is based on modeling the demand with one-and two-parameter distributions, which can only represent limited values of √ 1 and 2 . Actually, the demand distribution function must have at least four parameters for the adequate representation of the mean, dispersion, skewness, and long tails (Lau et al. 1998) . Indeed, Heuts et al. (1986) revisit the examples in Naddor (1978) using the four-parameter Schmeiser-Deutsch distribution (Schmeiser and Deutsch 1977) , and conclude that the optimal inventory target depends on the shape of the demand's density function. Kottas and Lau (1980) also point out the insufficiency of two-parameter distributions in representing demands with skewed distributional shapes; the authors use four-parameter distributions of the Pearson's system (Pearson 1895 ) and the Schmeiser-Deutsch's system. This is one of the early papers noting that the use of standard distributions for demand modeling may be overly restrictive and unrealistic, while flexible systems of distributions such as the Pearson's system and the Schmeiser-Deutsch's system are versatile and realistic. Further discussion on capturing the distributional shape of the stochastic demand with a flexible distribution system and its impact on inventory-target estimation can be found in Brown (1982) , Lau and Zaki (1982) , Kumaran and Achary (1996) , Bartezzaghi et al. (1999) , and Tang and Grubbstrom (2006) . By using the ETOC concept together with the JTS for flexible demand modeling in this paper, we set the inventory target of a product by accounting for the uncertainty around the demand parameters estimated from finite historical data. Consequently, we make the following contributions to the inventory management literature:
1. The use of the ETOC with the JTS leads to a procedure that does not require any restrictive assumptions about the first four moments of the demand random variable.
2. We quantify the inaccuracy in the inventory-target estimation as a function of the length of the historical demand data, the critical fractile, and the shape parameters of the demand distribution.
3. In the presence of this inaccuracy, we identify the inventory target with the minimum ETOC, accounting for the uncertainty around the demand parameters estimated from limited historical data. We do that by seeking the ETOC-minimizing inventory target estimate within a class of estimates that are implied by the JTS. We name the inventory policy that determines the inventory target in this way the Hayes inventory policy (HIP).
4. We extend HIP to set inventory targets subject to Type 1 and Type 2 service-level constraints. The remainder of the paper is organized as follows. In Section 2 we review the literature related to the newsvendor problem with incomplete demand information. In Section 3 we present the assumptions of our model and introduce the JTS and the ETOC that support the development of the inventory policies MLP with JTS and HIP. We present each of these policies in Section 4. In Section 5 we describe the quantification of the inaccuracy in the inventory-target estimation under MLP with JTS. We use HIP for identifying the ETOC-minimizing inventory targets in Section 6.
In Section 7 we provide insights on how the shape of the demand's density function influences the effectiveness of HIP in setting inventory targets in the presence of limited historical demand data.
Finally, we extend HIP to work for service-level constraints in Section 8, and conclude with future research directions in Section 9. For clarity in the presentation of the results, we moved the proofs and the implementation details to an online companion.
Literature Survey
The study of the statistical estimation problem in inventory control dates back to Arrow et al. (1958) , Brown (1959) , Scarf (1959), and Wagner (1962) . A close look at this literature suggests three different streams of research based on the content of the available information about the demand distribution and its parameters: (i) The form of the demand distribution function is known, but its parameters are unspecified; (ii) Partial information (e.g., mean, variance, mode, range) about the demand distribution is available; and (iii) The demand is modeled by the empirical distribution function of the historical demand data. In this paper, we follow the first stream of research, and solve the problem of setting inventory targets in the presence of limited historical demand data for a parameterized family of distributions known as the JTS.
Many early studies in the first stream of research use the Bayesian method for estimating the unknown demand parameters; e.g., Scarf (1959) , Iglehart (1964) , and Azoury (1985) . The Bayesian method continues to be widely used for solving the classical newsvendor problem and its extensions (e.g., Ding et al. 2002 , Chen and Plambeck 2008 , and Lu et al. 2008 . The use of this method leads to the sequential update of the demand parameter estimates by means of a pair of prior and posterior density functions as the additional demand data become available. In this paper, we neither make any assumptions regarding the availability of prior information about the unknown demand parameters nor assume a demand distribution that learns from historical demand data in a Bayesian fashion. Instead, we follow a joint estimation-optimization approach, which is quite different from the Bayesian method in the way parameter uncertainty is captured. Given the limited historical demand data, we account for the demand parameter uncertainty using the sampling distributions of the demand parameter estimates, and we search for the inventory target with the minimum expected operating cost. An issue that arises in this search is the behavior of the expected cost function with respect to the error in the inventory-target estimation. This error is due to the newsvendor's asymmetric loss function in which a unit of unmet demand costs more than a unit held in inventory (Fisher 2007) . Unfortunately, the use of the classical statistical theory for demand estimation, which performs well under symmetric loss functions, may result in unbiased, but suboptimal inventory-target estimates under asymmetric loss functions. This gives rise to the introduction of the ETOC concept for developing a joint estimation-optimization procedure.
To the best of our knowledge, Hayes (1969) is the first to use ETOC for introducing bias into inventory-target estimators considering exponential and normal demand distribution functions.
Hayes defines the ETOC associated with operating under an estimated inventory policy as the sum of the expected cost given the full knowledge of the demand parameters and the expected cost due to the error in the statistical estimation of the demand parameters. Thus, the use of ETOC allows Hayes to account for the demand parameter uncertainty in the inventory-target estimation. Fisher (2007) mentions the work of Hayes on the ETOC concept as an important and impressive study given its rigorous treatment of the statistical estimation problem in inventory control. Surprisingly, the ETOC concept has received very little attention in the literature despite the study of similar inventory problems with incomplete demand information. Ritchken and Sankar (1984) , Silver and Rahmana (1986) , and Weerahandi (1987) study the biased inventory targets, and obtain results that are parallel to those of Hayes (1969) . Liyanage and Shanthikumar (2005) introduce the idea of operational statistics (i.e., functions of historical demand data) to combine demand parameter estimation with inventory-target optimization. Assuming exponentially distributed demand in a newsvendor setting, Liyanage and Shanthikumar demonstrate that the use of a joint estimation-optimization procedure results in a higher expected profit than the traditional approach of separating estimation and optimization tasks under a particular class of operational statistics. However, the optimal operational statistic results in the same inventory target as in Hayes (1969) for the exponential distribution. In a more recent study, Chu et al. (2008) extend the class of operational statistics to have a less restrictive form. They use the Bayesian method for finding the optimal operational statistic, which also coincides with the inventory target identified by Hayes (1969) for the exponential distribution. Katircioglu (1996) studies the same problem as Hayes (1969) , and uses the ETOC concept to solve the inventory problem of interest for the location-scale family of distributions. Focusing on normal and gamma distributions of this family, Katircioglu demonstrates the effectiveness of the biasing approach in reducing the total expected their inventory models on the ETOC concept, our paper comes closest to these two studies, but differs from them in its comprehensive demand modeling. Scarf (1958) , on the other hand, studies the newsvendor problem assuming that only mean and variance of the demand distribution are known, and identifies the inventory target that maximizes the worst-case expected profit considering all distributions with the same mean and variance. This is one of the early studies in the second stream of research that assumes only partial information about the demand distribution. Nevertheless, the use of the ETOC concept in our paper is closely related to Scarf's approach; i.e., Katircioglu (1996) shows that the ETOC-minimizing inventory targets also minimize the worst-case expected costs. Revisiting Scarf's study, Gallego and Moon (1993) provide a closed-form expression for the lower bound on the expected profit, and Moon and Gallego (1994) extend Scarf's approach to both continuous and periodic review models. Moon and Choi (1995) additionally allow customer balking, while Gallego et al. (2001) consider a discrete demand distribution that is partially specified by selected moments and/or percentiles in a finitehorizon inventory model. In a more recent study, Perakis and Roels (2008) show that the worst-case expected profit may result in conservative inventory targets, and they propose the minimization of the newsvendor's maximum regret of not acting optimally. Considering symmetry, mode, median, and range of a demand distribution as available partial information, Perakis and Roels illustrate the value of adequately capturing the shape of the demand distribution, that JTS does exceptionally well.
The third stream of research estimates the inventory target by using the empirical distribution function of the historical demand data. The inventory policy that determines the inventory target in this way is called the sampling-based policy. Considering a newsvendor setting with observable past demand data, Levi et al. (2007) follow the sampling-based policy for managing inventory and therefore, establish bounds on the number of demand realizations necessary to guarantee an arbitrarily close approximation to the optimal inventory target. Huh et al. (2009a) relax the assumption of observable past demand data and find an adaptive inventory policy with convergence properties in the presence of historical sales data. Huh et al. (2009b) also consider the availability of sales data, and develop a sampling-based, adaptive algorithm that generates a sequence of inventory targets for each period in a single-product, periodic review inventory model. Our approach in this paper is significantly different from the approaches followed by Levi et al. (2007) and Huh et al. (2009b,a) as well as the nonparametric approaches of using order statistics (Hayes 1971, Lordahl and Bookbinder 1994) and bootstrapping techniques Lordahl 1989, Fricker and Goodhart 2000) . As a result of using the ETOC concept together with the JTS for demand modeling, we identify an inventory target by minimizing a well-defined, deterministic objective function for a particular class of estimators, instead of estimating the optimal inventory target from the empirical distribution function of the available historical demand data.
Assumptions, JTS, and ETOC
We present the modeling assumptions in Section 3.1, introduce the JTS in Section 3.2, and present a formal description of the ETOC in Section 3.3.
Modeling Assumptions
In a repeated newsvendor setting, we study the problem of determining inventory targets in the presence of limited historical demand data. Specifically, the inventory manager approaches the ordering decision of each period with zero stock on hand, and sets the inventory target to units that arrive instantaneously at the beginning of each period. The inventory target is determined using only a historical data set comprised of independent demand observations rather than sales.
This reflects the situation where the inventory manager can keep track of all of the orders, and the records regarding the lost sales can be retained even if some of the orders cannot be met, e.g., when the orders arrive through Internet, fax, or phone (Cachon and Terwiesch 2009) . The stock of units is then depleted by the random demand , which is governed by the continuous cdf (⋅; ) with parameter vector . We assume that all remaining units, if any, are disposed and the shortages are written off at the end of each period.
All the relevant revenues and costs associated with the decision to order units for the forthcoming period are incorporated into a loss function ( , ) that is piecewise linear in − . Specifically, we take
where is the unit inventory holding cost (i.e., unit cost of excess stock) and is the unit cost of shortage. Thus, the expected loss function can be written as
where Ω and Ω are the lower and upper bounds of the support of the demand distribution.
Without loss of generality, we take as 1 and use /(1 − ) for , where denotes the critical fractile /( + ). Thus, we represent the expected loss in terms of the inventory holding cost in the remainder of the paper.
Since the expected loss function¯ ( ; ) is convex in , the optimal inventory target * is the value of that minimizes¯ ( ; ) for the forthcoming period. Therefore, we represent the optimal inventory target under complete certainty about the demand distribution function (⋅; ) by * = −1 ( ; ). However, the true value of is not known; i.e., the demand parameter vector and the inventory target are to be estimated. The inventory manager faces the same problem at the beginning of each period, and estimates the inventory target using only the most recent demand observations that constitute a stationary data set.
Johnson Translation System
A common assumption in demand modeling is that the true demand distribution is a standard distribution such as exponential, gamma, or normal. However, the shapes represented by the standard family of distributions are limited and therefore, they might fail to capture the characteristics of the historical demand data. It is also possible that, despite its statistical validity, a goodness-of-fit test rejects or accepts all candidate demand distributions, depending on the number of available demand observations. Furthermore, the inventory manager might not be familiar with all the standard distributions on a lengthy list that can be used for modeling the demand.
We overcome these challenges of demand modeling by using a highly flexible system of distributions known as the Johnson Translation System (JTS). JTS either includes standard continuous distributions used in past inventory research or closely approximates them, while being able to capture the important features present in the data. We introduce the distribution function of the JTS in Section 3.2.1 and discuss its suitability for demand modeling in Section 3.2.2.
3.2.1. Distribution Function. The JTS for random variable is defined by a cdf of the form ( ; , , , ) = Φ
where and are shape parameters, is a location parameter, is a scale parameter, Φ(⋅) is the cdf of the standard normal random variable, and (⋅) is one of the following transformations:
for the S (unbounded) family log ( /(1 − )) for the S (bounded) family for the S (normal) family
Within each family, a distribution is completely specified by the values of the parameters , , ,
and , and the range of depends on the family of interest: > and = 1 for the S family; Examples of the pdfs represented by the JTS with = 0 and = 1.
Johnson S B Family < < + for the S family; −∞ < < ∞ for the S family; and −∞ < < ∞, = 0, and = 1 for the family. Figure 2 provides examples of the probability density functions (pdfs)
represented by S , S , and S families of the JTS with = 0 and = 1. Further examples of the pdfs captured by the JTS can be found in Johnson (1987) .
There is a unique family (choice of ) for each feasible combination of √ 1 and 2 that determine the shape parameters and . Thus, the use of the JTS for demand modeling enables us to solve the inventory problem of interest for any pair of √ 1 and 2 that a continuous demand random variable can have. Any mean and (positive) variance can also be attained by any one of the Johnson families. (1996) and approximated by Johnson's S and S families.
3.2.2. Suitability for Demand Modeling. JTS has been a popular flexible distribution system in the simulation input-modeling literature (Biller and Ghosh 2006) . Although it has been used in various fields including finance, material research, bioinformatics, and healthcare (Biller and Gunes 2010) , our paper is the first to use JTS for flexible demand modeling in inventory control. We believe that the versatility offered by the JTS provides an opportunity to capture In the case of S and S families of the JTS, and also in S have simple meanings: is the lower bound to the values can take, while + is the upper bound in the S family. Therefore, JTS allows the inventory manager to easily incorporate any expert opinion about the bounds of the stochastic demand (e.g., market research findings on the minimum and maximum demand projections) into the demand model.
Expected Total Operating Cost
In this section, we consider the estimation of the inventory target by (ˆ ), whereˆ is an MLE of obtained from the historical demand data , = 1, 2, . . . , . Therefore, (⋅) can be regarded as a statistical decision rule that maps a vector of demand data into an inventory-target estimate. Hayes (1969) uses the expected total operating cost ETOC[ (ˆ ), ] for representing the expected oneperiod cost associated with setting the inventory target to (ˆ ), which is estimated from historical demand data of length :
In this The ease in the application of the ETOC concept for setting inventory targets depends on the availability of well-defined and easy-to-compute sampling distributions for the MLEs of the unknown demand parameters. In this aspect, JTS is a good candidate for demand modeling in comparison to the four-parameter distribution systems used in the past inventory research; i.e., the Pearson's system (Pearson 1895) , the generalized lambda distribution (Ramberg and Schmeiser 1974) , and the Schmeiser-Deutsch's system (Schmeiser and Deutsch 1977) . For example, the curves of the JTS generally agree with Pearson curves having (nearly) the same first four moments, but Johnson's cdf allows us to obtain the sampling distributions of the Johnson shape parameter estimates by invoking the well-established normal distribution theory. Specifically, random variable (( − )/ ) is normally distributed with mean − / and variance −2 . Therefore, demand data assumed to be generated from JTS can be reduced to normally distributed data by the application of the transformation (⋅). This further simplifies the use of the ETOC concept for quantifying the inaccuracy in the inventory-target estimation in Section 5 and setting inventory targets in the presence of limited historical demand data in Section 6. The generalized lambda distribution, on the other hand, matches any first two moments but limited third and fourth moments, while the JTS can capture any pair of third and fourth moments. In the case of the four-parameter distribution of Schmeiser and Deutsch, the one-to-one relationship between the distribution parameters and the moments is lost, and distributional characteristics such as bimodality and heavy tails cannot be captured.
In the remainder of the section, we illustrate the calculation of the ETOC with a simple example.
Example. We consider a setting in which the demand random variable X is exponentially distributed with an unknown mean denoted by . The inventory manager follows the naive decision rule of setting the inventory target to the average demand¯ of the last periods without any optimization. The expected loss function under this decision rule is given bȳ
The random variable¯ is an unbiased and minimum variance estimator of . The sampling distribution of this random variable is gamma with shape parameter and scale parameter / ;
i.e., ¯ (¯ ; , ) = (
function (Stuart and Ord 1994) . Therefore, the ETOC associated with setting the inventory target to the average of the last demand observations is
Unlike the expected loss function in (2), the ETOC in (3) depends on , and it is the sum of the expected cost given the true value of and the expected cost given the estimation error associated with using¯ as an estimate of . If there were no uncertainty associated with the estimation of , the inventory manager would set the inventory target to instead of¯ , and the representation in (2) would simplify to −1 /(1 − ). As approaches infinity, the term ( /( + 1)) in (3) converges to −1 , the expected cost associated with the estimation error diminishes, and the ETOC reduces to the value of the expected cost in (2) with no uncertainty in . □ Using ETOC for capturing the uncertainty around the MLEs of the demand parameters has several important advantages (Hayes 1969 
Maximum Likelihood Policy and Hayes Inventory Policy
We introduce the maximum likelihood policy with the Johnson translation system (MLP with JTS)
in Section 4.1 and the Hayes inventory policy (HIP) in Section 4.2.
MLP with JTS
The solution Although the use of , instead of , for modeling the demand allows us to easily study how the shape of the density function of affects the inventory-target estimation, we still assume that the first four moments of the demand random variable are unknown.
Our focus on the standard Johnson random variable might seem restrictive, but it is less so than it first appears: It suffices to solve the inventory problem for the standard Johnson random variable when there exists expert opinion about the support of the demand distribution. If the demand is known to be larger than ′ with no upper bound, then a distribution from the S family with = ′ can be used for modeling the demand (i.e., = ′ + ). If the demand is known to lie in the interval ( ′ , ′ + ′ ), then a distribution from the S family with = ′ and = ′ can be used for representing the demand (i.e., = ′ + ′ ). When there exists no such expert opinion, the inventory target is to be estimated by also accounting for the uncertainty around the estimates of the parameters and . We describe how to do this in Appendix D for each of the S , S , and S families of the JTS. We also discuss the identification of the Johnson family to use for demand modeling in Appendix C.2.
Since the parameters and (> 0) are assumed to be known, we let = 0 and = 1 for notational convenience and represent the optimal inventory target under complete certainty about the demand distribution function with * = −1 (− / + / ). In the case of having = ′ and = ′ , we set the inventory target to ′ + ′ * . We are now ready to present the asymptotically unbiased and normally distributed MLEs of parameters − / and 1/ 2 (Johnson 1949) :
We adjust the expression ofˆ Using the sampling distributions of¯ and 2 , the ETOC under MLP with JTS can be written as
where¯ (ˆ ; , ), i.e., the expected loss function associated withˆ , is given bȳ
with denoting the pdf of the standard normal random variable. In the remainder of the paper, we denote¯ (⋅; , ) with¯ (⋅) for notational convenience.
HIP
We obtain the Hayes inventory policy (HIP) by modifying (i.e., biasing) the inventory-target estimator under MLP with JTS to minimize the ETOC. First, we focus on the form of the inventorytarget estimator when the demand is assumed to follow a normal distribution. Then, we extend the estimator identified for the normally distributed demand to other families of the JTS by using the functional relation between the JTS and the normal distribution.
A close look at the existing literature reveals that a way of identifying an ETOC-minimizing inventory-target estimator for the normally distributed demand is to introduce a bias parameter, for the sample standard deviation; i.e.,ˆ ( ) =¯ + . The motivation behind using such a functional form for the inventory-target estimator is two-fold: (i) The expected loss¯ ( * ) associated with the normally distributed demand does not depend on the mean demand.
(ii) It has been shown that underestimating the safety factor is more costly than overestimating it, and a deliberate upward biasing of the safety factor reduces the expected cost (Silver and Rahmana 1986) . Hence, the common approach is to adjust the level of the safety factor by introducing a correction factor to the sample standard deviation. Further discussion on the use of the biased estimatorˆ ( ) = + for the normally distributed demand can be found in Hayes (1969) , Weerahandi (1987) , and Katircioglu (1996) .
Since the random variable ( ) is normally distributed, we introduce the bias parameter to the sample standard deviation for each family of the JTS. More specifically, we replace in the expression of the inventory-target estimator under MLP with JTS by ; i.e., (ˆ ( )) =¯ + .
Consequently, we obtain an inventory-target estimatorˆ ( ) of the form −1 (¯ + ), where the optimal value of , * solves for the minimum of ETOC[ˆ ( )]. We call the inventory policy that estimates an inventory target in this way HIP and use it in Section 6 for setting inventory targets in the presence of limited historical demand data.
Inaccuracy Quantification under MLP with JTS
Section 5.1 quantifies the inaccuracy in the inventory-target estimation, while Section 5.2 provides approximations that show how the length of the historical demand data, the asymmetry of the loss function, and the shape of the demand's density function affect the inaccuracy.
Quantification of the Inaccuracy in the Inventory-Target Estimation
We obtain the inaccuracy in the inventory-target estimation from the difference between ETOC[ˆ ]
and¯ ( * ). Therefore, the quantification of the inaccuracy under MLP with JTS requires the evaluation of the ETOC for the inventory-target estimatorˆ = −1 (¯ + ). Sinceˆ coincides with the inventory-target estimatorˆ ( ) = −1 (¯ + ) under HIP when the bias parameter is equal to , we first present the ETOC associated withˆ ( ) for ∈ R. Then, we replace the bias parameter with , and focus on the ETOC associated with the MLP under JTS.
Specifically, the ETOC associated with setting the inventory target toˆ ( ) is given by
For the S family of the JTS, the inventory-target estimatorˆ ( ) takes the form¯ + . Therefore, the piecewise linear structure of the loss function (ˆ ( ), ) allows (¯ + , ) to be written as ( , ) with denoting ( −¯ )/ . Consequently, we integrate out the random variables¯ and 2 from the expression in (5) and obtain
under MLP with JTS is obtained by evaluating this integral for = . Therefore, the inaccuracy in the inventory-target estimation under MLP with Johnson's S family is given by
For the remaining families of the JTS, however, the structure of the inverse transformation function −1 (⋅) does not allow us to reduce the loss function (ˆ ( ), ) (i.e., (
to a form that is piecewise linear in . Also, we cannot integrate out the random variables¯ and
Approximation of the Inaccuracy in the Inventory-Target Estimation
The quantification of the inaccuracy in the inventory-target estimation requires the evaluation of the three-dimensional integral in (5). Therefore, a natural question to ask is whether we can approximate the inaccuracy under MLP with JTS (Appendix B):
, and
, we approximate the inaccuracy in the inventorytarget estimation as follows:
For the family, the approximate inaccuracyΔ is given by
For the family with * = exp(( − )/ ), the approximate inaccuracyΔ is given by
For the family with * = (1 + exp((− + )/ )) −1 , the approximate inaccuracyΔ is
For the family with
The functional form of the approximate inaccuracyΔ suggests that as approaches infinity, the inaccuracy in the inventory-target estimation under MLP diminishes and the ETOC reduces to the expected loss with the full knowledge of the demand distribution. Furthermore, when > 0.5 (i.e., the underestimation of the inventory target is penalized more heavily than its overestimation and thus, the loss function is asymmetric), ( )/(1 − ) is an increasing function of . Therefore, the approximate inaccuracy in the inventory-target estimation increases with the degree of asymmetry in the loss function.
Since the expected loss function¯ ( * ) is given by −1 ( )/(1 − ) for the S family of the JTS, the percentage approximate inaccuracyΔ % (i.e., 100Δ /¯ (
1/2 , and it depends only on and . For the S family of the JTS, on the other hand, the approximate percentage inaccuracyΔ % also depends on the parameter , which controls the shape of the density function by itself; i.e., = exp( −2 ), √ 1 = √ − 1( + 2), and 2 = 4 + 2 3 + 3 2 − 3 (Johnson 1949) . Thus, as the shape of the demand's density function deviates from the shape of the normal density function, the factors affecting the inaccuracy in the inventory-target estimation include √ 1 and 2 .
Setting Inventory Targets under HIP
In this section, we seek the optimal bias parameter * that leads to the minimum ETOC for the inventory-target estimatorˆ ( ) = −1 (¯ + ). For the S family of the JTS withˆ ( ) =¯ + , the minimum ETOC is achieved for the bias parameter * that minimizes the expression in (6).
Since the random variable √ 2 /( 2 − 1) has the Student's t distribution with degrees of freedom, * is given by , √ 2 − 1/ , where , is the th quantile of the Student's t distribution with degrees of freedom. Therefore, the ETOC-minimizing inventory target is¯ + , √ 2 − 1/ .
For the remaining families of the JTS, however, the loss function cannot be written independent of the MLEs of the demand parameters. This complicates the determination of the optimal value of that minimizes ETOC[ˆ ( )]. Nevertheless, the optimal bias coefficient * is unique under HIP (Proposition 2, Appendix A). The existence of a unique value for the optimal bias coefficient allows us to identify the ETOC-minimizing inventory target within a prespecified level of accuracy using a one-dimensional search procedure (Press et al. 2007 ). We provide the details of implementing such a search procedure in Appendix C.
Results and Insights
The objective of this section is to investigate the effectiveness of HIP in eliminating the inaccuracy in the inventory-target estimation and reducing the ETOC incurred under MLP with JTS.
We experiment with four different distributions from the S family of the JTS. The first plot of Figure 2 illustrates the pdfs of these distributions, while Table 1 provides their properties (i.e., shape parameter , coefficient of variation / , coefficient of skewness √ 1 , coefficient of kurtosis 2 , and the 95 th quantile of the demand random variable 0.95 ). In particular, distribution S I is the most positively skewed with the longest right tail. As increases from 1/2 to 5, the shape of the demand's density function approaches the shape of a normal density function (i.e., √ 1 and We let ∈ {8, 10, 15, 20, 30, 50} and ∈ {0.90, 0.95, 0.99} to investigate the effectiveness of HIP as a function of the length of the historical demand data and the asymmetry of the loss function.
We provide our results in Tables 2, 3 Our results suggest a significant amount of inaccuracy in the inventory-target estimation for the highly skewed stochastic demand in the presence of a small amount of historical demand data. Table 2 shows that the percent inaccuracy (i.e., Δ/(ETOC[ˆ ( )] − Δ)100%) is 75.5% for the S I we still improve the ETOC by almost 15%, but by less than 1% and eliminate only 7.4% of the inaccuracy when = 50. Thus, HIP is the most effective in improving the ETOC of an inventory policy with highly skewed stochastic demand when the amount of the historical demand data is small and/or when the shortage of an item costs significantly more than its inventory holding cost.
Δ approximates the exact inaccuracy Δ quite well as decreases and increases.
In each table, there is a non-monotonic change in the effectiveness of HIP with respect to the shape parameter . For example, when = 8, = 0.99, and the distribution of interest is S I in Table 2 , HIP eliminates 45.9% of the inaccuracy in the inventory-target estimation. These percentages are 0.8%, 6.1%, and 18.2% for the distributions S II, S III, and S IV, respectively.
We can explain such a change in the effectiveness of HIP as follows: A small value of leads to the optimality of a negatively biased inventory target (i.e., * < ) as has been the case for the exponentially distributed demand in Hayes (1969) . A high value of , on the other hand, results in a positively biased inventory target (i.e., * > ) as has been observed for the normally distributed demand in Hayes (1969) . Since there is a continuum of * values for increasing , we expect an equality between * and at a specific value of at which the percentage of the inaccuracy eliminated by HIP is zero. Establishing the connection of this observation to √ 1 and 2 in the JTS generalizes the findings of Hayes (1969) , which have been limited to exponentially and normally distributed demands.
HIP for Service-Level Constraints
Section 6 describes how to identify the inventory target that minimizes the ETOC written in terms of the unit inventory holding cost and the unit shortage cost. However, it is often difficult for the inventory manager to choose a value for the unit shortage cost that includes intangible components such as the loss of goodwill (Nahmias 2005) . Motivated by this difficulty, we describe how to use HIP for setting inventory targets subject to service-level constraints. Specifically, we consider a Type 1 service-level criterion in Section 8.1 and a Type 2 service-level criterion in Section 8.2.
Type 1 Service-Level Constraint.
We define the Type 1 service objective as setting the inventory target to a value that fully satisfies the demand of the forthcoming period with an average probability of . Under complete certainty about the demand cdf (⋅; , ), the optimal inventory target * 1 , which attains the Type 1 service objective, is unique and satisfies Φ( + ( * 1 )) = . Thus, * It is possible to achieve the target Type 1 service level in the long run by adjusting the bias in the inventory-target estimatorˆ 1 . Specifically, we replace the safety factor with the bias coefficient 1 , which satisfies = ¯ , 2 [Pr ( < + (¯ + 1 ))] = Pr( < 1 ), where = (( − )/ −¯ )/ . Since (( − )/ −¯ ) √ /( + 1) is a standard normal random variable and 2 ( − 1) 2 is a chi-square random variable with − 1 degrees of freedom, the random variable √ /( + 1) has the Student's t distribution with − 1 degrees of freedom (Rohatgi 1976 ).
Since = Pr( < 1 ) is to be satisfied by the optimal bias parameter, we set * 1 to −1,
where −1, is the th quantile of the Student's t random variable with − 1 degrees of freedom.
Thus, the optimal bias parameter * 1 depends only on and for each family of the JTS. The independence of * 1 from demand's shape parameters provides a great deal of flexibility in managing inventory in the presence of limited historical demand data in practical settings.
Type 2 Service-Level Constraint.
We define the Type 2 service objective as the determination of the inventory target that sets the average proportion of demand satisfied immediately from stock to . Under complete certainty about the demand distribution (⋅; , ), the optimal inventory target * 2 , which attains the average Type 2 service level of , is uniquely characterized by −1 (− / + / ), where the safety factor
Estimating − / by¯ and 1/ by leads to the inventory-target estimatorˆ 2 = −1 (¯ + )
under MLP with JTS. However, the use of this inventory-target estimator results in an average Type 2 service level of ′ , which is not necessarily equal to . Hence, the inventory-target estimator 2 may not attain the average Type 2 service level. To achieve the target Type 2 service level in the long run, HIP suggests the use of an inventorytarget estimator of the formˆ 2 ( * 2 ) = −1 (¯ + * 2 ), where * 2 is the optimal bias coefficient satisfying
Sinceˆ 2 ( 2 ) is strictly increasing in 2 and the integrand of the representation in (7) is decreasing in 2 , the unique optimal bias parameter * 2 can be easily identified by a one-dimensional search algorithm, which sets the left-hand side of (7) to its right-hand side for a given value of .
Conclusion and Future Research
We study the problem of estimating inventory targets from limited historical demand data in repeated newsvendor settings. We quantify the inaccuracy in the inventory-target estimation under maximum likelihood policy (MLP) as a function of the length of the historical demand data, the critical fractile, and the shape parameters of the demand distribution. We suggest the use of Hayes inventory policy (HIP), instead of MLP, for setting inventory targets in the presence of this inaccuracy. The distinguishing feature of HIP is the joint use of the JTS for demand modeling and the ETOC criterion for capturing the uncertainty around the MLEs of the demand parameters. Our solution procedure allows the inventory manager to obtain improved inventory targets without making any assumptions about the first four moments of the demand random variable. Our numerical analysis identifies an inaccuracy of 54% in the inventory-target estimation under MLP for a highly skewed stochastic demand when the critical fractile is 0.99 and there are only 10 demand observations available. The management of inventory via HIP leads to a reduction of 15% in the expected total operating cost, while eliminating 37% of the inaccuracy. We also extend the use of HIP for managing inventory subject to Type 1 and Type 2 service-level constraints.
In this paper, we assume the availability of independent, identically distributed, and nonintermittent demand data. A natural question to ask is how the relaxation of this assumption
