This paper deals with the Orienteering Problem, which is a routing problem. In the Orienteering Problem each node has a profit assigned and the goal is to find the route that maximizes the total collected profit subject to a limitation on the total route distance. To solve this problem, we propose an evolutionary algorithm, whose key characteristic is to maintain unfeasible solutions during the search. Furthermore, it includes a novel solution codification for the Orienteering Problem, a novel heuristic for node inclusion in the route, an adaptation of the Edge Recombination crossover developed for the Travelling Salesperson Problem, specific operators to recover the feasibility of solutions when required, and the use of the Lin-Kernighan heuristic to improve the route lengths. We compare our algorithm with three state-of-the-art algorithms for the problem on 344 benchmark instances, with up to 7397 nodes. The results show a competitive behavior of our approach in instances of low-medium dimensionality, and outstanding results in the large dimensionality instances reaching new best known solutions with lower computational time than the state-of-theart algorithms.
Introduction
The Orienteering Problem (OP), also called the Selective Travelling Salesperson Problem or the Maximum Collection Problem, is a well known NP-hard combinatorial optimisation problem [13] . The origin of the problem is a sports game, where the participants are given a topographical map with detailed control points with rewards. The participants try to visit the points in order to maximise the total prize obtained; however, there is a time limitation. Therefore, the OP is basically a routing problem with profits and it can be seen as a combination between the Knapsack Problem and the Travelling Salesperson Problem (TSP) [26] . Many practical problems have been modeled as an OP, some examples are the following: TSP without enough time to visit all the cities [25] , the home fuel delivery problem [13] , and the most recent tourist trip design problem [20, 21, 28, 30] , or the mobile-crowdsourcing problem [33] . In addition, many variants of the OP have been analysed: the classical ones being the team OP, the OP with time windows or the time dependent OP; more recently new variants have been introduced, such as the stochastic OP, the generalized OP, the arc OP, the multi-agent OP or the clustered OP, among others. See [2, 22, 24, 27] and [14] for a recent survey.
Since the first publications appeared, many algorithms have been developed to solve the basic OP. A classification of the exact algorithms is presented in [8] , where the branch-and-cut [10] should be highlighted. Plenty of heuristic approaches have also been proposed, such as tabu search [12] , artificial neural networks [29] , ant colony optimisation [16] , variable neighbourhood search [3] , two-parameter iterative algorithm [20] or a greedy randomised adaptive search procedure with and without path relinking [6] .
There are several Evolutionary Algorithms (EA) proposed in the literature to solve OP and TOP [5, 9, 17, 18, 23] , among others. In all of these approaches the solutions are initialized with constructive methods which add a new node to the route while the distance limitation constraint is satisfied and codified based on the visiting sequence of nodes. The tour lengths are improved using the 2-opt heuristic and general purpose genetic operators are adapted for the evolutionary part. Particularly, all of them use an adaptation of the single-point crossover or its generalization, the n-point crossover. Approaches [5, 9, 17] and [23] , have been tested in the benchmark instances proposed by [7] (40 instances involving up to 66 nodes) and [23] (49 instances involving up to 33 nodes). Approach [18] has been tested in 90 TSPLib-based instances and 15 VRP-based instances proposed by [10] .
The OP can be defined by a 5-tuple G, d, s, v 1 , d 0 , where G = V, E is a graph with node set V = {v 1 , . . . , v n } (vertices, cities, customers, locations) and edge set E; d = (d i,j ) n i,j=1 is the non-negative distance (time or weight) matrix between vertices, i.e., d i,j is the distance from node v i to node v j ; and s = (s 1 , . . . , s n ) is a non-negative vector that represents scores, i.e., s i is the score of node v i . The OP goal is to determine a route starting and ending at v 1 (depot) under the distance limitation, d 0 , that maximises the sum of the scores of the visited nodes. The mathematical formulation of the OP can be found in [14] .
The remainder of the paper is organised as follows. In Section 2, the new evolutionary algorithm is described. The experimental results with a comparison with the most competitive heuristics and the exact algorithms in the literature are presented in Section 3. Conclusions and the future work are presented in Section 4. Appendix A shows the detailed results for the instances and algorithms tested.
Evolutionary Algorithm for the Orienteering Problem
In this paper, we propose a population-based evolutionary optimisation technique whose main characteristic is to maintain unfeasible solutions during the search process. Essentially the algorithm follows the steady-state genetic algorithm schema [31] with the difference that, at some generations, we perform a tour-improving procedure followed by node dropping and adding strategies, for feasibility conversion and path tightening respectively. The pseudocode is described in Algorithm 1.
Our approach, in addition to the common parameters of any genetic algorithm (population size, mutation probability), uses a specific parameter, d2d, that controls the frequency of the feasibility and improving phase.
Algorithm 1 Evolutionary Algorithm
Inputs 
Individual codification
A solution to the problem can be seen as a sequence defined by a subset of nodes (route). In order to codify that solution, a permutation of the whole set of nodes has been considered, π = (π 1 , . . . , π n ). In this permutation, π i represents the next node visited after vertex i in the route. The nodes in the route form a cycle in the permutation and a node which is not in the route is codified as a fixed point, i.e, π(i) = i. Figure 1 shows a solution of an OP whose associated codification is the following permutation, π = (6, 2, 3, 4, 8, 7, 5, 1) . Note that the nodes in the solution route {1, 6, 7, 5, 8, 1} form a cycle in the permutation π, while those nodes off the route {2, 3, 4} are fixed points in the permutation. Note that not every possible permutation is a valid solution of the problem: first, the route length limitation constraint may not be satisfied; secondly, sub-routes may also appear. However, this route codification has been chosen for implementation reasons. On one hand, a fixed length codification was desirable; on the other hand, some operations over the solutions, such as checking if a node is contained in the route, can be efficiently implemented using this codification. A similar codification was previously proposed for the Prize Collecting TSP [4] .
Notice that v 1 is always included on the route. When v 1 is the only node on the route, this is a special case whose solution is codified by the identity permutation.
Initial population
Algorithm 2 shows a pseudocode for generating npop individuals for the initial population. An individual is generated in two steps. In the first step, a subset of nodes is randomly chosen, where each node is sampled with probability p. In the second step, a route passing through the subset of nodes is randomly created and codified as described in Section 2.1.
Algorithm 2 Initial population
for i = 1 to npop do v 1 node is included in the subset of nodes; for j = 2 to n do v j node is included in the subset of nodes with probability p; end for Construct a tour by randomly ordering the selected nodes; end for The probability p is a parameter of the algorithm, where n · p determines the expected number of visited nodes of each generated individual. In addition, note that the obtained initial individuals could be unfeasible.
Genetic Operators
In this section we will describe the genetic operators -parent selection, crossover and mutation -that are used to evolve the population. While the chosen parent selection operator is a general purpose selection procedure, the crossover and mutation operators have been specifically developed or adapted for the OP problem.
Parents selection
Our selection operator is a kind of hybridisation between tournament and roulette wheel selection, see Algorithm 3. In the first step, ncand candidates are uniformly at random selected from the population. In the second step, the roulette wheel selection is carried out, based on the individual fitness (i.e., its objective function or total score), where a correction is performed (subtraction of the minimum fitness) in order to point out the fitness quality differences between candidates.
Algorithm 3 Parents selection
Select uniformly at random ncand candidates from the population, C = {I 1 , . . . , I ncand } ⊂ {1, . . . , npop}; Compute m := min I i ∈C (f I i ), where f I i is the objective function value of I i ∈ C;
, I i ∈ C; Sample twice with the distribution (p 1 , . . . , p ncand ) to obtain two parents;
Crossover operator
The crossover produces a new child solution from a given pair of parents solutions by using an adaptation of the well-known Edge Recombination operator [32] . In the OP, we are interested in inheriting two main characteristics from the parents related with the nodes and the edges. Regarding the visited nodes, we want to maintain all the nodes that are common to both parent solutions, to include, with a probability, the nodes that belong to only one parent, and to exclude the nodes that do not belong to any parent solution. Regarding the route length, we want to use as many edges of the parents as possible in order to pass on the maximum amount of information and decrease length quality losses in the new child solution.
The original ER crossover [32] was designed for problems where the solution space consists of Hamiltonian cycles; now we have extended it for a larger set of sequencing/ordering problems, where the solution space consists of simple cycles which do not necessarily contain all the nodes. This generalisation does not use the information of the associated cost of the edges and, therefore, it is possible to produce unfeasible solutions for the OP.
The operator uses the so-called edge map, which is a summary of parental information, to guide the procedure. The edge map contains, for each common node of the parental graph, its degree, connected nodes and intermediate paths. Representing the route of the first and second parent as the graphs G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ) respectively, the parental graph consists of all vertices and edges arising in the solutions of the two parents, i.e., P G = (V 1 ∪ V 2 , E 1 ∪ E 2 ). A node u is a common node of the parental graph if that vertex belongs simultaneously to both parents, u ∈ V 1 ∩ V 2 . A node u is a connected node of a node v if u and v are common nodes and there exists a path over the parental graph connecting both nodes which does not contain a third common node. The degree of a common node is the number of nodes which are connected to it. An intermediate path between two common nodes u and v is any path from u to v, which is inside the parental graph with no more common nodes.
The ER crossover operator builds the child route as follows (see Algorithm 4): first, the edge map is constructed, and the starting node v 1 is assigned to be the current node. Each time the current node is reassigned, it is removed from the edge map, and the degree of each non-visited common node is recomputed. At each step we will decide which the next common node to visit is by selecting from the set of the non-visited connected nodes of the current node the one that has the lowest degree, where ties are broken randomly. If we reach a node whose all connected common nodes are already visited, we will choose the next node randomly from the set of non-visited common nodes. A intermediate path between the current node and next node is randomly chosen and its nodes incorporated to the route. The process finishes when there are no more common nodes left to visit.
Note that the operator does not make sense when there is a unique common node, v 1 , or when the solution routes are equal. In any of these cases, the crossover procedure is skipped, and one of the parent solutions is cloned.
In Figure 2 , two parents solutions are shown (a) and the child (b) produced after the ER crossover application. Table 1 shows the associated edge-map and Figure 3 shows some illustrative steps of the operator. The algorithm starts at common starting node 1. Both of its connected nodes, 4 and 9, have degree two -we have already removed the node 1 from the edge map-, so the algorithm will make a random choice. Assume that the common node 4 is chosen, and again randomly we choose one of the possible paths to reach the node 4, in this case we assume that the path chosen is (1, 2, 4), see first step in Figure 3 . The candidates for the next common node are 6 and 10. Both have degree 2 so randomly choose one, assume that 6 is chosen. There is a unique path to choose that goes from 4 to 6, the one that passes through node 5, see second step. In the last step, all the common nodes have been visited so the algorithm will join node 11 and 1. At each generation, after the crossover operator has been applied, a mutation is performed, see Algorithm 5. To perform the mutation, we will choose a node uniformly at random from {v 2 , . . . , v n }. If the node is on the route, the node is dropped and its adjacent nodes are connected. If the node is not on the route, it is inserted in the best place -using the same heuristic explained later in the add operator 2.6.
Algorithm 5 Mutation operator
Select uniformly at random a node from {v 2 , . . . , v n }; if the node is on the route then Remove the node from the route and connect the adjacent nodes; else Insert the node on the route, using the heuristic explained in Section 2.6; end if
Tour improvement operator
The feasibility of a solution closely depends on the order of the visiting nodes. A set of nodes could belong to a feasible or an unfeasible solution, depending just on the ordering of them on the route. The aim of this operator is to decrease the length of the routes as much as possible. In this manner, first, unfeasible solutions are attempted to convert to feasible solutions, second, the lengths of the feasible solutions are decreased in order to insert new nodes during the add operator 2.6.
Finding the shortest route for a subset of nodes is equivalent to solving a TSP for that set of nodes. In the extensive literature that has the TSP, there is a vast quantity of heuristic approaches that can be used for the OP. We are particularly interested in those local search techniques that provide a high quality solution in a reasonable time due to the fact that the tour improvement is applied many times during the algorithm. In this paper we have considered three alternatives, the 2-opt, 3-opt and Lin-Kernighan [1, 15] .
Drop operator
Improving the tour length might not be enough to convert an unfeasible solution to a feasible one, it could still continue violating the route length limitation constraint. In this case, in order to obtain a feasible solution, it is necessary to delete nodes from the solution until it fits the distance limitation.
To that end, we sort the nodes contained in the route considering both the cost in terms of length and the fitness gain for visiting each node. Namely, we want to drop the nodes that concurrently have a low contribution to the fitness and are costly to visit. Let us define the value for sorting the visited nodes as drop(v i ) =
where v ip and v in nodes are the previous and next nodes to v i , respectively (see the drop operator in Algorithm 6 and the example in Figure 4) . Thereby, at each step of the drop operator the node with the lowest drop value is removed from the solution. The algorithm stops once it obtains a feasible solution. Algorithm 6 Drop operator while not distance limitation constraint is satisfied do Order nodes according to drop index and remove the one with the lowest value; Update route length and fitness; end while
Add operator
Once the individual has been made feasible, we apply an improvement mechanism to it. It consists of the addition of new nodes to the current route. This operator is applied for node inclusion while the distance limitation constraint is satisfied, see Algorithm 7.
When dealing with node insertion, we have to set some criteria in order to select the most suitable node to add to the route and, then, to decide where the insertion should be made.
Before defining the insertion criteria, let us define an associated value, addcost(v i ), for each non-visited node, v i , that approximates the increase of the route length when inserting it to the route. A common heuristic that appears in the literature in order to calculate the addcost value is to evaluate the cost of each possible insertion in the route and to take the minimum value [6, 20] . If m represents the number of visited nodes, then the computational cost of selecting the candidate to insert at each step of this approach is O((n − m) · m) ≤ O(n 2 ). Using the information calculated in the first step, i.e., the insertion position and the addcost of each non-visited candidate, it is possible to decrease the computational cost of selecting a candidate for the rest of the steps. This way we have O((n − m) · m) for the first step and O(n − m) for the rest of the steps.
Although the previous method is quadratic, a faster node insertion method is still desirable, since a large amount of queries of this type are made during the algorithm. Therefore, we propose a new heuristic method for node insertion, one that speeds up the process at the expense of the quality of the addcost approximation.
To evaluate the inserting cost of a non-visited node, we start by finding the three nearest visited nodes. If two of these three nearest nodes are adjacent in the route, the addcost value is the cost of inserting the candidate node between these two nodes (see Figure 5 ). When there are more than two pairwise adjacent nodes in the 3-nearest set, the addcost value is determined by the choice that minimises the adding cost. Otherwise, if none of the three nearest nodes are adjacent to each other, calculate the cost of inserting the candidate node between the contiguous nodes of the three nearest nodes. There are six different options, so we choose the one with the minimum value for the addcost.
Because of the design of the proposed minimum cost insertion heuristic, when the distance matrix is given by spatial points, the computational cost can be decreased using a data structure to accelerate the proximity queries. In our case, we have used a k-d tree, which is built once in the whole algorithm.
Finally, the addvalue is defined to set the inserting preference of a non-visited node using the addcost and the score of the node. The inserting preference of a non-visited node depends whether the insertion is feasible or not. When the insertion is feasible, i.e., the current length plus the addcost value is not greater than the route length limit, the inserting preference is defined as addvalue(v i ) = s i /addcost(v i ). When the insertion is not feasible, the inserting preference of the node is set to 0. If the maximum value of addvalue is positive, the node which maximizes the addvalue is inserted in the route, and the process is repeated. The add operator stops when adding any of the non-visited nodes leads to an unfeasible solution, i.e., when all the addvalues are 0.
With this new heuristic, the computational cost of selecting the candidate for the first iteration of each application of the addcost is O((n − m) · log(m)) when nodes are spatial points, and O((n − m) · m) otherwise. Moreover, for the rest of the iterations, as we only need to compare if the last inserted node is closer than the previous three nearest nodes, the computational cost of selecting a candidate would be O(n − m) regardless of whether the nodes are spatial points or not. Example of an evaluation of the cost of inserting a node in the route. Node v3 is the node to evaluate and the rest of nodes are part of the route (solid line). In this case, the best position for the node v3 in the route is between the adjacent nodes v1 and v5.
In Figure 5 we represent the calculation of the heuristic to obtain the addcost of the non-visited node v 3 . First, we search the three nearest nodes from v 3 on the route, in this case v 1 , v 2 and v 5 . Given that v 1 and v 5 are adjacent in the route, we assign to v 3 the increase of the distance route if v 3 is added between v 1 and v 5 , i.e., addcost(
Algorithm 7 Add operator
while not stop do for node v i not in route do Get the three nearest nodes in the route for
Let us define:
Include the selected node in the route; Update route length and fitness; else Stop; end if end while
Stopping criteria
There are two main stopping criteria for our evolutionary algorithm. The first one is based on the distribution of the population fitness. Specifically, the algorithm stops when a certain proportion of the solutions has the same fitness as the best solution of the population. The second one is a limitation on the execution time.
These criteria are evaluated after the feasibility of the solutions is checked and the add operator is performed, particularly, when the generation number is a multiple of d2d.
Computational Experiments
This section presents the results of the computational experiments carried out for testing the evolutionary algorithm explained in the previous section. The proposed approach has been compared with the exact branch-and-cut algorithm (B&C) [10] and three state-of-the-art heuristics: GRASP with Path Relinking (GRASP-PR) [6] , tabu search (TS) [12] and the two-parameter interactive algorithm (2-P IA) [20] . Results for TS are not reported because they were not competitive compared with the rest of the approaches, but they are available upon request from the authors. The benchmark instances have been generated from those obtained from TSPLib repository. We have split up the instances into two groups: medium-sized instances, up to 400 nodes and large-sized ones, up to 7397 nodes. As detailed in the literature, three generations are classified according to the definition of scores. A fourth generation has been created with the most difficult instances for the exact methodology.
The solution quality and the computational cost have been analysed. The solutions have been measured in terms of the quality gap (gap), defined as the relative difference in percentage between the best known or optimal solution (opt) and the solution of the corresponding algorithm (best), i.e., gap = 100 · opt−best opt . The computational cost in seconds is measured via time consumption. The computational experiments are reported as follows: Section 3.1 presents the instances we have experimented with. Section 3.2 details the parameter selection. The validation of the proposed algorithm components is carried out in Section 3.3. Section 3.4 shows the performance of the evolutionary algorithm versus the exact B&C and two state-of-art heuristics: GRASP-PR and 2-P IA. In Section 3.5 we discuss the contributions of the proposed algorithm. The detailed numerical results are shown in Appendix A. Supplementary results and extended material of the experiments can be obtained from https://github.com/bcamath-ds/paper-sm-ea4op2017.
Benchmark instances
We have considered the TSPLib-based test instances proposed in [10] . In that paper, the authors described three methods of generating scores for OP instances from TSPLib. For all of these three generations the distance limitation is set as a half of the TSP solution, d 0 = 0.5 · v(T SP ) .
In addition to that, we have extended the benchmark in two directions. On the one hand, we have defined a new generation method (generation 4) involving instances with d 0 = 0.5 · v(T SP ) . With that in mind, we have considered the instances with scores of generation 2 and created all the cases with d 0 = α · v(T SP ) , where α ∈ {0.05, 0.10, . . . , 0.45, 0.55, . . . , 0.95}. From these 18 cases we have chosen the most difficult instance for the B&C. When all the problems finish before the time limitation for the B&C, we choose the α whose solution takes the longest time. Otherwise, when at least one problem reaches the time limitation, we choose the α whose solution takes the longest separation time at the end of the time limitation for the B&C .
On the other hand, we have extended the set of benchmark instances to larger size problems. So far, instances up to 400 nodes of the TSPLib had been evaluated in the OP literature; we have considered also the ones involving up to 7397 nodes. Altogether, the experiments have been made on a set of 344 instances. The benchmark instances set is summarized in Table 2 . Generation Score for the ith node, i ∈ [n] α # medium-sized # large-sized n ≤ 400 n > 400
) mod 100 α * 45 41 α * : α of the hardest instance for the B&C.
All the instances used for the computational experiments, including the best routes obtained by the EA4OP, are available in https://www.github.com/bcamath-ds/OPLib. The original TSPLib instance set proposed by [19] can be obtained in http://comopt.ifi.uni-heidelberg. de/software/TSPLIB95/tsp/. In both instance sets the distances between the nodes are integers.
Parameter and heuristic selection
In order to perform the parameter and heuristic selection, we have selected five medium-sized instances of generation 2, involving the largest amount of nodes without repeating the "family" (gil262, a280, lin318, pr299 and rd400). We have chosen instances from generation 2 precisely because, contrary to the other generations, here the scores are pseudo-randomly generated.
Solution initialization parameters
As explained in Section 2.2, an initial solution is generated in two steps: the first one consists of randomly selecting a subset of nodes to be visited; the second one consists of constructing the tour involving the selected nodes, i.e., giving an order in the selected subset of nodes. It is desirable that the average number of selected nodes in a solution, n · p, is close to the number of nodes in the optimal solution. A straightforward choice is to select p as the proportion between the distance limit and the TSP solution, i.e., p = d 0 /v(T SP ). However, the results achieved by the B&C in [10] show that the optimal solution tends to visit a higher number of nodes than expected. Therefore, we have decided to overestimate the number of initial nodes using p = d 0 /v(T SP ). To approximate the TSP value, Lin-Kerninghan heuristic has been used and this computational time has been considered in the global time of the algorithm.
In order to get an idea of the influence of the parameter p on the population initialization and on EA4OP, we have tested three different choices of p: α 2 , α and √ α where α = d 0 /v(T SP ). The rest of the parameters have been set as detailed in Section 3.2.2. The experiments show that the best mean gap either for the initialization or for the EA4OP is obtained using p = √ α. Furthermore, in the initialization, the closest solutions to the optimum in terms of visited number of nodes are obtained using the parameter value mentioned. However, it is interesting to note that the higher the value of p used, the longer the time that is needed to initialize the population, due to the higher amount of nodes included in TSP problems that are solved during the initialization, see details in supplementary material.
Genetic operator parameters
The parameters value selection for the algorithm (ncand, npop, d2d and pmut) has been performed using non-parametric statistical tests: Friedman test for multiple (more than two) mean comparisons, Wilcoxon signed-rank test for two mean comparisons and Finner post-hoc test for pairwise comparisons [11] . For all of these tests, 0.05 has been used as significance level.
Taking into account that, depending on the target (gap or time), the selected values for the parameters might differ, gap has been prioritized over time. Therefore, the analysis is performed in two steps: in the first step, a Friedman test on the gap is carried out for each parameter. If it does not find significant differences for the parameter values, all of the values are considered for the next step. Otherwise if it finds significant differences between the achieved gaps by the different values, we continue with Finner post-hoc tests to select the values that obtain the best gaps. Those values which are not significantly different from the best gap are considered for the second step. If all values have significant differences with the best, this is the value chosen and the procedure finishes here for that parameter. In the second step, previously selected values are considered and the procedure detailed for the gap is repeated now for the time. In the case that there are several parameter values with no significant differences with the value that obtains the best mean time, the value with the lowest mean gap is chosen.
For each parameter, the following set of values has been considered: ncand ∈ {5, 7, 10}, npop ∈ {10, 20, 50, 100}, pmut ∈ {0.01, 0.05, 0.1} and d2d ∈ {5, 10, 20, 50} where d2d < npop. For each parameter a univariate analysis has been conducted, except for npop and d2d -for which a bivariate analysis has been carried out. The values (npop, d2d)=(100, 5) and (100, 10) have been excluded from the analysis because those configurations require an excessive amount of time. Each combination of the parameters has been run 10 times. Table 3 details the mean gaps, the mean times and the p-values of the tests obtained during the selection procedure. For instance, based on this information, we have set pmut parameter to 0.01. In the first step, using Friedman test we obtained that there are no significant differences in terms of gap between the values of pmut, therefore, all the values were considered for the next step. Regarding the time, Friedman test gave that there exist significant differences between the pmut values, so we proceed with the Finner post-hoc test. Finally, parameter value 0.01 is selected since comparing the gap between pmut values with no significant differences in terms of computation times it obtains the lowest gap. After the statistical tests, the following parameter values were chosen for the computational experiments: ncand = 10, npop = 100, d2d = 50 and pmut = 0.01.
Tour improvement operator
Preliminary experiments in the 5 instances of the previous training set with 2-opt, 3-opt and Lin-Kernighan approaches showed that the Lin-Kernighan technique as TSP local search was the most suitable. We appreciated that the solutions obtained for the OP using this method were better than with the rest of the techniques, while the time needed to accomplish the search was not 
Stopping criteria
As explained in Section 2.7, there are two stopping criteria. The first one, which is based on the distribution of the fitness, stops the algorithm when the first quartile of the population's fitness is the same as the best solution fitness. The second one, which is a time limitation, stops the algorithm when the execution time exceeds 5 hours.
EA4OP components validation
In this section, we verify that all the components in the EA4OP are necessary to obtain high quality solutions. We have implemented three algorithms in order to evaluate the contribution of the components in the EA4OP algorithm.
• Algorithm 3.3.1: This algorithm builds a large random population and applies the drop and add operators to each individual. We have considered the average number of solutions used by the EA4OP to set the size of the population, npop, for Algorithm 3.3.1, for each instance and generation. As we are using a steady-state algorithm, the amount of solutions used in a run of the EA4OP is equal to the initial population size plus the number of iterations. Algorithm 3.3.1 is used to evaluate the contribution of the evolution process of our algorithm.
• In order to perform the comparison of these algorithms, all of them have been configured with the same parameters used in EA4OP ( ncand = 10, npop = 100, d2d = 50 and pmut = 0.01), except the parameter npop for Algorithm 3.3.1, which has been explained above. These algorithms have been run in five medium-sized and five large-sized instances of each generation, which have been selected using the same criteria as in Section 3.2. The results are summarized in Table 4 . They show that building a large random population needs a large amount of time while it does not obtain competitive results in terms of solution quality. This large amount of time is due to the requirements for making a random population feasible. It can be concluded that the proposed evolution speeds up the generation of individuals. Furthermore, it is essential to obtain high quality solutions. Table 4 also shows that in most of the instances Algorithm 3.3.3 improves the gap results of Algorithm 3.3.2, however they are still not competitive with those obtained by EA4OP. Therefore, it can be assumed that the proposed adaptation of the ER crossover operator has an important contribution in the EA4OP.
In view of these results, we assume that the contribution of the evolutionary part and, specifically, the proposed adaptation of the ER crossover are essential in the overall algorithm.
Comparison with state-of-the-art algorithms
The experiments have been run on a workstation with Intel(R) Xeon(R) CPU E5-2609 v3 @ 1.90GHz processor using a single thread and a maximum of 4 GB RAM.
The evolutionary algorithm for OP (EA4OP) was implemented in C language. We have reused the code from the Concorde TSP solver for the routines related to dynamic k-d trees and the Lin-Kernighan TSP method. The source code has been published with a GPLv3 license, except the third-party code mentioned above, which has an academic license. The code is available at https://github.com/bcamath-ds/compass.
For comparison purposes, the following algorithms have been tested: the exact B&C algorithm from [10] and two heuristics: GRASP-PR [6] and 2-P IA [20] . For each heuristic, 10 runs have been performed at each instance, while the exact algorithm has been run once. All the experiments have been performed under the same conditions: the same machine, the same language (C) and the same compiler (gcc 4.8.5) with the same flags (-O3).
For a fair comparison in terms of computational time, the results of the B&C algorithm have been obtained with CPLEX 12.5.0 instead of the original LP solver CPLEX 3.0. Note that the papers [6] and [20] considered the results published in [10] .
New optimal solutions have been obtained with the updated execution of the B&C algorithm for all the instances that stopped after 5 hours in [10] : two in generation 1 (ts225, pr226), four in generation 2 (pr266, pr299, lin318, rd400) and four in generation 3 (pr144, pr299, lin318, rd400). The optimal solution for score generation 2 are 6662, 9182, 10923 and 13652, respectively, while in the paper, the mentioned solutions after 5 hours of computation were 6615, 9161, 10900 and 13648, respectively. However, the bounds published for score generation 1 and 3 in the original paper are higher than the values obtained with the updated software. We conjecture that, incidentally, upper bounds were published instead of the best known solutions. For the instances of generation 1, results 125 and 134 appeared in the original paper, and solutions 124 and 126 are now reported, respectively. For the ones of generation 3, old results 3809, 10358, 10382 and 13229 are different from new results 3745, 10343, 10368 and 13223.
The parameters used in the compared heuristic algorithms where those reported by default in the respective papers. However, we have increased two B&C parameters to take advantage of the resources of the current machines. We have experimentally checked that the updated parameters improve the results of the originals parameters. The parameters considered in the runs are as follows:
• B&C: In the cutting plane phase, 200 variables (instead of 100) can be added at each round of pricing up. Additionally, we resort to branching whenever the upper bound did not improve by at least 0.001 in the last 20 (instead of 10) cutting-plane iterations of the current branching node.
• 2-P IA: number of iterations without improvement before termination is 4500, number of nodes to choose from each iteration of route initialization and the number of nodes removed from each iterative change are 4.
• GRASP-PR: greediness parameter is 0.2, number of solutions is 100, constructive methods combine C1 and C2.
Next, the summary results and a comparative analysis is shown for medium-sized instances and large-sized instances. The detailed numerical results can be seen in Appendix A.
Comparison for medium-sized instances
The TSPLib instances of medium dimensionality contain 45 problems with 48 to 400 nodes. The Table 5 summarises the average quality gap (Gap) and time consumption (Time) for the four generations according to the size ranges, the best results between heuristics are highlighted in bold. See also performance by generation in Figure 6 . Note that all the instances can be solved up to optimality by B&C. However, the execution time is extremely high for this exact approach. In terms of gap, GRASP-PR performed better in generations 1, 3 and 4, while 2-P IA obtained better averages in generation 2, as reported in Tables  A.1, A. 3, A.5 and A.7. Taking into account all the medium-sized instances, GRASP-PR obtains the best average gap. In terms of Time, 2-P IA obtains the best results in all the generations. However, EA4OP shows competitive results, obtaining similar execution times to those of 2-P IA in the smallest instances and better time results in the biggest instances. Table 6 shows the performance of EA4OP versus 2-P IA and GRASP-PR. The table summarizes the following information: Gap, number of instances in which an algorithm's solution is higher than the other one's; T ime, number of instances in which an algorithm's execution time is lower than the other one's; P areto, number of instances in which an algorithm dominates the other algorithm. Pareto efficiency criterion states that a solution dominates the other one if it obtains better results in at least one of the objectives while not degrading any of the others (in our case the objectives are gap and time). Ties are computed in an additional column. In terms of Gap, EA4OP obtained better solutions than 2-P IA in all four generations, whereas in terms of Time and Pareto, 2-P IA obtains better solutions in all four generations. When we compare EA4OP with GRASP-PR, in terms of Gap and Pareto, EA4OP is better than GRASP-PR in all four generations. In terms of Time, EA4OP obtains better results in generations 1 and 3, and little worse results in generations 2 and 4.
Comparison for large-sized instances
The TSPLib instances of large dimensionality contain 41 problems within 417 and 7397 nodes. Table 7 summarises the quality of solutions (Gap) and execution time (Time) for the four generations according to the size ranges. The number of solved instances is detailed in an extra column for B&C and GRASP-PR. The average gap was calculated excluding the missing solutions, whereas the average times were calculated considering 18000 seconds for problems in which the time limit was reached. The best results between heuristics are highlighted in bold. See also performance by generation in Figure 7 . rest of the heuristics in all the generations. Note that GRASP-PR was not able to return any solution in 22 instances after the execution time was exceeded. Table 8 shows that in large-sized instances EA4OP obtains much better solutions in terms of quality, time and Pareto efficiency, compared with 2-P IA and GRASP-PR for all the generations. 
EA4OP contributions
The computational experiments have shown that several characteristics are essential in the effectiveness of the EA4OP. Probably the most relevant feature is the use of unfeasible solutions during the search process. It allows us to obtain high quality solutions without being penalized in terms of computational time, as shown in Section 3.2.2. Furthermore, the parameter d2d helps to strike a balance between the solution quality and the computational time.
To our knowledge, the initialization technique of the solutions used in the EA4OP is also novel for the OP. In the proposed initialization, the solutions are built based on the relation between the distance limit and the TSP value of the whole set of nodes (the Lin-Kerninghan approximation of this value). This relation is used to estimate the amount of nodes in the optimal solution and then the solutions are built randomly based on this information. This initialization might be useful, mainly, for population-based algorithms for the variations of the OP to provide diversity to the initial population.
We consider the adaptation of the ER crossover as a contribution to the solution of the OP and routing problems in general. In addition to the problems that consist of permutations, this adaptation also allows us to deal with a wider range of problems whose solution space consists of simple cycles. Moreover, as shown in Section 3.3, the proposed crossover turns out to be an effective technique to mix solutions in the OP.
Another contribution that we find remarkable for routing problems is the proposed approach to find the minimum cost insertion in the add operator. When the distance matrix is given by spatial points, its design allows the use of a data structure, i.e., k-d tree, that strongly reduces the computational cost, improving the overall results.
All in all, the EA4OP proves to be an efficient algorithm for the OP. Not only does the EA4OP obtain competitive results in medium-sized instances in comparison to the state-of-the-art algorithms, but it also achieves outstanding results in terms of quality in an even lower execution time.
Conclusions and future work
We have presented an efficient evolutionary algorithm for the OP. Essentially, the algorithm follows the steady-state genetic algorithm schema. It differs in that the proposed method maintains unfeasible solutions during the search and considers specific operators to recover it when required. An Edge Recombination crossover has been adapted for the OP, a novel method for node inclusion has been proposed and the Lin-Kerninghan heuristic has been used to improve route lengths.
We have tested the EA4OP in 344 instances based on TSPLib. We have found the EA4OP competitive in medium-sized instances (up to 400 nodes). Comparing the EA4OP in terms of Pareto efficiency, we have found that from the 180 instances of the medium-sized set, EA4OP gets 43 Pareto optimums while 2-P IA does so for 72 instances. Also, EA4OP obtains 81 Pareto optimums, while the GRASP-PR does so for 42 instances. As for the medium-sized instances, B&C has been run again with an updated LP solver in a modern machine, and 10 new optimal solutions were found: two in generation 1, four in generation 2 and four in generation 3 (for these instances, execution in [10] stopped because the time limit was reached).
The computational results on large-sized instances (up to 7397 nodes) are excellent for the EA4OP in terms of quality and time. Moreover, the EA4OP algorithm found higher solutions than the ones returned by the exact approach after five hours of computation. Additionally, the execution time is lower than the ones of the rest of the compared techniques. Particularly, from the 164 instances of the large-sized set, EA4OP obtained the Pareto optimum in 118 instances, while the 2-P IA, which turns out to be the most competitive heuristic algorithm, did it for 5 instances.
Ordering the algorithms in terms of average quality gap, we have obtained the following results: for medium-sized instances, B&C (0.00%), EA4OP (0.63%), GRASP-PR (0.80%) and 2-P IA (1.31%); and for large-sized instances, EA4OP (0.76%), B&C (4.21%), 2-P IA (5.73%) and GRASP-PR (5.54%).
Ordering the algorithms in terms of average time consumption, we have obtained the following results: for medium-sized instances, 2-P IA (1.67 sec), EA4OP (2.23 sec), GRASP-PR (4.32 sec) and B&C (427.32 sec); and for large-sized instances, EA4OP (990.42 sec), 2-P IA (1899.47 sec), GRASP-PR (5226.42 sec) and B&C (13343.85 sec).
In order to obtain better quality solutions or decrease time consumption, it would be interesting to advance developing new operators or adapt the ones developed for other routing problems. Additionally, it could be revelant to build better quality initial populations. Giving a different a priori probability to each node might contribute to this aim. Furthermore, it would be challenging to consider the very large-sized instances, in particular, 26 TSPLib instances left with nodes from 11849 to 85900. Another point of particular interest would be the application of the EA4OP to solve classical variants of OP (such as the team OP, the OP with time windows or the time dependent OP) as well as recent ones (such as the stochastic OP, the generalized OP, the arc OP, the multi-agent OP or the clustered OP).
comparison purposes, provided us with the codes used in [6] , [10] and [20] respectively, and also the two anonymous reviewers, who significantly improved the manuscript with their comments.
Appendix A. Detailed results
In this Appendix the numerical results are detailed for the four algorithms (B&C, 2-P IA, GRASP-PR and EA4OP) and the full classification, that is, eight tables. Table A .8 for generation 4 and large-sized instances. The headings are as follows: instance, name codification of the instance; best, best known solution of the corresponding algorithm; gap, quality gap with respect to the global best known solution; time, average time (in seconds) of 10 runs. In the last row, average summary for gap and time are shown. The symbols mean the following: * , best known solution achieved (or optimum solution achieved for instances in which B&C finishes before time limit ); −, execution stopped because 5-hour time limit was exceeded; N A, solution not available after time limit exceeded; " . ", the code finished unexpectedly. The best results for each instance among heuristics are in bold, in terms of quality solution and time. In the last row of the tables, average gap and average time are computed, considering 18000 seconds for problems that did not finish in that time. The averages are calculated excluding missing values. 
