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Abstract 
Australian mining companies are doing it tough. This is especially true in the 
coal sector, where steady price declines since 2011 have forced mine closures, and 
delayed future projects. The mines that have survived continue to focus on decreasing 
costs, publicly through cost cutting measures. However, to survive, they also must 
improve efficiency. This research examines frameworks that can lead to increasing 
mine efficiency, and using descriptive and graphical analysis, builds a case for factors 
that impact mine performance, by developing a multiple linear regression model. The 
output variable of interest is run-of-mine coal tonnage from an underground longwall 
coal mine. Using variables from the available downtime and machinery datasets, 
trends in the data were analysed and used to test hypotheses. A model was built using 
multiple linear regression to examine factors that can predict mine output. The 
resulting model showed that conveyor amps and shearer cutter head amps are able to 
predict output, and are factors in optimising mine efficiency. It was also found that 
there are significant inconsistencies between downtime data reported by mine 
employees, and downtime data that is calculated from machinery signals. Downtime 
events recorded by human observers under report the number of downtime 
occurrences. 
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Chapter 1: Introduction 
This thesis identifies and models factors that impact underground longwall coal 
mining efficiency. Maintenance and optimisation literature is reviewed with a focus 
on asset management. While maintenance is an area of extensive research, there has 
been little focus on overall operational efficiency, especially in the specific field of 
underground longwall coal mining. A model is developed using multiple linear 
regression, guided by descriptive statistics and graphical analysis. The output variable 
considered in this study is run-of-mine (ROM) tonnage. Variables that predict ROM 
tonnage are tested, and the associated factors are discussed. Outlined in this chapter 
are issues that coal miners in Australia are facing, performance indicators used in 
industry, and evidence of an industry wide shift from maximising raw output towards 
increasing efficiency. This chapter outlines the background (section 1.1) and context 
(section 1.2) of the research, and its purposes (section 1.3). Section 1.4 describes the 
significance and scope of this research. Finally, section 1.5 includes an outline of the 
remaining chapters of the thesis. 
1.1 BACKGROUND 
The Australian mining sector is exiting a period of high demand and high 
commodity prices (KPMG International 2013). During this mining boom, the cost of 
increasing production could be justified since operating costs could be disguised by 
large revenues. The high coal price allowed this environment to exist in the coal 
industry. As effectiveness in the mining industry rose, efficiency was left behind. The 
difference between effectiveness and efficiency, is that effectiveness only measures 
achievement of output targets. A measure of efficiency also considers the inputs 
required to reach the target. Recent lower commodity prices (Figure 1.1) have forced 
mining companies to renew their emphasis on efficiency.  
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Figure 1.1 RBA index of commodity prices (Reserve Bank of Australia 2015) 
Figure 1.1 demonstrates the long-term trend for Australian commodity prices. 
Commodities represented by the graph include rural commodities, base metals, bulk 
commodities, and other resources. Coal contributes 23.4% to this index, second only 
to iron ore, which contributes 32.2% (Reserve Bank of Australia 2014), for a combined 
total of 55.6%. Since the downward trend in 2011, mining companies are still 
scrambling to improve efficiency. One overly simplistic method to improve efficiency 
is to cut cost. There are two primary drivers behind cost cutting. The first is to remain 
in business, and the other to appease shareholders. For example, in May 2014, BMA 
announced its costs were down to 2008 levels with the intention to reduce costs further 
(Pascoe 2014). This announcement does not indicate what the cost reductions have 
meant for operations, or where the cost reductions occurred. Cost cutting for its own 
sake can be harmful for efficiency, which is ironically what most cost cutting measures 
aim to increase. 
Further evidence of the commodity price impact is seen with business change in 
the mining industry. Cost reduction measures are being undertaken by mining 
companies and their suppliers (Freed 2013; Rio Tinto 2013). For example, Anglo 
American has recently restructured their procurement process, moving from individual 
procurement departments at each mine to a globalised procurement strategy 
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(Accenture 2010). One of the reasons for this change was to maximise revenue and the 
second was to reduce costs, both of which contribute to efficiency gains. 
When discussing Australian mining, it is important to separate the two largest 
commodities, as referenced above in the commodity index: iron ore and coal. The 
global markets for each commodity are different, and so are mining methods. Iron ore 
is largely mined from the west coast, including the Pilbara west coast operations 
(Jaireth and Summerfield 2012), while coal production largely takes place on the east 
coast (Jaireth and Huleatt 2012). The coal mining industry is further defined by coal 
quality. Coking coal is used in the manufacture of steel, and has higher quality than 
thermal coal, which is used for generating heat (e.g. to create steam used in power 
generation). Higher quality coal contains higher carbon content.  
A successful mine operation is commonly identified with just two variables, 
namely production tonnage, and whether tonnage records were broken (Validakis 
2015; Rio Tinto 2014). Even though the mining industry regularly boasts production 
records (Pash 2015), it rarely mentions efficiency measures. With production tonnage 
being the key indicator of success so often reported, the question is raised as to how 
far the goal of high tonnages permeates through the organisations and into key process 
indicators. Since inadequate key process indicators (KPIs) can cause unintended 
consequences (Kerzer 2011), companies must be careful when deciding on 
performance measures. In the context of mining, one way to measure efficiency is by 
calculating the cost of mining one tonne of coal. Costs are an input, such as dollars 
spent, or hours of work. Considering that the Queensland Resource Council stated that 
a quarter of Queensland’s coal is being produced at a loss (Heber 2014), there is a clear 
need to shift from analysing tonnage and cost separately, towards considering tonnage 
per unit of input, in other words, the efficiency of a mine. 
The steady price per tonne decrease since the beginning of 2011 (Gloystein 
2015) has seen coal mining become very cost aware, and there is an increased focus 
on efficiency (Breytenbach 2014; Latimer 2015). Improving efficiency in the short 
term can be very basic, such as reducing non-operational staff, which immediately 
increases overall efficiency by reducing the cost of wages. However, actual operational 
efficiency at the coal face is likely to be the same as it always was. This means that 
costs alone cannot be considered negatively or positively, until their impact on 
efficiency is also considered. While it is common for short-term efficiency gains to 
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come from reducing costs, this practice may have a negative effect on long-term 
efficiency. Increased spending may deliver more efficient outcomes than spending 
cuts.  
With current longwall mining technology, a longwall mine fits the framework of 
a continuous production system, by containing complex technologies, no flexibility in 
manufacturing, and continuous flow processes (Kim and Lee 1993). Similarities 
include having a rejection rate, which can be seen in the ratio of coal to waste, the rate, 
which can be measured in tonnes per hour, a production target, and equipment 
downtime. 
1.2 CONTEXT 
As identified by Carter, Gillespie and Gilbert (2009) some of the barriers to 
achieving efficiencies within the mining industry include: 
 a lack of understanding of the relationship between operational and financial 
metrics 
 a lack of integrated tools to determine the best business operating practices 
 a lack of ability to analyse financial impact of decisions 
 a lack of linkages between operational data and financial results 
Australia mining equipment output is lower when compared to historical values, 
as well as international peers (Lumley 2014). Lumley (2014) also identifies that the 
use of data is a key differentiator between performance of mining companies. 
1.3 PURPOSES 
As such, the research question was: 
“How can the interrelationships between longwall coal mining operations and 
maintenance practices be modelled so as to reduce the production cost per saleable 
tonne?” 
As part of this research question, the following sub-questions were considered, 
within an underground longwall mining context: 
• What factors contribute to efficient operation of mining assets? 
• What relationships exist between these factors? 
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• What are the strength and direction of these relationships? 
Some examples of the interrelationships to be considered are: 
• Impact of target production level 
Target production level determines the maintenance requirements of equipment, 
as well as overall life of the asset. Higher production results in higher stress on 
equipment, which will require increased maintenance. The production level is 
measured in tonnes, and is an automated digital measurement. 
• Impact of maintenance 
Maintenance ensures equipment reliability and gives mining companies the 
capability to resume production in the event of equipment failure. Maintenance can 
also reduce the likelihood of failure by carrying out preventive actions. This improves 
equipment reliability. Maintenance is measured by multiple variables, including 
maintenance logs, equipment availability and hours of maintenance performed. 
Typically maintenance records require manual input from human observers. This may 
be in the form of comments, failure location, corrective action taken, time taken, and 
various other factors that may be of interest for monitoring purposes. 
• Impact of overhaul 
Overhaul can be thought of as extremely thorough and extensive maintenance. 
Overhaul is typically done by equipment manufacturers, and returns the equipment to 
the original working state, and replaces all worn components. The occurrence of 
overhaul affects production level, through the opportunity cost of absent equipment, 
dictates future maintenance requirements of the equipment, and seeks to extend asset 
life. 
• Impact of capital expenditure 
Capital expenditure sets the initial conditions for production targets. More 
expensive machinery may have increased production capabilities. Some ways this is 
achieved is through increased throughput, or increased reliability. 
• Impact of human factors 
Human factors such as behaviour, motivation, carelessness, tiredness, 
inexperience, human error, and poor decision making all have an impact in every work 
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environment. Because maintenance and operation of mining equipment is labour 
intensive, human factors can have an impact on efficiency. 
Each of the above five factors is interrelated with the others. While more factors 
were initially identified, these factors were reduced to five through preliminary 
analysis of the available data and literature, such as the number of occurrences of each 
factor in maintenance performance measurement studies (Simoes, Gomes and Yasin 
2011). Each of the five factors are discussed in more detail in Chapter 2. A model was 
developed to incorporate the interactions between some of the above variables. As part 
of determining existing relationships, the following hypotheses were tested against the 
available underground mining dataset. 
 There is a positive relationship between shearer age and downtime. 
 More scheduled downtime corresponds to less unscheduled downtime. 
 Downtime occurs less often at night time. 
 Harder rock has a positive relationship with downtime. 
 Cutting speed has a positive relationship with downtime. 
Multiple linear regression was then used to examine relationships between 
variables of interest. Analysis of the results and discussion of the results to relate the 
variables back to their underlying factors also occurred. 
This thesis provides a contribution to knowledge that improves our 
understanding of the nature of relationships between longwall production, downtime, 
and maintenance activities. It also provides a contribution to knowledge of data issues 
that may be present in data gathered about downtime, as well as the usefulness of 
machinery data.  
This thesis also identifies predictors of productivity that would allow mine 
operators to better manage and understand how to increase mine efficiency. A practical 
model using variables from an underground coal mine to predict production is 
proposed. It also supports the role that equipment availability plays in determining the 
efficiency of underground mining operation, and proposes that the focus should be 
placed on optimising processes that impact on conveyor, followed by cutter head 
performance. 
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Because access to a dataset from an industry partner was available, there was an 
opportunity to test the dataset against assumptions. The methodology used in this 
thesis could be applied to similar datasets to gain insight. The end result was that 
mining productivity could be explained by a more reduced set of variables than was 
originally expected. 
This thesis also provides a contribution to practice, in the area of data collection 
methods to ensure accurate data is recorded. This information can assist in augmenting 
current systems, and designing future data collection systems so that recorded data is 
of greater use. The data analysed in this research contributes to knowledge that AFC 
motor amperage is the strongest determining factor for mine output, rather than 
downstream conveyor network speed or amperage. This places emphasis on face 
equipment and suggests that the most important decisions a mine can make are 
decisions about selection, operation and maintenance of the AFC. This may indicate 
that optimisation of single key pieces of equipment is a priority for improving the 
efficiency of existing mining systems. 
1.4 SIGNIFICANCE AND SCOPE 
This research is significant because productivity in the global mining industry 
has declined by 20% in the past seven years (Lumley and McKee 2014). Attempting 
to understand what factors contribute to productivity and efficiency in an Australian 
longwall coal mine can provide insight into factors that the global mining industry 
should also consider. 
There are few holistic frameworks that incorporate both maintenance and 
production requirements, and those that do exist are targeted at manufacturing, such 
as total productive maintenance (TPM) and overall equipment effectiveness (OEE) 
(Hansen 2002). Because longwall mining output is dependent on production 
downtime, and because a large percentage of production downtime is due to failure, 
there is a need to develop measures that take into account both operations and 
maintenance in a longwall mining context. While the outputs from both maintenance 
and production may be easy to determine when considered separately, the output from 
the combined processes is more difficult to measure. In financial terms, this may 
sometimes be attributed to profit, however profit takes into account too many other 
variables and does not provide insight into operations and maintenance. There is a need 
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to look at longwall mining and try to determine what variables can contribute to more 
efficient operations. For further information about gaps in the literature, see the 
literature review in Chapter 2. 
1.5 THESIS OUTLINE 
This thesis first presents the case for improving mining efficiency, using a 
literature review of maintenance practices and achieving optimum production. It 
shows that while maintenance theories are extensive, incorporating operational 
characteristics of the system into the cause of downtime is lacking. As a result, this 
thesis seeks to determine relationships between operational signals that can assist in 
improving mining efficiency. Data sources used in this thesis are explained, followed 
by methods of data analysis. Using the discussed analysis methods, data are analysed 
and a model is developed. The final chapter provides an interpretation and discussion 
of main findings, recommendations, and future research. 
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Chapter 2: Literature Review 
This chapter begins with outlining mining in Australia and the purpose of coal 
(section 2.1) and reviews literature on the following topics: longwall mining (section 
2.2) which looks at the technology and equipment used in longwall coal mines; mine 
management (section 2.3) that looks at management structure; maintenance processes 
(section 2.4) that looks at current and past maintenance frameworks; and production 
and downtime (section 2.5), that looks at how longwalls produce output, and the source 
of downtime. Section 2.6 highlights the implications from the literature and develops 
the conceptual framework for the study. 
2.1 MINING BACKGROUND 
2.1.1 Mining in Australia 
Australia has a unique mining environment. This is because of the low level of 
workplace unionisation (Visser 2006), high cost operations (Port Jackson Partners 
2012), high safety (Kirsch et al. 2014; Harris et al. 2014), advanced technology and 
automation (Scott-Kemmis 2013), as well as low staffing levels (Harris et al. 2014), 
and proximity to Asia. There are also relatively favourable mining conditions, either 
with minerals close to the surface or uniform mineral seams of high quality, plus large 
areas of undeveloped land where these minerals occur.  
Today within Australia, major mined commodities are coal and iron ore. When 
talking of Australian mining, it is important to realise that the two commodities have 
substantial differences. Australia is also a safe economic environment in which coal 
companies can operate, with demand forecast to grow (International Energy Agency 
2014). However, Australia currently has some of the highest mining costs in the world 
(Roberts 2014); this is partly due to the high salaries paid on mining sites (Shipp 2012). 
For example, the cost of labour is almost half the cost of a mining construction project 
(Port Jackson Partners 2012). Current price pressures have seen uneconomical mines 
being closed, and cost cutting measures put in place at existing mines. Coal mines that 
were planned for construction have either been postponed or cancelled due to tough 
market conditions (Forrestal 2013), and existing mines have closed (Manning and 
West 2012), with more closures predicted (Chambers 2014). This has all taken place 
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in an industry where, historically, mining productivity has lagged behind the United 
States of America (Tasman Asia Pacific 1998). 
2.1.2 Coal types 
Coal quality is a factor in determining how valuable coal is. Quality is dependent 
on the carbon content within the coal. High carbon content coal, of which anthracite is 
the highest, attracts the highest price on markets. Other names for high carbon coal is 
hard coal, or black coal. At the other end of the scale is soft coal, also known as brown 
coal. A coal mine will typically only produce coal of a single type. The high carbon 
content within black coal means lower impurities, such as ash and other undesirable 
compounds. For example, coal with high ash content is undesirable in the power 
generation industry, as it creates more particulates when burnt, leading to potential 
fouling issues and maintenance problems. Brown coal also has a higher greenhouse 
impact than black coal. This is because brown coal has more organic content, and 
higher moisture content. 
2.1.3 Uses of coal in Australia 
Coal has a large variety of uses. In Australia, two major uses are energy, and in 
the production of coke. Coal used for energy is used as a source of heat for turning 
water into steam, which then drives steam turbines. Coke has multiple uses, especially 
in the steel manufacturing industry. Australian society currently relies heavily on the 
use of coal, especially for power generation and steel manufacturing. 
2.1.4 Methods of coal extraction in Australia 
Within Australia, coal is primarily mined along the east coast (Jaireth and 
Huleatt 2012), with all quality grades present. Brown coal is mined in Victoria, and 
high quality anthracite mined in Queensland and New South Wales (Geoscience 
Australia 2012). Coal mining takes place both underground and on the surface. Surface 
methods remove rock and dirt, collectively known as overburden, to access coal seams. 
This method is economical when the coal seams are close to the surface (Scott et al. 
2010).  
Surface mines use large trucks, conveyors and excavators (such as draglines) to 
remove overburden that obstructs access to the coal seam. Through a combination of 
explosives and shovel machinery, overburden is broken up and removed from the 
mining site. Once this has occurred, the seam is accessible and explosives may be used 
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to break up the seam, so that it can be loaded into trucks, and sent to either a stockpile 
or to a coal handling and processing plant (Bise 2013). Most mines include some form 
of coal processing to improve quality and consistency of the end product. Processing 
facilities can allow a mine to produce different grades of coal. While the geological 
conditions allow most coal mines in Australia to operate as open cut mines, 
underground coal mines are also present. These underground mines use different 
mining technology compared to surface mining. The primary method used for 
underground mining in Australia is longwall mining (Independent Expert Scientific 
Committee on Coal Seam Gas and Large Coal Mining Development 2014). 
2.1.5 Global coal market 
Major players in the coal mining sector are the US, Russia, Australia, China, and 
India. Each of these countries contributes more than 5% to the world’s gross coal 
production (BP 2014). To compete on a global scale, coal production needs to be as 
low cost as possible. Figure 2.1 shows Australian coal production compared to 
Australian coal exports. Because production is more than double local consumption, 
Australian coal miners must be competitive on the global market in order for the 
current production levels to be sustainable. 
 
Figure 2.1 Australian coal exports (U.S. Energy Information Administration 2014) 
One historical advantage that Australia has had is that until very recently, it was 
the largest coal exporter in the world, as seen in Figure 2.2. 
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Figure 2.2 Coal exports by country (U.S. Energy Information Administration 2012) 
After the coal price began dropping in 2011 (Gloystein 2015; World Bank Group 
2014), there was a large scramble for coal companies to reduce costs. In other words, 
assets needed to be optimised. For a longwall mining operation, this means an intense 
focus on the uptime of the longwall shearer, with a common target being the 
achievement of a certain number of cutting hours per week. For example, with 168 
hours in a week, a good target may be over 100 hours of cutting (Heber 2013). Coal 
price drops have an immediate effect on the mining industry in Australia. Job losses 
occur quickly, and entire mining projects are put on hold (Ker 2013; Australian 
Broadcasting Corporation 2014). 
Australian firms are innovative in the mining industry, and there are many major 
operators in the mining equipment, technology and services (METS) industry. The 
METS sector generates more than $90 billion annually for the Australian economy 
(Australian Trade Commission 2015). Another defining characteristic of the 
Australian mining industry, is that mining salaries in Australia are one of the highest 
in the world (HAYS 2013). Mining in Australia is also characteristic of low staffing 
levels on mine sites. This is achieved through adoption of technology solutions, with 
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2.2 LONGWALL MINING 
Longwall mining describes a specific underground coal extraction method. Coal 
and rock is separated from the coal seam, and falls onto an armoured conveyor belt. A 
conveyor network transports the coal to the surface. This section outlines common 
aspects of underground longwall coal mines. 
2.2.1 Mine entrance 
To access a longwall mine, all equipment and personnel go through the mine 
entrance. This entrance is called the portal. Various entrance methods are drift, slope 
and shafts (Stefanko 1983). A drift mine enters from the side of a mountain, and utilises 
a relatively horizontal entrance. A slope entrance descends at a maximum of 18 
degrees (Bise 2013). Shaft entrances descend vertically. The choice between mine 
entrances determines whether conveyors or hoists must be used to extract the coal. The 
slope portal may also contain a conveyor that carries the run of mine (ROM) coal from 
underground to surface processing facilities. Time taken to reach the active longwall 
from the portal can be a factor in the time it takes to recover from downtime. 
2.2.2 Underground layout 
Once the entrance reaches the depth of the coal seam, the mine is divided into a 
grid of roadways. The coal seam, ideally of uniform height, is sequentially extracted 
to create discrete pillars within the seam. These pillars support the roof. Larger panels 
of coal are segmented from the coal seam. These panels are prepared for longwall 
mining, and can be multiple kilometres long, and a few hundred metres wide. These 
large coal panels are referred to as longwalls. A grid of roadways acts as the main 
transportation corridor for equipment, personnel and coal moving between panels and 
to the surface.  
Further excavation and preparation of the coal seam is required before longwall 
mining can commence. This process is called development. The amount of 
development required for longwall mining depends on the use of either advance or 
retreat mining methods. Longwall advance mining commences from the main 
roadway, and advances outwards. Using this method, side roadways are created as the 
longwall advances. This mining method is not used within Australia. Retreat longwall 
mining is the alternative, and it requires development to be completed before longwall 
operation can begin. A retreat longwall requires completed roadways (known as gate 
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roads) either side, and at the end of a large coal panel. Retreat longwall mining begins 
at the furthest point away from the main roadway network, and retreats back towards 
the beginning of the gate roads. The distance between the gate roads is typically larger 
than 250 m, and their length can vary between 3-5 km (Cram 2003). The completed 
gate roads are connected at the end, revealing the working coal face. This process 
creates a large rectangular panel of coal, referred to as a longwall. The working coal 
face on a panel of coal spans the distance between the two gate roads, and can have a 
height that varies from 2 m to greater than 6 m. Face height depends on coal seam 
thickness and geological conditions. Each panel can have a varying length anywhere 
from a few hundred metres to a few kilometres. 
Once a longwall (e.g. LW1) has been developed, longwall mining equipment is 
moved to the coal face and installed. The development process then switches attention 
to the next longwall (e.g. LW2), while the previous longwall (e.g. LW1) is mined out. 
Downtime can be caused by slow development processes. Slow development forces 
longwall equipment to remain at the previous longwall until the next panel can be 
completely developed. 
Longwalls can be in one of three production stages: active, previously mined 
(i.e. goaf), and future. Depending on panel characteristics, a panel may take three 
months to a year to completely mine. There is unavoidable downtime between panel 
changeovers due to equipment relocation to the next longwall. Multiple longwalls may 
be developed ahead of time so that longwall mining equipment can move to a new 
panel after a panel is completed (Bise 2013). This changeover downtime can be 
reduced by minimising the number of longwall moves. One method of doing this is to 
develop larger longwalls. This has the effect of relatively more time being spent in 
production mode in comparison to the time spent moving between longwalls. 
2.2.3 Mining equipment 
Longwall mining equipment is pivotal to the entire operation of an underground 
mine, and consists of two processes, development and production. Development is a 
major part of underground mining and is responsible for creating the transportation 
corridors surrounding panels (Bise 2013). This development is typically undertaken 
by machines called continuous miners. Continuous miners are specialised mobile 
mining machines that are able to carve out roadways through a coal seam. These 
roadways are used for ventilation, equipment transport, personnel transport, or coal 
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haulage. Continuous miners create the gate roads on either side of coal panel, as well 
as the connecting roadway at the very end of the panel. The gate roads have the names 
tail gate and main gate. Longwall move time is increased if development is not at least 
one longwall ahead of the currently active longwall. 
A longwall move involves moving machinery from the completed longwall, to 
the next longwall face. Once this is done, longwall production can re-commence. The 
longwall shearer produces coal from the longwall. As the longwall shearer advances 
through the panel, it shears coal away from the seam by moving back and forth over 
the coal face. With each pass, the shearer separates a pre-determined thickness of coal 
from the coal face, and advances forwards. The depth of coal that is separated with 
each pass is called the ‘web’. The web is a physical constraint of the shearer. Once the 
shearer has completed enough shears to progress almost all of the way through the 
longwall, the last few shears are especially important in preparation for the upcoming 
longwall move. The roof needs to be prepared so that it is supported during equipment 
relocation. Equipment relocations after a completed panel of coal are a delicate 
operation, and are generally time consuming. Upon finishing a panel, a longwall move 
may take longer than four weeks, and starting a new longwall in a new location can 
present different environmental challenges. Because of this, longwall production is 
often comparatively lower at the commencement of longwall, and the end of a 
longwall, when compared to production occurring in the middle of a longwall. As part 
of the mining environment, all equipment is under continuous pressure to perform and 
the movement from one longwall to the next can impact availability of the machinery 
and productivity.  
It is important to note that as the shearer advances through a panel, roof supports 
(also called chocks) continuously reposition to temporarily support the above strata. 
The longwall mining process is designed to only require chocks to temporarily support 
a section of the roof. This is because the longwall will have advanced through a number 
of shears fast enough for the chocks to advance and permit roof collapse behind the 
mining operation. The collapsed roof section is known as the goaf. If longwall 
downtime causes a halt in retreat through the coal panel, the likelihood of roof fall 
increases. Roof fall further compounds the negative effects of lost production from 
machine-based downtime, since extra time must be taken to remove fallen debris 
before operation can resume. 
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Panel progress is measured in the number of shears and shearing can be uni-
directional or bi-directional. In a uni-directional shear, the shearer only cuts the coal 
in one direction, with the reverse direction used as a clean-up run. The clean-up run 
will ensure the floor and roof height is within uniformity limits. By ensuring 
uniformity, the floor and roof are then set up for the next shear. Because comparatively 
little cutting is made on a clean-up run, these runs are completed more quickly than 
the cutting run. In contrast, bi-directional cutting means that coal cutting occurs in both 
directions. 
2.2.4 Shearer 
At the heart of the operation is the longwall shearer. The shearer is a large 
machine that does the physical mining. The shearer runs back and forth along the 
armoured face conveyor, and consists of a long rectangular body, with a mechanical 
ranging arm on each end. Attached to these arms are cutting drums. The cutting drums 
rotate as the shearer is driven into the coal face, separating coal so that it falls onto the 
AFC. The shearer has a number of subsystems such as a water system, which can spray 
from the pick tips and other areas, and a cable management system. This water spray 
is used for dust control and lubricant in the cutting process. Dust control is a special 
factor due to risk of explosion from flammable coal dust in the air. 
The shearer operates together with other systems and machinery to shear and 
transport coal to the surface. As production capacity of shearers has increased through 
technology and equipment improvements, so has the opportunity cost of downtime. 
Shearer production can be halted by downtime in the conveyor network. This network 
of conveyors, also known as the coal clearance system, must be running while the 
shearer is running. Because a stoppage in the coal clearance system also requires a 
stoppage of the shearer, equipment failures often propagate to be system-wide 
production downtime. Shearer operation also depends on coal seam properties such as 
the hardness or softness of the coal, and the way the shearer is operated can impact 
productivity, and increase the amount of maintenance required. 
2.2.5 Armoured face conveyor 
The armoured face conveyor (AFC) is the backbone of the longwall operation. 
The AFC contains the following major components: 
 A heavy duty (armoured) conveyor 
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 A haulage track that the shearer runs along 
 Connection to powered roof supports 
As the shearer travels along the haulage track of the AFC, coal is mechanically 
broken away from the coal face and falls onto the armoured conveyor. The armoured 
conveyor consists of two chains running side-by-side, with flight bars connecting the 
two chains together. These flight bars run in the pan of the AFC, and transport run-of-
mine (ROM) coal. ROM coal is unprocessed coal and contains undesirable content 
such as rock. The ROM coal travels along the AFC to the beam stage loader (BSL). 
The AFC carries the mined coal along the length of the coal face, away from the 
shearer. To provide water, power and communications to the shearer, a flexible cable 
management tray runs along the AFC to the shearer, so that cables are only allowed to 
flex in a single direction. A stoppage in the AFC requires shearer operation to also 
halt. 
2.2.6 Beam stage loader 
The beam stage loader is located at the end of the AFC, where the coal makes a 
90 degree turn to travel down the main gate. The beam stage loader transports the coal 
to the main conveyor network. The beam stage loader can incorporate a crusher that 
breaks large chunks of coal into more manageable sizes. 
2.2.7 Coal clearance system 
The coal clearance system is the network of all conveyors in the mine. These 
conveyors are typically belt conveyors. As well as shearer ROM, the coal clearance 
system also handles the ROM from development. Development is typically undertaken 
by continuous miners. The production rate of continuous miners is much less than the 
production rate of the shearer. 
2.2.8 Continuous miners 
Continuous miners are mobile machines that are used for creating underground 
roadways, also known as development. Attached to the front of a continuous miner is 
a rotating drum with multiple picks attached. The continuous miner also contains a 
gathering mechanism, to pick up the fallen coal and load it either directly onto a 
conveyor, or into a haul truck. Once the coal is loaded into a haul truck, the truck 
transports coal to the nearest conveyor. While the production from the continuous 
miner is continuous, the coal enters the conveyor system at discrete time intervals. The 
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continuous miner may also need to stop at regular intervals to allow roof bolting to 
take place. The rate of production from continuous miners is lower than the shearer. 
Because of this low production rate, coal tonnage from development is usually not 
measured directly. Instead the key metric for a continuous miner is the number of 
metres of new roadway created per unit of time. 
2.2.9 Roof supports 
As the shearer completes a pass of the longwall, chock-based mobile roof 
supports advance to temporarily support the roof. Longwall chocks have a fixed width, 
and are lined up side-by-side along the entire operating face. They have a variable 
height that is used to retract the chock, so that it may be rolled forwards before being 
expanded again. The number of roof supports that are required varies with longwall 
length, with typical width of supports being 1.5 m, 1.75 m or 2 m (Caterpillar 2011). 
Considering an average longwall coal face length of 300 m, over 150 roof supports 
may be required to operate a longwall. 
2.2.10 Longwall moving equipment 
Together with operational equipment, there is also a number of chock carriers 
and other machinery designed to support the transition from the end of one panel to 
the start of another. This is a period with significant downtime. The longwall move 
takes place once a panel has been completely mined. The time taken to mine out a 
panel depends on factors such as equipment capacity, failure rate, panel size, and the 
softness of the rock. A longwall move may take place twice a year, and is a costly 
exercise due to the opportunity cost of foregone production. While a longwall move is 
in progress, development is the only source of coal production.  
2.3 MINE MANAGEMENT 
The management of a mine is important because it defines how teams work 
together to achieve production targets. In underground coal mining, metrics of interest 
include injury rates, ROM tonnage, or productivity. Mine management structures may 
not have much process responsibility overlap. Separate departments with separate 
responsibilities typically run a mine (e.g. operations teams for operating equipment, 
and maintenance teams for recovering from equipment failures). This management 
structure has resulted in support systems being poorly integrated, such as with 
reporting methods. Compounding this lack of integration are software providers, who 
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care little for system integration (Boneu, Dunn and Gibson 2010), and instead are more 
motivated to provide their own proprietary suite of solutions. 
However, even after a software support system is in place, modelling the mining 
operation is highly complex (Carter, Gillespie and Gilbert 2009). In practice, the 
operation of an underground mine is similar in concept to any continuous production 
facility, such as manufacturing. Without an accurate model of the business, complex 
operation hinders human ability to evaluate all possible alternatives when making 
decisions. As a result, chosen strategies are only adequate, rather than optimal, because 
of incomplete understanding or insufficient time available to evaluate all alternatives. 
Choosing the right KPIs to optimise in an underground mining environment is 
critical to ensuring business performance. In designing KPIs for the mining operations, 
Maskell (1991) indicates that operational KPIs are more optimal when using non-
financial indicators. KPIs based on mine production would be more optimal. 
Gunasekaran, Patel and McGaughey (2004) discuss the need to minimise the number 
of KPIs to the bare minimum, and to resist adding ever more over time at the bequest 
of others. They also investigate how the KPIs need to truly capture the organisational 
essence. This also aligns with measures of the tonnage output for a mining company. 
However, to truly capture the essence of a mining company, an efficiency measure is 
needed. This is especially true in Australia where the industry is subject to international 
market pressure on coal prices, due to the large amount of coal exported. 
Two of the most important functions within a mine company are operations and 
maintenance. To have an efficient mine, both functions need to be efficient. Basic 
maintenance strategies are “run-to-failure” where corrective maintenance (CM) is only 
performed after a failure, or “as-frequent-as-possible”, where preventive maintenance 
(PM) occurs most often (Jardine, Lin and Banjevic 2006). 
Another key area of mine management that can affect both ROM output and cost 
are human factors. Due to positive correlation between organisational safety and 
performance (Zacharatos, Barling and Iverson 2005), safety risk factors may be 
suitable to indirectly measure performance. One way to measure safety risk factors, is 
to look at injuries and causes of injury. A firm with poor organisational safety should 
have a higher injury rate than a firm with good organisational safety. A method of 
reducing injury at work is to regulate work hours (Folkard and Lombardi 2006), such 
as changing the shift length, rest and break patterns, as well as the time of day that 
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work takes place. Another way to measure safety risk factors is the number of days 
lost, which acts as a factor in determining mine safety (Coleman and Kerkering 2007). 
A mine with less safety risk factors may contribute to improved performance of human 
resources and overall, improved performance of the mine. One way which this may be 
examined is to compare downtime and production with safety factors, such as time of 
day and elapsed time of shifts. 
2.4 MAINTENANCE PROCESSES 
Historically, the purpose of maintenance has been to improve equipment 
availability and extend the life cycle of assets if possible, with little consideration of 
the wider business model. Despite there being many asset management models (Sherif 
and Smith 1981), they have rarely been utilised successfully in industry (Simoes, 
Gomes and Yasin 2011). One reason for this low success is the unappealing nature of 
mathematical techniques to optimising assets (Dekker 1996). Some interrelationships 
between processes in asset management practices have been investigated in other 
fields, such as the defence, manufacturing, nuclear, oil, and gas industries. 
Methodologies that have been developed from these fields include executive 
information systems and decision support systems (Jasiewicz et al. 2007). IBM 
Corporation (2009) identified one success factor of any decision optimisation system 
as being one that they say allows users to justify all decisions with expected financial 
outcomes. This suggests the missing link of failed decision support systems is also a 
financial impact forecast. 
Maintenance can be classified into two groups, perfect maintenance and 
imperfect maintenance (Wang 2002). Replacing an existing part with a new part is 
called perfect maintenance. Imperfect maintenance is when an existing part is repaired, 
and reused. Imperfect maintenance has varying degrees of quality, depending on repair 
techniques and time taken to repair. The optimal time to carry out maintenance is the 
subject of much research and modelling, as shown in a maintenance policy survey by 
Wang (2002) and review of applications by Dekker (1996). Maintenance must always 
be carried out at failure, however, machine failure can be controlled by performing 
maintenance in the absence of failure. This is known as preventive maintenance (PM). 
Preventive maintenance can have a range of benefits, such as cost savings (Stenström 
et al. 2015) , reduction in unplanned downtime (Lin and Titmuss 1995), optimisation 
of inventory through just-in-time applications (Salameh and Ghattas 2001), and 
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increasing human safety (Budai, Huisman and Dekker 2006). The suitability of PM 
for achieving benefits is different for each component within a system (Ma, Sun and 
Mathew 2007).  
Wang (2002) discusses several types of maintenance methodologies that exist. 
These include: 
 age dependant preventive maintenance that uses machine age for 
determining when to perform preventive maintenance.  
 periodic maintenance that performs maintenance at set time intervals.  
 failure limit policies that perform maintenance after a certain indicator 
threshold is reached 
Condition based maintenance is another strategy, that assesses the need for 
maintenance based on equipment assessments (Mrad et al. 2013). There are many ways 
to assess equipment condition, such as decision support models (Lau and Dwight 
2011), wear debris analysis (Kirk et al. 1995), or vibration and heat (Tsang 1995). A 
distinction is also made between single unit maintenance, and multi-unit maintenance. 
Maintenance policies that can apply to single units may not apply to multiple units 
because of dependence. Since there is dependence in the longwall operation, this is a 
multi-unit maintenance scenario. The maintenance policies that may apply in this 
situation are: 
 group maintenance, where an entire group of components are replaced when 
one fails, or  
 opportunistic maintenance, where preventive maintenance is performed on 
other components when a failed component is being repaired 
One way that the serial dependence between longwall equipment can be 
exploited is by utilising opportunistic maintenance when failures occur. The cost of 
system unavailability is much higher than maintenance costs, meaning opportunistic 
maintenance in multi-unit systems is able to reduce lost time costs (Wang 2002). This 
is because of the economic dependence between assets in an underground mine, as 
well as structural dependence. This dependence is a significant factor in longwall 
mining. Multi-unit systems could mean group maintenance policy or opportunistic 
maintenance policies are ideal. In a study of maintenance practices in the paper 
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industry, it was found that reducing the number of unplanned stoppages increased 
profit (Alsyouf 2007). It is assumed that this relationship will hold in the mining 
industry and across asset classes, and can be applied to underground longwall mining. 
If a failure in equipment occurs that halts production, personnel travel time to 
the area of failure must be factored into the time to repair, especially if travelling from 
the surface. In some instances, parts required for maintenance may not be immediately 
available, and transit time for the part must also be factored into the time to repair. 
While there is acceptance that reaching high production targets relies on quick 
time to repair and few maintenance events, the links between operational 
characteristics and their impact on downtime within underground mining is relatively 
unknown. High production rates rely on good operational practices as well as high 
system wide availability. Any failures causing lost shearer production are the first 
priority for remediation for the longwall operation. Because of this priority and 
urgency, maintenance carried out during failure is often without notice, so planning 
other maintenance activities to occur at the same time is not done. There are also 
different maintenance teams within the maintenance department of a mine. Typically 
these will be an electrical maintenance crew, and a mechanical maintenance crew. 
Having separate crews may also increase complexity in taking advantage of 
opportunistic maintenance. 
Overhauls are a special type of maintenance, typically done away from the mine 
site. Overhauls usually require the equipment manufacturer to complete an extended 
maintenance, in which everything is inspected, and replaced if needed. Overhauls 
occur less often than regular maintenance since they are resource intensive, and may 
require equipment to travel offsite. Issues with equipment unavailability due to 
overhaul is solved through having two pieces of the same equipment. This allows one 
piece to always be in overhaul, while the other is being used in production.  
Research that has looked at improving asset maintenance and operation 
considers a variety of effectiveness measures to ascertain performance. Some of these 
are availability, reliability, failure rate, mean time to failure (MTTF) and mean time to 
repair (MTTR) (Duan 1990). At the time of writing, Dekker (1996) noted that 
maintenance models are largely a mathematical discipline, predicting future 
implementation by industry along with increased maintenance spending. 
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Maintenance is highly integrated with reliability, and cost of operation. There 
are various techniques for modelling the maintainability, reliability and costs of assets 
(Dhillon 2008), however currently the linkages between the operational and 
maintenance models are weak. There are also methods available to analyse single 
processes within a mine, such as dragline performance or bulldozer efficiency 
(Kecojevic and Komljenovic 2011; Golosinski 1994), however these methods only 
focus on one process area. A framework of interest is the risk-informed, performance-
based asset management in mining framework proposed by Komljenovic (2008). This 
framework includes 12 modules of mining process areas that have an impact on mine 
performance, with the intent of maximising net present value (NPV) of the mine. A 
shortcoming of this framework is the lack of detail and unstated variables of interest. 
Of the many key processes existing within a longwall mine, maintenance has 
traditionally remained at the centre of research efforts, due to its controllability and 
high cost. Maintenance seeks to repair key components of the longwall operation, 
which include the shearer, armoured face conveyer (AFC), chocks, conveyors and the 
supporting systems necessary to operate safety. A discussion of analysis on individual 
components such as the AFC, and a methodology to improve its life cycle costs, is 
outlined in Balaba and Ibrahim (2011). That research found unreliability costs were a 
major factor in AFC cost of ownership, splitting this cost into lost revenue and 
maintenance costs. It is therefore possible that the unreliability cost is a major factor 
across all longwall equipment. However, Balaba and Ibrahim (2011) did not address 
the interrelationships with shearer operation or other processes within the mine 
production environment. In other literature, failure of industrial equipment was 
investigated, using root cause analysis techniques, such as fault tree analysis and 
failure modes and effects analysis (Medina-Oliva et al. 2012). Lacking from these 
techniques is the impact from human, operational and business factors that cause 
failures. For example, it was found that within the shearer, the water system 
contributed up to 30% of failures (Hoseinie et al. 2012), however recommendations 
only went as far as to estimate preventive maintenance intervals, such as intervals 
ranging from every five hours for the water system to every 90 hours for the cutting 
arms, and lacked operational advice and considerations. 
Current maintenance models, such as reliability-centred maintenance (RCM) 
and total productive maintenance (TPM), take into account the business impact of 
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maintenance, however they do not consider equipment load (Murthy, Atrens and 
Eccleston 2002; Tajiri and Gotoh 1999). The RCM methodology is based on analysing 
specific failure modes, using root cause failure analysis, and then planning 
maintenance activities to specifically address each failure mode (Thomas, Joseph and 
Thomas 2010). The end result from RCM is a maintenance plan, which by its nature 
does not take into account operational processes. On the other hand, TPM exists as a 
whole of organisation framework, however companies implementing TPM also face 
difficulties, such as political and departmental barriers (Cooke 2000). 
An alternative approach is strategic maintenance management (SMM), which 
aims to manage failure by also considering the impact of operations. SMM emphasises 
the importance of models that integrate maintenance with other business processes and 
the need to view maintenance as a “multi-disciplinary activity” (Murthy, Atrens and 
Eccleston 2002). Tsang (2002) reported that the maintenance system can be 
represented as a subsystem of the production system, which in turn is a subsystem of 
the enterprise system. Inputs for the enterprise system can consist of labour, materials, 
spares, tools, information, capital and external services and the resulting outputs are 
maintainability, output, availability, safety and profit. It is also mentioned by Tsang 
(2002) that a common problem is the lack of useful interpretable information from vast 
amounts of data. This suggests that there is a need for a model-based solution that 
removes the unappealing nature of mathematical calculation by human workers, and 
provides utility with meaningful actionable information. Traditionally, maintenance 
has been seen as one of the few ways that asset availability, reliability, efficiency and 
capability can be optimised (Dekker 1996). However by developing a model that seeks 
to optimise similar objectives across the entire underground mining system, production 
and efficiency may be able to be improved. These improvements may come through 
changes to operating procedures, in response to signals correlated with increased 
efficiency. 
A review into maintenance performance measurement conducted by Simoes, 
Gomes and Yasin (2011, 128) concluded that “the area of maintenance performance 
and management is in need of more future systematic research efforts aimed at 
solidifying theoretical constructs and promoting the implementation of more practical 
approaches”. SMM follows the trend towards a focus on overall business 
effectiveness, as identified by De Groote (1995). The interpretation of maintenance 
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adopted by the SMM approach will be used for this research. This will contribute to a 
model that seeks to optimise efficiency. A holistic approach to maintenance was 
reinforced by Murthy, Atrens and Eccleston (2002), where the benefits of not using 
contractors to carry out maintenance was identified, since it enabled better co-
operation and integration of business management. This further suggests a high level 
modelling approach is optimal, with model inputs also needing to reflect the level of 
co-operation and integration within a business. 
Current maintenance practices for the mine involved in this study loosely follow 
random age-dependant replacement with minimal repair at failure policy (Wang 2002). 
Machine overhaul of AFC and shearer occurs at the end of each longwall move, with 
preventive maintenance occurring at fixed time intervals. Failure of any of the multiple 
units that make up the longwall dependency chain leads to system shutdown, so 
optimal maintenance depends on the state of all associated subsystems (shearer, AFC, 
roof supports, conveyors). 
2.5 PRODUCTION AND DOWNTIME 
Longwall coal mining requires significant investment in infrastructure. 
Production downtime results in lost production opportunity. A longwall producing 
3000 tonnes per hour, with a sale price of AUD$150 per tonne (Atlantic Coal Plc 2012) 
has a large opportunity cost when not operating. Multiple instances of downtime and 
sub-optimal operations limit production, increasing the cost through lost production. 
The stoppage in production from downtime also reduces operational costs, since when 
equipment is stopped, there are no running costs. However, the costs are replaced with 
direct costs such as maintenance costs and indirect costs such as opportunity costs.  
The successful operation of a longwall requires effective operation and 
maintenance of many types of equipment due to serial dependence (Darling 2011). 
From longwall to the surface, the process of coal production within an underground 
longwall coal mine is typically as follows. 
1. Shearer removes coal from coal face. 
2. Coal falls onto AFC, and travels along the AFC. 
3. At the end of the coal face, the coal takes a 90 degree turn onto the beam 
stage loader (BSL), and through a crusher. 
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4. The coal travels down the BSL, onto the main belt conveyor system, where 
it makes its way to the surface using a network of interlinked conveyors. 
5. Once reaching the surface, the coal travels along conveyors to the coal 
handling and preparation plant (CHPP) for post processing. 
An overview of the above process is shown in Figure 2.3. 
 
Figure 2.3 Longwall mining processes 
Only the underground portion of operations and maintenance is considered in 
this research. In terms of Figure 2.3, this means that the CHPP process is not 
considered. This is because the focus of this research is to investigate the optimisation 
of mining equipment at the underground operations and production levels. The aim is 
to provide insight into possible methods to increase operational efficiency, and 
ultimately improve overall efficiency in the wake of globally declining raw material 
prices. Above ground operations such as stock piling and grading are some of the other 
processes that impact overall mine efficiency, however these processes are not taken 
into account.  
With most machinery, operational constraints may be imposed by the 
manufacturer However, operating machinery at operational limits may not produce 
optimal outcomes for an asset. This is due to unplanned failures. Such failures in 
underground mining may be more cost prohibitive than in other industries. Running 
equipment at a lower speed may reduce the number of unplanned failures, and may 
preserve (or improve) long-term output. Operational characteristics depend largely on 
operator skill, as well as environmental conditions. These variables are all related (e.g. 
harder rock reduces shearer speed). It is proposed that these relationships play a role 
in downtime, and that machine operational practices can play a role in improving mine 
efficiency, by reducing the number of unplanned downtime events. 
While lost production is one of the significant costs of downtime, additional 
costs come from failure remediation, such as maintenance labour and parts. For many 
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longwall downtime causes an almost complete halt in production. To be clear when 
discussing machine performance, it is important to differentiate between longwall 
measures and individual equipment measures. Longwall availability is reliant upon the 
availability of multiple components. Of interest are individual machine availability, 
utilisation, and operating hours, and the relationships with longwall availability, 
utilisation and operating hours. Because of the dependant relationship between pieces 
of longwall equipment, the overall longwall operating hours will be less than that of 
an individual piece of equipment.  
Because downtime comes from multiple sources, there is inconsistency in 
industry when talking about asset uptime (Lukacs 1998). There may also be issues of 
misunderstanding between financial performance and operational characteristics. 
Together with a lack of integrated asset management systems, these misunderstandings 
can lead to poor efficiency (Carter, Gillespie and Gilbert 2009). Mining has had special 
treatment as an integrated production system in the past. This causes the similarities 
with other production systems to be missed. 
2.6 SUMMARY AND IMPLICATIONS 
Currently, coal is an important commodity to Australia, where a high cost mining 
environment utilises high end technologies and equipment for efficient production. 
The process of extracting coal from a longwall mine is a complex multi-phase 
production process in which the array of equipment and technologies make asset 
management a key factor in achieving efficient operations. Greater efficiencies can be 
achieved with the right tools and it is not simply a case of reducing costs. The very 
aspect of separating a business into maintenance and production processes is at odds 
with a holistic approach to asset management. These existing structures are not asset 
focused (Amadi-Echendu et al. 2007), and may lead to non-optimal operation. 
Theoretically, there are multiple factors that can used to optimise the utilisation and 
operation of a longwall. 
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Chapter 3: Methodology 
This chapter describes the methodology used by this research to achieve the aims 
and objectives stated in section 1.3 of Chapter 1. Section 3.1 discusses existing models; 
section 3.2 discusses theoretical and conceptual frameworks for optimisation; section 
3.3 discusses the data sources that were used; section 3.4 discusses how different data 
sets were aligned with each other; section 3.5 discusses steps taken to prepare the data 
for analysis; and finally section 3.6 discusses how the data was analysed. 
3.1 EXISTING MODELS 
Just-in-time (JIT) production system modelling exists that relies on a direct 
customer request to create the need for production. While the coal industry in Australia 
is not operating as a JIT production operation, this may not always be the case. 
Australia is currently a net exporter of coal, with extra production easily saleable on 
global markets. There may come a time when selling coal is more difficult. In the 
meantime, there are more appropriate models for a longwall based on continuous 
production.  
Techniques for modelling the failure of a longwall include failure mode and 
effect and criticality analysis (FMECA), and Weibull analysis (Balaba, Ibrahim and 
Gunawan 2012). Fault tree analysis, root cause analysis, and simulation present other 
options for modelling the underground longwall system. A statistical model was used 
by Vatn, Hokstad and Bodsberg (1996) to optimise maintenance schedules. This 
modelling approach is the approach that this thesis is taking, in order to optimise the 
mine productivity and efficiency. The reason for an analytical approach is because of 
the large amount of operational data available. This data makes it possible to use an 
analytical approach that would otherwise be unavailable. This approach is taken 
instead of using various other approaches such as a decision theory approach, also used 
in Vatn (1997). An empirical model using multiple linear regression will be used to 
identify relationships between operations, downtime and maintenance. 
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3.2 OPTIMISATION 
If we want to improve operations, usage, and maintenance, then one possible 
method is to focus on optimising efficiency. To improve asset performance in terms 
of manufacturing, one of the most widely cited frameworks is total productive 
maintenance (TPM). TPM is a maintenance framework with the goal of increasing 
equipment efficiency (Ahuja 2009). This framework is an organisation-wide 
management tool that employs a variety of techniques, such as overall equipment 
effectiveness, to measure and improve processes. The purpose of TPM is to be 
implemented across an organisation, and to affect the company culture. Some of the 
concepts from TPM, such as availability and utilisation, are used to develop analyses 
in this research. To improve asset performance in terms of underground mining, 
relationships between downtime and operations need to be developed. In order to 
achieve this, investigation of the relationships between downtime and maintenance 
was performed. 
When seeking to optimise mine efficiency, maintenance and operational 
processes may suffer from tunnel vision on equipment availability. This poor 
efficiency could be caused through a number of business processes. Some of these can 
be a lack of continuous improvement, which manifests as a ‘this is how we’ve always 
done it, and it works, so why change’ mentality. Another area causing poor efficiency 
can be poor monitoring and feedback of performance. This can be caused by KPIs that 
encourage poor behaviour, or by simply having too many KPIs that they become 
meaningless. Also not properly understanding the relationships between inputs and 
outputs within the mine can lead to sub-optimal decisions. With a lack of 
understanding, management may implement policies that are well intentioned, but end 
up being detrimental to performance.  
Within mining, new technology has provided advances in automation of 
production activities. There also has been an increase in the amount of data produced 
from mine operations. While failures and maintenance issues pre-occupy the time and 
effort of mine operations, the utilisation of operational data is still low. This issue is 
partly due to the sheer volume of data, as well as a lack of understanding about the 
possible benefits from discovering applications of the data (Carter, Gillespie and 
Gilbert 2009). The underutilisation of data represents an opportunity for miners to 
improve their knowledge about their operations and maintenance. 
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Modelling with the aim of optimising efficiency could help support relationships 
between operations and maintenance. In many cases, mines are operated based on 
tonnage targets. These targets may cause a negative interpretation of downtime, 
however, downtime is an essential component in the aim for efficiency. Another aspect 
of the drive for efficiency is that of continuous improvement. By aiming for a 
continually higher tonnage output, year on year without extra capital, the expectation 
is that mines will figure out how to operate more efficiently. A practical way of 
increasing the efficiency is by making operators be involved with maintenance. The 
completion of maintenance by equipment operators is an employee involvement factor 
in need of further consideration when seeking improved performance (Sumukadas 
1997). 
Types of optimisation techniques used for maintenance models include decision 
theory, dynamic programming, linear programming, mixed integer programming, non-
linear programming, Pontryagin’s Maximum Principle, search techniques and 
simulation techniques (Sherif and Smith 1981). The approach adopted in this research 
is linear programming, however, when using these approaches, the impact of 
controllable operating parameters on maintenance requirements needs to be quantified. 
With many frameworks, operational controls are foregone, and instead, the resulting 
maintenance decisions are controlled. There is a gap addressing when it may be more 
suitable to control the actual operational variables, and which operating factors lead to 
increased efficiency. By first identifying such operational factors, it is argued that once 
these operational factors are better controlled, using feedback from maintenance into 
operational parameters, the resulting operation will be more efficient compared to 
optimising maintenance regimes alone. 
Drawing on the literature review of maintenance processes, mine management, 
in particular the section on production and downtime, variables emerged that appeared 
to have a significant impact on the overall production system. There was a clear 
relationship between assets, human factors, and downtime. The linkages uncovered 
resulted in the theoretical framework shown in Figure 3.1. At the highest level, overall 
efficiency was composed of ROM and cost. 
3.2.1 Theoretical framework 
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Figure 3.1 Theoretical framework 
From a planning and theoretical perspective, efficiency is determined by the 
factors in Figure 3.1, as explained further in section 3.6.3 Efficiency (page 51). ROM 
and cost are included as the next level of input. Cost is included because it is the most 
common method of assessing maintenance performance in literature (Simoes, Gomes 
and Yasin 2011). ROM is chosen as the measure of operations performance. Both 
utilisation and availability are discussed in TPM and asset utilisation contexts, and 
both contribute to ROM output and cost. One way to calculate these measures is to use 
downtime. Then looking at what contributes to downtime, there are many factors, such 
as operator skill, as well as the asset characteristics. 
When human factors and asset concepts are unpacked, this becomes where age 
of asset, load and optimisation criteria (KPIs) impact on the overall efficiency of an 
asset, as shown in Figure 3.2. From a planning perspective, this model describes 
behaviour exhibited by mines. Availability is one of the top three common metrics 
discussed in maintenance literature (Simoes, Gomes and Yasin 2011), and when paired 
with an operational characteristic (i.e. utilisation), it is able to predict ROM and cost. 
 
Figure 3.2 Expanded theoretical framework 
While component quality is discussed by Vatn, Hokstad and Bodsberg (1996), 
the link between operational modifications and component quality is not addressed, so 
quality is not included in this model.  
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From the theoretical model, it can be seen that optimising efficiency is not as 
simple a task. It may be easier to optimise lower level KPIs, such as utilisation and 
availability. 
3.2.2 Conceptual framework 
The data used in practice, which is determined from the data collected, gives 
some insight into the metrics used within the industry. This includes total recordable 
case frequency rate (TRCFR), tonnes, productivity (ROM/FTE), and production cost 
($/t). Shishvan and Benndorf (2014) utilise KPIs such as coal quality, tonnage per day, 
utilisation, energy usage, and system reliability in their simulation of a mining system. 
In another study on open pit mining truck fleets, the KPIs used were availability, 
utilisation of availability, utilisation, mean time before failure (MTBF) and mean time 
to repair (MTTR) (Kuruppu 2004). The available KPIs were used to design a 
conceptual framework, based off knowledge of the underground longwall mine as 
shown in Figure 3.3. 
 
Figure 3.3 KPI conceptual framework 
Figure 3.3 factors, from a conceptual perspective, were determined by examining 
operational data from machinery. The abundance and ease of collectability of 
machinery data is represented by the factors that make up saleable tonnes. ROM and 
cost from the theoretical framework are replaced with KPIs, namely ROM/FTE and 
$/t. Human factors directly affect the full time equivalent (FTE) measures used in 
productivity, and saleable tonnes determine the level of production cost. Next is ROM, 
which represents the underground portion of the framework, and the area that the 
machinery dataset represents. Contributing to ROM are direct measures of equipment 
metrics, as well as asset downtime, as recorded by employees. Data for the areas of 
costs and human factors were not available for analysis, however it will be assumed 
that these areas are constant. This assumption is justified by underground mine staff 
having fixed team sizes, and also because costs for labour are fixed. Maintenance costs 
are incorporated into the downtime factor. 
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From an available operational data perspective, factors in Figure 3.4 are the key 
available variables influencing or predicting efficient operation at the asset level. The 
conceptual framework identifies those factors that should have a significant influence 
on the efficient operation of the equipment, however the equipment factor is further 
deconstructed into runtime and load variables. In theory, runtime and downtime should 
ideally be the inverse of each other, however they are included in Figure 3.4 due to 
practical collection differences. Downtime is often recorded as part of maintenance 
processes, while runtime is often recorded as part of automated operational machinery 
measurements. Because of this practical difference, their individual inclusion in the 
conceptual framework is important. Load is important because it contributes to 
machine wear, but is also an indicator of machine effort. 
 
Figure 3.4 Available data conceptual framework 
Ideally, all factors should be considered, however the data available that was 
both reliable and valid was restricted to the factors shown in Figure 3.4. This data 
limitation and the relationships proposed by the conceptual framework (Figure 3.3) 
were the basis for using multiple linear regression for further analysis. At the asset 
level, the conceptual framework identifies those factors that should have a significant 
influence on the efficient operation of the mine based on collected data. Runtime, 
theoretically related to availability, is the outcome sought from maintenance, and is 
represented within the runtime variable provided in the operational data. The 
operational data also contains measures based on equipment load, such as amps on 
motors and speed of conveyors. At the heart of the conceptual framework is the idea 
that tonnage is a measure of everything and that tonnage contains information relating 
to all sub-processes. This is because in practice, efficiency may not be perceived to 
require a finer level of detail. The result is that tonnage is the output variable that is 
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optimised. In practice, in a sector that is also wanting to reduce cost, it is easy to see 
how tonnage may also be unintentionally reduced at the same time. 
3.3 DATA SOURCES 
A key aspect of this research is that data access was granted as part of a funded 
research project. This access to mining data was achieved by partnering with Synengco 
Pty Ltd, an asset optimisation solutions provider, as part of a project supported by the 
Australian Government. This project is of interest to Synengco in the area of mining 
asset management because the results can be used to build models to manage mine 
performance. 
Data was supplied through CSV data dumps. The CSV data dumps are from an 
Australian underground longwall coal mine. The CSV data dumps come from two data 
sources. The first data source is manually recorded downtime events. This data source 
was recorded by mine workers underground. A downtime event is recorded when a 
stop in production occurs, however the information is only entered officially into the 
mine’s record systems a few days later. This process usually takes place within a week. 
As a result, real-time downtime data is unavailable for mine managers, however this 
has little meaningful impact on the data for research purposes. The way the data is 
collected may limit the possibility for real-time failure models to run on the mine site 
in the future. This data set will be referred to as the “manually recorded downtime 
dataset”. The term “manually recorded” is used to indicate that this data is recorded by 
a human, and relies on human judgement. This data is recorded whenever downtime 
occurs and was anonymous and made available to the researcher by Synengco. For the 
time period that the manually recorded downtime dataset covers, see Table 3.1 and 
Figure 3.5. 
The second data source is from underground sensors that monitor machinery 
operation. This dataset contains values that are automatically read from sensors. This 
dataset is referred to as the “machinery dataset”. Many values in this dataset are 
accumulated, with weekly resets to zero. It is assumed that the primary reason these 
resets are used is because it makes the data easier to use in raw form for reporting. This 
is because the mine often reports weekly value, and set weekly targets. This appears 
to be a common KPI used in industry, with industry awards being attributed to the 
number of weekly cutting hours and safety (Heber 2013). Accumulation of raw data 
with weekly resets may indicate that data analysis is not performed on a continuous 
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basis. Instead, data analysis in practice may be based around weekly analysis, and final 
weekly values. For the time period that the machinery dataset covers, see Table 3.1 
and Figure 3.5. 
Table 3.1 Dataset availability 
Dataset Start End Duration 
Manually recorded 
downtime dataset 
Jan 2013 Mar 2015 817 days 
Machinery dataset Oct 2013 May 2015 562 days 
 
Figure 3.5 Dataset availability 
A key distinction between the machinery dataset and the manually recorded 
downtime dataset is that the machinery dataset is sourced from underground sensors, 
and does not rely on human judgement and interpretation before being recorded. This 
means that the machinery data can provide less biased information about downtime. 
By comparing the data generated by sensors to the data reported by humans, any bias 
may be uncovered and compensated for in the human-reported data. The machinery 
dataset contains values recorded once every minute and was made available 
anonymously to the researcher by Synengco. 
Longwall moves occurred during the dataset availability. These moves are 
evident in the data in both datasets. During a longwall move, there are periods of up to 
four weeks where longwall production is halted as equipment is relocated between 
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coal panels. Because longwall moves are a form of downtime, minimising the time in 
longwall move mode is critical to optimising overall mine efficiency. This can be done 
by increasing the speed at which longwall moves can be completed. The other method 
to decrease downtime due to longwall move is to structure mining activities so that 
longwall moves occur less often. To achieve this, coal panels could be mined slower, 
or the size of panels could be increased. For example, a 200m wide panel that is 1km 
long will be completed before a 300m wide panel that is 5km long. One way to 
minimise downtime is to ensure that longwall moves occur as infrequently as possible. 
A summary of important factors and the area they belong to is provided in Table 
3.2. Both datasets include three longwall moves over the period of data availability. 
Longwall move time was removed from each dataset, due to limited operational data 
being produced during this time. Also, there is no longwall production during this time.  
Table 3.2 Important factors 
Factors Variables Treatment 
Output ROM weight Output variable 
Availability Downtime event logs Possible predictor 
Utilisation Amps, speed Possible predictor 
Maintenance Duration, Time between 
failures 
Possible predictor 
The data from the manually recorded downtime dataset contains reported events 
that cause downtime with production. These reported downtime events can be 
validated by cross referencing the reported downtime to data collected from equipment 
sensors. The two data sources are closely related, because the impact of downtime can 
also be seen in the equipment measures. Each of the data sources is able to represent 
the entirety of the underground mining production, with significant events overlapping 
between the two sources. This cross-check can help to ensure valid responses and to 
estimate the accuracy of reporting. Access to the dataset allows hypothesis testing 
across a large number of variables. 
The ROM weight output variable, as shown in Table 3.2, can be sourced from 
two separate signals. This is because two weigher signals are present in the machinery 
dataset, and both record accumulating values. The difference is that one weigher 
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records a weekly resetting value, and the other records a yearly resetting value. When 
the weighers reset, they begin counting from zero. The resolution of the weekly 
weigher is higher than the yearly value. The presence of the yearly resetting value is 
more evidence that this dataset may be used in raw form without additional processing 
for reporting. 
Other signals in the machinery dataset include runtime of the haulage, cutters, 
hydraulics, AFC, LW as a whole, and belts. Also included is the amperage on one of 
the two shearer cutters, AFC motor amperage, shearer position on the longwall and 
longwall shear count. The data corresponding to conveyor speeds is largely binary. 
Conveyors are designed to operate at a set speed. Because conveyors shut down on 
certain failures, the lack of speed in a conveyor can indicate a failure has occurred at 
some point. This data is often found in other locations, since it is related to the 
manually reported downtime data, as well as the tonnage output of the mine. If a 
longwall conveyor is non-operational, the impact is as if the entire longwall is non-
operational.  
The machinery dataset also contains sources from continuous miners, however, 
this area of operation is not of primary interest and will be excluded in the analysis. 
Reasons for this include a lack of data from the continuous miner processes, and also 
the low contribution that continuous miners make towards the ROM weight output. 
While the ROM output will still include continuous miner output, this tonnage is 
negligible when compared to shearer output. The difference in tonnage is represented 
by KPIs used in industry, that measure continuous miner performance by the metre, 
rather than the tonne. The assumptions are that continuous miner downtime does not 
affect current longwall production, and that the contribution to ROM output from the 
continuous miners is constant and minimal over the data collection periods. 
3.4 DATA ALIGNMENT 
The machinery dataset includes speeds and amperage taken from electronic 
sensors. Data points in the machinery dataset are recorded every one minute. Data 
between the two datasets is aligned based on time, with the manually recorded 
downtime dataset containing the time the downtime started, to the nearest five-minute 
interval. Time offsets are required for some variables, due to the physical dependence 
of the system, and the time it takes for the effects to propagate along the equipment 
dependence hierarchy. An example of this is the weigher being located near the mine 
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exit, which measures the mine output by weight, which was produced at some point of 
time in the past. This time offset is compensated for by down sampling the minute 
data, using mean calculations. 
3.5 DATA PREPARATION 
The analysis aims to better understand which variables are to be monitored by 
mine operators if the desire is to improve mine efficiency. This means reducing 
unplanned downtime occurrence and duration. Because of the large amount of data 
available, an empirical search for relationships between variables was conducted. The 
first method of analysis is visual and descriptive analysis. This process helps to 
understand data quality, and any peculiarities in the specific signals. General trends in 
the data may also be found. This process is followed by a correlation analysis, using 
the visual analysis as a guide. Finally, multiple linear regression is performed. This 
process involves the identification and testing of which variables have the most 
significant impact on efficiency by minimising downtime, and relationships uncovered 
are related back to the relevant literature. 
It is important to note that the operating environment is a factor in many asset 
management frameworks. Given that the operating environment within an 
underground coal mine is controlled through ventilation, this leads to environmental 
temperature, environmental gas, and airflow being constant. Without the controlled 
environment, mining production is forced to stop. An example is methane percentages 
increasing above safe levels, risking explosion. Although the operating environment 
is a key variable in determining asset stress and efficiency, this factor can be 
discounted in an underground mine when considering asset performance, because of 
the controlled environment and the controlled ambient temperature in particular. 
Important information may also be contained in missing numbers of each 
different signal. The cause of missing numbers may be reasons other than equipment 
failure. Interpretation of results requires understanding of the dependency between 
mining equipment, as well as the data gathering system. The possible meaning of 
missing numbers (referred to as NANs) can vary depending on the signal. NANs 
usually represent failure in some aspect of the signal, whether this is sensor failure, or 
whole of system failure. The cause may be determined based on other signals, as well 
as maintenance reports. Using the theoretical framework developed in the literature 
review, where age of asset, engine load and optimisation criteria (KPIs) had impact on 
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the availability of an asset, these areas are worth investigating within the underground 
mining environment. Of particular interest are the relationships with the age of the 
asset and engine load. KPI criteria also play an important role, however these KPIs are 
considered constant over the entire data set, and won’t be included in analysis. Other 
areas that may have an effect on asset availability, include shift lengths, type of shifts 
(e.g. 12hr vs 10 hr/day/night), maintenance policy, system configuration (single, multi, 
parallel) shut-off rules, cost, planning horizon, system info, time since last 
maintenance, failure frequency, and time taken to perform maintenance.  
Factors such as time (day or night), time since last maintenance, failure 
frequency and time taken to perform maintenance will be examined in more detail in 
the analysis, using an empirical approach. Shift length, type of shift and system 
configuration as well as shut-off rules and planning horizon are assumed to be constant 
over the analysis periods, and are excluded from the analysis. 
Each longwall is considered as a standalone operation, due to large equipment 
replacements and overhauls occurring between longwall moves. Trends are expected 
to appear within each individual longwall. If a certain relationship trend is suspected 
in one longwall, the other periods of data corresponding to the other longwalls were 
also be examined for the relationship. If the relationship is found in multiple longwall 
projects, it was given extra consideration as a factor that may be used to control mine 
efficiency. 
As well as the supplied data, a number of variables can be created. For example, 
shearer speed can be determined from shearer position. The other is rock hardness 
being able to be measured by the proxy variable of cutter amps. It is assumed that a 
higher current will be drawn by the cutting motor if the rock is harder. Cutting harder 
rock increases stress on the machine, and machine stress is a contributing factor to 
failure. 
3.5.1 Downtime peculiarities 
The first step is to understand the nature of the manually recorded downtime 
dataset. Variables that are of interest for analysis include: if the downtime was planned 
(also referred to as ‘scheduled’), duration, start time, responsible department, and 
reason for the downtime. 
 Chapter 3: Methodology 41 
The manually recorded downtime dataset contains back-to-back recorded 
downtime for separate equipment. Only one event is recorded as being the source for 
downtime at a time. Downtime records don’t overlap. This raises the question whether 
multiple systems are in failure mode at the same time, or if the reporting structure is 
unable to capture this information. Either is possible. Due to the serial dependency of 
the underground mine production system, downtime or failure would require most of 
the preceding systems to shut down, preventing further failure. 
To examine the nature of the downtime data and determine the balance between 
unplanned downtime and planned downtime in the data, the data was examined, and 
descriptive statistics (e.g., minimum, max, mean, median, and number of events) were 
calculated. 
Also investigated was whether any downtime events overlapped another 
downtime event. To do this, the downtime events were sorted based on start time. Then 
time between consecutive downtime instances was calculated using the downtime start 
time and duration provided in the dataset. This downtime end time was then compared 
to the start time of the next downtime event. This method was used to test if all 
downtime is exclusive, as in, only one piece of equipment was recorded as causing 
downtime at any one time. The time between all downtime events was always greater 
than or equal to zero, meaning that downtime instances do not overlap. 
However, even though overlap is not present, it has been noted that the manually 
recorded downtime dataset contains consecutive instances of downtime with zero 
calendar time in between. See Table 3.3 for an example of consecutive adjacent 
downtime instances, where the downtime start time plus the duration is equal to the 
next downtime start time. In other words, the calendar time between downtime entries 
is zero minutes. 
Table 3.3 Consecutive adjacent downtime 
DOWNTIME START DURATION 
8:00am 15 minutes 
8:15am 10 minutes 
8:25am 5 minutes 
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This raises questions about the separation of events into separate entries. Does 
Table 3.3 refer to three separate downtime events, with an average duration of 10 
minutes, or does it represent one downtime event with a duration of 30 minutes? This 
occurrence is related to the capability of the data collection system only being able to 
record a single downtime event occurring at a time, and the reporter may be 
compensating by spreading the downtime across three locations. The alternative 
explanation is that because durations and start time are rounded to the nearest five 
minutes, the recorded duration of downtime is overstated, with longwall production 
between each event. Worst case scenario is that downtime durations are rounded up to 
the nearest five minutes. This would cause an uncertainty error of four minutes in the 
duration of each event. This would mean that while three downtime instances consume 
a duration of 30 minutes, the actual duration of downtime may have been as low as 18 
minutes. The most likely scenario is that the dataset contains a mixture of single 
downtime events split across multiple entries, as well as rounding errors causing a 
downtime event to be recorded as having zero time before the next downtime event 
begins. This leads the data analysis to also consider other ways to calculate longwall 
downtime. The following steps were taken to ensure rigorous identification of longwall 
downtime:  
1. Analyse the time duration between downtime end and successive downtime 
start. During these time periods, the mine is expected to be operational. 
2. Investigate alternative sources of downtime data, such as inferring 
downtime from machinery operational data. 
3. Investigate whether there are significant differences between downtime data 
sources. 
Another interesting aspect of how downtime is recorded is shown in Figure 3.6. 
Maximum downtime length is dependent on the number of hours remaining in the 
shift. The data belongs to a mine that operates on 12 hour shifts. Shifts commence at 
06:00, and 18:00. Downtime does not appear to be recorded as spanning between 
shifts. What is interesting is the absence of data points near the middle of the shift. 
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Figure 3.6 All downtime instances by start hour 
When adjacent downtime events (such as those demonstrated in Table 3.3, p41) 
are combined into a single downtime event, the data appears more random. 
Approximately 28% of the downtime events in the dataset had a start time that was 
equal to the end time of the previous downtime event. Downtime was combined if 
there was no calendar time between downtime events. The combined downtime 
duration and initial start hour are shown in Figure 3.7. Note that in Figure 3.7, the 
graph only shows downtime events up to 800 minutes in duration, so that direct 
comparison with Figure 3.6 is possible. 
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Figure 3.7 Combined downtime instances by start hour 
Figure 3.8 shows the same data as Figure 3.7, however the y-axis has been 
increased to show downtime durations up to 2000 minutes. 
 
Figure 3.8 Combined downtime instance by start hour adjusted axis 
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Both Figure 3.7 and Figure 3.8 have an increased number of downtime events 
occurring at 05:00 and 06:00. To investigate the cause of having relatively more 
downtime events beginning near 06:00, the combined downtime instances were 
separated into planned and unplanned groups, as shown in Figure 3.9. The data in 
Figure 3.9 indicates that most of the non-randomness occurs in the planned downtime 
events. The start time for planned downtime events concentrates around 06:00. The 
lack of randomness in the planned downtime is expected, and planning downtime 
activities to commence the same time shifts start is a logical explanation for the pattern 
seen in Figure 3.9. 
 
Figure 3.9 Combined downtime instances grouped by planned 
When working with the downtime dataset, unplanned events are of greater 
interest in this research due to the increased randomness in the unplanned downtime 
start time and durations, when compared to planned downtime. It is noted that the 
combined downtime instances may incorrectly join downtime events that are separate 
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events. Because of this, additional sources for calculating downtime will be 
investigated. 
One possible way of generating downtime events from machinery data is to use 
shearer data. During mine operations, when no downtime is experienced, it is expected 
that the shearer is operating. This means that the shearer is moving along the coal face. 
Because the machinery dataset contains shearer position on the longwall, a downtime 
event can be assumed to occur when the shearer is stationary. When the shearer moves 
again, the downtime event will be considered finished. Figure 3.10 shows the signal 
for shearer location over 12 hours. The horizontal sections in the signal represent 
downtime. This downtime information was extracted using multiple steps. 
 
Figure 3.10 Shearer position over 12 hours 
The first step was to take the derivative of the location, which will give the speed 
of the shearer, in units of chocks per minute. This was converted to metres per minute, 
by multiplying by the width of one chock. For this dataset, the chock width is 2.05 m. 
After calculating shearer speed, outliers were removed, and the absolute value 
of the shearer speed was calculated. The absolute value is used when we don’t care 
about the direction the shearer is travelling. After this step, a Boolean mask is applied 
to detect shearer movement. Shearer movement occurs when absolute speed is greater 
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than zero. This movement detection mask identified the periods when the shearer is 
moving with a True value. Performing a cumulative sum on the movement detection 
mask, accumulated the minutes that the shearer is moving. This process interprets the 
True Boolean value as a 1 (representing a moving shearer), and the False Boolean 
value as a 0 (representing a stationary shearer). This cumulative signal is used to detect 
unique periods of time where the shearer does not move. The cumulative aspect of the 
signal is important, because it will assist to identify specific downtime events from 
each other. If it is assumed that a downtime event begins as soon as the shearer stops 
moving, and the downtime event ends when the shearer starts moving again, then a 
single downtime event will be identified as time periods that share the same value of 
the cumulative movement mask. 
The next step involves creating another Boolean mask from the absolute speed 
of the shearer to detect stationary periods. This stationary detection mask will be True 
when the shearer is stationary. In other words when the shearer speed is 0. This mask 
is used to generate values of 1 for when the shearer is stationary. 
Both masks are then combined. The stationary detection mask is grouped by the 
cumulative downtime signal. This counts the stopped mask value (of 1s) into groups, 
based on the cumulative downtime signal. 
The groupings were then processed, extracting the start time and duration. 
Downtime events that were below the downtime duration threshold of two minutes 
were excluded. This is to reduce noise caused by one minute downtime events. It is 
assumed that any downtime of two minutes to five minutes gets recorded in the 
manually recorded downtime dataset as a five-minute downtime event. 
The descriptive statistics of the two sources of downtime data were compared, 
and a t-test was performed to determine if there is significant difference. Visual plots 
were also produced to detect patterns. 
3.5.2 Signal cleaning 
Signals were cleaned using median filters to remove outliers. This method was 
effective because outliers were mostly caused by sensor errors, reporting values that 
were unrealistic. The median filter also removes erroneous return to zero errors (when 
the signal drops to zero due to communication problem or other issues). Sources for 
errors in signals could be caused by many things. Communication failure, equipment 
 48 Chapter 3: Methodology 
malfunction, equipment offline, or other noise. Signals retrieved from the machinery 
dataset were pre-processed so that signal errors are minimised. This process was done 
with all signals. The window was chosen using visual analysis of the resulting signal. 
The largest discontinuities would occur when the signal dropped to 0. In values 
that accumulate and reset weekly, such as the weigher signal, this method may not 
filter signal errors when the actual value is close to zero. This occurs after weekly 
resets. See Figure 3.11 and notice the sawtooth nature of the weigher weekly reset 
signal. There are five weekly resets in the data over the graphed timeframe. These 
resets occur on Monday mornings at 6am, every Monday. This fact may be meaningful 
due to the day of the week, and can be used to test whether differences exist between 
the start of the week and the end of the week. 
 
Figure 3.11 Raw weigher signal showing weekly reset 
3.6 ANALYSIS 
Data analysis was undertaken using python (Oliphant 2007; Millman and 
Aivazis 2011), as well as the scientific modelling libraries of numpy (van der Walt, 
Colbert and Varoquaux 2011), IPython (Perez and Granger 2007), matplotlib (Hunter 
2007), and pandas (McKinney 2010). One reason for choosing these analysis tools is 
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that the Researchers in Business project partner also works with the same scientific 
libraries. 
Using scipy, as well as other python data analysis packages, each longwall will 
be considered as a separate project. This means that the data from each longwall can 
be considered a “separate” instance. Each longwall has slightly different 
environmental characteristics, and is separated by a longwall move and overhaul of 
the shearer. Because of this, the shearer was considered to receive perfect maintenance 
(also known as replacement) at the beginning of each new longwall. 
3.6.1 Descriptive analysis 
Firstly, dates were chosen to separate out the data into distinctive longwalls. The 
reason for this is that shearer production during longwall moves is zero, and we are 
only concerned with downtime experienced during production, while the shearer is 
operating on a longwall. The breaks in longwalls were determined by manually 
searching the downtime data for keywords such as “Longwall move”, which is 
recorded for downtime involved with moving the longwall equipment between 
longwalls. The reported periods of longwall move were cross-checked with machinery 
data to confirm that a longwall move was taking place. First, a graph of all downtime 
durations was produced to understand the dataset, followed by graphs of each variable 
within the dataset. Because many of the variables in the manually recorded downtime 
dataset was text, graphs were based on the frequency of occurrence of unique strings. 
As well as plots of the duration of downtime, downtime occurrence is also 
considered. Graphs are produced that count how many separate downtime events 
occurred each day, so that trends in downtime occurrence may be identified. The 
findings from Hoseinie et al. (2012) will also be tested with regards to 30% of the 
failures in the shearer being due to the water system. 
3.6.2 Hypothesis testing 
The frameworks were restricted by data limitations, which provided the need for 
descriptive data analysis, leading to the following hypotheses (e.g. a proxy for human 
factors in Figure 3.3 is the time of day, leading to the hypothesis that downtime occurs 
less often at night time). 
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There is a positive relationship between shearer age and downtime 
The manually recorded downtime data set contains a “Major” field. The purpose 
of this field is to record which major piece of equipment the downtime event was 
related to. The “Major” field was used to identify downtime specifically related to 
shearer. The shearer was identified by two variables: “Shearer” and “Shr”. Once 
identified, shearer specific downtime was extracted, based on whether the downtime 
was planned or unplanned. The unplanned downtime events, also known as failures, 
were then filtered by duration and plotted. This is to remove the outlier downtime 
durations that were longer than two hours. There were substantially more short (<2 
hour) downtime events than long (>=2 hour) downtime events. 
All unplanned downtime events of the shearer were also checked for correlation 
against time. This was done for the duration of shearer downtime events, as well as the 
number of shearer downtime events that occurred per day. 
More scheduled downtime results in less unscheduled downtime 
Planned (i.e. scheduled) maintenance was separated from unplanned (i.e. 
unscheduled) maintenance, and then the two signals were compared with each other. 
To account for possible time delays between scheduled maintenance and effects on 
availability, or unscheduled events occurring, the signals were time shifted. 
Unscheduled maintenance was time shifted up to seven days in the future. The two 
signals were then compared and the correlations calculated. The purpose of time 
shifting the unscheduled maintenance signal forward in time is was to test for high 
correlation between future unscheduled maintenance and present day scheduled 
maintenance. This is because the effect of scheduled maintenance is expected to reduce 
the chance of unscheduled maintenance in the future. 
Downtime occurs less often at night time 
The downtime data was generated from machinery data to more accurately 
assign start times to downtime events. Then, the downtime events first filtered based 
on duration, removing events with durations less than 5 minutes, and greater than 2000 
minutes, so that outliers and noise in the generated signal was minimised. The 
downtime events were then separated into two groups based on start time: from 18:00 
to 05:59 as night downtime, and from 06:00 to 17:59 as day downtime. To compare 
the downtime durations, the downtime events were resampled into 24 hour bins, and 
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combined using the median duration of downtime. For both night and day downtime 
groups this process was followed, resulting in a median downtime duration for each 
day and night for every date in the dataset. A t-test was performed comparing both the 
day and night downtime durations with a p-value cut-off of 0.05. 
A similar process was followed for testing the number of downtime occurrences 
at night and during the day. The only difference was when the downtime events were 
resampled, they were combined using the number of downtime events that were 
counted. This resulted in a count of the number of downtime events that started each 
day and night for every date in the dataset. 
Harder rock has a positive relationship with downtime 
Rock hardness was estimated by using shearer cutter amps as a proxy variable. 
The amps on the tail gate cutter head of the shearer and the unplanned downtime 
durations from the manually recorded downtime dataset were compared. Correlation 
analysis was performed over the duration of longwall 4. 
Cutting speed has a positive relationship with downtime 
The cutting speed of the shearer was calculated from the shearer position on the 
longwall. Using the chock number that the shearer was positioned at, the derivative 
over time was taken to get a speed in chocks per minute. Only the cutting speed was 
compared, and the return run speed was not considered. The manually recorded 
downtime dataset was used so that only unplanned downtime was considered. The 
correlation between hourly means of cutting speed and unplanned downtime durations 
was then calculated. 
3.6.3 Efficiency 





The case has been argued that unnecessarily increasing mine output, harms the 
industry due to oversupply (Bowden 2000). In the case of an operating underground 
coal mine, ignoring capital equipment costs, the input is daily operating cost, and the 
output is weight of product produced. Coal mine output before processing is known as 
ROM coal. The ROM tonnage may contain undesirable elements, such as rock. 
Another objective of the mine is to maximise the percentage of saleable product in the 
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ROM tonnage, however since this involves post-processing, the saleable product is 
outside the scope of this research. As a result, the output measure used to calculate 
efficiency in this study is ROM tonnage. This ROM tonnage also contains 





Costs may be determined in a number of ways, such as number of employees, 
employee operational hours, maintenance hours and power costs. As shown in the 
efficiency formula, there are two variables available to increase efficiency. Either 
increase ROM, or decrease cost. Efficiency gains may also be realised if a small cost 
increase leads to a larger increase in ROM (or if a large cost reduction results in a 
smaller ROM reduction). To help understand the costs within mining, the cost 
breakdown within open cut American mines is shown in Figure 3.12. This figure 
demonstrates that mine cost breakdown does not typically include the cost of lost 
production due to downtime. 
 
Figure 3.12 Mine cost breakdown (Lewis and Steinberg 2001) 
For underground mines using conveyor systems for coal clearance, the cost of 
tyres may be less due to the absence of truck haulage. Cost associated with lost 
production is a common oversight when measuring the impact of mining downtime. 
Research and development has led to shearer size and capacity increases and due to 
the high output of current longwall shearers, the lost production due to downtime is 
continues to grow. The cost of lost production may be the largest controllable cost to 
the mine. However, even as longwall shearer capacities increase, productivity is 
decreasing. In 2014, the underground coal industry in Queensland produced an average 
of 9415 tonnes per person year (Department of Natural Resources and Mines 2015). 
Twelve years earlier (2002), this figure was 11082 tonnes per person year (Mutton 
2003). While some of this may be due to factors such as accessibility of coal seams 
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and quality of coal, some, and most likely a large proportion, is due to availability and 
operation of plant and equipment. 
When determining operational efficiency, it is important to distinguish between 
operational costs and non-operational costs (burden costs). Operational costs are the 
key costs involved in production system output. Since the non-operational costs are 
not directly part of the production system, these will not be included. 
If it is assumed that longwall operations are already staffed with the required 
number of employees to effectively operate equipment and respond to failure, the wage 
cost can be considered constant. Instead, we look at how to reduce lost production 
time. In order to reduce lost production time, downtime needs to be minimised. 
Therefore, the cost input for the efficiency calculation of a mine could be represented 
as the amount of longwall downtime. There are many sources of downtime, including 
maintenance based downtime and longwall move downtime. If we assume that the 
longwall move times are fixed in duration, variance in cost is then described by the 






As a result, to increase efficiency, either increase the ROM tonnage, or reduce 
the time the longwall is non-operational between longwall moves, since downtime is 
a form of cost. While this can create the impression that the presence of downtime 
signifies inefficient operation, optimised downtime may increase productivity. This is 
because a lack of downtime could mean a lack of maintenance, which may then lead 
to critical failures. Critical failures take longer to repair, are more expensive to repair, 
and may present issues in other areas, such as safety, causing longer downtime. 
The next step is to further deconstruct the components that determine the ROM 
output of a longwall mine. This ROM output is made up of longwall ROM and 
development ROM. Longwall ROM output is based on the following factors (Jaszczuk 
and Kania 2008): 
1. Floor and ceiling cutting height 
2. Speed 
3. Availability 
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4. Utilisation 
5. Coal density 
The depth of coal removed from the longwall with each shear (known as the 
web), is fixed for the longwall, but ceiling height and floor height is variable. However, 
while the height is variable, it is still constrained by geological conditions and available 
equipment capacity, such as shearer and roof support height. In the process of 
calculation production downtime, the following equations define how total mine ROM 
output is used in this research.  
Equation 3.1 
𝑅𝑂𝑀𝐿𝑊 = 𝑚𝑐𝑎𝑣𝑖𝑡𝑦𝑚𝑤𝑒𝑏𝑛𝑠ℎ𝑒𝑎𝑟𝑠?̅? 
Where: 
𝑅𝑂𝑀𝐿𝑊   ROM tonnage from longwall 
𝑚𝑤𝑒𝑏   Depth of the shearer cut 
𝑚𝑐𝑎𝑣𝑖𝑡𝑦   Height of cavity taken by shearer (ceiling – floor height) 
𝑛𝑠ℎ𝑒𝑎𝑟𝑠   Number of completed shears 
?̅?   Average density of mined material 
Equation 3.2 
𝑅𝑂𝑀𝑀𝐼𝑁𝐸 = 𝑅𝑂𝑀𝐿𝑊 + 𝑅𝑂𝑀𝐷𝐸𝑉 
Where,  
𝑅𝑂𝑀𝐷𝐸𝑉  ROM tonnage from development 
𝑅𝑂𝑀𝑀𝐼𝑁𝐸 ROM tonnage from entire mine 
Combining the above equations results in Equation 3.3. 
Equation 3.3 
𝑅𝑂𝑀𝑀𝐼𝑁𝐸 = 𝑚𝑐𝑎𝑣𝑖𝑡𝑦𝑚𝑤𝑒𝑏𝜌 ̅𝑛𝑠ℎ𝑒𝑎𝑟𝑠 + 𝑅𝑂𝑀𝐷𝐸𝑉 
The key term of interest in Equation 3.3 is the number of shears completed. This 
variable, is the most important in determining the output of the entire mine, if 𝑅𝑂𝑀𝐷𝐸𝑉 
is assumed to be negligible. Equation 3.4 demonstrates how availability and utilisation 
are considered to calculate the number of shears completed. 
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Equation 3.4 
𝑛𝑠ℎ𝑒𝑎𝑟𝑠 =  𝐴 ∗ 𝑈 ∗ 𝑛𝑠ℎ𝑒𝑎𝑟𝑚𝑎𝑥    
Where  
A  Longwall availability (between 0 and 1) 
U  Longwall utilisation (between 0 and 1) 
𝑛𝑠ℎ𝑒𝑎𝑟𝑚𝑎𝑥    Maximum cutting rate of the shearer (in shears per time period) 
assuming 100% availability and 100% utilisation and maximum speed. Measured in 
number of shears. This number takes into account geological conditions, and is the 
theoretical maximum achievable cutting rate if no downtime was to take place. This 
number is primarily related to installed equipment capabilities and geological 
conditions. 
This is similar to work presented by Lewis and Steinberg (2001), except that 
instead of the number of shears per week, they refer to capacity as the dependant 
variable. 
Longwall utilisation is calculated as  
Equation 3.5 
𝑈 =





𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑡𝑖𝑚𝑒 (ℎ𝑜𝑢𝑟𝑠) =  𝑇𝑜𝑡𝑎𝑙 𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 𝑡𝑖𝑚𝑒 − 𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒  
𝑆𝑝𝑒𝑒𝑑   Average measure of speed over the period, and is between 
stopped (0) and maximum speed (1). The speed may be less than the maximum design 
speed for a number of reasons, such as operator error. 
𝐶𝑢𝑡𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒  Total time that the shearer is cutting from the longwall. 






Combining Equation 3.5 and Equation 3.7: 
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Equation 3.8 
𝐴 ∗ 𝑈 =
𝐶𝑢𝑡𝑡𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 ∗ 𝑆𝑝𝑒𝑒𝑑
𝑇𝑜𝑡𝑎𝑙 𝑐𝑎𝑙𝑒𝑛𝑑𝑎𝑟 𝑡𝑖𝑚𝑒
 
Equation 3.5 and Equation 3.7 demonstrate how longwall availability and 
utilisation are used in this research. They also show how longwall availability and 
longwall utilisation explain the variability in total ROM. Downtime is made up of 
equipment outage, waiting time, maintenance time, shift handover time, meeting time, 
and any other sources that stop production. When deciding if non-operational time 
should be considered as a downtime or as zero speed (i.e. zero utilisation), it depends 
on how the non-operation is reported. If it is reported through an event reporting log 
of downtime, then the non-operation can be considered as reducing availability. 
However if the non-operation is calculated from analysing digital machine data, then 
it is considered as zero speed (i.e. stopped) and therefore reduces the calculated value 
for utilisation. 
In order to maximise efficiency, we seek to maximise ROM from the mine. In 
order to do this, availability, utilisation, and 𝑛𝑠ℎ𝑒𝑎𝑟𝑚𝑎𝑥   needs to be maximised. 
Because 𝑛𝑠ℎ𝑒𝑎𝑟𝑚𝑎𝑥    is related to equipment capability and geological conditions, this 
variable is considered to have the least control during production. Instead the focus is 
on availability and utilisation, both of which are highly controllable. Considering that 
the average availability of Australian longwalls is 61.7% (Reid 1998), there is room 
for improvement. 
Utilisation depends on downtime caused by human factors, such as no operator 
present to operate the appropriate machinery, or not operating at full speed. The 
number of completed shears per week takes into account the effect of operating 
machinery at reduced capacity, either to reduce wear, operator error or because of 
prohibitive operating parameters due to wear. Ideally, the only reason for longwall 
downtime would be availability, however this is not the case in practice. Utilisation of 
the longwall is also important, and under-utilisation may occur for a large number of 
reasons not related to equipment, such as shift change overs, operator absence, and 
meetings. In other words, human factors are a source of volatility in longwall output. 
In order to increase availability, maintenance hours could be reduced. This may lead 
to short term increases in shearer availability, however, it’s important to note than even 
if the shearer is available, that it may not be utilised (e.g. shift changeover or rest 
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break). Availability does not imply the machine is cutting. Also reducing maintenance 
hours may lead to increased downtime events in the future. 
Mine operating costs are centred on maintenance labour, maintenance parts, 
operation labour, and other materials. Maintenance activities contribute up to 50% of 
the total operating costs, with labour taking up 40% (Lewis and Steinberg 2001; 
Murthy, Atrens and Eccleston 2002). These maintenance costs are the result of 
deterioration of equipment occurring during operation. This deterioration costs money 
through direct maintenance (CM or PM), but also reduced utilisation. A holistic 
approach is needed to properly model mine efficiency. This is because maintenance 
strategies alone do not provide comprehensive insight into the complex processes that 
control business out-comes (Pierskalla and Voelker 1976; Wang 2002), and 
interrelationships with operational controls to reduce failure rates have received little 
attention in literature. Analysing utilisation combined with human factors may assist 
to understand the impact of operations and maintenance on the efficiency of a mine. 
The direct costs in operating an underground mine to transport coal to the surface 
can be combined in two broad categories. These are operational costs, such as the work 
hours, fuel and electricity to run the already existing machinery and secondly, the 
maintenance cost, which is the cost of machinery upkeep. Often, upkeep involves 
responding to failures so that regular mine operations can resume. In calculating 
efficiency, it is assumed that the cost for labour and repairs are constant. This assumes 
that the mine operates with a fixed number workforce that is rostered on set shifts, and 
that the shifts do not change. It is assumed that the maintenance personnel are at the 
same labour rates when idle, as well as when repairing. It is also assumed that parts’ 
cost is constant. If we look at indirect costs, such as opportunity cost of downtime, the 
effect of downtime on efficiency would be multiplied, since downtime is already taken 
into account when modelling the total ROM. 
3.6.4 Multiple linear regression 
Multiple linear regression is a specific type of general linear model. A general 
linear model has multiple explanatory variables, and is linear in its parameters (Stirling 
2015). Multiple linear regression is where a dependant output variable may be 
predicted from multiple independent input variables (Marill 2004). The strength of 
multiple regression is being able to reveal relationships between predictors that will 
allow a better understanding of variables that impact mine output and efficiency. Care 
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was taken so that developed model was not solely based on statistical reasoning, and 
included domain specific knowledge to select variables that made sense. A general 
linear model takes the form (Stirling 2015) 
𝑌𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝛽2𝑧𝑖 + ⋯ + 𝛽𝑝𝑤𝑖 + 𝜀𝑖   𝑤ℎ𝑒𝑟𝑒  𝜀𝑖 ∽ 𝑛𝑜𝑟𝑚𝑎𝑙(0, 𝜎)   
where 𝛽0 is the y intercept, 𝛽𝑖 is the slope for each explanatory variable, and 𝜀𝑖 
is the error, which is normally distributed. The prediction power of a multiple linear 
regression model increases with the number of variables, however to understand the 
underlying factors of the variables, it is necessary to balance the number of model 
inputs with a reasonable prediction power, so that the inputs can be analysed. 
Before conducting multiple linear regression, appropriate measures were 
undertaken to ensure variables included in the modelling process were suitable and 
varied linearly with the dependant variable and that variables did not contain strong 
autocorrelation. To confirm this variables in the model were graphed using a bivariate 
scatterplot (StatSoft 2013).  
SPSS was used to determine the model coefficients and fit. The preparation of 
data before importing into SPSS was done so that accumulation values were resampled 
to minute based values. Data issues such as outliers were also removed. The 
performance of the model was assessed and improved based on the R-squared value, 
significance test, and standard errors. Starting with available datasets, the possible 
input variables were analysed. The manually recorded downtime dataset was replaced 
with the digitally generated downtime due to data issues in the manually recorded 
dataset. The list of all variables were further reduced by removing the variables that 
did not contribute conceptually to output. A model was created from the remaining 
variables, and a single variable was dropped from the model if it was insignificant, and 
contained the highest p value. The model was then recreated with the remaining 
variables from the model, the process of dropping a single variable was repeated, until 
all remaining variables had a p value less than 0.05. 
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Chapter 4: Results and analysis 
This chapter begins with analysing peculiarities with the manually recorded 
downtime dataset (section 4.1) and then provides results on the following areas: 
alternative downtime data sources (section 4.2), which looks at the differences 
between reported downtime events and those extracted from machine signals; outlier 
removal (section 4.3), which examines the extreme values in the datasets and how they 
were handled; descriptive analysis (section 4.4), which provides an analysis and 
description of each available variable in the datasets and variables that are able to be 
generated from them; hypothesis testing (section 4.5), which tests five hypothesis 
based on the available data; and multiple linear regression (section 4.6), which 
proposes a general linear model for predicting mine output. 
4.1 NATURE OF DOWNTIME DATA 
The manually recorded downtime dataset is of particular interest and must be 
tested for bias, since the data relied on human observers. The minimum duration of 
downtime within the manually recorded downtime dataset was five minutes for 
planned downtime, and two minutes for unplanned downtime. The average duration 
of all unplanned downtime was 57 minutes. This was longer than the average duration 
of planned downtime, which was 49 minutes. The data suggest that unplanned 
downtime events occur more often, and have a longer duration, than planned downtime 
events. This data is presented in Table 4.1 which covers two complete longwalls and 
2 partial longwall projects, and excludes data during longwall moves. The data 
supports the conclusion that unscheduled downtime contributes more towards 
downtime than scheduled downtime. 
Table 4.1 Downtime durations (minutes) 
 Planned Unplanned 
Count 1702 5398 
Mean 49 57 
STD 105 122 
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 Planned Unplanned 
min 5 2 
25% 10 10 
50% 15 20 
75% 35 40 
max 720 720 
The maximum duration for both categories of downtime in the dataset was 720 
minutes. This does not imply the longest duration of downtime in the mine was 720 
minutes. It represents a limitation of the reporting system. The system allows a single 
entry to be a maximum of 720 minutes in length. This could be due to the 12-hour shift 
duration used within the mine. In this case, the mean duration of both downtime 
categories, as listed in Table 4.1, may be smaller than the actual mean. 
Using the downtime data, the availability for each of the four longwalls is 
summarised in Table 4.2, showing that the mean availability across four longwalls was 
62%. This is close to the average availability of Australian longwalls as reported by 
Reid (1998), of 61.7%. While the availability dataset only contains two complete 
longwalls and two partial longwalls, there is evidence that there has been little 
improvement in availability. This availability figure was calculated from the manually 
reported downtime dataset, and excluded longwall move periods. 
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Because of the possibility that a single continuous downtime event may be 
represented by multiple entries in the downtime dataset, the duration between 
downtime events was calculated. This is shown as a box plot in Figure 4.1. The 
duration between downtime was determined by taking downtime event end time, and 
calculating the difference with the start time of the next downtime. The results are 
summarised in Table 4.3. Duration between downtime that was longer than 720 
minutes was excluded from this analysis due to being longer than the usual 12-hour 
shift duration, and experiencing a shift without downtime is unrealistic. The data 
shows that the average length of time between successive downtime events is 55 
minutes. It can also be seen that time between downtime is often 0 minutes, which 
indicates that a downtime event often begins immediately after the previous downtime 
event ends. The reason this feature is present in the data is unclear. One reason could 
be rounding error, since downtime duration and start time are both rounded to the 
nearest five minutes. In the case where 0 minutes occur between downtime events, the 
presence of rounding error would cause longer downtime durations to be recorded than 
had actually occurred. Another possibility is that a single downtime event is split and 
recorded as multiple entries. The motivations behind this practice may be an attempt 
to compensate for a shortcoming in the recording system, such as only being able to 
list one piece of equipment as the source of downtime for each record. Another reason 
could be intentional misuse (e.g. perhaps the organisation rewards low average 
downtime durations). The most likely scenario is that all three effects are present. 
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Figure 4.1 Duration between consecutive downtime 
Table 4.3 Duration between consecutive downtime data summary 
Statistic Value 
Mean 55 mins 
STD 78 mins 
min 0 mins 
25% 0 mins 
50% (median) 25 mins 
75% 75 mins 
max 720 mins 
Looking at the distribution of unscheduled downtime in Figure 4.2, it can be seen 
that most downtime has a duration less than 300 minutes. It can also be seen that there 
is a small grouping in the final bin. A possible reason for this grouping of downtime 
around the 720 minute bin is because of the system limitation of recording 720 minutes 
as the maximum duration. It is assumed that if this system limitation were not present, 
there would not be a grouping of downtime events in the final bin. 
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Figure 4.2 Distribution of unscheduled downtime 
Based on the high number of downtime events that are adjacent to each other 
(downtime events with zero minutes before the next downtime event begins), and the 
grouping of downtime durations around 720 minutes, investigation into alternative 
sources of downtime data was conducted, so that bias and data recording peculiarities 
may be avoided. 
4.2 ALTERNATIVE DOWNTIME DATA SOURCES 
An alternative source for determining downtime was identified as the shearer 
position on the longwall. Since the shearer must cease production if downstream 
conveyors stop, the shearer position variable should contain downtime information 
from a wide selection of equipment. The shearer location on the longwall, as measured 
by chock number, is shown in Figure 4.3. The shearer cuts coal from the longwall as 
it is moving from chock 140 towards chock 10, as shown by the downward movement 
of the signal in Figure 4.3. The return clean-up run starts at chock 10, and moves 
towards chock 140, as shown by the upwards movement of the signal. Horizontal 
sections of the signal represent periods when the shearer is not moving, which this 
research interpreted as a downtime event. The process for extracting downtime events 
from the signal shown in Figure 4.3 is outlined below. 
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Figure 4.3 Shearer location 
A more useful measure to determine when the shearer is stationary is shearer 
speed, as shown in Figure 4.4. This figure is obtained by taking the derivative of the 
shearer position (Figure 4.3) with respect to time. This results in the speed of the 
shearer in terms of chocks per minute. As an intermediate step, the derivative was 
multiplied by 2.05 m, which is the width of a chock, to convert the speed into metres 
per minute. The shearer speed is useful for identifying downtime, since where speed 
is zero, the shearer is experiencing downtime. Speed may also be useful to detect 
underutilisation of the shearer, and follow up possible causes, such as geological fault 
or operator error. Since data describing the target speed of the shearer is unavailable, 
it will be assumed that the speed is always 100% of the target speed. This assumption 
will simplify the calculation of shearer utilisation. Figure 4.4 also shows the slower 
negative speeds when compared to the faster positive speeds that indicate the speed 
difference between the cutting passes and the return passes (return passes are twice as 
fast as cutting passes). 
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Figure 4.4 Shearer speed 
Absolute speed of shearer is shown in Figure 4.5. This step simplifies the process 
of creating the movement detection mask and stationary mask, since it removes the 
need to deal with negative speeds. 
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Figure 4.5 Absolute shearer speed 
A Boolean movement detection mask is calculated to be true when the shearer 
speed is greater than zero, and is shown by the dashed green line in Figure 4.6.  
 
Figure 4.6 Movement detection 
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By completing a cumulative sum over the Boolean movement detection mask, a 
new signal can be created that represents the accumulated total moving time of the 
shearer. This signal over a period of one month is shown in Figure 4.7. This was used 
to group downtime based on the accumulated movement duration. The horizontal 
sections identify individual downtime events. 
 
Figure 4.7 Accumulated movement duration of shearer 
A secondary Boolean mask is then applied to the shearer movement signal, to 
indicate true when the shearer is stationary, as shown in Figure 4.8. This stationary 
mask will be used to separate downtime into individual events based on the 
accumulated duration of shearer movement. 
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Figure 4.8 Stationary detection 
The stationary mask was grouped by the accumulated signal shown in Figure 
4.7, creating a list of downtime events. The generated downtime events had different 
characteristics to the manually reported downtime dataset. This is partly because the 
downtime that was generated from machine data starts at the nearest minute to the 
downtime, whereas the manually recorded downtime starts at the nearest five-minute 
interval. Also, the resolution of the duration variable is to the minute, as opposed to 
the five-minute resolution of the manually recorded downtime dataset. The generated 
downtime events created in this process will be referred to as digital downtime events, 
because they are reported by a digital measure, rather than a human measure. 
A comparison between the two types of downtime sources over the period of 
four longwalls is summarised in Table 4.4. The first difference is in the number of 
downtime events. There are more digital downtime events than manually recorded 
downtime events over the same period. Based on the mean and the percentiles, the 
digital data set contains a greater number of short duration downtime events. This may 
indicate that short downtime durations are not accurately recorded in the manually 
recorded downtime dataset, or it may indicate that the manually recorded downtime 
dataset contains durations that are rounded up, or multiple shorter downtime events 
being combined into a single longer downtime event. 
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Table 4.4 Downtime data sources statistics 
 Manual Digital 
Count 7100 14711 
Mean 55 17 
Std. 118 48 
Min 2 1 
25% 10 1 
50% 20 4 
75% 40 12 
Max 720 690 
The time between events in the digital downtime events dataset was calculated 
and is shown as a boxplot in Figure 4.9, and described in Table 4.5. The data shows 
that the digital downtime dataset contains downtime that occurs more often, as shown 
by lower mean and median, than the downtime recorded in the manually recorded 
dataset. 
 
Figure 4.9 Duration between digital downtime 
Table 4.5 Duration between digital downtime data summary (mins) 
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Statistic Manual Digital 
Mean 55 19 
STD 78 23 
min 0 1 
25% 0 4 
50% (median) 25 11 
75% 75 26 
max 720 416 
The individual downtime durations of the manually recorded downtime dataset 
are plotted in Figure 4.10. When compared to the digital downtime durations 
(including outliers) in Figure 4.11, a difference can be seen in the maximum downtime 
durations. The downtime event durations are longer for the digital downtime. 
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Figure 4.10 Manually recorded downtime 
 
Figure 4.11 Digitally calculated downtime 
The different data sources for downtime raise questions about downtime 
prediction. Is there a significant difference when looking at manually reported 
downtime instead of digitally calculated downtime? If there is a significant difference, 
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what factors explain the difference? The difference in downtime datasets was 
confirmed to be statistically significant (p<0.05) when testing for statistical 
significance in the difference between the duration expected values. Factors explaining 
this difference could be that the manually recorded dataset underreports downtime 
events. This calls into question the accuracy of the manually recorded downtime 
dataset, however the manually recorded dataset contains other information of use such 
as whether a downtime event was planned. In the following analysis, downtime data 
sources from the digitally calculated downtime will be preferred, however the 
manually recorded downtime events will be used if extra details about downtime are 
desired. 
It was expected that the digital downtime dataset would contain more downtime 
events than the manually recorded downtime dataset. This is because the digital data 
also captures both availability and utilisation information. The digital downtime 
dataset can be used to calculate the availability and utilisation of the longwall, 
assuming that the shearer is operating at 100% of the target speed. Data exists to 
calculate the availability and utilisation of two complete longwalls (LW2 and LW3), 
and a partially completed longwall (LW4). Longwall 1 (LW1) was dropped from this 
analysis because machinery data was not available for a sufficient time range (see 
Figure 3.5 p36). The time period of LW4 was reduced to the available time range of 
the manually recorded dataset. The calculated utilisation for each longwall is shown 
in Table 4.6. It is assumed the shearer is operating at 100% of the target speed. In 
practice, the shearer may not operate at this level, and as a result, the value for 
utilisation in Table 4.6 can be considered the maximum utilisation of the longwall. In 
practice, the values for utilisation would be lower.  
Table 4.6 Utilisation calculation 
Longwall A*U Availability Utilisation 
LW2 0.45 0.52 0.87 
LW3 0.61 0.78 0.78 
LW4 0.37 0.63 0.59 
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4.3 REMOVE OUTLIERS 
Outliers were removed from the signals in the machinery dataset using a median 
filter. The weigher weekly signal is shown as an example of the process followed. 
Figure 4.12 shows the weigher weekly signal over the month of June 2014. This 
contains five weekly resets. The resets are the locations in time where the signal begins 
accumulation from zero. The figure also demonstrates other data issues such as signal 
dropouts, seen where the signal returns to 0 frequently at varying times through the 
weeks. These vertical lines are “V” shaped valleys. 
 
Figure 4.12 Raw weigher reading 
Running a median filter with a window of 101 over this signal results in Figure 
4.13.  
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Figure 4.13 Data cleaned 
4.4 DESCRIPTIVE ANALYSIS 
This section outlines all variables available across the two data sources. 
Variables contained in the machinery dataset are outlined in Table 4.7. Variables 
contained in the manually recorded downtime dataset are outlined in Table 4.8. 
4.4.1 Machinery dataset 
The machinery dataset contains variables measured by equipment sensors within 
the mine. Graphs for each variable in the dataset over the total data availability time 
period are available in Appendix A. Appendix B also shows graphs of all the variables, 
however the timespan is adjusted to show only a single month of data. Viewing data 
over the timespan of a month is useful because fast signal changes are easier to see.  
For each variable listed in Table 4.7, there are data quality indicators, such as 
the completeness of data, calculated as percentage of values that are 0, and percentage 
of values that are not a number (NAN). NANs are present when there is no data 
recorded for a specific time period. To calculate the amount of missing data, the dataset 
was resampled to a one-minute resolution. Since the original source of the data was 
also in one-minute resolution, resampling provided information on when there are 
periods of time that have not been recorded. The analysis shows that in every variable, 
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at least 5.52% of the time values over the duration were NANs. This is represents 
44,760 minutes (or 746 hours) worth of data that is missing from the maximum 
possible of 810,720 minutes (or 13,512 hours) of data recorded at one-minute 
resolution. Upon further investigation, half of the missing data occurs during a 
longwall move. The other half of the missing data points are spread across the dataset, 
and can be attributed to collection error. 
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UnixTime DateTime Unix time that data 
was recorded. Unix 
time measures the 
number of seconds 
since 1st Jan 1970 
(UTC) 
Integer Linear Seconds 0 5.52 
DateTime N/A A date and time string 
of the format “YYYY-
MM-DD 
HH:MM:SS+00:00”. 
Represents the time the 
signal occurred in 
UTC 
String N/A N/A N/A 5.52 
ROMWEEK  DateTime Total weight of mined 
material leaving 
underground mine via 
conveyor belt. Resets 
Float Linear (with 
weekly reset) 
Tonnes 4.85 5.52 














to 0 at the start of every 
week 
ROMYEAR DateTime Total weight of mined 
material leaving 
underground mine via 
conveyor belt. Resets 
to 0 at the start of each 
year 
Float Linear (with 
yearly reset) 
Tonnes 1.65 5.52 
SHEARCOUNT DateTime Measures the number 
of completed shears by 
the shearer 
Float Linear (with 
weekly reset) 
Count 16.75 5.52 
SHEARPOSITION DateTime A record of the roof 
support number that 
the shearer is at 
Float Ocsillatory Support 
number 
6.29 5.52 
RUNTIMEAFC DateTime AFC runtime, weekly 
reset 
Float Linear (with 
weekly reset) 
Hours 13.87 5.52 














RUNTIMEBSL DateTime BSL runtime, weekly 
reset 
Float Linear (with 
weekly reset) 
Hours 13.51 5.52 
RUNTIMEBELTS DateTime Conveyors runtime, 
weekly reset 
Float Linear (with 
weekly reset) 
Hours 12.73 5.52 
RUNTIMELW DateTime Longwall runtime, 
weekly reset 
Float Linear (with 
weekly reset) 
Hours 14.91 5.52 
RUNTIMEHYDRAU
LICS 
DateTime Hydraulics runtime, 
weekly reset 
Float Linear (with 
weekly reset) 
Hours 12.71 5.52 
RUNTIMECUTTERS DateTime Shearer cutters 
runtime, weekly reset 
Float Linear (with 
weekly reset) 
Hours 13.74 5.52 
RUNTIMEHAULAG
E 
DateTime Shearer haulage 
runtime, weekly reset 
Float Linear (with 
weekly reset) 
Hours 13.64 5.52 
RUNTIMECRUSHER DateTime Crusher runtime, 
weekly reset 
Float Linear (with 
weekly reset) 
Hours 13.51 5.52 
AFCMOTORAMPS DateTime AFC motor amps Float Non-linear Amps 54.39 5.52 
















DateTime Tail gate cutter amps Float Non-linear Amps 52.97 5.52 
CONV35AMPS DateTime Conveyor 23 motor 
amps 
Float Non-linear Amps 25.87 50.81 
CONVMGAMPS DateTime Conveyor Main gate 
amps 
Float Non-linear Amps 39.90 21.86 
CONV4SPEED DateTime Conveyor 4 speed Float Non-linear m/s 25.16 56.14 
CONVMAINDRIFTSPEE
D 
DateTime Conveyor main drift 
speed 
Float Non-linear % 10.66 5.52 
CONV23AMPS DateTime Conveyor 23 motor 
amps 
Float Non-linear Amps 10.86 60.22 
CMPUMPAMPS DateTime CM pump amps Float Non-linear Amps 53.31 5.52 
CMLOADERAMPS DateTime CM loader amps Float Non-linear Amps 90.37 5.52 
CONV3AMPS DateTime Conveyor 3 motor 
amps 
Float Non-linear Amps 1.43 5.52 
CONV2SPEED DateTime Conveyor 2 speed Float Non-linear m/s 7.36 5.52 
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Figure 4.14 shows the shearer position along the longwall. The three gaps 
represent the longwall move periods. Of interest is that the longwalls increased in 
length over the period of data availability. 
 
Figure 4.14 Shearer position 
4.4.2 Manually recorded downtime dataset 
Table 4.8 outlines the variables available for each downtime event that is 
recorded within the mine. This dataset contains 7335 downtime events. This dataset 
was pre-treated by rounding duration values to the nearest minute. This is because the 
dataset contained some durations that were obviously close to the desired value, but 
appear to contain conversion errors. Duration values such as 719.9833333, 
14.98333333, and 9.983333333 occurred in the dataset 101, 92, and 31 times 
respectively. These values, and others, were rounded up to the nearest whole number. 
All start times and durations in the dataset occur in 5 minute intervals. For text 
fields, such as major, minor and detail, while there are common areas in each, the 
values are inconsistent. For example, the shearer is represented in the major column as 
both “Shr” and “Shearer”. 
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Table 4.8 Manually recorded downtime dataset outline 
Variable Align with Description Data type Unit 
UnixTime DateTime Unix time that entry was recorded, corresponding to start time. 
Unix time measures the number of seconds since 1st Jan 1970 
(UTC) 
Integer Seconds 
DateTime N/A A date and time string of the format “YYYY-MM-DD 
HH:MM:SS+00:00”. Represents the time the data was recorded 
in UTC. 
String N/A 
Start DateTime Time and date the downtime event starts. String N/A 
Duration DateTime Duration of downtime event Float Minutes 
Major DateTime Major equipment category that the downtime is related to String N/A 
Minor DateTime Minor equipment category that the downtime is related to String N/A 
Detail DateTime Detailed equipment category that the downtime is related to String N/A 
Comment DateTime Operator comment about the downtime String N/A 
Planned DateTime If the downtime was planned String N/A 
Department DateTime Which team is responsible String N/A 
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Below are some graphs to illustrate the nature of the manually recorded 
downtime dataset. Figure 4.15 shows a count of downtime events charted by the hour 
in the day that downtime begins. The large peaks occur at periods of shift change over. 
Twelve hour shifts begin at 06:00 and 18:00. 
 
Figure 4.15 Downtime occurrence by start hour 
Figure 4.16 shows the top 10 durations of downtime that are recorded. Almost 
all durations are less than one hour, except for the presence of the 720 minute duration. 
The reason for the 720 minute duration occurring often is because it is the maximum 
duration allowed for downtime in the dataset. The presence of the 720 minute category 
in Figure 4.16 should be interpreted as the number of downtime events that were 720 
minutes in length or greater. 
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Figure 4.16 Top 10 downtime durations 
The inconsistency with ‘Major’ variable naming meant that shearer downtime 
was recorded under multiple variables, such as “Shr” and “Shearer”. This data issue 
was also present for other systems, such as the armoured face conveyor, where entries 
were recorded against both “AFC” and “Armoured Face Conveyor”. Similar 
categories were combined to produce Figure 4.17. 
 
Figure 4.17 Downtime by major component 
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Whether downtime events were planned is shown in Figure 4.18 for 
completeness. It can be seen that the number of unplanned events is more than double 
the number of planned downtime events. 
 
Figure 4.18 Planned and unplanned downtime 
Finally, a graph of the department responsible for correcting the downtime is 
included in Figure 4.19, which shows that most downtime events are operational. 
 
Figure 4.19 Downtime by department 
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Counting the number of downtime events by “Minor” area of the shearer results 
in Table 4.9. This shows the electrical system of the shearer as being the most common 
cause of downtime, contributing to 36% of events. However, findings by Hoseinie et 
al. (2012) found that the water system, cable system, and electrical system contributed 
30%, 27%, and 14% respectively. 
Table 4.9 Shearer downtime reasons 
System Percent 
Electrical System         36% 
Cable System                    20% 
Ranging Arm               13% 
Haulage System            10% 
Hydraulic System          9% 
Water System 4% 
Cutter Drums              4% 
Radio System      3% 
All                       1% 
Operational Delays        1% 
 
4.4.3 Calculated digital data 
The following variables are calculated from the provided datasets. Table 4.10 
includes variables that were calculated from the machinery dataset and used in 
intermediate and final calculations. Table 4.11 includes variables that were calculated 
from the manually recorded downtime dataset.  
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Table 4.10 Calculated variables from machinery dataset 
Variable Align with Description Data type Unit 
ROMRate DateTime This is the derivative of the ROMWEEK signal. It 
is the rate at which ROM production takes place. 
Float Tonnes per minute 
ShearCountSpeed DateTime The speed that the shearer is advancing through the 
longwall. This is determined from 
SHEARCOUNT. 
Float Shear rate 
ShearerSpeed DateTime The speed of the shearer can be determined from 
the position of the shearer with time. The maximum 
speed is capped. 
Float Chocks/minute 
ShearerAccel DateTime The acceleration of the shearer can be determined 
from the speed of the shearer 
Float Chocks/s/s 
ShearerStationary DateTime The time periods for which the shearer is 
stationary. Represents downtime. This data can be 
used as a separate source of downtime information. 
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Table 4.11 Calculated variables from manually recorded downtime dataset 
Variable Align with Description Data type Unit 
StartHour DateTime The hour in the day that the downtime started from 0 to 23. Integer Hour 
StartDay DateTime The day of the week from 0 to 6 Integer Day 
StartDayUnique DateTime The date the downtime starts. This is the same as the 
DateTime variable, but with the time section removed. 
Format is “YYYY-MM-DD” 
String Date 
DowntimeEnd DateTime Calculated by adding the variable ‘Duration’ to the ‘Start’ 
variable. 
String N/A 
LWName DateTime Name of the longwall that was currently being mined when 
the downtime occurred. 
String N/A 
DowntimeLength DateTime The category that the downtime length falls into, either 




DateTime The total calendar time in minutes between when the 
previous downtime ended, to when this downtime began. 
Used for combing adjacent events. 
Integer Minutes 
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The first step in analysing the available variables was plotting the downtime 
durations. These are shown in Figure 4.20. To visually identify the separate longwalls, 
colour and different shaped markers have been used. Blue dots are longwall 1 (LW1), 
green squares are longwall 2 (LW2), red triangles are longwall 3 (LW3) and purple 
diamonds are longwall 4 (LW4). 
 
Figure 4.20 All downtime by duration 
This is further broken down in Figure 4.21, which groups the downtime events 
by whether they were planned or not. It can be seen that planned downtime events 
typically have shorter durations. 
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Figure 4.21 All downtime by longwall grouped by planned 
As well as plots of duration, the number of downtime events that occurred each 
day was counted and grouped by whether they were planned, as shown in Figure 4.22. 
This plot continues the trend of demonstrating that unplanned downtime is more 
disruptive than planned downtime, by showing that unplanned downtime occurs more 
often than planned downtime. 
 
Figure 4.22 Downtime events per day 
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Plots of the duration of downtime for each longwall, separated into planned and 
unplanned events, were assessed and are included in Appendix C. The plots show three 
things: unplanned downtime happens more often than planned downtime, most 
downtime durations are less than 120 minutes, and unplanned downtime lasts longer 
than planned downtime. No clear trends over the duration of each longwall were 
identified.  
Because most of the downtime duration were observed to be less than 120 
minutes, these durations will be labelled as “short” downtime events. Plots showing 
short downtime events are included in Appendix D. These graphs do not identify trends 
occuring over the duration of the longwalls.  
The number of unscheduled downtime events per longwall was also counted, 
plotted and included in Appendix E. This process was repeated for short downtime 
events, and the resulting plots are included in Appendix F. These graphs also displayed 
no clear patterns. These varied graph formats are included to demonstrate that there is 
no visible trend in the raw downtime data. Because of this, further attempts were made 
to remove noise from the downtime events. This excluded outliers, and overly common 
values. Because there are a many downtime events with durations of five minutes, 
these durations were excluded. These short duration downtime events were excluded 
because the smallest recordable downtime is five minutes. This means the five-minute 
downtime events may contain a higher percentage error in duration than other 
downtime durations. Removing these downtime events failed to reveal trends.  
The analysis of the two available datasets represents data that is typical of a mine 
or production system. There are variables from a wide range of assets, as well as 
multiple data sources. In the next section, the available data will be tested against 
hypothesis. 
4.5 HYPOTHESIS TESTING 
4.5.1 There is a positive relationship between shearer age and downtime 
On visual inspection of a large number of graphs, such as short downtime events, 
downtime grouped by equipment, unplanned downtime, and the number of downtime 
events per day, there was no visible trend in any of the graphs. Because downtime 
needed to be selected based on the shearer, the manually recorded downtime dataset 
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was used. An example of one of the graphs analysed is shown in Figure 4.23, which 
shows the duration of shearer downtime less than 120 minutes for LW1. 
 
Figure 4.23 Duration of shearer downtime during LW1 
The correlation of downtime duration with time is shown in Figure 4.24. This 
shows that the correlations are inconsistent between longwalls, with two positive 
correlations, and two negative correlations. 
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Figure 4.24 Shearer downtime duration for each longwall 
 
The number of shearer downtime events for each longwall was also analysed, as 
shown in Figure 4.25. In three of the longwalls, the number of shearer related 
downtime events decreases over time.  
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Figure 4.25 Number of shearer downtime events per day 
A large number of aggregation bins were tried, such as counting the number of 
downtime events each day, multiple days, or week, and no visual trend was present. 
Therefore the hypothesis that there is a positive relationship between shearer age and 
downtime is unsupported. A possible reason for this is that current scheduled 
maintenance practices taking place in the mine suitably combat increasing 
unscheduled downtime due to increasing equipment age. Another possible reason is 
that the equipment is operated within its design limits, resulting in low machine stress, 
and low rates of failures. A positive relationship between shearer age and downtime is 
unsupported, in both downtime duration and occurrence. 
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4.5.2 More scheduled downtime results in less unscheduled downtime 
There was no strong correlation between time shifted unscheduled downtime, 
and scheduled downtime. By correlating the number of scheduled downtime events 
with the unscheduled downtime events, the relationship between unplanned and 
planned maintenance was tested. The correlation was extremely weak, which leaves 
this hypothesis unsupported. This may be because the scheduled maintenance is 
inadequate, or does not take into account equipment condition. Another explanation is 
that intervention with the system by replacing old parts with new parts could increase 
wear and tear on parts that are not replaced, increasing the likelihood of unplanned 
downtime due to failure. 
4.5.3 Downtime occurs less often at night time 
The data supports the hypothesis that the duration of downtime events decreases 
at night time. However, the number of downtime events decreasing at night time is 
unsupported. The mean downtime duration of night time events was lower than 
daytime events. This could indicate the night events are less severe, since workers may 
be less willing to take risks at night. 
4.5.4 Harder rock has a positive relationship with downtime 
Harder rock having a positive relationship with downtime is unsupported, when 
estimating rock hardness using cutter head amps. The correlation between cutter amps 
and manually recorded downtime duration was not significant (p>0.05). It was 
observed that downtime duration spikes near the normal running amperage of the AFC 
motor. This may indicate that most downtime occurs during regular operating 
circumstances. The data can be seen in Figure 4.26. 
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Figure 4.26 Cutter amps and downtime duration 
4.5.5 Cutting speed has a positive relationship with downtime 
Shearer cutting speed has a negligible relationship with unplanned downtime 
duration (r<0.1), as shown in Figure 4.27. 
 
Figure 4.27 Shearer cutting speed and downtime duration 
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4.6 MULTIPLE REGRESSION 
A series of multiple regression models was developed to model mine efficiency. 
From the conceptual model, ROM was determined as the response variable of interest 
that includes the influence of downtime. Multiple models were built to predict the 
response variable, using different combinations of explanatory variables. After 
comparing several models, the model with the best performance for explaining ROM 
was selected. The model was originally specified by including all variables available 
from the datasets, then excluding variables based on domain knowledge and 
suitability. Data was aligned based on time that it was recorded. The first model fit 
was poor, due to noise and the spatial separation of underground equipment. The 
spatial separation of equipment meant that ROM weight as recorded by the weigher 
represented longwall production up to 30 minutes before that data was recorded. This 
caused time alignment at one-minute resolution to be inaccurate. To increase model 
power, the data was down-sampled into many different resolutions. Different data 
resolutions were tested based on various configurations, such as planning resolution, 
measurement resolutions, and shift resolutions. The most successful was a 12-hour 
data resolution, generating two data points per day. Based on the individual variable, 
either mean or count methods for down sampling were used. The reason 12 hours was 
tested is because it corresponds to the shift length of mine workers. This down 
sampling overcame the time dependence issue where ROM took a finite amount of 
time to travel and affect each equipment variable. 
4.6.1 Predicting production 
The model with the highest prediction power would contain all available 
variables of significance. However, because the aim is to understand the factors 
affecting production, the variables have been reduced, especially where variables 
represent the same underlying factors. An example of this is the running speed of 
multiple conveyors. During operation, speed is set at a fixed value. In the event of 
downstream failure, the upstream conveyors shut off. This means conveyor speed is 
also a representation of availability, and that signal variance is low (either at the set 
speed, or zero). Variables such as these were considered for combination in order to 
reduce the model’s complexity. 
The response variable was the ROM production rate in tonnes, which was 
calculated as the derivative of the weekly weigher signal. The average ROM 
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production rate over 12 hours was then filtered to remove outliers. This filtering is 
because small rates represent a longwall move. This removes longwall move periods 
from the dataset. The final model had a coefficient of multiple determination (R2) of 
0.517. The explanatory variables contained in the model are shown in Table 4.12 
below. 
The model was created with chosen variables from the machinery and calculated 
datasets. The final variables were chosen using a combination of significance level and 
suitability of the independent variable to predict the output variable. The dependent 
variable was set to be the ROM production rate per minute. Bivariate scatter plots of 
each of the variables included in the model are included in Appendix G. The model 
with the best performance was selected and is shown in Table 4.12, and is based on 
392 observations that represent 196 days of mining operations. The model is shown 
below mathematically.  
𝑅𝑂𝑀𝑅𝑎𝑡𝑒 =  −20.757 +  0.179𝐴𝐹𝐶𝐴𝑀𝑃𝑆 + 0.096𝐶𝑜𝑛𝑣𝑎𝑚𝑝𝑠 + .129𝐶𝑢𝑡𝑡𝑒𝑟𝑎𝑚𝑝𝑠
+ 𝜀𝑖  𝑤ℎ𝑒𝑟𝑒 𝜀𝑖 ∽ 𝑛𝑜𝑟𝑚𝑎𝑙(0, 3.9)   
Table 4.12 Production model 
R2 = 0. 517 Coeff Std. Err t Sig. 
Intercept -20.757 2.538 -8.178 <.001 
AFC motor amps 0.179 .018 9.897 <.001 
Conveyor (after maingate) amps 0.096 .018 5.396 <.001 
Shearer tail cutter amps .129 .043 2.985 .003 
 
The histogram is included in Figure 4.28 and looks normal with a mean close to 
0 and a standard deviation of 0.996. 
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Figure 4.28 Regression residual histogram 
 
Included in Figure 4.29 is the model P-P plot, which also looks normal. These 
expected and observed cumulative probabilities closely follow each other. This 
supports the argument that the proposed model is reasonable. 
 
Figure 4.29 Production model P-P plot 
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A scatterplot of the model residuals is shown in Figure 4.30. The scatterplot 
appears random and display no clear trends in the residuals. Because of this, and 
evidence based on previous plots, the suitability of the proposed model is supported. 
 
Figure 4.30 Production model scatterplot 
There is strong evidence that AFC motor amps, conveyor amps (after the main 
gate conveyor), and shearer tailgate cutter amps have a relationship with the ROM 
production rate of a mine. All three variables should be used in a model to predict mine 
output. As expected, these predictors also contain downtime factors. AFC motor amps 
is a compound signal that represents the loading of the AFC conveyor. Since this 
conveyor is designed to run at a constant speed, the amps change to meet this 
requirement. More ROM on the AFC conveyor slows down the conveyor speed, so the 
AFC motor amps must increase to return the speed to the design speed. Heavier loads 
on the conveyor chain require increased motor amps. In this way, the motor amps is a 
proxy measure for weight, and also contains information about downtime and 
underutilisation. The AFC conveyor is physically close to the shearer, and shares the 
same downstream components. What is interesting is how similar the two signals are 
when compared directly. Below are graphs of the raw signals. Figure 4.31 shows 
weigher ROM rate of change, and Figure 4.32 shows the AFC motor amps. 
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Figure 4.31 Weigher rate of change 
 
Figure 4.32 AFC motor amperage 
The model of production contains AFC motor amps as a very strong predictor of 
weigher rate of change. This relationship is difficult to see in Figure 4.31 and Figure 
4.32, due to the high resolution. After down sampling these signals to 12-hour buckets, 
the similarities become clearer, as shown in Figure 4.33 and Figure 4.34.  
 
Figure 4.33 Resampled weigher rate of change 
 
Figure 4.34 Resampled AFC motor amperage 
The conveyor amps contribution to ROM output show that a large part of the 
variance is can be described by conveyor motor amps. The important role that 
conveyors play in determining mine output is supported, and the model suggests 
conveyors are especially important in optimising production. 
4.6.2 Interpretation of modelling results  
Analysing the conditional effects of the variables in the production model by 
holding other factors constant, if we increase AFC motor amps by 1, the expected 
ROM per minute output increases by 0.179 (179 kg). This factor takes into account 
availability and utilisation of the shearer, since the amps on the AFC motor represent 
the power required to move the AFC conveyor chains. The power required to move 
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the chains increases with more ROM coal on the conveyor. The amount of ROM coal 
on the conveyor at any time is a function of shearer availability and utilisation. 
The other variables in the model correspond to downstream conveyor operation. 
Holding all other variables constant, if the amps on the downstream conveyor is 
increased by 1, the number of ROM tonnes per minute is expected to increase by 0.096 
or 96 kg. The conveyor represents a smaller subset of the operation of mine equipment 
than the AFC because it has less downstream components. The inclusion of this factor 
makes the model more accurate. The cutter amps of the shearer tail gate cutter is also 
present in the model. Holding all other variables constant, if the cutter amps of the 
tailgate cutting drum is increased by 1, the number of ROM tonnes per minute is 
expected to increase by 0.129 or 129 kg. 
Overall, the model supports that conveyor operation is the most important factor 
for explaining ROM output variation in a longwall mine. This is because of the 
presence of two measure of conveyor operation in the model. To maximise output, 
conveyor operation and availability should be maximised.  
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Chapter 5: Conclusions 
This chapter summarises the main findings (section 5.1); discusses the 
limitations of the research (section 5.2); suggests topics for future research based on 
these limitations (section 5.3); and finally makes recommendations for implementing 
the findings for industry (section 5.4). 
5.1 MAIN FINDINGS 
This thesis provides a contribution to knowledge that improves our 
understanding of the nature of relationships between longwall production, downtime, 
and maintenance activities. In seeking to optimise efficiency of longwall mining 
operations, the assets of most interest to mine operators are the conveyors, followed 
by the shearer. Of these, the factors that best explain production output are the motor 
amps on conveyors downstream of the shearer, and shearer cutter head amps. The 
amps on the AFC are a direct result of shearer operation. By identifying predictors of 
mine efficiency, a practical model using variables from an underground coal mine to 
explain production was proposed. The model emphasises the role that conveyors play 
in determining the efficiency of underground mining operation. The importance of the 
AFC specifically was supported by Balaba and Ibrahim (2011). One explanation for 
this is that conveyor operational data is able to represent each of the three factors that 
contribute to ROM, as described in the conceptual model shown in Figure 5.1. 
 
Figure 5.1 Conceptual framework 
Downtime and runtime are two factors that describe availability. The importance 
of availability was identified by Kuruppu (2004) as one significant parameter that can 
help to prevent downtime and reduce costs. This research also built on the work of 
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Balaba and Ibrahim (2011) that showed a poorly maintained AFC can result in high 
unreliability costs, through lost production. Because of this, a focus on the AFC and 
downstream conveyor performance when trying to optimise mine efficiency and 
tonnage output, is recommended. This is because modelling supported that AFC motor 
amps, which is a load factor, was the most important predictor of output tonnage. This 
information may help improve the measurement of deterioration in mining equipment 
and builds upon Shishvan and Benndorf (2014) in the area of performance 
optimisation. By measuring the ratio of AFC motor amps to output, and comparing the 
values over time, increased amps for the same output may be used to measure 
equipment wear and the need for condition based maintenance. 
This research also provides a contribution to knowledge of data issues that may 
be present in data gathered about downtime, as well as the usefulness of machinery 
data. Issues exist regarding data quality of downtime data collection, and 
improvements can be made to ensure that more accurate and usable data is recorded. 
Possibly methods of improving downtime data collection is to more precisely record 
durations and start times of downtime. This can assist in augmenting current systems, 
and designing future data collection systems so that recorded data is of greater use. In 
developing models, this thesis chose to ignore the manually recorded downtime data 
due to data censoring issues, start time patterns associated with shift times, and 
inconsistency between sources, as further discussed below. 
There were significant differences between manually recorded downtime, and 
downtime generated from the shearer position on the longwall. This is interpreted as 
the difference between utilisation and availability, however in practice this may 
represent downtime not being accurately recorded. Generation of downtime from 
shearer position provided an alternative picture of all downtime. The difference in 
downtime sources was that the automatic downtime generation was able to compute 
multiple downtime events of much shorter duration, such as one to four minutes. These 
downtime events were not present in the manually recorded downtime dataset. 
Automated downtime generation picked up many more longwall downtime events of 
shorter durations. This difference needs further analysis to determine whether the 
ability for human observers to combine several shorter unreported events into a 
combined longer reported downtime is beneficial. It should be noted that while 
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downtime data such as major, minor and detail was not important for modelling 
efficiency, it may be useful for other techniques such as root cause analysis (RCA). 
Also of interest is the cost of data collection and storage, combined with 
accuracy trade off. Highly accurate data, such as data collected at finer time resolution 
by human observers, may be more costly to gather than using current data gathering 
practices. This is an important factor, since the data collection costs need to be justified 
and results should be produced that provide insight into improving operations. As an 
intermediate step, multiple sources of data are a good starting place to ensure data 
quality and integrity. 
In general, downtime events within underground mining appear to be short 
(median duration of digitally generated downtime was four minutes), and the time 
between successive downtime is short (median time between digitally generated 
downtime events was 11 minutes). With multiple downtime events every hour of 
operation, there is room for improvement. Due to the large number of downtime 
events, more opportunistic maintenance could be beneficial, especially if applied as 
part of a condition monitoring and preventive maintenance scheme. The right mix of 
maintenance strategies for a longwall mining operation needs consideration, since the 
optimum balance between preventative maintenance, corrective maintenance and 
opportunistic maintenance varies between industries (Stenström et al. 2015). 
Pre-analysis of existing data did not reveal relationships in the datasets. 
However, pre-analysis did reveal interesting data peculiarities. The most useful 
outcome of pre-analysis was the benefit of uncovering data biases, and the ability to 
remove less helpful information. This shows that modelling underground mining 
operations, using techniques such as multiple linear regression, may provide more 
useful avenues for interpreting data. 
One problem in attempting to better measure efficiency and efficient use of 
mining assets in particular, is the underutilisation of existing data to examine the 
operation and productivity of the mining process. This can be seen in the way that data 
is aggregated. Weekly resets create a weekly counter that charts each week against the 
next. This creates bad weeks, and good weeks. With each week, the operation has a 
fresh start, with issues from last week’s operation buried by resetting counters. The 
wiping clean of data may be harmful for tracking performance. Data useability would 
be enhanced if aggregated values were removed from the collection process, and only 
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values relating to the last minute be recorded. For example, data by shift, or by hour, 
as opposed to data reported weekly. Having a weekly accumulated resetting variable 
is of questionable use, since the only time the data is of use is after the week has 
concluded. 
5.2 LIMITATIONS 
Limitations of this research lie with the available datasets. Because the analysis 
and model is based on a single underground mine, it is difficult to predict how much 
influence the mining company and geography has on the results. While this research 
provides general guidance about improving longwall mining efficiency, the findings 
need to be tested against longwall mines operating in different geographic regions, and 
under different mining companies.  
5.3 FUTURE RESEARCH 
Future research involves expanding the breadth of the model. The data used in 
this research only considers the underground portion of a longwall mine. Incorporating 
above-ground operations, such as coal handling and processing plants, stock piling and 
shipping, may help to better understand factors that contribute to increased efficiency. 
With the similarities drawn with manufacturing processes, mining efficiency could be 
improved with increased cross industry knowledge implementation. Financial data, 
which is often difficult to come by, would also help to improve the efficiency model, 
by more accurately being able to describe costs incurred during production. As Simoes, 
Gomes and Yasin (2011) argue, more research is needed to examine human factors, 
especially the relationship and skills shared between operators and maintenance 
technicians. By integrating human factor variables into the model, such as operator 
skill and work practices, the model power is expected to increase, because work 
practices play a large role in determining productivity (Lumley and McKee 2014). 
With more data, predicting system-wide downtime from operational data and 
past downtime events may give more insight into factors impacting mine efficiency, 
and can also be used to support results. Different scenarios, such as in surface mines 
and in the use of different commodities, present further areas that research could be 
directed. Also, more advanced techniques to better understand the relationship 
between different factors could be used. Some of these techniques include structural 
equation modelling (SEM) (Ullman and Bentler 2003). 
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5.4 RECOMMENDATIONS 
The downtime data minimum duration of five minutes and maximum of 720 
minutes causes inaccurate downtime recording. This may be due to a system limitation, 
recording downtime that allows the smallest downtime duration of five and a max of 
720. This limitation could be based on the maximum shift length of 12 hours. The 
maximum reported length of a downtime event is also the duration of shift length. To 
more precisely understand what is going on with downtime, this research makes the 
following contributions to practice, through the following recommendations. 
1. Record downtime truthfully and accurately, without shift influence factors. 
This means that there is no maximum duration for the length of a single 
downtime event. As a result, two downtime reporting systems may need to 
be implemented, or the capabilities of existing systems extended. Minimum 
durations for recorded downtime events may still need to be preserved to 
limit the burden of over reporting; however more accurate start time will 
help, such as the nearest minute or second the downtime begins. 
2. Attribute blame from multiple equipment areas into a single downtime 
event. If the current downtime reporting system does not allow for multiple 
sources of failure to be entered, the recorded information is open to 
interpretation. This is because downtime records may unintentionally hide 
information if multiple sources of downtime are present at any one time. 
3. Record downtime without rounding the duration or start time. Rounding 
downtime presents issues when aligning data from different sources. An 
alternative to recording downtime duration would be to record the return to 
service time. This may help to remove bias in downtime duration reporting. 
4. Decrease or remove data aggregation. The use of aggregation with weekly 
reset fails to recognise the continuous nature of operations. If performance 
is being measured by weekly totals, then trends based on this number are 
much slower to realise than trends based on a shorter time interval. 
Detecting trends early may help to better manage variation in performance. 
Daily or shift based aggregation periods would provide more information 
and quicker feedback.  
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The above recommendations are aimed at increasing the usefulness of the data, 
which was an issue identified by Tsang (2002). General recommendations related to 
the dataset include the observations that planned downtime is based on fixed time 
periods, and that runtime or tonnage does not appear to be factored into planned 
downtime.  
Increasing efficiency is complex, especially when presented with many variables 
that lack explanatory power. Examples of this include the discrete weigher production 
records that include five levels of production rather than continuous production 
fluctuations. This allows production output to be summarised into zero, low, medium, 
high, and very high values. These discrete levels restrict the ability of output to 
fluctuate with change in inputs. Because of this, the behaviour of the system is difficult 
to model without down sampling. It also cannot be ignored that human factors play a 
role (Amadi-Echendu et al. 2007). A reason for the 12-hour down sampling being the 
most effective may be because shift lengths are also 12 hours in length. It is suspected 
that human factors have a large impact on production. The trouble is in measuring 
these human factors so that analysis can be undertaken. In environments such as 
underground mining, the operators are much more than machine minders, and skill and 
experience should be taken into consideration when building a model. Likewise, data 
relating to the skill and experience of work teams could play a role in determining the 
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Machinery dataset (full) 
Graphs of the available machinery dataset over the full duration of data 
availability. Five variables per page, with 25 variables total. 





















Machinery dataset (1 month) 
Graphs of the available machinery dataset over one month duration. Five 
variables per page, with 25 variables total. 
 
Figure B1 
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Appendix C 
All downtime durations by longwall, grouped by if the downtime was planned 
The x axis of UnixTime is the time in seconds from 01/01/1970. The y axis is 
minutes, which is the duration of the downtime. There are two plots for each longwall. 
















All short downtime durations by longwall, grouped by if the downtime was 
planned 
These graphs show downtime durations for downtime events less than 120 
minutes in duration. The x axis of UnixTime is the time in seconds from 01/01/1970. 
The y axis is minutes, which is the duration of the downtime. There are two plots for 
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Appendix E 
All downtime events, count per day, by longwall, grouped by if the downtime 
was planned 
These graphs count the number of downtime events that occurred each day. 
Downtime events are separated into two categories for each longwall. The two 
















All short downtime events, count per day, by longwall, grouped by if the 
downtime was planned 
These graphs count the number of short downtime events that occurred each day. Short 
downtime events were events that had a duration less than 120 minutes. Downtime 
events are separated into two categories for each longwall. The two categories are 
planned downtime events, and unplanned events. 
Figure F.1 
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Appendix G 
Multiple linear regression explanatory variable scatterplots 
These graphs plot the relationship between the explanatory variables and dependant 
output variable. 
 
Figure G.1 
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Figure G.2 
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