We present an improved comparison of the strong coupling of the gluon to light (q l = u+d+s), 
Introduction
In order for Quantum Chromodynamics (QCD) [1] to be a gauge-invariant renormalisable field theory it is required that the strong coupling between quarks (q) and gluons (g), α s , be independent of quark flavor. This basic ansatz can be tested directly in e + e − annihilation by measuring the strong coupling in events of the type e + e − → qqg for specific quark flavors. Whereas an absolute determination of α s using such a technique is limited, primarily by large theoretical uncertainties, to the 5%-level of precision [2] ,
a much more precise test of the flavor-independence can be made from the ratio of the couplings for different quark flavors, in which most experimental errors and theoretical uncertainties cancel. Furthermore, the emission of gluon radiation in bb events is expected [3] to be modified relative to that in q l q l (q l =u+d+s) events due to the large b-quark mass, and comparison of the rates for Z 0 → bbg and Z 0 → q l q l g may allow [7] due to the small data sample and limited heavy-quark tagging capability. These studies made the simplifying assumptions that α to a precision of ±0.009, and, under the assumption of a flavor-independent strong coupling, derived a value of the running b-mass [5] ; this issue will be discussed in Section 6. [8, 9] , but these measurements were insensitive to any differences among α s values for the non-b-quarks.
The ALEPH Collaboration also measured α bc s /α uds s to a precision of ±0.023 [9] , but in this case there is no sensitivity to a different α s for c and b quarks.
The OPAL Collaboration has measured α 21 . In that analysis the precision of the test was limited by the kinematic signatures used to tag c and light-quark events, which suffer from low efficiency and strong biases against events containing hard gluon radiation. In our previous study [11] we used hadron lifetime information as a basis for separation of bb, cc and light-quark events with relatively small bias against 3-jet final states. We verified flavor-independence to a precision of δα Furthermore, an important advantage of the method is that it has low bias against ≥ 3-jet events. In addition to using an improved flavor-tagging technique, this analysis utilises a data sample three times larger than that used for our previous measurement, and allows us to test the flavor independence of strong interactions to a precision higher by roughly a factor of three. Finally, quark mass effects in Z 0 → qqg events have recently been calculated [12, 13] at next-to-leading order in perturbative QCD, and are non-negligible on the scale of our experimental errors; we have utilised these calculations in this analysis.
Apparatus and Hadronic Event Selection
This analysis is based on roughly 150,000 hadronic events produced in e + e − annihilations at a mean center-of-mass energy of √ s = 91.28 GeV. A general description of the SLD can be found elsewhere [14] . The trigger and initial selection criteria for hadronic Z 0 decays are described in Ref. [15] . This analysis used charged tracks measured in the Central Drift Chamber (CDC) [16] and in the Vertex Detector (VXD2) [17] . Momen- The event thrust axis [18] was calculated using energy clusters measured in the Liquid Argon Calorimeter [19] .
A set of cuts was applied to the data to select well-measured tracks and events well contained within the detector acceptance. Charged tracks were required to have a distance of closest approach transverse to the beam axis within 5 cm, and within 10 cm along the axis from the measured IP, as well as | cos θ| < 0.80, and p ⊥ > 0.15 GeV/c.
Events were required to have a minimum of seven such tracks, a thrust axis polar angle w.r.t. the beamline, θ T , within | cos θ T | < 0.71, and a charged visible energy E vis of at least 20 GeV, which was calculated from the selected tracks assigned the charged pion mass. The efficiency for selecting a well-contained Z 0 → qq(g) event was estimated to be above 96% independent of quark flavor. The selected sample comprised 77,896 events, with an estimated 0.10 ± 0.05% background contribution dominated by
For the purpose of estimating the efficiency and purity of the event flavor-tagging procedure we made use of a detailed Monte Carlo (MC) simulation of the detector. The JETSET 7.4 [20] event generator was used, with parameter values tuned to hadronic e + e − annihilation data [21] , combined with a simulation of B-hadron decays tuned [22] to Υ(4S) data and a simulation of the SLD based on GEANT 3.21 [23] . Inclusive distributions of single-particle and event-topology observables in hadronic events were found to be well described by the simulation [15] . Uncertainties in the simulation were taken into account in the systematic errors (Section 5).
Flavor Tagging
Separation of the accepted event sample into tagged flavor subsamples was based on the invariant mass of topologically-reconstructed long-lived heavy-hadron decay vertices, as well as on charged-track impact parameters in the plane normal to the beamline.
In each event a jet structure was defined as a basis for flavor-tagging by applying the 'JADE' jet-finding algorithm [24] to the selected tracks; a value of the normalised jet-jet invariant-mass parameter y c = 0.02 was used. The impact parameter of each track, d, was given a positive (negative) sign according to whether the point-of-closest approach to its jet axis was on the same side (opposite side) of the IP as the jet. Charged tracks used for the subsequent event flavor-tagging were further required to have at least 40 hits in the CDC, with the first hit at a radial distance of less than 39 cm from the beamline, at least one VXD2 hit, a combined CDC + VXD2 track fit quality of χ In each jet we then searched for a secondary vertex (SV), namely a vertex spatially separated from the measured IP. In the search those tracks were considered that were assigned to the jet by the jet-finder. Individual track probability-density functions in 3-dimensional co-ordinate space were examined and a candidate SV was defined by a region of high track overlap density; the method is described in detail in [25] . A SV was required to contain two or more tracks, and to be separated from the IP by at least 1 mm. We found 14,096 events containing a SV in only one jet, 5817 events containing a SV in two jets, and 54 events containing a SV in more than two jets. The selected SVs comprise, on average, 3.0 tracks. These requirements preferentially select SVs that originate from the decay of particles with relatively long lifetime. In our simulated event sample a SV was found in 50% of all true b-quark hemispheres, in 15% of true c-quark, and in < 1% of true light-quark hemispheres [25] , where hemispheres were defined by the plane normal to the thrust axis that contains the IP.
Due to the cascade structure of B-hadron decays, not all the tracks in the decay chain will necessarily originate from a common decay point, and in such cases the SV may not be fully reconstructed in bb events. Therefore, we improved our estimate of the SV by allowing the possibility of attaching additional tracks. First, we defined the vertex axis to be the straight line joining the IP and the SV centroids, and D to be the distance along this axis between the IP and the SV. The invariant mass, M ch , of each SV was then calculated by assigning each track the charged pion mass. In order to account partially for the effect of neutral particles missing from the SV we applied a kinematic correction to the calculated M ch . We added the momentum vectors of all tracks forming the SV to obtain the vertex momentum, P vtx , and evaluated the magnitude of the component of the vertex momentum tranverse to the vertex axis, P t . In order to reduce the effect of the IP and SV measurement errors, the vertex axis was varied within an envelope defined by all possible cotangents to the error ellipsoids of both the IP and the SV, and the minimum P t was chosen. We then defined the P t -corrected vertex mass,
The distributions of M vtx and P vtx are shown in Fig. 1 ; the data are reproduced by the simulation, in which the primary event-flavor breakdown is indicated. The region
2 is populated predominantly by Z 0 → bb events, whereas the region M vtx < 2 GeV/c 2 is populated roughly equally by bb and non-bb events.
In order to optimise the separation among flavors we examined the two-dimensional distribution of P vtx vs. M vtx . The distribution for events containing a SV is shown in Fig. 2 for the data and simulated samples; the data ( Fig. 2a) are reproduced by the simulation (Fig. 2b) . The distributions for the simulated subsamples corresponding to true primary bb, cc, and q l q l events are shown in Figs. 2c, 2d and 2e respectively.
In order to separate bb and cc events from each other, and from the q l q l events, we defined the regions:
(C) all remaining events containing a SV. The boundaries of regions (A) and (B) are indicated in Figs. 2c and 2d , respectively, and all three regions are labelled in Fig. 2f .
The b-tagged sample (subsample 1) was defined to comprise those events containing any vertex in region (A). For the remaining events containing any vertex in region (B) we examined the distribution of the impact parameter of the vector P vtx w.r.t.
the IP, δ vtx (Fig. 3) ; according to the simulation true primary cc events dominate the population in the region δ vtx < 0.02 cm. Therefore, we defined the c-tagged sample (subsample 2) to comprise those events in region (B) with δ vtx < 0.02 cm.
Events containing no selected SV were then examined. For such events the distribution of N sig , the number of tracks per event that miss the IP by d > 2σ d , is shown in Fig. 4 . The uds-tagged sample (subsample 3) was defined to comprise those events with N sig = 0. All events not assigned to subsamples 1,2 or 3 were defined to comprise the untagged sample (subsample 4). Using the simulation we estimated that the efficiencies ε ji for selecting events (after acceptance cuts) of type i (i = b, c, uds, )
into subsample j (1 ≤ j ≤ 4), and the fractions Π ji of events of type i in subsample 
Jet Finding
For the study of flavor-independence the jet structure of events was reconstructed in turn using six iterative clustering algorithms. We used the 'E', 'E0', 'P', and 'P0' variations of the JADE algorithm, as well as the 'Durham' ('D') and 'Geneva' ('G') algorithms [26] . In each case events were divided into two categories: those containing (i) two jets, and (ii) three or more jets. The fraction of the event sample in category (ii) was defined as the 3-jet rate R 3 . This quantity is infrared-and collinear-safe and has been calculated to O(α 2 s ) in perturbative QCD [26, 27] . For each algorithm we repeated the subsequent analysis successively across a range of values of the normalised jet-jet invariant-mass parameter y c , 0.005 ≤ y c ≤ 0.12. The ensemble of results from the different y c values was used to cross-check the consistency of the method. In the final stage an 'optimal' y c value was chosen for each algorithm so as to minimise the overall error on the analysis, and the spread in results over the algorithms was used to assign an additional uncertainty (Section 7).
Each of the six jet-finding algorithms was applied to each tagged-event subsample j, 1 ≤ j ≤ 3 (Section 3), as well as to the global sample of all accepted events ('all'). For each algorithm the 3-jet rate in each subsample was calculated, and the ratios R For each algorithm and y c value the R i 3 for each of the i quark types (i = b, c, uds) was extracted from a simultaneous maximum likelihood fit to n j 2 and n j 3 , the number of 2-jet and 3-jet events, respectively, in the flavor-tagged subsample (1 ≤ j ≤ 3), using the relations:
Here N is the total number of events after correction for the event selection efficiency, and f i is the Standard Model fractional hadronic width for Z 0 decays to quark type i.
The y c -dependent 3 × 3 matrices ε ji (2→2) and ε ji (3→3) are the efficiencies for an event of type i, with 2-or 3-jets at the parton level, to pass all cuts and enter subsample j as a 2-or 3-jet event, respectively. Similarly, the 3 × 3 matrices ε ji (2→3) and ε ji (3→2) are the efficiencies for an event of type i, with 2-or 3-jets at the parton level, to pass all cuts and enter subsample j as a 3-or 2-jet event, respectively. These matrices were calculated from the Monte Carlo simulation, and the systematic errors on the values of the matrix elements are discussed in Sections 5 and 6.
This formalism explicitly accounts for modifications of the parton-level 3-jet rate due to hadronisation, detector effects, and flavor-tagging bias. The latter effect is evident, for the E0 algorithm, in Fig. 5a , where it can be seen that the measured values of R j 3 /R all 3 are below unity for subsamples j = 1,2 and 3, implying that the flavor tags preferentially select 2-jet rather than 3-jet events. For example, at y c = 0.02 the normalised difference in efficiencies for correctly tagging a 2-jet event and a 3-jet event of type i in subsample j are B 1,b =5.7%, B 2,c =14.5%, and B 3,uds =4.1%,
; these biases are considerably smaller than those found in [10] , which resulted from the kinematic signatures employed for flavor-tagging. It should be noted that, as a corollary, the untagged event sample, subsample 4, contains an excess of 3-jet events (Fig. 5a ). Similar results were obtained for the other jet algorithms (not shown).
Equations 1 were solved using 2-and 3-jet events defined in turn by each of the six jet algorithms to obtain the true 3-jet rates in Z 0 → q l q l , cc and bb events, R 
Experimental Systematic Errors
We considered sources of experimental systematic uncertainty that potentially affect our measurements of R In the category of detector modelling uncertainty we considered the charged-particle tracking efficiency of the detector, as well as the smearing applied to the simulated charged-particle impact parameters in order to make the distributions agree with the data. An extra tracking inefficiency of roughly 3.5% was applied in the simulation in order to make the average number of charged tracks used for flavor-tagging agree with the data. We repeated the analysis in turn without this efficiency correction, and with no impact-parameter smearing, in the simulation.
A large number of measured quantities relating to the production and decay of charm and bottom hadrons are used as input to our simulation. In bb events we have considered the uncertainties on: the average charged multiplicity of B-hadron decays, the B-hadron fragmentation function, the production rate of b-baryons, the Bmeson and B-baryon lifetimes, the inclusive production rate of D + mesons in B-hadron decays, and the branching fraction for Z 0 → bb, f b . In cc events we have considered the uncertainties on: the branching fraction f c for Z 0 → cc, the charmed hadron fragmentation function, the inclusive production rate of D + mesons, and the charged multiplicity of charmed hadron decays. We also considered the rate of production of secondary bb and cc from gluon splitting in qqg events. The values of these quantities used in our simulation and the respective variations that we considered are listed in Table 1 .
Statistical errors resulting from the finite size of the Monte Carlo event sample were estimated by generating 1,000 toy Monte Carlo datasets of the same size as that used in our data correction procedure, evaluating the matrices ε (Eq. 1) for each, unfolding the data, and calculating the r.m.s. deviation of the distributions of the resulting R values.
As an example, for the E0 algorithm at y c = 0.02 the errors on R . The choice of an optimal y c value is discussed in Section 6, and the combination of results from the six jet algorithms is discussed in Section 7.
Theoretical Uncertainties and Translation to α s Ratios
We considered sources of theoretical uncertainty that potentially affect our measurements. The ratios R 
Hadronisation Uncertainties
The intrinsically non-perturbative process by which quarks and gluons fragment into the observed final-state hadrons cannot currently be calculated in QCD. Phenomenological models of hadronisation have been developed over the past few decades and have been implemented in Monte Carlo event-generator programs to facilitate comparison with experimental data. We have used the models implemented in the JETSET 7.4 and HERWIG 5.9 [28] programs to study hadronisation effects; these models have been extensively studied and tuned to provide a good description of detailed properties of hadronic final states in e + e − annihilation; for a review of studies at the Z 0 resonance see [29] . Our standard simulation based on JETSET 7.4 was used to evaluate the efficiency and purity of the event-flavor tagging, as described in Section 4, as well as for the study of experimental systematic errors described in Section 5.
We investigated hadronisation uncertainties by calculating from the Monte Carlogenerated event sample the ratios:
where i = c or b, parton refers to the calculation of the quantity in brackets at the parton-level, and hadron refers to the corresponding hadron-level calculation using stable final-state particles. We recalculated these ratios by changing in turn the parameters Q 0 and σ q in the JETSET program ‡ and generating 1-million-event samples.
We also recalculated these ratios by using the HERWIG 5.9 program with default parameter settings. For each variation we evaluated the fractional deviation ∆r i w.r.t. the standard value:
and the corresponding deviations on R were added in quadrature. No strong dependence of this combined error on y c was observed [30] , but an 'optimal' y c value for each algorithm was then identified that corresponded with the smallest error. In the case of the E and G algorithms slightly larger y c values were chosen so as to ensure that the O(α 2 s ) calculations for massive quarks were reliable [31] . The chosen y c value for each algorithm is listed in Table 2 , together with the corresponding values of the ratios 
Translation to α s Ratios
The test of the flavor-independence of strong interactions can be expressed in terms of the ratios α using the next-to-leading-order perturbative QCD calculation:
where the coefficients A, B and C represent, respectively, the leading-order (LO) perturbative QCD coefficient for the 3-jet rate, the next-to-leading-order (NLO) coefficient for this rate, and the leading-order coefficient for the 4-jet rate. Next-to-leading-order contributions to the 4-jet rate, and contributions from ≥ 5-jet rates, are represented by the terms of O(α 3 s ). These coefficients depend implicitly upon the jet algorithm as well as on the scaled-invariant-mass-squared jet resolution parameter y c ; for clarity these dependences have been omitted from the notation. For massless quarks calculations of the coefficients A, B and C have been available for many years [26, 27] . Table 3 .
For illustration, the measured ratios R For c-quarks mass effects are expected to be O(1%) or less [31] , which is much smaller than our statistical error of roughly 4% on R c 3 /R uds 3 . The effects of non-zero c-quark mass, and of the light-quark masses, will hence be neglected here. We used values of A uds , B uds and C uds from Ref. [26] . § In our previous study [11] only the relevant tree-level calculations for 3-jet and 4-jet final-states were available. These ratios are listed in Table 2 , together with the corresponding statistical and experimental systematic errors, and the hadronisation uncertainties. We then evaluated sources of uncertainty in this translation procedure. From an operational point of view these affect the values of the coefficients A, B and C used for the translation. For each variation considered the relevant A, B or C were reevaluated, the ratios α We considered the effects of the uncalculated higher-order terms in Eq. (2) . In these ratios the effects of such higher-order contributions will tend to cancel. Nevertheless we have attempted to evaluate the residual uncertainty due to these contributions. We first considered 3-jet contributions and varied the NLO coefficient B; for each jet algorithm we varied simultaneously the renormalisation scale µ and α uds s in the ranges allowed by fits to the flavor-inclusive differential 2-jet rate [15] ¶ . In addition, we considered next-to-leading order (NLO) contributions to the 4-jet rate. Although these enter formally at O(α 3 s ) in Eq. (2), operationally they may be estimated by variation of the LO coefficient C i . Since the 4-jet rate has been calculated recently complete at NLO for massless quarks [32] , these terms can be estimated reliably. For our jet algorithms ¶ Heavy-quark mass and possible flavor-dependent effects are negligible on the scale of the large errors considered on α uds s for this purpose.
and y c values Dixon has evaluated the LO and NLO 4-jet contributions [33] . Based on these calculations we varied the coefficient C by ±100%. For each jet algorithm, at the chosen y c value, the measured contribution to R 3 from ≥5-jet states was smaller than 1% and the corresponding O(α 3 s ) contributions to Eq. (2) were neglected. These uncertainties are summarised in Table 4 . The deviations for each variation considered were added in quadrature to define a total translation uncertainty on Table 2 .
Comparison of α s Ratios
The α For each jet algorithm n, the statistical and experimental systematic errors were added in quadrature with the hadronisation and translation uncertainties (Table 2) to define a total error σ 
where w i n is the weight for each algorithm:
The average statistical and experimental systematic errors were each computed from:
where E i is the 6 × 6 covariant matrix with elements: Table 2 , and assigned this scatter between the results from different algorithms as an additional theoretical uncertainty. The average translation and hadronisation uncertainties were added in quadrature together with the r.m.s. deviation to define the total theoretical uncertainty.
We obtained: 
Cross-checks
We performed a number of cross-checks on these results. First, we varied the event selection requirements. The thrust-axis containment cut was varied in the range 0.65 < | cos θ T | < 0.75, the minimum number of charged tracks required was increased from 7 to 8, and the total charged-track energy requirement was increased from 20 to 22 GeV.
In each case results consistent with the standard selection were obtained. Firstly, we used more efficient tags for primary bb and cc events. We applied the scheme described in Section 3, but with a looser definition of region (A) to include vertices with M vtx > 1.8 or P vtx +10 < 15M vtx .
We also removed the cut on the vertex impact parameter, δ vtx , used to define the ctagged sample, and region (B) was redefined to comprise only events with N sig ≥ 1 and containing a SV with P vtx > 5 ⊕ P vtx + 10 > 15M vtx . Second, we repeated this modified scheme, but increased the efficiency for light-quark tagging by requiring tracks that miss the IP by at least 3σ d to be counted in N sig for the definition of the uds-tagged sample. Third, we did not use vertex momentum information for the tag definitions;
we used instead only vertex mass information to define region (A): M vtx > 1.8, and Region (B): M vtx < 1.8, with the uds-tagged sample defined as in Section 4. Finally, we tried a variation in which we used event hemispheres as a basis for flavor-tagging, rather than jets as defined in Section 3; this tag is similar to that used in our recent study of the branching fraction for Z 0 → bb [34] . In all cases results statistically consistent with our standard analysis were obtained [30] .
We also performed an analysis using a similar flavor-tagging technique to that reported in our previous publication [11] . We counted the number of tracks per event,
This distribution is shown in Fig. 7 ; the data are well described by our Monte Carlo simulation. For the simulation, the contributions of events of different quark flavors are shown separately. The leftmost bin contains predominantly events containing primary u, d, or s quarks, while the rightmost bins contain a pure sample of events containing primary b quarks. the event sample was divided accordingly into five subsamples according to the number of 'significant' tracks: 
Summary and Discussion
We have used hadron lifetime and mass information to separate hadronic Z 0 decays into tagged bb, cc and light-quark event samples with high efficiency and purity, and small bias against events containing hard gluon radiation. From a comparison of the rates of multijet events in these samples, we obtained: We find that the strong coupling is independent of quark flavor within our sensitivity. These results are consistent with, and supersede, our previous measurements [11] , and are substantially more precise; they are also consistent with measurements performed at LEP using different flavor-tagging techniques [5, 8, 9, 10] . A summary of these results is given in Fig. 8 . Our comprehensive study, involving six jet-finding algorithms, and the inclusion of the resulting r.m.s. deviations of results as additional uncertainties, represents a conservative procedure. 
