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In this article, we illustrate the scaling properties of a family of solutions for N attractive bosonic
atoms in the limit of large N. These solutions represent the quantized dynamics of solitonic degrees
of freedom in atomic droplets. In dimensions lower than two, or d = 2− , we demonstrate that the
number of isotropic droplet states scales as N3/2/1/2, and for  = 0, or d = 2, scales as N2. The
ground state energies scale as N2/+1 in d = 2−, and when d = 2, scale as an exponential function of
N. We obtain the universal energy spectra and the generalized Tjon relation; their scaling properties
are uniquely determined by the asymptotic freedom of quantum bosonic fields at short distances, a
distinct feature in low dimensions. We also investigate the effect of quantum loop corrections that
arise from various virtual processes and show that the resultant lifetime for a wide range of excited
states scales as N /2E1−/2.
I. INTRODUCTION
Few-body correlations are known to play a fascinating
role in a variety of quantum resonance phenomena [1–12].
Since the discovery of Efimov states in the seventies [4],
theoretical efforts have drastically increased to further
our understanding of few-body physics. One of the im-
portant theoretical developments is perhaps the effective
field theory approach to few-body problems [13–17] which
relates resonant scattering phenomena to scale invariant
critical points [18]. And thanks to the experimental ob-
servations of Feshbach resonances in cold gases, our in-
terests in few-body states have been substantially revived
during the last decade. Impressive experimental develop-
ments of inelastic loss spectroscopy near resonance have
made it possible to perform precision measurements of
loss rates. These breakthroughs have been successfully
utilized to detect Efimov trimers [8–12].
One can then ask the question what is beyond trimers,
or the N = 3 case, in the general context of quantum
N-boson problems. Partially stimulated by the Fesh-
bach resonance experiments, efforts have been made to
understand few-body physics either beyond the Efimov
paradigm or few-body clusters associated with Efimov
states. The discovery and observation of associated uni-
versal four-body states, known as tetramers, appear to
be another successful story in few-body research [19–22].
However, going beyond four-body states so far appears
to be extremely challenging and, not surprisingly, little is
known about N-boson states with N  4 [23–25]. On the
other hand, from the point of view of cold gases, it is es-
sential to understand the underlying few-body clusters as
they are the fundamental building blocks for many-body
correlations.
One of the main hurdles in the three-dimensional N-
boson problem, which still remains to be an almost un-
charted territory, is that in N-boson bound states as
atoms get closer together, the resonant attractive inter-
actions become more and more dominating. This is evi-
dent if one simply considers particles interacting with a
weak attractive contact interaction of strength g2. The
dimensionless two-body coupling constant g˜(L) which is
a measure of the ratio between U(L) = g2/L
d, the two-
body interaction energy at scale L, and T (L) = 1/2L2,
the kinetic energy at the same scale, has the following
scaling property,
g˜(L) ∼ g2
Ld−2
, (1.1)
where d is the spatial dimension. Although strictly
speaking Eq. (1.1) is only valid when g˜ is much less than
unity, nevertheless it is clear that at shorter scales the in-
teraction becomes more dominating in d > 2 [26]. What
further complicates the N-boson problem in 3D is that
at the strong coupling fixed point of g2, or near reso-
nance, the three-body interactions also exhibit discrete
scale invariance due to the renormalization flow [14, 15].
This peculiar feature implies an additional dependence of
the N-boson physics on a non-universal ultraviolet regime
that is consistent with numerical findings in Ref. [23–25]
[27]. For d < 2, the opposite occurs; namely the sys-
tem becomes free when approaching smaller and smaller
scales, that is it becomes asymptotically free, similar to
quantum chromodynamics [28, 29].
The general scale dependence of g˜ can be systemat-
ically obtained by analysing the standard renormaliza-
tion group equations. We restrict ourselves to a posi-
tive effective scattering length or bound state size a due
to an attractive contact interaction in low dimensions.
For a given a, the corresponding interaction strength in
d = 2−  dimension is,
g2 = − 1
a
(4pi)1−/2
Γ(/2)
, (1.2)
where Γ is the Gamma function and diverges as 1/ near
 = 0. Following a similar calculation to those in Ref.
[30], one finds for d = 2− ,
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2g˜(L) = −(L
a
)
(4pi)1−/2
Γ(/2)
(1− (L
a
)
sinpi/2
pi/2
)−1. (1.3)
In 3D, g˜(L) = 4piaL (1− 2apiL )−1. Indeed, g˜(L→∞) van-
ishes at large distances, consistent with the naive scal-
ing argument presented above. However, the behaviour
at distances much shorter than a is set by the asymp-
totic value g˜(L → 0) = −2pi2 indicating the relevance
of interactions. In (2-)D, the corresponding limit yields
g˜(L→ 0) = −(L/a) illustrating the asymptotic freedom
of bosons. Moreover, in 1D, the value of g˜(L) in the in-
frared limit approaches a constant value which implies a
strongly interacting regime in the dilute limit.
For N-boson systems, the total interaction energy is
N2U(L), while the kinetic energy scales as NT (L). At
short distances, the ratio between these two energies thus
scales as Ng˜(L ∼ 0). In 3D, the magnitude of this quan-
tity becomes much larger than unity as both N is large
and g˜(L → 0) is a constant of order unity. Thus in 3D
the N-boson states are dictated by the mutual attrac-
tions and the total attractive energy, N2g˜(L)T (L) where
T (L) scales as 1/L2, becomes more and more negative as
one enters the ultraviolet limit. Strictly speaking for N
bosons interacting via a contact interaction, its energy is
not bounded from below because of this ultraviolet catas-
trophe (UC). To cure the UC, one has to further regular-
ize the theory by specifying the details of the potential
at short distances. One anticipates that its properties
are not universal, and very much depend on how bosons
interact at these very short distances. For this reason,
quantum scalar fields with attractive contact interactions
are usually considered to be sick theories. This aspect of
the problem and the issue of UC in 3D are not totally
surprising. In fact it has been known for the N = 3 case;
namely the energy scale that sets the binding energies of
the Efimov trimers is given by a non-universal three-body
parameter.
Fortunately, the catastrophe mentioned above does not
appear in dimensions lower than two. Although what
happens in 3D at the N -body level (N  4) still re-
mains to be explored and understood, in this article we
report the results on universal N-boson droplet states in
2- dimensions ( > 0). There are two essential ingredi-
ents in our analysis of the scaling properties of N-boson
states. First of all, particles become asymptotically free
or non-interacting at short distances in low dimensions.
This is in contrast to 3D where near-resonance attractive
interactions are asymptotically dominating in the ultra-
violet limit. Thus, in low dimensions at the ultraviolet
scales the energetics is predominately determined by the
kinetic energy associated with the uncertainty principle.
Indeed, g˜(L) ∼ (La ) in low dimensions and vanishes as L
goes to zero. For any large but fixed value of N , Ng˜(L),
the ratio between the total interaction energy relative to
the kinetic energy, becomes vanishingly small as L ap-
proaches zero. So unlike in 3D, here the total energy,
which now is mainly the kinetic energy, NT (L), increases
as L approaches zero. As a result, this system of N bosons
interacting via a contact interaction can be shown to be
bounded from below (see more discussions below). Phys-
ically, it is the dominance of the kinetic energy at short
distances that effectively keeps particles from collapsing
into a non-universal ultraviolet regime; it removes the
UC in low dimensions. The universal scaling property
obtained below is a manifestation of the uncertainty prin-
ciple in quantum mechanics. Secondly, as a consequence
of asymptotic freedom, via applying the standard effec-
tive potential method, one can further show that the in-
duced or renormalized three-, four-body interactions etc.
also become irrelevant at short distances. Technically, it
is this property that makes it possible for us to derive a
universal effective potential for N-boson states and carry
out the scaling analysis.
In 2D, the limit of N = 3, 4, i.e. three- and four-body
bound states have been studied previously [31–37]. The
authors of Ref. [33] have also proposed a bound state for
N bosons; we later identify it as a classical solution to
the 2D quantum problem studied below. We will return
to discuss the relation between our solutions and these
previous results at a later point.
Our analysis of the N-boson problem is organized as
follows: In Section II, the field theoretic framework for
a Bosonic field is put forth, and an ansatz for studying
the solitonic motion of the system is discussed. In Sec-
tion III the solitonic motion is quantized and the scaling
properties of these solitonic N-boson states are found.
Sections IV and V examine the effect of loop corrections
to the quantized solitonic N-boson states. These results
are then compared to the variational energy of conden-
sates at different length scales in Section VI. Finally, in
Section VII we summarize our results and discuss the
relevance to cold atoms.
II. EFFECTIVE THEORY FOR THE SCALING
VARIABLE λ
In order to study the scaling properties of bound states,
it is most convenient to formulate the problem in terms of
functional integrals. The Lagrangian for a bosonic field
ψ is given below,
L =
∫
dr
(
iψ∗∂tψ − ψ∗(−∇
2
2
)ψ − g2
2
ψ∗ψ∗ψψ
)
, (2.1)
where g2 is the two-body interaction constant defined in
Eq.(1.2) and m = ~ = 1. For the purpose of studying
few-body physics, we choose to work with the density
(ρ) and phase (φ) fields and ψ =
√
ρ exp(iφ). The corre-
sponding Lagrangian is
L = −
∫
dr
(
ρ∂tφ+
1
2
∇√ρ · ∇√ρ+ ρ
2
∇φ · ∇φ+ g2
2
ρρ
)
.
This Lagrangian leads to the following semiclassical equa-
tions of motion
3∂tφ− 1
2
√
ρ
∇2√ρ+ 1
2
∇φ · ∇φ+ g2ρ = 0,
∂tρ+∇ · (ρ∇φ) = 0. (2.2)
We then expand the fields around a semiclassical
isotropic solution to the equation of motion, ρsc, φsc as
ρ = ρsc+ρqc and φ = φsc+φqc. The subscripts sc and qc
indicate semiclassical and quantum correction fields re-
spectively. For isotropic solitonic solutions, ρsc and φsc
should have the following scaling form
ρsc(r, t) =
N
λd(t)
f(
r
λ(t)
),
φsc(r, t) =
r2
2
λ˙
λ
+
∫
dt
B1
2λ2(t)
− NB2
λd
, (2.3)
where r is the distance measured from the center of
the mass of the system. The f -function satisfies the
normalization condition, 2pi
2
Γ(d/2)
∫
dxxd−1f(x) = 1, and
B1 =
1
4f(0)∂
2
xf(x)|x=0 and B2 = g2f(0) are two con-
stants that depend on the properties of the scaling func-
tion f(x = r/λ) at r = 0. A similar scaling ansatz has
been used in previous works [38–40] to study the dynam-
ical properties, such as collapse times, of condensates in
higher dimensions and in the presence of trapping po-
tentials. As mentioned above, this scaling ansatz em-
phasizes the solitonic nature of the system. The ansatz
in Eq. (2.3) is a generalization of the textbook 1D soli-
ton solution [41, 42]. Thus the resulting N-boson droplet
states are actually N-boson solitonic droplet states (or
simply N-boson states for brevity).
The partition function for this system can then be writ-
ten as
Z ≈
∫
Dλ
∫
DρqcDφqc
exp(i
∫
dtLsc(λ(t)) + Lqc({ρqc}, {φqc})).
(2.4)
The explicit forms of Lsc,qc are given in Appendix A.
After integrating out the fast fluctuation fields ρqc, φqc,
we then obtain an effective Lagrangian for the dynamical
scaling variable λ(t) in d = 2−  dimensions,
Z ≈
∫
Dλ exp(i
∫
dtLeff ),
Leff = Lsc + Lqc,
Lsc = C1N
2
(∂tλ)
2 − C2 N
2λ2
+ C3
N2
λ2−a
,
Lqc = 1
2
∑
k>2pi/λ
(2k + 2kµ)
1/2 − (k + µ), (2.5)
where µ = N/λd/g2. C1,2,3, as well as C4, defined be-
low, are dimensionless constants further depending on
the details of the scaling function f(r/λ) introduced in
Eq. (2.3). Although the spectrum is completely known
only when C1,2,3,4 are available, most of the scaling prop-
erties discussed below are robust and depend little on the
specific values of these coefficients. In Appendix A, one
can find values of C1,2,3 calculated for different ansatzs
of the scaling function f(x).
The explicit form of Lqc in Eq. (2.5), was determined
under the assumption that the density profile was con-
stant up to a size λ. This allowed the fluctuations to be
expanded in terms of plane waves with wave vectors that
have magnitudes, k, larger than 2pi/λ. If another choice
of boundary conditions is used, the only significant mod-
ification to the fluctuation spectrum will be to the modes
that have wave vectors with magnitudes k ≈ 2pi/λ. How-
ever as will be seen below, the dominant contributions to
Lqc, are from modes with k ∼ √µ, where the phonon
modes start to resemble the spectrum of a free parti-
cle and form a continuum. As a result, this choice of
boundary conditions does not alter the following analy-
sis. Further discussions of this approximation are found
in Appendix B.
Two remarks are now in order. Since we are dealing
with attractive interactions, the chemical potential and
compressibility are both negative. Thus the energy of
phonons (or Lqc) always carries an imaginary part when
|µ|  1/λ2 or N(λ/a)  1. This reflects an instability
of density waves at an arbitrary scale larger than λ0 =
a(/N)1/. Only if λ is less than λ0 do phonons become
fully stable. Not surprisingly, λ0 is precisely the length
associated with the classical equilibrium position λe.
Equally as important, the leading quantum correction
Lqc in Eq.(2.5) precisely describes the contributions of
zero point fluctuations of phonons at scales smaller than
λ (as indicated by the lower cut-off in Eq. (2.5)). Since
only the fluctuations with wavelengths shorter than the
scaling parameter λ contribute, splitting the density and
phase fields into semiclassical and fluctuating parts is
equivalent to separating fast fluctuating fields from the
slow motion at scale λ.
Following Lsc, the interaction energy at a scale of λ
is given as C3N
2/λd g2 while the kinetic energy associ-
ated with λ is C2N/2 (∂tλ)
2. The velocity ∂tλ from the
conversion of the interaction energy above is therefore
proportional to
√
Ng2/λ
d/2. The duration of the motion
at scale λ is thus
τ0(λ) = λ
d/2+1 1√
Ng2
. (2.6)
This turns out also to be the time scale associated with
the fluctuating fields at scale λ, the slowest fluctuation
modes. Indeed, the fluctuations at wave vector k have a
corresponding frequency
√
µk or
√
Ng2λ
−d/2k. For at-
tractive interactions, negative g2, the frequency is nat-
urally imaginary, which indicates the time scale for an
4instability to occur at that particular wave vector. If
2pi/k is chosen to be λ, the longest wavelength for micro-
scopic fluctuations for a given scaling parameter (which
is also equivalent to λ), then the time scale associated
with the onset of instability is equivalent to the duration
of motion at scale λ defined in Eq. (2.6).
By restricting ourselves to the fluctuations at scales
shorter than λ, we effectively separate the fast motions
of fluctuation fields ρqc, φqc from the slow motion of the
semiclassical fields ρsc, φsc at the the scaling parameter
λ. In other words, we only need to take into account
the quantum correction due to fields that fluctuate faster
than the time scale τ0(λ).
The N-boson quantum dynamics is described by this
effective Lagrangian. Quantization of the solitonic mo-
tion associated with λ can be carried out using the stan-
dard Feynman path integral method and below we show
the result of quantization.
III. QUANTIZED SOLITONIC DROPLET
DYNAMICS AND N-BOSON STATES
A. D = 2− 
The partition function naturally describes the Feyn-
man path integral of the dynamics of λ(t). We quan-
tize the Hamiltonian by applying the standard canonical
quantization technique:
[λ, Pλ] = i~. (3.1)
The corresponding quantum Hamiltonian for λ is
H = 1
2C1N
P 2λ + C2
N
2λ2
− C3 N
2
λ2−a
+ δH
δH = C4 (N)
2−/2
2a2
(
a
λ
)(2−)
2/2F (
21−
pi1+/2
1
Γ()
N(
λ
a
)).
(3.2)
And
F (η2) =
2pid
Γ(d/2)
∫ ∞
1/η
dxxd−1[
√
x4 − 2x2−x2 +1], (3.3)
which is a convergent integral for d < 2 and approaches
a constant of order unity as η, Ng˜, approaches infinity.
Since F (η), as shown in Appendix B, is imaginary for a
wide range of λ values, it implies an instability associated
with the corresponding scale λ. Naturally, it yields an
estimate of the lifetime of N-boson states which will be
discussed in detail in the following section.
According to Eq. (3.2), the quantum corrections, with
respect to the Hatree-Fock energy, effectively scale as
g˜(λ)/(g˜N)/2  1, (3.4)
and thus are strongly suppressed in the limit of large
N [43, 44] or at short distances when g˜(λ) is much less
than unity. This is equivalent to the ratio of δH to H.
Using Eq. (3.2) in the limit of large N , or small λ, we can
approximate the Hamiltonian by V (λ) ∼ N2/(λda2−d).
One can then show
δH
H ∼
(
λd
Nad
)/2
 1. (3.5)
When d = 3, or  = −1, we recover the Lee-Huang-
Yang correction, δHH ∼
√
na3, where n is the density
of the system. This statement also reflects the difficulty
with applying our quantum field theory approach to high
dimensions; the limit of small λ is the strongly interacting
regime. The situation is reversed for d < 2. In this case,
the fact that  > 0 implies that the quantum corrections
are minimal at short distances or large N , as expected.
δH, as mentioned previously, has an imaginary part
and the resultant Hamiltonian has a small non-Hermitian
component. As a result the dynamics of the scaling pa-
rameter λ, which is further coupled to the microscopic
fluctuations of phonons, differs from the usual quantum
dynamics of an individual particle. Eq. (3.2) dictates the
energetics of the quantized motion of λ which we are ex-
ploring. To simplify the discussions, at the moment we
neglect the small quantum correction δH; we will return
to discuss its effect when addressing the issue of lifetimes.
The eigenstates of Eq. (3.2) can be studied by applying
the WKB method. The eigenvalues are given by the fol-
lowing equation
(n+
1
2
)pi =
∫ λM
λm
dλ
√
2NC1(En − V (λ)),
V (λ) =
C2N
2λ2
− C3N
2
λ2
(
λ
a
), n = 0, 1, 2... (3.6)
For a state with energy En, λM,m represent two clas-
sical turning points in the potential V (λ). The ground
state and low-lying excitations can be easily obtained by
further expanding the potential energy in the Hamilto-
nian near the classical equilibrium position λe,
λe
a
= [
C2
NC3
1
(2− ) ]
1/. (3.7)
Following Appendix C, one can show that
En = − C
2/
3
2a2C
2/−1
2
1+2/
(2− )1−2/N
2/+1
+
1
a2
C
2/
3
C
1/2
1 C
2/−1/2
2
2/+1/2(2− )2/N2/(n+ 1
2
) + ...
(3.8)
5which is valid when n N .
For high energy states with λM  λm or n  N , we
find that
En =
C3
a2
(
2C1C3f
2
1
pi2
)(2−)/(2−2)/N (6−)/(n+
1
2
)2(−2)/,
(3.9)
where f1() is a smooth function of  near  = 0 and is
defined in Appendix C. To estimate the number of bound
states nmax, we set λM ∼ a. Since λm  a, we find that
nmax ∼ N
3/2
1/2
. (3.10)
B. Special cases: D = 1 and D = 2
According to Eq. (3.8), in 1D the ground state energy
En=0 has two parts. The leading contribution which is
proportional to N3 comes from the potential energy at
the equilibrium position λe; the next order contribution,
which is proportional to N2, represents the positive shift
due to the zero point motion. This scaling behaviour is
fully consistent with the McGuire solution of the ground
state in 1D [45]. In 1D, one can also further map this
problem onto the hydrogen atom with high angular mo-
mentum as shown in Appendix D. Its spectrum can be
expressed as
En = − C1C
2
3N
5
2a2(n+N
√
C1C2)2
. (3.11)
In the limits of n  N and n  N Eq. (3.11) is fully
consistent with the results of the previous subsection,
when  is taken to be unity.
It is also possible to extend this analysis to d=2 with
minor modifications. In 2D, V (λ) in Eq. (3.6) should be
V (λ) =
C2N
2λ2
− C3N
2
λ2
1
log aλ
. (3.12)
This result is beyond the usual Gross-Pitaevski equation
where the interaction is treated as a constant over all
energy scales. In this work the interaction is treated using
a running coupling constant which leads to the following
quantized solitonic behaviour for N-boson states.
The corresponding ground state and low-lying excita-
tions, following Appendix E, are
En = −exp(2hN )
a2
(
C22
4C3
− [ C
2
2
2C1C3
]1/2
n+ 1/2
N1/2
+ ...),
(3.13)
where hN =
2NC3
C2
; valid when n N1/2.
For the ground state, or low-lying excitations, the first
term again is the potential energy at the classical equi-
librium point λe. A similar semiclassical result, which
was identified as a self-bound droplet state, was sug-
gested previously in Ref. [33]. Here we show that the
leading quantum correction due to the zero point motion
is proportional to (n + 1/2)/
√
N . When λM  λm or
n N1/2,
En = −C2N exp(2hN sin
2 θn)
2a2
cot2 θn, (3.14)
where θn is a solution to the following equation,
2N2
C
1/2
1 C3
C
1/2
2
[
pi
2
− θn − sin 2θn
2
− C2
8NC3
cot θn] = (n+
1
2
)pi.
(3.15)
For N2  n N1/2, we find the following solution
En = − (C
2
23pi)
2/3
25/3a2C
1/3
1 C
2/3
3
(
n+ 12
N1/2
)2/3 exp(2hN )×
exp[−24/3C
1/3
3 (3pi)
2/3
C
1/3
1 C
1/3
2
(
n+ 12
N1/2
)2/3]. (3.16)
Inspection of Eq. (3.15) shows the number of bound
states is on the order of:
nmax ∼ N2. (3.17)
C. Generalized Tjon Relation
The general correlation between four-body and three-
body bound states were originally noticed and empha-
sized by Tjon in Ref. [6]. Generalization of these corre-
lations to more than four particles in 3D was also exam-
ined numerically in Ref. [24, 25]. Tjon relation points
out a simple linear correlation between four- and three-
body ground state energies, with its linear slope being
close to five under certain conditions. Following the re-
sults obtained in the previous section, we conclude that
in d = 2 − , E0(N + 1)/E0(N) approaches unity in the
limit of large N. And in d = 2, E0(N + 1)/E0(N) ap-
proaches the value of exp(4C3/C2).
IV. EFFECT OF QUANTUM FLUCTUATIONS
In the previous section, the semiclassical motion is
given by quantizing the Hamiltonian H, Eq. (3.2) when
δH is neglected. In order to quantize this model we im-
pose canonical quantization conditions, Eq. (3.1). The
result of which produces the discrete spectrum evaluated
in the previous section. However, this is not the only
quantum effects present in the system. The inclusion of
δH yields two additional distinct effects. The real part
6of δH adds a contribution to the canonical quantization,
and alters the previously found spectrum. Whereas the
imaginary component of δH gives an estimate of the life-
time of these states.
The evaluation of ReδH from Eq. (3.2) for finite 
yields:
ReδH = C¯(d)N
1+d/2
a2
(a
λ
)d2/2
+
C
λ2
− C
′N
aλd
. (4.1)
When evaluating the real part of Eq. (3.2), it is found
that ReδH has contributions from fluctuations with
wavelengths on the order of λ. As mentioned previously,
the spectrum of the fluctuations at this scale is dependent
upon the boundary conditions of the system. Therefore
the explicit form of Eq. (4.1) is primarily valid for a finite
box with periodic boundary conditions.
In this approximation, if C¯(d) is equal to zero, the
effect of the real part of δH will be to renormalize the
original semiclassical Hamiltonian. That is one can re-
place C2 and C3 with renormalized coefficients, which is
the case for d = 1. For arbitrary , C¯(2− ) is non zero,
and thus modifies the original Hamiltonian by adding an
additional term. This term, as well as the corrections to
the renormalized coefficients C2, and C3, are suppressed
for large N , and can be neglected in our analysis.
V. LIFETIME OF N-BOSON EXCITED STATES
The second affect of δH is to imbue the semiclassical
solutions with a finite lifetime. Since these states are
collective and coupled with a large numbers of phonons,
they will live for a finite lifetime before emitting low en-
ergy phonons and undergo a subsequent decay. To esti-
mate the lifetime, we now switch on the quantum cor-
rections and include δH in our analysis. The effective
potential in Eq. (3.6) then has a small imaginary term
from δH. Assuming the eigenvalue now has a small imag-
inary part iδEn and applying the WKB approach for the
eigenvalue problem shown above, we find the lifetime of
high-lying excitations (τ(En) = 1/δEn) should be given
as
1
τ(En)
=
∫
dλImδH[2(En − V (λ))]−1/2∫
dλ[2(En − V (λ))]−1/2 . (5.1)
The details leading to Eq. (5.1) are given in Appendix
F. Note dλ/
√
2m(E − V (λ)) measures the time duration
within the window [λ, λ+ dλ]. Thus Eq. (5.1) is equiva-
lent to a semi-classical average of ImδH for a state with
eigenvalue En. Following Eq. (5.1), we obtain the scaling
behaviour of the life time,
1
τ(E)
=
C4
2a2C
1−/2
3
N /2(Ea2)1−/2f2(),
(5.2)
where f2() is a smooth function defined in Appendix
F. One can thus see that the lifetime is also a smooth
function near  = 0. In particular, upon evaluation one
finds that the lifetimes for 1D and 2D are:
τ1D(En) =
3pi1/2C
1/2
3 a
C4 27/2
1√|En|N , (5.3)
τ2D(En) =
6C3
pi3C4
1
|En| . (5.4)
If one substitutes the expressions for the spectrum of the
high-lying excitations, Eqs. (3.9) and (3.14), the result
simplifies to:
τ1D(En) =
3pi1/2a2
8C4
1√
C1C3
(
n+ 12
)
N3
, (5.5)
τ2D(En) =
12C3
pi3C2C4
a2
N
e−2hN sin
2 θn tan2(θn), (5.6)
Where in defining the 2D lifetime in Eq. (5.6), we use
hN =
2C3N
C2
and Eq. (3.15).
VI. DISCUSSION OF ENERGY LANDSCAPE
This analysis extends the knowledge of the energy
landscape for interacting Bose gases with length scales
λ < a. A plot of the variational energy for 1D and 3D
as a function of length, λ, is shown in parts (a) and (b)
of Fig. (1), respectively. The variational energy of the
system is equivalent to the energy when the system is
prepared as a condensate of size λ. If the gas is not in
the condensate phase, the presence of features like deeply
bound molecular states will further lower the energy. In
this discussion we assume the gas is in the condensate
phase for simplicity. In 1D, for asymptotically short
length scales, the gas acts as if it were free with energies
scaling like E ∼ N/λ2, since g˜ ∼ λ/a vanishes asymp-
totically as λ tends to zero. For distances larger than
Na, a Tonks-Girardeau gas is formed [46] with energy
E ∼ N3/λ2. The droplet states found in our analysis
occupy the region where a/N < λ < a. For λ = a/N
there exists a minimum which has the semiclassical en-
ergy E = −N3/a2 (modified by the presence of δH).
For larger values of λ, the energy of the droplet states
approach zero, with the last state having a length scale
a, the scattering length. For distances a < λ < Na, the
energy landscape is unknown. We propose that the varia-
tional energy must have the form indicated by the dashed
line in part (a) of Fig. (1). This result is obtained by an-
alytically matching the results known for λ < a to those
of Na < λ. This proposed form then has a maximum at
λ ≈ Na, with E ∼ N/a2.
In 3D, the variational energy is known in three re-
gions: λ  a, N1/3a < λ < Na, and Na < λ. For
7aN−1 a Na
0
-N3 a−2
Na−2
(a)
a N1/3 a Na
0
Na−2
(b)
λ
λ
E
E
Figure 1. The variational energies for 1D and 3D atomic
droplets of size λ are shown in parts (a) and (b), respectively.
In 1D, For λ  a, E ∼ N/λ2, and for Na  λ, E ∼ N3/λ2.
The N -boson droplet states found in this work describe the
variational energy in the region a/N < λ < a, where N is
the number of particles and a is the scattering length. The
energy landscape is unknown in the region a < λ < Na,
but we propose the form shown in the figure above, given
by the dashed line, by analytically matching the results for
0 < λ < a and for Na < λ. In 3D, the landscape is unknown
for λ < N1/3a. For Na  λ, the gas is weakly interacting
and has E ∼ N/λ2. In the dilute limit, N1/3a < λ < Na,
E ∼ N2a/λ3. Based on the simple scaling analysis, the energy
in the semiclassical approximation has to have the form E ∼
−N2/λ2 for λ a. The form of the variational energy in the
non-dilute limit, a < λ < N1/3a, given by the dashed line,
is obtained by extrapolating between the semiclassical energy
in the limit λ a, and the dilute limit.
arbitrarily short distances, λ  a, the attractive in-
teraction dominates the kinetic energy and gives rise
to the ultraviolet catastrophe. The exact behaviour at
this scale is not known. However, using the simple scal-
ing form of the coupling constant, g˜2, we posit that the
interaction is attractive and scales like the kinetic en-
ergy; that is E ∼ −N2/λ2, since g˜ = −2pi2 as λ tends
to zero. For large distances, Na  λ, the particles
are weakly interacting and the total energy still scales
like the kinetic energy, E ∼ N/λ2. In the final region,
N1/3a < λ < Na, known as the dilute limit, the energy
has the form E ∼ N2a/λ3. In the non-dilute limit, where
a < λ < N1/3a, the scaling behaviour of the variational
energy is not known. The dashed line shown in part (b) of
Fig. (1) is obtained by analytically matching the results
in the limit λ a, and the dilute limit. This speculated
form of the effective potential has a maximum value of
E ∼ N/a2 located at λ = N1/3a.
As seen in part(b) of Fig. (1), a speculated instabil-
ity occurs at the transition from the dilute to non-dilute
limit. This instability is consistent with the previous
work done in Ref. [47]. At this point, the pressure, de-
fined as P = −∂E∂λ is zero. When the system passes into
the non-dilute limit, the pressure becomes negative; a sig-
nature of collapse. Since the pressure is always negative
for λ < N1/3a, the attractive interactions enslave the col-
lapsing dynamics and the resulting variational energy is
not bounded from below. Such behaviour is absent in the
1D case, where the variational energy is bounded from
below at the semiclassical equilibrium length λ = a/N .
VII. CONCLUSIONS
To summarize, we have obtained the universal scal-
ing properties of low dimension N-boson solitonic droplet
states for length scales λ < a, where a is the scattering
length. The main results are in Eqs. (3.8), (3.9), (3.11),
(3.13), (3.14), (5.1). These results describe the three
types of quantum effects acting on the semiclassical so-
lution. The first, the inertial quantization, quantized the
overall motion of the system and discretized the energy
levels. Quantum corrections to the partition functional
yield two additional distinct effects. Firstly, the real part
of this correction was shown to alter the semiclassical
Hamiltonian by renormalizing the coefficients C1,2,3,4 and
by adding an additional term. However, these changes
are suppressed in the limit of large N , which is the focus
of our analysis. Secondly, the imaginary part of the quan-
tum correction added an imaginary piece to the energy
levels, giving them a finite lifetime.
At last, let us comment on the implications for cold
gases currently under study. For a wide class of broad
Feshbach resonances studied in many labs where the hy-
perfine coupling is strong, the effective range of the res-
onant potentials is much shorter than either the scatter-
ing lengths or inter-particle distance of quantum gases.
In our work, this criterion is met by stating λe > r
∗, or
N ≤ ( ar∗ ), where λe is the minimum of the potential,
and r∗ is the effective range. For this reason, we can
characterize near resonance physics using an attractive
contact interaction and our result here can be applied to
a wide range of isotopes.
Our analysis on scaling properties of quantum states
also has many consequences on the dynamics of quan-
tum gases. For a Bose gas initially prepared in a con-
densate, but further subject to a zero-range attractive
inter-atomic interaction at a later time t, the ultimate
fate of such a quantum gas is dictated by short distance
asymptotic behaviours of scale dependent coupling con-
stants. The dynamics of the gas will fall into two classes:
1) asymptotically free collapsing where all N-body inter-
actions become irrelevant at short distances; 2) asymp-
totically subjugated collapsing where at short distances all
interactions become dominating enslaving the collapsing
dynamics.
The investigation of collapsing dynamics is becoming
accessible to experiment; one of the most prominent ex-
periment being performed by Carl Wieman’s group [49].
8The result of these collapses lead to several interesting
phenomena, including the appearance of Bose-novas and
jets, and the formation of bright matter-wave solitons
[49–53] and dark solitons [54, 55]. In particular, the for-
mation of solitons is preceded by a collapse during which
many of the atoms initially in the condensate are lost.
The dynamics describing the initial condensate to the for-
mation of the observed bright matter wave soliton trains
will be examined in the future.
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Appendix A: Lagrangian Formalism
The Lagrangian density for a bosonic field, ψ, with
mass m, and contact interactions, g2, is given by:
L = i~ψ∗∂tψ − ψ∗
(
−~
2∇2
2m
)
ψ − g2
2
ψ∗ ψ∗ ψ ψ, (A.1)
where g2, is defined as:
g2 = − 1
a
(4pi)1−/2
Γ(/2)
. (A.2)
From this point forward, we work in units where ~ and
m are set to unity. It is then advantageous to work with
two new fields: the density field ρ, and the phase field
φ, given by ψ =
√
ρeiφ. The transformed Lagrangian
density is:
L =
(
−ρφ˙− 1
2
∇√ρ · ∇√ρ− ρ (∇φ)2 − g2
2
ρ2
)
+
i
2
(∂tρ+∇ · (ρ∇φ)) ,
which has classical equations of motion:
0 = ∂tφ− 1
2
√
ρ
∇2√ρ+ 1
2
∇φ · ∇φ+ g2ρ,
0 = ∂tρ+∇ · (ρ∇φ) . (A.3)
From the transformed Lagrangian and the resulting equa-
tions of motion, it is immediately obvious that the imagi-
nary term in the Lagrangian density is just the continuity
equation, and is constrained to be zero.
The partition functional is solved in the semiclassical
approximation; ρ and φ are split into semiclassical and
fluctuation components: ρ = ρsc+ρqc, and φ = φsc+φqc,
and the partition function is expanded around ρsc and
φsc up to quadratic order in the fluctuation fields. The
result is:
Z =
∫ ∫ ∫
[Dρsc] [Dρqc] [Dφqc]
exp
(
i
∫
dtLsc +Lqc({ρqc}, {φqc})
)
,
(A.4)
and the Lagrangians Lsc,qc are given as
Lsc = −
∫
dr
(
ρsc∂tφsc +
1
2
∇√ρsc · ∇√ρsc
+
ρsc
2
∇φsc · ∇φsc + g2
2
ρscρsc
)
,
Lqc = −
∫
dr
(
ρqc∂tφqc +
1
8
∇ ρqc√
ρsc
· ∇ ρqc√
ρsc
+
ρsc
2
∇φqc · ∇φqc + g2
2
ρqcρqc + ρqc∇φqc · ∇φsc
)
+ ...
(A.5)
Eq. (A.5), only terms up to quadratic order in the fluc-
tuations are kept, due to the asymptotic freedom present
in low dimensions. These Lagrangian densities hold for
both a uniform and non-uniform systems.
We now propose the following isotropic scaling ansatz
for ρsc:
ρsc(r, t) =
N
λd
f
(
r
λ(t)
)
. (A.6)
To obtain φsc, one simply places Eq. (A.6) into the second
line of Eq. (A.3) to obtain:
φsc =
r2
2
λ˙
λ
+ φ0(t).
φ0(t) is a constant of integration that can be fixed using
the other equation of motion. The total result is:
φsc(r, t) =
r2
2
λ˙
λ
+
∫
dt
B1
2λ2
− NB2
λd
, (A.7)
where B1 and B2 depend on the specific form of the
scaling function f , namely B1 =
1
4f(0)∂
2
xf(x)|x=0 and
B2 = g2f(0).
Before determining the transformed partition function,
one must first take care to ensure that the original peri-
odic boundary conditions imposed on the bosonic fields,
ψ and ψ∗, are encoded in the density and phase fields.
The original boundary conditions are:
ψ(~r, 0) = ψ(~r,∞).
9When the semiclassical solutions are placed back into
Eq. (A.3), there is a term in the action of the from:
∫
drdtρ∂tφ.
Using the fact that the density is normalized at each
moment in time, one can easily show:
∫
drdtρ∂tφ =
∫
drdtρ∂tφ˜+N (φ0(∞)− φ0(0)) ,
where φ˜ = r
2
2
λ˙
λ . The initial conditions on the phase
field acts as a Lagrangian multiplier fixing the number of
particles. The initial conditions then do not enter into
the dynamics of the system, but merely add an overall
phase factor.
With this in mind, the transformed partition function
and Lagrangians are found to be:
Z ≈
∫
Dλ exp(i
∫
dtLeff ),
Leff (λ(t)) = Lsc + Lqc
Lsc = C1N
2
(∂tλ)
2 − C2 N
2λ2
+ C3
N2
λ2−a
Lqc = 1
2
∑
k>2pi/λ
(2k + 2kµ)
1/2 − (k + µ) (A.8)
where µ = −N/λ2−g2. The discussions of Lqc and the
evaluation of the functional integrals over the fluctua-
tions are found in Appendix B.
The coefficients appearing in Eq. (2.5), are determined
by the explicit scaling ansatz used:
C1 =
∫
ddxf(x)x2,
C2 =
1
4
∫
ddx
∇f(x) · ∇f(x)
f(x)
,
C3 =
(4pi)d/2
2Γ
(

2
) ∫ ddxf(x)2. (A.9)
These coefficients have been calculated for several dif-
ferent scaling ansatz; the results of which are found in
Table (I) and Table (II).
Appendix B: Evaluation of the quantum correction
In this appendix, the quantum correction to the Hamil-
tonian is evaluated. This can be done analytically as Lqc
is quadratic in the fluctuations. This procedure is equiv-
alent to the one loop diagrammatic expansion.
As a first example, consider a uniform translationally
invariant system. In this case, it is most convenient to
Function C1 C2 C3
e−x
2 1
2
1
2
1√
2pi
e−|x| 2 1
4
1
4
cosh−1(x) pi
2
4
1
8
2
pi2
Table I. Coefficients for various scaling ansatz f(x), in 1D.
These functions are not normalized. The normalization con-
dition is given by
∫
ddxf(x) = 1.
Function C1 C2 C3
e−x
2 √pi
2
√
pi
√
2
e−x
√
pi
4
1
4
1
2
√
pi
cosh−1(x) pi
3
16G
pi
32G
1
4G2
√
pi
Table II. Coefficients for various scaling ansatz f(x), in 2d.
These functions are not normalized. The normalization con-
dition is given by
∫
ddxf(x) = 1. In this table, G is Catalan’s
constant G ≈ 0.9160
expand the fluctuations in terms of Fourier modes with
wave vectors ~k and frequency ω. The functional integral
over the fluctuations, Zqc, becomes:
Zqc =
∫
[Dρqc] [Dφqc]
∏
k,ω
exp [−ωρqc,+φqc,−
− i k
2
8ρ0
ρqc,+ρqc,− − i1
2
ρ0k
2φqc,+φqc,−
− ig2
2
ρqc,+ρqc,−
]
. (B.1)
ρqc,± and φqc,± in the above equation represent
ρqc(±~k,±ω), and φqc(±~k,±ω), respectively. Eq. (B.1)
is a set of two functional integrals involving an exponen-
tial function which is quadratic in ρqc, and φqc. A func-
tional integral over an exponential which is quadratic in
these fields can be viewed as an infinite number of reg-
ular Gaussian integrals, one for each value of ~k and ω.
In terms of a functional integral, the measure [Dρqc] and
[Dφqc] are defined in such a way as to absorb the con-
stants that emerge in integration. To be specific, consider
performing the functional integral over φqc. The measure
[Dφqc], is just
∏
~k,ω dφqc(
~k, ω) up to a multiplicative con-
stant which is neglected. The integral to be considered
then is:
I =
∏
~k,ω
∫ ∞
−∞
dφqc(~k, ω) exp
[
−iρ0k
2
2
×
(
φqc,+φqc,− − 2iω
ρ0k2
ρqc,+φqc,−
)]
, (B.2)
which is just a product of one dimensional integrals. It is
possible to complete the square in the exponential, and
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use the standard result for a one dimensional Gaussian
integral to evaluate Eq. (B.2). Upon doing said integra-
tion, Zqc can be shown to have the form:
Zqc =
∏
~k,ω
√
1
iρ0k2
∫ ∞
−∞
dρqc(~k, ω)exp
[
− i
2ρ0k2
×
{(
k2
2
)2
+
2g2ρ0k
2
2
− ω2
}
ρqc,+ρqc,−
]
. (B.3)
Performing the same procedure to evaluate the functional
integral over ρqc gives the final result for Zqc:
Zqc =
∏
~k,ω
√
1
ω2 − ω2k + iδ
.
ωk =
√
(k)
2
+ 2µk (B.4)
In the above equation, k =
k2
2 , the energy of a free
particle, ωk is the Bogoliubov dispersion of phonons in
a weakly interacting Bose gas, µ is the chemical poten-
tial given by g2N
λd
, and the factor of iδ has been added
to ensure convergence. In order to reduce the result of
Eq. (B.4) into the form of a Hamiltonian, we note that
δH = − 1iT ln(Zqc), where T is some time parameter. One
can show by performing the sum over frequency space
that:
δH =
1
2
∑
~k
ωk. (B.5)
For a non-uniform system, it is necessary to under-
stand the form of the semiclassical ansatz, as it will dic-
tate the form of the fluctuations. However, the choice
of boundary conditions will only change the low-lying
modes of the fluctuation spectrum, which are discrete;
the fluctuation modes with k >
√
µ will be unaltered. In
the limit we are interested in, N  1, the summation
over the fluctuations will be dominated by the modes
with k ∼ √µ, much larger than the cut off 2piλ . There-
fore, an approximation to the real fluctuations will only
affect the modes which are negligible in our analysis. We
then choose to evaluate the functional integral over the
fluctuations by assuming a uniform density up to the
scaling parameter, λ. This assumption states that the
non-uniformity of the system is slowly varying on length
scales less than λ. Since the system is approximated to
have uniform density up to a scale λ, it is possible to
perform a finite Fourier transform and express the den-
sity and phase fields in terms of Fourier modes that have
|~k| ≥ 2piλ . This is equivalent to separating the fast mo-
tions of the fluctuation fields and the slow motion of the
semiclassical fields. The subsequent analysis is the exact
same as in the uniform case, except for the sum given in
Eq. (B.5) is for all ~k, with magnitudes |k| ≥ 2piλ .
Moreover in the uniform and non-uniform cases, the
result given by Eq. (B.5) is formally divergent but can
be regularized to produce a finite result. To do so it is
necessary to introduce terms which eliminate the ultravi-
olet divergences. Such a term comes naturally from the
diagrammatic loop expansion of an interacting Bose gas.
The finite correction due to the fluctuations is given by:
δH =
1
2
∑
|~k|> 2piλ
ωk − k − µ. (B.6)
When the interactions are attractive, g2 and the chem-
ical potential are negative. As a result there is a range of
values of ~k for which ωk in Eq. (B.5) is imaginary, which
implies δH is a complex number. The imaginary piece
of δH arises from phonons with small values of ~k, and
is always finite; whereas the real piece is divergent and
requires regularization.
In its entirety Eq. (B.6) can be converted into an inte-
gral using density of states:
δH = C4
(N)2−/2
2a2
(a
λ
)(2−)2/2
F (
λ
pi
√
µ
2
), (B.7)
where,
F (η) =
2pid
Γ(d/2)
∫ ∞
1/η
dxxd−1
[√
x4 − 2x2 − x2 + 1
]
.
(B.8)
F (η) is a smooth function of  for  > 0. This function
quickly approaches its asymptotic form of −Cλ , for some
constant C. In the following analysis, it is possible to set
η equal to infinity, as it will not affect the results greatly.
In obtaining Eqs. (B.7) and (B.8), we assumed that
there was a continuum of states starting from the cut off
k = 2piλ . Around this cut off, the phonon modes are actu-
ally discrete; not continuous. However, this can be shown
to generate a negligible change to the quantum correc-
tions. To quantify this, we focus on the one-dimensional
case; the structure for higher dimensions is more com-
plicated, but is assumed to have the same form. In 1D,
we use the Euler-Maclaurin formula for the difference be-
tween a summation and a integral when 2piλ < k <
√
µ.
In order to apply this formula, we first assume that in
the region of interest, ωk can be approximated by the
phonon spectrum ωk =
√|µ|k. Whether these phonons
are stable or not is irrelevant to this discussion.
The Euler-Maclaurin formula states:
k0∑
2pi
λ
ω(k)−
∫ √|µ|
2pi
λ
ω(k) ∼ ω(
√|µ|) + ω(2pi/λ)
2
+
∞∑
l=1
B2l
(2l)!
(
ω(2l−1)(
√
|µ|)− ω(2l−1)(2pi
λ
)
)
. (B.9)
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where B2l are the Bernoulli numbers. For the given form
of ω(k), the sum in the Euler-Maclaurin formula is equal
to zero and thus the difference between the sum and the
integral is:
∆ =
k0∑
2pi
λ
ω(k)−
∫ √|µ|
2pi
λ
dkω(k) ∼
√|µ|
2
(√
|µ|+ 2pi
λ
)
.
(B.10)
As a result, to leading order in N , we introduce a cor-
rection of order |µ| ≈ N/(aλ). The second term pro-
portional to
√|µ| introduces a correction of order N1/2
which, in the large N limit, is negligible. Comparing this
to the value of the integral, one obtains:
∆
(∫ √|µ|
2pi
λ
dkωk
)−1
≈ 1√|µ|
=
aλ
N
 1. (B.11)
where we note that in the area of interest, λ ≥ aN , and
N  1, as will be seen in subsequent discussions. This
implies that we are free to assume that the fluctuation
spectrum is continuous for all wave vectors 2piλ ≤ |~k|.
It is now possible to determine when the imaginary
part of Eq. (B.8) becomes non-zero. Physically this is
when the phonon modes become unstable and acquire a
finite lifetime. When one examines the structure of ωk in
Eq. (B.4), it is found that for λ < λc, ωk becomes purely
real, where:
λc =
(
pi
4
(4pi)

2 Γ
(

2
)
N
) 1

a. (B.12)
Thus, an instability exists in the phonon modes for large
scaling parameters λ.
Assuming λ > λc, the corresponding imaginary piece
of Eq. (B.6), to leading order, can be written as:
Im(δH) = C4
(N)2−/2
2a2
(a
λ
)d2/2 2pid
Γ
(
1− 2
) ×
∫ √2
1
η
dxxd−1
√
2x2 − x4, (B.13)
where η was previously defined as η = λpi
√
µ
2 .
The real part of Eq. (B.8) is the remaining portion of
the integrand and is finite for d < 2 dimensions. The
discussion of its effects is postponed to Appendix C.
Appendix C: Evaluation of the Energy Spectra when
D = 2− 
In order to determine the energy spectrum for this sys-
tem, it is necessary to quantize the motion of λ. First
we consider the case when δH is set equal to zero, and
quantize the motion of the semiclassical Lagrangian in
Eq. (A.5). This is done using the standard canonical
quantization procedure and yields:
H =
1
2C1N
P 2λ +
C2N
2λ2
− C3N
2
λ2
(
λ
a
)
. (C.1)
where:
[λ, Pλ] = i~ (C.2)
To progress further, it is advantageous to use the WKB
formalism which states:
(
n+
1
2
)
pi =
∫ λM
λm
dλ
√
2NC1 (En − V (λ)),
V (λ) =
C2N
2λ2
− C3N
2
λ2
(
λ
a
)
, (C.3)
where λm and λM are the classical turning points of the
potential given above. Eq. (C.3) can be solved for both
the low-lying and high-lying excitations. In the case of
low-lying excitations, it is possible to expand the poten-
tial to quadratic order around its minimum, located at:
λe =
(
C2
NC3
1
(2− )
) 1

a. (C.4)
The resulting integral is elementary and yields:
En = − C
2/
3
2a2C
2/−1
2
1+2/
(2− )1−2/N
2/+1
+
1
a2
C
2/
3
C
1/2
1 C
2/−1/2
2
2/+1/2(2− )2/N2/(n+ 1
2
) + ...
(C.5)
which is valid for  6= 0 and n N .
For the high-lying states when  6= 0, it is necessary
to bring Eq. (C.3) into a form that can be expanded in
powers of some small quantity. To determine this quan-
tity, it can be shown that λm and λe are of the same
order of magnitude and scale linearly with N . This is a
consequence of the shape of the potential; the repulsive
part of the potential is very steep, λ−2, whereas the tail
of the potential scales like λ2− for finite . In the case
of high-lying excitations one can expect λM  λe ≈ λm.
In order to reduce Eq. (C.3) into powers of λeλM , one
first expresses the total energy, E, in terms of the classical
turning point λM . This will reduce the integral into the
following form:
12
(n+
1
2
)pi =
√
2C1C3N3λM
a
×∫ 1
λe
λM
dx
x1−/2
√
1− x2− − (2− )
2
λe
λM
(1− x2).
(C.6)
When expanding Eq. (C.6) in terms of λeλM , the resulting
first non-trivial order of λeλM is O
(
λe
λM
)/2
, which van-
ishes for large system sizes. As a result, it is possible to
neglect the terms proportional to λeλM in the square root
of Eq. (C.6). The integral then is analytical with the
result:
E = −C3
a2
(
2C1C3f
2
1
pi2
) 2−


2−2
 N
6−

(
n+
1
2
) 2(−2)

,
(C.7)
where we note that E ≈ −N2C3
λ2−M a

. The function f1 is
defined as:
f1 = (2− )
∫ 1
0
dxx1−/2(1− x2−)−1/2,
which is a smooth function of , near  = 0.
An estimate of the maximum number of bound states,
nmax, can be determined by setting λM ≈ a in Eq. (C.6).
The result is:
nmax ∼ N
3/2
1/2
(C.8)
Finally, we are now in a position to consider the case
when Re(δH) is non-zero. Since Re(δH) is regularized,
the result is finite and given by:
ReδH = C¯(d)N
1+d/2
a2
(a
λ
)d2/2
+
C
λ2
− C
′N
aλd
, (C.9)
for finite . This result is dependent on the choice of
boundary conditions for the system, as ReδH is domi-
nated by fluctuations with wavelengths on the order of
λ. As mentioned in Appendix B, the form of fluctuations
on these length scales depends on the boundary condi-
tions of the system. Therefore the above result holds
specifically for the finite box f -function.
The last two terms of Eq. (C.9) have the same struc-
ture as V (λ) in the semiclassical Hamiltonian and merely
renormalize the coefficients C2 and C3. It is then possible
to rewrite the total Hamiltonian as:
H =
1
2C1N
P 2λ +
C¯2N
2λ2
− C¯3N
2
λa
+
C¯(d)N1+d/2
a2
(a
λ
)d2/2
.
(C.10)
The presence of the additional term states that the effect
of ReδH, is not to simply renormalize the Hamiltonian.
However, the corrections to the semiclassical Hamilto-
nian are suppressed in the limit of large N , which is the
limit of interest in our analysis. Thus these contributions
can be neglected.
Appendix D: Alternative Solution for 1D
In one dimension, the Lagrangian has a form similar to
a hydrogen atom and the resulting quantum mechanical
system can be solved in a manner similar. We start with
the 1D Lagrangian given by:
L =
1
2
NC1
(
λ˙
)2
− N
2λ2
+
N2
λa
C3,
which leads to the following quantized Hamiltonian;
H = − 1
2NC1
∂2
∂λ2
+
NC2
2λ2
− N
2C3
λa
. (D.1)
For λ 1, the dynamics are that of a free particle, and
one can write ψ(ρ) = e−ρ, where ρ =
√−2NC1Eλ = κλ,
and E is the energy of the bound state. However, for
λ  1, the solution has the form ψ(ρ) = ρk, where k
satisfies k(k − 1) = N2C1C2, that is:
k =
1
2
+
√
1
4
+N2C1C2. (D.2)
Combining these forms, the general solution to the
Hamiltonian is:
ψ(ρ) = e−ρρk
∑
n=0
Cnρ
n. (D.3)
When one substitutes this into the time independent
Schroedinger equation, governed by the Hamiltonian in
Eq. (D.1), the following recursion relation is obtained:
Cn+1
Cn
= 2
(k + u)− N3C1C3κa
(k + n+ 1)(k + n)−N2C1C2 . (D.4)
The wave function will converge if, for some n, Eq. (D.4)
is zero, that is:
n+ k =
N3C1C3
κa
. (D.5)
This equation can be used to determine the energy of the
bound state, yielding:
E = −1
2
C1C
2
3N
5
a2(n+ 12 +
√
1
4 + C1C2N)
2
. (D.6)
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The above spectrum simplifies for N  1:
E = −1
2
C1C
2
3N
5
a2(n+
√
C1C2N)2
, (D.7)
which looks like the energy spectrum of a Hydrogen atom.
Appendix E: 2D Spectrum
The same analysis used in Appendix C can be extended
to the case d = 2. The only adjustment is that the po-
tential to be used is:
V (λ) =
C2N
2λ2
− C3N
2
λ2
1
log
(
a
λ
) , (E.1)
which is the → 0 limit of the potential in Eq. (C.3). The
calculation of the droplet states around the semiclassical
minimum proceeds just as in the 1D case, except for the
use of Eq. (E.1) for V (λ). To begin this analysis, consider
evaluating the minimum of Eq. (E.1). Setting the first
derivative equal to zero yields:
0 = 1− hN
log
(
a
λe
) + 2hN
log2
(
a
λ
) , (E.2)
where hN =
2C3N
C2
. Assuming that a λe, the following
result is obtained:
λe = ae
−hN .
The importance of Eq. (E.2) will be noted when calcu-
lating the high-lying spectrum. At this point, using the
above expression for λe, the calculation of the spectrum
for the low-lying states is exactly equivalent to the finite
 case. The result is given by:
En =
e2hN
a2
− C22
2C3
+
√
C22
2C1C3
(
n+ 12
)
√
N
 , (E.3)
which is valid for n N1/2.
For high lying states, one assumes n  N1/2. In this
regime, a  λM  λe, and thus the small parameter to
be considered is still λeλM . To leading order, the WKB
formalism states:
(
n+
1
2
)
pi =
√
C1C2N3
∫ λM
λm
dλ
λ
√
2C3
C2log(a/λ)
− 1
N
.
(E.4)
However, unlike the finite  case, the contribution from
λm to the above integral is non-trivial. When λ = λm,
Eq. (E.2) can be used to show that the integrand is of
order N1/2, which is finite in comparison to the contri-
bution to λM . With this in mind, the integral can be
performed analytically and the high lying spectrum has
the following form:
En = −C2N
2a2
cot2(θn)e
2hN sin
2(θn), (E.5)
where θN is a solution to:
(
n+
1
2
)
pi =
2N2C
1/2
1
C
1/2
2
[
pi
2
− θn − sin(2θn)
2
− C2
8NC3
cot(θn)
]
. (E.6)
It is important to note that Eq. (E.6) captures both the
leading contribution found in Eq. (E.4) and next order
corrections in λeλM . From Eq. (E.6), it is easy to see that:
nmax ∼ N2. (E.7)
In the limit N2  n  N1/2, θn ≈ pi2 − θ0, and one
can show that:
En = − (C
2
23pi)
2/3
25/3a2C
1/3
1 C
2/3
3
(
n+ 12
N1/2
)2/3
e2hN ×
exp
[
−24/3C
1/3
3 (3pi)
2/3
C
1/3
1 C
1/3
2
(
n+ 12
N1/2
)2/3]
. (E.8)
Finally, one can obtain an estimate for the semiclas-
sical ground state energy using Eq. (E.6). In order to
do so, we note that when the quantum number n is set
to zero, and the zero point fluctuations are ignored, the
right hand side of Eq. (E.6) determines the semiclassi-
cal ground state energy. However, in this calculation,
Eq. (E.6) applies to the case when n  N1/2; the op-
posite limit of the semiclassical ground state. Therefore,
we expect the correct N dependency to be captured by
this estimate, but not the exact coefficient. The result of
this analysis is:
E0 = − 3C
2
2
32C3a2
e2hN ,
which is, as expected, the same as the semiclassical piece
of Eq. (E.3), up to an overall constant.
Appendix F: Lifetime of Excitations
Up to this point, we have been focusing on the semi-
classical solutions to the Hamiltonian, Eq. (C.1). How-
ever, as was seen earlier, the quantum correction to the
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Hamiltonian has a small imaginary piece. This imagi-
nary correction implies that the semiclassical solutions
are not stationary states, but have a finite lifetime. To
obtain this lifetime, it is still possible to use the WKB
method, except now there is a small imaginary piece to
the potential V = V (λ) + i ImδH, and consequently, to
the energy eigenvalue, E = En+ iδE. The WKB formal-
ism then states:
(
n+
1
2
)
pi =
∫ λM
λm
√
2 (En + iδE − V (λ)− i ImδH).
(F.1)
For very small values of ImδH, it is possible to Taylor
series the above expression. Equating the real parts will
yield the original quantization condition that has been
utilized in the previous appendices. However, equating
the imaginary parts will give:
δE =
1
τ (En)
=
∫
dλIm(δH) [2(En − V (λ))]−1/2∫
dλ [2(En − V (λ))]−1/2
.
(F.2)
Eq. (F.2) is identical to a semiclassical average of
Im(δH), over a state with eigenvalue En. One can then
substitute the potential from Eq (C.3) into Eq. (F.2).
The denominator of Eq. (F.2) then yields:
I =
∫
dλ
[
C2N
2λ2M
− C3N
2
λdMa

− C2N
2λ2
+
C3N
2
λda
]−1/2
,
(F.3)
which can be arranged to give:
I =
√
λe(2− )λ4−M
2C2
∫ 1
0
dx
[
1− x2−
−
(
λe
λM
)
1
λ
(1− x2)
]−1/2
x1−/2, (F.4)
where λe is the semiclassical minimum of the potential,
and λM is the classical turning point of the potential.
λe
λM
is still a small quantity, and, as was shown in Ap-
pendix C, generates a negligible contribution to the in-
tegral. Therefore, it is possible to keep only the zeroth
order term in
(
λe
λM
)
, which is:
I =
√
λe(2− )λ4−M
2C2
∫ 1
0
dx
x1−/2√
1− x2− . (F.5)
For the numerator, we note Eq. (B.13) depends on λd
2/2
and thus only adds an extra factor of xd
2/2 to the inte-
grand. Combining Eqs (F.5), (B.13), and (F.2) gives the
final expression for the lifetime:
τ−1(En) =
C4
2a2C
1−/2
3
N /2(Ea2)1−/2f2(),
f2() = ImFa
∫ 1
0
dxx(−1)(1−/2)(1− x2−)−1/2∫ 1
0
dxx1−/2(1− x2−)−1/2
,
ImFa =
2pid
Γ
(
d
2
) ∫ √2
0
dxxd−1
√
2x2 − x4. (F.6)
Fa, defined in Eq. (F.6), is a smooth function of , for
all values of  ≥ 0. After evaluating the above equations,
one finds that the lifetimes for 1D and 2D are:
τ1D(En) =
3pi1/2C
1/2
3 a
C4 27/2
1√|En|N , (F.7)
τ2D(En) =
6C3
pi3C4
1
|En| . (F.8)
An equivalent form for the lifetimes can be obtained by
using the results Eqs. (C.7) and (E.5). In this case the
lifetimes simplify to:
τ1D(En) =
3pi1/2a2
8C4
1√
C1C3
(
n+ 12
)
N3
, (F.9)
τ2D(En) =
12C3
pi3C2C4
a2
N
e−2hN sin
2 θn tan2(θn),
(F.10)
where θn in the 2d lifetime satisfies Eq. (E.6).
These lifetimes can be understood from the semiclas-
sical picture of the system and the dynamics of the
phonons. The droplet size is of the same order of the
scaling parameter, λ, which spends most of its time near
the turning points of the potential. In the case of high-
lying excitations, the system will spend most of its time
near the turning point λM , which is assumed to be much
larger than λe. At this scale, the phonons have a typical
speed v =
√|µ| ∼ √ N
λdM
. At this scale, the speed of the
dynamics slows down tremendously since the phonons
are appreciably slower. Moreover, we note that larger
energies correspond to larger values of λM , and one then
expects that the lifetimes become longer for bound states
of larger energy.
For low-lying excitations, a similar calculation start-
ing from Eq. (F.2) can be performed, but will not yield
accurate results. For the ground state and low-lying ex-
citations, the characteristic length scale of the system is
equivalent to the length scale where the phonons become
fully stable. As a result, the number of phonon modes
that are unstable is small, and the characteristic length
scale of these unstable phonons is that of the system size
λ. As mentioned previously, fluctuations in this region
are strongly dependent on the form of the scaling function
used. As a result, applying our analysis to the lifetime
of low-lying excitations is inadequate, as it relies heavily
on the form of the scaling function.
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