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摘　要 :随着 Linux 操作系统在嵌入式实时系统中的广泛应用 ,有效地提高 Linux 有限的实时性能是一个重要问题 ,而
Linux 内核可抢占调度是实时性能的改进的关键。对Linux 内核调度器的工作原理进行了深入分析 ,并阐述了调度延迟是
其实时性不强的原因 ,然后介绍通过可抢占机制对 Linux 内核进行改造 ,测试了改进后的内核的实时性。
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Abstract :With the wide application of Linux operation system in embedded real - time system fields , the enhancement of Linux real -
time performance becomes more and more important . Preemptive kernel is a decisive condition of a system’s real - time performance.
This paper analyzes of Linux scheduler and presents that the scheduler latency is the major cause of Linux OS’non - real - time. Then pre2
sent a solution to enhance the real - time performance of Linux. In the end , the simulation results are represented.














算机系开发的 RT - Linux[1 ] ,它是由两个子内核构成 ,
一个用于 Linux 环境 ,一个用于实时环境。另外遵循
GPL 的 RTAI[2 ] (实时应用程序接口) 也类似于这种方
式。这两种方法可以有效改善系统中断延迟时间的问
题。但这种策略设计了一个完全独立的实时核心而没
有使用原有 Linux 内核 ,导致 Linux 系统的一些优势
难以继承 ,尤其是与 Linux 内核相关的一些优势无法
获得。比如 Linux 内核对大量硬件的广泛支持 ,Linux
核心超群的可靠性、稳定性等。另外 ,由于这种方法并
没有通过修改 Linux 内核代码来开发实时内核 ,而是
在Linux 系统之上重新设计了一个实时核心 ,这样的
开发使得源代码不开放。













上 ,着重介绍通过抢占任务补丁来提高 Linux 的实时
性。
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1 　Linux 操作系统实时性的瓶颈






























Linux 2. 4 内核的调度方式可以说是“有条件的可
抢占”方式[6 ] 。当进程在用户空间运行时 ,不管自愿不




其运行。下面结合 Linux 2. 4 的原代码和特定情景来
做进一步分析 ,此情景的执行过程如图 1 所示[7 ] 。假
设当前系统只有两个任务 A ,B (理想化的假设) ,且任
务B 的优先级高于任务 A 的优先级。从 t0 时刻起 ,任
务 A 在用户空间运行 ,任务 B 在睡眠 ,等待某事件中
断唤醒。
t1 时刻 ,任务 A 要通过系统调用完成某个操作 ,
这样 ,任务 A 就进入内核空间运行了。t2 时刻 ,某个
事件发生引起外部中断发生 (该中断处理程序会唤醒
任务B ,这种情况在实时操作系统中很常见) 。在内核
中唤醒一个睡眠中的进程要调用函数 wake - up - pro2
cess() ,代码在 kernel/ sched. c 中。下面是该函数中比
较重要的语句 :
图 1 　任务响应模型
p - > state = TASK - RUNNIN G; / / 把进程的状态设置为
TASK - RUNNIN G
add - to - runqueue(p) ; / / 把该进程挂入到可执行队列中
reschedule - idle (p) ; / / 将所唤醒的进程 p 与当前进程进行
比较 ,如果所唤醒的进程优先级更高 ,就将当前进程的进程描述
符中的 need - resched 域置为 1
void reschedule - idle (struct task - struct 3 p)
{
. . . . . .
tsk = cpu - curr (this - cpu)
/ / 进程 tsk 是当前运行的进程
if ( preemption - goodness ( tsk , p ,this - cpu) > 1) / / 被唤醒
的进程优先级高
tsk - > need - resched = 1 ;
/ / 当前进程的 need - resched 置为 1
. . . . . .
}
任务B 的优先级高于任务 A ,因此任务 A 的进程
描述符的 neee - resched 被置为 1。
由于 t2 时刻系统在内核态下运行 ,CPU 可能关中
断 ,所以中断不能马上响应。直到 t3 时刻 ,内核态代
码使能中断响应 (Linux 内核退出临界区) ,这个时候





ux2 . 4 中发生调度的必要条件是从系统空间返回到用
户空间。因此 ,内核响应中断后 ,要到任务 A 的系统
调用返回时才会发生调度 ,任务 B 才有可能被运行。
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具体代码如下 :
EN TRY(ret - from - intr) # 中断返回
. . . . . . . .
277 testl ＄(VM - MASK | 3) , %eax
# 判断返回到用户空间还是内核空间
278 jne ret - with - reschedule
# 返回到内核空间不发生调度
279 jmp restore - all
. . . . . . .
217 ret - with - reschedule :
218 cmpl ＄0 ,need - resched( %ebx)
# 即使 need - resched 为 1 也不会发生调度
219 jne reschedule
在 t4 时刻 ,中断返回到内核空间继续执行任务
A ,t5 时刻任务 A 系统调用完成以后返回 ,此时返回的
用户空间 ,testl ＄( VM2MASK | 3) , %eax 结果非 0 ,
因此会跳转到 ret - with - reschedule 处引起任务调度。
由于任务B 的优先级高 ,在 t5 时刻发生调度后 ,任务
B 获得运行的资格。
































改[8 ,9 ] 。
2. 1 　引入 preempt - count 计数器
为了支持内核抢占 ,为每个进程的 thread - info 引
入了 preempt - count 记数器 ,该计数器初始值为 0。
preempt - count 由宏 preempt - disable () 、preempt - enable
( ) 以及 preemptenable - no - resched ( ) 所使用。pre2
emptd - isable 对 preempt - count 计数进行递增 , pre2
empt - enable 对 preempt - count 进行递减。preempt - en2
able 宏查看当前进程的 preempt - count 和 need - resched
域的内容 ,如果 preempt - count 为 0 并且 need - resched
为 1 ,则调用 preempt - schedule () 函数。该函数将给当
前进程的 preempt - count 项增加一个很大的值 (比如让
preempt - counter = preempt - counter + 0x4000000) ,然
后调用进程调度函数 schedule () ,在 schedule 函数返回
后从该进程 preempt - count 中再减去该值。可抢占内




2. 2 　更改 spinlock 宏定义
以前内核中的 spin - lock 自旋锁应用不同处理器
对临界资源的竞争 ,而现在内核抢占要求应用于不同
进程对临界资源的竞争。因而 ,要在 spinlock 宏定义
中加入内核抢占互斥锁。在 spinlock 宏定义中加入了
preempt - disable () 、preempt - enable ( ) 的调用使得内核
抢占锁 preempt - count 和 spinlock 同步操作。
2. 3 　修改中断返回处理代码
它的修改主要在/ arch/ i386/ kernel/ entry. S 文件
中。现在分析修改过的与中断返回有关的代码段。其
中以 # 号开头的是对代码的注释。
00144 :ret - from - intr : # 从中断返回
00145 : GET - THREAD - INFO( %ebp) # 取得进程的 thread - info
信息
00146 : movl EFLA GS( %esp) , %eax # mix EFLA GS and CS
00147 : movb CS( %esp) , %al
00148 : testl ＄(VM - MASK | 3) , %eax # 判断返回到用户空间
还是内核空间
00149 : jz resume - kernel # 返回内核空间
00150 : EN TRY(resume - userspace) # 返回用户空间
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　⋯⋯
00160 : # ifdef CONFIG - PREEMPT
00161 : EN TRY(resume - kernel) # 返回内核空间的代码入口
00162 : cli # 关中断
00163 : cmpl 0 , TI - preempt - count ( %ebp) # preempt - count 是否
为 0
00164 : jnz restore - all # 不为 0 ,返回 ,不抢占调度
00165 : need - resched :
00166 : movl TI - flags( %ebp) , %ecx
00167 : testb -TIF - NEED - RESCHED , %cl # 测试 need - resched
是否置位
00168 : jz restore - all # need - resched 没有置位 ,不抢占调度
00169 : testl ＄IF - MASK ,EFLA GS( %esp) # 如果关中断 ,则不
允许抢占调度
00170 : jz restore - all
00171 : call preempt - schedule - irq # 通知调度器目前这次调度是
抢占调度
00172 : jmp need - resched
00173 : # endif
根据上面的三个修改可以看出 ,内核的抢占式调
度发生在如下情况 :在释放 spinlock 时 ,也即 preempt -
count 为 0 时 ,当中断返回时 ,如果当前执行进程的




中断返回后就测试 preempt - count 是否为 0 ,如果为 0 ,
则可抢占调度。而如果此时当前进程的 need - resched
被置位了 ,则会引发调度。即使中断返回后 preempt -
count 不为 0 ,说明当前任务持有锁 ,不可抢占 ,但当当
前进程 (任务 A) 持有的所有锁都被释放后 ,preempt -
count 重新为 0。此时释放锁的代码会检查 need-
resched 已被设置 ,引发调度 ,任务B 获得运行资格。因
此 ,任务调度延迟大大减少 ,系统的实时性得到增强。
3 　实时性测试
对 Linux 作了实时化改造之后 ,往往需要对其作
一定的测试来确定系统是否符合实际应用的需要。因
此 ,如何衡量实时 Linux 的性能 ,也是实时化 Linux 中
的一个重要问题。另外对 Linux 实时性能进行测试也
可以发现 Linux 的性能特点 ,从而能进一步知道 Linux
实时化改造。这里最主要测试指标是任务响应时间 ,
这是一个衡量 Linux 整体实时性的指标[10 ,11 ] 。
3. 1 　测试原理
这里使用的测试工具是 realfeel。realfeel 是一个
简单的用户程序 ,它的主要代码是 realfeel . c。它的工
作原理是让测试程序对/ dev/ rtc 进行读操作 ,该读操
作是一种阻塞读操作 ,它必须在一次实时时钟的中断
后才能完成 ,因为这样才能得到最新时间。因而每次
实时时钟产生中断 ,就可以结束一次对/ dev/ rtc 的读
操作。程序设置实时时钟的中断次数为 2kHz ,这样对
/ dev/ rtc 的读操作也应有每秒 2048 次。因此每一次




验中的硬件环境是 :2 . 26 GHz CPU、256MB 内存。
首先在一终端运行程序. / realfeel ,并在另一终端
运行命令 ping - l 1000000 - q - s 10 - f localhost 作
为系统负载。在 kernel 2. 6. 15 的环境下得到的结果
如表 1 所述。
表 1 　任务响应时间 (单位 :ms)
响应时间 0. 0 0. 1 0. 3 0. 5 0. 8 1. 2 2. 3 3. 4 5. 2
中断次数 286321 1095 210 82 16 8 3 1 1
　　很明显此时最大系统响应时间为 5. 2ms。
在 kernel 2. 6. 15 + 可抢占补丁的环境下测试的结
果如表 2 所述。
表 2 　任务响应时间 (单位 :ms)
响应时间 0. 0 0. 1 0. 3 0. 5 0. 7 0. 8 0. 9
中断次数 359884 1020 150 26 4 1 1
　　此时系统的最大响应时间仅为 300μs (0. 3ms) ,可
以看出 ,新构建的 Linux 内核的最大响应时间处于微
秒级 ,比标准的 Linux 有了很大的改进。当然经过改
造后的内核也只能满足软实时应用的需求 ,如果是要
求严格的硬实时系统采用 RT - Linux 是较好的方案。
4 　结束语
通过对 Linux 内核源代码以及内核实时性改进方
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程序包括以下 3 个方面 :
(1) 状态反馈。
(2) 前进和旋转运动控制。




软件在设计时 ,采用 C 语言和汇编语言的调用与






















[1 ] 　罗亚非. 凌阳十六位单片机应用基础[ M] . 北京 :北京航空
航天大学出版社 ,2005 .
[ 2 ] 　方佩敏. 新编传感器原理·应用·电路详解[ M] . 北京 :高等
教育出版社 ,1994 .
[ 3 ] 　谢自美. 电子线路设计·实验·测试[ M] . 武汉 :华中科技大
学出版社 ,2001 .
[ 4 ] 　张慰兮. 微型计算机( MCS - 51 系列) 原理、接口及其应用
[ M] . 南京 :南京大学出版社 ,1999 .
[5 ] 　侯秀萍 ,袁秀丽 ,张 　伟 ,等. 模糊逻辑技术在医学诊断中
的应用研究[J ] . 微机发展 ,2005 ,15 (5) :94 - 96 .
(上接第 44 页)
[3 ] 　Morgan K. A Response to Real Time and Linux ,Part 3[ M] .
Santa Clara :Montavista Software Inc ,2002 .
[4 ] 　吴一民. Linux 实时化研究 [ J ] . 计算机应用与软件 ,2003
(1) :9 - 10 .
[5 ] 　郭　强. Linux 实时性能增强技术的研究[J ] . 微计算机应
用 ,2005 (4) :481 - 484 .
[6 ] 　毛德操 ,胡希明. Linux 内核源代码情景分析[ M] . 杭州 :浙
江大学出版社 ,2001 .
[7 ] 　杜　旭 ,胥海鹏. Linux 操作系统调度器实时性能的研究和
改进[J ] . 计算机工程 ,2005 (5) :100 - 102 .
[8 ] 　倪继利. Linux 内核分析及编程[ M ] . 北京 :电子工业出版
社 ,2005 .
[9 ] 　Love R. Linux 内核设计与分析[ M ] . 北京 :机械工业出版
社 ,2004 .
[ 10 ] 朱响斌 ,涂时亮. Linux 的实时性能测试[J ] . 微电子学与计
算机 ,2004 (11) :85 - 88 .
[11 ] 周　云 ,徐佩霞. Linux 实时机制分析与改进[J ] . 计算机应
用 ,2003 (5) :81 - 82 .
·74·第 9 期 　　　　　　　　　吴荣芳等 :基于凌阳 SPCE061A 单片机的智能小车的设计
