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DOUBLING CONSTRUCTIONS AND TENSOR PRODUCT L-FUNCTIONS:
COVERINGS OF THE SYMPLECTIC GROUP
EYAL KAPLAN
Abstract. In this work we develop an integral representation for the partial L-function of a
pair pi× τ of genuine irreducible cuspidal automorphic representations, pi of the m-fold covering
of Matsumoto of the symplectic group Sp
2n
, and τ of a certain covering group of GLk, with
arbitrary m, n and k. Our construction is based on the recent extension by Cai, Friedberg,
Ginzburg and the author, of the classical doubling method of Piatetski-Shapiro and Rallis,
from rank-1 twists to arbitrary rank twists. We prove a basic global identity for the integral
and compute the local integrals with unramified data. Possible applications include an analytic
definition of local factors for representations of covering groups, and a Shimura type lift of
representations from covering groups to general linear groups.
Introduction
When Hecke developed his theory of L-functions for modular forms of integral weight, he
observed that for half-integral weight, his Hecke operators could not ensure the existence of
an Euler product expansion for the L-series ([GPS80]). In the adelic setting, these modular
forms can be interpreted as functions on global central extensions of SL2. The work of Weil
was perhaps the first application of covering groups to the theory of modular forms. Weil
constructed the double covering of the symplectic group, and a geometric realization for the
theta representation [Wei64], with the intention of reformulating Siegel’s theory of what is now
known as theta liftings, a goal pursued in [Wei65]. Arbitrary rank coverings of SL2 and GL2
were studied by Kubota [Kub67, Kub69]. Around the same time, Moore [Moo68], Steinberg
[Ste68] and Matsumoto [Mat69] constructed covering groups for simple simply connected split
groups and laid the foundations for their systematic study.
Shimura [Shi73] studied modular forms of half-integral weight, and was able to address early
problems observed by Hecke. He defined a new family of Hecke operators, which controlled the
Euler product factorization (as in the integral case). He proceeded to produce a lift of modular
forms of weight k/2, where k ≥ 3 is an odd integer, to modular forms of weight k − 1. To
obtain this result, Shimura developed an integral representation involving an Eisenstein series,
by generalizing the method of Rankin [Ran39], and used it for the study of the L-series attached
to a k/2 modular form. He then applied the Converse Theorem of Weil [Wei67], to produce a
weight k − 1 modular form. We also mention Waldspurger [Wal80, Wal81, Wal90, Wal91], who
obtained local and global correspondences between representations of the double covering of SL2
and the group SO3, using the theta correspondence. Other works on the theta correspondence
include [KR05, GGP12, GS12]. Another approach for relating between representations of the
coverings and the linear groups, for general linear groups, based on the trace formula, was
pursued by Flicker [Fli80] and Flicker and Kazhdan [FK86]. For recent works on the trace
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formula for covering groups see Li [Li12, Li13, Li14a, Li14b]. Refer to [GGW18] for an historical
overview on these topics.
In this work we take the first step towards a generalized Shimura lift, of genuine cuspidal
automorphic representations of covering groups to automorphic representations of a suitable
general linear group, via an integral representation. For any m > 1, we construct an integral
representation for the partial L-function of a pair of genuine irreducible cuspidal automorphic
representations, π of an m-fold covering of Sp2n(A) of Matsumoto [Mat69], and τ of a certain
(specific) covering of GLk(A). We prove a global identity, which on decomposable data leads to
an “almost Eulerian product” (an infinite product of local integrals over the unramified places
and an integral over finitely many places), and compute the local integrals with unramified data.
Our construction is based on the doubling method of Piatetski-Shapiro and Rallis [PSR87] and
its recent extensions [CFGK, CFK], and we expect it to apply to a wide range of coverings.
For more precise details and description see below: the linear construction is briefly recalled in
§ 0.1, then we describe its extension to coverings in § 0.2.
Piatetski-Shapiro and Rallis [PSR87] developed an integral representation for the standard
automorphic L-function of an irreducible cuspidal automorphic representation of a classical
group, or its rank-1 twists. Their construction was different from other constructions for classi-
cal groups at the time ([GPSR87, Gin90]), in the sense that it did not assume any global or local
model. Cuspidal representations of general linear groups are always globally generic, i.e., admit
Whittaker–Fourier coefficients; but this is the exceptional case, for other groups cuspidal (or
supercuspidal, locally) representations need not admit Whittaker models. The local theory of
their integrals was fully developed by Lapid and Rallis [LR05], with additional cases of groups
added by Yamana [Yam14] and Gan [Gan12] (see § 0.3 below). The construction of [PSR87],
now known as the doubling method, has had numerous applications, including to the study
of the theta correspondence [KR94, HKS96, GS12, Yam14] and to cohomological automorphic
representations [BS00, HLS05, HLS06, EHLS]. However, since it was limited to the standard
L-function, it was not sufficient for the study of functorial lifts.
In the recent works [CFGK, CFK] the doubling method was extended to produce L-functions
for arbitrary pairs of irreducible cuspidal automorphic representations of a classical group and
general linear group. This extension was obtained by generalizing the inducing data of the
Eisenstein series to arbitrary generalized Speh representations, and applying an additional
Fourier coefficient. The goal of [CFGK] was the basic global identity for the integral and the
computation of the local integrals with unramified data, while the main focus of [CFK] was
the local theory at all places. The conclusion of [CFK] was the proof of a global functorial
lift from a cuspidal representation of a symplectic, split special orthogonal or split general spin
group, to the natural general linear group, via the Converse Theorem of Cogdell and Piatetski-
Shapiro [CPS94, CPS99]. This extended the functorial lift of [CKPSS01, CKPSS04, AS06]
from globally generic representations to arbitrary ones. Of course the novelty here was really
the method, since the endoscopic functorial transfer for quasi-split orthogonal or symplectic
groups was obtained by Arthur [Art13] via the twisted stable trace formula, and extended to
quasi-split unitary groups by Mok [Mok15].
Presently, the advantages of the extended doubling method over other integral represen-
tations, include its uniform approach (e.g., independent of the ratio between the ranks of the
classical and general linear groups), the local theory which is now available at all places, and the
applicability to all cuspidal representations, i.e., no model assumption is made. As mentioned
above this is already beneficial for linear groups, but is particularly important when consider-
ing covering groups. For covering groups local (thereby global) multiplicity one for Whittaker
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models breaks down, first and foremost, for genuine unramified principal series representations.
This is one of the reasons it is intrinsically difficult to develop Eulerian integrals. The doubling
construction is free of this assumption, making it suitable for extensions to coverings.
0.1. The linear case. We briefly introduce the integrals in the linear case first, following
[CFGK]. Let F be a number field with a ring of adeles A and G = Sp2n be the symplectic group
on 2n variables. Let π be an irreducible cuspidal automorphic representation of G(A). For any
k ≥ 1, let τ be an irreducible cuspidal automorphic representation of GLk(A). We integrate two
cusp forms in the space of π against a Fourier coefficient of an Eisenstein series on H = Sp4kn.
The integral represents the partial L-function LS(s, π × τ), where S is a finite set of places of
F outside which all data are unramified.
For c ≥ 1, let Eτ be the generalized Speh representation corresponding to c copies of τ ,
constructed by Jacquet [Jac84]. It is the residual representation of an Eisenstein series, corre-
sponding to a representation of GLkc(A) parabolically induced from ∣det ∣ζ1τ ⊗ . . .⊗∣det ∣ζcτ , at
the point
((c − 1)/2, (c − 3)/2, . . . , (1 − c)/2).
The main properties of Eτ which were used in [CFGK], were that its generic Fourier coefficient
along the unipotent orbit (kc), called a (global) (k, c) functional, is not identically zero, and
it does not support any Fourier coefficient on an orbit greater than or not comparable with
(kc). These were proved in [Gin06, JL13]. The local components of Eτ admit unique (k, c)
models, which are the local analogs of the (k, c) functional: this was proved in [CFGK] for the
unramified components, and refined in [CFK] to all components. We call a representation of
GLkc(A) with these properties a (k, c) representation. For the precise definition see § 2.1.
For instance if c = 1, Eτ = τ and since τ is cuspidal, it is globally generic, i.e., admits
a (nonzero) Whittaker–Fourier coefficient. In this case (k, c) models are simply Whittaker
models, and indeed the local components of τ all admit unique Whittaker models.
Put c = 2n. Let H = Sp2kc, BH be a fixed Borel subgroup of H , KH be a standard maximal
compact subgroup of H(A), and P = MP ⋉ UP be a standard Siegel parabolic subgroup of H ,
i.e., the Levi part MP of P is isomorphic to GLkc. Consider the representation Ind
H(A)
P (A)
(EτδsP )
(normalized induction), where s ∈ C. For a standard KH-finite section f of IndH(A)P (A)(EτδsP ),
regarded as a complex-valued function, we have the Eisenstein series
E(h; s, f) = ∑
γ∈P (F )/H(F )
f(s, γh), h ∈H(A).(0.1)
This series converges absolutely for Re(s)≫ 0 and admits meromorphic continuation to C.
To describe the Fourier coefficient of E(h; s, f), let Q be a standard parabolic subgroup of
H , whose Levi part MQ is isomorphic to GLc × . . . ×GLc ×Sp2c. Let U = UQ be the unipotent
radical of Q. Fix a nontrivial character ψ of F /A. One can define an automorphic character
ψU of U(A), such that the direct product G(A) × G(A) is embedded in the stabilizer of ψU
inside MQ(A). Denote the image of this embedding by (g1, g2) ∈ H(A). According to the
definitions, the Fourier coefficient EU,ψU (h; s, f) of E(h; s, f) along (U,ψU) is an automorphic
form on G(A) ×G(A).
Let ϕ1 and ϕ2 be two cusp forms in the space of π. Let ι = ( Ic/2Ic/2 ), g ↦ ιg = ιgι−1 is an
outer involution of G, and denote ιϕ2(g) = ϕ2(ιg).
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The global integral in the linear setting was defined in [CFGK] by
Z(s,ϕ1, ϕ2, f) = ∫
G(F )×G(F )/G(A)×G(A)
ϕ1(g1) ιϕ2(g2)EU,ψU ((g1, g2);f, s)dg1 dg2.
This integral is absolutely convergent on the plane except perhaps at the poles of the series.
Let {ϕ1, ϕ2} be the standard G(A)-invariant inner product on the space of π, and fW (Eτ )(h, s)
denote the composition of f with the (k, c) functional on Eτ , namely
fW (Eτ )(h, s) = ∫
V
(ck)
(F )/V
(ck)
(A)
f(vh, s)ψ−1(tr(
k−1
∑
i=1
vi,i+1))dv.
Here V(ck) is the unipotent radical of the parabolic subgroup of GLkc corresponding to the
partition (ck), v = (vi,j)1≤i,j≤k where vi,j are c × c blocks, and tr is the trace map. The main
global result of [CFGK] was, that for Re(s)≫ 0,
Z(s,ϕ1, ϕ2, f) = ∫
G(A)
∫
(UP∩U)(A)
{ϕ1, π(g)ϕ2}fW (Eτ )(δu0(1, ιg), s)ψU(u0)du0 dg.(0.2)
Here δ ∈ H(F ) is the product of ( Ikc−Ikc ) and diag(I(k−1)c, ( Ic IcIc ) , I(k−1)c). On decomposable
data, the right hand side can be written as an Euler product of local integrals. In fact, in
[CFGK] we obtained an almost Euler product, in the sense that the places with ramified or
archimedean data appear together as one integral; the full Euler product was obtained in [CFK]
after proving the uniqueness of (k, c) models everywhere.
Now at almost all places, the local integrals consist of unramified data. The main local result
of [CFGK] was the computation of these integrals. The infinite product over the places with
unramified data is LS(s, π×τ) divided by a product of partial L-functions which constitute the
normalizing factor of the series.
The computation of the integrals with unramified data was carried out in [CFGK] through a
sequence of reductions: the G×GLk integral was reduced to a doubling integral for GLn ×GLk
(also defined in [CFGK]), then to the case of n = 1, i.e., to a GL1 ×GLk integral. Since the
representation of GLk is irreducible and generic (it is a local component of τ), it is natural to
compute this integral via the theory of Rankin–Selberg integrals for GL1 ×GLk and GL1 ×GL2k
of [JS81b, JPSS83].
0.2. Doubling for coverings. Simply put, the purpose of this work is to extend this construc-
tion to representations of coverings of G = Sp2n. For a positive integer m, assume F contains
the full group µm of m-th roots of unity, and let G(m)(A) be the m-fold covering of G(A)
constructed by Matsumoto [Mat69] (following [Moo68, Ste68]), defined using the global m-th
order Hilbert symbol (G(1) = G). Within the framework of Brylinski and Deligne [BF90], this
is the unique covering which corresponds to the integer valued Weyl group invariant quadratic
form Q on the cocharacter group of a maximal torus of G, which is 1 on the short coroots
([BD01, Proposition 4.15]).
Numerous constructions of integral representations including the doubling method, are based
on restriction. In the linear setting we restrict an Eisenstein series or its Fourier coefficient.
Uniqueness results in representation theory are frequently related to Eulerian products and L-
functions, or their special values ([Bum05]). The local principal at work here is that the Jacquet
functor along (U,ψU), which is the local analog of the Fourier coefficient of the Eisenstein series,
is a multiplicity free representation of G ×G, outside a discrete subset of s ∈ C. In the set-up
of covering groups, it is not even clear this statement is formally well defined.
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Restriction is much more subtle for covering groups. For a covering H̃ of H and a subgroup
L of H , let L̃ be the restriction of the covering to L. It is always a subgroup of H̃, but the
restriction H2(H,µm) → H2(L,µm) (2-nd cohomology for topological groups) depends on the
precise embedding of L. For example consider the 2-fold covering of GL2d of [KP84]: if GLd is
embedded via g ↦ diag(g, Id), G̃Ld is a similar 2-fold covering, but for the map g ↦ diag(g, g),
G̃Ld is not even among the coverings of [KP84]. This means that the embedding G ×G has to
be consistent with the choice G(m) on each of the factors, to begin with.
A second problem concerns the lift of automorphisms of linear groups to their coverings.
Since we are dealing with central extensions, H certainly acts on H(m) by conjugation, but a
trivial action might lift to a nontrivial action. For instance, direct factors of Levi subgroups
of GLd do not commute in the coverings of GLd of [KP84] (similarly for certain coverings of
GSpin2n+1). We must then verify that both copies of G̃ commute.
A third difficulty is related to local-global issues. Locally we have the block-compatible 2-
cocycle σ of Banks et. al. [BLS99], which is convenient for computations, and is compatible
with restrictions in a certain strong sense. E.g., the restriction of H(m) to the copy of Sp2c
in MQ is Sp
(m)
2c . Globally, however, the product ∏ν σν is not defined on H(m)(A), so a global
2-cocycle must be defined by normalizing σν at almost all places, but then the compatibility
properties are in general lost.
One precondition for the study of automorphic forms on covering groups is the splitting of the
global covering over the rational points of the group. This is guaranteed, e.g., for the central
extensions constructed using a Hilbert symbol, by the reciprocity law for the symbol. Here
∏ν σν is defined on H(F ), and can be used to define this (unique) splitting.
The first component to extend to the covering is Eτ , the generalized Speh representation.
Let τ be a genuine irreducible cuspidal automorphic representation of a covering of GLk(A),
say, G̃Lk(A). For the covering groups under consideration, the coverings are split canonically
over unipotent subgroups (see [Ste62, Mat69] or the general statement of [MW95, Appendix I]).
Therefore the definitions of Fourier coefficients along unipotent subgroups, and locally Jacquet
functors, immediately extend to covering groups. Alas, uniqueness results often break down.
For example, the Fourier expansion of Shalika [Sha74] implies in particular that τ is globally
generic, as in the linear case; but in sharp contrast almost all of the local components of τ
admits a number of Whittaker models which is polynomial in the degree of the covering (see
e.g., [KP84, McN12, CO13]). The reason for this is that (as already observed above) preimages
of abelian subgroups need not be abelian in coverings, and in particular genuine irreducible
representations of the preimage of the diagonal torus of GLk are finite-dimensional but not
one-dimensional. Thus the naive extension of Eτ to G̃Lkc(A) will not work, already for c = 1.
Suzuki [Suz98] extended the generalized Speh representations to r-fold covering groups G̃Lk(A)
(of [KP84]), under certain global (and also local, implicitly) assumptions. Given τ as above,
he produced a residual representation of an r-fold covering group G̃Lrk(A), which is globally
generic and admits unique Whittaker models at almost all places (at least). The idea behind
his construction was the local correspondence obtained in [Suz98] between certain irreducible
unramified representations of GLk and G̃Lrk (for the latter, genuine), where each unramified
quasi-character χi was replaced by an exceptional representation (in the sense of [KP84]) of G̃Lr
twisted by χi. To prove the existence of the residue, the computation of the constant term from
[Jac84] was carried out on G̃Lrk, and the analysis of the poles required several assumptions on
the partial L-functions of τ × τ∨. Basically, one has to assume that the theory of automorphic
L-functions of GLk ×GLk of [JS81a, JS81b] can be applied to G̃Lk(A).
6 EYAL KAPLAN
The construction of [Suz98] provides us with global (rk,1) representations, i.e., the case
c = 1. The extension of his ideas to c ≥ 1 provides a residual representation Eτ of G̃Lrkc(A),
which is (rk, c), and in particular all of its local unramified components admit unique models,
a phenomenon which is very rare for covering groups.
As above let m ≥ 1 be an integer, and put r = m if m is odd, otherwise r = m/2. Let c = 2n,
H = Sp2rkc and take the Siegel parabolic subgroup P , now with MP = GLrkc. The covering
M̃P (A) is obtained by restriction from H(m)(A), it is the cover of GLrkc of [BD01] defined by
letting the quadratic form Q be −2 on all the coroots, in particular it is not one of the coverings
from [KP84]. This cover was recently studied by Savin [Sav] and Gao [Gao18a]. Morally, it is
an r-fold cover, and we denote it by GL
(m,r)
rkc (to avoid confusion with the notation of [KP84]).
For example the quadratic Hilbert symbol composed with the determinant is a (global or local)
2-cocycle for GL
(2,1)
kc . One of the useful properties of GL
(m,r)
rkc is that direct factors of Levi
subgroups do commute in the cover ([Sav, Gao18a]); another one is that the main involution
of GLrkc admits a trivial extension to GL
(m,r)
rkc , though this is not the only extension (GLrkc is
not perfect; also cf. [Kab99]).
Now let τ be a genuine irreducible cuspidal automorphic representation of GL
(m,r)
rkc
. The rep-
resentation Eτ is the residual representation of an Eisenstein series attached to a representation
of GL
(m,r)
rkc (A) parabolically induced from ∣det ∣ζ1τ ⊗ . . .⊗ ∣det ∣ζrcτ , the multi-residue taken at
((rc − 1)/(2r), (rc − 3)/(2r), . . . , (1 − rc)/(2r)).
As explained above, the construction is based on two assumptions: locally Conjecture 50 and
globally Conjecture 51, which are known for m = 1 (the linear case). The cases m = 2 or k = 1
(and all m ≥ 1) are also known. These are the current cases where Eτ ≠ 0 unconditionally.
In general these conjectures are natural granted a Shimura type correspondence for coverings
of general linear groups, and it is perhaps possible to study these questions by extending the
aforementioend correspondences [Fli80, FK86]. Note that Waldspurger, in his works on the
theta correspondence (e.g., [Wal80, Wal91]), also used [Fli80] in a substantial way ([PS84]) and
now the results of Bump et. al. [BFH90a, BFH90b] and Friedberg and Hoffstein [FH95] can
be used in place of the trace formula (see [GGW18]). Granted the conjectures, we prove Eτ is
an (rk, c) representation. More precisely, we prove that there is an irreducible summand of Eτ
which is (rk, c), and re-denote it by Eτ . See § 2.4 for more details.
The Eisenstein series E(h; s, f) is defined for a standard K̃H -finite section f of IndH
(m)(A)
P̃(A)
(EτδsP ),
as in (0.1), taking into account the splitting of H(F ) into H(m)(A). The Fourier coefficient is
again simple to define: the parabolic subgroup Q, U and ψU are defined as above, except that
MQ consists of rc − 1 copies of GLc instead of c − 1 copies.
The group G(A)×G(A) is still embedded in the stabilizer of ψU in MQ(A), but as explained
above, we have to verify that the restriction to each copy is G(m)(A) and that they commute
in H(m)(A). In fact, even more care is needed because while restriction does give G(m)(A), an
equality in H2(G(A), µm) is only up to a 2-coboundary. In the computation we must be sensitive
to this distinction, because we have one representation π of G(m)(A), but the restrictions to
each copy are only isomorphic. At least this isomorphism is canonical, because G(A) is perfect.
As in the linear case, we require EU,ψU (h; s, f) to be an automorphic form on G(m)(A) ×
G(m)(A). Here we have three identifications of G(F ): one in each copy of G(m)(A), and a third
one through H(F ), and our definitions must ensure compatibility between all these.
Last but not least, ι must lift to an involution of G(m)(A); since it is only an outer involution
of G, it is not even clear such a lift exists, locally or globally, but this is in fact true.
DOUBLING FOR SYMPLECTIC COVERINGS 7
Now for a genuine irreducible cuspidal automorphic representation π of G(m)(A) and a pair
of cusp forms ϕ1 and ϕ2 in the space of π, we define the global integral Z(s,ϕ1, ϕ2, f), which
is not very different from the linear version. The first main result of this paper:
Theorem (Theorem 63). Integral Z(s,ϕ1, ϕ2, f) given by (3.2) is formally well defined, abso-
lutely convergent for Re(s)≫ 0 and admits meromorphic continuation to the plane.
The basic identity for this integral, which is the covering analog of (0.2), is obtained using
the unfolding technique of [CFGK]. Most of the proof in [CFGK] was based on arguments
involving unipotent groups and the vanishing properties of Eτ . These extend naturally to
our set-up, with the covering version of Eτ . However, a crucial observation in the linear case
underlying the unfolding, is that the summand of EU,ψU (h; s, f) corresponding to the double
coset Pδ(G×G)U is left-invariant under the subgroup {(g, ιg) ∶ g ∈ G(A)}. As a rule, covering
groups do not split over reductive subgroups, even locally. Carrying out this step in H(m)(A)
requires an elaborate description of splittings. We then state our global identity:
Theorem (Theorem 64). For Re(s)≫ 0, integral Z(s,ϕ1, ϕ2, f) is equal to (3.4).
On decomposable data, integral (3.4) factorizes into an almost Euler product given by (3.16).
This is the starting point for the development of the local theory.
The main local result here is the computation of the integrals with unramified data. The
first step is to define GL(m,r)n ×GL(m,r)k integrals, and since our present application for these
integrals is local, we define them in a purely local setting, which is a simpler task. The theory
of covering groups for simply-connected groups such as SLn or Spinn is considerably simpler
than the general reductive case. For example, coverings for SLn are unique (given a Steinberg
cocycle), while coverings of GLn are parameterized by two integers ([Gao18a], see also [KP84]).
As another example, the splitting of GL(m,r)n over a maximal compact open subgroup is not
unique (as opposed to the similar splitting of G(m)). Also the construction of the integral
now involves a diagonal embedding of GLn in GL2rkn, and although GL
(m,r)
2rkn is split over this
subgroup, the splitting is not unique.
The computation of the doubling integral for GL
(m,r)
1 ×GL(m,r)k again involves an extension
of the Rankin–Selberg theory, now to GL
(m,r)
1 ×GL(m,r)rk and GL(m,r)1 ×GL(m,r)2rk integrals. In the
absence of uniqueness for Whittaker models, it is not clear such an extension in general is
feasible. However, in this work the representations of GL
(m,r)
rk and GL
(m,r)
2rk do admit unique
Whittaker models, e.g., the representation of GL
(m,r)
rk is a local component of Eτ with c = 1.
To evaluate these Rankin–Selberg type integrals we need to express the value of the normal-
ized unramified Whittaker function W at the identity, as a special value of an L-function, and
to relate the value ofW on essentially the diagonal elements diag(al, Irk−1) to the l-th complete
symmetric polynomial in the Satake parameters of τν . In the linear case these results are known
and follow from the Casselman–Shalika formula of [Shi76, Cas80]. This is another aspect which
is difficult to generalize to covering groups.
The extension of the Casselman–Shalika formula to the coverings of GLn of [KP84] was
developed in [KP84, CO13], then extended by McNamara [McN16] to the general coverings
of reductive groups of [BD01], under a mild assumption on the field to simplify computa-
tions and results. These works expressed the normalized unramified Whittaker function as a
weighted sum over the Weyl group. A different approach, motivated by the study of Whit-
taker coefficients of Borel Eisenstein series on covering groups, was pursued by Brubaker et.
al. [BBF08, BBF11a, BBF11b, BF15]. In these works the theory of crystal graphs was applied
to express the Whittaker function as a sum over “decorated” Gelfand–Tsetlin patterns. All of
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these works considered general unramified principal series representations of covering groups;
presumably, the loss of uniqueness for the Whittaker model has made it very difficult to further
extend the linear case and relate the Whittaker function to the theory of representations of
the L-group. By contrast, here we have uniqueness and it is reasonable to expect results that
resemble the linear case, at least formally, and this is precisely what we obtain. To compute
W we combine the Casselman–Shalika formula with the Gelfand–Tsetlin patterns description.
This is perhaps the first application of Gelfand–Tsetlin patterns to the computation of local
integrals which arise in the context of an integral representation. For k ≤ 2 the formula we seek
was obtained by [Suz98], and we treat the general case. We also use a recent result of Yuanqing
Cai [Caic], which enables us to argue using induction.
The following is our main local result:
Theorem (Theorem 66). Assume µ2m ⊂ F ∗. The local integral (3.17) with unramified data
equals
Lϑν(rαs + 1/2, πν × τν)[Lϑν(rαs + rn + 1/2, τν)] ∏
1≤j≤rn
Lϑν(2rαs + 2j, τν ,∧2)Lϑν (2rαs + 2j − 1, τν ,∨2) .
Here α = rkc + 1 and Lϑν(rαs + rn + 1/2, τν) appears only for odd m.
For the notation and definition of the L-factors see § 1.8.
Note the assumption µ2m ⊂ F ∗, which is stronger than the condition µm ⊂ F ∗ needed for the
existence of G(m). This assumption is added throughout several parts of this work: it is needed
because we use results from [BBF11a, McN11, Gao17, Gao18a], where it was assumed. It also
simplifies our work here, but for several claims we do provide a more general computation.
The existence and nontriviality of the local integrals is independent of Conjectures 50 and
51, and Theorem 66 holds unconditionally with a slight modification of the construction (see
Remark 88).
0.3. Further background, extensions and applications. The applicability of the doubling
method to representations of Sp
(2)
2n was known to Piatetski-Shapiro and Rallis. The local theory
of the doubling integrals of [PSR87] for Sp
(2)
2n (but when k = 1) was developed by Gan [Gan12].
Note that Sp
(2)
2n is an exceptional case, in the sense that irreducible representations do admit at
most one Whittaker model. This was proved by Waldspurger [Wal80] for n = 1 over R, by Bump
et. al. [BFH91] for principal series representations over p-adic fields, and by Szpruch [Szp07]
in general. Szpruch [Szp10] then developed the Langlands–Shahidi theory for this covering. In
this case there are also integral representations, for globally generic representations by Ginzburg
et. al. [GRS98], and arbitrary irreducible cuspidal representations [GJRS11]. The local theory
was developed in [Kap15] for the generic case. The integral presented here is the first known
to the author, involving representations of Sp
(m)
2n for any m.
The uniformity of the doubling method was preserved in the extension to arbitrary k > 1
in [CFGK, CFK], and we expect our method and results here to generalize to a wide class of
coverings of reductive groups, including coverings of special orthogonal or general spin groups.
Among other works on integral representations, we mention [JL70, GJ72, JS81b, JPSS83,
GPSR87, BF90, Gin90, JS90, BG92, Sou93, GPSR97, GRS98, BAS09, GJRS11, Kap12, Kap13,
JZ14, Tak14, BAS16, Sou17, Sou18]. While several recent works (e.g., [GPSR97, BAS09,
GJRS11]) were no longer limited to globally generic representations, their local theory has
not been fully developed to provide definitions of local factors (outside the unramified case).
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Brylinski and Deligne [BD01] provided a general framework, functorial in nature, of a covering
group for any split reductive group. Their construction inspired numerous works on extending
the Langlands program to those coverings, including [Sav04, Wei09, Wei11, McN12, Li14a,
Wei14, GG18, Wei18a]. The work here can be regarded as a first attempt to launch the analytic
counterpart of those efforts, namely a theory of integral representations and local factors for
covering groups.
In the celebrated works of Cogdell et al. [CKPSS01, CKPSS04] on functoriality for classical
groups, who established the functorial lift via the Converse Theorem, the results on the L-
functions were derived using the Langlands–Shahidi method. The theory of Eisenstein series
of Langlands (e.g., [Lan67, Lan76]) can be used to study the partial L-function through the
constant term of the series. This part is not limited to globally generic representations; however,
the analytic definition of the complete L-function and the proof of its functional equation were
only obtained by Shahidi ([Sha78, Sha81, Sha83, Sha85, Sha90]), through his method of local
coefficients, where uniqueness of the Whittaker model is crucial.
The analysis of the constant term of Langlands has been recently extended by Gao [Gao18b]
to the covering groups of [BD01]. In particular he proved the meromorphic continuation of the
partial L-function (e.g., the L-function obtained here). Unfortunately, it is impossible to extend
the method of local coefficients to covering groups, because local multiplicity one for Whittaker
models breaks down. Consequently, it is not clear how to define the completed L-function with
this approach. Nonetheless, since the dimension of the space of Whittaker functionals is finite,
there have been recent attempts to define and study a generalized local coefficients matrix, see
Gao et. al. [GSS18] and Szpruch [Szp].
In sharp contrast, the doubling construction can provide a definition of local factors for
covering groups through uniqueness, which boils down to the uniqueness of local (rk, c) models.
This uniqueness is proved here when data are unramified, i.e., almost everywhere, which is
usually more difficult to prove, so that it is reasonable to expect uniqueness at the ramified
places as well. In turn, this construction has the potential to provide a definition of a completed
L-function, with a functional equation.
Another possible application of this work is within the descent method of Ginzburg et al.
[GRS97a, GRS97b, GRS99a, GRS99b, GRS11], which uses the theory of integral representations
to characterize the image of global functoriality (see also [Sou05a]). Parts of this method can
be expected to apply to the doubling integrals of [CFGK], and a result towards this goal was
recently obtained by Ginzbrug and Soudry [GS]. We also mention the recent extension by
Hundley and Sayag [HS16], of the global descent to quasi-split general spin groups.
0.4. Description of the contents by section. Section 1 is devoted to preliminaries. We
define the groups and provide basic notation in § 1.1. General conventions and definitions for
covering groups are assembled in § 1.2. The embedding of G×G in H , which dictates most of the
coverings involved, is presented in § 1.3. In § 1.4 we define the local 2-cocycles. First we recall
the 2-cocycle of GL2rkc of [BLS99] and describe its restriction to H = Sp2rkc. In Proposition 7
we write a formula for the restriction of this 2-cocycle to G ×G and in particular, deduce that
the preimages of both copies of G in H(m) commute. In Corollary 9 we show that H(m) is split
over the group {(g, g) ∶ g ∈ G}. The global counterpart of these results is described in § 1.5.
The global coverings of both copies of G(A) are defined using H(m)(A). Corollary 11 is the
global analog of Corollary 9: the splitting of H(m)(A) over {(g, g) ∶ g ∈ G(A)}. In § 1.6 we
discuss the local and global extensions of the involution ι to the covering.
The cover GL
(m,r)
d is studied in § 1.7. As mentioned above, this is not one of the coverings
of [KP84]. Here preimages of direct factors of Levi subgroups do commute. Consequently,
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the usual tensor product is defined, and we do not need to use the metaplectic versions of the
tensor developed in [Kab01, Mez04, Tak14, Tak16]. While this observation simplifies numerous
local arguments, one still needs to define (as in [Tak14, Tak16]) a global block-compatible 2-
cocycle. In § 1.8 we describe the construction of unramified principal series representations and
define the L-factors, using the definition of the L-group of [FL10, McN12, Wei18b] (see also
[Gao18a]). Section 1.10 describes the analog of the Casselman–Shalika formula for GL
(m,r)
d
.
Since our covering is different from the coverings of [KP84], we can not use the formulas from
[KP84, CO13]; the formula from [McN16] is applicable to GL
(m,r)
d , but the normalizations of
[KP84, CO13] are more convenient to work with for our purposes. For clarity, we provide the
computation of the coefficients appearing in the formula.
Section 2 contains the definitions and construction of (rk, c) representations. Their definition
is given in § 2.1, it is similar to the linear case. In the linear case they satisfy an additional
invariance property, with respect to the diagonal embedding SL△c of SLc in GLkc. This property
extends to covering groups. First, we show that GL
(m,r)
rkc is split over SL
△
c , locally in Proposi-
tion 36 and globally in Corollary 38. The global invariance property is proved in Proposition 39.
In § 2.2 we construct local (rk, c) representations, roughly denoted Θ(χ), from exceptional
representations. The case of c = 1 is described in § 2.3. In this case Θ(χ) affords a unique Whit-
taker model, and we prove the local results on the normalized unramified Whittaker function
W . In Theorem 43 we use Gelfand–Tsetlin patterns to compute the Jacquet integral on W ,
and in Theorem 46 we express W (diag(a, Irk−1)) as a symmetric polynomial, by combining the
weighted sum formula of § 1.10, the inductive method of Suzuki [Suz98] and Gelfand–Tsetlin
patterns.
The global construction of (rk, c) representations using residues of Eisenstein series is pre-
sented in § 2.4. We state Conjectures 50 and 51, under which we prove the existence of Eτ in
Theorem 53, then in Theorem 54 prove it is an (rk, c) representation. The local components
of Eτ are described in § 2.5, where they are also related to Θ(χ).
Section 3 is devoted to the global integral. In § 3.1 we start with gluing together our pre-
liminaries, in order to prove that the global integral (3.2) is indeed well defined, as part of
Theorem 63. In § 3.2 we carry out the unfolding process and prove Theorem 64, the main
global identity. We then show how to obtain, from decomposable data, an almost Euler prod-
uct (3.16). The main local result of this work: Theorem 66, namely the computation of the
integrals with unramified data, is stated in this section (proved in § 4). The local study of the
integrals is initiated here, with their formal equivariance properties (Proposition 68) and several
other properties (Proposition 70). We define the local GL(m,r)n ×GL(m,r)k integrals in § 3.3.
The local theory of the integrals with unramified (non-archimedean) data is developed in § 4.
Theorem 66 is proved through a sequence of reductions in § 4.1 and § 4.2, eventually leading
to the computation of a GL
(m,r)
1 ×GL(m,r)k integral in § 4.3.
Appendix A contains a direct proof of the Casselman–Shalika type formula from § 2.3 in
one low rank case. Finally for ease of reading and cross-reference, we include a list of common
notation and definitions in Appendix B.
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1. Preliminaries
1.1. The groups. Let G = Sp2l denote the symplectic group, realized as the subgroup of
matrices g ∈ SL2l such that tg ( Jl−Jl )g = ( Jl−Jl ), where tg is the transpose of g and Jl is the
l × l permutation matrix with 1 along the anti-diagonal. We fix the diagonal torus Tl and the
Borel subgroup Bl = Tl ⋉Nl of upper triangular matrices in G. For a parabolic subgroup P of
G, δP denotes the modulus character. If U is a unipotent subgroup, U− denotes the opposite
unipotent subgroup. Denote the Weyl group of G by WG.
In the group GLd fix the Borel subgroup BGLd = TGLd ⋉NGLd of upper triangular invertible
matrices, where TGLd is the diagonal torus. A composition of a positive integer d is an ordered
sequence of positive integers whose sum is d. For a composition β = (β1, . . . , βl) of d, let
Pβ =Mβ ⋉ Vβ denote the standard parabolic subgroup with Mβ = GLβ1 × . . . ×GLβl.
Denote the set of roots of GLd by Φd, each α ∈ Φd corresponds to a pair (i, j) with 1 ≤ i ≠ j ≤ d.
Let Φ+d ⊂ Φd denote the positive roots (defined with respect to BGLd). The simple roots are(i, i+1), 1 ≤ i < d. The Weyl group of GLd is denotedWGLd. Let ℓ(w) be the length of w ∈WGLd.
We write wα for the reflection along α. For b ∈ GLd, denote b∗ = Jdtb−1Jd.
For two elements x and y in a group H , xy = xyx−1, and for Y <H , xY = {xy ∶ y ∈ Y }.
Over a local field F , we usually identify algebraic groups with their groups of F -points, i.e.,
G = G(F ), Nl = Nl(F ). When F is a number field, A denotes its ring of adeles and we write
F -points or A-points explicitly, e.g., G(A). When the discussion applies to both local and
global situations, we simply write G for both cases. For an integer m, F ∗m = {am ∶ a ∈ F ∗} and
similarly denote A∗m.
Let Matn×l be the abelian group of n × l matrices (over a local field or A), and set Matn =
Matn×n. The trace map is denoted tr.
Induction of representations from parabolic subgroups is always implicitly normalized.
Local fields in this work are always of characteristic 0. All local representations are assumed
to act on complex vector spaces. The action of a group by right-translation is denoted ⋅, e.g.,
y ⋅ f(g) = f(gy) where f is a function on G and Y < G. If π is a representation of a unipotent
subgroup U < G on a space V , and ψ is a character of U , the Jacquet module JU,ψ(π) is the
quotient V (U,ψ)/V , where over non-archimedean fields V (U,ψ) ⊂ V is the subspace spanned
by all vectors of the form π(u)ξ −ψ(u)ξ, u ∈ U and ξ ∈ V , and over archimedean fields V (U,ψ)
is the closure of this subspace.
For a local non-archimedean field F , we let O denote its ring of integers, P be the maximal
ideal of O, ̟ be a uniformizer and ∣̟∣ = q−1. Then we take a hyperspecial maximal compact
subgroup KG = G(O) of G, and additionally KSLl = SLl(O) and KGLl = GLl(O). We also
denote by KG a maximal compact subgroup of G over archimedean fields. In a global context
the maximal compact subgroup is KG = ∏νKG,ν , where the product varies over all places of F .
1.2. Covering groups. We introduce our notation for covering groups, and include several
general observations, to be used throughout. Our basic reference is [Moo68]; see also [GGW18].
Let F be a local field or a number field. Fix the group µm ⊂ C∗ of m-th roots of unity. Assume
F ∗ contains m m-th roots of unity, then we may identify the subgroup of these roots with µm,
and for simplicity write µm ⊂ F ∗. Let (⋅, ⋅)m be the Hilbert symbol of order m in F , which is
the product of local symbols if F is a number field.
Let G be a linear algebraic group over a local field or over A. A topological central extension
of G by µm, is a short exact sequence of groups
1→ µm
i
Ð→ G̃
p
Ð→ G→ 1,
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where p is continuous and i(µm)/G̃ ≅ G as topological groups. We call G̃ an m-fold covering
group of G. A Borel measurable function σ ∶ G ×G→ µm such that
σ(g, g′)σ(gg′, g′′) = σ(g, g′g′′)σ(g′, g′′) ∀g, g′, g′′ ∈ G,(1.1)
and on the identity element e of G, σ(e, e) = 1, is called a 2-cocycle of G. In particular
σ(e, g′) = σ(g, e) = 1. Let Z2(G,µm) denote the group of 2-cocycles. A Borel measurable
map η ∶ G → µm such that η(e) = 1 is called a 1-cochain; the corresponding 2-coboundary
is given by the function (g, g′) ↦ η(g)η(g′)/η(gg′). Let C1(G,µm) (resp., B2(G,µm)) be the
group of 1-cochains (resp., 2-coboundaries). The 2-nd cohomology H2(G,µm) is by definition
B2(G,µm)/Z2(G,µm), and its elements parameterize the topological central extensions of G by
µm. Given σ ∈ Z2(G,µm), we can realize the group G̃ as the set of elements ⟨g, ǫ⟩ with g ∈ G,
ǫ ∈ µm, the product given by
⟨g, ǫ⟩⟨g′, ǫ′⟩ = ⟨gg′, ǫǫ′σ(g, g′)⟩.
If σ, ρ ∈ Z2(G,µm) are cohomologous, i.e., equal in H2(G,µm), there is η ∈ C1(G,µm) such that
ρ(g, g′) = η(g)η(g′)
η(gg′) σ(g, g′), ∀g, g′ ∈ G.(1.2)
In this case replacing σ by ρ yields an isomorphic group G̃: ⟨g,1⟩ ↦ ⟨g, η(g)⟩ is a topological
isomorphism, where the domain is realized using ρ and the image by σ.
If X is a closed subgroup of G, the restriction of σ to X ×X , or more briefly the restriction
to X , is a 2-cocycle of X . The resulting covering X̃ of X , which depends on the embedding of
X in G, is by definition realized using the restriction of σ to X . A section of X is a continuous
map x ↦ ⟨x, η(x)⟩ where η ∶ X → µm satisfies η(e) = 1, and we call it a splitting of X if it is
also a homomorphism, i.e.,
⟨x, η(x)⟩⟨x′, η(x′)⟩ = ⟨xx′, η(xx′)⟩, ∀x,x′ ∈ X.
In this case we say that G̃ splits over X . If x↦ ⟨x, η(x)⟩ and x ↦ ⟨x, η′(x)⟩ are two splittings,
x ↦ η(x)η′(x)−1 is a homomorphism X → µm. In particular if X is a unipotent subgroup, such
a homomorphism implies a homomorphism of the local field or A into µm, hence must be trivial
and η = η′. With the notation of (1.2), if σ and ρ are trivial on X , i.e., σ(x,x′) = ρ(x,x′) = 1
for all x,x′ ∈ X , η becomes a homomorphism which may then also be trivial, depending on X .
In a local-global context, G(A) is the restricted direct product with respect to a family
of compact open subgroups KG,ν defined at almost all places ν. Assume we have a family(σν , ρν , ην) where σν , ρν ∈ Z2(G(Fν), µm) and ην ∈ C1(G(Fν), µm), related by (1.2). If we know
that the right hand side of (1.2) is trivial on KG,ν for almost all ν, we can define ρ = ∏ν ρν ∈
Z2(G(A), µm).
In the opposite direction, let X < G be a closed algebraic subgroup such that X(A) is
the restricted direct product ∏′νX(Fν) with respect to a family {X0,ν}ν , where for almost
all ν, X0,ν = X(Fν) ∩KG,ν and there is a unique homomorphism X0,ν → µm. Assume σ, ρ ∈
Z2(X(A), µm), write σ = ∏ν σν , ρ = ∏ν ρν , and assume we have ην ∈ C1(X(Fν), µm) as in (1.2)
for all ν, and both ρν and σν are trivial on X0,ν for almost all ν. Then almost everywhere, ην
becomes a homomorphism X0,ν → µm, thus ην(X0,ν) = 1. Under these assumptions we can then
define η = ∏ν ην ∈ C1(X(A), µm). Moreover, if x ↦ ⟨x, ζ(x)⟩ is a splitting of X(A) in X̃(A)
realized using σ,
ρ(x,x′) = η(x)η(x′)
η(xx′)
ζ(xx′)
ζ(x)ζ(x′) , ∀x,x′ ∈X(A).(1.3)
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Thus x ↦ ⟨x, ζ(x)/η(x)⟩ is a splitting of X(A) when X̃(A) is realized using ρ.
Since µm belongs to the center of G̃, G acts on G̃ by conjugation, which is also a homeomor-
phism. In fact ⟨x,ǫ
′⟩⟨y, ǫ⟩ = ⟨xy, σ(x, y)σ(xy,x−1)ǫ⟩ (independent of ǫ′).
For a topological automorphism χ ∶ G→ G, a lift of χ to G(m) is a topological automorphism
χ̃ ∶ G(m) → G(m) making the following diagram commute
1 → µm → G(m) → G → 1
id ↓ χ̃ ↓ χ ↓
1 → µm → G(m) → G → 1.
One can disregard topological considerations, and consider χ and χ̃ as abstract lifts. In this
weaker sense Hom(G,µm), where G is regarded as an abstract group, acts transitively on the
set of lifts ([Wei69, § V.1, Propositions 1, 4], see also [Kab99, § 2]). Thus if G is perfect and χ̃
exists, it is unique. In particular if a topological lift exists, it is again unique.
Let χ and χ̃ be as above (again, topological), and Y be a closed subgroup of G. Assume
y ↦ ⟨y, η(y)⟩ is the unique splitting of Y and χy ↦ ⟨χy, η(χy)⟩ is a splitting of χY . Then
y ↦ (χ̃)
−1⟨χy, η(χy)⟩ is a splitting of Y , hence by uniqueness (χ̃)−1⟨χy, η(χy)⟩ = ⟨y, η(y)⟩. We
deduce that in this case
χ̃⟨y, η(y)⟩ = ⟨χy, η(χy)⟩.(1.4)
When there is no risk of confusion, we will denote χ̃ also by χ.
For a parabolic subgroup P < G, induction from P̃ to G̃ is implicitly normalized by δ1/2P , as
in the linear case.
Given a faithful character ε ∶ µm → C∗, an ε-genuine representation of G̃ is a representation
where µm acts by ε. We will usually assume this character is fixed, and omit it from the
definition and notation. An ε−1-genuine representation will then be called anti-genuine.
ForG = Sp2n or SLl, let G(m) denote them-fold covering group G̃ ofG, over a local field or over
A, defined by [Mat69] (following [Moo68, Ste68]) with the Steinberg symbol constructed from(⋅, ⋅)−1m . It is a locally compact group, and an l-group ([BZ76] 1.1) over local non-archimedean
fields. At almost all places ν of a global field F , the covering G(m) of G(Fν) splits over KG,ν
([Moo68, Lemma 11.3] and the proof of [Moo68, Theorem 12.2]), uniquely because KG,ν is per-
fect ([Moo68, Lemma 11.1]). Since G(m) is split canonically over a maximal unipotent subgroup
(for more general statements, see [Ste62, Mat69, BLS99, McN12] and [MW95, Appendix I]),
notions involving unipotent orbits transfer immediately to covering groups.
We point out that one can re-define, once and for all, (⋅, ⋅)m to be (⋅, ⋅)lm for any integer l
coprime to m, our arguments are independent of this choice of Steinberg symbol (e.g., G(m)
can be constructed from (⋅, ⋅)m).
Henceforth throughout most of this work, G will be the symplectic group.
1.3. Embedding G ×G in H. Let n, k and m be positive integers, and set c = 2n. If m is
even, put r = m/2, otherwise r = m. Let G = Spc and H = Sp2rkc. Denote by P = MP ⋉ UP
the standard maximal parabolic subgroup of H with MP = GLrkc, i.e., the Siegel parabolic
subgroup. Let Q =MQ ⋉UQ be the standard parabolic subgroup of H , whose Levi part MQ is
isomorphic to GLc × . . .GLc ×Sp2c, where GLc appears rk − 1 times. Put U = UQ.
For a fixed nontrivial additive character ψ, which is a character of a local field F , or a
character of F /A when F is a number field, define a character of U as follows. In a local
context it is a character of U(F ), in a global context it is a character of U(A) which is trivial
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on U(F ). For v ∈ V(crk−1), write v = (vi,j)i,j where vi,j ∈Matc, then define
ψ(v) = ψ(rk−2∑
i=1
tr(vi,i+1)).(1.5)
For x ∈Mat((rk−1)c)×2c, if rk > 1, write the bottom c × 2c block in the form
(Y1 Z1 Y2
Y3 Z2 Y4
) , Yi ∈Matn,Zj ∈Matn×c.
Then define
ψU(⎛⎜⎝
v x y
I2c x′
v∗
⎞⎟⎠) = ψ(v)ψ(tr(Y1) + tr(Y4)), v ∈ V(crk−1).(1.6)
The stabilizer of ψU in MQ contains G ×G. The embedding G ×G↪ H is defined by
(g1, g2)↦ diag(g1, . . . , g1,⎛⎜⎝
g1,1 g1,2
g2
g1,3 g1,4
⎞⎟⎠ , g
∗
1 , . . . , g
∗
1), g1 = ( g1,1 g1,2g1,3 g1,4 ) , g1,j ∈Matn.
Here on the right hand side g∗1 appears rk − 1 times. Oftentimes it will be convenient to refer
to each of the copies separately. We write for g ∈ G,
e1(g) = (g,1), e2(g) = (1, g).
We call e1(G) the left copy of G in H , and e2(G) is the right copy.
1.4. Local covering. We proceed with the notation of § 1.2 and § 1.3. Consider a local field
F . Let H(m) denote the m-fold covering of H = H(F ) of [Mat69] defined with the Steinberg
symbol constructed from (⋅, ⋅)−1m . Since H is a subgroup of SL2rkc, it is convenient to use the
2-cocycle σ2rkc of GL2rkc of Banks et. al. [BLS99, § 3] for local computations (actually, even
for a definition, see [Sav04, p. 114]).
First we recall several properties of this 2-cocycle, used throughout. For any integer d > 1, let
σSLd+1 ∈ Z2(SLd+1, µm) be the 2-cocycle of [BLS99, § 2] which represents SL(m)d+1 in H2(SLd+1, µm)
(see § 1.2). Let σd be the 2-cocycle of GLd defined in [BLS99, § 3] for b, b′ ∈ GLd by
σd(b, b′) = (det b,det b′)mσSLd+1(diag(b,det b−1),diag(b′,det b′−1)).
The image of SLd in SLd+1 under the embedding b ↦ diag(b,1) is standard in the sense of
[BLS99, § 2], hence by [BLS99, § 2, Theorem 7] the restriction of σd to SLd is σSLd. By [BLS99,
§ 3, Lemma 1], for t = diag(t1, . . . , td) ∈ TGLd and t′ ∈ TGLd (with similar notation),
σd(t, t′) =∏
i<j
(ti, t′j)m.(1.7)
According to [BLS99, § 3, Lemma 4], σd is trivial onNGLd, and for all b, b
′ ∈ GLd and v, v′ ∈ NGLd,
σd(b, v′) = σd(v, b′) = 1,(1.8)
σd(vb, b′v′) = σd(b, b′).(1.9)
It follows that if bv ∈ NGLd,
b⟨v,1⟩ = ⟨bv,1⟩.(1.10)
Also if u− ↦ ⟨u−, ς(u−)⟩ is the splitting of N−GLd and for u− ∈ N−GLd we have bu− ∈ NGLd,
b⟨u−, ς(u−)⟩ = ⟨bu−,1⟩.(1.11)
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This follows from (1.4) with Y = NGLd and χ = b.
One of the key properties of σd is the block-compatibility formula [BLS99, Theorem 11]: for
0 < l < d, a, a′ ∈ GLl and b, b′ ∈ GLd−l,
σd(diag(a, b),diag(a′, b′)) = (det a,det b′)mσl(a, a′)σd−l(b, b′).(1.12)
We also mention that σ1 is trivial and σ2 coincides with the 2-cocycle of Kubota [Kub67]:
σ2(g, g′) = (γ(gg′)
γ(g) ,
γ(gg′)
γ(g′)det g)m, γ ( a bc d ) = {
c c ≠ 0,
d c = 0.(1.13)
In addition, there is a well defined action of WGLd on the genuine smooth admissible represen-
tations of T̃GLd (e.g., [McN12, § 13.6]).
To compute conjugations of torus elements by Weyl elemets, we will repeatedly use the set
Wd ⊂ GLd as in [BLS99]. For any α ∈ Φd, wα was defined to be the reflection along α. We fix
concrete representatives for the simple roots α = (i, i+1), by wα = diag(Ii−1, ( −11 ) , Id−i−1). Any
w ∈WGLd can be written as a product wα1 ⋅ . . . ⋅wαℓ(w) where α1, . . . , αℓ(w) are simple reflections.
Define the set Wd = {wα1 ⋅ . . . ⋅ wαℓ(w) ∶ w ∈ WGLd} ⊂ SLd, it is not a group. Any permutation
matrix w ∈ GLd can be written uniquely in the form w = t0w′ where t0 ∈ TGLd and its coordinates
are ±1, and w′ ∈Wd. For any t ∈ TGLd, by [BLS99, § 3, Theorem 7(b), (d)],
σd(t,w′) = 1,(1.14)
σd(w′, t) = ∏
(i,j)=α∈Φ+
d
∶wα<0
(−tj , ti)m.(1.15)
Using (1.1) (with g = w′t, g′ = w′, g′′ = w′−1) and because σ(w′t,w′) = 1,
σd(w′tw′,w′−1) = σd(w′t,w′w′−1)σd(w′,w′−1) = σd(w′,w′−1).(1.16)
Hence combining (1.16) with (1.15),
w′⟨t,1⟩ = ⟨w′t, σd(w′, t)σd(w′t,w′−1)σd(w′,w′−1)−1⟩ = ⟨w′t, ∏
(i,j)=α∈Φ+
d
∶wα<0
(−tj , ti)m⟩.(1.17)
Then w⟨t,1⟩ = t0(w′⟨t,1⟩) can be computed from this and (1.7). It can be a lengthy computation
to find t0; things are simplified when we know (a priori) that t0 and w
′
t commute in the cover
(e.g., when −1 ∈ F ∗m).
Example 1. Consider the permutation matrix w = ( IdId ) ∈ GL2d. Denote αi = (i, i + 1) for
1 ≤ i < 2d. Then
w = diag((−1)dId, Id)(wαd ⋅ . . . ⋅wα2d−1)(wαd−1 ⋅ . . . ⋅wα2d−2) ⋅ . . . ⋅ (wα1 ⋅ . . . ⋅wαd),
and the product is reduced: to see this note that if w0,d is the longest Weyl element of WGLd,
ℓ(w) = ℓ(w0,2d) − 2ℓ(w0,d) = d2. Hence t0 = diag((−1)dId, Id) and t0w = w′ ∈W2d.
According to the Bruhat decomposition GLd = ⊔w′′∈Wd NGLdTGLdw′′NGLd . For g ∈ GLd, write
g = n′t′w′′n′′ with n′, n′′ ∈ NGLd, t′ ∈ TGLd and w′′ ∈Wd. Define t(g) = t′ (see [BLS99, p. 151]).
By (1.8) and (1.14),
⟨g,1⟩ = ⟨n′,1⟩⟨t′,1⟩⟨w′′,1⟩⟨n′′,1⟩.(1.18)
As mentioned above Wd is not a group, and we usually work with permutations. It will
therefore be convenient to define a group containing Wd and permutations. Let W+d be the
group generated by Wd and the diagonal matrices diag(t1, . . . , td) with ti = ±1 for each i.
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When (−1,−1)m = 1 in F , e.g., if −1 ∈ F ∗m, σd is trivial on the permutation matrices and
also on W+d . This follows from the proof of [BLS99, § 3, Theorem 7], noting that for g ∈ W+d ,
the coordinates of t(g) are ±1 (see also [BLS99, § 5]). In particular if we identify WGLd with
the full subgroup of permutation matrices in GLd, w ↦ ⟨w,1⟩ is a splitting of WGLd.
We say that F is unramified if it is non-archimedean, ∣m∣ = 1, q is odd and q > 3. Assume this
is the case. Then (O∗,O∗)m = 1, whence σd is trivial on TGLd ∩KGLd, i.e., on torus elements
with coordinates in O∗ (by (1.7)), and on W+
d
. By [Moo68, Lemma 11.3], there is a splitting
of KGLd (but σd is not trivial on KGLd). As in [KP84, p. 43], this splitting is made “canonical”
by taking it to be the restriction of the splitting of KSLd+1 in SL
(m)
d+1 . Denote this splitting by⟨y, ηd(y)⟩. Since σd is trivial on NGLd(O), TGLd ∩ KGLd and W+d , ηd is a homomorphism of
these subgroups, then the explicit description of η2 of [Kub69, p. 19], namely η2(( a bc d )) = 1 if∣c∣ = 0,1 and (c, d(ad − bc)−1)m otherwise, implies (in light of (1.13)) ηd is trivial on NGLd(O),
TGLd ∩KGLd and W+d (see [KP84, Proposition 0.I.3] and [Tak14, (1.3) and p. 183]).
Again consider an arbitrary F , i.e., not necessarily unramified. The image of H in SL2rkc is
standard (as defined in [BLS99, p. 143]), hence by [BLS99, § 2, Theorem 7], the restriction of
σ2rkc to H represents H(m) in H2(H,µm). In fact this restriction is σSp2rkc of [BLS99, § 2]; but
the description of σ2rkc in [BLS99, § 3] is more convenient for matrices. When we apply (1.7)
to Trkc < TGL2rkc , if t = diag(t1, . . . , trkc, t−1rkc, . . . , t−11 ) ∈ Trkc and t′ ∈ Trkc (with similar notation),
σ2rkc(t, t′) = rkc∏
i=1
(ti, t′i)−1m .(1.19)
Since Nrkc < NGL2rkc , we can use (1.8)–(1.10) for b, b′ ∈ H and v, v′ ∈ Nrkc. When F is unramified,
KH = H(O) is perfect ([Moo68, Lemma 11.1]). Regarding η2rkc as a function on KH by
restriction, it is the unique 1-cochain such that
σ2rkc(y, y′) = η2rkc(yy′)
η2rkc(y)η2rkc(y′) , ∀y, y′ ∈KH .(1.20)
Indeed if η′ ∶KH → µm is another such mapping, y ↦ η2rkc(y)η′(y)−1 is a character of KH .
Proposition 2. Assume −1 ∈ F ∗m and let w ∈ H ∩W+2rkc be a representative of an element of
WH . Write w = t0w′ with t0 ∈ TGL2rkc and w′ ∈W2rkc. For any t ∈ Trkc, w⟨t,1⟩ = ⟨wt,1⟩.
Proof. By (1.19) it suffices to prove the result for t = diag(Ii−1, x, I2(rkc−i), x−1, Ii−1) and 1 ≤
i ≤ rkc. Our assumption on −1 implies w⟨t,1⟩ = w′⟨t,1⟩. By (1.17), the only roots of unity
introduced by the conjugation w
′⟨t,1⟩ are of the form (−x,x)±1m and (1, x)±1m (which are always
trivial), and (−1, x)±1m which equals 1 by our assumption on −1. 
Remark 3. The proposition does not apply to arbitrary t ∈ TGL2rkc.
Consider the involution g ↦ g∗ = Jctg−1Jc of GLc. Define
σ∗c (g, g′) = σc(g∗, g′∗).
This is again a 2-cocycle of GLc, and of SLc or G by restriction, because g ↦ g∗ is an automor-
phism and a homeomorphism.
Proposition 4. The 2-cocycles σ∗c and σc are cohomologous on SLc.
Proof. The proof is similar to [Kab99, Lemma 2]. Let TSLc = TGLc ∩ SLc. By [Moo68, p. 54,
Corollary 2], restriction H2(SLc, µm)→ H2(TSLc , µm) is injective. Now by (1.7), for t, t′ ∈ TSLc ,
σc(t, t′) = c−1∏
i=1
i
∏
j=1
(ti, t′j)−1m , σ∗c (t, t′) = c−1∏
i=1
c−1
∏
j=i
(ti, t′j)−1m .
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Therefore if we define η ∈ C1(TSLc , µm) by η(t) =∏1≤i≤j≤c−1(ti, tj)m,
σc(t, t′)σ∗c (t, t′)−1 = c−1∏
i=1
i
∏
j=1
(ti, t′j)−1m c−1∏
i=1
c−1
∏
j=i
(ti, t′j)m = η(tt′)η(t)η(t′) .
Hence σ∗c = σc in H2(TSLc , µm), thereby also in H2(SLc, µm). 
Remark 5. The involution g ↦ g∗ is the identity on Tn (in fact on Mn). Also, a slightly more
careful argument will extend this proposition to GLc, see the proof of Proposition 20.
We then have ς∗,c ∈ C1(SLc, µm) such that
σ∗c (b, b′) = ς∗,c(b)ς∗,c(b′)ς∗,c(bb′) σc(b, b′), ∀b, b′ ∈ SLc .(1.21)
We mention that σ∗c ≠ σc in Z2(SLc, µm) (e.g., consider g = ( a a−1 ) and g′ = ( −b−1b ) and use
(1.13)); for another example see below. We introduce a minor correction to σ∗c using ς∗,c: define
σ
∗,rk
c ∈ Z2(SLc, µm) by
σ∗,rkc (b, b′) = (ς∗,c(b)ς∗,c(b′)ς∗,c(bb′) )
rk
σ∗c (b, b′) = (ς∗,c(b)ς∗,c(b′)ς∗,c(bb′) )
rk+1
σc(b, b′).(1.22)
By definition σ∗c = σ∗,rkc = σc in H2(SLc, µm), in particular in H2(G,µm). Also if m∣rk (e.g.,
when r =m), σ∗,rkc = σ∗c in Z2(SLc, µm), because ςrk∗,c is trivial (being an m-th root of unity).
Example 6. Consider c = 4, t = diag(t1, t2, t−12 , t−11 ) and w = diag(1, ( −11 ) ,1). Then σ4(w, t) =(−t−12 , t2)m = 1 by (1.15). To compute σ∗4(w, t) = σ4(w∗, t), write w∗ = t0w′ where t0 =
diag(1,−1,−1,1) and w′ belongs to the set W4. By (1.1),
σ4(t0,w′)σ4(w∗, t) = σ4(t0,w′t)σ4(w′, t).
Now σ4(t0,w′) = 1 and σ4(w′, t) = (−t−11 , t1)m = 1 by (1.14) and (1.15), and
σ4(t0,w′t) = σ4(t0,w′tw′) = σ4(t0,w′t) = (−1, t2)−1m ,
where we used [BLS99, § 3, (5)] and (1.7). Therefore σ4(w∗, t) = (−1, t2)−1m ≠ σ4(w, t).
We describe the restriction of the 2-cocycle σ2rkc to the image of G ×G in H .
Proposition 7. For all gi, g′i ∈ G,
σ2rkc((g1, g2), (g′1, g′2)) = σ∗,rkc (g1, g′1)−1σc(g2, g′2).(1.23)
In other words
σ2rkc(e1(g1)e2(g2), e1(g′1)e2(g′2)) = σ∗,rkc (g1, g′1)−1σc(g2, g′2).
In particular e1(G) and e2(G) commute in H(m) (!).
Proof. For g = ( g1 g2g3 g4 ) ∈ G with gi ∈Matn, denote
e○1(g) = diag(g, . . . , g, I2c, g∗, . . . , g∗), e●1(g) = diag(I(rk−1)c,⎛⎜⎝
g1 g2
Ic
g3 g4
⎞⎟⎠ , I(rk−1)c).
Then e1(g) = e○1(g)e●1(g). The subgroup e2(G) is standard in the sense of [BLS99, § 2, Theo-
rem 7], and so is e●1(G) (see the proof of [Tak16, Lemma 3.5]), but not e○1(G). Thus by [BLS99,
§ 2, Theorem 7],
σ2rkc(e●1(g1)e2(g2), e●1(g′1)e2(g′2)) = σ2rkc(e●1(g1), e●1(g′1))σ2rkc(e2(g2), e2(g′2)) = σc(g1, g′1)σc(g2, g′2).
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Also by (1.12),
σ2rkc((g1, g2), (g′1, g′2)) = σ2rkc(e○1(g1)e●1(g1)e2(g2), e○1(g′1)e●1(g′1)e2(g′2))
=
rk−1
∏
i=1
σc(g1, g′1)σc(g∗1 , g′1∗)σ2rkc(e●1(g1)e2(g2), e●1(g′1)e2(g′2)).
Hence
σ2rkc((g1, g2), (g′1, g′2)) = rk−1∏
i=1
σc(g1, g′1)σc(g∗1 , g′1∗)σc(g1, g′1)σc(g2, g′2).
It remains to observe
rk−1
∏
i=1
σc(g1, g′1)σc(g∗1 , g′1∗) = σ2rk−2c (g1, g′1)(ς∗,c(g1)ς∗,c(g′1)ς∗,c(g1g′1) )
rk−1
= σ−2c (g1, g′1)(ς∗,c(g1)ς∗,c(g′1)ς∗,c(g1g′1) )
rk−1
.
Here we used the fact that σ2rc is trivial, because the image of σc is in µm. 
We realize the left copy of G using the 2-cocycle σ∗,rkc , and the right copy using σc. Then by
(1.23), we can lift the embedding G ×G↪H to an embedding (of topological groups)
{(ǫ1, ǫ2) ∈ µ2m ∶ ǫ1 = ǫ2}/G(m) ×G(m) ↪ H(m)
(µ2m = µm × µm), via
⟨g, ǫ⟩↦ ⟨e1(g), ǫ−1⟩, ⟨g, ǫ⟩↦ ⟨e2(g), ǫ⟩.(1.24)
The group action is preserved, and we have
⟨e1(g1), ǫ−11 ⟩⟨e2(g2), ǫ2⟩ = ⟨(g1, g2), ǫ−11 ǫ2⟩.(1.25)
While it is more natural to work with σc for both copies of G(m), if we realize the left copy
using σc, then by (1.22), the embedding (1.24) of the left copy changes into
⟨g, ǫ⟩↦ ⟨e1(g), ςrk+1∗,c (g)ǫ−1⟩,(1.26)
which complicates matters on theH(m) side. To enjoy the best of both alternatives, momentarily
denote the realization of G(m) using σc by G(m)[σc], and similarly denote G(m)[σ∗,rkc ]. The map
G(m)[σ∗,rkc ]→ G(m)[σc], ⟨g, ǫ⟩↦ ⟨g, ςrk+1∗,c (g)ǫ⟩(1.27)
is an isomorphism, which is canonical in the sense that it is the only isomorphism (G is perfect)
which projects to the identity map of G. Dualizing, for a function ϕ on G(m)[σc] the function
ϕς
rk+1
∗,c on G(m)[σ∗,rkc ] is defined by
ϕς
rk+1
∗,c (⟨g, ǫ⟩) = ϕ(⟨g, ςrk+1∗,c (g)ǫ⟩).(1.28)
Proposition 8. Let ϕ1, ϕ2 be continuous genuine functions on G(m), realized using σc, and f
be a continuous genuine function on H(m). The integral
∫
G×G
ϕ
ςrk+1∗,c
1 (⟨g1,1⟩)ϕ2(⟨g2,1⟩)f(⟨(g1, g2),1⟩)dg1 dg2
is well defined, provided it is absolutely convergent.
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Proof. First note that since ϕi(⟨gi, ǫi⟩) = ǫiϕi(⟨gi,1⟩), and (1.24)–(1.25) imply
f(⟨e1(g1), ǫ−11 ⟩⟨e2(g2), ǫ2⟩) = ǫ−11 ǫ2f(⟨(g1, g2),1⟩),
the integrand is well defined as a function on G ×G. Also
ϕ
ςrk+1∗,c
1 (⟨g1,1⟩⟨h1,1⟩) = ϕςrk+1∗,c1 (⟨g1h1, σ∗,rkc (g1, h1)⟩),
ϕ2(⟨g2,1⟩⟨h2,1⟩) = ϕ2(⟨g2h2, σc(g2, h2)⟩)
and
⟨(g1, g2),1⟩⟨(h1, h2),1⟩ = ⟨(g1h1, g2h2), σ∗,rkc (g1, h1)−1σc(g2, h2)⟩.
Therefore the integral is a right-invariant functional on G ×G. This completes the proof. 
Consider the subgroup {(g, g) ∶ g ∈ G} of H . By (1.23) and since σc = σ∗,rkc in H2(G,µm),
the restriction of H(m) to this subgroup is the identity in H2(G,µm), hence H(m) is split over{(g, g) ∶ g ∈ G}. We determine the splitting.
Corollary 9. The map (g, g)↦ ⟨(g, g), ςrk+1∗,c (g)⟩ is the splitting of {(g, g) ∶ g ∈ G} in H(m).
Proof. Let g, g′ ∈ G. By Proposition 7,
⟨(g, g),1⟩⟨(g′, g′),1⟩ = ⟨(gg′, gg′), σ∗,rkc (g, g′)−1σc(g, g′)⟩.
Now (1.22) implies
ςrk+1∗,c (g)ς∗,c(g′)rk+1σ∗,rkc (g, g′)−1 = ς∗,c(gg′)rk+1σc(g, g′)−1,
therefore
⟨(g, g), ςrk+1∗,c (g)⟩⟨(g′, g′), ς∗,c(g′)rk+1⟩ = ⟨(gg′, gg′), ς∗,c(gg′)rk+1⟩.
The prescribed map is continuous because σ∗,rkc ∈ C1(G,µm). 
1.5. Global covering. Let F be a number field and ν be a place of F . Let σ2rkc,ν be the local
2-cocycle of § 1.4, regarded as a 2-cocycle of H(Fν) by restriction from GL2rkc(Fν). Denote
σν = σ2rkc,ν. The product σ =∏ν σν is trivial on Nrkc(A). It is also well defined on Brkc(A): to
see this use (1.9), (1.7) and note that for t ∈ Trkc(A), at almost all places, all coordinates of t
belong to O∗ν and (O∗ν ,O∗ν)m = 1. While it is well known that σ is undefined on H(A), we can
define ρ ∈ Z2(H(A), µm) such that at any ν, ρν = σν in H2(H(Fν), µm); ρ represents H(m)(A)
in H2(H(A), µm) (see § 1.2).
To achieve this, first note that for almost all ν there is a unique splitting y ↦ ⟨y, ην(y)⟩ of
KH,ν , where ην = η2rkc,ν (see § 1.4). We can extend ην to an element of C1(H(Fν), µm) (though
(1.20) will no longer hold for arbitrary y, y′ ∈H(Fν)). Now define, for almost all ν,
ρν(h,h′) = ην(h)ην(h′)
ην(hh′) σν(h,h′), ∀h,h′ ∈H(Fν).(1.29)
Then ρν is trivial on KH,ν . For the remaining places we can simply take ρν = σν and ην = 1.
Then ρ =∏ν ρν is well defined on H(A).
Realize H(m)(A) using ρ. We then use the embedding G(A) ×G(A) ↪ H(A) to realize the
2-cocycles on the copies of G(A). Let
ρL(g, g′) = ρ−1(e1(g), e1(g′)), ρR(g, g′) = ρ(e2(g), e2(g′)).(1.30)
Now the product on the left copy of G(m)(A) is defined by ρL(g, g′), i.e.,
⟨g, ǫ⟩⟨g′, ǫ′⟩ = ⟨gg′, ǫǫ′ρL(g, g′)⟩,
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and on the right copy by ρR(g, g′). In addition
⟨e1(g1),1⟩⟨e2(g2),1⟩ = ⟨e2(g2),1⟩⟨e1(g1),1⟩, ∀g1, g2 ∈ G(A),(1.31)
because this holds locally by Proposition 7 (this does not mean the global version of (1.23)
holds with ρ). Therefore we may lift the embedding G(A) ×G(A)↪H(A) to an embedding
{(ǫ1, ǫ2) ∈ µ2m ∶ ǫ1 = ǫ2}/G(m)(A) ×G(m)(A)↪H(m)(A),
and we obtain the global analog of (1.24), namely, ⟨g, ǫ⟩ ↦ ⟨e1(g), ǫ−1⟩ for the left copy and⟨g, ǫ⟩↦ ⟨e2(g), ǫ⟩ for the right. Also by Proposition 7, ρL,ν = σ∗,rkc,ν = σc,ν = ρR,ν in H2(G(Fν), µm),
whence both copies of G(m)(A) are cohomologous.
As in the local setting, we would like to explicate the relation between the copies of G(m)(A),
so that we can work with the same 2-cocycle for both, yet still use the global embedding (1.31).
At any place ν, (1.23) implies
σν(e1(g), e1(g′)) = σ∗,rkc,ν (g, g′)−1, σν(e2(g), e2(g′)) = σc,ν(g, g′).
Whence by (1.22),
σν(e1(g), e1(g′)) = ( ς∗,c,ν(gg′)
ς∗,c,ν(g)ς∗,c,ν(g′))
rk+1
σν(e2(g), e2(g′))−1.
Then for all ν,
ρν(e1(g), e1(g′))
= ην(e1(g))ην(e1(g′))
ην(e1(gg′)) σν(e1(g), e1(g′))
= ην(e1(g))ην(e1(g′))
ην(e1(gg′))
ην(e2(g))ην(e2(g′))
ην(e2(gg′)) (
ς∗,c,ν(gg′)
ς∗,c,ν(g)ς∗,c,ν(g′))
rk+1
ρν(e2(g), e2(g′))−1.
Hence if we define η×ν ∈ C1(G(Fν), µm) by
η×ν (g) = ην(e1(g))ην(e2(g))/ςrk+1∗,c,ν (g),
ρν(e1(g), e1(g′)) = η×ν (g)η×ν (g′)
η×ν (gg′) ρν(e2(g), e2(g
′))−1.
Now η× =∏ν η×ν ∈ C1(G(A), µm) is well defined, since for almost all ν,
ρν(e1(y), e1(y′)) = ρν(e2(y), e2(y′)) = 1, ∀y, y′ ∈KH,ν ,
and then for these places η×ν becomes a homomorphism of KH,ν . Thus we deduce the global
relation, for all g, g′ ∈ G(A),
ρ(e1(g), e1(g′)) = η×(g)η×(g′)
η×(gg′) ρ(e2(g), e2(g′))−1.(1.32)
Then by definition
ρR(g, g′) = η×(g)η×(g′)
η×(gg′) ρL(g, g′).(1.33)
Now we can state the global analogs of (1.27) and (1.28). First, if G(m)(A)[ρR] denotes the
realization of G(m)(A) using ρR and similarly for G(m)(A)[ρL], we have the (canonical) isomor-
phism
G(m)(A)[ρL]→ G(m)(A)[ρR], ⟨g, ǫ⟩↦ ⟨g, (η×)−1(g)ǫ⟩.(1.34)
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Then for a function ϕ on G(m)(A)[ρR], the function ϕ(η×)−1 on G(m)(A)[ρL] is defined by
ϕ(η
×)−1(⟨g, ǫ⟩) = ϕ(⟨g, (η×)−1(g)ǫ⟩).(1.35)
Note that locally, ignoring the correction using ην , (η×ν )−1(gν) becomes ςrk+1∗,c,ν (gν) from (1.28).
Next we state the analog of Proposition 8.
Proposition 10. Let ϕ1, ϕ2 be continuous genuine functions on G(m)(A), realized using ρR,
and f be a continuous genuine function on H(m)(A). The integral
∫
G(A)×G(A)
ϕ
(η×)−1
1 (⟨g1,1⟩)ϕ2(⟨g2,1⟩)f(⟨e1(g1),1⟩⟨e2(g2),1⟩)dg1 dg2
is well defined, provided it is absolutely convergent.
Proof. The integrand is a well defined function on G(A)×G(A) by the global analog of (1.24).
To see that it is a right-invariant functional on the domain, observe that by (1.30) and (1.35),
ϕ
(η×)−1
1 (⟨g1,1⟩⟨h1,1⟩) = ρL(g1, h1)ϕ(η×)−11 (⟨g1h1,1⟩) = ρ−1(e1(g1), e1(h1))ϕ(η×)−11 (⟨g1h1,1⟩),
ϕ2(⟨g2,1⟩⟨h2,1⟩) = ρR(g2, h2)ϕ2(⟨g2h2,1⟩) = ρ(e2(g2), e2(h2))ϕ2(⟨1, g2h2⟩).
Now although (1.25) no longer holds, still by (1.31),
⟨e1(g1),1⟩⟨e2(g2),1⟩⟨e1(h1),1⟩⟨e2(h2),1⟩
= ⟨e1(g1),1⟩⟨e1(h1),1⟩⟨e2(g2),1⟩⟨e2(h2),1⟩
= ρ(e1(g1), e1(h1))ρ(e2(g2), e2(h2)⟨e1(g1h1),1⟩⟨e2(g2h2),1⟩.
We see that both ρ(ei(gi), ei(hi)) are cancelled (we integrate against ϕ2). The result follows. 
Consider now the subgroup {(g, g) ∶ g ∈ G} of H . Locally the covering is split over this group
(see Corollary 9), hence it is also split globally. Again, we determine the splitting.
Corollary 11. The map (g, g) ↦ ⟨(g, g), (η×)−1(g)ρ(e1(g), e2(g))⟩ is the splitting of {(g, g) ∶
g ∈ G(A)} in H(m) (!).
Proof. Let g, g′ ∈ G(A). Since
⟨(g, g),1⟩ = ⟨e1(g),1⟩⟨e2(g), ρ(e1(g), e2(g))−1⟩,
by (1.31) we have
⟨(g, g), ρ(e1(g), e2(g))⟩⟨(g′, g′), ρ(e1(g′), e2(g′))⟩
= ⟨e1(gg′), ρ(e1(g), e1(g′))⟩⟨e2(gg′), ρ(e2(g), e2(g′))⟩
= ⟨(gg′, gg′), ρ(e1(gg′), e2(gg′))ρ(e1(g), e1(g′))ρ(e2(g), e2(g′))⟩.
Hence by (1.32),
⟨(g, g), (η×)−1(g)ρ(e1(g), e2(g))⟩⟨(g′, g′), (η×)−1(g′)ρ(e1(g′), e2(g′))⟩
= ⟨(gg′, gg′), (η×)−1(gg′)ρ(e1(gg′), e2(gg′))⟩.
The continuity follows since η× and g ↦ ρ(e1(g), e2(g)) belong to C1(G(A), µm). 
As mentioned above σ = ∏ν σν is defined on certain subgroups of H(A), e.g., on Nrkc(A).
It is also defined on H(F ): indeed for h,h′ ∈ H(F ), σν(hν , h′ν) = 1 for almost all ν, because
the local 2-cocycle is written as a finite product of Hilbert symbols (x,x′)m,ν , with elements
x,x′ ∈ F ∗ that are independent of ν, and (x,x′)m,ν = 1 for almost all ν (see the proof of [BLS99,
§ 3, Theorem 7], and also [KP84, § 0.2] and [Tak14, Proposition 1.7]). Moreover ην given by
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(1.29) is trivial on hν for almost all ν. This was shown in [Tak14, Proposition 1.8] and we
follow the argument. Write h = n′t′w′n′′ according to the Bruhat decomposition in H(F ),
i.e., n′, n′′ ∈ Nrkc(F ), t′ ∈ Trkc(F ) and w′ ∈ H(F ) ∩W+2rkc (with W+2rkc defined over F ). For
almost all ν, we have n′ν , t
′
ν ,w
′
ν , n
′′
ν ∈KG,ν , then by (1.18), ην(hν) = 1 because ην(n′ν) = ην(t′ν) =
ην(w′ν) = ην(n′′ν ) = 1 (see § 1.4). Therefore we can define η = ∏ν ην on H(F ), and deduce
σ = ρ in H2(H(F ), µm). Furthermore, because of the product formula ∏ν(x,x′)m,ν = 1 for any
x,x′ ∈ F ∗, σ is in fact trivial on H(F ), thus ⟨h, η−1(h)⟩ is the splitting of H(F ) in H(m)(A)
(see [Tak14, Proposition 1.7]).
Since G(F ) ×G(F ) <H(F ), we can use η to define splittings of G(F ). A direct verification
shows that g ↦ ⟨g, η(e1(g))⟩ is the splitting of G(F ) in the covering G(m)(A) realized using ρL,
and g ↦ ⟨g, η−1(e2(g))⟩ is the splitting when the covering is realized via ρR (i.e., the right copy).
Having fixed these splittings, we can now consider spaces of automorphic forms on G(m)(A)
and H(m)(A), which are in particular functions on G(F )/G(m)(A) and H(F )/H(m)(A) (resp.).
We must specify whether we are considering the left or right copy of G(m)(A), because the
2-cocycles differ (up to a 2-coboundary) and so do the splittings of G(F ) (see (1.3)). Our next
goal is to show that the map (1.35) preserves the notion of automorphic forms.
Observe that (1.23) also implies σν(e1(g), e2(g)) = 1 for g ∈ G(Fν). Therefore
ρν(e1(g), e2(g)) = ην(e1(g))ην(e2(g))
ην(e1(g)e2(g)) =
η×ν (g)ςrk+1∗,c,ν (g)
ην(e1(g)e2(g)) , ∀g ∈ G(Fν).(1.36)
Now η is well defined on {(g, g) ∶ g ∈ G(F )}, because it is defined on H(F ); ρ is well defined
on G(F ) since it is defined on H(A); and η× is well defined on G(F ) because it is defined on
G(A). Thus if g ∈ G(F ), for almost all ν by (1.36), ςrk+1∗,c,ν (gν) = 1, so that ςrk+1∗,c =∏ν ςrk+1∗,c,ν is well
defined on G(F ) (but if m does not divide rk, ς∗,c might not be) and we can write globally
ρ(e1(g), e2(g)) = η×(g)ςrk+1∗,c (g)
η(e1(g)e2(g)) , ∀g ∈ G(F ).(1.37)
Proposition 12. The section ςrk+1∗,c is trivial on G(F ).
Proof. For each ν, raising (1.21) to the power rk + 1 we have
(σ∗c,ν)rk+1(g, g′) = (ς∗,c,ν(g)ς∗,c,ν(g′)ς∗,c,ν(gg′) )
rk+1
σrk+1c,ν (g, g′).
Since σc is trivial on G(F ) and g ↦ g∗ is an involution of G(F ), σ∗c is also trivial on G(F ).
Also ςrk+1∗,c is well defined on G(F ). Therefore we can globalize this equality and deduce that
ςrk+1∗,c ∶ G(F )→ µm is a homomorphism, which must be trivial because G(F ) is perfect. 
Corollary 13. Let ϕ1 be a continuous genuine function on G(F )/G(m)(A), where G(m)(A) is
realized using ρR. Then ϕ
(η×)−1
1 is a similar function on G(F )/G(m)(A) (realized using ρL).
Proof. By Proposition 12, η×(y) = η(e1(y))η(e2(y)) for all y ∈ G(F ), hence for any h ∈ G(m)(A),
ϕ
(η×)−1
1 (⟨y, η(e1(y))⟩h) = ϕ1(⟨y, (η×)−1(y)η(e1(y))⟩h) = ϕ1(⟨y, η−1(e2(y))⟩h) = ϕ1(h),
where we used the left-invariance of ϕ1. 
Proposition 14. Let ϕ1, ϕ2 be continuous genuine functions on G(F )/G(m)(A), where G(m)(A)
is realized using ρR. Let f be a continuous genuine function on the image of G(F )×G(F )/G(m)(A)×
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G(m)(A) in H(F )/H(m)(A), with the above identifications (e.g., f on H(F )/H(m)(A)). Then
∫
G(F )×G(F )/G(A)×G(A)
ϕ
(η×)−1
1 (⟨g1,1⟩)ϕ2(⟨g2,1⟩)f(⟨e1(g1),1⟩⟨e2(g2),1⟩)dg1 dg2
is well defined, provided it is absolutely convergent.
Proof. By Proposition 10, the integrand is well defined on G(A) × G(A) and provided it is
defined on the quotient, it is also right-invariant on G(A)×G(A). It remains to show that the
integrand is well defined with respect to the quotient.
Let y1, y2 ∈ G(F ) and g1, g2 ∈ G(A). Put ǫi = ηi(ei(yi)). Then
ϕ
(η×)−1
1 (⟨y1g1,1⟩)ϕ2(⟨y2g2,1⟩)f(⟨e1(y1g1),1⟩⟨e2(y2g2),1⟩)
= ϕ(η×)−11 (⟨y1,1⟩⟨g1,1⟩)ϕ2(⟨y2,1⟩⟨g2,1⟩)f(⟨e1(y1),1⟩⟨e1(g1),1⟩⟨e2(y2),1⟩⟨e2(g2),1⟩)
= ϕ(η×)−11 (⟨y1, ǫ1⟩⟨g1,1⟩)ϕ2(⟨y2, ǫ−12 ⟩⟨g2,1⟩)f(⟨e1(y1), ǫ−11 ⟩⟨e1(g1),1⟩⟨e2(y2), ǫ−12 ⟩⟨e2(g2),1⟩)
= ϕ(η×)−11 (⟨y1, ǫ1⟩⟨g1,1⟩)ϕ2(⟨y2, ǫ−12 ⟩⟨g2,1⟩)f(⟨e1(y1), ǫ−11 ⟩⟨e2(y2), ǫ−12 ⟩⟨e1(g1),1⟩⟨e2(g2),1⟩)
= ϕ(η×)−11 (⟨g1,1⟩)ϕ2(⟨g2,1⟩)f(⟨e1(g1),1⟩⟨e2(g2),1⟩).
For the last equality we used the left invariance under G(F ) (resp., H(F )) of ϕi (resp., f), and
note that this left invariance is with respect to the particular section for each copy of G(F ). 
As explained above, on H(F ) we have global definitions of σ and η, so that the global analog
of (1.29) is valid, and h ↦ ⟨h, η−1(h)⟩ is the splitting of H(F ) under ρ. A simpler argument
applies to Nrkc(A): since ην is trivial on Nrkc(Oν) for all ν where Fν is unramified (see § 1.4),
η ∈ C1(Nrkc(A), µm), and because σν is trivial on Nrkc(Fν) for all ν, the global analog of (1.29)
holds and u ↦ ⟨u, η−1(u)⟩ is the splitting of Nrkc(A) in H(m)(A).
The following lemma is the extension of (1.10) to the global cover.
Lemma 15. Let h ∈ H(A) and v ∈ Nrkc(A) be such that hv ∈ Nrkc(A). Then h⟨v, η−1(v)⟩ =⟨hv, η−1(hv)⟩.
Proof. Let Y < Nrkc be the unipotent subgroup generated by v. Then u ↦ ⟨u, η−1(u)⟩ (the
unique splitting of Nrkc(A)) is also the unique splitting of Y (A). Since hv ∈ Nrkc(A), we have
hY (A) < Nrkc(A) and hence hu ↦ ⟨hu, η−1(hu)⟩ is a splitting of hY (A). Now the result follows
from (1.4) (with χ = h). 
Corollary 16. For any h ∈H(F ) and u ∈ Nrkc(A),
⟨h, η−1(h)⟩⟨u, η−1(u)⟩ = ⟨hu, η−1(hu)⟩, ⟨u, η−1(u)⟩⟨h, η−1(h)⟩ = ⟨uh, η−1(uh)⟩.
Proof. By (1.8), σ(h′ν , u′ν) = 1 for any h′ ∈H(F ) and u′ ∈ Nrkc(A). Hence (1.29) gives
ρν(h′ν , u′ν) = ην(h′ν)ην(u′ν)/ην(h′νu′ν).
Since the left hand side is 1 for almost all ν, and so are ην(h′ν) and ην(u′ν), we deduce that
ην(h′νu′ν) = 1 almost everywhere. Therefore η(hu) is well defined and we have
ρ(h,u) = η(h)η(u)
η(hu) ,
proving the first equality. The symmetric argument (for ρ(u,h)) implies the second formula. 
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1.6. The lift of the involution ι of G. For the construction of the integral we will repeatedly
use the outer involution ι of G, given locally and globally by g ↦ ιg = ιgι−1 where ι = ( Ic/2Ic/2 ).
In this section we discuss its lift to G(m).
First consider the local setting and realize G(m) with σc. Since ι is also a (continuous)
involution of GLc, we can define σιc ∈ Z2(GLc, µm) by σιc(g, g′) = σc(ιg, ιg′) for g, g′ ∈ GLc.
Proposition 17. We have σιc = σc in H2(SLc, µm), in particular in H2(G,µm).
Proof. As in the proof of Proposition 4, by [Moo68, p. 54, Corollary 2] it is enough to consider
t, t′ ∈ TSLc (by loc. cit. restriction H2(G,µm)→ H2(Tn, µm) is 2-to-1). By (1.7), σιc(t, t′) equals
c−1
∏
i=n+1
i
∏
j=n+1
(ti, t′j)−1m c−1∏
i=n
n
∏
j=1
(t−1i , t′j)m n−1∏
i=1
n
∏
j=1
(t−1i , t′j)m n−1∏
i=1
n
∏
j=i+1
(ti, t′j)m = c−1∏
i=1
i
∏
j=1
(ti, t′j)−1m = σc(t, t′).
The result follows. 
Consequently there is ςι,c ∈ C1(SLc, µm) such that
σιc(g, g′) = ςι,c(g)ςι,c(g′)ςι,c(gg′) σc(g, g′), ∀g, g′ ∈ G.(1.38)
Proposition 18. The involution ι lifts (uniquely) to an outer involution of G(m), also denoted
ι, and moreover
ι⟨g, ǫ⟩ = ⟨ιg, ς−1ι,c (g)ǫ⟩.(1.39)
Proof. First we show (1.39) is an abstract automorphism of G(m). Indeed the definition of σιc
and (1.38) imply
ι(⟨g,1⟩⟨g′,1⟩) = ι⟨gg′, σc(g, g′)⟩ = ⟨ι(gg′), ς−1ι,c (gg′)σc(g, g′)⟩
= ⟨ιg, σc(ιg, ιg′)−1ς−1ι,c (gg′)σc(g, g′)⟩⟨ιg′,1⟩
= ⟨ιg, σιc(g, g′)−1ς−1ι,c (gg′)σc(g, g′)⟩⟨ιg′,1⟩
= ⟨ιg, ς−1ι,c (g)⟩⟨ιg′, ς−1ι,c (g′)⟩ = ι⟨g,1⟩ι⟨g′,1⟩.
Therefore (1.39) is an abstract lift of ι to G(m) and the unique one (see § 1.2).
Since ι ∈ GLc, ιg is simply conjugation in GLc. Our realization of G(m) using restriction from
σc allows us to compute ι⟨g, ǫ⟩ = ⟨ιg, ǫgǫ⟩ by regarding ι and g as elements of GLc and using the
formulas for σc as a 2-cocycle of GLc. The lift of ι to an involution of G(m) is unique, hence
ǫg = ς−1ι,c (g). This implies (1.39) is continuous, i.e., the lift is a topological automorphism.
Since ι is an involution of G, the map
⟨g, ǫ⟩↦ ι(ι⟨g, ǫ⟩) = ⟨g, ς−1ι,c (ιg)ς−1ι,c (g)ǫ⟩
is the lift of the identity map, which (by uniqueness) coincides with ⟨g,1⟩↦ ⟨g,1⟩. Hence
ς−1ι,c (ιg)ς−1ι,c (g) = 1(1.40)
and ι is a also an involution of G(m). 
Remark 19. The proposition applies to SL(m)c as well, but this will not be needed.
The embedding e2 ∶ G→ H was lifted to an embedding G(m) ↪H(m) by (1.24). Then we can
define ι as an involution of this image of G(m) by
ι⟨e2(g),1⟩ = ⟨e2(ιg), ς−1ι,c (g)⟩.(1.41)
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By Proposition 7, e2(G) and e1(G) commute in H(m). Therefore
ι⟨e2(g),1⟩⟨e1(g′),1⟩ = ⟨e1(g′),1⟩ι⟨e2(g),1⟩.(1.42)
Also by (1.23) and (1.25), we can lift ι uniquely to an involution of the image of G(m) ×G(m)
in H(m), which is given by
ι⟨(g1, g2), ǫ⟩ = ⟨(g1, ιg2), ςι,c(g2)−1ǫ⟩.(1.43)
When F is unramified, y ↦ ⟨y, ηc(y)⟩ is the unique splitting of KG in G(m). Since ι is in
particular an automorphism of KG, the map ιy ↦ ⟨ιy, ηc(ιy)⟩ is a splitting of ιKG = KG, and
hence by (1.4) (with Y =KG, χ = ι),
ι⟨y, ηc(y)⟩ = ⟨ιy, ηc(ιy)⟩, ςι,c(y)−1ηc(y) = ηc(ιy), ∀y ∈KG.(1.44)
Given a genuine smooth admissible representation π of G(m), the representation πι is defined
to be the genuine representation of G(m) acting on the same space as π, where the action is
defined by πι(g) = π(ιg). Observe that since ι(g−1) = (ιg)−1,
ι(⟨g,1⟩−1) = ι⟨g−1, σc(g, g−1)−1⟩
= ⟨ι(g−1), ς−1ι,c (g−1)σc(g, g−1)−1⟩
= ⟨ιg, ςι,c(g−1)σc(g, g−1)σc(ιg, ιg−1)−1⟩−1
= ⟨ιg, ςι,c(g−1)σc(g, g−1)σιc(g, g−1)−1⟩−1 = ⟨ιg, ς−1ι,c (g)⟩−1 = (ι⟨g,1⟩)−1,
where we used ⟨(ιg)−1, ǫ−1⟩ = ⟨ιg, ǫσc(ιg, ιg−1)−1⟩−1 for the third equality; and (1.38) with g′ = g−1
one equality before the last (note that ςι,c(gg−1) = ςι,c(Ic) = 1). Since π∨ and (π∨)ι act on the
same space and ι(⟨g,1⟩−1) = (ι⟨g,1⟩)−1, the definition of π∨ implies (π∨)ι = (πι)∨. Also when π
is unramified, so is πι.
Consider the global setting. Recall the 2-cocycle ρR defined by (1.30), which we use for the
realization of the right copy of G(m)(A). Define ριR(g, g′) = ρR(ιg,ι g′). Since ρR,ν = σc,ν = σιc,ν ,
we have ριR,ν = σιc,ν = ρR,ν (all in H2(G(Fν), µm)), thus there is ηι,R ∈ C1(G(A), µm) such that
ριR(g, g′) = ηι,R(g)ηι,R(g′)ηι,R(gg′) ρR(g, g′), ∀g, g′ ∈ G(A).(1.45)
Repeating the arguments of Proposition 18 (now with (1.45) instead of (1.38)) we deduce
ι⟨g, ǫ⟩ = ⟨ιg, η−1ι,R(g)ǫ⟩ (g ∈ G(A)),(1.46)
is the unique abstract lift of ι. It is also a topological lift because the local lifts are topological
and by (1.44). Hence we can define
ι⟨e2(g),1⟩ = ⟨e2(ιg), η−1ι,R(g)⟩(1.47)
(cf. (1.39) and (1.41)). Then (1.42) holds globally and we can lift ι (uniquely) to an involution
of the image of G(m)(A) ×G(m)(A) in H(m)(A), by defining
ι(⟨e1(g1), ǫ1⟩⟨e2(g2), ǫ2⟩) = ⟨e1(g1), ǫ1⟩ ι⟨e2(g2), ǫ2⟩ = ⟨(g1, ιg2), ρ(e1(g1), e2(ιg2))η−1ι,R(g2)ǫ1ǫ2⟩.
(1.48)
We can also extend the local argument on KG,ν above, to G(F ). The unique splitting of
G(F ) is y ↦ ⟨y, η−1(e2(y))⟩, and since ιG(F ) = G(F ), ιy ↦ ⟨ιy, η−1(e2(ιy))⟩ is also a splitting.
Hence by (1.4),
ι⟨y, η−1(e2(y))⟩ = ⟨ιy, η−1(e2(ιy))⟩.(1.49)
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Now we can define, for an automorphic function ϕ on the right copy of G(m)(A), ιϕ(g) = ϕ(ιg),
g ∈ G(m)(A). By (1.49), this function is still left invariant on {⟨y, η−1(e2(y))⟩ ∶ y ∈ G(F )}, hence
it is still an automorphic function on G(m)(A).
1.7. The covering GL
(m,r)
rkc . Recall from § 1.3 that m is a positive integer and r =m for odd m,
otherwise r =m/2. In a local or global context, M̃P is the covering obtained by restriction from
H(m). Identify MP with GLrkc via g ↦ diag(g, g∗). Then M̃P can be regarded as a covering
G̃Lrkc of GLrkc. Denote GL
(m,r)
rkc = G̃Lrkc. Further restricting to SLrkc, we obtain a covering
S̃Lrkc of the latter. Locally, by (1.12) and Proposition 4, S̃Lrkc is (topologically isomorphic to)
the covering defined in [Mat69] with (⋅, ⋅)−2m , i.e., an r-fold covering. We see that GL(m,r)rkc is
“morally” an r-fold covering, but since it is m which uniquely determines r and not the other
way around, we keep both in the notation.
The group GL
(m,r)
rkc is not one of the coverings studied by Kazhdan and Patterson [KP84]; it
was recently studied in a local context by Savin [Sav] (see [Gao18a]). In this section we describe
several properties of this cover. The description does not depend on the rank of the general
linear group, so we take an integer d and discuss GL
(m,r)
d , obtained by restriction from Sp
(m)
2d .
Consider the local setting first. For brevity denote
σ♢d (b, b′) = σ2d(diag(b, b∗),diag(b′, b′∗)), b, b′ ∈ GLd .(1.50)
For quick reference we rewrite (1.19) for σ♢d ,
σ♢d (diag(t1, . . . , td),diag(t′1, . . . , t′d)) =
d
∏
i=1
(ti, t′i)−1m .(1.51)
The properties (1.8)–(1.10) remain valid with σ♢d instead of σd, because the mapping b ↦ b
∗
(see § 1.1) is an automorphism of GLd which restricts to an automorphism of NGLd, and for
v ∈ NGLd , diag(v, v∗) ∈ NGL2d. However, more care is needed with formulas involving w′ ∈ Wd
(e.g., (1.14) and (1.15)), because in general it is not true that diag(w′,w′∗) ∈ W2d (even if w′
represents a simple reflection), only diag(w′,w′∗) ∈ W+2d. Note that if −1 ∈ µm, we do have
w⟨t,1⟩ = ⟨wt,1⟩ for w ∈W+d (e.g., a permutation matrix) and t ∈ TGLd, by Proposition 2.
According to (1.19), T̃GLd is a 2-step nilpotent group and its center is the preimage of the
subgroup of torus elements with coordinates in F ∗r, unless r = 1, then it is abelian. Denote
Cr,d = {xId ∶ x ∈ F ∗r}. By (1.51), t ∈ Cr,d commutes with any t′ ∈ TGLd in GL(m,r)d , then by (1.17)
and since (x,−x)m = 1 for all x ∈ F ∗, and also by (1.8)–(1.10), C̃r,d is the center of GL(m,r)d (as
opposed to coverings of [KP84], here the parity of r does not play a role).
Let β = (β1, . . . , βl) be a composition of d. For b = diag(b1, . . . , bl) ∈Mβ and b′ ∈Mβ, by (1.12)
and since det b∗i = det b−1i ,
σ2d(diag(b, b∗),diag(b′, b′∗)) = l∏
i=1
σ2βi(diag(bi, b∗i ),diag(b′i, b′i∗)),
which we can write in the form
σ♢d (b, b′) =
l
∏
i=1
σ♢βi(bi, b′i).(1.52)
In particular, the direct factors of Mβ commute in GL
(m,r)
d , which is a special property of this
covering, as opposed to the coverings of [KP84]. This formula also implies that the embedding
b ↦ diag(Ii, b, Id−j−i) of GLj in GLd induces the same covering on GLj, i.e., G̃Lj = GL(m,r)j .
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Therefore we can study representations induced from parabolic subgroups using the usual tensor
product, when we identify
M̃β = {(ǫ1, . . . , ǫl) ∈ µlm ∶ l∏
i=1
ǫi = 1}/GL(m,r)β1 × . . . ×GL(m,r)βl .(1.53)
In particular, we can construct genuine irreducible representations of T̃GLd by tensoring d gen-
uine representations of GL
(m,r)
1 ; to construct genuine principal series representations we extend
to B̃GLd by letting the image of NGLd act trivially, then induce as usual (see § 1.8 below).
If F is unramified, the splitting of KGLd is chosen to be y ↦ ⟨y, η♢d (y)⟩ where η♢d (y) =
η2d(diag(y, y∗)). This is compatible with the choice in Sp2d: if a function on Sp(m)2d is right-
invariant on {⟨y, η2d(y)⟩ ∶ y ∈KSp2d}, its restriction to GL(m,r)d is right-invariant on {⟨y, η♢d (y)⟩ ∶
y ∈KGLd}.
Using (b∗)∗ = b and (det b,det b′∗)m = (det b∗,det b′)m (because det b∗ = det b−1 and (x−1, y)m =(x, y−1)m), (1.12) implies σ♢d (b∗, b′∗) = σ♢d (b, b′). Thus the involution b ↦ b∗ preserves σ♢d (!),
hence lifts to an abstract involution of GL
(m,r)
d by
∗⟨b, ǫ⟩ = ⟨b∗, ǫ⟩.(1.54)
This lift is not unique; since Hom(GLd, µm) = Hom(F ∗, µm), any other abstract lift of ∗ takes
the form
∗⟨b, ǫ⟩ = ⟨b∗, ̺(det b)ǫ⟩,
for some abstract ̺ ∈ Hom(F ∗, µm) (see § 1.2). Since F ∗m is open in F ∗, any such ̺ is
automatically continuous and we claim all those lifts are topological. Indeed let w = ( Id−Id ) ∈
Sp2d, then one of the lifts ⟨b∗, ̺(det b)ǫ⟩ is a homeomorphism, namely the lift corresponding
to ∗⟨b, ǫ⟩ = w⟨diag(b, b∗), ǫ⟩. Now for any ̺′ ∈ Hom(F ∗, µm), the map b ↦ ̺′−1(det b)̺(det b)
is in C1(GLd, µm) hence ⟨b∗, ̺(det b)ǫ⟩ → ⟨b∗, ̺′(det b)ǫ⟩ is a homeomorphism, and therefore⟨b, ǫ⟩ → ⟨b∗, ̺′(det b)ǫ⟩ is a topological lift. In particular (1.54) is topological.
Since we are interested in a lift which is also an involution, we must have ̺2 = 1. Hence if m
is odd, (1.54) is the only lift of ∗ to an involution.
Fixing a lift of ∗, we can define for a genuine smooth admissible representation π of GL
(m,r)
d ,
the representation π∗, which acts on the space of π by π∗(⟨b, ǫ⟩) = π(∗⟨b, ǫ⟩). If π is unramified
and ̺ is trivial on O∗, then π∗ is also unramified. Henceforth we only use (1.54).
We mention that Kable [Kab99] studied the lifts of the main involution for the coverings of
[KP84]; at least when −1 is not a square, there is no 2-cocycle which is cohomologous to (a
twist of) σd, and fixed by any of those lifts ([Kab99, Proposition 2]).
Proposition 20. The 2-cocycles σ♢d (b, b′) and σ2d(b, b′)(det b,det b′)m are cohomologous. In
particular for m = 2, σ♢d (b, b′) is cohomologous to the 2-cocycle given by (det b,det b′)2.
Proof. First we claim σ∗d = σd in H2(GLd, µm). This is [Kab99, Lemma 2], but the 2-cocycle
τ in the notation of loc. cit. is not precisely σd. Briefly, as in [Kab99, § 4] for b0 ∈ SLd+1 put
b○0 = diag(Jk,1)tb−10 diag(Jk,1) and σ○SLd+1(b0, b′0) = σSLd+1(b○0, b′0○). The formulas from the proof
of Proposition 4 remain true with (σc, σ∗c , c − 1) replaced by (σSLd+1 , σ○SLd+1 , d), hence σSLd+1
and σ○SLd+1 are cohomologous and note that σ
∗
d(b, b′) = σ○SLd+1(( b det b−1 ) , ( b′ det b′−1 )). Now the
proposition follows from (1.50) and (1.12). 
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Consider the global setting. Let ρ2d ∈ Z2(Sp(m)2d (A), µm) as in § 1.5. Then we may define
ρ♢d(b, b′) = ρ2d(diag(b, b∗),diag(b′, b′∗)), b, b′ ∈ GLd(A).(1.55)
The covering GL
(m,r)
d (A) is by definition realized using ρ♢d . Since ρ2d,ν = σ2d,ν in H2(Sp2d(Fν), µm),
ρ♢
d,ν
= σ♢
d,ν
in H2(GLd(Fν), µm) and we can write
ρ♢d,ν(b, b′) = η
♢
d,ν(b)η♢d,ν(b′)
η♢d,ν(bb′) σ
♢
d,ν(b, b′), η♢d,ν(b) = η2d,ν(diag(b, b∗)) ∈ C1(GLd(Fν), µm)(1.56)
(η2d,ν was used to relate ρ2d,ν to σ2d,ν , see (1.29)). One can then globalize (1.56) on the subgroups
GLd(F ) and NGLd(A) (see the paragraph before Lemma 15). We deduce b↦ ⟨b, (η♢d )−1(b)⟩ is a
splitting of GLd(F ) (not a perfect group, as opposed to Sp2d(F )), and the splitting of NGLd(A).
For example when m = 2, by Proposition 20 and the quadratic reciprocity ρ♢d is cohomologous
to the 2-cocycle given by (det,det)2 (with the global quadratic Hilbert symbol).
Since the direct factors of Mβ commute locally in GL
(m,r)
d , they also commute globally. As
observed by Takeda [Tak14, Tak16] (for coverings of [KP84]), to define a global tensor product
we also need to construct a global block-compatible 2-cocycle. We closely follow his arguments.
Define ρβ ∈ Z2(Mβ(A), µm) by
ρβ(b, b′) = l∏
i=1
ρ♢βi(bi, b′i), b = diag(b1, . . . , bl).(1.57)
It is block-compatible by definition. We show ρβ = ρ♢d in H2(Mβ(A), µm). Let
ηβ,ν ∈ C1(Mβ(Fν), µm), ηβ,ν(b) = ∏
l
i=1 η
♢
βi,ν
(bi)
η♢d,ν(b) , b ∈Mβ(Fν).(1.58)
Proposition 21. For all ν, ρβ,ν and ρ♢d,ν are cohomologous:
ρβ,ν(m,m′) = ηβ,ν(m)ηβ,ν(m′)
ηβ,ν(mm′) ρ♢d,ν(m,m′).(1.59)
Proof. Indeed,
ρβ,ν(m,m′) = l∏
i=1
ρ♢βi,ν(mi,m′i)
=
l
∏
i=1
η♢βi,ν(mi)η♢βi,ν(m′i)
η♢βi,ν(mim′i) σ
♢
βi,ν
(mi,m′i)
=
l
∏
i=1
η♢βi,ν(mi)η♢βi,ν(m′i)
η♢βi,ν(mim′i) σ
♢
d,ν(m,m′)
=
l
∏
i=1
η♢βi,ν(mi)η♢βi,ν(m′i)
η♢βi,ν(mim′i)
η♢d,ν(mm′)
η♢d,ν(m)η♢d,ν(m′)ρ
♢
d,ν(m,m′)
= ηβ,ν(m)ηβ,ν(m′)
ηβ,ν(mm′) ρ♢d,ν(m,m′).
Here for the third equality we used (1.52). 
Proposition 22. The 2-cocycles ρβ and ρ♢d are cohomologous.
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Proof. By virtue of Proposition 21, to deduce ρβ = ρ♢d , we need to show ηβ = ∏ν ηβ,ν is well
defined. This follows at once if we prove that for almost all ν,
ηβ,ν(y) = 1, ∀y ∈Mβ(Oν).(1.60)
Fix ν such that Fν is unramified. Since for each i, ρ♢βi,ν is trivial on KGLβi ,ν , so is ρβ,ν , thus by
(1.59), ηβ,ν is a homomorphism ofMβ(Oν). It is therefore enough to prove (1.60) for y ∈KGLβi ,ν ,
in other words we must show
η♢βi,ν(y) = η♢d,ν(diag(I∑i−1j=1 βj , y, I∑lj=i+1 βj)).
Note that because KGLβi ,ν is not perfect, it is not enough to prove that both sides give rise to
a splitting of KGLβi ,ν with respect to the same 2-cocycle.
Using the definitions, we can write the last equality in the form
η2βi,ν(diag(y, y∗)) = η2d,ν(diag(I∑i−1j=1 βj ,mi, I2∑lj=i+1 βj ,m∗i , I∑i−1j=1 βj).(1.61)
Consider the embedding Sp2βi ↪ Sp2d given by
x∎ = diag(I∑i−1j=1 βj ,(
x1 x2
I
2∑lj=i+1
βj
x3 x4
) , I∑i−1j=1 βj), x = ( x1 x2x3 x4 ) , xi ∈Matβi.(1.62)
The image in Sp2d is a standard group in the sense of [BLS99, § 2], hence by [BLS99, § 2,
Lemma 5] (the strong block-compatibility of the 2-cocycle on standard subgroups),
σ2βi,ν(x,x′) = σ2d,ν(x∎, x′∎), ∀x,x′ ∈ Sp2βi .
Since for x,x′ ∈KSp2βi ,ν ,
ρ2βi,ν(x,x′) = ρ2d,ν(x∎, x′∎) = 1,
equality (1.29) implies
η2βi,ν(xx′)
η2βi,ν(x)η2βi,ν(x′) = σ2βi,ν(x,x
′) = σ2d,ν(x∎, x′∎) = η2d,ν(x∎x′∎)
η2d,ν(x∎)η2d,ν(x′∎) .
Thus we obtain two splittings of KSp2βi ,ν , when the covering is realized using σ2βi,ν , and we
deduce η2βi,ν(x) = η2d,ν(x∎) on KSp2βi ,ν , in particular (1.61) holds, and thereby (1.60). 
Now we can define the tensor representation of M̃β(A) using the block-compatible global 2-
cocycle ρβ , and with the global version of (1.53). A genuine irreducible admissible representation
of M̃β(A) can then be written as a tensor of genuine irreducible admissible representations of
M̃βi(A). The splitting of Mβ(F ) is given by
b = diag(b1, . . . , bl)↦ l∏
i=1
⟨bi, (η♢βi)−1(bi)⟩.(1.63)
Therefore if τi are genuine irreducible automorphic representations of GL
(m,r)
βi
(A), the tensor
⊗li=1τi is a genuine irreducible automorphic representation of M̃β(A).
Let τβ = ⊗li=1τi be a genuine automorphic representation of M̃β(A). The space of the induced
representation
Ind
GL
(m,r)
d
(A)
P̃β(A)
(τβ)(1.64)
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is the space of genuine functions ξ on GL
(m,r)
d (A) taking values in the space of τβ , such that
ξ(⟨b,1⟩⟨v, (η♢d )−1(v)⟩g) = η−1β (b)δ1/2Pβ (b)τβ(b)ξ(g), ∀b ∈Mβ(A), v ∈ Vβ(A), g ∈ GL(m,r)d (A).
(1.65)
The function ηβ is included to compensate for the change of the 2-cocycle ρ♢d to the (cohomol-
ogous) 2-cocycle ρβ on Mβ(A) (see [Tak14, p. 204]). Given a K̃GLd-finite vector in the space
of (1.64), as in the linear case we can extend it to a standard section in a complex parameter
ζ ∈ Cl, i.e., to an element of
Ind
GL
(m,r)
d
(A)
P̃β(A)
(⊗li=1∣det ∣ζiτi).(1.66)
We re-denote the new section by ξ, and regard it as a function on GL
(m,r)
d (A)×Cl. By definition,
the section ξ is standard, in the sense that its restriction to K̃GLd is independent of ζ. We may
then consider the Eisenstein series
E(g; ξ,ζ) = ∑
y∈Pβ(F )/GLd(F )
ξ(⟨y, (η♢d )−1(y)⟩g,ζ).(1.67)
To see that the summation is formally well defined, first note that we can globalize (1.58) to
y ∈Mβ(F ). Indeed for any integer j, η2j is defined on Sp2j(F ) hence each η♢βi and η♢d are defined
on GLβi(F ) and GLd(F ). Thus ηβ(y) =∏li=1 η♢βi(yi)/η♢d (y). Now by (1.65) and (1.63),
ξ(⟨y, (η♢d )−1(y)⟩) = η−1β (y)τβ(⟨y, (η♢d )−1(y)⟩)ξ(⟨Id,1⟩)
= τβ(⟨y, l∏
i=1
(η♢βi)−1(yi)⟩)ξ(⟨Id,1⟩) = ξ(⟨Id,1⟩).
Now the general theory of the Eisenstein series (e.g., [Lan67, Lan76], and [MW95] who also
treated covering groups) implies, among other properties, that the sum is absolutely convergent
for Re(ζ) in a certain cone, and the series admits meromorphic continuation.
1.8. Unramified representations and L-factors. Let F be unramified (see § 1.4). Recall
that r = m if m is odd, otherwise r = m/2, c = 2n and G = Spc. The preimage of the torus
Tn in G(m) is a 2-step nilpotent group (unless m ≤ 2). Thus its irreducible representations
are constructed using Stone-von Neumann Theory, i.e., by extending a genuine character of
the center to a maximal abelian subgroup, then inducing to T̃n (see e.g., [Sav04] and [McN12,
§ 13.5–13.6]). The isomorphism class of the representation is determined by the action of the
center, i.e., independent of the choice of the maximal abelian subgroup and the extension.
To make this construction uniform in n, first note that by (1.19) and (1.51),
T̃n = {(ǫ1, . . . , ǫn) ∈ µnm ∶ n∏
i=1
ǫi = 1}/GL(m,r)1 × . . . ×GL(m,r)1 ,
where on GL
(m,r)
1 the group operation is given by
⟨x,1⟩⟨x′,1⟩ = ⟨xx′, (x,x′)−1m ⟩.
Thus to construct a genuine irreducible representation of T̃n, one may tensor n genuine irre-
ducible representations of GL
(m,r)
1 . Consider the i-th copy of GL
(m,r)
1 . The center of this group
is C̃r,1, which is the preimage of F ∗r. Let A = F ∗rO∗, Ã is a maximal abelian subgroup of
GL
(m,r)
1 . A genuine irreducible representation of Ã is called unramified if it is trivial on the
preimage of O∗. Let µi be an unramified quasi-character of F ∗.
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If r =m, (⋅, ⋅)m is trivial on A ×A, hence we may form the genuine character of Ã by
ε⊗ µi(⟨x, ǫ⟩) = ε(ǫ)µi(x).
Then we obtain a genuine irreducible unramified representation of GL
(m,r)
1 by (non-normalized)
induction from Ã and ε⊗ µi.
If r =m/2 the definition depends on a choice of a root of unity, as we now explain. First we
recall the definition of the Weil factor. For a nontrivial additive character ψ′ of F and a ∈ F ∗,
let ψ′a(x) = ψ′(ax). The Weil index of x↦ ψ′(x2) is denoted γ(ψ′), and the Weil factor of ψ′ is
γψ′(a) = γ(ψ′a)/γ(ψ′) (see [Wei64, p. 176] and [Rao93]). The following formulas are well known
(see e.g., [Rao93, Appendix]):
γ4ψ′ = 1, γψ′(a2) = 1, γψ′(ab) = γψ′(a)γψ′(b)(a, b)2, γψ′a(x) = (a,x)γψ′(x).(1.68)
In particular there are [F ∗ ∶ F ∗2] = 4 (e.g., [Wei95, p. 32]) choices for γψ′ , and only two are
unramified, i.e., trivial on O∗. Also recall the formula (⋅, ⋅)rm = (⋅, ⋅)2 relating the m-th Hilbert
symbol to the quadratic one (when r =m/2).
Now if r = m/2 is odd, (xr, yr)m = (xr, yr)2, so that ε⊗ γψ′µi defines a genuine character of
C̃r,1. Moreover, since (xr, y)m = (x, y)2 = (xr, y)2 and both m-th and quadratic Hilbert symbols
are trivial on O∗ ×O∗, ε⊗ γψ′µi is also a genuine character of Ã. We take ψ′ such that γψ′ is
unramified, this choice is unique up to ±γψ′(̟r) (γψ′(̟r) is determined up to a sign, and this
determines γψ′ on A). Then ε⊗ γψ′µi is a genuine unramified character of Ã, and we induce to
GL
(m,r)
1 as in the case r =m above. In particular for m ≤ 2, r = 1 and A = F ∗, so the induction
is trivial.
Moreover, for this case (even m, odd r) since any genuine character of GL
(2,1)
1 can be written
in the form ε ⊗ γψ′µ′i for some ψ′ and quasi-character µ′i of F ∗, we can write any genuine
character of C̃r,1 in the form ε ⊗ γψ′µ′i. Since x ↦ (a,x)2 is a non-genuine character of C̃r,1,
which is unramified if ∣a∣ = 1, we may a priori fix an unramified γψ′ (in one of two ways),
then write any genuine unramified character of C̃r,1 as ε ⊗ γψ′µ′i for some unramified µ′i. In
addition, we will not lose any generality by tensoring n genuine irreducible representations of
GL
(m,r)
1 using the same ψ
′, so that when ψ′ is fixed, we can effectively parameterize the genuine
unramified principal series representations using linear data.
Now consider the case of even r. Then (xr, yr)m = (xr, y)2 = 1, so that ε⊗µi defines a genuine
character of C̃r,1. For a fixed element ̟1 ∈ O with ∣̟1∣ = q−1, we can write any a ∈ A uniquely
in the form ̟rl1 u with an integer l and ∣u∣ = 1. Define
ε⊗ γ̟1(⟨̟rl1 u, ǫ⟩) = ε(ǫ ⋅ (̟l1, u)2).
The definition is independent of the choice of ̟1, because if ̟ =̟1o with ∣o∣ = 1, ̟rl1 u = ̟rlorlu
then (̟l1, u)2 = (̟l, orlu)2, since r is even. This is a genuine character of Ã, because
ε⊗ γ̟1(⟨̟rl11 u1,1⟩⟨̟rl21 u2,1⟩)
= ε((̟l1r1 u1,̟l2r1 u2)−1m (̟(l1+l2)1 , u1u2)2)
= ε((̟l11 , u2)2(u1,̟l21 )2(̟l11 , u1)2(̟l11 , u2)2(̟l21 , u1)2(̟l21 , u2)2)
= ε((̟l11 , u1)2(̟l21 , u2)2) = ε⊗ γ̟1(⟨̟rl11 u1,1⟩)ε⊗ γ̟1(⟨̟rl21 u2,1⟩).
It is also unramified and trivial on {⟨x,1⟩ ∶ x ∈ F ∗r}. Thus we can extend ε ⊗ µi to a genuine
unramified character of Ã by
ε⊗ γ̟1µi(⟨a, ǫ⟩) = ε(ǫ)µi(a)γ̟1(⟨a,1⟩).
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(We do not claim this extension is unique.)
To unify the notation, denote the representation of Ã by ε ⊗ ϑµi. Specifically, ϑ = 1 if m
is odd; ϑ = γψ′ if m ≡ 2 (4) (m is even, r is odd), in which case the isomorphism class of the
induced representation of GL
(m,r)
1 depends on ψ
′; and ϑ = γ̟1 when m ≡ 0 (4), but then the
isomorphism class of the induced representation of GL
(m,r)
1 does not depend on the choice of
extension of ε⊗ µi to Ã and in particular, it is independent of ̟1.
The value ε⊗ϑµi(⟨̟r,1⟩) is independent of the choice of uniformizer̟ except whenm ≡ 2 (4),
in which case it depends both on this choice and on ψ′, but only up to a sign (̟,u)2 = ±1
where ∣u∣ = 1 (use (1.68)).
Denote the tensor of n such representations, with unramified quasi-characters µ1, . . . , µn of
F ∗, by ε ⊗ ϑµ (we use the same ϑ for all i). Let Tn,∗ = {t ∈ Tn ∶ ti ∈ A,∀i}, T̃n,∗ is a maximal
abelian subgroup of T̃n. Then
ε⊗ ϑµ(⟨t, ǫ⟩) = ε(ǫ) n∏
i=1
ϑ(ti)µi(ti), ∀t ∈ Tn,∗.
The restriction of ε⊗ϑµ to the center of T̃n exhausts its genuine irreducible unramified represen-
tations, therefore when we induce to T̃n we obtain all such representations of T̃n. Now extending
to B̃n then inducing to G(m), we obtain the genuine unramified principal series representation
IG(m)(ϑ,µ) = IndG(m)B̃n (IndT̃nT̃n,∗(ε⊗ ϑµ)).
(Only the outer induction is normalized.) We usually regard elements in the space of this
representation as complex-valued functions, by evaluating at the identity.
The dual group of a covering group has been defined and studied in several works, e.g.,
[Sav04, McN12, Wei14, GG18, Wei18b]. For G(m), the dual group G(m)
∨
is SO2n+1(C) when
m is odd, and Sp2n(C) if it is even (see e.g., [Li, § 5.1]). If π is the irreducible unramified
constituent of IG(m)(ϑ,µ), the Satake parameter of π is the semi-simple conjugacy class in
G(m)
∨
of
tπ,ϑ = {diag(µ1(̟r), . . . , µn(̟r),1, µ−1n (̟r), . . . , µ−11 (̟r)) r =m,
diag(µ1(̟r), . . . , µn(̟r), µ−1n (̟r), . . . , µ−11 (̟r)) r =m/2.(1.69)
The parameter tπ,ϑ depends on ϑ only when m ≡ 2 (4), since only in this case ϑ affects the
choice of µ. The L-function of π is now defined by
Lϑ(s, π) = det(1 − tπ,ϑq−s)−1.
Again, this function depends on ϑ only when m ≡ 2 (4).
For the covering GL
(m,r)
d the situation is similar in light of (1.53) and (1.51), with TGLd
instead of Tn. The maximal abelian subgroup T̃GLd,∗ of T̃GLd is the preimage of d copies of
A. For unramified quasi-characters χ1, . . . , χd of F ∗ we denote χ = ⊗di=1χi, then the genuine
unramified principal series representation is
I
GL
(m,r)
d
(ϑ,χ) = IndGL(m,r)d
B̃GLd
(IndT̃GLd
T̃GLd,∗
(ε⊗ ϑχ)).
The following argument regarding the support of unramified functions in the space of an
unramified principal series appeared in the proof of [McN12, Lemma 2], which generalized
[KP84, Lemma I.1.3].
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Proposition 23. Let ξ be an unramified (nonzero) element in I
GL
(m,r)
d
(ϑ,χ). Write b ∈ GLd
in the form b = uty where u ∈ NGLd , t ∈ TGLd and y ∈ KGLd. Then ξ(⟨b, ǫ⟩) ≠ 0 if and only if
t ∈ TGLd,∗.
Proof. By the definition of the space of I
GL
(m,r)
d
(ϑ,χ), ξ(⟨uty, ǫ⟩) ≠ 0 if and only if ξ(⟨t,1⟩) ≠ 0.
If t ∉ TGLd,∗, choose tx = diag(Ii−1, x, In−i) with x ∈ O∗ such that (x, ti)2m ≠ 1. Then tx ∈ TGLd,∗ ∩
KGLd and η
♢
d (tx) = 1, because η2d is trivial on TGL2d ∩KGL2d . Thus ⟨tx,1⟩ ∈ η♢d (TGLd,∗ ∩KGLd)
whence (ε⊗ ϑχ)(⟨tx,1⟩) = 1. Now by (1.51),
ξ(⟨t,1⟩) = ξ(⟨t,1⟩⟨tx,1⟩) = (ti, x)−2m ξ(⟨t,1⟩),
hence ξ(⟨t,1⟩) = 0. Thus t ∈ TGLd,∗ and then ξ(⟨t,1⟩) = δ1/2BGLd(t)(ε⊗ϑχ)(⟨t,1⟩)ξ(⟨Id,1⟩) ≠ 0. 
The dual group GL
(m,r)
d
∨
is GLd(C) ([Gao18a, § 2.3]). If τ is the irreducible unramified
constituent of I
GL
(m,r)
d
(ϑ,χ), the Satake parameter of τ is the semi-simple conjugacy class in
GL
(m,r)
d
∨
of
tτ,ϑ = diag(χ1(̟r), . . . , χd(̟r)).
Then for any finite-dimensional complex representation σ of GLd(C), define
Lϑ(s, τ, σ) = det(1 − σ(tτ,ϑ)q−s)−1.
For the identity representation id ∶ GLd(C)→ GLd(C), denote
Lϑ(s, τ) = Lϑ(s, τ, id).
In the linear case this is the standard L-function of τ .
If τ ′ is a similar constituent of I
GL
(m,r)
d′
(ϑ′, χ′),
Lϑ,ϑ′(s, τ × τ ′) = det(1 − (tτ,ϑ ⊗ tτ ′,ϑ′)q−s)−1.
In particular the definitions imply
Lϑ,ϑ(s, τ × τ) = Lϑ(s, τ,Sym2)Lϑ(s, τ,∧2),(1.70)
where Sym2 is the symmetric square and ∧2 is the exterior square representation.
Finally we define the L-function of π × τ . Assume π and τ are the irreducible unramified
constituents of IG(m)(ϑπ, µ) and IGL(m,r)
d
(ϑτ , χ). Put n′ = 2n + 1 if r = m, otherwise n′ = 2n,
and regard tπ,ϑπ as an element of GLn′(C) (see (1.69)). Using the definition of the L-factor for
GLn′ ×GLd,
Lϑπ,ϑτ (s, π × τ) = det(1 − (tπ,ϑπ ⊗ tτ,ϑτ )q−s)−1.
We extend a known identity from the linear set-up, relating the L-function of π×τ to the prod-
uct of L-functions for representations of GLn ×GLk. One can always write π as the irreducible
unramified constituent of IndG
(m)
R̃
(πn), where πn is the irreducible unramified constituent of
I
GL
(m,r)
n
(ϑπ, µ) and R is a Siegel parabolic subgroup of G. The representation π∨n (which is anti-
genuine) is the irreducible unramified constituent of the unramified principal series constructed
with inducing data ⊗di=1ε−1 ⊗ ϑ−1π µ−1, and we can define Lϑ−1π ,ϑτ(s, π∨n × τ) as above. Then the
definitions imply
Lϑπ,ϑτ (s, π × τ) = Lϑπ ,ϑτ(s, πn × τ)[Lϑτ (s, τ)]Lϑ−1π ,ϑτ (s, π∨n × τ),(1.71)
where the factor in square brackets appears only when r = m or equivalently, m is odd. Note
that we have to parameterize π∨n using ϑ
−1
π (when m ≡ 2 (4)) to deduce (1.71).
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Assume m ≡ 2 (4) (the following remarks becomes trivial otherwise). Since we will usually
be interested in the L-function of π × τ , it is convenient to use one parametrization parameter
for both, and we do not lose any generality by doing that. For any two parameters ϑπ and
ϑτ , ϑπϑ−1τ = ϑ for some quadratic unramified character ϑ of F ∗. Now tτ,ϑτ = tτ,ϑπϑ, and since
I
GL
(m,r)
d
(ϑπϑ,χ) = IGL(m,r)
d
(ϑπ, ϑχ), we also have tτ,ϑτ = tϑτ,ϑπ , so that
Lϑπ,ϑτ (s, π × τ) = Lϑπ,ϑπ(s, π × ϑτ).
For brevity, denote Lϑπ(⋯) = Lϑπ,ϑπ(⋯). In particular when µ2m ⊂ F ∗, (x,x)2 = 1 for all x ∈ F ∗
and γψ′ = γ−1ψ′ (use (1.68)). Hence ϑπ = ϑ−1π and (1.71) becomes
Lϑπ(s, π × ϑτ) = Lϑπ(s, πn × ϑτ)[Lϑτ (s,ϑτ)]Lϑπ(s, π∨n × ϑτ).
Example 24. Since IG(m)(ϑπ, µ) = IG(m)(ϑπϑ,ϑµ), for n = 1 we have tπ,ϑπ = diag(µ1(̟), µ−11 (̟))
while tπ,ϑϑπ = diag(ϑµ1(̟), ϑµ−11 (̟)).
Proposition 25. With τ as above, τ∗ defined by (1.54) is the irreducible unramified constituent
of I
GL
(m,r)
d
(ϑτ , χ−1). Consequently tτ∨,ϑ−1τ = tτ∗,ϑτ .
Proof. By definition τ∗ is realized in the space of τ , and τ∗ is irreducible and unramified.
Hence to prove that τ∗ is the irreducible unramified constituent of I
GL
(m,r)
d
(ϑτ , χ−1), it suffices to
show (I
GL
(m,r)
d
(ϑτ , χ))∗ = IGL(m,r)
d
(ϑτ , χ−1). The representation (IGL(m,r)
d
(ϑτ , χ))∗ is an unramified
principal series, and we need to check that for all a ∈ A, ϑτ(∗⟨a,1⟩) = ϑτ(⟨a,1⟩). Note that
∗⟨a,1⟩ = ⟨a−1,1⟩.
This is clear if r =m. If m ≡ 2 (4), ϑτ = γψ′ and by (1.68), γψ(a) = γψ(a−1). For the remaining
case ϑτ = γ̟1, if we write a =̟rl1 u as above,
γ̟1(⟨a−1,1⟩) = ε((̟−l1 , u−1)2) = ε((̟l1, u)2) = γ̟1(⟨a,1⟩).
Now tτ∨,ϑ−1τ = tτ∗,ϑτ is immediate because the inducing data for τ∨ is ⊗di=1ε−1 ⊗ ϑ−1τ χ−1. 
1.9. Whittaker functionals. Assume F is a local non-archimedean field. Recall that ψ is a
nontrivial character of F . Define a generic character ψ of NGLd by
ψ(v) = ψ(d−1∑
i=1
vi,i+1).
Consider a genuine unramified representation I(ϑ,χ) = I
GL
(m,r)
d
(ϑ,χ) with the notation of § 1.8.
A Whittaker functional on I(ϑ,χ) is a (nonzero) morphism in
HomNGLd(I(ϑ,χ), ψ).(1.72)
The dimension of the vector space (1.72) is ∣TGLd,∗/TGLd ∣, by an application of the Geometric
Lemma of Bernstein and Zelevinsky [BZ77, Theorem 5.2] (see also [KP84, Lemma I.3.2]). For a
function f in the space of I(ϑ,χ) regarded as a complex-valued function, consider the Whittaker
functional Λt defined for each fixed t ∈ TGLd by
Λt(f) = ∫
NGLd
f(⟨t,1⟩⟨Jd,1⟩⟨u,1⟩)ψ−1(u)du.
Note that because in this context the 2-cocycle is σ♢d , u ↦ ⟨u,1⟩ is the canonical splitting of
NGLd. This integral is defined as an absolutely convergent integral for Re(χ) in a certain cone,
then by meromorphic continuation in general. In fact, by Banks [Ban98a] this continuation is
analytic (his argument - Bernstein’s continuation principle - is applicable to GL
(m,r)
d as well).
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The functionals Λt as t varies over the set of representatives of TGLd,∗/TGLd form a linear basis
of (1.72) (see [KP84, Lemma I.3.1]). In particular denote Λ = ΛId.
1.10. The Casselman–Shalika formula for GL
(m,r)
d . Assume F is unramified and µ2m ⊂ F ∗,
in particular (−1, x)m = 1 for all x ∈ F ∗. Fix a uniformizer ̟ (see § 1.1). Let IGL(m,r)
d
(ϑ,χ) be
an unramified principal series representation and denote
x = (x1, . . . , xd) ∈ Cd, xi = χi(̟r).
While x is independent of ̟, the formulas in this section are developed for a given fixed ̟. Let
ξ0 be the normalized unramified vector in the space of I
GL
(m,r)
d
(ϑ,χ). For each t ∈ GLd, we have
an unramified Whittaker function Wt(g) = Λt(g ⋅ ξ0) (g ∈ GL(m,r)d ). It is clear that this function
is determined by its values on T̃GLd, and the purpose of the Casselman–Shalika formula is to
describe Wt on T̃GLd in terms of x, t and the input (in the linear case x would be replaced by the
Satake parameter). As mentioned in the introduction, the metaplectic analog of the Casselman–
Shalika formula [CS80] has been developed through the works [KP84, McN11, CO13, McN16].
In this section we describe this formula.
Assume the conductor of ψ is 0, i.e., ψ is unramified. Fix the Haar measure on F which is
self-dual with respect to ψ, then vol(O) (the volume of O) is 1. Define the Gauss sum by
g(l) = ∫
O∗
(o,̟)lmψ(̟−1o)do, l ∈ Z.(1.73)
Here do is the restriction of the Haar measure on F , in particular ∫O∗ do = 1 − q−1. A direct
computation implies the following properties (see e.g., [Gao18a, § 3.2]):
(1) If l ≡ 0 (m), g(l) = −q−1.
(2) Otherwise ∣g(l)∣ = q−1/2 and g(l) = g(−l), hence g(l)g(−l) = q−1.
For a = (a1, . . . , ad) ∈ Zr, denote
a∗ = (−a1, . . . ,−ad), ̟a = diag(̟a1 , . . . ,̟ad), ta = ⟨̟a,1⟩.
The map a ↦ ta is a homomorphism, by (1.51) and because (̟,̟)m = 1. If b ∈ Zr, write a ≡ b
if a − b ∈ rZd. The function Wt is uniquely determined by its values on tb. We define
Wa(b, ϑ,χ) = Λta(tb ⋅ ξ0).(1.74)
For t ∈ TGLd, let v(t) ∈ Zd denote the vector of valuations of t. Recall that TGLd,∗ < TGLd
consists of the torus elements with coordinates in F ∗rO∗. Then for t0 ∈ TGLd,∗, v(t0) ∈ rZd.
Recall from § 1.1 that WGLd is the Weyl group of GLd, Φd (resp., Φ
+
d) is the set of roots
(resp., positive roots) and the simple roots are (i, i+1), 1 ≤ i < d. We extend the notation ta to
tlα for any l ∈ Z and α ∈ Φd, regarding α as the natural element in Zd.
Denote xα = xix−1j . Since w ∈ WGLd is a permutation on 1, . . . , d, we can define wx by(wx)i = xw−1(i). Also set for a ∈ rZd, x(a) = (xa1/r1 , . . . , xad/rd ).
As in [CO13, p. 425], define an action w[a] of WGLd on Zd such that
wα[a] = (a1, . . . , ai+1 − 1, ai + 1, . . . , ad), α = (i, i + 1).
Recall that for any w ∈ WGLd and a representative yw ∈ KGLd of w, we have a standard
intertwining operator defined as follows. For α ∈ Φ+d , let Uα be the root subgroup of α. Denote
Nw = ∏
{α∈Φ+
d
∶w−1α∉Φ+
d
}
Uα.(1.75)
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For ξ in the space of I
GL
(m,r)
d
(ϑ,χ), The integral
M(yw)ξ(g) = ∫
Nw
ξ(⟨yw,1⟩−1⟨u,1⟩g)du, g ∈ GL(m,r)d ,
is absolutely convergent when Re(χ1) ≫ . . . ≫ Re(χd) and admits meromorphic continuation
in the variables χ1, . . . , χd (see e.g., [McN12, § 13.7], this is a straightforward extension of the
results in linear case, e.g., [Cas80]). Since ε⊗ ϑχ is unramified as a genuine representation of
T̃GLd,∗; η
♢
d is trivial on TGLd ∩KGLd ; and σ♢d (t, yw) = 1 for any t ∈ TGLd ∩KGLd, the integral is
independent of the choice of representative yw, hence we can simply denoteM(w) =M(yw). By
Proposition 2 (recall that GL
(m,r)
d
is defined via restriction from Sp
(m)
2d
), w(ε⊗ ϑχ) = ε⊗ ϑ(wχ)
as a representation of T̃GLd,∗, hence (away from the poles)
M(w) ∶ I
GL
(m,r)
d
(ϑ,χ) → I
GL
(m,r)
d
(ϑ,wχ).
In fact we can assume that χ is regular, i.e., w(ε⊗ ϑχ) ≠ ε⊗ ϑχ, equivalently wχ ≠ χ, for all
1 ≠ w ∈WGLd . Then the operators M(w) are holomorphic ([McN12, § 13.7]). Since the Jacquet
integrals Λt admit analytic continuation, the results of this section are true regardless of this
assumption, by analytic continuation.
Since M(w)ξ0 is unramified, it is a constant multiple of the normalized unramified vector
ξ0w of IGL(m,r)
d
(ϑ,wχ). The constant is given by the Gindikin–Karpelevich formula [Gao18b,
Corollary 7.4], which is the extension of [Cas80, Theorem 3.1] to coverings. We have
M(w)ξ0(g) = ∏
{α∈Φ+
d
∶wα∉Φ+
d
}
1 − q−1xα
1 − xα ξ
0
w(g).(1.76)
Here the appearance of xα in (1.76) is the consequence of our definition of IGL(m,r)
d
(ϑ,χ) and the
fact that w(ε⊗ϑχ) = ε⊗ϑ(wχ); in general xα would be replaced by the restriction of the genuine
unramified character of the center of T̃GLd to ⟨diag(Ii−1,̟r, Ij−i−1,̟−r, Id−j),1⟩ where α = (i, j),
and one must then show that this restriction is independent of the choice of uniformizer ̟
(see [Gao18b, § 7.1 and Proposition 7.3], and also [CO13]). We also mention that [Gao18b,
Corollary 7.4] is applicable even without the assumption µ2m ⊂ F ∗. For previous extensions of
this formula to coverings see [KP84, McN11, CO13, McN16, Kap17b].
The Casselman–Shalika formula for covering groups depends on certain coefficients which
we present next, following [CO13, § 4, § 5]. Given w ∈ WGLd , these coefficients are functions(t, t′)↦ τt,t′(w,ϑ,χ) (t, t′ ∈ T̃GLd). Let A and A′ be two sets of representatives for T̃GLd,∗/T̃GLd.
Then for any w ∈WGLd , we have the following functional equation:
(Λt ○M(w))t∈A = (τt,t′(w,ϑ,χ))t∈A,t′∈A′(Λt′)t′∈A′ .(1.77)
The coefficients τt,t′(w,ϑ,χ) do not depend on the choice of representative in KGLd for w. While
(1.77) defines them uniquely, it is simpler to compute them inductively. First note that for any
t, t′ ∈ T̃GLd and t0, t′0 ∈ T̃GLd,∗,
τt0t,t′0t′(w,ϑ,χ) = δ1/2BGLd(t0(t′0)−1)(ε⊗ ϑwχ)(t0)(ε⊗ ϑχ)(t′0)−1τt,t′(w,ϑ,χ).(1.78)
In particular these coefficients do depend on the choices of representatives, and thereby on ̟
itself. Now if w1,w2 ∈WGLd satisfy ℓ(w1w2) = ℓ(w1)ℓ(w2),
τt,t′(w1w2, ϑ,χ) = ∑
e∈rZd/Zd
τt,te(w1, ϑ,w2χ)τte ,t′(w2, ϑ,χ).(1.79)
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The sum is well defined by (1.78). It remains to determine τt,t′(w,ϑ,χ) on reflections wα for
α = (i, i + 1). Write
τt,t′(wα, ϑ,χ) = τ 1t,t′(wα, ϑ,χ) + τ 2t,t′(wα, ϑ,χ).(1.80)
We apply the method of [McN16, § 9, § 13] (based on [KP84, § I.1.3]). A similar computation
appeared in [Gao17, § 3.3] (see Remark 27 below).
Set K1 = Id +Matd(P) <KGLd. The map y ↦ ⟨y, η♢d (y)⟩ is the splitting of K1 implied by the
chosen splitting of KGLd, and is trivial on K1 ∩NGLd. Let
M(wα) ∶ IGL(m,r)
d
(ϑ,χ) → I
GL
(m,r)
d
(ϑ,wαχ)
be the standard intertwining operator. Given a,b ∈ Zr, let ϕtb be the function in the space of
I
GL
(m,r)
d
(ϑ,χ) which is right-invariant by {⟨y, η♢d (y)⟩ ∶ y ∈K1}, vanishes outside the preimage of
NGLdTGLd,∗tbJdK1 in GL
(m,r)
d , and such that ϕtb(⟨tb,1⟩⟨Jd,1⟩) = 1. Then we have
τta,tb(wα, ϑ,χ) = vol(N−GLd ∩K1)−1Λta(M(wα)ϕtb).
In Proposition 26 below we compute the right hand side. By (1.78), τt,t′(w,ϑ,χ) is determined
by elements t = ta and t′ = tb, and we define
τa,b(w,ϑ,χ) = τta,tb(w,ϑ,χ).
The Casselman–Shalika formula for GL
(m,r)
d takes the following form:
Wa(b, ϑ,χ) = δBGLd(tb) ∑
w∈WGLd
∏
{α∈Φ+
d
∶wα∈Φ+
d
}
1 − q−1(w−1x)α
1 − (w−1x)α τa,b∗(w,ϑ,w
−1
χ).(1.81)
We also mention the following observation of [Suz97, Remark 3.2]: for a nontrivial w ∈WGLd,
if w = wα1 ⋅ . . . ⋅wαℓ(w), by definition τt,t′(w,ϑ,χ) = 0 unless there is w′ = wi1α1 ⋅ . . . ⋅wi1αℓ(w) for some
i1, . . . , iℓ(w) ∈ {0,1}, such that w′[v(t′)] ≡ v(t).
Proposition 26. Let α = (i, i+1), a,b ∈ Zd. Then τ 1ta,tb(wα, ϑ,χ) = 0 unless b ≡ a, τ 2ta,tb(wα, ϑ,χ) =
0 unless b ≡ wα[a],
τ 1ta,ta(wα, ϑ,χ) = (1 − q−1)x
⌈(ai+1−ai)/r⌉
α
1 − xα ,(1.82)
τ 2ta,twα[a](wα, ϑ,χ) = qai+1−ai−1g(2(ai+1 − ai − 1)).(1.83)
Here for any x ∈ R, ⌈x⌉ is the smallest integer greater than or equal to x. Also with the notation
of (1.78), for j = 1,2,
τ
j
t0t,t
′
0
t′
(wα, ϑ,χ) = δ1/2BGLd(t0(t′0)−1)(ε⊗ ϑwχ)(t0)(ε⊗ ϑχ)(t′0)−1τ jt,t′(wα, ϑ,χ).(1.84)
Proof. Let Uα < NGLd be the root subgroup of α. Write u ∈ Uα in the form u = ( 1 u1 ). For
v ∈ NGLd , write Jdv = v0v′, where v0 = ( 1v0 1 ) ∈ wαUα = U−α. Also set wα = ( −11 ), then⟨wα,1⟩−1 = ⟨w−1α ,1⟩. By definition,
Λta(M(wα)ϕtb) = vol(N−GLd ∩K1)−1 ∫
NGLd
∫
Uα
ϕtb(⟨w−1α ,1⟩⟨u,1⟩ta⟨Jd,1⟩⟨v,1⟩)ψ−1(v)dudv.
By (1.10) we can conjugate ⟨u,1⟩ by ta, multiplying the measure by qai+1−ai . Also if we define
wαa ∈ Zd by ̟(wαa) = w−1α ̟a, then by Proposition 2, w−1α ta = twαa. Therefore when we conjugate
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ta to the left we obtain
Λta(M(wα)ϕtb)
= vol(N−GLd ∩K1)−1q−ai+ai+1 ∫
NGLd
∫
Uα
ϕtb(twαa⟨w−1α ,1⟩⟨u,1⟩⟨Jd,1⟩⟨v,1⟩)ψ−1(v)dudv.
We may assume u ≠ 0 in the integral, when we regard u as an element of F . Observe that
w−1α uJdv = ( −u−1 1−u ) ( 1u−1+v0 1 )v′Jd.
Then since BGLdJdK1 = BGLdK1Jd and K1 admits an Iwahori factorization, we see that the
integrand vanishes unless ( 1u−1+v0 1 ) v′ ∈ BGLdK1 = BGLd(K1 ∩N−GLd), equivalently ( 1u−1+v0 1 )v′ ∈
K1 ∩N−GLd. Now since v = Jd(v0v′), Jdv0 ∈ NGLd and Jdv′ ∈ NGLd ,
⟨v,1⟩ = ⟨Jdv0,1⟩⟨Jdv′,1⟩
and ⟨Jdv′,1⟩ ∈ K1 ∩ NGLd. Thus ϕtb is right-invariant on ⟨Jdv′,1⟩ and the integral over v′
contributes the constant vol((NGLd −Uα)− ∩K1). We obtain
Λta(M(wα)ϕtb) =q−ai+ai+1+1∫
F
∫
Uα
ϕtb(twαa⟨w−1α ,1⟩⟨u,1⟩⟨Jd,1⟩⟨Jdv0,1⟩)ψ−1(v0)dudv0.
The constant q appears when we multiply vol(N−GLd ∩K1)−1 by vol((NGLd −Uα)− ∩K1).
We claim
Jd⟨Jdv0,1⟩ = ⟨v0,1⟩.(1.85)
Indeed v0 ∈ U−α and α is simple, hence v0 belongs to a copy of GL2 embedded on the diagonal of
GLd and by (1.52), the 2-cocycle σ♢d restricts to σ
♢
2 on this copy. By the definition and (1.12),
σ♢2 (b, b′) = σ4(diag(b, b∗),diag(b′, b′∗)) = σ2(b, b′)σ∗2(b, b′), ∀b, b′ ∈ SL2 .(1.86)
Using (1.13) we see that σ2 and thereby σ♢2 are trivial on N
−
GL2
(use (1 − x,1 − x−1)m = 1 for
x ≠ 0,1 and (2,2)m = 1), whence (1.85) follows from (1.4). Thus we can conjugate Jd to the
right,
Λta(M(wα)ϕtb) =q−ai+ai+1+1∫
F
∫
Uα
ϕtb(twαa⟨w−1α ,1⟩⟨u,1⟩⟨( 1v0 1 ) ,1⟩⟨Jd,1⟩)ψ−1(v0)dudv0.
The computation of ⟨w−1α ,1⟩⟨u,1⟩⟨v0,1⟩ can now be carried out in GL(m,r)2 using (1.86)
(wα, u, v0 ∈ SL2) and (1.13). For the product involving σ2,
⟨( 1−1 ) ,1⟩⟨( 1 u1 ) ,1⟩⟨( 1v0 1 ) ,1⟩ = ⟨( 1−1 −u ) ,1⟩⟨( 1v0 1 ) ,1⟩ = ⟨( −u−1 1−u ) ,1⟩⟨( 1u−1 1 ) ,1⟩⟨( 1v0 1 ) ,1⟩
= ⟨( −u−1 1−u ) ,1⟩⟨( 1u−1+v0 1 ) ,1⟩.
For the part involving σ∗2 ,
⟨( −11 ) ,1⟩⟨( 1 −u1 ) ,1⟩⟨( 1−v0 1 ) ,1⟩ = (−u,−u)m⟨( −u−1 −1−u ) ,1⟩⟨( 1−u−1−v0 1 ) ,1⟩.
Our assumption on −1 implies (−u,−u)m = 1. Hence we obtain
⟨wα,1⟩⟨u,1⟩⟨v0,1⟩ = ⟨( −u−1 1−u ) ,1⟩⟨( 1u−1+v0 1 ) ,1⟩.
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By (1.85) we can conjugate ( 1u−1+v0 1 ) by Jd without introducing a root of unity. According
to the condition on the support of ϕtb above, u
−1 + v0 ∈ P, and in this case ψ−1(v0) = ψ(−u−1)
and we obtain
Λta(M(wα)ϕtb) = q−ai+ai+1 ∫
F
ϕtb(twαa⟨( −u−1 −u ) ,1⟩⟨Jd,1⟩)ψ−1(−u−1)du.
Here q was cancelled by the measure q−1 of P.
Write u =̟lo with ∣o∣ = 1, then by (1.51),
⟨( −u−1 −u ) ,1⟩ = (−o−1,̟−l)m(o,̟l)m⟨( −o−1 o ) ,1⟩, ⟨(̟−l ̟l ) ,1⟩
and again our assumption on −1 implies (−o−1,̟−l)m(o,̟l)m = (o,̟)2lm. Also
twαa⟨( −o−1 o ) ,1⟩ = (̟ai+1 , o−1)−1m (̟ai, o)−1m ⟨( −o−1̟ai+1 o̟ai ) ,1⟩
= (̟ai+1 , o−1)−1m (̟ai, o)−1m (o−1,̟ai+1)m(o,̟ai)m⟨( −o−1 o ) ,1⟩twαa
= (o,̟)2(ai−ai+1)m ⟨( −o−1 o ) ,1⟩twαa,
and twαat−lα = twαa−lα because (̟,̟)m = 1. Therefore
Λta(M(wα)ϕtb) =q−ai+ai+1 ∑
l∈Z
q−lϕtb(twαa−lα)∫
O∗
(o,̟)2l+2(ai−ai+1)m ψ(̟−lo−1)do.
Here the measure of O∗ is 1 − q−1, since the measure of O is 1.
The do-integral vanishes unless l ≤ 1 (see e.g., [McN11, Proposition 2.1]). For l = 1,
ϕtb(twαa−α) = 0 unless wα[a] ≡ b. When wα[a] = b, ϕtb(twαa−α) = 1 and we obtain
q−ai+ai+1−1∫
O∗
(o,̟)−2l−2(ai−ai+1)m ψ(̟−lo)do = q−ai+ai+1−1g(2(ai+1 − ai − 1)).
Consider l ≤ 0. Then the do-integral is zero unless r∣(l + ai − ai+1), in which case it is equal
to 1 − q−1. We can then write −l = ai − ai+1 + rl0 and the summation is over all integers
l0 ≥ ⌈(ai+1 − ai)/r⌉. In addition, observe that either ϕtb(twαa+zα) ≠ 0 on all the integers z such
that z ≡ ai − ai+1, or ϕtb(twαa+zα) = 0 on z ≡ ai − ai+1. If ϕtb(twαa−lα) ≠ 0, then bj ≡ aj for all
j ∉ {i, i + 1}, and
(bi, bi+1) ≡ (ai+1, ai) − (ai+1 − ai)α ≡ (ai, ai+1),
hence a ≡ b. When a = b,
ϕtb(twαa−lα) = δ1/2BGLd(trl0α)ϑχ(trl0α) = q−rl0xl0α
and the sum becomes
(1 − q−1) ∑
l0≥⌈(ai+1−ai)/r⌉
xl0α = (1 − q−1)x
⌈(ai+1−ai)/r⌉
α
1 − xα .
We conclude τ 1ta,tb(wα, ϑ,χ) = 0 unless b ≡ a, τ 2ta,tb(wα, ϑ,χ) = 0 unless b ≡ wα[a],
τ 1ta,ta(wα, ϑ,χ) = (1 − q−1)x
⌈(ai+1−ai)/r⌉
α
1 − xα ,
τ 2ta,twα[a](wα, ϑ,χ) = qai+1−ai−1g(2(ai+1 − ai − 1)).
This completes the proof except for (1.84), which a priori follows from (1.78) when exactly one
τ jta,tb is nonzero, but is also clear from the computation. 
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As in Suzuki [Suz97, § 4.1] (see also [Suz98, § 7.1 (2)]), we can rewrite the summation in
(1.81) to obtain an iterative formula. Regard WGLd−1 as the subgroup of WGLd generated by wα
for α = (i, i + 1) and 1 ≤ i < d − 1. Identify χ with (χ1, . . . , χd), where each χi is an unramified
quasi-character of F ∗, then let χ′[i] denote the d − 1 tuple (χ1, . . . , χi−1, χi+1, . . . , χd), which
then defines the representation I
GL
(m,r)
d−1
(ϑ,χ′[i]). Also denote b = (b1,b′) (b′ ∈ Zd−1). For
1 ≤ i ≤ d − 1, let ωi = wαd−i ⋅ . . . ⋅wαd−1 (ωi takes i positive roots of P(d−1,1) into negative roots),
and take ω0 = Id. Then we can write each w ∈ WGLd uniquely in the form w = w′ω−1i , where
w′ ∈WGLd−1 and 0 ≤ i ≤ d − 1. Now (1.81) can be restated in the form
Wa(b, ϑ,χ) =
(1.87)
δBGLd(tb)
d−1
∑
i=0
d−i−1
∏
j=1
1 − q−1x(j,d−i)
1 − x(j,d−i) ∑e′∈rZd−1/Zd−1
τa∗,(e′∗,−b1)(ωi, ϑ, ω−1i χ)δ−1BGLd−1(tb′)We′(b′, ϑ,χ′[d − i]).
Remark 27. The conventions in [KP84, Suz97, CO13, McN16, Gao17] are all slightly different.
Remark 28. Gao et. al. [GSS18] and Szpruch [Szp] have recently developed a reinterpretation
of the coefficients of (1.77): the coefficients were presented as linear combinations of Tate γ-
factors, or “metaplectic” γ-factors (defined in [Szp11]), where the scalars were computed via
harmonic analysis on F ∗r/F ∗. The determinant of their local coefficients matrix was related to
the Plancherel measure and may shed new light on the Plancherel formula for covering groups.
1.11. Exceptional representations. We briefly describe the exceptional representations of
coverings of general linear groups, which play a role in our construction. These representations
were introduced by [KP84] (for the coverings studied there). Gao [Gao17] extended their
construction to the coverings of arbitrary connected split reductive groups over non-archimedean
fields, developed in [BD01], and in particular to GL
(m,r)
d (see also [Gao18a]).
Assume F is unramified and µ2m ⊂ F ∗. Define the exceptional representation Θd,m,r,ϑ as the
unique irreducible subrepresentation of I
GL
(m,r)
d
(ϑ, δ−1/(2r)BGLd ), equivalently the unique irreducible
quotient of I
GL
(m,r)
d
(ϑ, δ1/(2r)BGLd ). The existence of this representation follows from Langlands’
Quotient Theorem, proved for covering groups by Ban and Jantzen [BJ13]. The representation
Θd,m,r,ϑ is unramified.
The representation Θr,m,r,ϑ affords a unique (up to scaling) Whittaker functional, while
Θd,m,r,ϑ does not afford a Whittaker functional for any d > r. This follows from [Gao18a,
Proposition 3.5]. Specifically, the condition YGLr ,Q,n = nαYGLr in the notation of loc. cit. be-
comes YGLd,Q,m = rYGLd here, which is simple to verify directly. These results of [Gao18a] were
proved under the assumptions ∣2m∣ = 1 and µ2m ⊂ F ∗, both satisfied here (the condition p ∤ 2m
of [Gao18a, § 2], where p is the characteristic of the residue field of F , is not needed for these
assertions). See also [KP84, Theorem I.3.5] for the proof of this statement in their setting.
We will need the following result.
Proposition 29. Let ∗ be defined by (1.54). Then Θ∗
d,m,r,ϑ
= Θd,m,r,ϑ.
Proof. By Proposition 25, Θ∗d,m,r,ϑ is a constituent of IGL(m,r)
d
(ϑ, δ−1/(2r)BGLd ), and since it is also
irreducible and unramified, it coincides with Θd,m,r,ϑ. 
Remark 30. As mentioned above exceptional representations can be defined for a large class of
groups, and as opposed to the case of GLd, Jacquet modules of these representations do depend
on ϑ in general (see e.g., [Gao17]).
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1.12. Fourier coefficients on unipotent orbits. The unipotent orbits of GLd are in bijection
with the partitions of d. There is a partial ordering defined on the partitions, and for two
partitions β and β′, we write β ≿ β′ if β is greater than or not comparable with β′. Given a
partition β there is a corresponding unipotent subgroup V (β) and a set of generic characters
of V (β). See [Gin06, § 2] for these definitions or [Car93, CM93] for the standard reference.
Over a local field, for one such character ψ and a smooth (complex) representation ρ of GLd,
define O(ρ,β,ψ) = HomV (β)(ρ,ψ) (continuous morphisms over archimedean fields). The global
counterpart is the Fourier coefficient
∫
V (β)(F )/V (β)(A)
φ(v)ψ−1(v)dv,(1.88)
defined for an automorphic form φ in the space of an automorphic representation ρ of GLd(A).
We then let O(ρ,β,ψ) denote the set of Fourier coefficients as φ varies in the space of ρ.
These notions extend to GL
(m,r)
d and any other covering of GLd from [KP84, BD01], because
these coverings are split canonically over a given unipotent subgroup (see § 1.2).
1.13. Semi–Whittaker coefficients. Let d be a positive integer. For a composition λ of d,
let ψλ be the character of NGLd which restricts to ψ on the simple root subgroups of Mλ and
acts trivially otherwise. Globally, starting with a nontrivial character of F /A, we obtain a
character of NGLd(A) which is trivial on NGLd(F ). For an automorphic form φ on GLd(A), the
global Fourier coefficients along (NGLd , ψλ) is given by the integral
∫
NGLd(F )/NGLd(A)
φ(u)ψ−1λ (u)du.(1.89)
The definition extends to autormorphic forms on GL
(m,r)
d (A) or any other covering of GLd(A)
from [KP84, BD01], except that u is replaced by its image in the covering under the canonical
splitting. These coefficients are called semi–Whittaker coefficients, and have strong relations
with Fourier coefficients associated to unipotent orbits. They were studied in both global and
local contexts in several works, including [MW87, GS13, AGS15a, AGS15b, GGS17, Caia, GGS].
Extend the partial order on partitions to compositions by comparing their underlying parti-
tions. We will use the following two results, which are particular cases of results of Cai [Caia,
Proposition 5.3] and [Caia, Proposition 5.5], respectively.
Lemma 31. Let E be an automorphic representation of GLrkc(A). If (1.89) is identically zero
on E for any λ ≿ ((rk)c), and is nonzero for λ = ((rk)c), then O(E , ((rk)c), ψ) ≠ 0.
Lemma 32. Let E be a smooth representation of GLrkc over a local non-archimedean field.
Then JNGLrkc ,ψλ(E) = 0 for all λ ≿ ((rk)c), if and only if O(E , λ0, ψ) = 0 for all λ0 ≿ ((rk)c).
Moreover,
dimJNGLrkc ,ψ((rk)c)(E) = dimO(E , ((rk)c), ψ).
Remark 33. The proofs in [Caia] were stated for general linear groups, but are based on the
“root exchange” technique of Ginzburg, Rallis and Soudry, which is also applicable to covering
groups: in a global context the fundamental root exchange result is [GRS11, Lemma 7.1] (fol-
lowing [Gin90, GRS01, Sou05b]); the local version of root exchange is [GRS99a, § 2.2] (refer to
the proof of [Kap17a, Theorem 3.1] for an example of the argument relating JNGL2k ,ψ(2k)(Θ) to
JV(k2),ψ′(Θ), where Θ is an exceptional representation of a double cover of GL2k of [KP84] and
ψ′ is the Shalika character).
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2. Representations of type (rk, c)
2.1. Definition. Let r, k, c ≥ 1 be integers. We use the notation of § 1.12 for the group GLrkc.
For the partition β = ((rk)c), V (β) = V(crk) (the unipotent radical of P(crk)). For v ∈ V(crk) write
v = (vi,j)1≤i,j≤rk with vi,j ∈Matc, and define
ψ(v) = ψ(rk−1∑
i=1
tr(vi,i+1)).(2.1)
Let E be a genuine smooth representation of GL
(m,r)
rkc over a local field. We say that E is an(rk, c) representation if the following holds:
(1) O(E , β′, ψ) = 0 for any β′ ≿ ((rk)c).
(2) For ψ given by (2.1), dimO(E , ((rk)c), ψ) = 1.
Any (nonzero) Λ ∈ O(E , ((rk)c), ψ) is called an (rk, c) functional on E . If E is an (rk, c)
representation, we fix one such Λ and let W(E) be the unique (rk, c) model of E with respect
to ψ, i.e., the space spanned by functions g ↦ Λ(E(g)ξ) where g ∈ GL(m,r)rkc and ξ varies in the
space of E .
Now for a genuine irreducible automorphic representation E of GL
(m,r)
rkc (A), E is an (rk, c)
representation if it satisfies the following conditions:
(1) O(E , β′, ψ) = 0 for any β′ ≿ ((rk)c).
(2) O(E , ((rk)c), ψ) ≠ 0.
(3) All the unramified components Eν of E are (rk, c) representations.
Remark 34. In the linear case, the generalized Speh representation of GLkc(A) attached to an
irreducible cuspidal automorphic representation of GLk(A) is (k, c) and all of its local compo-
nents are (k, c) as well (globally - [Gin06, JL13], locally - [CFK, Theorem 5]).
Remark 35. These definitions make sense for any covering of GLrkc, as long as it is split
canonically over NGLrkc, and in a global setting it is also split over GLrkc(F ).
The global vanishing condition is superfluous: the local vanishing properties of Eν , even in one
place, already imply global vanishing by a local-global principle (see e.g., [JR92, Proposition 1]).
For GL
(m,r)
rkc (A) with the 2-cocycle ρ♢rkc, β = ((rk)c) and ψ given by (2.1), (1.88) becomes
Λ(φ) = ∫
V
(crk)
(F )/V
(crk)
(A)
φ(⟨v, (η♢rkc)−1(v)⟩)ψ−1(v)dv.(2.2)
We call this the global (rk, c) functional. If E is an (rk, c) representation of GL(m,r)
rkc
(A), then
(2.2) does not vanish on the space of E . The (global) (rk, c) model of E is then by definition
the space of functions g ↦ Λ(E(g)φ).
We also mention that for c = 1, Λ(φ) is the Whittaker–Fourier coefficient on E and we call
E globally generic when O(E , rk,ψ) ≠ 0. If E is an irreducible globally generic automorphic
representation of GLk(A) (the linear setting), the global condition already implies the local
condition at all places.
One may expect all the local components of an (rk, c) representation to be (rk, c), but since
we can not prove this for the (rk, c) representations we construct, we settle for uniqueness at
all the unramified places. Unfortunately, in the absence of local uniqueness everywhere we do
not obtain a decomposable functional; we obtain the weaker statement (2.4) below, but it can
still be used to obtain results on the partial L-function. See § 3.2.
44 EYAL KAPLAN
Let E be an (rk, c) representation of GL(m,r)rkc (A). We can identify E with the restricted
tensor product ⊗′νEν , with respect to a finite set S of places of F such that Eν is unramified
for all ν ∉ S, and a collection {ξ0ν}ν∉S of vectors where each ξ0ν belongs to the space of Eν and
is fixed by {⟨y,1⟩ ∶ y ∈ KGLrkc,ν} (ρ♢rkc,ν is trivial on KGLrkc,ν). For ν ∉ S, HomV(ck)(Fν)(Eν , ψν)
is one-dimensional. We fix the (rk, c) functional Λ0ν on Eν by demanding Λ0ν(ξ0ν) = 1. Denote
FS = ∏ν∈S Fν . For g ∈ GL(m,r)rkc (A), write g = (gν)ν with gν ∈ GL(m,r)rkc (Fν) and set gS = (gν)ν∈S.
Also let ES and ψS denote the tensor products over the components in S. For the places in S
we can define Λ[S] ∈ HomV
(ck)
(FS)(ES , ψS) by
Λ[S](ξS) = Λ(ξS ⊗′ν∉S ξ0ν).(2.3)
Then for a decomposable vector φ = ξS ⊗′ν∉S ξν in the space of ⊗′νEν , for all g ∈ GL(m,r)rkc (A),
Λ(E(g)ϕ) = Λ[S](ES(gS)ξS)∏
ν∉S
Λν(Eν(gν)ξν).(2.4)
Here Λν is a scalar multiple of Λ0ν for all ν ∉ S. To prove this one argues exactly as in [Tak14,
Proposition 3.14], which is the adaptation of the decomposition result of Shalika [Sha74, § 4]
when uniqueness holds everywhere (see also [PS79] and [Bum97, Theorem 3.5.2]).
Next we prove that Λ(φ) enjoys an additional invariance property, which is important for
the global construction of the integral. The stabilizer of the character (2.1) inside M(crk) is the
diagonal embedding GL∆c = {b△ ∶ b ∈ GLc} in GLrkc, where b△ = diag(b, . . . , b). Our first step is
to construct a splitting of SL∆c (A) under ρ♢rkc (for c = 1, SLc is trivial).
Proposition 36. Locally for all b, b′ ∈ SLc, σ♢rkc(b△, b′△) = (ς∗,c(b)ς∗,c(b′)/ς∗,c(bb′))rk. Hence
b△ ↦ ⟨b△, ς−rk∗,c (b)⟩ is the unique splitting of SL△c in GL(m,r)rkc , when we realize GL(m,r)rkc using σ♢rkc.
Proof. For b, b′ ∈ GLc, by (1.52), (1.50) and (1.12),
σ♢rkc(b△, b′△) =
rk
∏
i=1
σ2c(diag(b, b∗),diag(b′, b′∗)) = ((det b,det b′)−1m σc(b, b′)σ∗c (b, b′))rk .
In particular when b, b′ ∈ SLc, we can apply (1.21) and since σ2rkc = 1, the right hand side equals(ς∗,c(b)ς∗,c(b′)/ς∗,c(bb′))rk. The assertion regarding the splitting follows at once. 
Corollary 37. Let E be an (rk, c) representation of GL(m,r)rkc over a local non-archimedean field,
and Λ be an (rk, c) functional on E. Then Λ(E(⟨b△, ς−rk∗,c (b)⟩)ξ) = Λ(ξ) for any b ∈ SLc and ξ in
the space of E.
Proof. Since dimO(E , ((rk)c), ψ) = 1 and the field is non-archimedean, dimJV
(crk)
,ψ(E) = 1.
Hence the stabilizer acts by a character, which is trivial on {⟨b△, ς−rk∗,c (b)⟩ ∶ b ∈ SLc} ≅ SLc. 
Corollary 38. For each ν and b ∈ SLc(Fν), define η△rkc,ν(b) = η♢rkc,ν(b△)ςrk∗,c,ν(b). The product
η△rkc = ∏ν η△rkc,ν is well defined on SLc(A) and b△ → ⟨b△, (η△rkc)−1(b)⟩ is the unique splitting of
SL△c (A) in GL(m,r)rkc (A).
Proof. According to (1.56) and Proposition 36, for all ν and b, b′ ∈ SLc(Fν),
ρ♢rkc,ν(b△, b′△) = η
△
rkc,ν(b)η△rkc,ν(b′)
η△rkc,ν(bb′) .(2.5)
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At almost all places the left hand side is 1 on SLc(Oν), then b ↦ η△rkc,ν(b) is a homomorphism
of SLc(Oν) which is trivial. Thus η△rkc is well defined on SLc(A). Now globalize (2.5) to obtain
the second assertion. 
Since both b△ ↦ ⟨b△, (η♢rkc)−1(b△)⟩ and b△ ↦ ⟨b△, (η△rkc)−1(b)⟩ are splittings of SL△c (F ) into
GL
(m,r)
rkc (A), and there is a unique such splitting, we have (η♢rkc)−1(b△) = (η△rkc)−1(b) for b ∈
SLc(F ). The same identity holds with b ∈ NGLc(A), for the same reason. Note that G < SLc,
whence the corollary also provides the unique splitting of G△(A) in GL(m,r)rkc (A).
Proposition 39. Let E be an (rk, c) representation of GL(m,r)rkc (A), realized by right-translation,
and φ be an automorphic form in the space of E. Then
Λ(⟨b△, (η△rkc)−1(b)⟩ ⋅ φ) = Λ(φ), ∀b ∈ SLc(A).
Proof. The group SLc(A) is generated as an abstract group by its unipotent subgroups, or
alternatively by Uα(A) for a single root subgroup Uα < NGLc and a set of representatives in
SLc(F ) for the Weyl group. Since φ is an automorphic form, it is in particular left-invariant with
respect to the image of SLc(F ) under b ↦ ⟨b△, (η♢rkc)−1(b△)⟩ = ⟨b△, (η△rkc)−1(b)⟩. Therefore it
suffices to prove invariance under {⟨u△, (η△rkc)−1(u)⟩ ∶ u ∈ Uα(A)}. As in [FG16, Proposition 3],
we write the Fourier expansion of b ↦ Λ(⟨b△, (η△rkc)−1(b)⟩ ⋅ φ) along Uα and observe that the
coefficients corresponding to nontrivial characters are all associated with unipotent orbits which
are greater than or not comparable with ((rk)c), hence vanish on E by definition. 
We have the following immediate corollary.
Corollary 40. Let E be an (rk, c) representation of GL(m,r)rkc (A), realized by right-translation.
Let S be a finite set of places of F containing (at least) the archimedean places and the places ν
where Eν is ramified. Realize GL
(m,r)
rkc (FS) using the product ∏ν∈S σ♢rkc,ν. The (rk, c) functional
Λ[S] defined by (2.3) also satisfies, for all ξS in the space of ES,
Λ[S](⟨b△,∏
ν∈S
ς−rk∗,c,ν(bν)⟩ ⋅ ξS) = Λ[S](ξS), ∀b ∈ SLc(FS).
2.2. Local construction of (rk, c) representations. Let F be unramified and assume µ2m ⊂
F ∗. In this section we construct local unramified (rk, c) representations from twisted copies of
an exceptional representation.
Recall the representation Θrc,m,r,ϑ of § 1.11, which is the unique irreducible unramified subrep-
resentation of I
GL
(m,r)
rc
(ϑ, δ−1/(2r)BGLrc ). For an unramified character χ of TGLk , write χ = χ1⊗ . . .⊗χk
where χ1, . . . , χk are unramified quasi-characters of F ∗. Consider the unramified representation
Θrc,m,r,ϑ(χ) = IndGL(m,r)rkcP̃
((rc)k)
(χ1Θrc,m,r,ϑ ⊗ . . .⊗ χkΘrc,m,r,ϑ).(2.6)
Since δBGLrc(diag(t1, . . . , trc)) =∏rcj=1 ∣tj ∣rc−2j+1, Θrc,m,r,ϑ(χ) is a subrepresentation of
I
GL
(m,r)
rkc
(ϑ,χΘ,c), χΘ,c = (⊗rcj=1ϑχ1∣ ∣−(rc−2j+1)/(2r))⊗ . . . ⊗ (⊗rcj=1ϑχk ∣ ∣−(rc−2j+1)/(2r)),(2.7)
where ⊗rcj=1∣ ∣−(rc−2j+1)/(2r) = ∣ ∣−(rc−1) ⊗ . . .⊗ ∣ ∣−(1−rc), and a quotient of
Ind
GL
(m,r)
rkc
B̃GLrkc
(IndT̃GLrkc
T̃GLrkc,∗
((⊗rcj=1ϑχ1∣ ∣(rc−2j+1)/(2r))⊗ . . . ⊗ (⊗rcj=1ϑχk∣ ∣(rc−2j+1)/(2r)))) .(2.8)
Since we will usually use χΘ,1, we denote χΘ = χΘ,1.
Proposition 41. The representation Θrc,m,r,ϑ(χ) is (rk, c).
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Proof. According to Lemma 32 and Remark 33, to deduce the vanishing property it is enough
to prove that for any composition λ ≿ ((rk)c), JNGLrkc ,ψλ(Θrc,m,r,ϑ(χ)) = 0, and to prove the
result on the dimension, it is enough to show dimJNGLrkc ,ψ((rk)c)(Θrc,m,r,ϑ(χ)) = 1.
We prove vanishing first. Argue by induction on k. When k = 1, Θrc,m,r,ϑ(χ) = χ1Θrc,m,r,ϑ
and the assumption on λ implies λi > r for some i. Then the result follows from [Caib, Corol-
lary 3.34], which was stated for the coverings of [KP84], but the proof is actually simpler for
GL(m,r)rc . Indeed, the main technical difficulty handled in loc. cit. was the lack of a standard
tensor product construction (the “metaplectic tensor” was used), because for the coverings
considered there, direct factors of Levi subgroups do not commute in the cover.
For the inductive step, because the direct factors of M((rk)c) do commute in GL
(m,r)
rkc
and the
tensor is the standard one, several results from [BZ77] extend immediately to the covering, and
the proof now proceeds similarly to the linear case ([CFGK, Claim 10]). Denote χ− = χ2⊗. . .⊗χk.
Let × denote the parabolic induction functor of [BZ77]. By [BZ77, 4.14] for any composition λ,
JNGLrkc ,ψλ(Θrc,m,r,ϑ(χ)) = JNGLrkc ,ψλ(Θrc,m,r,ϑ(χ−) ×Θrc,m,r,ϑ(χ1))
(normalized Jacquet functors) is glued from the representations
JNGLr(k−1)c ,ψλ′
(Θrc,m,r,ϑ(χ−)) × JNGLrc ,ψλ′′(Θrc,m,r,ϑ(χ1)).(2.9)
Here λ′ and λ′′ vary over the compositions of r(k − 1)c and rc, with λi = λ′i + λ′′i for all i.
Now assuming λ > ((rk)c), either λ′i > r(k −1) or λ′′i > r, thus each constituent (2.9) vanishes
by the inductive hypothesis. This proves JNGLkc ,ψλ(Θrc,m,r,ϑ(χ)) = 0, hence O(Θrc,m,r,ϑ(χ), β′, ψ) =
0 for any partition β′ ≿ ((rk)c).
We turn to prove dimJNGLrkc ,ψ((rk)c)(Θrc,m,r,ϑ(χ)) = 1. For k = 1, the Jacquet functor factors
through JV(rc), and JV(rc)(Θrc,m,r,ϑ) = δ−1/(2r)P(rc) Θr,m,r,ϑ ⊗ . . . ⊗Θr,m,r,ϑ (this follows as in [Kab01,
Theorem 5.1] for double coverings of [KP84], the proof is simpler with the usual tensor). Thus
δ
1/(2r)
P(rc)
JNGLrc ,ψ(rc)(Θrc,m,r,ϑ(χ1)) = χ1 ⊗ci=1 JNGLr ,ψ(r)(Θr,m,r,ϑ)
and the dimension is 1, since Θr,m,r,ϑ affords a unique Whittaker model (see § 1.11).
For the general case consider the filtration described above, the only nonzero term (2.9)
corresponds to λ′ = ((r(k − 1))c) and λ′′ = (rc), and the dimension is 1 using induction. 
Proposition 42. Let ∗ be defined by (1.54). Then Θrc,m,r,ϑ(χ)∗ = Θrc,m,r,ϑ(χ∗), where χ∗ =
χ−1
k
⊗ . . . ⊗ χ−11 .
Proof. Definitions (1.54) and (2.6) imply
Θrc,m,r,ϑ(χ)∗ = IndGL(m,r)rkc
P̃
((rc)k)
(χ−1k Θ∗rc,m,r,ϑ ⊗ . . .⊗ χ−11 Θ∗rc,m,r,ϑ).
Now the result follows from Proposition 29. 
We also mention that one expects a local correspondence between Θrc,m,r,ϑ(χ) and the un-
ramified principal series representation IndGLkBGLk
(χr); this was studied in [Suz98] (in the context
of [KP84]) where a partial correspondence was obtained.
2.3. The representation Θr,m,r,ϑ(χ). We continue with the assumptions of § 2.2: F is unram-
ified and µ2m ⊂ F ∗. When c = 1, (rk,1)-functionals are Whittaker functionals. The representa-
tion Θr,m,r,ϑ(χ) is unramified, and in this section we develop the Casselman–Shalika formula for
the normalized unramified vector in its space. In the following we use the notation and results
of § 1.9 and § 1.10.
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The representation Θr,m,r,ϑ(χ) is an unramified quotient of (2.8), and an unramified subrep-
resentation of (2.7) (with c = 1). The functionals Λt form a basis of the space of Whittaker
functionals on each of these genuine unramified principal series representations.
On the one hand, regarding Θr,m,r,ϑ(χ) as a quotient, any Whittaker functional on Θr,m,r,ϑ(χ)
extends to (2.8) where it is a linear combination of functionals Λt, but it is not clear which (if
any) Λt factors through this quotient. On the other hand, taking the subrepresentation point
of view, each Λt restricts to Θr,m,r,ϑ(χ), but a priori there is no guarantee that a Whittaker
functional on (2.7) would be nonzero on a subrepresentation ((2.7) is reducible).
Nonetheless, we will prove that Λ (Λ = ΛIrk) is nonzero on the normalized unramified vector
ξ0 in the space of (2.7). Since ξ0 belongs to the space of Θr,m,r,ϑ(χ), it follows that the (rk,1)-
model W(Θr,m,r,ϑ(χ)) (which is now the Whittaker model) can be realized using Λ.
Regarding Θr,m,r,ϑ(χ) as a subrepresentation of (2.7), denote
x = (x1, . . . , xk) ∈ Ck, xi = χi(̟r),
y = (q(r+1)/2−1x1, q(r+1)/2−2x1, . . . , q(r+1)/2−rx1, . . . , q(r+1)/2−1xk, . . . , q(r+1)/2−rxk) ∈ Crk,(2.10)
0 = (0, . . . ,0) ∈ Zrk, 0′ = (0, . . . ,0) ∈ Zrk−1.
Define for any s ∈ C,
C(s,x) = ∏
α∈Φ+
k
(1 − q−sxα).(2.11)
Theorem 43. W0(0, ϑ,χΘ) =∏rj=1C(j,x).
Proof. For m = 1 this was proved in [CS80], assume m > 1. Since in general positive roots are
spanned by the simple roots with positive integer coefficients, the product of factors C(j,x) in
the statement of the lemma belongs to the unique factorization domain C[{x(i,i+1)}1≤i<k]. It
can also be written as the product of distinct irreducible polynomials
1 − q−l
j−1
∏
i0=i
x(i0,i0+1), i < j, 1 ≤ l ≤ r.(2.12)
The total degree of ∏rj=1C(j,x) is rk(k2 − 1)/6 and the monomial attaining this degree is
(−1)rk(k−1)/2q−r(r+1)k(k−1)/4 k−1∏
i=1
x
ri(k−i)
(i,i+1) .(2.13)
According to the formula of McNamara [McN11, § 8], Λ(ta ⋅ ξ0) ∈ C[{x(i,i+1)}1≤i<k]. We
will show that each factor (2.12) divides W0(0, ϑ,χΘ), which implies that ∏rj=1C(j,x) also
divides W0(0, ϑ,χΘ). Then, it is sufficient to prove that the total degree of W0(0, ϑ,χΘ) is also
rk(k2 − 1)/6 and the corresponding monomial is (2.13).
To prove that (2.12) divides W0(0, ϑ,χΘ), it is enough to show that when x(i,j) = ql and
the variables xi0 for i0 ∈ {1, . . . , k} − {i, j} are in “general position”, W0(0, ϑ,χΘ) = 0. (E.g., if
both (1− q−1x(1,2)) and (1− q−1x(2,3)) divide W0(0, ϑ,χΘ), then already W0(0, ϑ,χΘ) = 0 when
x(1,2) = x(2,3) = q so that x(1,3) = q2, yet (1 − q−2x(1,3)) might not divide W0(0, ϑ,χΘ); but if
W0(0, ϑ,χΘ) = 0 when x(1,3) = q2 and x2 is arbitrary, then (1 − q−2x(1,3)) divides W0(0, ϑ,χΘ).)
Assume x(i,j) = ql and suppose W0(0, ϑ,χΘ) ≠ 0, we will arrive at a contradiction. The
representation Θr,m,r,ϑ(χ) is a subrepresentation of (2.7), namely of
Ind
GL
(m,r)
rk
B̃GLrk
(IndT̃GLrk
T̃GLrk,∗
((⊗rj=1ϑχ1∣ ∣−(r−2j+1)/(2r))⊗ . . .⊗ (⊗rj=1ϑχk∣ ∣−(r−2j+1)/(2r)))) .
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Since xi = xjql, χi = χj ∣ ∣−l/r (xi = χi(̟r)). Thus the l-th genuine character of Ã in the block
of ϑχiδ
−1/(2r)
BGLr
, i.e., ϑχi∣ ∣−(r−2l+1)/(2r) = ϑχj ∣ ∣−(r+1)/(2r), and the r genuine characters of Ã in the
block of ϑχjδ
−1/(2r)
BGLr
constitute the inducing character ϑχj ∣ ∣−1/(2r)δ−1/(2r)BGLr+1 of χj ∣ ∣−1/(2r)Θr+1,m,r,ϑ.
Consider the unramified principal series representation obtained by permuting the aforemen-
tioned character ϑχi∣ ∣−(r−2l+1)/(2r) to the right. Using transitivity of induction, it can be written
in the form
Ind
GL
(m,r)
rk
P̃(a,r+1,rk−r−1−a)
(π1 ⊗ χj ∣ ∣−1/(2r)IGL(r,k)r+1 (ϑ, δ−1/(2r)BGLr+1 )⊗ π2) ,(2.14)
for suitable genuine unramified principal series representations π1 and π2. Then (2.14) contains
Ind
GL
(m,r)
rk
P̃(a,r+1,rk−r−1−a)
(π1 ⊗ χj ∣ ∣−1/(2r)Θr+1,m,r,ϑ ⊗ π2) ,(2.15)
which is again unramified. Since Θr+1,m,r,ϑ does not admit any Whittaker functional (see § 1.11),
the representation (2.15) does not admit one either (this follows from [BZ77, Theorem 5.2]; see
also [Ban98b]). Therefore any Whittaker functional on (2.14) must vanish on the normalized
unramified vector ξ0 in the space of (2.14), because it is contained in (2.15).
However, if M(w) is the intertwining operator from (2.14), regarded as an unramified prin-
cipal series representation, back to (2.7), then we claim that M(w) is holomorphic, and also
nonzero on ξ0. To see this, decompose M(w) into rank-1 intertwining operators which now
take the form
M(wα) ∶IGL(m,r)
2
(ϑ,χi0 ∣ ∣−(r−2l0+1)/(2r) ⊗ χj ∣ ∣−(r+1)/(2r))→
I
GL
(m,r)
2
(ϑ,χj ∣ ∣−(r+1)/(2r) ⊗ χi0 ∣ ∣−(r−2l0+1)/(2r)),
where either i < i0 < j and l0 > 0, or i0 = i but then l0 > l. The inducing character is regular:
for i < i0, this is because we are assuming xi0 is in general position; if i0 = i, this is because
q−l0x(i0,j) = q−l0+l and l0 > l. Hence each M(wα) is holomorphic. If ξ′0 (resp., ξ′′0) is the
normalized unramified vector in the domain (resp., image) of M(wα), (1.76) implies
M(wα)ξ′0 = 1 − q−1−l0x(i0,j)
1 − q−l0x(i0,j) ξ
′′0.
This is nonzero (and well defined), again for i < i0 because xi0 is in general position, and for
i0 = i the quotient equals (1 − q−1−l0+l)/(1 − q−l0+l) (with l0 > l). Hence M(w) is well defined, so
that the map ξ ↦ Λ(M(w)ξ) (if not identically zero) is a Whittaker functional on (2.14), and
also M(w)ξ0 ≠ 0. Now if W0(0, ϑ,χΘ) ≠ 0, Λ(M(w)ξ0) ≠ 0 - contradiction.
We turn to compute the total degree and relevant coefficient ofW0(0, ϑ,χΘ) using the results
of [BBF11a, McN11] on Gelfand–Tsetlin patterns. Recall that a (strict) Gelfand–Tsetlin pattern
T is a triangular array {ai,j} of non-negative integers, such that ai,j > ai,j+1 and ai,j ≥ ai+1,j ≥
ai,j+1 for all i, j such that all entries exist (we enumerate the elements such that the leftmost
entry at row i is ai,1). For each monomial of W0(0, ϑ,χΘ), the coefficient is read off a finite set
of Gelfand–Tsetlin patterns. We briefly adapt the exposition of [McN11] and [BBC+12] to the
case at hand, and in particular plug in the parameters y of our principal series representation.
Here 1 ≤ i, j ≤ rk, and since we are evaluating the Whittaker function at the identity, the
first row is a1,j = rk − j, 1 ≤ j ≤ rk. The entries at row i are ai,1, . . . , ai,rk−i+1.
We claim that the only patterns to consider are those where the differences
di =
rk−i+1
∑
j=1
ai,j − rk + i − 1 + j(2.16)
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are divisible by r, for all i ≥ 1. This condition did not appear in [McN11, BBC+12], we explain
how to obtain it. Since d1 = 0, assume i > 1. The value di is ki−1(T) of [McN11] and [BBC+12,
§ 3.3] (in those works the rows were enumerated starting from 0). Given an element m in the root
lattice of GLrk, denote its representation as a combination of simple roots by m∆. To deduce
di ≡ 0 (r) we relate between [McN11] and [BBC+12, § 3.3], freely using their notation. Denote
k(T) = (k1(T), . . . , krk−1(T)). Comparing coefficients between [BBC+12, (8), Theorem 1] and
[McN11, Theorem 8.6] we see that for a given k ∈ Nrk−1, H(̟k;λ) is the sum over T such that
k(T) = k, and H(̟k;λ) is also equal to the sum of products ∑(i,m)∈B(λ+ρ)∏α∈Φ+
rk
w(m, α) where
m ∈ N∣Φ+rk∣ and m∆ = k. Each summand here is obtained from an integral ∫Cim ξ0(u)ψ(u)du
where C im ⊂ N−GLrk (called a “cell”). If m ∉ rN∣Φ
+
rk∣, then for any element from C im, in its Iwasawa
decomposition given in [McN11, Theorem 4.5, Proposition 4.6] the torus part does not belong to
TGLrk,∗. In this case ξ
0 vanishes on C im, by Proposition 23. Hence only cells C
i
m with m ∈ rN∣Φ+rk∣
contribute, so that k ∈ rNrk−1, i.e., r∣di for all i ≤ rk.
The resulting monomial for such a pattern is
C
⎛
⎝
k
∏
l=1
rl
∏
i=r(l−1)+2
qdi/r
⎞
⎠(
k−1
∏
l=1
q−(r−1)drl+1/r)(k−1∏
l=1
x
drl+1/r
(l,l+1) ) ,(2.17)
where C is a constant to be determined below, depending on certain products of Gauss sums.
Since we are looking for the monomial of highest total degree, we consider patterns with
the maximal entries arl+1,j for 1 ≤ l ≤ k − 1 and 1 ≤ j ≤ rk − (rl + 1) + 1 = r(k − l) possible.
We will show that there exists exactly one pattern satisfying this condition, with a nonzero
contribution. This will imply that it is the only pattern for the highest monomial, and in turn,
determine the total degree and the coefficient.
First note that arl+1,1 ≤ rk − 1 for all 1 ≤ l ≤ k − 1, because a1,1 = rk − 1. Consider patterns
such that arl+1,1 = rk−1 for all 1 ≤ l ≤ k−1. Since the numbers are strictly decreasing, drl+1 will
attain its maximum when
arl+1,j = rk − j, ∀1 ≤ j ≤ r(k − l).(2.18)
Then drl+1 = r2l(k − l), and the total degree of the monomial is rk(k2 − 1)/6 as required.
Since at each row rl + 1 the entries are the maximal, we see that ai,j = arl+1,j for all pairs(i, j) in the set
G = {(i, j) ∶ 1 ≤ l ≤ k − 1, r(l − 1) + 1 < i ≤ rl + 1, 1 ≤ j ≤ r(k − l)}.
The remaining entries to determine are ai,j where (i, j) belongs to
B = {(i, j) ∶ 1 ≤ l ≤ k, r(l − 1) + 1 < i < rl + 1, r(k − l) < j ≤ rk − i + 1}.
This is addressed by the following claim, proved below.
Claim 44. For (i, j) ∈ B, ai,j = ai−1,j+1.
We have shown that there is a unique pattern for the monomial of ∏k−1l=1 xrl(k−l)(l,l+1) . It remains
to compute its coefficient.
For (i, j) ∈ B with r(l − 1) + 1 < i < rl + 1, a repeated application of Claim 44 shows
ai,j = ar(l−1)+1,j+i−r(l−1)−1 = r(k + l − 1) − i − j + 1.(2.19)
Now computing di as two summations, one over 1 ≤ j ≤ r(k − l) for which ai,j = arl+1,j = rk − j,
the other with j > r(k − l) where we use (2.19), we obtain
di = r(k − l)(i − 1) + r(l − 1)(rl − i + 1).
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Thus
k
∑
l=1
rl
∑
i=r(l−1)+2
di = r2(r − 1)k(k2 − 1)/6 = k−1∑
l=1
(r − 1)drl+1
and we conclude that the powers of q vanish in (2.17). It remains to compute C.
For i > 1, put
hi,j =
rk−i+1
∑
v=j
ai,v − ai−1,v+1.
Recall the Gauss sum g(a) given by (1.73), where g(a) = −q−1 if a ≡ 0 (m) otherwise g(a)g(−a) =
q−1. The coefficient C is the product of g(2hi,j) over all (i, j) such that ai,j = ai−1,j (in par-
ticular, i > 1). This follows from [BBC+12, § 3.3] and note that the 2-cocycle used there for
a covering of GLrk is our σrk (see [BBC+12, § 3.3, (4)] and (1.7)); here we use σ♢rk and since
σ2(( t t−1 ) , ( t′ t′−1 )) = (t, t′)−1m and σ♢2 (( t t−1 ) , ( t′ t′−1 )) = (t, t′)−2m , the function g(b) of [BBC+12,
§ 3.3, (9)] which is g(b) here (the normalization of the measure is the same) is replaced by
g(2b). Also for the pattern at hand, the set of such pairs (i, j) is G.
Let (i, j) ∈ G with r(l − 1) + 1 < i ≤ rl + 1. Then for v ≤ r(k − l), ai,v = rk − v. Claim 44 shows
ai,v = ai−1,v+1 when (i, v) ∈ B (i.e., v > r(k − l)). Also since (i − 1, r(k − l) + 1) ∈ B, (2.19) implies
ai−1,r(k−l)+1 = r(2l − 1) − i + 1. Therefore
hi,j = r(k − 2l + 1) + i − 1 − j ≡ i − 1 − j (r).
Then for each 1 ≤ j ≤ r(k − l),
rl+1
∏
i=r(l−1)+2
g(2hi,j) = {−q−(r+1)/2 odd r,−q−(r+1)/2q1/2g(r) even r.
Note that 2a ≡ 2b (m) if and only if a ≡ b (r), and if r is even, −r ≡ r (m) whence (q1/2g(r))r = 1.
When we multiply over r(k − l) columns and 1 ≤ l ≤ k − 1 rows we see that C is the coefficient
appearing in (2.13) (!). 
Proof of Claim 44. Fix 1 ≤ l ≤ k. Let r(l − 1) + 1 < i < rl + 1. We split the sum di (given by
(2.16)) into two summations, one for 1 ≤ j ≤ r(k− l), the other for j > r(k− l). For the first sum,
by definition (i, j) ∈ G so that ai,j = arl+1,j, which is rk − j by (2.18). Hence this sum equals
r(k − l)(i − 1) which is divisible by r, so that
di ≡
rk−i+1
∑
j=r(k−l)+1
ai,j − rk + i − 1 + j ≡ 0 (r).
Put v = i − r(l − 1) − 1 > 0. According to (2.18), we have in particular
ar(l−1)+1,j+v = rk − j − v, ∀ r(k − l) < j ≤ r(k − (l − 1)) − v.
Then for each r(k − l) < j ≤ rk − i + 1,
ai,j − rk + i − 1 + j = ai,j − ar(l−1)+1,j+v + i − 1 − v = ai,j − ar(l−1)+1,j+v + r(l − 1).
Hence
di ≡
rk−i+1
∑
j=r(k−l)+1
ai,j − ar(l−1)+1,j+v (r),(2.20)
and note that ar(l−1)+1,j+v is defined, because in the summation j+v ≤ rk−i+1+v = rk−r(l−1).
Since i > r(l − 1) + 1, this is a sum of less than r integers which vanishes modulo r.
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We now use induction on i to show ai,j = ai−1,j+1 for all r(k − l) < j ≤ rk − i + 1. For the base
case i = r(l−1)+2 and v = 1. Since rk− i+1 < r(k− (l−1)), (2.18) implies that for any j in the
range, ar(l−1)+1,j = ar(l−1)+1,j+1 + 1, hence we must have ai,j = ar(l−1)+1,j or ar(l−1)+1,j+1 (according
to the conditions defining the Gelfand–Tsetlin pattern). Thus (2.20) is a sum of less than r
integers which are either 0 or 1, and is divisible by r. We conclude ai,j = ar(l−1)+1,j+1 for all
r(k − l) < j ≤ rk − i + 1.
For r(l − 1) + 2 < i < rl + 1,
ai,j − ar(l−1)+1,j+(i−r(l−1)−1) = ai,j +
i−r(l−1)−2
∑
u=1
(−ai−u,j+u + ai−u,j+u) − ar(l−1)+1,j+(i−r(l−1)−1)
= ai,j − ai−1,j+1
where the second equality follows from the inductive hypothesis. Therefore (2.20) becomes
di ≡
rk−i+1
∑
j=r(k−l)+1
ai,j − ai−1,j+1 (r).
The inductive hypothesis also implies ai−1,j = ar(l−1)+1,j+v−1 for any j in the range, and because
j + v −1 < r(k − (l−1)) we can use (2.18) to deduce ai−1,j = ai−1,j+1 +1. Then as in the base case
we have ai,j = ai−1,j or ai−1,j+1 for all j, and the vanishing of di modulo r implies ai,j = ai−1,j+1.
In this manner we argue for each l. 
Example 45. The unique Gelfand–Tsetlin pattern when r = k = 2 (m = 4) is
3 2 1 0
3 2 0
3 2
2
.
Here G = {(2,1), (2,2), (3,1), (3,2)}, h2,1 = 2, h2,2 = 1, h3,1 = 3, h3,2 = 2 and C =∏i,j∈G g(2hi,j) =
q−3. When r = k = 3 (m = 3 or 6) the pattern is
8 7 6 5 4 3 2 1 0
8 7 6 5 4 3 1 0
8 7 6 5 4 3 0
8 7 6 5 4 3
8 7 6 4 3
8 7 6 3
8 7 6
7 6
6
.
Here d4 = d7 = 18; B = {(2,7), (2,8), (3,7), (5,4), (5,5), (6,4), (8, 1), (8,2), (9,1)}; the contri-
bution to C of rows 2,3 and 4 is q−4 each; and rows 5,6 and 7 contribute −q−2 each, e.g., the
product for the 7-th row is g(2 ⋅ 5) ⋅ g(2 ⋅ 4) ⋅ (−q−1). Hence the monomial of highest total degree
is −q−18x6(1,2)x6(2,3).
Define a function G ∶WGLrk−1 ×Zrk−1 → C∗ as follows.
(1) If w is the identity element, G (w,a) = 1.
(2) For w = wα with α = (i, i + 1), G (wα,a) = q−ai+1+ai+1g(−2(ai+1 − ai − 1)).
(3) If ℓ(w1w2) = ℓ(w1) + ℓ(w2), G (w1w2,a) = G (w1,w2[a])G (w2,a).
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This is similar to Suzuki [Suz97, § 3.2], but the definition of the action w[a] is different.
For the rest of this section assume
r
∏
j=1
C(j,x) ≠ 0.(2.21)
Then according to Theorem 43, since Λ(ξ0) =W0(0, ϑ,χΘ) ≠ 0, W(Θr,m,r,ϑ(χ)) can be realized
using Λ. Now define the normalized unramified Whittaker function W 0 in this model by
W 0(g) = Λ(g ⋅ ξ0)
Λ(ξ0) .
This function is determined by its values on tb and the notation implies
W 0(tb) = W0(b, ϑ,χΘ)
W0(0, ϑ,χΘ) .
Let pl(x) be the l-th complete symmetric polynomial in x.
Theorem 46. For all integers l ≥ 0 and a ∈ F ∗,
W 0(⟨diag(arl, Irk−1),1⟩) = q(−lr(rk−1)/2)+l(r−1)/2ϑ(arl)pl(x).
Remark 47. The factor pl(x) is independent of the choice of uniformizer ̟.
Remark 48. This is a special phenomenon which reflects the deep connection between Θr,m,r,ϑ(χ)
and IndGLkBGLk
(χr) (cf. § 2.2) observed by Suzuki [Suz98, § 5.5], who proved a stronger version
of Theorem 46 but when k ≤ 2, for the coverings of [KP84]. The value pl(x) is the one ob-
tained from the formula of Shintani [Shi76] for the normalized unramified Whittaker function
of IndGLkBGLk
(χr) on diag(̟l, Ik−1).
Proof. For m = 1 this follows from [Shi76], assume m > 1. Fix a uniformizer ̟ and write
a = ̟rlo with ∣o∣ = 1. Then by (1.51),
⟨diag(arl, Irk−1),1⟩ = t(rl,0′)⟨diag(o, Irk−1), (̟,o)rlm⟩.
Since W 0 is unramified and η♢d (diag(o, Irk−1)) = 1,
W 0(⟨diag(arl, Irk−1),1⟩) = (̟,o)rlmW 0(t(rl,0′)).
At the same time ϑ(arl) = (̟,o)−rlm ϑ(̟rl) = (̟,o)rlmϑ(̟rl), because ϑ is a genuine unramified
character of Ã. Therefore having fixed ̟, the statement of the theorem is equivalent to
W 0(t(rl,0′)) = q(−lr(rk−1)/2)+l(r−1)/2ϑ(̟rl)pl(x).
When r = 1 this follows from [Shi76]. Specifically, by Proposition 20 GL(2,1)k is isomorphic
to the 2-fold covering with the 2-cocycle given by (det,det)2, and this isomorphism takes
t(rl,0′) to itself (because (x,x)m = 1, see the proof of Proposition 4). Then we can use the
bijection τ ↦ ϑ ⊗ τ between representations of GLk and genuine representations of GL(2,1)k ,
where ϑ ⊗ τ(⟨g, ǫ⟩) = ǫϑ(det g)τ(g) (the isomorphism of Proposition 17 is implicit). Thus we
can assume r > 1 (the arguments below remain valid for r = 1, but most of them trivialize).
Recall
y = (q(r+1)/2−1x1, q(r+1)/2−2x1, . . . , q(r+1)/2−rx1, . . . , q(r+1)/2−1xk, . . . , q(r+1)/2−rxk) ∈ Crk,
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it is uniquely defined given χΘ. According to (1.87) and with the same notation,
W0((rl,0′), ϑ,χΘ) = q−lr(rk−1) rk−1∑
i=0
rk−i−1
∏
j=1
1 − q−1y(j,rk−i)
1 − y(j,rk−i)(2.22)
∑
e′∈rZrk−1/Zrk−1
τ0,(e′∗,−rl)(ωi, ϑ, ω−1i χΘ)We′(0′, ϑ,χ′Θ[rk − i]).
By McNamara [McN11, § 8], the left hand side of (2.22) belongs to C[{x(i,i+1)}1≤i<k], hence we
can prove the result under the assumption that x is in general position. Also We′(0′, ϑ,χ′Θ[rk−
i]) ∈ C[{x(i,i+1)}1≤i<k] ([McN11, § 8]). The coefficients τ...(. . .) may a priori have poles, but by
(1.78)–(1.80) and Proposition 26, when y(i,j) ≠ 1 for all i < j, they are holomorphic (poles can
only occur from the denominator in (1.82)). Hence if the product over j vanishes, the summand
is zero. Looking at y, we see that the product vanishes unless i = r(k − u) − 1 for 0 ≤ u ≤ k − 1.
For such i, we note that yrk−i = xu+1q(r−1)/2 and ωi(rk) = ru + 1. Then by (1.78),
τ0,(e′∗,−rl)(ωi, ϑ, ω−1i χΘ) = qlr(rk−1)/2+l(r−1)/2ϑ(̟−rl)xlu+1τ0,(e′∗,0)(ωi, ϑ, ω−1i χΘ).
Note that ϑ is either trivial on ̟−rl if m /≡ 2 (4), otherwise ϑ(̟−rl) = ϑ(̟rl) by (1.68). Hence
we can write (2.22) in the form
W0((rl,0′), ϑ,χΘ) = q−lr(rk−1)/2+l(r−1)/2ϑ(̟rl) k−1∑
u=0
xlu+1Γu,(2.23)
where Γu = Γu(ϑ,χΘ) equals
ru
∏
j=1
1 − q−1y(j,ru+1)
1 − y(j,ru+1) ∑e′∈rZrk−1/Zrk−1
τ0,(e′∗,0)(ωr(k−u)−1, ϑ, ω−1r(k−u)−1χΘ)We′(0′, ϑ,χ′Θ[ru + 1]).(2.24)
If k = 1, there is only one coefficient Γ0, which by (2.23) is equal to W0(0, ϑ,χΘ). Thus in this
case the theorem follows immediately from (2.23) and Theorem 43. Now we can take k > 1.
The coefficients Γu are independent of l, Γu ∈ C({x(i,i+1)}1≤i<k) for each u and all of these
factors are holomorphic, for x in general position (see (1.82)). Therefore if ∑k−1u=0 xlu+1Γu = 0 for
all l, we obtain Γu = 0 for all u.
The only coefficient we can evaluate directly is Γk−1. However, since Θr,m,r,ϑ(χ) admits a
unique Whittaker functional (up to scaling), W0((rl,0′), ϑ,χΘ) is invariant under any permu-
tation of χ. Indeed, if w ∈ WGLk , using the Gindikin–Karpelevich formula (1.76) as in [CS80,
Lemma 5.2], one sees that
W0(b, ϑ, (wχ)Θ) = W0(0, ϑ, (wχ)Θ)
W0(0, ϑ,χΘ) W0(b, ϑ,χΘ), ∀b ∈ Zrk.
Therefore
k−1
∑
u=0
(wx)lu+1 Γu(ϑ, (wχ)Θ)W0(0, ϑ, (wχ)Θ) =
k−1
∑
u=0
(x)lu+1 Γu(ϑ,χΘ)W0(0, ϑ,χΘ) .
As explained above and by Theorem 43, the coefficients of xi appearing on both sides belong to
C({x(i,i+1)}1≤i<k) and are holomorphic (simultaneously) when x is in general position; regarding
W0(0, ϑ,χΘ) this is nontrivial, because y is not “general”, but we use Theorem 43. Thus
Γu(ϑ, (wχ)Θ)
W0(0, ϑ, (wχ)Θ) =
Γu(ϑ,χΘ)
W0(0, ϑ,χΘ) , ∀w ∈WGLk .(2.25)
Hence it suffices to compute Γk−1.
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In this case the product over 1 ≤ j ≤ r(k − 1) simplifies to
k−1
∏
j=1
1 − q−rx(j,k)
1 − x(j,k) .(2.26)
By (1.79) and since ωr−1 = wαrk−r+1 ⋅ . . . ⋅wαrk−1 is a reduced expression,
τ0,(e′∗,0)(ωr−1, ϑ, ω−1r−1χΘ) = ∑
d∈rZrk/Zrk
τ0,d(wαrk−r+1 , ϑ,wαrk−r+1χΘ)τd,(e′∗,0)(ωr−2, ϑ, ω−1r−1χΘ).
The first function τ0,d(wαrk−r+1 , ϑ,wαrk−r+1χΘ) vanishes unless d ≡ wirk−r+1αrk−r+1[0] for irk−r+1 ∈ {0,1}.
Hence
τ0,(e′∗,0)(ωr−1, ϑ, ω−1r−1χΘ)
= ∑
irk−r+1
τ
0,w
irk−r+1
αrk−r+1
[0]
(wαrk−r+1 , ϑ,wαrk−r+1χΘ)τwirk−r+1αrk−r+1 [0],(e′∗,0)(ωr−2, ϑ, ω
−1
r−1χΘ),
where the sum is over irk−r+1 ∈ {0,1}. If r = 2, ωr−2 = Irk and τwirk−r+1αrk−r+1[0],(e′∗,0)(ωr−2, ϑ, ω
−1
r−1χΘ) = 0
unless irk−r+1 = irk−1 = 0, hence e′∗ can be taken to be 0′. Similarly if r > 2,
τ
w
irk−r+1
αrk−r+1
[0],(e′∗,0)
(ωr−2, ϑ, ω−1r−1χΘ)
= ∑
d∈rZrk/Zrk
τ
w
irk−r+1
αrk−r+1
[0],d
(wαrk−r+2 , ϑ,wαrk−r+2wαrk−r+1χΘ)τd,(e′∗,0)(ωr−2, ϑ, ω−1r−1χΘ)
= ∑
irk−r+2
τ
w
irk−r+1
αrk−r+1
[0],w
irk−r+2
αrk−r+2
w
irk−r+1
αrk−r+1
[0]
(wαrk−r+2 , ϑ,wαrk−r+2wαrk−r+1χΘ)
× τ
w
irk−r+2
αrk−r+2
w
irk−r+1
αrk−r+1
[0],(e′∗,0)
(ωr−2, ϑ, ω−1r−1χΘ).
Proceeding r − 2 times we obtain
τ0,(e′∗,0)(ωr−1, ϑ, ω−1r−1χΘ)(2.27)
= ∑
irk−r+1
τ
0,ϑ,w
irk−r+1
αrk−r+1
[0]
(wαrk−r+1 , ϑ,wαrk−r+1χΘ)
× ∑
irk−r+2
τ
w
irk−r+1
αrk−r+1
[0],w
irk−r+2
αrk−r+2
w
irk−r+1
αrk−r+1
[0]
(wαrk−r+2 , ϑ,wαrk−r+2wαrk−r+1χΘ)
. . .
× ∑
irk−2
τ
w
irk−3
αrk−3
⋅...⋅w
irk−r+1
αrk−r+1
[0],w
irk−2
αrk−2
⋅...⋅w
irk−r+1
αrk−r+1
[0]
(wαrk−2 , ϑ,wαrk−2 ⋅...⋅wαrk−r+2wαrk−r+1χΘ)
× τ
w
irk−2
αrk−2
⋅...⋅w
irk−r+1
αrk−r+1
[0],(e′∗,0)
(wαrk−1 , ϑ, ω−1r−1χΘ).
Momentarily proceed assuming r > 2. To compute τ
w
irk−2
αrk−2
⋅...⋅w
irk−r+1
αrk−r+1
[0],(e′∗,0)
(wαrk−1 , ϑ, ω−1r−1χΘ)
note that since the rightmost coordinate of (e′∗,0) is zero,
τ
w
irk−2
αrk−2
⋅...⋅w
irk−r+1
αrk−r+1
[0],(e′∗,0)
(wαrk−1 , ϑ, ω−1r−1χΘ) = τ 1wirk−2αrk−2 ⋅...⋅wirk−r+1αrk−r+1[0],(e′∗,0)(wαrk−1 , ϑ, ω
−1
r−1χΘ).(2.28)
This implies (e′∗,0) ≡ wirk−2αrk−2 ⋅ . . . ⋅wirk−r+1αrk−r+1[0], and we can already assume this equivalence is an
equality and omit the summation over e′ in (2.24). In turn each summand in (2.27) is multiplied
by
We′(0′, ϑ,χ′Θ[r(k − 1) + 1]), e′∗ = wirk−2αrk−2 ⋅ . . . ⋅wirk−r+1αrk−r+1[0′].(2.29)
Note that e′∗ is well defined, because rk − r + 1 < rk − 1. To treat r ≥ 2 simultaneously, we fix
the convention that if rk − 2 < rk − r + 1, wirk−2αrk−2 ⋅ . . . ⋅wirk−r+1αrk−r+1 is taken to be the identity.
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The value of (2.29) was computed by Cai [Caic] (using the methods of [Suz97, Suz98]) and
is equal to
k−1
∏
j=1
(1 − q−rx(j,k))−1 r∏
j=1
C(j,x)G (wirk−2αrk−2 ⋅ . . . ⋅wirk−r+1αrk−r+1 ,0′).(2.30)
We turn to compute each of the factors appearing in (2.27). Fix 1 ≤ l ≤ r − 1. If 1 < l < r − 1,
denote
a = al = wirk−l−1αrk−l−1 ⋅ . . . ⋅wirk−r+1αrk−r+1[0], b = bl = wirk−lαrk−l ⋅ . . . ⋅wirk−r+1αrk−r+1[0];
for l = r − 1, a = 0 and b = wirk−r+1αrk−r+1[0]; and if l = 1, a = b = wirk−2αrk−2 ⋅ . . . ⋅ wirk−r+1αrk−r+1[0] (for r = 2,
a = b = 0 either way). The corresponding factor to evaluate is
τa,b(wαrk−l , ϑ,wαrk−l ⋅...⋅wαrk−r+1χΘ).(2.31)
If l > 1 and irk−l = 0, then a = b and
τa,b(wαrk−l, ϑ,wαrk−l ⋅...⋅wαrk−r+1χΘ) = τ 1a,b(wαrk−l , ϑ,wαrk−l ⋅...⋅wαrk−r+1χΘ).
Similarly for l = 1, we have (2.28). Hence in both cases we can use (1.82) to compute (2.31).
Since 0 ≤ ark−l ≤ r − 1 − l and ark−l+1 = 0, we obtain
⌈(ark−l+1 − ark−l)/r⌉ = 0.
Hence in these cases (2.31) equals
(1 − q−1)/(1 − ql−r).(2.32)
The remaining case is l > 1 and irk−l = 1, then we appeal to (1.83) and deduce that (2.31)
equals
qark−l+1−ark−l−1g(2(ark−l+1 − ark−l − 1)).(2.33)
At the same time
G (wαrk−l ,wαrk−l−1 ⋅ . . . ⋅wαrk−r+1[0′]) = q−ark−l+1+ark−l+1g(−2(ark−l+1 − ark−l − 1)),(2.34)
where we replace wαrk−l−1 ⋅. . .⋅wαrk−r+1[0′] by 0′ if l = r−1. Since 2(ark−l+1−ark−l−1) ≡ 0 (m) if and
only if ark−l+1 ≡ 0 (r) (ark−l+1 = 0) and 1 ≤ ark−l+1 ≤ r−l ≤ r−1, we deduce 2(ark−l+1−ark−l−1) /≡
0 (m) hence the product of (2.33) and (2.34) is q−1.
Now when we combine (2.24) (for u = k − 1 and with e′ fixed, as explained above), (2.26),
(2.27), (2.31) and (2.30), we obtain
Γk−1 =
k−1
∏
j=1
(1 − x(j,k))−1 r∏
j=1
C(j,x) ∑
irk−r+1 ,...,irk−2∈{0,1}
1
∏
l=r−1
τal,bl(wαrk−l, ϑ,wαrk−l ⋅...⋅wαrk−r+1χΘ)G (wirk−2αrk−2 ⋅ . . . ⋅wirk−r+1αrk−r+1 ,0′).
Plugging in (2.32) and (2.33), and using the definition of G , the summation over irk−r+1, . . . , irk−2
becomes
r−2
∏
l=1
(1 − q−1
1 − q−l + q
−1) 1 − q−1
1 − q−r+1 =
r−2
∏
l=1
(1 − q−l−1
1 − q−l )
1 − q−1
1 − q−r+1 = 1.
Hence by Theorem 43,
Γk−1 =
k−1
∏
j=1
(1 − x(j,k))−1 r∏
j=1
C(j,x) = k−1∏
j=1
(1 − x(j,k))−1W0(0, ϑ,χΘ).
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Then W 0(t(rl,0′)) equals
W0((rl,0′), ϑ,χΘ)
W0(0, ϑ,χΘ) = q−lr(rk−1)/2+l(r−1)/2ϑ(̟rl)
⎛
⎝
xlk
∏k−1j=1(1 − xjx−1k ) +
k−2
∑
u=0
xlu+1Γu
W0(0, ϑ,χΘ)
⎞
⎠ ,
and the proof of the theorem is complete by (2.25) and the definition of pl(x). 
For a direct proof of Theorems 43 and 46 for the case r = k = 2, see Appendix A.
Remark 49. For the cases r = 1 or k = 1, [Caic] was not used in the proof.
2.4. Global construction of (rk, c) representations. Let τ be a genuine unitary irreducible
cuspidal automorphic representation of GL
(m,r)
k (A) (see § 1.7). We construct global (rk, c)
representations by means of residues of Eisenstein series. As explained in the introuction, for
the construction we rely on certain assumptions on local intertwining operators and global
partial L-functions. We begin by stating our local and global working assumptions.
Let ν be a place of F . For l ≥ 2, let ζ = (ζ1, . . . , ζl) ∈ Cl, and
wl = ( Ik⋰
Ik
) ∈ GLlk(F ).
We have the standard intertwining operator
M(wl,ζ) ∶ IndGL(m,r)lk (Fν)
P̃
(kl)
(Fν)
(∣det ∣ζ1τν ⊗ . . . ⊗ ∣det ∣ζlτν)→ IndGL(m,r)lk (Fν)
P̃
(kl)
(Fν)
(∣det ∣ζlτν ⊗ . . . ⊗ ∣det ∣ζ1τν).
For Re(ζ1)≫ . . .≫ Re(ζl) it is given by the absolutely convergent integral
M(wl,ζ)ξ(g,ζ) = ∫
V
(kl)
(Fν)
ξ(⟨wl,1⟩−1⟨v,1⟩g,ζ)dv,
and in general by meromorphic continuation. Our local conjecture is the following.
Conjecture 50. For each place ν, M(w2,ζ) is holomorphic for Re(ζ1 − ζ2) ≥ 1/r, and if
1 < l ≤ r, the image of M(wl,ζ) is irreducible at ζ = ((l − 1)/(2r), (l − 3)/(2r), . . . , (1− l)/(2r)).
Globally, we define the partial L-function of τ × τ∨. Let S be a finite set of places of F , such
that outside S all data are unramified. The set S depends only on F , ψ and τ . If m ≡ 2 (4),
we need to fix the parametrization of the local components of τ outside S, because the local
L-factors depend on this parametrization (see § 1.8). Choose a nontrivial character ψ′ of F /A
which is unramified outside S (e.g., ψ). Let ϑ = γψ′ =∏ν γψ′ν , ϑν = γψ′ν for all ν. When m /≡ 2 (4),
ϑ can be ignored. Then we can define for s ∈ C,
LS
ϑ,ϑ−1
(s, τ × τ∨) =∏
ν∉S
Lϑν ,ϑ−1ν (s, τν × τ∨ν ).
This product is absolutely convergent for Re(s) ≫ 0, and admits meromorphic continuation
([Lan67, Lan76, MW95] and [Gao18b]).
Conjecture 51. LS
ϑ,ϑ−1
(s, τ × τ∨) has a simple pole at s = 1 and is holomorphic and nonzero
for Re(s) > 1.
In the linear case (m = 1) both conjectures are known: the local conjecture follows from the
results of [MW89, Proposition I.10] and [JS81b, JPSS83, JS90], and the global was proved in
[JS81a, JS81b].
Proposition 52. Assume r = 1 or k = 1. Then Conjectures 50 and 51 hold.
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Proof. For m = 2, we can assume that the 2-cocycles for GL(2,1)k (Fν) and GL(2,1)k (A) are
given by a local or global Hilbert symbol (see Proposition 20). In this case there is a local
and global bijection between representations of GLk and genuine representations of GL
(2,1)
k .
Specifically, for a representation τ0 of GLk, define a genuine representation of GL
(2,1)
k by(γψ′ ⊗ τ0)(⟨g, ǫ⟩) = ǫγψ′(det g)τ0(g), where γψ′ is a local or global Weil factor. In particular
irreducible representations of GL
(2,1)
k (Fν) admit at most one Whittaker model. Now Conjec-
ture 50 holds because we can identify between
Ind
GL2k(Fν)
P(k2)(Fν)
(∣det ∣ζ1τν ⊗ ∣det ∣ζ2τν) and γψ′ IndGL(m,r)2k (Fν)P̃(k2)(Fν) (∣det ∣ζ1γψ′τν ⊗ ∣det ∣ζ2γψ′τν)
via ξ ↦ ξψ′ , where ξψ′(⟨h, ǫ⟩,ζ) = ǫγψ′(deth)ξ(h,ζ), so that the analytic properties of the in-
tertwining operator follow from the linear case. Globally, given a genuine unitary irreducible
cuspidal automorphic representation τ of GL
(2,1)
k (A), there is a unique unitary irreducible cus-
pidal automorphic representation τ0 of GLk(A) such that τ0 ⊗ γψ′ = τ . Then τ∨0 ⊗ γ−1ψ′ = τ∨, this
follows from a direct verification of the local definitions, note that ⟨a, ǫ⟩−1 = ⟨a−1, ǫ−1(a, a)2⟩ and
use (1.68). Then LS(s, τ0×τ∨0 ) = LSγψ′ ,γ−1ψ′ (s, τ×τ∨) and Conjecture 51 follows from [JS81a, JS81b].
When k = 1, the local (resp., irreducible automorphic) representations of GL(m,r)1 are con-
structed using quasi-characters of F ∗ν (resp., automorphic characters of A
∗) restricted to F ∗rν
(resp., A∗r), by Stone-von Neumann Theory (see [KP84] and § 1.8; for this there is no reason
to assume data are unramified).
The first statement of Conjecture 50: for p-adic fields it follows from a straightforward
adaptation of [KP84, Proposition I.2.3 (b)]; for archimedean fields the case m = 2 was explained
above and for m > 2, the underlying field is C and the results over archimedean fields are
immediate from the linear case (GL
(m,r)
2 (C) is split over GL2(C)). Note that since k = 1, τν is
now tempered so that M(w2,ζ) is known to be holomorphic already for Re(ζ1 − ζ2) > 0 (again
by [JPSS83, MW89, JS90]).
The irreducibility statement (r > 1) holds because in this case the image of M(wl,ζ) is
the exceptional representation (see § 1.11), then over p-adic fields one can modify [KP84,
Theorem I.2.9 (a)] to GL
(m,r)
l to obtain irreducibility, and over archimedean fields it is a direct
consequence of Langlands’ Quotient Theorem [Lan89] (r > 1 implies m > 2).
Conjecture 51 again follows from the linear case. 
Henceforth until the end of this section we assume these conjectures.
We turn to describe our construction. Let ζ = (ζ1, . . . , ζrc) ∈ Crc. As explained in § 1.7, we
can construct the induced representation
Ind
GL
(m,r)
rkc
(A)
P̃(krc)(A)
(∣det ∣ζ1τ ⊗ . . . ⊗ ∣det ∣ζrcτ).(2.35)
For a standard K̃GLrkc-finite vector ξ in the space of (2.35), let E(g; ξ,ζ) denote the Eisenstein
series, as in (1.67). Let
ζ(rc) = ((rc − 1)/(2r), (rc − 3)/(2r), . . . , (1 − rc)/(2r)) ∈ Crc.(2.36)
In particular ζ
(rc)
i − ζ(rc)i+1 = 1/r for all 1 ≤ i ≤ rc − 1.
Consider the following multi-residue of the series at (2.36),
E−1(g; ξ) = lim
ζ→ζ(rc)
rc−1
∏
i=1
(r(ζi − ζi+1) − 1)E(g; ξ,ζ).(2.37)
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As we explain in the proof of Theorem 53 below, our assumptions imply that this limit is
finite. Let Lτ,c denote the residual representation generated by the functions E−1(⋅; ξ), it is a
genuine automorphic representation of GL
(m,r)
rkc (A). Recall that for the notion of automorphic
representations of GL
(m,r)
rkc (A) we identify GLrkc(F ) with its image under the splitting g ↦⟨g, (η♢rkc)−1(g)⟩.
For any d ≥ 1, let Cd = {xId ∶ x ∈ A∗r}. Then C̃d is the center of GL(m,r)d (A) (see § 1.7).
For a genuine unitary character ̺ of C̃rkc(A) which is trivial on the subgroup of elements⟨xIrkc, (η♢rkc)−1(xIrkc)⟩ with x ∈ F ∗r, let L2(GLrkc(F )/GL(m,r)rkc (A), ̺) be the space of genuine
square-integrable automorphic forms which translate by ̺ on C̃rkc.
Let ̺τ be the central character of τ . Since Crkc < Crc × . . . × Crc , the representation Lτ,c
admits a central character, which is ̺rcτ .
Theorem 53. The limit (2.37) is finite. The genuine automorphic representation Lτ,c lies
in the discrete spectrum of L2(GLrkc(F )/GL(m,r)rkc (A), ̺rcτ ). Furthermore, for any irreducible
summand E of Lτ,c, E = ⊗′ν Eν where for all ν, Eν is an irreducible subrepresentation of
Ind
GL
(m,r)
rkc
(Fν)
P̃(krc)(Fν)
((τν ⊗ . . . ⊗ τν)δ−1/(2rk)P(krc) )(2.38)
and a quotient of
Ind
GL
(m,r)
rkc
(Fν)
P̃(krc)(Fν)
((τν ⊗ . . .⊗ τν)δ1/(2rk)P(krc) ),(2.39)
and for almost all ν, Eν is the unique irreducible unramified subrepresentation (resp., quotient)
of (2.38) (resp., (2.39)).
Proof. The proof follows from the computation of the constant term along V(krc), which in the
linear case was carried out by Jacquet [Jac84, § 2.1–2.4]. Suzuki [Suz98, § 8] extended the result
of [Jac84] to coverings of [KP84] under certain restrictions (see also [KP84, Gao18b]).
Briefly, according to [MW95, § II.1.7], the constant term of E(g; ξ,ζ) along V(krc) is the
sum of images of intertwining operators M(w,ζ), where w is a representative in GLrkc(F ) of
an element of WGLrkc such that
wM(krc) = M(krc), and M(w,ζ) is given by the meromorphic
continuation of the integral
M(w,ζ)ξ(g,ζ) = ∫
(w(V(krc)(A))∩V(krc)(A))/V(krc)(A)
ξ(⟨w, (η♢rkc)−1(w)⟩−1⟨u, (η♢rkc)−1(u)⟩g,ζ)du.
By Conjecture 50, the poles of these operators are of global origin and are contained in the
poles of quotients of partial L-functions
LS
ϑ,ϑ−1
(r(ζi − ζj), τ × τ∨)
LS
ϑ,ϑ−1
(r(ζi − ζj) + 1, τ × τ∨) .
As in the linear case, these quotients are determined directly from the Gindikin–Karpelevich
formula (1.76). Using Conjecture 51 we see that all of these intertwining operators are holo-
morphic at (2.36), except the one corresponding to
w0 = ( Ik⋰
Ik
) ∈ GLrkc(F ).
Now Conjecture 51 also implies that
lim
ζ→ζ(rc)
rc−1
∏
i=1
(r(ζi − ζi+1) − 1)M(w0,ζ)ξ
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is finite and nonzero. When we take the limit (2.37),
∫
V(krc)(F )/V(krc)(A)
E−1(⟨u, (η♢rkc)−1(u)⟩g; ξ)du = lim
ζ→ζ(rc)
rc−1
∏
i=1
(r(ζi − ζi+1) − 1)M(w0,ζ)ξ(g,ζ)(2.40)
and it follows that (2.37) is finite and nonzero. By applying Jacquet’s criterion as stated in
[MW95, Lemma I.4.11], we deduce that the automorphic forms E−1(⋅; ξ) are square-integrable,
and it also follows that Lτ,c belongs to the discrete spectrum of L2(GLrkc(F )/GL(m,r)rkc (A), ̺rcτ ).
Note that Lτ,1 is irreducible, because for r > 1, the image of M(w0,ζ) at ζ(r) is irreducible
by Conjecture 50 (in this case w0 is wr defined above).
According to (2.40), the application of the constant term yields an embedding of Lτ,c into the
image of M(w0,ζ). Thus each local component (Lτ,c)ν is embedded in (2.38), and at almost all
places (Lτ,c)ν and (2.38) contain an unramified constituent. Since Eν is irreducible and embeds
in (2.38), at almost all places it is the unique irreducible unramified subrepresentation of (2.38).
Similar reasoning applies to the assertion on the quotient of (2.39). 
We construct an (rk, c) representation from Lτ,c. Assume µ2m ⊂ F ∗, in the rest of this section.
Theorem 54. The representation Lτ,c has at least one irreducible (rk, c) summand Eτ .
Proof. Let E be any irreducible summand of Lτ,c. First consider the local setting. By Theo-
rem 53, at almost all places ν, Eν is an irreducible unramified subrepresentation of (2.38). Also
assume that τν is the genuine irreducible unramified constituent of IGL(m,r)
k
(ϑ,χ). By transitiv-
ity of induction (2.38) is a genuine unramified constituent of a principal series representation,
and when we permute the inducing characters of τν in this full induced representation and use
the formula for δBGLrc , we obtain (2.7):
Ind
GL
(m,r)
rkc
(Fν)
B̃GLrkc(Fν)
(IndT̃GLrkc(Fν)
T̃GLrkc,∗(Fν)
((⊗rcj=1ϑχ1∣ ∣−(rc−2j+1)/(2r))⊗ . . .⊗ (⊗rcj=1ϑχk∣ ∣−(rc−2j+1)/(2r)))) .
By [BZ77, Theorem 2.9], Eν is the unique irreducible unramified constituent of (2.7). The
representation Θrc,m,r,ϑ(χ) is also an unramified constituent (a subrepresentation) of (2.7), see
§ 2.2. Therefore Eν is a constituent of Θrc,m,r,ϑ(χ). Since the Jacquet functor is exact, by
Proposition 41 we have O(Eν , β,ψ) = 0 for any β ≿ ((rk)c), and dimO(Eν , ((rk)c), ψ) ≤ 1.
Thus far we have not assumed anything on E . Next we show that (1.89) with λ = ((rk)c) is not
identically zero on Lτ,c. For c = 1 the result can be proved by adapting the argument of [KP84,
Theotam II.2.5] or [FG17, Theorem 1] (using the irreducibility assumption of Conjecture 50 for
all 1 < l ≤ r). Assume c > 1. We claim
∫
NGLrkc(F )/NGLrkc(A)
E−1(⟨u, (η♢rkc)−1(u)⟩; ξ)ψ((rk)c)(u)du ≠ 0(2.41)
for some ξ. By definition ψ((rk)c) is trivial on V((rk)c) (see § 1.13), hence (2.41) factors through
the constant term along V((rk)c). This constant term can be computed as in the proof of
Theorem 53, and we deduce that the mapping
b ↦ ∫
V((rk)c)(F )/V((rk)c)(A)
E−1(⟨v, (η♢rkc)−1(v)⟩b; ξ)dv, b ∈ M̃((rk)c)(A)
belongs to the space of Lτ,1 ⊗ . . . ⊗ Lτ,1 (c times). For more details see [JL13, Lemma 4.1],
where the constant term of E−1(g; ξ) in the linear case was computed along any V(lk,(c−l)k) with
0 < l < c.
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Now we note that NGLrkc = (M((rk)c)∩NGLrkc)⋉V((rk)c), M((rk)c)∩NGLrkc is the direct product
of c copies of NGLrk , and ψ((rk)c) is the product of the (rk,1) characters on each these copies.
Therefore (2.41) becomes the product of c applications of (1.89) with λ = (rk) on vectors in
the space of Lτ,1, each of these is nonzero by the case c = 1.
Since Lτ,1 is irreducible (by Conjecture 50, see the proof of Theorem 53), we can conclude
that (1.89) with λ = ((rk)c) is nonzero on Lτ,c, and we let Eτ be an irreducible summand of
Lτ,c on which this semi-Whittaker coefficient is nonzero. As explained above, for almost all
ν, O((Eτ )ν , β,ψ) = 0 for any β ≿ ((rk)c), then by Lemma 32, JNGLrkc ,ψλ((Eτ)ν) = 0 for all λ ≿((rk)c). Hence Eτ does not support any semi-Whittaker functionals with respect to λ ≿ ((rk)c)
(local vanishing implies global). Now we can conclude from Lemma 31 that O(Eτ , ((rk)c), ψ) ≠
0. This immediately implies dimO((Eτ )ν , ((rk)c), ψ) > 0 for all the local components of Eτ , and
so for almost all ν, (Eτ)ν is (rk, c), and also Eτ is (rk, c) (O(Eτ , β,ψ) = 0 for β ≿ ((rk)c) follows
from the local assertion). 
When we combine Theorem 53 with the proof of Theorem 54 we obtain the following corollary.
Corollary 55. Outside finitely many places ν, the representation (2.38) (resp., (2.39)) contains
a unique irreducible unramified subrepresentation (resp., quotient), which is in addition the
unique (rk, c) constituent of a representation Θrc,m,r,ϑ(χ) for some χ and ϑ.
Proof. The fact that (2.38) contains a unique irreducible unramified subrepresentation was
proved in Theorem 53. In the proof of Theorem 54 we deduced that this subrepresentation is a
constituent of Θrc,m,r,ϑ(χ) and is (rk, c). Since Θrc,m,r,ϑ(χ) is also (rk, c) by Proposition 41, it
affords precisely one irreducible (rk, c) constituent, by the exactness of the Jacquet functor. 
2.5. The local components of Eτ . We describe several properties of the local components at
unramified places, of the (rk, c) representation produced by Theorem 54. To avoid confusion,
we re-denote the genuine unitary irreducible cuspidal automorphic representation of GL
(m,r)
k (A)
by τ ′, then the (rk, c) representation is Eτ ′ . We let τ = τ ′ν at an unramified place ν, in particular
F unramified, and we also assume µ2m ⊂ F ∗.
Assume that τ is the unique irreducible unramified constituent of I
GL
(m,r)
k
(ϑ,χ). Then
by Proposition 25, τ∗ defined by (1.54) is the unique irreducible unramified constituent of
I
GL
(m,r)
k
(ϑ,χ−1). Put x = (x1, . . . , xd) ∈ Cd, xi = χi(̟r). By Theorem 53, (Eτ ′)ν is the unique
irreducible unramified subrepresentation of
Ind
GL
(m,r)
rkc
P̃(krc)
((τ ⊗ . . .⊗ τ)δ−1/(2rk)P(krc) ),(2.42)
and we denote ρc(τ) = (Eτ ′)ν . The representation ρc(τ) is irreducible and (rk, c), hence iso-
morphic to its (rk, c) model W(ρc(τ)).
If we fix c, we can further assume that for all 0 < l ≤ c, the representation
Ind
GL
(m,r)
rkl
P̃
(krl)
((τ ⊗ . . . ⊗ τ)δ−1/(2rk)P
(krl)
)
contains a unique irreducible unramified subrepresentation ρl(τ), which is furthermore an (rk, l)
representation, so that ρl(τ) ≅W(ρl(τ)). This is because we can apply Corollary 55 for all l in
the given range.
Corollary 56. For any 0 < l < c, the representation ρc(τ) is embedded in
Ind
GL
(m,r)
rkc
P̃(rkl,rk(c−l))
((W(ρl(τ))⊗W(ρc−l(τ)))δ−1/(2rk)P(rkl,rk(c−l))).(2.43)
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Proof. By transitivity of induction, the representation (2.42) is contained in
Ind
GL
(m,r)
rkc
P̃(rkl,rk(c−l))
((IndGL(m,r)rkl
P̃
(krl)
((τ ⊗ . . .⊗ τ)δ−1/(2rk)P
(krl)
)⊗ IndGL(m,r)rk(c−l)
P̃
(kr(c−l))
((τ ⊗ . . .⊗ τ)δ−1/(2rk)P
(kr(c−l))
))δ−1/(2rk)P(rkl,rk(c−l))).
(2.44)
Therefore ρc(τ) is the unique irreducible unramified subrepresentation of (2.44). The represen-
tation (2.43) is also contained in (2.44) and contains ρc(τ), because it is unramified. 
Proposition 57. Conjecture 51 implies
Lϑ,ϑ−1(s, τ × τ∨)−1 ≠ 0, ∀Re(s) ≥ 1.(2.45)
Proof. If m ≡ 2 (4), then since ϑ is unitary, replacing it with the parameter (ϑτ ′)ν appearing in
Conjecture 51 does not change the condition (2.45). Now if (2.45) does not hold at a place ν,
applying the conjecture twice, first with a finite set of places S which does not contain ν, then
with S ∪ ν, we arrive at a contradiction. 
By definition
Lϑ,ϑ−1(s, τ × τ∨) = ∏
1≤i,j≤k
(1 − q−sχiχ−1j (̟r))−1
(so if m ≡ 2 (4), replacing (ϑ,ϑ−1) by some (ϑ′, ϑ′′) means multiplying χiχ−1j (̟r) by (o,̟r)2
for some o, ∣o∣ = 1). Thus by (2.45),
xα = χi(̟r)χ−1j (̟r) ≠ qa, ∀α = (i, j) ∈ Φk,0 ≠ a ∈ Z.(2.46)
In particular (2.21) holds. In fact (2.46) is more natural than (2.21) because the latter only
depends on xα for positive roots α, while the Satake parameter is defined up to a permutation.
Proposition 58. If xα ≠ q for all α ∈ Φk, IGL(m,r)
k
(ϑ,χ) is irreducible.
Proof. This follows from the analog of [Cas80, Proposition 3.5] for covering groups; see the proof
in [KM, Proposition 2.4], which is applicable to GL
(m,r)
k as well. In more detail, IGL(m,r)
k
(ϑ,χ)
is irreducible if and only if M(Jk) is an isomorphism which by virtue of (1.76) is equivalent to
∏
α∈Φ+
d
1 − q−1xα
1 − xα
1 − q−1x−α
1 − x−α ≠ 0.
This condition holds by our assumption. 
Corollary 59. Any (rk, c) functional on Θrc,m,r,ϑ(χ) is well defined and nonzero on ρc(τ).
Moreover, W(ρc(τ)) ⊂W(Θrc,m,r,ϑ(χ)).
Proof. By Corollary 55, there are 0 ⊂ V ′ ⊂ V ⊂ Θrc,m,r,ϑ(χ) such that ρc(τ) ≅ V ′/V . Let Λ be an(rk, c) functional on Θrc,m,r,ϑ(χ). Since Θrc,m,r,ϑ(χ) is (rk, c) and the Jacquet functor is exact,
Λ vanishes on V ′ hence is well defined on ρc(τ). If it vanishes on V , then again by exactness
it must already vanish on Θrc,m,r,ϑ(χ). The second assertion follows because with the present
notation we can identify W(Θrc,m,r,ϑ(χ)) with W(V ′/Θrc,m,r,ϑ(χ)). 
This corollary does not imply W(ρc(τ)) =W(Θrc,m,r,ϑ(χ)) (the latter might be reducible).
Proposition 60. Assume xα ≠ qa for all α ∈ Φ+k and 0 ≤ a ≤ rc. Then ρc(τ) ⊂ Θrc,m,r,ϑ(χ).
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Proof. By Proposition 58, I
GL
(m,r)
k
(ϑ,χ) is irreducible, in particular τ ⊂ I
GL
(m,r)
k
(ϑ,χ) so that
(2.42) and thereby ρc(τ) are subrepresentations of
Ind
GL
(m,r)
rkc
P̃(krc)
((I
GL
(m,r)
k
(ϑ,χ) ⊗ . . . ⊗ I
GL
(m,r)
k
(ϑ,χ))δ−1/(2rk)P(krc) )(2.47)
= IndGL(m,r)rkc
B̃GLrkc
(IndT̃GLrkc
T̃GLrkc,∗
((⊗ki=1ϑχi∣ ∣−(rc−1)/(2r))⊗ . . .⊗ (⊗ki=1ϑχi∣ ∣(rc−1)/(2r)))) .
This is an unramified principal series representation. Consider the standard intertwining op-
erator M(w) on this representation whose image is contained in (2.7). We claim that M(w)
is well defined, and moreover, it is nonzero on the normalized unramified vector ξ0 of (2.47).
Since ξ0 also belongs to the space of ρc(τ), it will then follow that M(w) restricts to a nonzero
operator on ρc(τ), which must then be an embedding because ρc(τ) is irreducible. Because
Θrc,m,r,ϑ(χ) is also an unramified subrepresentation of (2.7), it contains ρc(τ).
To show M(w) is well defined and M(w)ξ0 ≠ 0 we argue as in the proof of Theorem 43.
Decompose M(w) into rank-1 intertwining operators
M(wα) ∶IGL(m,r)
2
(ϑ,χj ∣ ∣−(rc−2l′+1)/(2r) ⊗ χi∣ ∣−(rc−2l+1)/(2r))
→ I
GL
(m,r)
2
(ϑ,χi∣ ∣−(rc−2l+1)/(2r) ⊗ χj ∣ ∣−(rc−2l′+1)/(2r)),
where i < j and 1 ≤ l′ < l ≤ rc. Since q−l′+lx(j,i) ≠ 1, q we deduce that M(wα) is holomorphic and
nonzero on the unramified vector (see (1.76)). 
We mention that in the linear case, since τ is irreducible unramified and generic, it is a
full induced unramified principal series; then since τ is also unitary, we have q−1/2 < ∣χi∣ < q1/2
for all i by [JS81b, Corollary 2.5]; consequently, the linear analog of Θrc,m,r,ϑ(χ) which is
IndGLkcP
(ck)
(χ1 ○ det⊗ . . . ⊗ χk ○ det), is irreducible ([Zel80, Theorem 4.2]), then this is ρc(τ). See
[CFGK, § 2.2].
In fact for any m ≥ 1, if we further take x in general position, we can replace ρl(τ) by
Θrl,m,r,ϑ(χ) and the results of this section hold unconditionally (note that in this case it is
reasonable to expect Θrl,m,r,ϑ(χ) to be irreducible anyway). Indeed the only nontrivial result is
now Corollary 56. To this end, because for the normalized Jacquet functor
JV(rl,r(c−l))(Θrc,m,r,ϑ) = δ−1/(2r)P(rl,r(c−l))(Θrl,m,r,ϑ ⊗Θr(c−l),m,r,ϑ)
(see [Kab01, Theorem 5.1], the proof here is simpler), and since Θrc,m,r,ϑ is irreducible,
Θrc,m,r,ϑ ⊂ IndGL
(m,r)
rc
P̃(rl,r(c−l))
((Θrl,m,r,ϑ ⊗Θr(c−l),m,r,ϑ)δ−1/(2r)P(rl,r(c−l))).
Denote the right hand side by Θ[rl, r(c − l)], then
Θrc,m,r,ϑ(χ) ⊂ IndGL(m,r)rkcP̃
((rc)k)
(χ1Θ[rl, r(c − l)]⊗ . . .⊗ χkΘ[rl, r(c − l)]).(2.48)
When we regard each Θ[rl, r(c − l)] as a subrepresentation of an unramified principal series
representation, we can apply an intertwining operator M(w) to permute the inducing data of
the right hand side of (2.48), only involving blocks corresponding to χi and χj for i ≠ j. This
operator will be an isomorphism (see the proofs of Propositions 58 and 60), so that
Θrc,m,r,ϑ(χ) ⊂ IndGL(m,r)rkcP̃(rkl,rk(c−l))((Θrl,m,r,ϑ(χ)⊗Θr(c−l),m,r,ϑ(χ))δ−1/(2rk)P(rkl,rk(c−l))).
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2.6. Local decomposition of (rk, c) functionals. We proceed with the notation and as-
sumptions of § 2.5. In particular (2.45) holds. In this section we construct an (rk, c) functional
on ρc(τ) inductively. We use the 2-cocycle σ♢rkc. We will repeatedly use the facts that b ↦ ⟨b,1⟩
is a splitting for both NGLrkc and the subgroup of permutation matrices in GLrkc, and also
recall that ⟨y, η♢rkc(y)⟩ is the chosen splitting for KGLrkc (see § 1.7).
Since (2.21) holds, Theorem 43 implies that the Jacquet integral Λ (see § 1.9) is an (rk,1)
functional on Θr,m,r,ϑ(χ), thereby on ρ1(τ) by Corollary 59.
Fix 0 < l < c. By Corollary 56, ρc(τ) is a subrepresentation of (2.43):
ρc(τ) ⊂ IndGL(m,r)rkcP̃(rkl,rk(c−l))((W(ρl(τ))⊗W(ρc−l(τ)))δ−1/(2rk)P(rkl,rk(c−l))).
We construct an (rk, c) functional on (2.43), and prove it does not vanish on ρc(τ), hence
can be used to realize W(ρc(τ)).
Set
κ = κl,c−l =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Il
0 0 Il
0 0 0 0 Il ⋱
Il 0
0 Ic−l
0 0 0 Ic−l ⋱
Ic−l
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ GLrkc .
For v = (vi,j)1≤i,j≤rk ∈ V(crk), write each block vi,j ∈Matc in the form
( v1i,j v2i,j
v3i,j v
4
i,j
) , v1i,j ∈Matl, v4i,j ∈Matc−l.(2.49)
Let V t
(crk)
< V(crk) be the subgroup obtained by deleting the blocks vt′i,j for all i < j and t′ ≠ t,
where 1 ≤ t ≤ 4. Put V = V 3. Consider the following integral for ξ in the space of (2.43):
∫
V
ξ(⟨κ,1⟩⟨v,1⟩)dv.(2.50)
Example 61. When c = r = k = 2 (then l = 1),
κ1,1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1
1
1
1
1
1
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, V =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
1 v31,2 v
3
1,3 v
3
1,4
1
1 v32,3 v
3
2,4
1
1 v33,4
1
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
This defines an (rk, c) functional, at least formally. To see this first note that
κV 1 < diag(V(lrk), Irk(c−l)), , κV 2 < V(rkl,rk(c−l)), κV < V −(rkl,rk(c−l)), κV 4 < diag(Irkl, V((c−l)rk)).
Hence V 1 and V 4 commute, both normalize V 2 and V , and the subgroups V 2, V are abelian.
Also by (1.10), for vt ∈ V t with t ≠ 3,
⟨κ,1⟩⟨vt,1⟩ = ⟨κvt,1⟩⟨κ,1⟩.
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It follows that for u = u1u4u2u3 ∈ V(crk) with ut ∈ V t,
∫
V
ξ(⟨κ,1⟩⟨v,1⟩⟨u,1⟩)dv = ∫
V
ξ(⟨κu1v,1⟩⟨κu4v,1⟩⟨κu2v,1⟩⟨κ,1⟩⟨v,1⟩)dv.
Here we wrote vu = (u1vu4vu2v)vu where utv ∈ V t, vu ∈ V , changed variables in vu, and note that
since ψ is a character of V(crk) which is trivial on V , ψ(u1u4u2) = ψ(u1vu4vu2v).
The (rk, c) character restricted to V 1 (resp., V 4) coincides with the (rk, l) (resp., (rk, c− l))
character on κV 1 (resp., κV 4), and moreover, the (rk, c) character is trivial on V 2. Then by the
definition of (2.43), vectors in the space of (2.43) transform on the left under ⟨κV t,1⟩ by the(rk, l) character for t = 1, (rk, c − l) character for t = 4 or trivially for t = 2. Since the (rk, c)
character is also trivial on V , we conclude that (2.50) is an (rk, c) functional on (2.43).
Proposition 62. The integral (2.50) is absolutely convergent and nonzero on any summand of
(2.43). In particular it is an (rk, c) functional on ρc(τ). Moreover, (2.50) is nonzero on any
nonzero unramified vector ξ.
Proof. The proof is similar to the linear case ([CFK, Lemma 10]), where we argued using “root
elimination” (see e.g., [Gin90] and [Sou93, Proposition 6.1]). Here we focus on the computations
that are different for the covering. Let X < κ−1V(rkl,rk(c−l)) be the subgroup of matrices x such
that the top right rkl × rk(c − l) block of κx is
⎛⎜⎜⎜⎝
0 0 ⋯ 0
⋮ x31,2 ⋱ ⋮⋮ ⋮ ⋱ 0
0 x31,rk ⋯ x3rk−1,rk
⎞⎟⎟⎟⎠
, x3i,j ∈Matl×(c−l).
For each pair i < j, let yi,j and xi,j be arbitrary elements of V and X (resp.), such that v3i′,j′ = 0
and x3i′,j′ = 0 for all (i′, j′) ≠ (i, j).
We fix the following ordering on the pairs (i, j) with i < j. The first pair is (rk − 1, rk), next(rk − 2, rk − 1), (rk − 3, rk − 2) . . . , (1,2). Then (rk − 2, k), (rk − 3, rk − 1), . . . , (1,3), etc. The
last three pairs are (2, rk), (1, rk − 1) and (1, rk). Write (i′, j′) < (i, j) if (i′, j′) appears after(i, j) with respect to this ordering. Assume we have reached the pair (i, j). Then instead of an
integral over V we will integrate over the product of two subgroups: one generated by elements
yi.j, the other denoted V ′ is generated by elements yi′,j′ for all (i′, j′) < (i, j).
Let ξ be an arbitrary function in the space of (2.43). Observe that for v′ ∈ V ′,
xi,j(v′yi,j) = yxlxv′x,yyi,j,
where yx, lx ∈ NGLrkc, v′x,y ∈ V ′ depends on (v′, xi,j , yi,j), κyx ∈M(rkl,rk(c−l))∩NGLrkc, ξ transforms
on the left under ⟨κyx,1⟩ by ψ(tr(v3i,jx3i,j)), κlx ∈ NGLrkc and ξ is left invariant on ⟨κlx,1⟩. Then
by (1.9) and (1.10),
ξ(⟨κ,1⟩ xi,j ⟨v′yi,j,1⟩) = ξ(⟨κ,1⟩⟨yx,1⟩⟨lx,1⟩⟨v′x,yyi,j,1⟩)(2.51)
= ξ(⟨κyx,1⟩⟨κlx,1⟩⟨κ,1⟩⟨v′x,yyi,j,1⟩)
= ψ(tr(v3i,jx3i,j))ξ(⟨κ,1⟩⟨v′x,yyi,j,1⟩).
If x3i,j ∈Matl×(c−l)(O), then xi,j ∈KGLrkc and κxi,j ∈ V(rkl,rk(c−l))(O). Since also κ ∈KGLrkc ,
κ⟨xi,j, η♢rkc(xi,j)⟩ = ⟨κxi,j, η♢rkc(κxi,j)⟩ = ⟨κxi,j ,1⟩.
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Depending on ξ, if the coordinates of x3i,j are small enough, ξ is right-invariant on ⟨xi,j , η♢rkc(xi,j)⟩.
Combining this with (2.51) and the left-invariance of ξ on ⟨v,1⟩ for v ∈ V(rkl,rk(c−l)), we obtain
ξ(⟨κ,1⟩⟨v′yi,j,1⟩) = ξ(⟨κ,1⟩⟨v′yi,j,1⟩⟨xi,j , η♢rkc(xi,j)⟩)(2.52)
= ξ(⟨κxi,j ,1⟩⟨κ,1⟩xi,j ⟨v′yi,j,1⟩)
= ψ(tr(v3i,jx3i,j))ξ(⟨κ,1⟩⟨v′x,yyi,j,1⟩).
Therefore using (2.52) and a change of variables in v′,
∫
V ′
ξ(⟨κ,1⟩⟨v′yi,j,1⟩)dv′ = ψ(tr(v3i,jx3i,j))∫
V ′
ξ(⟨κ,1⟩⟨v′yi,j,1⟩)dv′.
Now as in the linear case ([CFK, Lemma 10]), these computations first imply that the integrand
is a Schwartz function of V , hence (2.50) is absolutely convergent. Second, it does not vanish
on any summand of (2.43), in particular on ρc(τ). Third, when taking an unramified vector
ξ, we can take x3i,j with coordinates in O
∗ and deduce that the dv′-integral vanishes unless
v3i,j ∈Matl×(c−l)(O), and since in this case ξ is already right-invariant under ⟨yi,j,1⟩,
∫
V
ξ(⟨κ,1⟩⟨v,1⟩)dv = vol(O)l(c−l)∫
V ′
ξ(⟨κ,1⟩⟨v′,1⟩)dv′.
Repeating this argument (in the order defined above) we obtain a nonzero constant multiplied
by ξ(⟨Irkc,1⟩).
It remains to show that we can actually choose an unramified ξ in the space of (2.43) such
that ξ(⟨Irkc,1⟩) ≠ 0. We argue using induction on c. For the base case c = 2,
ξ(⟨Irk2,1⟩) = Λ(ξ1)Λ(ξ2),
where ξi are unramified vectors in the space of ρ1(τ) such that ξi(⟨Irk,1⟩) ≠ 0. The right hand
side is nonzero by Theorem 43, proving the base case. For c > 2, we take l = 1 and obtain
ξ(⟨Irkc,1⟩) = Λ(ξ1)Λ′(ξ2),
where now ξ2 is an unramified vector in the space of ρc−1(τ) such that ξ2(⟨Irk(c−1),1⟩) ≠ 0,
and Λ′ is an (rk, c − 1) functional on ρc−1(τ). By the inductive hypothesis Λ′(ξ2) ≠ 0, so that
ξ(⟨Irkc,1⟩) ≠ 0. 
2.7. Rankin–Selberg integrals. Assume µ2m ⊂ F ∗. Let τ be the genuine irreducible un-
ramified constituent of I
GL
(m)
k
(ϑ,χ), and recall the representation Θr,m,r,ϑτ(χ) of § 2.3. By
Proposition 41, it admits a unique Whittker model W(Θr,m,r,ϑ(χ)). Note that Θr,m,r,ϑτ(χ)
might be reducible. We compute a Rankin–Selberg type integral, which will appear in the final
part of the reduction used for the computation of the doubling integrals with unramified data
(see § 4.3). The contents of this section, however, are independent of the doubling construction.
Let π be a genuine irreducible unramified representation of GL
(m,r)
1 and write π = IGL(m,r)
1
(ϑ,µ).
The contragredient representation π∨ is induced from ε−1⊗ϑ−1µ−1. Let ω be a matrix coefficient
of π∨ and W ∈W(Θr,m,r,ϑ(χ)). The integral
Z(s,ω,W ) = ∫
F ∗
ω(⟨a,1⟩)W (⟨diag(a, Irk−1),1⟩)∣a∣s−(rk−1)/2 d∗a(2.53)
is formally well defined, and absolutely convergent in a right half-plane. This can be regarded as
the covering analog of the Rankin–Selberg convolution for GL1 ×GLk of [JPSS83, § 2.4(3)] (with
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the parameter j = 0). Now assume that ω and W are normalized and unramified. According
to Proposition 23, the integrand vanishes unless a ∈ F ∗r, so that
Z(s,ω,W ) = ∫
F ∗r
W (⟨diag(a, Irk−1),1⟩)ϑ−1(a)µ−1(a)∣a∣s−(rk−1)/2 d∗a.
Assume ∫O∗ d∗a = 1. Since W (⟨diag(a, Irk−1),1⟩, s) = 0 unless ∣a∣ ≤ 1 (see e.g., [CS80, § 6]), the
d∗a-integral can be written as the infinite sum over̟lr where l ≥ 0. Let x = (χ1(̟r), . . . , χk(̟r)),
which we identify with tτ,ϑ = diag(χ1(̟r), . . . , χk(̟r)). By Theorem 46,
W (⟨diag(̟lr, Irk−1),1⟩) = ϑ(̟lr)q(−lr(rk−1)/2)+l(r−1)/2pl(x).
Also tπ∨,ϑ = tπ∨,ϑ−1 = µ−1(̟r) (if m ≡ 2 (4), ϑ−1 = ϑ when µ2m ⊂ F ∗). Now
Z(s,ω,W ) = ∞∑
l=0
pl(x)µ−1(̟lr)q−l(rs−(r−1)/2)(2.54)
= ∏
1≤i≤k
(1 − q−r(s−1/2)−1/2χi(̟r)µ−1(̟r))−1 = Lϑ(r(s − 1/2) + 1/2, π∨ × τ).
Here for the second equality we used the Poincare´ polynomial identity for det(I −AX)−1. In
particular Z(s,ω,W ) is a rational function in q−s.
3. The construction
3.1. The global integral. In this section we construct the global integral, following the linear
case from [CFGK] with the necessary modifications and adjustments for the covering. Let F
be a number field, and assume µ2m ⊂ F ∗. We use the notation and definitions of § 1.3. In
particular n, k and m are integers, c = 2n, G = Spc and H = Sp2rkc. We also have the Siegel
parabolic subgroup P =MP ⋉UP , the parabolic subgroup Q =MQ ⋉U and the character ψU of
U given by (1.6). Then G ×G is embedded in H in the stabilizer of ψU in MQ.
As explained in § 1.5, we fix the global 2-cocycle ρ on H(m)(A). This defines the 2-cocycles
on each copy of G(m)(A): ρL on the left copy, ρR on the right, and these subgroups commute
in H(m)(A). It also defines an identification of H(F ) in H(m)(A), and of G(F ) in each copy.
The notions of automorphic forms on these groups are now defined. In addition, if ϕ1 is an
automorphic form on the right copy, ϕ1 ↦ ϕ
(η×)−1
1 is an automorphic form on the left copy, by
Corollary 13. Also recall the involution ι, lifted to G(m)(A) in § 1.6.
Let τ be a genuine unitary irreducible cuspidal automorphic representation of GL
(m,r)
k (A).
Here and throughout § 3, we assume Conjectures 50 and 51 hold. Then let Eτ be the gen-
uine irreducible automorphic (rk, c) representation guaranteed by Theorem 54. Consider the
representation
Ind
H(m)(A)
P̃ (A)
(EτδsP ).
For a standard K̃H-finite section f in the space of this representation, the Eisenstein series
E(h;f, s) is defined by
E(h;f, s) = ∑
γ∈P (F )/H(F )
f(⟨γ, η−1(γ)⟩h, s),(3.1)
which is absolutely convergent for Re(s) ≫ 0 and defined for a general s by meromorphic
continuation.
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Let π1 and π2 be genuine irreducible cuspidal automorphic representations of G(m)(A), where
G(m)(A) is realized using ρR. Let ϕi be a cusp form in the space of πi, i = 1,2. The global
integral is given by
Z(s,ϕ1, ϕ2, f) = ∫
G(F )×G(F )/G(A)×G(A)
∫
U(F )/U(A)
ϕ
(η×)−1
1 (⟨g1,1⟩) ιϕ2(⟨g2,1⟩)(3.2)
×E(⟨u, η−1(u)⟩⟨e1(g1),1⟩⟨e2(g2),1⟩;f, s)ψU (u)dudg1 dg2.
Theorem 63. Integral (3.2) is formally well defined, it is absolutely convergent for Re(s)≫ 0
and admits meromorphic continuation to the plane.
Proof. Since the image of G(F ) ×G(F ) in H(F ) normalizes U without changing the measure,
and fixes ψU , and by Lemma 15 we have g⟨u, η−1(u)⟩ = ⟨gu, η−1(gu)⟩ for g = (g1, g2), the du-
integral is well defined on the domain of the outer integral. The outer integral is well defined by
Proposition 14. Now convergence and continuation follow from the rapid decay of cusp forms
and from the moderate growth and meromorphic continuation of the Eisenstein series. 
3.2. Obtaining the Euler product. To state the unfolding theorem, we introduce the fol-
lowing notation. Let L2(G(F )/G(m)(A)) be the space of genuine square-integrable automorphic
forms onG(m)(A). Denote the standardG(m)(A)-invariant inner product on L2(G(F )/G(m)(A))
by {⋅, ⋅},
{ϕ1, ϕ2} = ∫
G(F )/G(A)
ϕ1(⟨g,1⟩)ϕ2(⟨g,1⟩)dg.
This integral is well defined because both ϕ1 and ϕ2 are genuine functions. While the definition
itself does not depend on the 2-cocycle realizing G(m)(A), in the construction it will be ρR.
Let
δ = δ0δ1, δ0 = ( Irkc−Irkc ) , δ1 =
⎛⎜⎜⎜⎝
Ir(k−1)c
Ic Ic
Ic
Ir(k−1)c
⎞⎟⎟⎟⎠
,
U0 = U ∩UP =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎝
I(k−1)c X Z
Ic X ′
Ic
I(k−1)c
⎞⎟⎟⎟⎠
∈ H
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
( tZJ(k−1)c − J(k−1)cZ = 0
X ′ = JctXJ(k−1)c ) .
The character ψU restricts to a character of U0 and
ψU(u0) = ψ(tr(( 0 In )X ( 0In ))).
Recall the embedding
e2 ∶ G↪H, e2(g) = diag(Ir(k−1)c+n, g, In+r(k−1)c).
Also let fW(Eτ ) denote the composition of the section f with the (rk, c) functional (2.2) attached
to the (rk, c) representation Eτ , namely
fW(Eτ )(h, s) = ∫
V
(crk)
(F )/V
(crk)
(A)
f(⟨v, (η♢rkc)−1(v)⟩h, s)ψ−1(v)dv.(3.3)
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Theorem 64. Integral (3.2) is not identically zero only if π1 = π2 = π. In this case for Re(s)≫ 0
it is equal to
∫
G(A)
∫
U0(A)
{ϕ1, π(⟨g,1⟩)ϕ2}fW(Eτ )(⟨δu0, η−1(δu0)⟩ι⟨e2(g),1⟩, s)ψU (u0)du0 dg.(3.4)
Proof. Plugging the definition of the Eisenstein series into (3.2), integral (3.2) becomes
∫
G(F )×G(F )/G(A)×G(A)
∫
U(F )/U(A)
ϕ
(η×)−1
1 (⟨g1,1⟩)ϕ2(ι⟨g2,1⟩)
× ∑
γ∈P (F )/H(F )
f(⟨γ, η−1(γ)⟩⟨u, η−1(u)⟩⟨e1(g1),1⟩⟨e2(g2),1⟩, s)ψU (u)dudg1 dg2.
Let R = (e1(G) × e2(G)) ⋉U < Q. The group R(F ) acts on the right on the homogenous space
P (F )/H(F ). The stabilizer of P (F )h is Rh(F ) = h−1P (F ) ∩ R(F ). For Re(s) ≫ 0, we can
write the last integral as
∑
γ∈P (F )/H(F )/R(F )
∫
G(F )×G(F )/G(A)×G(A)
∫
U(F )/U(A)
ϕ
(η×)−1
1 (⟨g1,1⟩)ϕ2(ι⟨g2,1⟩)
× ∑
y∈Rγ(F )/R(F )
f(⟨γ, η−1(γ)⟩⟨y, η−1(y)⟩⟨u, η−1(u)⟩⟨e1(g1),1⟩⟨e2(g2),1⟩, s)ψU (u)dudg1 dg2.
Write y = y3e1(y1)e1(y2) for y3 ∈ U(F ) and y1, y2 ∈ G(F ). In H(m)(A) we can write
⟨y, η−1(y)⟩ = ⟨y3, η−1(y3)⟩⟨e1(y1), η−1(e1(y1))⟩⟨e2(y2), η−1(e1(y2))⟩.
The group G ×G normalizes U and stabilizes ψU , hence we can conjugate e1(y1) and e1(y2) to
the right, and by Lemma 15 and (1.30) we obtain
∑
γ∈P (F )/H(F )/R(F )
∫
G(F )×G(F )/G(A)×G(A)
∫
U(F )/U(A)
ϕ
(η×)−1
1 (⟨g1,1⟩)ϕ2(ι⟨g2,1⟩)
∑
y∈Rγ(F )/R(F )
η−1(e1(y1))η−1(e2(y2))ρ−1L (y1, g1)ρR(y2, g2)
f(⟨γ, η−1(γ)⟩⟨y3u, η−1(y3u)⟩⟨e1(y1g1),1⟩⟨e2(y2g2),1⟩, s)ψU (u)dudg1 dg2.
We also have
ϕ
(η×)−1
1 (⟨g1,1⟩) = ϕ(η×)−11 (⟨y1, η(e1(y1))⟩⟨g1,1⟩) = η(e1(y1))ρL(y1, g1)ϕ(η×)−11 (⟨y1g1,1⟩),
and using (1.49),
ϕ2(ι⟨g2,1⟩) = ϕ2(ι⟨y2, η−1(e2(y2))⟩ ι⟨g2,1⟩) = η(e2(y2))−1ρR(y2, g2)ϕ2(ι⟨y2g2,1⟩).
Combining these computations, we obtain
∑
γ∈P (F )/H(F )/R(F )
∫
G(F )×G(F )/G(A)×G(A)
∫
U(F )/U(A)
∑
y∈Rγ(F )/R(F )
ϕ
(η×)−1
1 (⟨y1g1,1⟩)ϕ2(ι⟨y2g2,1⟩)
f(⟨γ, η−1(γ)⟩⟨y3u, η−1(y3u)⟩⟨e1(y1g1),1⟩⟨e2(y2g2),1⟩, s)ψU (u)dudg1 dg2.
Now we can collapse the summation into the integral, and we reach the sum
∑
γ∈P (F )/H(F )/R(F )
I(γ),
DOUBLING FOR SYMPLECTIC COVERINGS 69
where
I(γ) = ∫
Rγ(F )/R(A)
ϕ
(η×)−1
1 (⟨g1,1⟩)ϕ2(ι⟨g2,1⟩)
f(⟨γ, η−1(γ)⟩⟨u, η−1(u)⟩⟨e1(g1),1⟩⟨e2(g2),1⟩, s)ψU (u)dudg1 dg2.
As in the linear case, first we show that the summands I(γ) such that γ ∉ P (F )δR(F ) vanish,
then we prove I(δ) equals (after some modifications) (3.4). We start with the vanishing. Three
types of arguments were used for the proof in the linear case:
(1) Using ψU : find U ′ < U such that ψU ∣U ′ ≠ 1 and γU ′ < UP , then I(γ) = 0 since we obtain an
inner integral ∫U ′(F )/U ′(A)ψU(u′)du′ = 0.
(2) Using the cuspidality of πi: obtain a unipotent radical V of a parabolic subgroup of G
such that the du-integral of f is invariant under V , then I(γ) = 0 because we have an inner
integral ∫V (F )/V (A)ϕi(v)dv = 0.
(3) Using the vanishing properties of the (k, c) representation: construct as an inner integral, a
Fourier coefficient of the (k, c) representation attached to a unipotent orbit which is greater
than or not comparable with (kc).
To extend the arguments from [CFGK, § 2.3] to the covering case, we argue as follows. First,
all occurrences of k in loc. cit. are replaced with rk. Second, claims involving the structure of
representatives γ apply to the covering, because they only involve multiplications in H(F ), and
the covering is split over H(F ). Third, arguments where we introduced unipotent integrations
remain valid, as long as conjugations are between elements of H(F ) and Nrkc(A), such that the
conjugation remains in Nrkc(A), since then we can apply Lemma 15. This completes the han-
dling of types (1) and (3); for type (2) there are also cases where V < N−n , and for such we have
a splitting v ↦ ⟨v, η′(v)⟩ of V into the right copy of G(m) so that ∫V (F )/V (A)ϕ2(⟨v, η′(v)⟩)dv = 0,
and γV < Nrkc. The arguments from the linear case extend to the covering and imply, using
γ⟨v, η′(v)⟩ = ⟨γv, η−1(γv)⟩ (by (1.4)), that the integral of f over U is invariant with respect
to {⟨v, η′(v)⟩ ∶ v ∈ V (A)}, so that we can obtain the inner integral ∫V (F )/V (A)ϕ2(⟨v, η′(v)⟩)dv.
This completes the proof that I(γ) = 0 for γ such that γ ∉ P (F )δR(F ).
Finally consider I(δ). Let v♢ = diag(v, v∗) be the natural embedding of V(crk) in MP and put
V ♢
(crk)
= {v♢ ∶ v ∈ V(crk)}. We compute the stabilizer and obtain
Rδ = {(g, ιg) ∶ g ∈ G} ⋉ δ−1V ♢(crk).
Write
U = δ−1V ♢(crk) ⋉ (U ∩UP ) = δ−1V ♢(crk) ⋉U0.(3.5)
For u ∈ δ−1V ♢
(crk)
, if δu = v♢ with v ∈ V(crk), then since both V ♢(crk) and δ−1V ♢(crk) are subgroups of
Nrkc, we can apply Lemma 15 and obtain
δ⟨u, η−1(u)⟩ = ⟨v♢, η−1(v♢)⟩ = ⟨v, (η♢rkc)−1(v)⟩.(3.6)
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Here the second equality follows from the definitions of GL
(m,r)
rkc (A). Also ψU(δ−1v♢) = ψ−1(v),
where ψ is given by (2.1). Thus
∫
δ−1V ♢
(crk)
(F )/U(A)
f(⟨δ, η−1(δ)⟩⟨u, η−1(u)⟩, s)ψU (u)du
= ∫
U0(A)
∫
V
(crk)
(F )/V
(crk)
(A)
f(⟨v, (η♢rkc)−1(v)⟩⟨δ, η−1(δ)⟩⟨u0, η−1(u0)⟩, s)ψ−1(v)ψU(u0)dv du0
= ∫
U0(A)
fW(Eτ )(⟨δ, η−1(δ)⟩⟨u0, η−1(u0)⟩, s)ψU (u0)du0.
Here for the last equality we used (3.3). We plug this into I(δ) and obtain
∫
{(g,ιg)∶g∈G(F )}/G(A)×G(A)
∫
U0(A)
ϕ
(η×)−1
1 (⟨g1,1⟩)ϕ2(ι⟨g2,1⟩)
fW(Eτ )(⟨δ, η−1(δ)⟩⟨u0, η−1(u0)⟩⟨e1(g1),1⟩⟨e2(g2),1⟩, s)ψU (u0)du0 dg1 dg2.
The next step is to factor this integral through {(g, ιg) ∶ g ∈ G(A)} ≅ G(A). Multiply g2 ↦ gι1g2,
then {(g, ιg) ∶ g ∈ G(F )}↦ {(g,1) ∶ g ∈ G(F )} = G(F ) and the integral becomes
∫
G(F )/G(A)×G(A)
∫
U0(A)
ϕ
(η×)−1
1 (⟨g1,1⟩)ϕ2(ι⟨ιg1g2,1⟩)(3.7)
fW(Eτ )(⟨δ, η−1(δ)⟩⟨u0, η−1(u0)⟩⟨e1(g1),1⟩⟨e2(ιg1g2),1⟩, s)ψU (u0)du0 dg1 dg2.
Then
ϕ2(ι⟨ιg1g2,1⟩)↦ ρR(ιg1, g2)ϕ2(ι⟨ιg1,1⟩ ι⟨g2,1⟩),
fW(Eτ )(⟨δ, η−1(δ)⟩⟨u0, η−1(u0)⟩⟨e1(g1),1⟩⟨e2(ιg1g2),1⟩, s)
↦ ρR(ιg1, g2)−1fW(Eτ )(⟨δ, η−1(δ)⟩⟨u0, η−1(u0)⟩⟨e1(g1),1⟩⟨e2(ιg1),1⟩⟨e2(g2),1⟩, s).
The conjugation ι⟨ιg1,1⟩ takes place in the right copy of G(m), so that by (1.46) and because ι
is an involution,
ι⟨ιg1, η−1ι,R(g1)⟩ = ι(ι⟨g1,1⟩) = ⟨g1,1⟩,(3.8)
ηι,R(g1)ϕ2(ι⟨ιg1,1⟩ ι⟨g2,1⟩) = ϕ2(⟨g1,1⟩ ι⟨g2,1⟩).
Consequently (3.7) equals
∫
G(F )/G(A)×G(A)
∫
U0(A)
ϕ
(η×)−1
1 (⟨g1,1⟩)ϕ2(⟨g1,1⟩ ι⟨g2,1⟩)
fW(Eτ )(⟨δ, η−1(δ)⟩⟨u0, η−1(u0)⟩⟨e1(g1),1⟩⟨e2(ιg1), η−1ι,R(g1)⟩⟨e2(g2),1⟩, s)ψU (u0)du0 dg1 dg2.
Then by (1.48),
⟨e1(g1),1⟩⟨e2(ιg1), η−1ι,R(g1)⟩ = ⟨e1(g1),1⟩ ι⟨e2(g1),1⟩ = ι⟨(g1, g1), ρ(e1(g1), e2(g2))⟩.
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Hence the last integral equals
∫
G(F )/G(A)×G(A)
∫
U0(A)
ϕ
(η×)−1
1 (⟨g1,1⟩)ϕ2(⟨g1,1⟩ ι⟨g2,1⟩)
(3.9)
fW(Eτ )(⟨δ, η−1(δ)⟩⟨u0, η−1(u0)⟩ι⟨(g1, g1), ρ(e1(g1), e2(g1))⟩⟨e2(g2),1⟩, s)ψU (u0)du0 dg1 dg2.
Next we see that (g1,
ιg1)−1u0 = vg1ug1, where vg1 ∈ δ−1V ♢(crk)(A) and ug1 ∈ U0(A). Since vg1, ug1 ∈
Nrkc(A), by Lemma 15
(g1,ιg1)−1⟨u0, η−1(u0)⟩ = ⟨(g1,ιg1)−1u0, η−1((g1,ιg1)−1u0)⟩ = ⟨vg1, η−1(vg1)⟩⟨ug1, η−1(ug1)⟩.(3.10)
Thus the du0-integral of (3.9) becomes
∫
U0(A)
fW(Eτ )(δι⟨(g1, g1), ρ(e1(g1), e2(g1))⟩⟨δ, η−1(δ)⟩⟨vg1 , η−1(vg1)⟩⟨ug1, η−1(ug1)⟩, s)ψU (u0)du0.
Here δι⟨(g, g), ǫ⟩ denotes the composition δ(ι⟨(g, g), ǫ⟩); in H , δι is the automorphism of G ×G
given by δι(g, g) = δ(g, ιg) (recall ι ∉ G). By Corollary 11, (g, g)↦ ⟨(g, g), (η×)−1(g)ρ(e1(g), e2(g))⟩
is the splitting of the group {(g, g) ∶ g ∈ G(A)} in H(m)(A).
Claim 65. For any g ∈ G(A) and h ∈H(m)(A),
fW(Eτ )(δι⟨(g, g), (η×)−1(g)ρ(e1(g), e2(g))⟩h, s) = fW(Eτ )(h, s).
The claim is proved below. It follows that (3.9) equals
∫
G(F )/G(A)×G(A)
∫
U0(A)
ϕ
(η×)−1
1 (⟨g1, η×(g1)⟩)ϕ2(⟨g1,1⟩ ι⟨g2,1⟩)
fW(Eτ )(⟨δ, η−1(δ)⟩⟨vg1 , η−1(vg1)⟩⟨ug1, η−1(ug1)⟩⟨e2(g2),1⟩, s)ψU (u0)du0 dg1 dg2.
The character emitted from ψU when we change variables ug1 ↦ u0 is cancelled by the left
equivariance property of fW(Eτ ) under vg1 (see (3.6)); this actually follows from the definition
of the embedding in § 1.3. Also by definition ϕ
(η×)−1
1 (⟨g1, η×(g1)⟩) = ϕ1(⟨g1,1⟩). We obtain
∫
G(F )/G(A)×G(A)
∫
U0(A)
ϕ1(⟨g1,1⟩)ϕ2(⟨g1,1⟩ ι⟨g2,1⟩)
fW(Eτ )(⟨δu0, η−1(δu0)⟩⟨e2(g2),1⟩, s)ψU (u0)du0 dg1 dg2.
Here we also used Corollary 16 to combine δ and u0. Now factoring through {(g,1) ∶ g ∈ G(A)},
the integral becomes
∫
G(A)
{ϕ1, (ι⟨g2,1⟩) ⋅ ϕ2} ∫
U0(A)
fW(Eτ )(⟨δu0, η−1(δu0)⟩⟨e2(g2),1⟩, s)ψU (u0)du0 dg2.(3.11)
Using (3.8) again and since {ϕ1, ⟨g2, ǫ⟩ ⋅ ϕ2} = ǫ−1{ϕ1, ⟨g2,1⟩ ⋅ ϕ2}, when we change g2 ↦ ιg2 in
(3.11) we obtain
∫
G(A)
{ϕ1, ⟨g2,1⟩ ⋅ ϕ2} ∫
U0(A)
fW(Eτ )(⟨δu0, η−1(δu0)⟩⟨e2(ιg2), η−1ι,R(g2)⟩, s)ψU (u0)du0 dg2.(3.12)
Therefore we conclude
I(δ) = ∫
G(A)
{ϕ1, ⟨g2,1⟩ ⋅ ϕ2} ∫
U0(A)
fW(Eτ )(⟨δu0, η−1(δu0)⟩ ι⟨e2(g2),1⟩, s)ψU (u0)du0 dg2.(3.13)
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This completes the proof that (3.2) is equal to (3.4) for Re(s) ≫ 0. Moreover, it is now clear
that I(δ) and thereby (3.2) vanish, unless π1 = π2 = π. 
Proof of Claim 65. For g ∈ G(A), by matrix multiplication δι(g, g) = dglg with
dg = diag((g∗)△, g△), g△ = diag(g, . . . , g) ∈ GLrkc,
lg =
⎛⎜⎜⎜⎜⎜⎝
In −A2
In −A3
I2(rk−1)c
In
In
⎞⎟⎟⎟⎟⎟⎠
, g = (A1 A2A3 A4 ) .
Then dg ∈MP and lg, dg lg ∈ UP (A). Hence locally, for g, g′ ∈ G(Fν), by (1.9) and Proposition 36,
σ2rkc,ν(dglg, dg′lg′) = σ2rkc,ν(dg, dg′) = σ♢rkc,ν((g∗)△, (g′∗)△) = (ς∗,c,ν(g∗)ς∗,c,ν(g′
∗)
ς∗,c,ν((gg′)∗) )
rk
.(3.14)
Then by (1.29), ρν(dglg, dg′ lg′) equals
ην(dglgdg′lg′)(ς∗,c,ν(g∗)ς∗,c,ν(g′∗)
ς∗,c,ν((gg′)∗) )
rk
= (ην(dglg)ςrk∗,c,ν(g∗))(ην(dg′lg′)ςrk∗,c,ν(g′∗))
ην(dglgdg′lg′)ςrk∗,c,ν((gg′)∗) .
Since ρν is 1 on KH,ν for almost all ν, and g ↦ δι(g, g) = dglg is in particular a homomorphism of
KG,ν intoKH,ν , we deduce that g ↦ ην(dglg)ςrk∗,c,ν(g∗) = 1 onKG,ν (see the proof of Corollary 38).
Therefore
[ηςrk
∗,c](dglg) =∏
ν
ην(dglg)ςrk∗,c,ν(g∗)
is well defined on {δι(g, g) ∶ g ∈ G(A)}. Then by globalizing the identity for ρν(dglg, dg′lg′), it
follows that
dglg ↦ ⟨dglg, [ηςrk∗,c]−1(dglg)⟩
is the unique splitting of {δι(g, g) ∶ g ∈ G(A)} (cf. (2.5)). Now by (1.4), with χ = δι and
Y = {(g, g) ∶ g ∈ G(A)},
δι⟨(g, g), (η×)−1(g)ρ(e1(g), e2(g))⟩ = ⟨dglg, [ηςrk∗,c]−1(dglg)⟩.(3.15)
Furthermore, for g ∈ G(Fν) by (1.29) we have
ρν(dg, lg)−1η−1ν (dglg)ς−rk∗,c,ν(g∗) = η−1ν (dg)η−1ν (lg)σ−12rkc,ν(dg, lg)ς−rk∗,c,ν(g∗) = η−1ν (dg)η−1ν (lg)ς−rk∗,c,ν(g∗).
Here for the second equality we used (1.8). By definition ην(dg) = η♢rkc,ν((g∗)△) and then
ην(dg)ςrk∗,c,ν(g∗) = η△rkc,ν(g∗) (see Corollary 38), hence
ρν(dg, lg)−1η−1ν (dglg)ς−rk∗,c,ν(g∗) = (η△rkc,ν)−1(g∗)η−1ν (lg).
The left hand side globalizes because ρ is well defined and so is [ηςrk
∗,c], and the right hand side
globalizes because by Corollary 38, η△
rkc
is well defined (even on SLc(A) and G(A) < SLc(A)),
and η is well defined (even on Nrkc(A)). Consequently for any g ∈ G(A),
ρ(dg, lg)−1[ηςrk∗,c]−1(dglg) = (η△rkc)−1(g∗)η−1(lg).
Thus
⟨dglg, [ηςrk∗,c]−1(dglg)⟩ = ⟨dg, ρ(dg, lg)−1[ηςrk∗,c]−1(dglg)⟩⟨lg,1⟩ = ⟨dg, (η△rkc)−1(g∗)⟩⟨lg, η−1(lg)⟩.
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Also note that ⟨dg, (η△rkc)−1(g∗)⟩ = ⟨(g∗)△, (η△rkc)−1(g∗)⟩, when we regard (g∗)△ as an element of
MP (A) (which is also how GL(m,r)rkc (A) was defined). Plugging these results into fW(Eτ ),
fW(Eτ )(δι⟨(g, g), (η×)−1(g)ρ(e1(g), e2(g))⟩h, s) = fW(Eτ )(⟨dglg, [ηςrk∗,c]−1(dglg)⟩h, s)
= fW(Eτ )(⟨(g∗)△, (η△rkc)−1(g∗)⟩⟨lg, η−1(lg)⟩h, s) = fW(Eτ )(⟨lg, η−1(lg)⟩h, s) = fW(Eτ )(h, s).
Here for the first equality we used (3.15), the third follows from Proposition 39 and the last by
the left-invariance property of fW(Eτ ) under ⟨u, η−1(u)⟩ for u ∈ UP (A). 
Now we write (3.4) as an “almost Euler product” (in the sense of [Tak14]), and derive the
structure of the local integrals. Let S be a finite set of places of F such that for ν ∉ S, Fν , ψν ,
τν and πν are unramified. We use the notation of § 2.1. Identify Eτ with (Eτ)S ⊗ ⊗′ν∉Sρc(τν)
(ρc(τν) was defined in § 2.5). By (2.4), for a decomposable f ,
fW(Eτ )(h, s) = fW((Eτ )S)(hS , s)∏
ν∉S
fW(ρc(τν))(hν , s), h ∈H(m)(A).
Here fW((Eτ )S) (resp., fW(ρc(τν))) is a standard section in the space of Ind
H(m)(FS)
P̃ (FS)
(W((Eτ)S)δsP )
(resp., Ind
H(m)(Fν)
P̃(Fν)
(W(ρc(τν))δsP )), regarded as a complex-valued function. Moreover, at almost
all ν ∉ S, the sections fW(ρc(τν)) are normalized (fW(ρc(τν))(⟨I2rkc,1⟩, s) = 1) and unramified.
Next for decomposable ϕ1 and ϕ2, by the uniqueness of the G(m)(Fν)-invariant bilinear
pairing on πν × π∨ν at all places, we can write for any g ∈ G(m)(A),
{ϕ1, π(g)ϕ2} =∏
ν
ων(gν),
where ων is a matrix coefficient of π∨ν , and at almost all places ων is normalized (ων(⟨Ic,1⟩) = 1)
and unramified.
Then by Theorem 64 we have an almost Euler product:
Z(s,ϕ1, ϕ2, f) = Z[S](s,ωS, fW((Eτ )S))∏
ν∉S
Zν(s,ων , fW(ρc(τν))),(3.16)
where
Zν(s,ων , fW(ρc(τν)))(3.17)
= ∫
G(Fν)
∫
U0(Fν)
ων(⟨g,1⟩)fW(ρc(τν))(⟨δνu0, η−1ν (δνu0)⟩ιν ⟨e2(g),1⟩, s) (ψν)U(u0)du0 dg,
Z[S](s,ωS, fW((Eτ )S))(3.18)
= ∫
G(FS)
∫
U0(FS)
ωS(⟨g,1⟩)fW((Eτ )S)(⟨δSu0, η−1S (δSu0)⟩ιS⟨e2(g),1⟩, s) (ψS)U(u0)du0 dg.
The following is the main local result of this work: the computation of (3.17) with unramified
data. Its proof occupies § 4.
Theorem 66. Let ν ∉ S and assume ων and fW(ρc(τν)) are normalized and unramified. Then
Zν(s,ων , fW(ρc(τν)))
= Lϑν(rαs + 1/2, πν × τν)[Lϑν(rαs + rn + 1/2, τν)] ∏
1≤j≤rn
Lϑν(2rαs + 2j, τν ,∧2)Lϑν(2rαs + 2j − 1, τν ,∨2) .
Here α = rkc+1, Lϑν(rαs+rn+1/2, τν) appears only for odd m and ϑν is ignored when m /≡ 2 (4).
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Remark 67. For m = 1 this result was proved by [CFGK, Theorem 29], and for m = 2 and
k = 1 by Li [Li92, Proposition 4.6]; our proof will include these cases.
We switch to local notation. Since (3.16) also includes the integral (3.18) over the places in
S, we treat a single place and a finite product of places simultaneously. Let S′ be an arbitrary
finite set of places of F , and denote
G = G(FS′), H =H(FS′), U0 = U0(FS′), δ = δS′ , ι = ιS′ ,
ψU = (ψS′)U , σ2rkc = ∏
ν∈S′
σ2rkc,ν, ςι,c = ∏
ν∈S′
ςι,c,ν, ς∗,c = ∏
ν∈S′
ς∗,c,ν.
Realize H(m) using σ2rkc, and the right copy of G(m) by σc = ∏ν∈S′ σc,ν . The local properties
from § 1.4 are still applicable, because S′ is finite. Let π be a genuine irreducible representation
of G(m), realized using σc. Assume E is a genuine irreducible representation of GL
(m,r)
rkc (the
cover obtained from M̃P (FS′)) which affords an (rk, c) functional Λ, and such that
Λ(E(⟨b△, ς−rk
∗,c (b)⟩)ξ) = Λ(ξ), ∀b ∈ G.(3.19)
Even if Λ is unique up to scaling, E might not be (rk, c) because we do not assume the first
condition in the definition (O(E , β′, ψ) = 0 for any β′ ≿ ((rk)c)) holds. Let W(E) be the (rk, c)
model defined using Λ.
For the integrals (3.17), the representations ρc(τν) are (rk, c) and (3.19) is satisfied by Corol-
lary 37. If S′ = S, the functional chosen for the realization of W((Eτ)S) in (3.18) also satisfies
(3.19), by Corollary 40.
For a matrix coefficient ω of π∨ and a standard section fW(E) of Ind
H(m)
P̃
(W(E)δsP ),
Z(s,ω, fW(E)) = ∫
G
∫
U0
ω(⟨g,1⟩)fW(E)(⟨δu0,1⟩ ι⟨e2(g),1⟩, s)ψU (u0)du0 dg.(3.20)
Note that we omitted η−1(δu0). This is because we can use Corollary 16 to separate δ from u0 in
the global integral; then ην(δν) = 1 at almost all places; and locally when we use σ2krc, v ↦ ⟨v,1⟩
is the splitting of Nrkc and in particular of U0, by (1.8), which also implies ⟨δ,1⟩⟨u0,1⟩ = ⟨δu0,1⟩.
The map δ ↦ ⟨δ,1⟩ is a homomorphism when the local fields {Fν}ν∈S′ are all unramified (see
§ 1.4); in general replacing ⟨δ,1⟩ by ⟨δ, ǫ⟩ simply multiplies the integral by ǫ.
Proposition 68. The integral Z(s,ω, fW(E)), at least formally, can be regarded as a morphism
in the space
HomG×G(JU,ψ−1
U
(IndH(m)
P̃
(W(E)δsP )), π∨ ⊗ πι).(3.21)
Here JU,ψ−1
U
(⋯) is the Jacquet module with respect to U and ψ−1U , regarded as a representation
of G ×G by virtue of the embedding (g1, g2).
Proof. First we introduce some notation. Given ω, by definition there are vectors ξ and ξ∨ in
the spaces of π and π∨, such that ω(g) = π∨(g)ξ∨(ξ) = ξ∨(π(g−1)ξ) for g ∈ G(m). Assume ξ and
ξ∨ are given, and for g1, g2 ∈ G(m), let ωg1,g2 be the matrix coefficient of π∨ defined by
ωg1,g2(g) = π∨(g)((π∨)ι(g2)ξ∨)(π(g1)ξ) = π∨(g(ιg2))ξ∨(π(g1)ξ).
Regarding the integral as a trilinear form on
IndH
(m)
P̃
(W(E)δsP ) × π × (π∨)ι,
we claim that for g1, g2 ∈ G and u ∈ U ,
Z(s,ω⟨g1,1⟩,⟨g2,1⟩, (⟨e1(g1), ςrk+1∗,c (g1)⟩⟨e2(g2),1⟩⟨u,1⟩) ⋅ fW(E)) = ψ−1U (u)Z(s,ω, fW(E)).(3.22)
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Note that since both π and π∨ (thereby (π∨)ι) are defined on G(m) which is realized using σc,
the image of ⟨g1,1⟩ in H(m) is indeed ⟨e1(g1), ςrk+1∗,c (g1)⟩, see (1.26). Hence this trilinear form
factors through JU,ψ−1
U
, and since (π∨)ι = (πι)∨, it can be identified with an element of (3.21).
First we prove (for any ω)
Z(s,ω, ⟨u,1⟩ ⋅ fW(E)) = ψ−1U (u)Z(s,ω, fW(E)).(3.23)
Starting with the left hand side,
Z(s,ω, ⟨u,1⟩ ⋅ fW(E)) = ∫
G
∫
U0
ω(⟨g,1⟩)fW(E)(⟨δu0,1⟩ι⟨e2(g),1⟩⟨u,1⟩, s)ψU (u0)du0 dg.
By the definition of the embedding in § 1.3, we can write e2(
ιg)u = vgug where vg ∈ δ−1V ♢(crk) and
ug ∈ U0 (also see (3.5)). Then by (1.10) and (1.9),
e2(ιg)⟨u,1⟩ = ⟨vg,1⟩⟨ug,1⟩.
The integral becomes
∫
G
∫
U0
ω(⟨g,1⟩)fW(E)(⟨δu0,1⟩⟨vg,1⟩⟨ug,1⟩ι⟨e2(g),1⟩, s)ψU (u0)du0 dg
= ∫
G
∫
U0
fW(E)(⟨δvg,1⟩⟨δu0ug,1⟩ι⟨e2(g),1⟩, s)ψU (u0)du0 dg,
where the equality follows again from (1.10) and (1.9). Note that if we write δvg = v′g♢ for
v′g ∈ V(crk), ⟨δvg,1⟩ = ⟨v′g,1⟩ ∈ GL(m,r)rkc (the local analog of (3.6)). Now as in the linear case, the
definition of the embedding implies that when we change variables u0 ↦ u0u−1g and use the left
invariance properties of fW(E), we get
ψ−1U (u)∫
G
∫
U0
ω(⟨g,1⟩)fW(E)(⟨δu0,1⟩ι⟨e2(g),1⟩, s)ψU (u0)du0 dg,
completing the proof of (3.23).
It remains to prove (3.22) where u is omitted. Then the left hand side of (3.22) equals
∫
G
∫
U0
π∨(⟨g,1⟩ ι⟨g2,1⟩)ξ∨(π(⟨g1,1⟩)ξ)
fW(E)(⟨δu0,1⟩ι⟨e2(g),1⟩⟨e1(g1), ςrk+1∗,c (g1)⟩⟨e2(g2),1⟩, s)ψU (u0)du0 dg.
By (1.39) and because π∨ is anti-genuine,
π∨(⟨g,1⟩ ι⟨g2,1⟩) = π∨(⟨g(ιg2), σc(g, ιg2)ς−1ι,c (g2)⟩) = σ−1c (g, ιg2)ςι,c(g2)π∨(⟨g(ιg2),1⟩).
Also by (1.41), (1.42) and Proposition 7,
ι⟨e2(g),1⟩⟨e1(g1), ςrk+1∗,c (g1)⟩⟨e2(g2),1⟩ = ι⟨e2(g),1⟩⟨e1(g1), ςrk+1∗,c (g1)⟩ι⟨e2(ιg2), ςι,c(ιg2)⟩
= ⟨e1(g1), ςrk+1∗,c (g1)⟩ι(⟨e2(g),1⟩⟨e2(ιg2), ςι,c(ιg2)⟩)
= ⟨e1(g1), ςrk+1∗,c (g1)⟩ι⟨e2(g(ιg2)), σc(g, ιg2)ςι,c(ιg2)⟩.
In addition by (1.40), ςι,c(ιg2)ςι,c(g2) = 1 (!). Hence the integral equals
∫
G
∫
U0
π∨(⟨g(ιg2),1⟩)ξ∨(π(⟨g1,1⟩)ξ)
fW(E)(⟨δu0,1⟩⟨e1(g1), ςrk+1∗,c (g1)⟩ι⟨e2(g(ιg2)),1⟩, s)ψU (u0)du0 dg.
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Thus when we change g ↦ g(ιg2)−1 we obtain
∫
G
∫
U0
π∨(⟨g,1⟩)ξ∨(π(⟨g1,1⟩)ξ)fW(E)(⟨δu0,1⟩⟨e1(g1), ςrk+1∗,c (g1)⟩ι⟨e2(g),1⟩, s)ψU (u0)du0 dg.
(3.24)
Next multiply g ↦ g1g. Then
π∨(⟨g,1⟩)ξ∨(π(⟨g1,1⟩)ξ)↦ π∨(⟨g1, σc(g1, g)−1⟩⟨g,1⟩)ξ∨(π(⟨g1,1⟩)ξ) = σc(g1, g)π∨(⟨g,1⟩)ξ∨(ξ),
ι⟨e2(g),1⟩↦ ι⟨e2(g1), σc(g1, g)−1⟩ ι⟨e2(g),1⟩.
Note that ω(⟨g,1⟩) = π∨(⟨g,1⟩)ξ∨(ξ). Then (3.24) becomes
∫
G
∫
U0
ω(⟨g,1⟩)fW(E)(⟨δu0,1⟩⟨e1(g1), ςrk+1∗,c (g1)⟩ ι⟨e2(g1),1⟩ ι⟨e2(g),1⟩, s)ψU (u0)du0 dg.
By (1.23) and (1.43),
⟨e1(g1), ςrk+1∗,c (g1)⟩ ι⟨e2(g1),1⟩ = ⟨(g1, ιg1), ςrk+1∗,c (g1)ς−1ι,c (g1)⟩ = ι⟨(g1, g1), ςrk+1∗,c (g1)⟩.
Thus the last integral equals
∫
G
∫
U0
ω(⟨g,1⟩)fW(E)(⟨δu0,1⟩ι⟨(g1, g1), ςrk+1∗,c (g1)⟩ ι⟨e2(g),1⟩, s)ψU (u0)du0 dg.(3.25)
We have the local analog of (3.10): (g1,
ιg1)u0 = vg1ug1 with vg1 ∈ δ−1V ♢(crk) and ug1 ∈ U0, and
using (1.10),
(g1,ιg1)−1⟨u0,1⟩ = ⟨vg1,1⟩⟨ug1,1⟩.
Then using (1.8) and (1.10), the integral (3.25) equals
∫
G
∫
U0
ω(⟨g,1⟩)fW(E)(δι⟨(g1, g1), ςrk+1∗,c (g1)⟩⟨δ,1⟩⟨vg1 ,1⟩⟨ug1,1⟩ι⟨e2(g),1⟩, s)ψU (u0)du0 dg,
(3.26)
where δι⟨(g1, g1), ǫ⟩ = δ(ι⟨(g1, g1), ǫ⟩) and δι(g1, g1) = δ(g1, ιg1).
By Corollary 9, (g, g)↦ ⟨(g, g), ςrk+1
∗,c (g)⟩ is the splitting of {(g, g) ∶ g ∈ G} in H(m). Now we
describe the local version of Claim 65 to prove that for any g ∈ G and h ∈H(m),
fW(E)(δι⟨(g, g), ςrk+1∗,c (g)⟩h, s) = fW(E)(h, s).(3.27)
Using the notation of the proof of Claim 65, δι(g, g) = dglg with dg and lg described there. By
(3.14),
σ2rkc(dglg, dg′ lg′) = σ2rkc(dg, dg′) = σ♢rkc((g∗)△, (g′∗)△) = (ς∗,c(g∗)ς∗,c(g′
∗)
ς∗,c((gg′)∗) )
rk
.
Hence dglg ↦ ⟨dglg, ς−rk∗,c (g∗)⟩ is the unique splitting of {δι(g, g) ∶ g ∈ G}, then Corollary 9 and
(1.4) imply
δι⟨(g, g), ςrk+1
∗,c (g)⟩ = ⟨dglg, ς−rk∗,c (g∗)⟩
(cf. (3.15)). Now by (1.8) (recall lg ∈ UP ),
⟨dglg, ς−rk∗,c (g∗)⟩ = ⟨dg, ς−rk∗,c (g∗)⟩⟨lg,1⟩ = ⟨(g∗)△, ς−rk∗,c (g∗)⟩⟨lg,1⟩,
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where in the last equality we regard (g∗)△ as an element of MP . Consequently
fW(E)(δι⟨(g, g), ςrk+1∗,c (g)⟩h, s) = fW(Eτ )(⟨(g∗)△, ς−rk∗,c (g∗)⟩⟨lg,1⟩h, s)
= fW(Eτ )(⟨lg,1⟩h, s) = fW(Eτ )(h, s),
where the second equality follows from (3.19). This proves (3.27). Returning to (3.26) we have
∫
G
∫
U0
ω(⟨g,1⟩)fW(E)(⟨δ,1⟩⟨vg1 ,1⟩⟨ug1,1⟩ι⟨e2(g),1⟩, s)ψU (u0)du0 dg.
Finally when we conjugate ⟨vg1,1⟩ to the left, use the equivariance properties of W(E) and
change variables in ug1, we obtain
∫
G
∫
U0
ω(⟨g,1⟩)fW(E)(⟨δu0,1⟩ι⟨e2(g),1⟩, s)ψU (u0)du0 dg.(3.28)
This completes the proof of (3.22) in all cases. 
Corollary 69. For any section fW(E) and g1 ∈ G,
∫
U0
fW(E)(⟨δu0,1⟩ ι⟨(g1, g1), ςrk+1∗,c (g1)⟩, s)ψU (u0)du0 = ∫
U0
fW(E)(⟨δu0,1⟩, s)ψU(u0)du0.
Proof. Immediate from the passage (3.25)–(3.28) in the proof. 
Let S∞ be the set of archimedean places. Since we are assuming (throughout § 3) that the
number field contains µ2m, this is also true locally, then archimedean places are complex (when
m > 1), whence the covering is trivial. We can therefore regard these places in a manner similar
to linear groups (for m = 1 real and complex places were treated in [CFK]).
Proposition 70. The integral Z(s,ω, fW(E)) enjoys the following properties.
(1) It is absolutely convergent in a right half-plane Re(s)≫ 0 depending only on the represen-
tations.
(2) If S′∩S∞ = ∅, there is data (ω, fW(E)) for which Z(s,ω, fW(E)) is absolutely convergent and
equals 1, for all s.
(3) If S′ ⊂ S∞, then for a given s, there is (ω, fW(E)) where fW(E) is a smooth section, such
that Z(s,ω, fW(E)) is holomorphic and nonzero in a neighborhood of s.
(4) Assume E is a local component, or a finite tensor of local components, of the global (rk, c)
representation obtained by Theorem 54, and for ν ∈ S′ ∩ S∞, Eν is (rk, c). For any s there
is (ω, fW(E)) where fW(E) is ∏ν∈S′ K̃H,ν-finite such that Z(s,ω, fW(E)) is holomorphic and
nonzero in a neighborhood of s.
Proof. Parts (1)–(3) were proved for linear groups in [CFK, Propositions 20, 21], when ∣S′∣ = 1.
The arguments extend to covering groups and to finite products of integrals (i.e., to ∣S′∣ > 1),
and only depend on the equivariance property of the (k, c) functional under V(ck) and invariance
under SL△c ; here we have an (rk, c) functional with an equivariance property under V(crk) and
the invariance property is guaranteed by assumption (3.19). In particular for (2) note that if
we take a sufficiently small compact open neighborhood of the identity N in H , then H(m) is
split over N .
For the last assertion, first note that under the assumption on the archimedean places, we can
write Z(s,ω, fW(E)) as the product of an integral (3.18) with respect to S′′ = S′−S∞, and ∣S′∩S∞∣
local integrals over the places of S′ ∩ S∞. The integral over S′′ can be made constant by (2).
Since we also have part (3), it remains to prove that the integrals over the archimedean places
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admit meromorphic continuation to C as functions of s, and this continuation is continuous in
ων and fW(Eν).
We can now use local notation and consider a single archimedean place. Put
τ r = IndGLrkP(kr)((τ ⊗ . . . ⊗ τ)δ−1/(2rk)P(kr) ).
This representation admits a unique Whittaker model, because τ is irreducible and generic.
Then by Theorem 53,
E ⊂ IndGLrkcP((rk)c)((τ r ⊗ . . .⊗ τ r)δ−1/(2rk)P((rk)c) ).
By our assumption, E admits a unique (rk, c) functional, hence we can realize it using a
functional on the full induced representation, granted it does not vanish on E . Such can be
obtained inductively using the integral from § 2.5: first construct an integral on
V1 = IndGL2rkP((rk)2)((τ r ⊗ τ r)δ−1/(2rk)P((rk)2) ),
then compose it with an integral on
IndGL3rkP(2rk,rk)((V1 ⊗ τ r)δ−1/(2rk)P(2rk,rk)),
etc. With this realization we can follow the arguments from [CFK, § 6.13]: using the multiplica-
tivity arguments from [CFK, § 6.4.1] we reduce these continuation and continuity statements
to the case of doubling integrals for GL1 ×GLrk (whose covering version will be described here
in § 3.3) and Spc−2 ×GLrk, then repeat the arguments on the Spc−2 ×GLrk integral. We obtain
n doubling integrals for GL1 ×GLrk. Note that in loc. cit. the multiplicativity arguments were
formulated under the assumption that τ is essentially tempered, but this was only needed in
order to have the integral realization of the model [CFK, § 2.4], which is similar to § 2.5 here.
The continuation and continuity for a GL1 ×GLrk integral with a quasi-character of F ∗, and a
representation of GLrk which admits a unique Whittaker model, was then proved directly in
[CFK, § 6.13]; here the representation of GLrk is τ r, in loc. cit. it was τ . Now nonvanishing
for a KH,ν-finite section follows from the continuity. 
Remark 71. Over archimedean places the argument is greatly simplified if we assume ∣det ∣s′τ r
is unitary for some s′ ∈ R. Then E is precisely ρc(τ r) of [CFK], E is (rk, c) by [CFK, Theo-
rem 5], and all the assertions on the integral already follow from [CFK]. For example if τ is a
unitary irreducible representation of GLk(C) and ∣χi∣ = ∣ ∣αi with −1/2 < rαi < 1/2 for each χi in
the inducing data of τ , τ r is unitary; so ∣det ∣s′τ r is unitary if τ is essentially tempered.
Remark 72. Meromorphic continuation of the integrals over non-archimedean places can be
proved using Bernstein’s continuation principal (in [Ban98a]), by combining Proposition 68 with
Proposition 70, and granted that the dimension of (3.21) is at most 1 outside a finite set of
values of q−s. This uniqueness result requires the uniqueness of the (rk, c) model, and hence we
may not use it here at the ramified places. We will however prove the meromorphic continuation
of Z(s,ω, fW(E)) with unramified data and when the model is unique, as part of the computation.
As a corollary of our results, we deduce the meromorphic continuation of the global partial
L-function, but under an additional assumption on the archimedean places. Also recall that
we assume Conjectures 50 and 51, but for r = 1 or k = 1 our only assumption is µ2m ⊂ F ∗.
Theorem 73. Let π and τ be genuine irreducible cuspidal automorphic representations of
G(m)(A) and GL(m,r)k (A), and let S be a finite set of places such that for ν ∉ S, Fν, ψν , τν and
πν are unramified. Assume Eν is (rk, c) for all ν ∈ S∞, e.g., r = 1 or k = 1 (or τν is essentially
tempered). Then LSϑ(s, π × τ) admits meromorphic continuation to C.
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Proof. According to Theorem 64, Z(s,ϕ1, ϕ2, f) coincides with (3.4) for Re(s) ≫ 0. Given S,
we can choose the global data ϕ1, ϕ2 and f such that ων and fW(ρc(τν)) are normalized and
unramified for all ν ∉ S. Then for Re(s)≫ 0, by (3.16) and Theorem 66,
Z(s,ϕ1, ϕ2, f) =Z[S](s,ωS, fW((Eτ )S))
× L
S
ϑ(rαs + 1/2, π × τ)[LSϑ(rαs + rn + 1/2, τ)] ∏
1≤j≤rn
LSϑ(2rαs + 2j, τ,∧2)LSϑ(2rαs + 2j − 1, τ,∨2) .
(α = rkc + 1 and the factor in brackets appears only when m is odd.)
The left hand side admits meromorphic continuation to C, by Theorem 63. The partial L-
functions appearing in the denominator on the right hand side admit meromorphic continuation
by [Gao18b].
It is therefore sufficient to prove that for any s0 ∈ C, one can further choose the global data
such that Z[S](s,ωS, fW((Eτ )S)) is nonzero and holomorphic in a neighborhood of s0. This is
possible by Proposition 70 (4). Therefore LSϑ(rαs+1/2, π×τ) admits meromorphic continuation
to C. 
Remark 74. Gao [Gao18b] already implies the assertion of the theorem unconditionally (even
without µ2m ⊂ F ∗).
3.3. The local GL(m,r)n ×GL(m,r)k integrals. The proof of Theorem 66 in § 4 involves the
computation of GL(m,r)n ×GL(m,r)k integrals, which we introduce here. We do not develop the
global theory of these integrals (for the linear case see [CFK]), because for the present work they
are only needed locally, when the field is unramified. Still, for the purpose of their definition,
we take any local field. As in the symplectic case, we start with the description of the groups
and embeddings, proceed with the coverings, then consider the representations and integral.
Let n, k and m be positive integers, and r be either m when m is odd, or r =m/2 otherwise.
Put c = n. Denote G = GLc, H = GL2rkc and P = P(rkc,rkc). For the embedding G ×G ↪ H , set
Q = P(crk−1,2c,crk−1) =MQ ⋉U , then U = V(crk−1,2c,crk−1), and define
ψU(⎛⎜⎝
v x y
I2c z
v′
⎞⎟⎠) = ψ
−1(v)ψ(− tr(X1) + tr(Z1))ψ−1(v′), v, v′ ∈ V(crk−1),(3.29)
where ψ(v) and ψ(v′) are defined by (1.5), X1 is the bottom left c × c block of x and Z1 is the
top left c × c block of z. Then G ×G is embedded in the stabilizer of ψU in MQ by
(g1, g2) = diag(g1, . . . , g1, g1, g2, g1, . . . , g1), g1, g2 ∈ GLc,
where g1 appears rk times on the left of g2 and rk − 1 times on the right. Again we denote
e1(g) = (g,1) and e2(g) = (1, g).
Recall the covering GL
(m,r)
d defined in § 1.7, realized using the 2-cocycle
σ♢d (b, b′) = σ2d(diag(b, b∗),diag(b′, b′∗)).
We realize H(m,r) using σ♢2rkc, and both copies of G
(m) are realized using σ♢c . By (1.52) we
immediately deduce that the images of e1(G) and e2(G) commute in H(m,r), and moreover for
all gi, g′i ∈ G,
σ♢2rkc((g1, g2), (g′1, g′2)) = σ♢c (g1, g′1)2rkc−1σ♢c (g2, g′2) = σ♢c (g1, g′1)−1σ♢c (g2, g′2).(3.30)
(Cf. (1.23)).
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Thus we can lift the embedding G ×G↪H to an embedding of
{(ǫ1, ǫ2) ∈ µ2m ∶ ǫ1 = ǫ2}/G(m,r) ×G(m,r) ↪H(m,r)
via
⟨g, ǫ⟩↦ ⟨e1(g), ǫ−1⟩, ⟨g, ǫ⟩↦ ⟨e2(g), ǫ⟩.(3.31)
Equality (3.30) also implies an identity similar to (1.25):
⟨e1(g1), ǫ−11 ⟩⟨e2(g2), ǫ2⟩ = ⟨(g1, g2), ǫ−11 ǫ2⟩.(3.32)
To define the integral we introduce the following notation. Let
δ = δ0δ1, δ0 = ( IrkcIrkc ) , δ1 =
⎛⎜⎜⎜⎝
I(rk−1)c
Ic Ic
Ic
I(rk−1)c
⎞⎟⎟⎟⎠
,
U0 = U ∩UP , ψU(u0) = ψ(tr(Z1)).
Recall that G△ is the stabilizer in M(crk) of the character ψ of V(crk) given by (2.1) (now
G = GLc). By (1.52), σ♢rkc(g△, g′△) = σ♢c (g, g′)rk. Hence σ♢2rkc is trivial on {(g, g) ∶ g ∈ G}, and
note that (g, g) = diag(g△, g△), i.e., the diagonal embedding of 2rk copies of G in H . Thus
H(m,r) is split over {(g, g) ∶ g ∈ G}, and the trivial section is a splitting (not necessarily unique,
G is not perfect).
Let π be a genuine irreducible representation of G(m,r), and let E and E ′ be two genuine
irreducible representations of GL
(m,r)
rkc . Assume E (resp., E
′) affords an (rk, c) functional Λ
(resp., Λ′), and let W(E) (resp., W(E ′)) be the (rk, c) model defined using Λ (resp., Λ′). We
do not assume this model is unique. The additional assumption we need for the definition of
the integral is that for any ξ (resp., ξ′) in the space of E (resp., E ′),
Λ(E(⟨g△,1⟩)ξ)Λ′(E ′(⟨g△,1⟩)ξ′) = Λ(ξ)Λ′(ξ′), ∀g ∈ G.(3.33)
Let ω be a matrix coefficient of π∨, and fW(E)⊗W(E ′) be a standard section of
IndH
(m,r)
P̃
((W(E)⊗W(E ′))δsP ).
The integral is defined by
Z(s,ω, fW(E)⊗W(E ′)) = ∫
G
∫
U0
ω(⟨g,1⟩)fW(E)⊗W(E ′)(⟨δu0,1⟩⟨e2(g),1⟩, s)ψU(u0)du0 dg.(3.34)
Note that we do not have an involution here (ι = Ic). We prove the analog of Proposition 68:
Proposition 75. The integral Z(s,ω, fW(E)⊗W(E ′)) can be regarded (at least formally) as a
morphism in the space
HomG×G(JU,ψ−1
U
(IndH(m)
P̃
((W(E) ⊗W(E ′))δsP )), π∨ ⊗ π).(3.35)
Here JU,ψ−1
U
(⋯) is unnormalized.
Proof. Let ωg1,g2 be defined as in Proposition 68 (with ι = Ic). We need to prove that for
g1, g2 ∈ G and u ∈ U ,
Z(s,ω⟨g1,1⟩,⟨g2,1⟩, (⟨e1(g1),1⟩⟨e2(g2),1⟩⟨u,1⟩) ⋅ fW(E)⊗W(E ′)) = ψ−1U (u)Z(s,ω, fW(E)⊗W(E ′)).(3.36)
Regarding u, the proof is very similar to the proof in Proposition 68. The definition of the
embedding implies that we can write e2(g)u = vgug, with ug ∈ U0 but vg ∈ δ−1 diag(V(crk), V(crk)).
Then we apply (1.10) and (1.9) (as mentioned in § 1.7, these are still applicable with σ♢2rkc
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instead of σ2rkc), and check that the equivariance properties of both W(E) (resp., W(E ′))
under diag(V(crk), Irkc) (resp., diag(Irkc, V(crk))) together with ψU(ug) combine to emit ψ−1U (u).
Now assume u is trivial. The left hand side of (3.36) equals
∫
G
∫
U0
π∨(⟨g,1⟩⟨g2,1⟩)ξ∨(π(⟨g1,1⟩)ξ)
fW(E)⊗W(E ′)(⟨δu0,1⟩⟨e2(g),1⟩⟨e1(g1),1⟩⟨e2(g2),1⟩, s)ψU (u0)du0 dg.
Since ⟨e1(g1),1⟩ and ⟨e2(g2),1⟩ commute, and using (3.30) (with g1 = g′1 = Ic) and the fact that
π∨ is anti-genuine, when we change g ↦ gg−12 we obtain
∫
G
∫
U0
π∨(⟨g,1⟩)ξ∨(π(⟨g1,1⟩)ξ)fW(E)⊗W(E ′)(⟨δu0,1⟩⟨e1(g1),1⟩⟨e2(g),1⟩, s)ψU (u0)du0 dg.
(3.37)
(The absence of ι simplifies some of the computations!) Then when we multiply g ↦ g1g,
π∨(⟨g,1⟩)ξ∨(π(⟨g1,1⟩)ξ)↦ σ♢c (g1, g)π∨(⟨g,1⟩)ξ∨(ξ),
⟨e2(g),1⟩ ↦ ⟨e2(g1), σ♢c (g1, g)−1⟩⟨e2(g),1⟩,
and (3.37) equals
∫
G
∫
U0
ω(⟨g,1⟩)fW(E)⊗W(E ′)(⟨δu0,1⟩⟨(g1, g1),1⟩⟨e2(g),1⟩, s)ψU (u0)du0 dg,(3.38)
where we also used (3.32).
As in the proof of Proposition 68, (g1,g1)u0 = vg1ug1 with vg1 ∈ δ−1 diag(V(crk), V(crk)) and
ug1 ∈ U0, and using (1.10) and (1.8), the integral becomes
∫
G
∫
U0
ω(⟨g,1⟩)fW(E)⊗W(E ′)(δ⟨(g1, g1),1⟩⟨δ,1⟩⟨vg1 ,1⟩⟨ug1,1⟩⟨e2(g),1⟩, s)ψU (u0)du0 dg.(3.39)
We proceed by first proving
fW(E)⊗W(E ′)(δ⟨(g, g),1⟩h, s) = fW(E)⊗W(E ′)(h, s), ∀g ∈ G,h ∈H(m,r).(3.40)
Since δ(g, g) = (g, g) (δ1 commutes with (g, g)), we can write δ⟨(g, g), ǫ⟩ = ⟨(g, g), ǫgǫ⟩ where
ǫg ∈ µm. Then because σ♢2rkc is trivial on {(g, g) ∶ g ∈ G}, the map g ↦ ǫg is a character of G,
hence trivial on SLc. Also since δ2 = I2rkc, ǫ2g = 1. We claim ǫg = 1 for all g ∈ G, and it remains
to show this for g = t ∈ TGLc . This follows from Proposition 2 under our assumption µ2m ⊂ F ∗,
but we provide a proof without this assumption.
We compute ǫt directly in Sp
(m)
4rkc, using the 2-cocycle σ4rkc of GL4rkc. Put
dt = diag(t, . . . , t, t∗, . . . , t∗) ∈ Sp4rkc,
where t and t∗ each occurs 2rkc times. By definition
ǫg = σ4rkc(diag(δ, δ∗), dt)σ4rkc(diag(δ, δ∗)dt,diag(δ, δ∗)−1)σ4rkc(diag(δ, δ∗),diag(δ, δ∗)−1)−1,
so that in fact
diag(δ,δ∗)⟨dt,1⟩ = ⟨dt, ǫg⟩.
We write diag(δ, δ∗) in the form t0w′ where w′ ∈W4rkc using Example 1 twice, once for δ, the
other for δ∗(= δ). We see that w′ = diag(w′′,w′′) where w′′ ∈W2rkc and
t0 = diag((−1)rkcIrkc, Irkc, (−1)rkcIrkc, Irkc) ∈ GL4rkc .
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Also the set of roots α ∈ Φ+4rkc such that diag(δ, δ∗)α < 0 is the set
{(i, j) ∶ 1 ≤ i ≤ rkc < j ≤ 2rkc}∐{(i, j) ∶ 2rkc + 1 ≤ i ≤ 3rkc < j ≤ 4rkc}.
Then by (1.17),
w′⟨dt,1⟩ = ⟨w′dt, ∏
1≤i,j≤c
(−tj , ti)(rk)2m ∏
1≤i,j≤c
(−t−1j , t−1i )(rk)2m ⟩ = ⟨dt,1⟩.
Hence
diag(δ,δ∗)⟨dt,1⟩ = t0⟨dt,1⟩.
When rkc is even, t0 = I4rkc and we deduce ǫt = 1. For odd rkc, using (1.7) we see that
t0⟨dt,1⟩ = ⟨dt, σrkc(−Irkc, t△)σrkc(−Irkc, (t∗)△)σrkc(t△,−Irkc)σrkc((t∗)△,−Irkc)⟩,
and again by (1.7),
σrkc(−Irkc, t△) = rk−1∏
l=0
( c∏
i=2
c
∏
j=i
(−1, tj)m)(−1,det t)lcm,
σrkc(−Irkc, (t∗)△) = rk−1∏
l=0
(c−1∏
i=1
i
∏
j=1
(−1, t−1j )m)(−1,det t)lcm,
σrkc(t△,−Irkc) = rk−1∏
l=0
(c−1∏
i=1
i
∏
j=1
(tj ,−1)m)(−1,det t)lcm,
σrkc((t∗)△,−Irkc) = rk−1∏
l=0
( c∏
i=2
c
∏
j=i
(t−1j ,−1)m)(−1,det t)lcm.
Since (−1, x)m(x−1,−1)m = 1, the product of first and last 2-cocycles is 1, and so is the product
of the second and third. We deduce ǫt = 1 (thereby ǫg = 1) in all cases.
We complete the proof of (3.40). Since ǫg = 1 for all g ∈ G, we can use (1.52) and obtain
δ⟨(g, g),1⟩ = ⟨diag(g△, Irkc),1⟩⟨diag(Irkc, g△),1⟩.
Also δP ((g, g)) = 1. This together with (3.33) proves (3.40).
Returning to (3.39) we have
∫
G
∫
U0
ω(⟨g,1⟩)fW(E)⊗W(E ′)(⟨δ,1⟩⟨vg1 ,1⟩⟨ug1,1⟩⟨e2(g),1⟩, s)ψU (u0)du0 dg.
Using the equivariance properties of W(E) and W(E ′) with respect to {⟨v,1⟩ ∶ v ∈ V(crk)} and
changing variables in ug1, we reach the right hand side of (3.36), as required. 
As a corollary of the proof, we obtain the analog of Corollary 69.
Corollary 76. For any section fW(E)⊗W(E ′) and g1 ∈ G,
∫
U0
fW(E)⊗W(E ′)(⟨δu0,1⟩ ⟨(g1, g1),1⟩, s)ψU (u0)du0 = ∫
U0
fW(E)⊗W(E ′)(⟨δu0,1⟩, s)ψU (u0)du0.
Proof. See (3.38) and the remaining part of the proof. 
Proposition 77. Let F be a local non-archimedean field. Assume E and E ′ are (rk, c) repre-
sentations. Then (3.33) holds for g ∈ SLc. Further assume E ′ = E∗ where ∗ is given by (1.54),
and if m does not divide rk (i.e., r =m/2 and k is odd) we also assume µ2m ⊂ F ∗. Then (3.33)
holds for g ∈ G.
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Proof. By definition JV
(crk)
,ψ(E) and JV
(crk)
,ψ(E ′) are one-dimensional, hence so is their tensor.
The action of the subgroup {⟨(g, g),1⟩ ∶ g ∈ G} on JV
(crk)
,ψ(E) ⊗ JV
(crk)
,ψ(E ′) is by a character,
which must then be trivial when g ∈ SLc. Since (Λ⊗Λ′)(ξ ⊗ ξ′) = Λ(ξ)⊗Λ′(ξ′) factors through
the Jacquet modules (on both E and E ′), and by (1.52) for any g ∈ G,
⟨(g, g),1⟩ = ⟨diag(g△, Irkc),1⟩⟨diag(Irkc, g△),1⟩,
the first assertion holds.
Assume m∣rk, then σ♢rkc is already trivial on G△, hence GL(m,r)rkc is split over G△. Thus G△
acts by a non-genuine character on JV
(crk)
,ψ(E) (resp., JV
(crk)
,ψ(E ′)), and we can write
Λ(E(⟨g△,1⟩)ξ) = ̺(det g)Λ(ξ), Λ′(E ′(⟨g△,1⟩)ξ′) = ̺′(det g)Λ′(ξ′),
for some quasi-characters ̺, ̺′ of F ∗. When E ′ = E∗, by (1.54) we have E ′(⟨g△,1⟩) = E(∗⟨g△,1⟩) =
E(⟨(g∗)△,1⟩), whence
Λ′(E ′(⟨g△,1⟩)ξ′) = Λ′(E(⟨(g∗)△,1⟩)ξ′) = ̺(det g∗)Λ′(ξ′).
This proves (3.33) for all g ∈ G.
Now assume m does not divide rk. Since H(m,r) is split over {(g, g) ∶ g ∈ G} and we already
have (3.33) on SLc, it suffices to prove (3.33) for the subgroup A1 = {diag(a, Ic−1) ∶ a ∈ F ∗}. For
any t = diag(a, Ic−1) ∈ A1 and t′ = diag(a′, Ic−1) ∈ A1, by (1.52) and (1.51),
σ♢rkc(diag(a, Ic−1)△,diag(a′, Ic−1)△) = (a, a′)rkm = (a, a′)2.(3.41)
Hence if we fix some nontrivial additive character ψ′ of F , there is a quasi-character ̺ of F ∗
such that Λ(E(⟨diag(a, Ic−1)△,1⟩)ξ′) = γψ′(a)̺(a)Λ(ξ′).
Furthermore, taking w = (−1)c(c−1)/2Jc ∈ SLc, Proposition 2 (now µ2m ⊂ F ∗m) and the left
invariance of Λ under ⟨w△,1⟩ imply
Λ(E(⟨diag(a, Ic−1)△,1⟩)ξ) = Λ(E(⟨w△,1⟩⟨diag(a, Ic−1)△,1⟩)ξ)
= Λ(E(⟨(w diag(a, Ic−1))△,1⟩⟨w△,1⟩)ξ)
= Λ(E(⟨diag(Ic−1, a)△,1⟩⟨w△,1⟩)ξ).
Since ⟨diag(Ic−1, a)△,1⟩ must transform on the left by some character, using the left invariance
under ⟨w△,1⟩ again we obtain for all a ∈ F ∗,
Λ(E(⟨diag(Ic−1, a)△,1⟩)ξ′) = γψ′(a)̺(a)Λ(ξ′).
In addition by (1.54), ∗⟨diag(a, Ic−1)△,1⟩ = ⟨diag(Ic−1, a−1)△,1⟩. Therefore when E ′ = E∗,
Λ′(E ′(⟨diag(a, Ic−1)△,1⟩)ξ′) = Λ′(E(⟨diag(Ic−1, a−1)△,1⟩)ξ′) = γψ′(a−1)̺(a−1)Λ′(ξ′).
Since γψ′(a)γψ′(a−1) = 1 (see (1.68), (a, a)2 = 1) and ̺(a)̺(a−1) = 1, again (3.33) holds. 
The analog of Proposition 70 (1)–(3) is valid here as well. E.g., the integrals are absolutely
convergent in a right half plane, and for a given s, there is data (ω, fW(E)⊗W(E ′)) for which the
integral is nonzero and holomorphic in a neighborhood of s.
4. Computation of the local factors with unramified data
In this section we prove Theorem 66, namely we compute (3.17) with unramified data.
Throughout, F is unramified and µ2m ⊂ F ∗. Also fix an unramified character ψ of F , and
the Haar measure on F is the one assigning 1 to O. The measure of the subgroups KH , KG
and KGLn is also normalized to be 1.
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In § 4.1 we reduce the G(m) × GL(m,r)k integral to the GL(m,r)n ×GL(m,r)k integral (3.34). In
§ 4.2 we reduce the latter to the product of integrals GL(m,r)a ×GL(m,r)k and GL(m,r)b ×GL(m,r)k ,
where n = a + b. The computation of the GL(m,r)1 ×GL(m,r)k integrals with unramified data is
carried out in § 4.3. Finally in § 4.4 we collect the previous results to conclude the proof.
4.1. The reduction from Sp(m)c to GL
(m,r)
n . Let n, k and m be positive integers and put
c = 2n. Set r = m/2 if m is even, otherwise r = m. Let G = Spc and H = Sp2rkc. The covering
H(m) is realized using σ2rkc, the embedding G ×G ↪ H given in § 1.3 is lifted to the coverings
via (1.24), and we fixed the 2-cocycles on G to be σ∗,rkc for the left copy and σc for the right
copy. For the description of the local G(m) × GL(m,r)k integral see § 3.2. Also recall that the
splitting of NH is given by v ↦ ⟨v,1⟩; the canonical splitting of KH is y ↦ ⟨y, η2rkc(y)⟩; and
η2rkc is trivial on Nrkc ∩KH , Trkc ∩KH and on permutation matrices (see § 1.4).
Let π be a genuine irreducible unramified representation of G(m), where G(m) is realized using
σc, and τ be a genuine irreducible unramified representation of GL
(m,r)
k , which is the unramified
constituent of I
GL
(m,r)
k
(ϑ,χ).
We assume τ satisfies the following properties, which are plainly the restatement of several
properties from § 2.5. Assume τ satisfies (2.45), and also assume that for all 0 < l ≤ c, the
representation
Ind
GL
(m,r)
rkl
P̃
(krl)
((τ ⊗ . . . ⊗ τ)δ−1/(2rk)P
(krl)
)
contains a unique irreducible unramified (rk, l) subrepresentation ρl(τ). Denote the (rk, l)
model of ρl(τ) by W(ρl(τ)). It follows that Corollary 56, Proposition 58 and Corollary 59 are
applicable. In particular τ = I
GL
(m,r)
k
(ϑ,χ), and we can also use the realization of the (rk, c)
functional from § 2.6, using (rk, l) and (rk, c − l) functionals.
As proved in § 2.5, these properties are all satisfied in the context of (3.17), i.e., when τ is a
local component at an unramified place of a genuine unitary irreducible cuspidal automorphic
representation of GL
(m,r)
k (A), and under Conjectures 50 and 51, and the global assumption that
the field contains µ2m. See Proposition 57.
Let ω be the normalized unramified matrix coefficient of π∨, and fW(ρc(τ)) be the normalized
unramified standard section of IndH
(m)
P̃
(W(ρc(τ))δsP ), as in the statement of Theorem 66.
We can always assume π is a quotient of IndG
(m)
R̃
(πn), where R = MR ⋉ UR is the standard
Siegel parabolic subgroup of G (i.e., MR = GLn), and πn is a genuine irreducible unramified
representation of GL(m,r)n . Let
∗ be defined by (1.54). By definition τ∗ enjoys the properties
of τ stated above (see also Proposition 25), so that (2.45) holds and ρl(τ∗) is defined for all
0 < l ≤ c. Also by (1.52),
(IndGL(m,r)rkl
P̃
(krl)
((τ ⊗ . . . ⊗ τ)δ−1/(2rk)P
(krl)
))∗ = IndGL(m,r)rkl
P̃
(krl)
((τ∗ ⊗ . . .⊗ τ∗)δ−1/(2rk)P
(krl)
),
hence ρl(τ∗) = ρl(τ)∗.
Let ωn be the normalized unramified matrix coefficient of π∨n , and fW(ρc(τ))⊗W(ρc(τ∗)) be the
normalized unramified standard section of
Ind
GL
(m,r)
2rkn
P̃(rkn,rkn)
((W(ρn(τ))⊗W(ρn(τ∗)))δsP(rkn,rkn)).
Remark 78. In the linear setting, whenever τ is irreducible, τ∗ = τ∨. Here it is important we
use τ∗, since τ∨ is anti-genuine, then τ ⊗ τ∨ is non-genuine (rendering (3.34) undefined).
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Put α = 2rkc + 1 and define
dτ,ϑ(s) = [ Lϑ(rαs + 1/2, τ)
Lϑ(rαs + rn + 1/2, τ)] ∏1≤j≤⌊rn/2⌋
Lϑ(2rαs + 2j, τ,∨2)
Lϑ(2rαs + 2j + 2rn − 2⌊rn/2⌋ − 1, τ,∨2)(4.1)
× ∏
1≤j≤⌈rn/2⌉
Lϑ(2rαs + 2j − 1, τ,∧2)
Lϑ(2rαs + 2j + 2rn − 2⌈rn/2⌉, τ,∧2) ,
where the factor in square brackets is included only when m is odd, and for x ∈ R, ⌊x⌋ denotes
the largest integer smaller than or equal to x.
The following is our first reduction lemma.
Lemma 79. For Re(s)≫ 0, Z(s,ω, fW(ρc(τ))) = dτ,ϑ(s)Z(αs/(rkn), ωn, fW(ρc(τ))⊗W(ρc(τ∗))).
Proof. We adapt the proof of the linear case [CFGK, Lemma 27]. For the purpose of computing
the integral with unramified data, we may assume π = IndG(m)
R̃
(πn), then π∨ = IndG(m)R̃ (π∨n). Let{,}MR be the M̃R-invariant pairing on πn×π∨n and choose a semi-invariant measure on R/G (see
[BZ76, 1.21]). We can then realize the G(m)-invariant pairing on π × π∨ by the integral
{ϕ,ϕ∨} = ∫
R/G
{ϕ(⟨g,1⟩), ϕ∨(⟨g,1⟩)}MR dg,
where ϕ and ϕ∨ belong to the spaces of π and π∨, respectively. Using the Iwasawa decomposition
G = RKG, and since ϕ is genuine and ϕ∨ is anti-genuine,
{ϕ,ϕ∨} = ∫
KG
{ϕ(⟨y, ηc(y)⟩), ϕ∨(⟨y, ηc(y)⟩)}MR dy.(4.2)
If ϕ is unramified, ϕ(⟨y, ηc(y)⟩) = ϕ(e) where e = ⟨Ic,1⟩. Since ω is unramified, so is ϕ (and ϕ∨)
and
ω(⟨g,1⟩) = ∫
KG
{ϕ(e), ϕ∨(⟨y, ηc(y)⟩⟨g,1⟩)}MR dy.
Plugging this into Z(s,ω, fW(ρc(τ))) we obtain
∫
G
∫
KG
{ϕ(e), ϕ∨(⟨y, ηc(y)⟩⟨g,1⟩)}MR dy∫
U0
fW(ρc(τ))(⟨δu0,1⟩ ι⟨e2(g),1⟩, s)ψU(u0)du0 dg.(4.3)
Multiplying g ↦ y−1g (we can change the order of integration when Re(s)≫ 0),
⟨g,1⟩↦ ⟨y−1, σc(y−1, g)−1⟩⟨g,1⟩,
and because ⟨y, ηc(y)⟩⟨y−1, ηc(y−1)⟩ = e and ϕ∨ is anti-genuine,
ϕ∨(⟨y, ηc(y)⟩⟨y−1, σc(y−1, g)−1⟩⟨g,1⟩) = ηc(y−1)σc(y−1, g)ϕ∨(⟨g,1⟩).
Also
fW(ρc(τ))(⟨δu0,1⟩ ι⟨e2(g),1⟩, s)↦ fW(ρc(τ))(⟨δu0,1⟩ ι⟨e2(y−1g),1⟩, s)
= fW(ρc(τ))(⟨δu0,1⟩ ι⟨e2(y−1), σ2rkc(e2(y−1), e2(g))−1⟩ ι⟨e2(g),1⟩, s).
Since σc(y−1, g) = σ2rkc(e2(y−1), e2(g)) by Proposition 7, and {ϕ,ϕ∨}MR is bilinear, (4.3) becomes
∫
G
∫
KG
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
U0
fW(ρc(τ))(⟨δu0,1⟩ ι⟨e2(y−1), ηc(y−1)⟩ ι⟨e2(g),1⟩, s)ψU (u0)du0 dy dg.
(4.4)
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The map e1(y)↦ ⟨e1(y), η2rkc(e1(y))⟩ is a splitting of e1(KG), and by (1.26) so is the map
e1(y)↦ y ↦ ⟨y, ηc(y)⟩↦ ⟨e1(y), ςrk+1∗,c (y)η−1c (y)⟩.
Hence because KG is perfect,
η2rkc(e1(y)) = ςrk+1∗,c (y)η−1c (y).(4.5)
Then since fW(ρc(τ)) is right invariant on ⟨e1(y−1), η2rkc(e1(y−1))⟩ and using Proposition 7 and
(1.43),
fW(ρc(τ))(⟨δu0,1⟩ ι⟨e2(y−1), ηc(y−1)⟩ ι⟨e2(g),1⟩, s)
= fW(ρc(τ))(⟨δu0,1⟩ ι⟨(y−1, y−1), ςrk+1∗,c (y−1)⟩ ι⟨e2(g),1⟩, s).
The integral over U0 becomes
∫
U0
fW(ρc(τ))(⟨δu0,1⟩ ι⟨(y−1, y−1), ςrk+1∗,c (y−1)⟩ ι⟨e2(g),1⟩, s)ψU (u0)du0.(4.6)
Now by Corollary 69 we can omit ι⟨(y−1, y−1), ςrk+1
∗,c (y−1)⟩ from this integral, and since the
measure of KG is 1, (4.4) equals
∫
G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
U0
fW(ρc(τ))(⟨δu0,1⟩ ι⟨e2(g),1⟩, s)ψU (u0)du0 dg.(4.7)
The function a↦ δ
−1/2−s
P (a)fW(ρc(τ))(ah, s), a ∈ GL(m,r)n , belongs to the (rk, c)modelW(ρc(τ))
of ρc(τ). By Corollary 56 with l = n = c/2,
ρc(τ) ⊂ IndGL(m,r)rkc
P̃(rkn,rkn)
((W(ρn(τ))⊗W(ρn(τ)))δ−1/(2rk)P(rkn,rkn)).
Let L =ML⋉UL be the standard parabolic subgroup ofH withML = GLrkn ×GLrkn =M(rkn,rkn).
According to Proposition 62, we can realize W(ρc(τ)) using (2.50). Then by transitivity of
induction there is a standard section fW(ρn(τ))⊗W(ρn(τ)) on
IndH
(m)
L̃
(∣det ∣−n/2+αsW(ρn(τ))⊗ ∣det ∣n/2+αsW(ρn(τ)))(4.8)
such that for all h ∈H(m),
fW(ρc(τ))(h, s) = ∫
V
fW(ρn(τ))⊗W(ρn(τ))(⟨κv,1⟩h, s)dv.(4.9)
Here V and κ are given in § 2.6, and implicitly identified with their images in MP . Moreover,
fW(ρn(τ))⊗W(ρn(τ)) is normalized and unramified. Indeed it is clearly unramified, and by the
proof of Proposition 62 it is also normalized, because the volume of V ∩KGLrkc is 1 and
fW(ρn(τ))⊗W(ρn(τ))(⟨I2rkc,1⟩, s) = fW(ρc(τ))(⟨I2rkc,1⟩, s) = 1.
With this modification, (4.7) takes the form
∫
G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
U0
∫
V
fW(ρn(τ))⊗W(ρn(τ))(⟨κv,1⟩⟨δu0,1⟩ ι⟨e2(g),1⟩, s)ψU (u0)dv du0 dg.
(4.10)
This integral is absolutely convergent for Re(s)≫ 0 as a triple integral.
Next we shift v to the right. By (1.8) and since σ2rkc is trivial W+2rkc (see § 1.4),
⟨κv,1⟩⟨δu0,1⟩ = ⟨κ,1⟩⟨v,1⟩⟨δ0,1⟩⟨δ1,1⟩⟨u0,1⟩.
Observe the following properties.
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(1) The element δ0 normalizes V , in particular δ
−1
0 ⟨v,1⟩ = ⟨δ−10 v,1⟩ by (1.10).
(2) For v ∈ V , vδ1 = δ1u′ with u′ ∈ U0 such that ψU(u′) = 1; since δ1u′ ∈ Nrkc, by (1.10) and (1.8)
we have v⟨δ1,1⟩ = ⟨δ1u′,1⟩ = ⟨δ1,1⟩⟨u′,1⟩.
(3) The elements of V normalize U0 and fix ψU ∣U0.
(4) Since V is also a subgroup of M(rkc−n,n) and the image of v ∈ V in MP takes the form
diag(v′, Ic, v′∗) with v′ ∈M(rkc−n,n), V and e2(G) commute; by (1.12) this extends to H(m)
(det v = 1 for any v ∈ V ).
(5) Since δ0 and κ commute and σ2rkc is trivial on W+2rkc, ⟨δ0,1⟩ and ⟨κ,1⟩ commute.
(6) Because δ1, κδ1 ∈ Nrkc, (1.10) implies κ⟨δ1,1⟩ = ⟨κδ1,1⟩.
(7) The image of κ in MP takes the form diag(κ0, Ic, κ∗0), where κ0 ∈ GLrkc−n is a permutation
matrix, and also det g = 1, whence (1.12) implies that ⟨κ,1⟩ and ⟨e2(g),1⟩ commute.
A computation shows
U ′0 = κU0 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎝
Irkn U1 U2
Irkn U3 U4
Irkn
Irkn
⎞⎟⎟⎟⎠
∈ H
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
,(4.11)
where U1 = ( ∗ ∗0 ∗ ) with 0 ∈Matn, so that
{(Irkn U1
Irkn
)}
is the unipotent subgroup appearing in the GL(m,r)n ×GL(m,r)k integral; ψU is trivial on U2 and
U3, and its restriction to the coordinates of U1 is the character ψU for this integral; U2 (resp.,
U3) takes the form ( ∗ ∗0 ∗ ) with 0 ∈Matn; and U4 is already determined by U1 and the symplectic
form defining H . Regard ψU as a character of U ′0 by ψU(u′0) = ψU(κ−1u′0), for u′0 ∈ U ′0.
We can now use (1)–(7) to rewrite (4.10) in the form
∫
G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR(4.12)
∫
U ′
0
∫
V
fW(ρn(τ))⊗W(ρn(τ))(⟨δ0(κδ1),1⟩⟨u′0,1⟩ ι⟨e2(g),1⟩⟨κv,1⟩, s)ψU (u′0)dv du′0 dg.
Next, factoring this integral through UR we obtain
∫
UR/G
∫
UR
{ϕ(e), ϕ∨(⟨z,1⟩⟨g,1⟩)}MR
∫
U ′
0
∫
V
fW(ρn(τ))⊗W(ρn(τ))(⟨δ0(κδ1),1⟩⟨u′0,1⟩ ι⟨e2(z),1⟩ ι⟨e2(g),1⟩⟨κv,1⟩, s)ψU (u′0)dv du′0 dz dg.
Let U●0 be the subgroup obtained from U
′
0 by replacing the 0 block of U2 with arbitrary
coordinates such that the elements still belong in H . For z ∈ UR and u′0 ∈ U ′0,
e2(ιz−1)((κδ1)u′0) =mz(κδ1)uz,
where mz belongs to the subgroup V((2rk−1)n,n) of GLrkc and when z and u
′
0 vary over UR and
U ′0, uz varies over U
●
0 . Moreover
κδ1, u
′
0,mz , uz ∈ Nrkc, so that by (1.10) and (1.9),
e2(ιz−1)⟨(κδ1)u′0,1⟩ = ⟨mz,1⟩⟨(κδ1)uz,1⟩.
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After this conjugation and since ϕ∨(⟨z,1⟩⟨g,1⟩) = ϕ∨(⟨g,1⟩), the integral equals
∫
UR/G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
UR
∫
U ′
0
∫
V
fW(ρn(τ))⊗W(ρn(τ))
(⟨δ0,1⟩ ι⟨e2(z),1⟩⟨mz ,1⟩⟨(κδ1)uz,1⟩ ι⟨e2(g),1⟩⟨κv,1⟩, s)ψU (u′0)dv du′0 dz dg.
Since δ0(ι⟨e2(z),1⟩) ∈ Nrkc, by (1.4) we have
δ0(ι⟨e2(z),1⟩) = ⟨δ0e2(ιz),1⟩.
Also because δ0mz ∈ V(n,(2rk−1)n) < Nrkc, by (1.10) we have δ0⟨mz,1⟩ = ⟨δ0mz,1⟩. Thus we can
further write
∫
UR/G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
UR
∫
U ′
0
∫
V
fW(ρn(τ))⊗W(ρn(τ))
(⟨δe2(ιz),1⟩⟨δ0mz,1⟩⟨δ0(κδ1),1⟩⟨uz,1⟩ ι⟨e2(g),1⟩⟨κv,1⟩, s)ψU (u′0)dv du′0 dz dg.
Since δe2(ιz) ∈ UP < UL, the section is invariant on the left on ⟨δe2(ιz),1⟩. Now as in the linear
case ([CFGK, (3.21)–(3.22)]), we can change variables in uz to remove the dependency on z, this
affects ψU but the change is cancelled when we use the equivariance properties of the inducing
data of fW(ρn(τ))⊗W(ρn(τ)) under ⟨δ0mz,1⟩ (the first model emits a character). Therefore we can
combine the integrations over UR and U ′0 into an integration over U
●
0 and obtain
∫
UR/G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
U●
0
∫
V
fW(ρn(τ))⊗W(ρn(τ))(4.13)
(⟨δ0(κδ1),1⟩⟨u●0,1⟩ ι⟨e2(g),1⟩⟨κv,1⟩, s)ψU (u●0)dv du●0 dg.
Here ψU was lifted to a character of U●0 trivially on the coordinates outside U
′
0.
Now we decompose δ0 and write du●0 as an iterated integral. Let δ
′ = δ′0δ′1 be the elements
corresponding to the GL(m,r)n ×GL(m,r)k integral (defined in § 3.3), regarded as elements of MP .
For example, δ′0 is the image of ( IrknIrkn ) in MP . We can then write
δ0 = wδ′0w, w =
⎛⎜⎜⎜⎝
Irkn
Irkn
−Irkn
Irkn
⎞⎟⎟⎟⎠
.
Observe that because U●0 differs from U
′
0 by only one block (the bottom left n × n block of
U2), one may still use (4.11) to describe the elements of U●0 . For u
●
0 ∈ U●0 and i ∈ {2,3}, let ui
denote the element obtained from u●0 by zeroing out the coordinates in the blocks Uj with j ≠ i,
and u1,4 be similarly obtained by removing the coordinates in U2 and U3. Then we have
δ0u
●
0 = w ⋅ (δ′0w)u2 ⋅ δ′0 ⋅ w(u1,4) ⋅wu3,
δ0(κδ1)u●0 = w ⋅ (δ′0w)u2 ⋅ δ′ ⋅ w(u1,4) ⋅wu3.(4.14)
Note that κδ1 ∈ UP , hence commutes with u●0. We can extend (4.14) to H(m): indeed σ2rkc
is trivial on W+2rkc; and also u
●
0,
(δ′
0
w)u2,w(u1,4), κδ1 ∈ Nrkc, so that (1.10) is applicable and the
elements κδ1 and u●0 commute in H
(m). Hence
⟨δ0(κδ1),1⟩⟨u●0,1⟩ = ⟨w (δ′0w)u2,1⟩⟨δ′ w(u1,4),1⟩⟨wu3,1⟩.(4.15)
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Let U2 be the subgroup of elements (δ
′
0
w′)u2:
U2 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎝
Irkn
Irkn Z
Irkn
Irkn
⎞⎟⎟⎟⎠
∈H
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
.
This subgroup will be used below to define an intertwining operator. Let U1,4 be the subgroup
of elements w(u1,4), this is the subgroup U0 of the GL(m,r)n ×GL(m,r)k integral, when we identify
GL2rkn with MP by b↦ diag(b, b∗). Additionally denote the subgroup of elements u3 by U3.
Let M(s) be the standard intertwining operator from the space of (4.8) to the space of
IndH
(m)
L̃
(∣det ∣−n/2+αsW(ρn(τ))⊗ ∣det ∣−n/2−αsW(ρn(τ∗))),(4.16)
defined by
M(s)fW(ρn(τ))⊗W(ρn(τ))(h, s) = ∫
U2
fW(ρn(τ))⊗W(ρn(τ))(⟨w,1⟩⟨u2,1⟩h, s)du2.
Note that the image of M(s) is indeed in this space, where ∗ is defined by (1.54). This is
because W(ρn(τ))∗ =W(ρn(τ)∗) =W(ρn(τ∗)), which is true for any extension of ∗ to GL(m,r)rkn
(see § 4.1); for a ∈ GLrkn, w diag(Irkn, a, a∗, Irkn) = diag(Irkn, a∗, a, Irkn), hence when we regard⟨a, ǫ⟩ in GL(m,r)rkn , we obtain a lift of ∗; to check which one, consider a = diag(a1, Irkn−1) and now
w⟨diag(Irkn, a, a∗, Irkn), ǫ⟩ = ⟨diag(Irkn, a∗, a, Irkn), ǫ⟩
by Proposition 2. The image of M(s)fW(ρn(τ))⊗W(ρn(τ)) is an unramified vector in the space
of (4.16), and we denote dτ,ϑ(s) =M(s)fW(ρn(τ))⊗W(ρn(τ))(⟨I2rkc,1⟩). We will prove below that
dτ,ϑ(s) is equal to (4.1).
When we plug (4.15) into (4.13), it becomes
∫
UR/G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
U3
∫
U1,4
∫
V
M(s)fW(ρn(τ))⊗W(ρn(τ))(4.17)
(⟨δ′u′,1⟩⟨wu3,1⟩ ι⟨e2(g),1⟩⟨κv,1⟩, s)ψU(u′)dv du′ du3 dg.
We proceed using the Iwasawa decomposition G = RKG. Since σc(y, y′) = σ2rkc(e2(y), e2(y′))
for any y, y′ ∈KG and KG is perfect, ηc(y) = η2rkc(e2(y)). Then by (1.44),
ι⟨e2(y), ηc(y)⟩ = ⟨e2(ιy), ηc(ιy)⟩ = ⟨e2(ιy), η2rkc(e2(ιy))⟩.
As explained above ((4) and (7)), e2(G) commutes with κ and v in H(m). Hence
M(s)fW(ρn(τ))⊗W(ρn(τ))(⟨δ′u′,1⟩⟨wu3,1⟩ ι⟨e2(g),1⟩ ι⟨e2(y), ηc(y)⟩⟨κv,1⟩, s)
=M(s)fW(ρn(τ))⊗W(ρn(τ))(⟨δ′u′,1⟩⟨wu3,1⟩ ι⟨e2(g),1⟩⟨κv,1⟩⟨e2(ιy), η2rkc(e2(ιy))⟩, s)
=M(s)fW(ρn(τ))⊗W(ρn(τ))(⟨δ′u′,1⟩⟨wu3,1⟩ ι⟨e2(g),1⟩⟨κv,1⟩, s).
In addition the vector ϕ∨ is right invariant on ⟨y, ηc(y)⟩. It follows that when we write a
representative g in the form diag(g′, g′∗)y with g′ ∈ GLn and y ∈ KG, the integrand is right
invariant on y. Since the measure of KG is 1, (4.17) equals
∫
GLn
{ϕ(e), ϕ∨(⟨diag(g′, g′∗),1⟩)}MR ∫
U3
∫
U1,4
∫
V
M(s)fW(ρn(τ))⊗W(ρn(τ))(4.18)
(⟨δ′u′,1⟩⟨wu3,1⟩ ι⟨e2(diag(g′, g′∗)),1⟩⟨κv,1⟩, s)ψU (u′)δ−1R (diag(g′, g′∗))dv du′ du3 dg′.
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The function
⟨g′, ǫ⟩ ↦ δ−1/2R (diag(g′, g′∗)){ϕ(e), ϕ∨(⟨diag(g′, g′∗), ǫ⟩)}MR
is the normalized unramified matrix coefficient of π∨n, which we denoted ωn. When we conjugate
u3 by ιe2(diag(g′, g′∗)), the measure is multiplied by ∣det g′∣(−rk+1)n. Using (1.8) and (1.10), we
have
∫
U3
∫
V
∫
GLn
ωn(⟨g′,1⟩) ∫
U1,4
∣det g′∣(n−α)/2M(s)fW(ρn(τ))⊗W(ρn(τ))(4.19)
(⟨δ′u′,1⟩wι⟨e2(diag(g′, g′∗)),1⟩⟨wu3,1⟩⟨κv,1⟩, s)ψU (u′)du′ dg′ du3 dv.
Here we also changed the integration order, which is allowed for Re(s)≫ 0, and for any g ∈ G,
the notation wι⟨e2(g),1⟩ stands for w(ι⟨e2(g),1⟩).
Let (, )′ ∶ GLn ×GLn ↪ GL2rkn denote the embedding in the construction of the GL(m,r)n ×GL(m,r)k
integral, when GL2rkn is identified with MP as above. Now we see that
wιe2(diag(g′, g′∗)) = diag(Irkn, g′, I2(rk−1)n, g′∗, Irkn) = (In, g′)′.
We claim that this conjugation extends to the covering, namely
wι⟨e2(diag(g′, g′∗)),1⟩ = ⟨(In, g′)′, (det g′,det g′)(rk+1)n+1m ⟩.(4.20)
In fact, since we only need to apply this identity to the integral (4.19), it is sufficient to
establish (4.20) on a dense subset of GLn. We provide two proofs of this, both valid also when
F is not unramified. The first argument shows (4.20) on a dense subset without using µ2m ⊂ F ∗.
The second proves (4.20) for any g′ ∈ GLn, under the assumption µ2m ⊂ F ∗ (which we have
throughout § 4), in which case (det g′,det g′)(rk+1)n+1m = 1.
The first proof: we prove (4.20) on the subset N−GLnBGLn, which is dense in GLn. Thus
g′ = u−g tgvg where u−g ∈ N−GLn, tg ∈ TGLn and vg ∈ NGLn . Fix the splitting u− ↦ ⟨u−, ςn(u−)⟩
of N−n in G
(m) and similarly fix ςrkc for N−rkc in H
(m). As explained in § 1.6, we can com-
pute ςι,c by regarding ι as an element of GLc, then wι is the element in GL2rkc given by
w diag(I2rkc−n, ι, I2rkc−n). By the analog of (1.10) for N−rkc and ςrkc (use (1.4)),
wι⟨e2(diag(u−g , (u−g )∗)), ςrkc(e2(diag(u−g , (u−g)∗)))⟩ = ⟨(In, u−g)′, ςrkc((In, u−g )′)⟩.
By (1.23) and (1.12), for any z1, z2 ∈ N−GLn ,
σc(diag(z1, z∗1),diag(z2, z∗2)) = σ2rkc(e2(diag(z1, z∗1 )), e2(diag(z2, z2∗))) = σ2rkc((In, z1)′, (In, z2)′),
so that because ςn is canonical,
ςn(diag(u−g , (u−g)∗)) = ςrkc(e2(diag(u−g , (u−g)∗))) = ςrkc((In, u−g )′).
Hence (4.20) holds for u−g .
Consider tg and set dg = diag(tg, t∗g) ∈ G. Write ι = t0w′ where w′ ∈Wc and t0 ∈ TGLc is such
that its diagonal coordinates are ±1. Then by (1.17) and since the set of roots α ∈ Φ+c such that
ια < 0 is the set {(i, j) ∶ 1 ≤ i ≤ n < j ≤ c},
ι⟨dg,1⟩ = t0(w′⟨dg,1⟩) = t0(⟨w′dg, ∏
1≤i,j≤n
(−t−1j , ti)m⟩) = t0(⟨w′dg, ∏
1≤i≠j≤n
(−1, titj)m⟩).
Here to show the second equality note that each pair (i, j) with i < j appears twice in the
product over 1 ≤ i, j ≤ n, and (−t−1j , ti)m(−t−1i , tj)m = (−1, titj)m (also (−t−1i , ti)m = 1).
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We proceed similarly with w; write w = t1w′′ with t1 ∈ TGL2rkc and w′′ ∈ W2rkc and denote
t2 = t1w′′e2(t0). By (1.17) and since the roots to consider are now
{(i, j) ∶ rkn + 1 ≤ i ≤ rkc < j ≤ rkc + rkn)},
wι⟨e2(dg),1⟩ = t2(w′′⟨e2(w′dg), ∏
1≤i≠j≤n
(−1, titj)m⟩)
= t2(⟨w′′e2(w′dg), ∏
1≤i≠j≤n
(−1, titj)2m⟩) = t2⟨(In, tg)′,1⟩.
Now by Example 1,
t0 = diag((−1)nIn, In), t1 = diag(Irkn, (−1)rknIrkn,−Irkn, Irkn),
t2 = diag(Irkn, (−1)rknIrkn,−I(rk−1)n, (−1)n+1In, Irkn).
By (1.7) (t2 ∈ TGL2rkc) we see that
t2⟨(In, tg)′,1⟩ = ⟨(In, tg)′, (det tg,det tg)n+1+rknm ⟩.
Also (4.20) holds for vg by (1.10), because wιe2(diag(vg, v∗g )) ∈ Nrkc.
Since σc(u−g tg, vg) = 1 (by (1.8)), we have shown that for g′ = u−g tgvg,
wι⟨e2(diag(g′, g′∗)),1⟩
= σ2rkc(e2(diag(u−g , u−g ∗)), e2(diag(tg, t∗g)))−1 wι⟨e2(diag(u−g , u−g ∗)),1⟩wι⟨e2(diag(tg, t∗g)),1⟩
wι⟨e2(diag(vg, v∗g )),1⟩
= σc(diag(u−g , u−g ∗),diag(tg, t∗g))−1⟨(In, u−g)′,1⟩⟨(In, tg)′, (det tg,det tg)(rk+1)n+1m ⟩⟨(In, vg)′,1⟩
= ⟨(In, g′)′, (det g′,det g′)(rk+1)n+1m ⟩.
Here for the last equality we used (1.12). This completes the proof of (4.20) for g′ ∈ N−GLnBGLn .
The second proof: consider any g′ ∈ GLn. According to the Bruhat decomposition in GLn,
we can write g′ = ugtgwgvg with ug, vg ∈ NGLn , tg ∈ TGLn and wg is a permutation matrix. If
diag(wg,w∗g ) = t0w′ where t0 ∈ TGLc and w′ ∈Wc, then by (1.1) (with g = diag(tg, t∗g), g′ = t0 and
g′′ = w′) and (1.14),
σc(diag(tg, t∗g), t0w′) = σc(diag(tg, t∗g), t0) = 1(4.21)
(µ2m ⊂ F ∗). Hence by (1.8),
wι⟨e2(diag(g′, g′∗)),1⟩
(4.22)
= wι⟨e2(diag(ug, u∗g)),1⟩wι⟨e2(diag(tg, t∗g)),1⟩wι⟨e2(diag(wg,w∗g )),1⟩wι⟨e2(diag(vg, vg∗)),1⟩.
As above (4.20) holds for ug and vg by (1.10) (wιe2(diag(ug, u∗g)) ∈ Nrkc and similarly for vg); and
for wg because σ2rkc is trivial on W+2rkc. Regarding tg, let t0 = diag(I2rkc−n,−In, I2rkc) ∈ TGL2rkc ,
then wιt0 ∈H ∩W+2rkc. Since t0 commutes with any element of TGL2rkc , we can replace wι with
wιt0 in (4.20) for tg, then it holds by Proposition 2. Therefore (4.22) becomes
wι⟨e2(diag(g′, g′∗)),1⟩ = ⟨(In, ug)′,1⟩⟨(In, tg)′,1⟩⟨(In,wg)′,1⟩⟨(In, vg)′,1⟩ = ⟨(In, g′)′,1⟩.
Here for the second equality note that σ2rkc((In, tg)′, (In,wg)′) = 1 which follows, e.g., from
(4.21) and (1.12), or simply by applying the arguments used for the proof of (4.21) to σ2rkc.
Again we conclude (4.20).
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Now we plug (4.20) into (4.19) and obtain
∫
U3
∫
V
∫
GLn
ωn(⟨g′,1⟩) ∫
U1,4
∣det g′∣(n−α)/2M(s)fW(ρn(τ))⊗W(ρn(τ))(4.23)
(⟨δ′u′,1⟩⟨(In, g′)′,1⟩⟨wu3,1⟩⟨κv,1⟩, s)ψU (u′)du′ dg′ du3 dv.
Looking at (4.16) we see that when we restrict M(s)fW(ρn(τ))⊗W(ρn(τ)) to M̃P = GL(m,r)2rkn , we
obtain a rational section of
∣det ∣(α−n)/2 IndGL(m,r)2rkn
P̃(rkn,rkn)
((W(ρn(τ))⊗W(ρn(τ∗)))δαs/(rkn)P(rkn,rkn)).(4.24)
Therefore the inner du′dg′-integral of (4.23) is the GL(m,r)n ×GL(m,r)k integral, and we can rewrite
(4.23) in the form
∫
U3
∫
V
Z(αs/rkn,ωn, (⟨wu3,1⟩⟨κv,1⟩) ⋅M(s)fW(ρn(τ))⊗W(ρn(τ)))du3 dv.(4.25)
As in the linear case, the next step is to show that the integral over U3 vanishes unless
v, u3 ∈KH . Fix the splitting v− ↦ ⟨v−, ςrkc(v−)⟩ for N−rkc in H(m) (see above). We can write
⟨wu3,1⟩⟨κv,1⟩ = w(⟨u3,1⟩κ⟨v,1⟩)⟨wκ,1⟩ = w(⟨u3,1⟩⟨κv, ςrkc(κv)⟩)⟨wκ,1⟩
= ⟨wu3, ςrkc(wu3)⟩⟨wκv, ςrkc(wκv)⟩)⟨wκ,1⟩ = ⟨w(u3(κv)), ςrkc(w(u3(κv)))⟩⟨wκ,1⟩.
Here we used the fact that κV,wU3,wκV < N−rkc and (1.4). The section M(s)fW(ρn(τ))⊗W(ρn(τ))
is unramified, thus (4.25) becomes
∫
U3
∫
V
Z(αs/rkn,ωn, ⟨w(u3(κv)), ςrkc(w(u3(κv)))⟩ ⋅M(s)fW(ρn(τ))⊗W(ρn(τ)))du3 dv.
Now we use conjugations by elements from Nrkc(O). We briefly explain how to extend the
argument from the linear setting; see the proof of [CFGK, Lemma 27] for more details, and
note that all occurrences of k from the argument in [CFGK, pp. 36–38] should here be replaced
with rk. If x ∈ Nrkc(O), then M(s)fW(ρn(τ))⊗W(ρn(τ)) is right-invariant on ⟨x,1⟩. Assume
z ∈ w(U3(κV )) is such that x−1z = uxzx where ux ∈ P ∩Nrkc, the projection of ux to MP belongs
to the subgroup U appearing in the GL(m,r)n ×GL(m,r)k integral, and zx ∈ w(U3(κV )). Then by
(1.8),
x−1⟨z, ςrkc(z)⟩ = ⟨x−1z, σ2rkc(x−1, z)σ2rkc(x−1z, x)σ2rkc(x−1, x)−1ςrkc(z)⟩ = ⟨uxzx, ςrkc(z)⟩
= ⟨ux,1⟩⟨zx, ςrkc(zx)⟩.
Now we can change variables zx ↦ z, this change only involves U3, and use the equivariance
properties of the inner integral Z(⋯) (with respect to the subgroup U of that integral). It then
follows that when we select the elements x in the correct order, the du3 integral vanishes unless
v ∈ KH . The coordinates of U3 are also handled by choosing x ∈ Nrkc(O) in a certain order,
such that x
−1
z = uxzx where ux and zx are as above. The change of variables involves blocks
of U3 which have not been handled, and the vanishing follows by producing an inner integral
∫X ψ(tr(xu))dx, where X ⊂ Matn(O) and u is a certain block of U3. This integral vanishes
unless u ∈Matn(O).
Turning back to (4.25), since the measures of U3 ∩KH and V ∩KH are 1, we obtain
Z(αs/rkn,ωn,M(s)fW(ρn(τ))⊗W(ρn(τ))).
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The section M(s)fW(ρn(τ))⊗W(ρn(τ)) restricted to GL(m,r)2rkn is equal to dτ,ϑ(s)fW(ρc(τ))⊗W(ρc(τ∗))
(by the definition of the latter section), hence we proved (in Re(s)≫ 0)
Z(s,ω, fW(ρc(τ))) = dτ,ϑ(s)Z(αs/(rkn), ωn, fW(ρc(τ))⊗W(ρc(τ∗))).
To complete the proof of the lemma, it remains to show that dτ,ϑ(s) is equal to (4.1).
Recall τ = I
GL
(m,r)
k
(ϑ,χ). Identify Sp2rkn with its image in the standard Levi subgroup of
H isomorphic to GLrkn×Sp2rkn. By (1.12) and the definition of Sp(m)2rkn (using restriction, see
§ 1.4), S̃p2rkn = Sp(m)2rkn (alternatively use [BLS99, § 2, Theorem 7]). Looking at (4.8) we see that
the restriction of fW(ρc(τ)) to Sp
(m)
2rkn is the normalized unramified element in the space of
I
Sp
(m)
2rkn
(ϑ,⊗1≤i≤k,1≤j≤rnχi∣ ∣αs+j/r−1/(2r)).
To compute dτ,ϑ(s) we deploy the Gindikin–Karpelevich formula [Gao18b, Theorem 7.10], which
includes the interpretation of the constant in terms of local Langlands–Shahidi L-functions (for
unramified data), i.e., using a decomposition of the adjoint action.
The adjoint action of GLrkn(C) on the Lie algebra of the L-group of U2 is now either st⊕∧2 for
odd m, because then Sp
(m)
2rkn
∨ = SO2rkn+1(C), or ∧2 if m is even, since then Sp(m)2rkn∨ = Sp2rkn(C)
(see § 1.8).
When m is odd, the standard representation contributes
∏
1≤i≤k
∏
1≤j≤rn
Lϑ(rαs + j − 1/2, χi)
Lϑ(rαs + j + 1/2, χi) =
Lϑ(rαs + 1/2, τ)
Lϑ(rαs + rn + 1/2, τ) .(4.26)
For all m, the exterior square contributes for each pair 1 ≤ i ≠ i′ ≤ k,
∏
1≤j,j′≤rn
Lϑ(2αs + j + j′ − 1, χiχi′)
Lϑ(2αs + j + j′, χiχi′) = ∏1≤j≤rn
Lϑ(2αs + j,χiχi′)
Lϑ(2αs + j + rn,χiχi′) ,
and for 1 ≤ i ≤ k,
∏
1≤j1<rn
∏
j1<j2≤rn
Lϑ(2αs + j1 + j2 − 1, χ2i )
Lϑ(2αs + j1 + j2, χ2i ) = ∏1≤j<rn
Lϑ(2αs + 2j,χ2i )
Lϑ(2αs + j + rn,χ2i ) .
(This product is by definition 1 for r = n = 1.) Thus when rn is odd we obtain
∏
1≤j≤(rn−1)/2
Lϑ(2αs + 2j, τ,∨2)
Lϑ(2αs + 2j + rn, τ,∨2) ∏1≤j≤(rn+1)/2
Lϑ(2αs + 2j − 1, τ,∧2)
Lϑ(2αs + 2j + rn − 1, τ,∧2) ,(4.27)
and for even rn,
∏
1≤j≤rn/2
Lϑ(2αs + 2j, τ,∨2)
Lϑ(2αs + 2j + rn − 1, τ,∨2) ∏1≤j≤rn/2
Lϑ(2αs + 2j − 1, τ,∧2)
Lϑ(2αs + 2j + rn, τ,∧2) .(4.28)
We conclude that for even m, dτ,ϑ(s) is either (4.27) or (4.28) (depending on rn), and if m is
odd, it is also multiplied by (4.26). In both cases we obtain (4.1). 
4.2. The reduction from GL(m,r)n to GL
(m,r)
1 . The set-up and local integral were defined in
§ 3.3 and we use the same notation and definitions. In particular c = n, G = GLc, H = GL2rkc
and P = P(rkc,rkc). The covering H(m,r) is realized using σ♢2rkc and G is realized using σ♢c . We
have a splitting of KH given by y ↦ ⟨y, η♢2rkc(y)⟩, where η♢2rkc(y) = η4rkc(diag(y, y∗)).
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Let π be a genuine irreducible unramified representation of G, and let τ and τ ′ be genuine
irreducible unramified representations of GL
(m,r)
k . We assume τ and τ
′ both satisfy the proper-
ties from § 4.1, in particular they each satisfy (2.45), τ = I
GL
(m,r)
k
(ϑ,χ), τ ′ = I
GL
(m,r)
k
(ϑ,χ′) and
W(ρl(τ)) and W(ρl(τ ′)) are the (rk, l) models for 0 < l ≤ c.
We further assume that the pair of representations (ρl(τ), ρl(τ ′)) satisfies (3.33) for all l.
Since we are already assuming the (rk, l) models are unique, this condition does not depend
on the functionals realizing each model. Recall that (3.33) was necessary for the definition of
the GL
(m,r)
l ×GL(m,r)k integrals. Note that since τ ′ = τ∗ when the integrals are produced by
Lemma 79, Proposition 77 guarantees this condition holds, in the context where we will be
applying the results of this section.
Let ω be the normalized unramified matrix coefficient of π∨ and fW(ρc(τ))⊗W(ρc(τ ′)) be the
normalized unramified standard section of
IndH
(m,r)
P̃
(W(ρc(τ))⊗W(ρc(τ ′))δsP ).
Write c = a + b for some 0 < a < c. We can now assume π is a quotient of IndG(m,r)
P̃(a,b)
(πa ⊗ πb),
where πa and πb are genuine irreducible unramified representations of GL
(m,r)
a and GL
(m,r)
b . Let
ωa and ωb be the normalized unramified matrix coefficients of π∨a and π
∨
b . Let fW(ρa(τ))⊗W(ρa(τ ′))
and fW(ρb(τ))⊗W(ρb(τ ′)) be the normalized unramified standard sections of
Ind
GL
(m,r)
2rka
P̃(rka,rka)
((W(ρa(τ))⊗W(ρa(τ ′)))δsP(rka,rka)) and
Ind
GL
(m,r)
2rkb
P̃(rkb,rkb)
((W(ρb(τ))⊗W(ρb(τ ′)))δsP(rkb,rkb)).
Denote α = rkn and
dτ,τ ′,ϑ,a,b(s) = ∏
1≤j≤rb
Lϑ,ϑ−1(2rαs + j, τ × τ ′∨)
Lϑ,ϑ−1(2rαs + ra + j, τ × τ ′∨) = ∏1≤j≤rb
Lϑ(2rαs + j, τ × τ ′∨)
Lϑ(2rαs + ra + j, τ × τ ′∨) .(4.29)
Note that by Proposition 25, τ ′∗ = I
GL
(m,r)
k
(ϑ,χ′−1) hence Lϑ,ϑ−1(s, τ × τ ′∨) = Lϑ(s, τ × τ ′∗); the
second equality holds because µ2m ⊂ F ∗.
The following result is the analog of Lemma 79, but while there we only considered the Siegel
parabolic subgroup, here we handle any maximal parabolic subgroup (thereby any parabolic
subgroup).
Lemma 80. In a right half-plane Re(s)≫ 0,
Z(s,ω, fW(ρc(τ))⊗W(ρc(τ ′)))
= dτ,τ ′,ϑ,a,b(s)Z(αs/(rka), ωa, fW(ρa(τ))⊗W(ρa(τ ′)))Z(αs/(rkb), ωb, fW(ρb(τ))⊗W(ρb(τ ′))).
Proof. This proof is the adaptation of [CFGK, Lemma 33] to the covering case; the arguments
are similar to those used for the proof of Lemma 79, so that several parts of the proof will be
described briefly.
Assume π = IndG(m,r)
R̃
(πa ⊗ πb) and π∨ = IndG(m,r)R̃ (π∨a ⊗ π∨b ). Let {,}MR be the M̃R-invariant
pairing on (πa ⊗ πb) × (π∨a ⊗ π∨b ). Then we can write (cf. (4.2))
{ϕ,ϕ∨} = ∫
KG
{ϕ(⟨y, η♢c (y)⟩), ϕ∨(⟨y, η♢c (y)⟩)}MR dy,
ω(⟨g,1⟩) = ∫
KG
{ϕ(e), ϕ∨(⟨y, η♢c (y)⟩⟨g,1⟩)}MR dy.
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Here e = ⟨Ic,1⟩. Thus Z(s,ω, fW(ρc(τ))⊗W(ρc(τ ′))) equals
∫
G
∫
KG
{ϕ(e), ϕ∨(⟨y, η♢c (y)⟩⟨g,1⟩)}MR dy∫
U0
fW(ρc(τ))⊗W(ρc(τ ′))(⟨δu0,1⟩⟨e2(g),1⟩, s)ψU (u0)du0 dg.
(4.30)
(Cf. (4.3).) We repeat the arguments (4.3)–(4.4), i.e., multiply g ↦ y−1g, but use the fact that
σ♢2rkc(e2(g), e2(g)) = σ♢c (g, g′) (see (3.30)) instead of Proposition 7, to obtain
∫
G
∫
KG
{ϕ(e), ϕ∨(⟨g,1⟩)}MR(4.31)
∫
U0
fW(ρc(τ))⊗W(ρc(τ ′))(⟨δu0,1⟩⟨e2(y−1), η♢c (y−1)⟩⟨e2(g),1⟩, s)ψU (u0)du0 dy dg.
To proceed we need to show (η♢c )−1(y) = η♢2rkc(e1(y)) (cf. (4.5)). First we claim
η♢c (y) = η♢2rkc(e2(y)), ∀y ∈KG.(4.32)
This follows as in the proof of Proposition 22: consider the embedding Sp2c ↪ Sp4rkc,
x∎,rk = diag(Irkc,( x1 x2I2rkc−2c
x3 x4
) , Irkc), x = ( x1 x2x3 x4 ) , xi ∈Matc.
By [BLS99, § 2, Lemma 5], since KSp2c is perfect,
η2c(x) = η4rkc(x∎,rk), ∀x ∈KSp2c .
This proves (4.32), because by definition η♢c (y) = η2c(diag(y, y∗)) and
η♢2rkc(e2(y)) = η♢2rkc(diag(Irkc, y, Irkc−c)) = η4rkc(diag(y, y∗)∎,rk).
There are 2rk − 1 additional standard embeddings of Sp2c in Sp4rkc, given by
x∎,l = diag(Ilc,( x1 x2I4rkc−2(l+1)c
x3 x4
) , Ilc), 0 ≤ l < 2rk, l ≠ rk.
By [BLS99, § 2, Theorem 7], all 2rk images Sp∎,l2c (0 ≤ l < 2rk) are commuting in Sp(m)4rkc and
σ4rkc( ∏
0≤l<2rk
(xl)∎,l, ∏
0≤l<2rk
(x′l)∎,l) = ∏
0≤l<2rk
σ2c(xl, x′l), xl, x′l ∈ Sp2c .
Therefore x∎,l ↦ ⟨x∎,l, η2c(x)⟩ is the canonical splitting of K∎,lSp2c in Sp(m)4rkc. Consider the diagonal
embedding x ↦ x× of KSp2c in the direct product of K
∎,l
Sp2c
over l ≠ rk, i.e.,
x ↦ x× = ∏
0≤l<2rk,l≠rk
x∎,l.
The canonical splitting of K×Sp2c = {x× ∶ x ∈ KSp2c} in Sp(m)4rkc is x× ↦ ⟨x×, η2rk−12c (x)⟩. Hence for
any x ∈KSp2c , η4rkc(x×) = η2rk−12c (x) = η−12c (x). In particular for y ∈KG, since
diag(e1(y), e1(y)∗) = diag(y, y∗)×
(e1(y) = diag(y, . . . , y, Ic, y, . . . , y) where y appears rk times on the left of Ic, and rk − 1 times
on the right),
(η♢c )−1(y) = η−12c (diag(y, y∗)) = η4rkc(diag(y, y∗)×) = η4rkc(diag(e1(y), e1(y)∗)) = η♢2rkc(e1(y)).
Now using the right-invariance of fW(ρc(τ)⊗W(ρc(τ ′)) on
⟨e1(y−1), η♢2rkc(e1(y−1))⟩ = ⟨e1(y−1), (η♢c )−1(y−1)⟩
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and (3.30), the du0-integral equals (cf. (4.6))
∫
U0
fW(ρc(τ))⊗W(ρc(τ ′))(⟨δu0,1⟩⟨(y−1, y−1),1⟩⟨e2(g),1⟩, s)ψU (u0)du0.
By Corollary 76 we can remove ⟨(y−1, y−1),1⟩ from this integral and (4.31) equals (cf. (4.7))
∫
G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
U0
fW(ρc(τ)⊗W(ρc(τ ′))(⟨δu0,1⟩⟨e2(g),1⟩, s)ψU (u0)du0 dg.(4.33)
By Corollary 56 with l = a = c − b,
ρc(τ) ⊂ IndGL(m,r)rkcP̃(rka,rkb)((W(ρa(τ))⊗W(ρb(τ)))δ−1/(2rk)P(rka,rkb)),
and similarly for ρc(τ ′). Set L = P(rka,rkb,rka,rkb). We realize W(ρc(τ)) and W(ρc(τ ′)) using
(2.50), and there is a standard section fW(ρa(τ))⊗W(ρb(τ))⊗W(ρa(τ ′))⊗W(ρb(τ ′)) on
IndH
(m,r)
L̃
(∣det ∣−b/2+αsW(ρa(τ))⊗ ∣det ∣a/2+αsW(ρb(τ))(4.34)
⊗ ∣det ∣−b/2−αsW(ρa(τ ′))⊗ ∣det ∣a/2−αsW(ρb(τ ′)))
such that for all h ∈H(m,r),
fW(ρc(τ))⊗W(ρc(τ ′))(h, s)
= ∫
V
∫
V
fW(ρa(τ))⊗W(ρb(τ))⊗W(ρa(τ ′))⊗W(ρb(τ ′))(⟨diag(κ,κ)diag(v, v′),1⟩h, s)dv dv′.
(Cf. (4.8), (4.9).) Put κ● = diag(κ,κ). Note that we implicitly computed
⟨diag(κ, Irkc),1⟩⟨diag(v, Irkc),1⟩⟨diag(Irkc, κ),1⟩⟨diag(Irkc, v′),1⟩ = ⟨κ● diag(v, v′),1⟩,
which is valid by (1.52) and (1.8) (recall (1.8)–(1.10) are valid for σ♢d ).
Since fW(ρc(τ))⊗W(ρc(τ ′)) is normalized and unramified, and by the proof of Proposition 62,
the section f... = fW(ρa(τ))⊗W(ρb(τ))⊗W(ρa(τ ′))⊗W(ρb(τ ′)) is also normalized and unramified.
Integral (4.33) becomes (cf. (4.10))
∫
G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR(4.35)
∫
U0
∫
V
∫
V
f...(⟨κ● diag(v, v′),1⟩⟨δu0,1⟩⟨e2(g),1⟩, s)ψU(u0)dv dv′ du0 dg,
which is absolutely convergent for Re(s)≫ 0 as a quadruple integral.
Also since σ♢2rkc is trivial on W
+
2rkc (σ4rkc is trivial on W
+
4rkc) and by (1.8),
⟨δu0,1⟩ = ⟨δ0,1⟩⟨δ1,1⟩⟨u0,1⟩.
Properties (1)–(7) from the proof of Lemma 79 now take the following form:
(1) By (1.10), δ
−1
0 ⟨diag(v, v′),1⟩ = ⟨diag(v′, v),1⟩.
(2) By (1.8) and (1.10), diag(v
′,v)⟨δ1,1⟩ = ⟨δ1,1⟩⟨u′,1⟩ where u′ ∈ U0 and ψU(u′) = 1.
(3) The elements of both copies of V normalize U0 and fix ψU ∣U0.
(4) Since e2(G) < diag(Irkc,GLrkc), by (1.52) the subgroups diag(V, Irkc) and e2(G) commute
in H(m,r).
(5) ⟨δ0,1⟩ commutes with ⟨κ●,1⟩.
(6) Since δ1, κ
●
δ1 ∈ NGL2rkc , κ●⟨δ1,1⟩ = ⟨κ●δ1,1⟩.
(7) The element ⟨diag(κ, Irkc),1⟩ commutes with ⟨e2(G),1⟩, again by (1.52).
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Define
U ′0 = κ●U0 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎝
Irka U1 U2
Irkb U3 U4
Irka
Irkb
⎞⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
.
As opposed to (4.11), here U4 does not depend on U1. In fact
{(Irka U1
Irka
)} , {(Irkb U4
Irkb
)}
are the unipotent subgroups corresponding to the GL(m,r)a ×GL(m,r)k and GL(m,r)b ×GL(m,r)k inte-
grals, and restriction of ψU to the coordinates of U1 and U4 gives the similar character for these
integrals. In addition, the bottom left a × b (resp., b × a) block of U2 (resp., U3) is 0.
Utilizing properties (1)–(7), (4.35) equals (cf. (4.12))
∫
G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
U ′
0
∫
V
∫
V
(4.36)
f...(⟨δ0(κ●δ1),1⟩⟨u′0,1⟩⟨diag(Irkc, κv),1⟩⟨e2(g),1⟩⟨diag(κv′, Irkc),1⟩, s)ψU (u′0)dv dv′ du′0 dg.
We can factor (4.36) through UR and it becomes
∫
UR/G
∫
UR
{ϕ(e), ϕ∨(⟨z,1⟩⟨g,1⟩)}MR ∫
U ′
0
∫
V
∫
V
(4.37)
f...(⟨δ0(κ●δ1),1⟩⟨u′0,1⟩⟨diag(Irkc, κv),1⟩⟨e2(z),1⟩⟨e2(g),1⟩⟨diag(κv′, Irkc),1⟩, s)
ψU(u′0)dv dv′ du′0 dz dg.
Form the group U●0 by letting the 0 block of U2 in U
′
0 take arbitrary coordinates. For z ∈ UR,
e2(z)−1⟨diag(Irkc, v),1⟩ = ⟨diag(Irkc, vz),1⟩⟨diag(Irkc, v),1⟩, vz ∈ V(a,rkc−a),
(diag(Irkc,κ)e2(z))−1 ⟨(κ●δ1)u′0,1⟩ (diag(Irkc,κ)e2(z)) = ⟨(κ●δ1)u●z,1⟩,
δ0⟨diag(Irkc,κ)e2(z),1⟩ = ⟨δ0 diag(Irkc,κ)e2(z),1⟩,
where we only need to use (1.8) and (1.10) throughout (e2(z), diag(Irkc,κ)e2(z) ∈ NGL2rkc), and
u●z ∈ U●0 depends on u0 and z. Using the equivariance properties of the top left (rk, a) functional
in the inducing data of f... we see that ⟨δ0 diag(Irkc,κ)e2(z),1⟩ vanishes, without a character.
Regarding vz,
diag(Irkc,κ) diag(Irkc, vz) ∈ diag(Irkc, V(a,rka−a), Irkb)
and
(diag(Irkc,κ) diag(Irkc, vz))−1 (κ●δ1)u●0 (diag(Irkc,κ) diag(Irkc, vz)) = (κ●δ1)u●vz ,
where u●vz ∈ U●0 . When we change variables to remove the dependence on vz, there is a character
emitted from ψU(u′0). Then
δ0 diag(Irkc,κ) diag(Irkc, vz) ∈ diag(V(a,rka−a), Irkb, Irkc),
which belongs to the subgroup V(ark) appearing in the definition of the (rk, a) functional. Again
using the equivariance properties of the top left (rk, a) functional in the inducing data of f...,
the character (from ψU(u′0)) is cancelled. This argument extends to the covering by (1.10).
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Altogether (4.37) is equal to (cf. (4.13))
∫
UR/G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
U●
0
∫
V
∫
V
(4.38)
f...(⟨δ0(κ●δ1),1⟩⟨u●0,1⟩⟨diag(Irkc, κv),1⟩⟨e2(g),1⟩⟨diag(κv′, Irkc),1⟩, s)ψU (u●0)dv dv′ du●0 dg.
Next for any l > 0 we let δl,0 and δl,1 be the elements δ0 and δ1 corresponding to the
GL
(m,r)
l
×GL(m,r)
k
integral, and denote δ′
l
= δl,0δl,1. Then
δ0 = w diag(δa,0, δb,0)w−1, w =
⎛⎜⎜⎜⎝
Irka
Irkb
Irka
Irkb
⎞⎟⎟⎟⎠
.
Then (cf. (4.14))
δ0(κ●δ1)u●0 = w ⋅ (diag(δa,0,δb,0)w−1)u2 ⋅ diag(δ′a, δ′b) ⋅ w−1(u1u4) ⋅w−1u3.
Since u●0,
(diag(δa,0,δb,0)w
−1)u2,w
−1(u1u4), κ●δ1 ∈ NGL2rkc , we can apply (1.8)–(1.10) to write a similar
identity in H(m,r) (cf., (4.15)):
⟨δ0(κ●δ1),1⟩⟨u●0,1⟩ = ⟨w (diag(δ0,a,δ0,b)w−1)u2,1⟩⟨diag(δ′a, δ′b)w−1(u1u4),1⟩⟨w−1u3,1⟩.(4.39)
Let U2 be the subgroup of elements (diag(δa,0,δb,0)w
−1)u2; a quick computation shows
U2 = diag(Irka, V(rka,rkb), Irkb).
Also U1 (resp., U4) denotes the subgroup of elements w
−1
u1 (resp., w
−1
u4) and let U3 be
the subgroup of elements u3. These subgroups will play the same role as in the proof of
Lemma 79: the integration over U2 constitutes an intertwining operator, U1 and U2 appear in
the GL(m,r)a ×GL(m,r)k and GL(m,r)b ×GL(m,r)k integrals, and the integral over U3 evaluates to a
constant.
Let M(s) be the standard intertwining operator from the space of (4.34) to the space of
IndH
(m,r)
P̃(rka,rka,rkb,rkb)
(∣det ∣−b/2+αsW(ρa(τ))⊗ ∣det ∣−b/2−αsW(ρa(τ ′))(4.40)
⊗ ∣det ∣a/2+αsW(ρb(τ))⊗ ∣det ∣a/2−αsW(ρb(τ ′)))
(cf. (4.16)), defined by
M(s)f⋯(h, s) = ∫
U2
f⋯(⟨w,1⟩⟨u2,1⟩h, s)du2.
To see that the image of M(s) is indeed in (4.40) we must verify
w⟨diag(Irka, x, y, Irkb), ǫ⟩ = ⟨diag(Irka, y, x, Irkb), ǫ⟩, ∀diag(x, y) ∈M(rka,rkb).
We can consider x and y separately, and for each, argue using the Bruhat decomposition (see
the proof of (4.20) in § 4.1). Since the conjugation by w preserves upper (resp., lower) unipotent
elements, and w commutes with the elements ofW+rkc, it remains to check torus elements, where
we apply Proposition 2.
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Put dτ,τ ′,ϑ,a,b(s) =M(s)f⋯(⟨I2rkc,1⟩, s). When we apply (4.39) to (4.38) we obtain (cf. (4.17))
∫
UR/G
{ϕ(e), ϕ∨(⟨g,1⟩)}MR ∫
U3
∫
U4
∫
U1
∫
V
∫
V
(4.41)
M(s)f...(⟨diag(δ′a, δ′b)u1u4,1⟩⟨w−1u3,1⟩⟨diag(Irkc, κv),1⟩⟨e2(g),1⟩⟨diag(κv′, Irkc),1⟩, s)
ψU(u1)ψU(u4)dv dv′ du1 du4 du3 dg.
Here ψU(u1) (resp., ψU(u4)) is the character defined for the subgroup U appearing in the
GL(m,r)a ×GL(m,r)k (resp., GL(m,r)b ×GL(m,r)k ) integral, evaluated on an element in the subgroup
U0 of that integral.
Next we write the dg-integral using the Iwasawa decomposition G = RKG. As in the passage
(4.17)–(4.18) but using (4.32), we see that the integrand is invariant on the right with respect
to the map g ↦ gy, where y ∈KG. Then (4.41) equals
∫
GLb
∫
GLa
{ϕ(e), ϕ∨(⟨diag(x, y),1⟩)}MR ∫
U3
∫
U4
∫
U1
∫
V
∫
V
M(s)f...(⟨diag(δ′a, δ′b)u1u4,1⟩⟨w−1u3,1⟩⟨diag(Irkc, κv),1⟩⟨e2(diag(x, y)),1⟩⟨diag(κv′, Irkc),1⟩, s)
ψU(u1)ψU(u4)δ−1R (diag(x, y))dv dv′ du1 du4 du3 dxdy.
The conjugation of diag(Irkc, V ) by e2(diag(x, y)) multiplies dv by ∣det y∣(rk−1)a; conjugating
U3 by diag(Irkc,κ)e2(diag(x, y)) multiplies du3 by ∣detx∣(1−rk)b; and
⟨diag(x, y), ǫ⟩ ↦ δ−1/2R (diag(x, y)){ϕ(e), ϕ∨(⟨diag(x, y), ǫ⟩)}MR
= ǫ∣detx∣−b/2∣det y∣a/2ωa(⟨x,1⟩)ωb(⟨y,1⟩).
Therefore when we shift e2(diag(x, y)) to the left the integral becomes
∫
V
∫
V
∫
U3
∫
GLb
∫
GLa
∫
U4
∫
U1
ωa(⟨x,1⟩)ωb(⟨y,1⟩∣detx∣b/2−rkb∣det y∣rka−a/2(4.42)
M(s)f...(⟨diag(δ′a, δ′b)u1u4,1⟩w−1 diag(Irkc,κ)⟨e2(diag(x, y)),1⟩
⟨w−1u3,1⟩⟨diag(Irkc, κv),1⟩⟨diag(κv′, Irkc),1⟩, s)
ψU(u1)ψU(u4)du1 du4 dxdy du3 dv dv′.
(Cf. (4.19).)
Denote the embedding GLl ×GLl ↪ GL2rkl in the construction of the GL(m,r)l ×GL(m,r)k inte-
gral by (, )′l, and identify GL2rka ×GL2rkb with M(2rka,2rkb). Then (x1, x2)′a belongs to the top
left GL2rka block of M(2rka,2rkb), and (y1, y2)′b to the bottom right GL2rkb block. We have
w−1 diag(Irkc,κ)e2(diag(x, y)) = diag(Irka, x, I(rk−1)a, Ikb, y, I(rk−1)b) = (Ia, x)′a(Ib, y)′b.
We claim the analog of (4.20), which we state and prove only under the assumption µ2m ⊂ F ∗:
w−1 diag(Irkc,κ)⟨e2(diag(x, y)),1⟩ = ⟨(Ia, x)′a(Ib, y)′b,1⟩.(4.43)
To this end first observe that by (1.52),
⟨e2(diag(x, y)),1⟩ = ⟨e2(diag(x, Ib)),1⟩⟨e2(diag(Ia, y)),1⟩.
Therefore we can consider x and y separately. Consider x first. Since
diag(Irkc, κ) ∈ diag(Irkc+a,GLrkc−a) and e2(diag(x, Ib)) ∈ diag(Irkc,GLa, Irkc−a),
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these elements commute in H(m,r) by (1.52). As in the proof of (4.20) in § 4.1, we can argue
either by considering a dense subset N−GLaBGLa or the Bruhat decomposition, where the latter
approach is not difficult granted µ2m ⊂ F ∗m. The arguments are similar and omitted. Either
way, it remains to consider x ∈ TGLa , and we deduce (4.43) from Proposition 2.
Regarding y, we can argue similarly (e.g., using N−GLbBGLb). Here we have to consider
diag(Irkc, κ), but because
diag(Irkc,κ)e2(diag(Ia, y)) ∈ diag(Irk(a+c),GLb, I(rk−1)b) and w−1 ∈ diag(Irka,GLrkc, Irkb),
w−1 commutes diag(Irkc,κ)e2(diag(Ia, y)). Note that for u−y ∈ N−GLb and vy ∈ NGLb, we have
diag(Irkc,κ)e2(u−y) ∈ N−GL2rkc and diag(Irkc,κ)e2(vy) ∈ NGL2rkc . Finally for t ∈ TGLb we use Propo-
sition 2. This completes the proof of (4.43).
Now by (4.43) and (1.52), (4.42) equals (cf. (4.23))
∫
V
∫
V
∫
U3
∫
GLb
∫
U4
∫
GLa
∫
U1
ωa(⟨x,1⟩)ωb(⟨y,1⟩∣detx∣b/2−rkb∣det y∣rka−a/2(4.44)
M(s)f...(⟨δ′au1,1⟩⟨(Ia, x)′a,1⟩⟨δ′bu4,1⟩⟨(Ib, y)′b,1⟩⟨w−1u3,1⟩⟨k● diag(v′, v),1⟩, s)
ψU(u1)ψU(u4)du1 dxdu4 dy du3 dv dv′.
The covering M̃(2rka,2rkb) is isomorphic to the quotient of the direct product GL
(m,r)
2rka ×GL(m,r)2rkb
by {(ǫ1, ǫ2) ∈ µ2m ∶ ǫ1ǫ2 = 1}. According to (4.40) the restriction of M(s)f... to M̃(2rka,2rkb) is a
rational section of (see cf. (4.24))
∣det ∣rkb−b/2 IndGL(m,r)2rka
P̃(rka,rka)
((W(ρa(τ))⊗W(ρa(τ ′)))δαs/(rka)P(rka,rka))
⊗ ∣det ∣−rka+a/2 IndGL(m,r)2rkb
P̃(rkb,rkb)
((W(ρb(τ))⊗W(ρb(τ ′)))δαs/(rkb)P(rkb,rkb)).
The inner du1dx and du4dy integrals are the GL(m,r)a ×GL(m,r)k and GL(m,r)b ×GL(m,r)k integrals,
respectively. The du3-integral is first seen to vanish unless v, v′ ∈ KG, then since the section
is unramified, the dvdv′-integral equals the constant 1; then the du3-integral vanishes outside
U3 ∩KH , whence the whole outer integral can be separated from the integral du1dxdu4dy, and
it equals 1. Finally (4.44) becomes the product
dτ,τ ′,ϑ,a,b(s)Z(αs/(rka), ωa, fW(ρa(τ))⊗W(ρa(τ ′)))Z(αs/(rkb), ωb, fW(ρb(τ))⊗W(ρb(τ ′))),(4.45)
where fW(ρa(τ))⊗W(ρa(τ ′)) and fW(ρb(τ))⊗W(ρb(τ ′)) are the normalized unramified sections appear-
ing in the statement of the lemma. The proof is complete up to the computation of dτ,τ ′,ϑ,a,b(s).
Put H ′ = diag(Irka,GLrkc, Irkb). The restriction of f... (which is a section of (4.34)) to
H̃ ′ = GL(m,r)rkc (see (1.52)) is the normalized unramified section of the unramified representation
of GL
(m,r)
rkc induced from P̃(rkb,rka) and
I
GL
(m,r)
rkb
(ϑ,⊗1≤i≤k,1≤j≤rbχi∣ ∣αs+(a−b)/2+j/r−1/(2r))⊗ IGL(m,r)
rka
(ϑ,⊗1≤i≤k,1≤j≤raχ′i∣ ∣−αs−c/2+j/r−1/(2r)).
The adjoint action of GLrkb(C)×GLrka(C) on the Lie algebra of the L-group of U2 is st⊗s̃t. As in
the proof of Lemma 79, the value of dτ,τ ′,ϑ,a,b(s) can be computed using [Gao18b, Theorem 7.10],
and we obtain (4.29). 
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4.3. The GL
(m,r)
1 ×GL(m,r)k integral. In this section we compute the GL(m,r)1 ×GL(m,r)k integral
with unramified data. We proceed with the set-up and notation of § 4.2, now with c = n = 1. In
particular G = GL1, H = GL2rk, P = P(rk,rk), UP = V(rk,rk), U = V(1(rk−1),2,1(rk−1)) and the character
ψU given by (3.29) becomes
ψU(⎛⎜⎝
v x y
I2 z
v′
⎞⎟⎠) = ψ(−
rk−2
∑
i=1
vi,i+1 − xrk−1,1 + z1,1 −
rk−2
∑
i=1
v′i,i+1), v, v′ ∈ NGLrk−1 .
Also τ = I
GL
(m,r)
k
(ϑ,χ), W(ρ1(τ)) is the (rk,1) model (Whittaker model) of ρ1(τ) and similarly
for τ ′, e.g., τ ′ = I
GL
(m,r)
k
(ϑ,χ′). The representations ρ1(τ) and ρ1(τ ′) are assumed to satisfy
(3.33).
Let f = fW(ρ1(τ))⊗W(ρ1(τ ′)) be a standard section of
I(W(ρ1(τ)),W(ρ1(τ ′)), s) = IndH(m,r)P̃ ((W(ρ1(τ))⊗W(ρ1(τ ′)))δsP ).(4.46)
Since c = 1, π = IndG(m,r)
Ã
(ε⊗ ϑµ) (see § 1.8), and ω is a matrix coefficient of π∨.
In this section we compute the integral Z(s,ω, f), when ω and f are normalized and unram-
ified, by relating it to another integral ((4.54) below) which is computed using the Rankin–
Selberg integral of § 2.7.
First consider the GL
(m,r)
1 ×GL(m,r)k integral (3.34), now with arbitrary ω and standard sec-
tion f . It is absolutely convergent, in a right half-plane independent of the data, and by
Proposition 75 can be regarded as a morphism of (3.35) (with c = 1), namely of
HomG×G(JU,ψ−1
U
(I(W(ρ1(τ)),W(ρ1(τ)), s)), π∨ ⊗ π).(4.47)
Lemma 81. For all but a finite set of values of q−s, the space (4.47) is at most one dimensional.
Proof. The proof in the linear case was given in [CFGK, Lemma 35], and the situation here is
similar. It suffices to prove the statement for
Home2(G)(JU,ψ−1U (I(W(ρ1(τ)),W(ρ1(τ)), s)), π).
Note that both the Jacquet module and π are genuine (otherwise this space would be identically
zero). By [BZ77, 1.9], this space is isomorphic to
BilH(indH(m,r)G(m,r)U (π∨ ⊗ψU), I(W(ρ1(τ)),W(ρ1(τ ′)), s)),(4.48)
where BilH(⋯) is the space ofH-equivariant bilinear forms and ind(⋯) is the compact induction.
The double coset space P /H/GU is finite. For h,h′ ∈ H , set h ∼ h′ if PhGU = Ph′GU , and
h /∼ h′ otherwise. For each representative h ∈ P /H/GU , let
H(h) = Hom(GU)h(h(π∨ ⊗ ψU)⊗ ((W(ρ1(τ))⊗W(ρ1(τ ′)))δsP ) , θ).(4.49)
Here (GU)h = h(GU)∩P ; for a representation ̺ of G(m,r)U = G(m,r)⋉U , h̺ is the representation
of (G(m,r)U)h on the space of ̺ given by h̺(x) = ̺(h−1x); and θ is a certain non-genuine modulus
character, which is independent of s. Being a modulus character, θ is trivial on unipotent
elements. According to the Bruhat theory (see e.g., [Sil79, Theorems 1.9.4 and 1.9.5]), (4.48)
is embedded in the semi-simplification ⊕hH(h).
The representatives h can be taken in the form h = w or h = wδ1, for a permutation matrix
w. Set κ = diag(Irk−1, ( 11 ) , Irk−1).
First assume rk > 1, then U is nontrivial. The arguments in [CFGK, Lemma 35] show
that if w /∼ δ0 and w /∼ δ0κ, ψU ∣h−1V(rk,rk)∩U ≠ 1, and then (4.49) vanishes because we can take
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u ∈ h−1V(rk,rk)∩U such that hu acts by ψU(u) ≠ 1 on the left and trivially on the right (θ(hu) = 1).
To extend the argument to m > 1 one simply has to change k to rk throughout, and since both
u and hu ∈ NH , h⟨u,1⟩ = ⟨hu,1⟩ by (1.10), so that the argument extends to the covering.
It remains to consider δ0, δ0κ and δ (δ0κδ1 ∼ δ0κ). These are also the only representatives to
consider when rk = 1, so we proceed for any rk ≥ 1. Regarding h = δ0, as in loc. cit. we see
that any L ∈ Hom(δ0) factors through the Jacquet module JV(1,rk−1)(W(ρ1(τ))) (change k to rk
in [CFGK, (3.57)]). Then when we change k to rk and repeat the computation from loc. cit.,
we see that for x ∈ G = F ∗ and any pure tensor ξ ⊗ ξ′ in the space of W(ρ1(τ))⊗W(ρ1(τ ′)),
L(W(ρ1(τ))(⟨diag(x, Irk−1),1⟩)ξ ⊗ ξ′) = ǫxπ(x)∣x∣−rksθ(x)L(ξ ⊗ ξ′)
([CFGK, (3.58)]). Here ǫx is defined by
δ0⟨diag(x, I2k−1),1⟩ = ⟨e2(x), ǫx⟩.
In fact ǫx = 1 for any x ∈ F ∗ by Proposition 2 (µ2m ⊂ F ∗m), but for the argument here this is not
needed. The genuine representation JV(1,rk−1)(W(ρ1(τ))) of GL(m,r)1 ×GL(m,r)rk−1 is of finite length
and L must factor through one of its composition factors. The subgroup
{⟨diag(x, Irk−1), ǫ⟩ ∶ x ∈ F ∗, ǫ ∈ µm}
acts by an irreducible representation of G(m,r) on each of these factors, say IndG
(m,r)
Ã
(ε⊗ϑβ) (β
depends on the factor). Hence when we take x ∈ F ∗m (thereby ǫx = 1) we obtain
L(ξ ⊗ ξ′) = β−1(x)π(x)∣x∣−rksθ(x)L(ξ ⊗ ξ′).
Then on the one hand if L ≠ 0, it is nonzero on some ξ ⊗ ξ′, which may depend on s, but on
the other hand
∣x∣rks = β−1(x)π(x)θ(x), ∀x ∈ F ∗m,
which can only hold for finitely many values of q−s. Thus L = 0 and (4.49) is zero for h = δ0
outside finitely many values of q−s. The case h = δ0κ is handled similarly, now L must factor
through JV(rk−1,1)(W(ρ1(τ ′))) (see [CFGK, (3.59)] and also [CFGK, Remark 38] for rk = 1).
Finally consider h = δ, we need to show Hom(δ) is at most one-dimensional. Assume rk > 1.
Then L is in particular a Whittaker functional on the tensor W(ρ1(τ)) ⊗W(ρ1(τ ′)), which
is unique up to scaling because W(ρ1(τ)) ⊗W(ρ1(τ ′)) is a quotient of ρ1(τ) ⊗ ρ1(τ ′) (in fact
isomorphic to, the latter is irreducible), and both ρ1(τ) and ρ1(τ ′) are (rk,1) representations.
(Recall that the tensor here is the standard one, up to the quotient by {(ǫ1, ǫ2) ∶ ǫ1ǫ2 = 1}, as
opposed to the tensor for coverings of [KP84] studied in [Kab01, Mez04, Tak16].)
If rk = 1, (4.49) is a priori at most one-dimensional (for all h and s). This is because now
W(ρ1(τ)) and W(ρ1(τ ′)) are both irreducible representations of GL(m,1)1 , where m ≤ 2, and as
such are one-dimensional. Indeed for m = 1, W(ρ1(τ)) is a one-dimensional representation of
F ∗, namely the quasi-character τ . When m = 2, W(ρ1(τ)) is an irreducible representation of
GL
(2,1)
1 , but since in this case σ
♢
1 (a, b) = (a, b)2, W(ρ1(τ)) is still one-dimensional and takes the
form ϑ ⊗ β (ϑ = γψ′) where β is a quasi-character of F ∗, and ϑ ⊗ β(⟨x,1⟩) = ϑ(x)β(x) for all
x ∈ F ∗. (Of course for a general m, an irreducible representation of GL(m,r)1 is finite dimensional
and not one-dimensional, but then r > 1.) 
Corollary 82. For any rational section f , Z(s,ω, f) admits meromorphic continuation to a
rational function in q−s.
Proof. This follows from Bernstein’s continuation principle (in [Ban98a]), because Lemma 81
provides uniqueness and one can choose data for which the integral becomes a constant. 
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We denote a general element of V(rk,rk) by
[ y zu x ] =
⎛⎜⎜⎜⎝
Irk−1 y z
1 u x
1
Irk−1
⎞⎟⎟⎟⎠
.
Then δ1 = [ 0 01 0 ], U0 is the subgroup {[ y z0 x ]} where y, z and x are arbitrary, and if x = (x1, . . . , xrk−1),
ψU([ y z0 x ]) = ψ(x1).
We claim that (4.46) admits a unique Whittaker model. This follows from the Geometric
Lemma [BZ77, Theorem 5.2], becauseW(ρ1(τ))⊗W(ρ1(τ ′)) admits a unique Whittaker model
(see [Ban98b]). In fact, consider the filtration of (4.46) according to the space P /H/NH. The
arguments in [CFGK, Lemma 35] used above, namely that ψU ∣h−1V(rk,rk)∩U ≠ 1 unless w /∼ δ0, δ0κ
(with the above notation), can be repeated when U is replaced by NH and ψU is replaced by
a generic character ψ′ of NH . Then ψ′∣h−1V(rk,rk)∩NH ≠ 1 for any w such that PwNH ≠ Pδ0NH .
This verifies condition (☀) of [BZ77, § 5] for all but one representative of P /H/NH, and it
remains to consider the representative δ0. As in the proof above we reduce to the uniqueness
of the Whittaker model for the tensor. Note that the Bruhat theory method (used in the proof
above and in [CFGK, Lemma 35]) will only produce a bound, namely (4.46) carries at most
one Whittaker model, the proof of [BZ77, Theorem 5.2] considers the Jacquet module JNH ,ψ′
hence also implies existence (by exactness). Either way, existence follows immediately from the
following Jacquet integral.
We have the standard Jacquet integral on the space of (4.46), defined for a holomorphic
section f by
∫
V(rk,rk)
f(⟨δ0[ y zu x ],1⟩, s)ψ(u)dxdy dz du.(4.50)
This integral is absolutely convergent for Re(s) ≫ 0, and one can choose f such that (4.50)
is absolutely convergent and equals 1, for all s. Since there is (in particular) at most one
Whittaker model on (4.46), Bernstein’s continuation principal ([Ban98a]) implies that (4.50)
admits analytic continuation to a polynomial function in q−s and qs, i.e., (4.50) belongs to
C[q−s, qs]. This continuation is not identically zero for any s. Consequently it is a realization
of the unique (up to scaling) Whittaker functional on (4.46), with respect to the character
ψ(diag(d, d′)[ y zu x ]) = ψ(rk−1∑
i=1
di,i+1 − u +
rk−1
∑
i=1
d′i,i+1), d, d′ ∈ NGLrk .(4.51)
The corresponding Whittaker model of (4.46) is spanned by the functions
Wf(h, s) = ∫
V(rk,rk)
f(⟨δ0[ y zu x ],1⟩h, s)ψ(u)dxdy dz du.(4.52)
Then by definition the Whittaker model of I(W(ρ1(τ)),W(ρ1(τ ′)), s)∗ with respect to the
inverse of (4.51) is spanned by functions
W ∗f (h, s) =Wf(∗h, s) = ∫
V(rk,rk)
f(⟨δ0[ y zu x ],1⟩ ∗h, s)ψ(u)dxdy dz du.
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If rk > 1, denote
[t, v] = diag(Irk,⎛⎜⎝
1
Irk−2
−t v 1
⎞⎟⎠), w
′ = ( Irk Irk−1
1
) .
For rk = 1 we take [t, v] = w′ = I2. Since [t, v] ∈ N−H , we fix the splitting ⟨v−, ς(v−)⟩ of
N−H . Then [t, v] ↦ ⟨[t, v], ς([t, v])⟩ is the splitting of the subgroup of elements [t, v], which is
diag(Irk, V −(rk−1,1)). Also let ζ ∈ C.
For any matrix coefficient ω of π∨ and a holomorphic section f of (4.46), consider the integral
Ψ(ζ, s,ω, f)(4.54)
= ∫
F ∗
∫
F rk−2
∫
F
Wf(⟨diag(I2rk−1, a),1⟩⟨[t, v], ς([t, v])⟩⟨w′,1⟩, s)ω(⟨a,1⟩)∣a∣ζ+rk−1 dtdv d∗a.
In the linear case this is [CFGK, (3.42)] (with r = 1), and note that in loc. cit. ω was replaced
by π−1, because there π∨ is one-dimensional. Also if rk = 1, the dtdv integration is omitted.
Proposition 83. Integral (4.54) is well defined, absolutely convergent for Re(ζ) ≤ BRe(s)+D,
where B and D are real constants depending only on π and τ , and in this domain belongs to
(4.47) where π is replaced by ∣ ∣−ζπ. Consequently, it admits meromorphic continuation which
belongs to C(q−ζ , q−s). Moreover, outside finitely many values of q−s, the continuation with ζ = 0
belongs to (4.47).
Proof. Since Wf is genuine and ω is anti-genuine, the integrand is a non-genuine function on
F ∗. Also by (1.52),
⟨diag(I2rk−1, aa′),1⟩ = ⟨diag(I2rk−1, a), σ♢1 (a, a′)−1⟩⟨diag(I2rk−1, a′),1⟩,
and because
ω(⟨aa′,1⟩) = ω(⟨a,σ♢1 (a, a′)−1⟩⟨a′,1⟩) = σ♢1 (a, a′)ω(⟨a,1⟩⟨a′,1⟩),
the d∗a-integral is a right-invariant functional on F ∗.
It is straightforward to prove convergence of this integral in a domain of the form Re(ζ) ≤
BRe(s)+D: the integrand vanishes unless v and t belong in (large) compact subsets, and since
the Whittaker function is smooth, we reduce to an integral over F ∗. The integrand vanishes
unless a is bounded from below, then the usual bounds on the exponents of Wf can be used.
See [GJ72, JPSS83] for similar arguments.
Next we prove that for Re(ζ)≪ 0, the integral belongs to
HomG×G(JU,ψ−1
U
(I(W(ρ1(τ)),W(ρ1(τ)), s)), ∣ ∣ζπ∨ ⊗ ∣ ∣−ζπ).(4.55)
First we prove
Ψ(ζ, s,ω, ⟨u,1⟩ ⋅ f) = ψ−1U (u)Ψ(ζ, s,ω, f).(4.56)
Write u ∈ U in the form u = diag(d, d′)[ y z0 x ] where d, d′ ∈ NGLrk . By (1.52) the elements w′,[t, v] and diag(I2rk−1, a) commute with diag(d, Irk) in H(m,r), hence the equivariance properties
under diag(d, Irk) are satisfied, because of the equivariance properties of Wf with respect to
(4.51). Since the conjugation of [ y z0 x ] by the elements w′, [t, v] and diag(I2rk−1, a) still belongs
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to NH (even to V(rk,rk)), we can use (1.10) to extend this conjugation to H(m,r), and since
w′[ y z0 x ] =
⎛⎜⎜⎜⎝
Irk−1 z y
1 x 0
Irk−1
1
⎞⎟⎟⎟⎠
,
the equivariance properties under [ y z0 x ] are preserved as well, by definition (4.51). Regarding
d′, first write
⟨diag(Irk, d′),1⟩ = ⟨diag(Irk,( 1 t′ v′1
Irk−2
)),1⟩⟨diag(Irk+1, d′′),1⟩, d′′ ∈ NGLrk−1.
Then by (1.11),
w′⟨diag(Irk,( 1 t′ v′1
Irk−2
)),1⟩ = ⟨[t′, v′], ς([t′, v′]),1⟩.
Therefore we can change variables in t and v to obtain invariance under the first row of d′, as
required. Regarding d′′, here w
′
diag(Irk+1, d′′) ∈ NH , so that we can conjugate by w′ without in-
troducing a root of unity. Then w
′
diag(Irk+1, d′′) = diag(Irk, d′′,1) normalizes diag(Irk, V −(rk−1,1))
hence by the analog of (1.10) (use (1.4) with Y = N−H),
diag(Irk,d
′′,1)⟨[t, v], ς([t, v])⟩ = ⟨[td′′ , vd′′], ς([td′′ , vd′′])⟩.
Here td′′ and vd′′ depend on d′′, and we can change variables. We see that the left hand side of
(4.56) with u = diag(Irk, d′) becomes
∫
F ∗
∫
F rk−2
∫
F
Wf(⟨diag(Irk, d′′,1),1⟩⟨diag(I2rk−1, a),1⟩⟨[t, v], ς([t, v])⟩⟨w′,1⟩, s)
ω(⟨a,1⟩)∣a∣ζ+rk−1 dtdv d∗a.
Again we obtain ψ−1U (diag(Irk, d′)) by (4.51). This completes the verification of (4.56).
Write ω(g) = π∨(g)ξ∨(ξ), where ξ∨ (resp., ξ) belongs to the space of π∨ (resp., π). Let
g1, g2 ∈ G and denote ωg1,g2(g) = π∨(gg2)ξ∨(π(g1)ξ). We turn to prove
Ψ(ζ, s,ω⟨g1,1⟩,⟨g2,1⟩, (⟨e1(g1),1⟩⟨e2(g2),1⟩) ⋅ f) = ∣g1∣ζ ∣g2∣−ζΨ(ζ, s,ω, f).(4.57)
Since µ2m ⊂ F ∗, we can use Proposition 2 to write
Ψ(ζ, s,ω⟨g1,1⟩,⟨g2,1⟩, (⟨e1(g1),1⟩⟨e2(g2),1⟩) ⋅ f)
= ∫
F ∗
∫
F rk−2
∫
F
Wf(⟨[t, v], ς([t, v])⟩⟨w′,1⟩⟨e2(a),1⟩⟨e1(g1),1⟩⟨e2(g2),1⟩, s)
π∨(⟨a,1⟩⟨g2,1⟩)ξ∨(π(⟨g1,1⟩)ξ)∣a∣ζ dtdv d∗a.
Now changing a ↦ ag−12 then a ↦ g1a (as in the proof of Proposition 75) and using (3.30) we
obtain
∣g1∣ζ ∣g2∣−ζ ∫
F ∗
∫
F rk−2
∫
F
Wf(⟨[t, v], ς([t, v])⟩⟨w′,1⟩⟨(g1, g1),1⟩⟨e2(a),1⟩, s)ω(⟨a,1⟩)∣a∣ζ dtdv d∗a.
Since (g1, g1) ∈ TH and belongs to the center of H , it commutes with w′ and [t, v]. This also
holds for H(m,r): regarding w′ this follows from Proposition 2, and for [v, t] by (1.10). Then
by virtue of (4.52), (1.10), Proposition 2 and assumption (3.33) we see that
Wf(⟨(g1, g1),1⟩h, s) =Wf(h, s), ∀h ∈H(m,r).
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This completes the proof of (4.57), and we have thus shown that Ψ(ζ, s,ω, f) belongs to (4.47)
where π is replaced by ∣ ∣−ζπ.
We deduce the meromorphic continuation using Bernstein’s continuation principle. In general
consider the group GLl, the generic character of NGLl given by ψ(v) = ψ(∑l−1i=1 vi,i+1), and the
subgroup Pl < P(l−1,1) of matrices with the last row (0, . . . ,0,1), i.e., the so-called mirabolic
subgroup. By [BZ76, 5.15], if ϑ is a smooth representation of Pl affording at least one Whittaker
model (a non-degenerate representation in the terminology of loc. cit.), then ϑ admits at least
one subrepresentation indPlNGLl
(ψ). This result extends to GL(m,r)l : the main points to note
are that the functors Ψ− = JV(l−1,1) , Φ− = JV(l−1,1),ψ, Ψ+(⋅) = indPlGLl−1 V(l−1,1)(⋅ ⊗ 1) and Φ+(⋅) =
indPlPl−1V(l−1,1)(⋅ ⊗ ψ) carry genuine representations into genuine representations, are still exact,
and P̃l acts on the group of characters of V(l−1,1) with two orbits. We deduce that ind
P̃2rk
NH
(ψ)
is a subrepresentation of I(W(ρ1(τ)),W(ρ1(τ ′)), s). Furthermore, we can redefine Pl to be the
subgroup of P(1,l−1) with the first row (1,0, . . . ,0), and obtain similar results.
Therefore we can take f such that Wf ∣P̃2rk is a genuine smooth function, whose support is
contained in a small compact open neighborhood of the identity (with P2rk < P(1,2rk−1)). Since
diag(I2rk−1, a)[t, v]w′ belong to P2rk, there is a choice of data f and ω such that Ψ(ζ, s,ω, f) is
absolutely convergent and equals 1, for all ζ and s. Now by Lemma 81, the space (4.55) is at
most one-dimensional outside finitely many values of q−ζ and q−s (in the statement we had ζ
fixed, but the proof implies this more general result), then by Bernstein’s continuation principle
([Ban98a]), Ψ(ζ, s,ω, f) admits meromorphic continuation which belongs to C(q−ζ , q−s).
For the last assertion, consider now Ψ(0, s, ω, f). It belongs to (4.47) as long as Ψ(ζ, s,ω, f)
is well defined for any ω and f when we take ζ = 0. This is true by [Ban98a], since Ψ(ζ, s,ω, f)
is holomorphic whenever there is a unique solution (in the terminology of loc. cit.), and (4.47)
is one-dimensional outside finitely many values of q−s. 
The proposition implies that both Z(s,ω, f) and Ψ(0, s, ω, f), defined by meromorphic con-
tinuation, belong to (4.47), hence are proportional. We can thus compute the former by first
computing the latter, then finding the proportionality factor. This technique is due to Soudry
[Sou93] and has since been used in several similar settings including [Sou95, GRS98, Sou00]
(see also [Kap12, Kap13, Kap15]).
Proposition 84. Let ω and f be the normalized unramified vectors. Then
Ψ(ζ, s,ω, f) = Lϑ(−rζ + rαs + 1/2, π × τ∨)Lϑ(−rζ − rαs + 1/2, π × τ ′∨)∏rj=1Lϑ(2rαs + j, τ × τ ′∨) (α = rk).
Proof. Since f is unramified, so is Wf . As in the linear case [CFGK, (3.42)–(3.44)], we can
use conjugations to deduce that the integrand is zero unless t, v ∈ O, then the dvdt-integral
evaluates to the constant 1. Specifically, for any b ∈ F ,
[t, v]w′[ 0 0b 0 ] = [t, v] (
Irk−1
1 b
Irk−1
1
)w′ = [t,v] ( Irk−1 1 bIrk−1
1
) [t, v]w′ = ⎛⎝
Irk−1
1 bt −bv b
1
Irk−2
1
⎞
⎠[t, v]w′.
(4.58)
Since [ 0 0b 0 ],w′[ 0 0b 0 ], [t,v]w′[ 0 0b 0 ] ∈ NH , by (1.10) we can extend (4.58) to H(m,r). We also have
Wf(⟨⎛⎝
Irk−1
1 bt −bv a−1b
1
Irk−2
1
⎞
⎠ ,1⟩h, s) = ψ−1(bt)Wf (h, s) ∀h ∈ H(m,r),(4.59)
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and in particular independent of a. While this applies to any b, when we take b ∈ O∗, Wf is
right-invariant on ⟨[ 0 0b 0 ],1⟩ and then since ψ is unramified, (4.59) implies that the integrand
vanishes unless t ∈ O. Then by (1.11), w′−1⟨[t, v], ς([t, v])⟩ = ⟨w′−1[t, v],1)⟩ (this holds whether t
is in O or not), and since Wf is unramified,
Wf(⟨diag(I2rk−1, a),1⟩⟨[t, v], ς([t, v])⟩⟨w′,1⟩, s)(4.60)
=Wf(⟨diag(I2rk−1, a),1⟩⟨[0, v], ς([0, v])⟩⟨[t,0], ς([t,0])⟩⟨w′ ,1⟩, s)
=Wf(⟨diag(I2rk−1, a),1⟩⟨[0, v], ς([0, v])⟩⟨w′,1⟩, s).
We proceed similarly, now with
e(o1, . . . , ork−2) = w′−1 diag(Irk,
⎛⎜⎜⎜⎜⎜⎝
1 o1
⋱ ⋮
1 0 ork−2
1 0
1
⎞⎟⎟⎟⎟⎟⎠
), o1, . . . , ork ∈ O∗.
Starting with i = 1 and up to i = rk − 2, we show that each coordinate of v belongs in O then
remove it from the integrand; the integral over this coordinate equals the volume of O, which
is 1. Eventually we remain with
Wf(⟨diag(I2rk−1, a),1⟩⟨w′,1⟩, s) =Wf(⟨diag(I2rk−1, a),1⟩, s).
Thus
Ψ(ζ, s,ω, f) = ∫
F ∗
Wf(⟨diag(I2rk−1, a),1⟩, s)ω(⟨a,1⟩)∣a∣ζ+rk−1 d∗a.
Then by (4.53) and changing a↦ a−1, the right hand side equals
∫
F ∗
W ∗f (⟨diag(a, I2rk−1),1⟩, s)ω(⟨a−1,1⟩)∣a∣−ζ+1/2−(2rk−1)/2 d∗a.(4.61)
This integral resembles the integral (2.53) from § 2.7. To complete the proof we relate
ω(⟨a−1,1⟩) to the matrix coefficient appearing in (2.53), and W ∗f to the normalized unramified
Whittaker function from § 2.7.
Let ω∗ be the matrix coefficient of (π∨)∗ given by ω∗(⟨a,1⟩) = ω(∗⟨a,1⟩), where ∗ is defined
by (1.54). Since ∗⟨a,1⟩ = ⟨a−1,1⟩, ω(⟨a−1,1⟩) = ω∗(⟨a,1⟩). Moreover by Proposition 25 the
representation (π∨)∗ is induced from ε−1 ⊗ ϑ−1µ, thus equal to (π∗)∨.
Now consider W ∗f . Let
χ● = ∣ ∣rksχ1 ⊗ . . . ⊗ ∣ ∣rksχk ⊗ ∣ ∣−rksχ′1 ⊗ . . . ⊗ ∣ ∣−rksχ′k,
which is an unramified character of TGL2k ,
x = (x1, . . . , xk), xi = (∣ ∣rksχi)(̟r), x′ = (x′1, . . . , x′k), x′i = (∣ ∣−rksχ′i)(̟r),
x● = (x1, . . . , xk, x′1, . . . , x′k).
At this point we add the assumption that χ and χ′ are regular, which means xα ≠ 1 and
x′α ≠ 1 for all α ∈ Φ+k ; this together with (2.45) implies the condition of Proposition 60, hence
ρ1(τ) ⊂ Θr,m,r,ϑ(χ) and ρ1(τ ′) ⊂ Θr,m,r,ϑ(χ′). Therefore
I(W(ρ1(τ)),W(ρ1(τ ′)), s) ⊂ IndH(m,r)P̃ ((Θr,m,r,ϑ(χ)⊗Θr,m,r,ϑ(χ′))δsP ) = Θ2r,m,r,ϑ(χ●).
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If f ′ is the normalized unramified function in the space of Θ2r,m,r,ϑ(χ●), we have
f(⟨I2rk,1⟩, s) =W0(0, ϑ,χΘ)−1W0(0, ϑ,χ′Θ)−1f ′(⟨I2rk,1⟩, s).
Since by Theorem 43,
W0(0, ϑ,χΘ) = r∏
j=1
∏
1≤i<j≤k
(1 − q−jx(i,j)), W0(0, ϑ,χ′Θ) =
r
∏
j=1
∏
1≤i<j≤k
(1 − q−jx′(i,j)),
W0(0, ϑ, (χ●)Θ) = r∏
j=1
∏
1≤i<j≤2k
(1 − q−jx●(i,j)),
we obtain
Wf(⟨I2rk,1⟩, s) = W0(0, ϑ, (χ●)Θ)
W0(0, ϑ,χΘ)W0(0, ϑ,χ′Θ) =
r
∏
j=1
Lϑ(2rαs + j, τ × τ ′∨)−1.
For the last equality also note that ϑ = ϑ−1. This is also the value of W ∗f (⟨I2rk,1⟩, s), and
by Proposition 42, Θ2r,m,r,ϑ(χ●)∗ = Θ2r,m,r,ϑ((χ●)∗). Thus if W 0 is the normalized unramified
Whittaker function of Θ2r,m,r,ϑ((χ●)∗),
W ∗f (g, s) =
r
∏
j=1
Lϑ(2rαs + j, τ × τ ′∨)−1W 0(g)
and (4.61) equals
r
∏
j=1
Lϑ(2rαs + j, τ × τ ′∨)−1Z(−ζ + 1/2, ω∗,W 0).
Now by (2.54) and since t(π∗)∨,ϑ = tπ,ϑ, and still assuming χ and χ′ are regular,
Ψ(ζ, s,ω, f) = Lϑ(−rζ + 1/2 − rαs,π × τ∨)Lϑ(−rζ + 1/2 + rαs,π × τ ′∨)∏rj=1Lϑ(2rαs + j, τ × τ ′∨) .
Finally becauseWf is an analytic function of x and x′, we can remove the regularity assumption
on the left hand side, and the right hand side is also well defined without it. Therefore we can
drop this assumption and the proof is complete. 
We digress momentarily to the case rk = 1 and compute the integral Z(s,ω, f) with unram-
ified data. Assume m = 2, the case m = 1 was proved in [PSR87, § 6.1] (for any n, and using
[GJ72]; here n = 1). By Proposition 20 we can assume H(2,1) is realized using (det,det)2 (this
is immediate for GL
(2,1)
1 ). Now we can write π = ϑ ⊗ µ (µ is an unramified quasi-character of
F ∗) and π(⟨a, ǫ⟩) = ϑ(a)µ(a) (see § 1.8). Similarly τ = ϑ⊗χ and τ ′ = ϑ⊗χ′. For a section f of
the space of IndHP ((χ ⊗ χ′)δsP ), the section fϑ(⟨h, ǫ⟩, s) = ǫϑ(deth)f(h, s) belongs to the space
of (4.46). Then if ω is normalized,
Z(s,ω, fϑ) = ∫
F ∗
ϑ(−a)f(( 11 ) ( 1 11 ) ( 1 a ) , s)ϑ−1(a)µ−1(a)d∗a.(4.62)
(Cf. [Gan12, pp. 81–83], the constant 2 there was needed because the integration was over
the cover.) This is the linear GL1 ×GL1 doubling integral for the representations (−1, ⋅)2µ and
χ⊗χ′, and the section f . For the normalized unramified f , by [PSR87, § 6.1] (see also [CFGK,
Proposition 34]), the right hand side of (4.62) equals
(1 − (−1,̟)2µ−1(̟)χ(̟)q−s−1/2)−1(1 − (−1,̟)2µ(̟)χ′−1(̟)q−s−1/2)−1(1 − χ(̟)χ′−1(̟)q−2s−1)−1 .
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Since (−1,̟)2 = 1 and ϑ = ϑ−1, we obtain
Z(s,ω, f) = Lϑ(s + 1/2, π∨ × τ)Lϑ(s + 1/2, π × τ ′∨)
Lϑ(2s + 1, τ × τ ′∨) .(4.63)
We proceed with the general case rk ≥ 1. Denote
Lπ,τ,ϑ(s) = Lϑ(1/2 − rαs,π × τ∨)
Lϑ(1/2 + rαs,π∨ × τ) .
Lemma 85. As meromorphic continuations Lπ,τ,ϑ(s)Z(s,ω, f) = Ψ(0, s, ω, f), for any ω and
rational section f .
Proof. For rk = 1 the result already follows from Proposition 84 and (4.63) (and [PSR87, § 6.1]
for m = 1), so that throughout the proof we assume rk > 1. We adapt the proof of [CFGK,
Claim 36] which, as mentioned above, was based on the method of Soudry [Sou93, p. 70]. Our
use of the Fourier inversion formula (see below) was adapted from [Sou95] (for archimedean
fields).
First we define an action of (the ring of) Schwartz–Bruhat functions on sections, this will be
used repeatedly in the proof. For a section f and a Schwartz–Bruhat function φ on F ,
φ(f)(h, s) = ∫
F
f(h⟨[ 0 0b 0 ],1⟩, s)φ(b)db.
This integral is well defined because [ 0 0b 0 ] ↦ ⟨[ 0 0b 0 ],1⟩ is the splitting of {[ 0 0b 0 ] ∶ b ∈ F}. Also
observe that for each f there is some φ such that φ(f) = f : for any l > 0, H(m,r) is split over
the subgroup Nl = {[ 0 0b 0 ] ∶ b ∈ P l}. One splitting is trivial: v ↦ ⟨v,1⟩. In fact this is the only
splitting, for if v ↦ ⟨v, η′(v)⟩ is another splitting, then η′ ∶ P l → µm is a homomorphism and
since the exponent of µm ism and ∣m∣ = 1 (F is unramified), η′ = 1. Now since f is smooth, there
is l ≫ 0 such that f is right-invariant on {⟨v,1⟩ ∶ v ∈ Nl}. Thus the characteristic function φ of
P l satisfies φ(f) = f . In addition define the Fourier transform of φ by φ̂(t) = ∫F φ(b)ψ−1(bt)db.
For t ∈ F , let (t) ∈ P ∩NH be given by
(t) = diag(Irk, ( 1 −t1 ) , Irk−2).
Since δ0(t) ∈ NH , δ0⟨(t),1⟩ = ⟨δ0(t),1⟩ by (1.10) (also δ0(t) ∈ P ). We can also use (1.10) to
conjugate elements of UP by (t) without introducing a root of unity. Also by (1.9), for any
h ∈H , ⟨h,1⟩⟨(t),1⟩ = ⟨h(t),1⟩ and ⟨δ0(t)h,1⟩ = ⟨δ0(t),1⟩⟨h,1⟩. Then for fixed u, t ∈ F ,
∫ f(⟨δ0[ y zu x ](t),1⟩, s)ψ(x1)dxdy dz = ψ((u − 1)t)∫ f(⟨δ0[ y zu x ],1⟩, s)ψ(x1)dxdy dz.
Since ∫F ψ((u − 1)t)dt = 0 unless u = 1,
Z(s,ω, f) = ∫
F ∗
ω(⟨a,1⟩)∫ f(⟨δ0[ y zu x ](t),1⟩⟨e2(a),1⟩, s)ψ(x1)dxdy dz dtdud∗a.(4.64)
Here x ∈ F rk−1 is a row, y ∈ F rk−1 is a column, z ∈ Matrk−1 (i.e., du0 = dxdydz) and u, t ∈
F . Integral (4.64) is defined in the domain of definition of Z(s,ω, f), but is not absolutely
convergent as a multiple integral.
However, we can still consider the integral obtained by formally changing dtdu to dudt:
Z ′(s,ω, f) = ∫
F ∗
ω(⟨a,1⟩)∫ f(⟨δ0[ y zu x ](t),1⟩⟨e2(a),1⟩, s)ψ(x1)dxdy dz dudtd∗a.
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As we proved in [CFK, Claim 36, (3.48)] for the linear case, for Re(s)≫ 0,
∫
F ∗
∫
F
∣∫ ω(⟨a,1⟩)f(⟨δ0[ y zu x ](t),1⟩⟨e2(a),1⟩, s)ψ(x1)dxdy dz du∣ dtd∗a <∞.(4.65)
To extend the proof to the covering, first note that we can find φ such that φ(f) = f (as
explained above). Second, we can conjugate [ 0 0b 0 ] (′(b) in the notation of loc. cit.) by e2(a)
and (t), and also (t) by e2(a), without introducing a root of unity.
Now Z ′(s,ω, f) is convergent in the sense of (4.65) in a right half-plane, where it also be-
longs to (4.47). Thus by Lemma 81 the integrals Z ′(s,ω, f) and Z(s,ω, f) are proportional
in Re(s) ≫ 0. The proportionality factor is 1: this was proved in loc. cit. using a section of
the form φ(f), conjugations of elements (t) and [ 0 0b 0 ] which extend to the covering, and the
Fourier inversion formula ∫F φ̂(t)ψ(aut)dt = φ(au). We deduce Z ′(s,ω, f) = Z(s,ω, f). In par-
ticular by Corollary 82, Z ′(s,ω, f) admits meromorphic continuation which belongs to C(q−s).
In the remaining part of the proof we show
Lπ,τ,ϑ(s)Z ′(s,ω, f) = Ψ(0, s, ω, f),(4.66)
using a specific substitution.
Let ω be the normalized unramified matrix coefficient. Let W ∈W(ρ1(τ)) be the normalized
unramified function and take a small compact open neighborhood N < KH of the identity.
Choose f ′ in the space of (4.46) such that ⟨δ0,1⟩ ⋅ f ′ is right invariant by {⟨y, η♢2rk(y)⟩ ∶ y ∈ N },
supported in the preimage of PN in H(m,r), and for all a ∈ GLrk,
⟨δ0,1⟩ ⋅ f ′(⟨diag(a, Irk),1⟩, s) = ∣deta∣rk(s+1/2)W (⟨a,1⟩).(4.67)
Then take f = φ(f ′) such that
∫
F
f ′(h⟨(t),1⟩, s)φ̂(t)dt = f ′(h, s), ∀h, s.(4.68)
The arguments used above to show that we can find φ such that φ(f) = f can be repeated with
(t) instead of [ 0 0b 0 ] ((t) ∈ NH), hence the condition (4.68) is satisfied for a suitable φ.
Starting with the left hand side of (4.66),
Z ′(s,ω, f)
= ∫
F ∗
ω(⟨a,1⟩)∫ f ′(⟨δ0[ y zu x ](t),1⟩⟨e2(a),1⟩⟨[ 0 0b 0 ],1⟩, s)φ(b)ψ(x1)dbdxdy dz dudtd∗a.
As in [CFGK, Claim 36], after several manipulations including a change in the order of inte-
gration, conjugating ⟨(t),1⟩ by e2(a)−1, then conjugating [ 0 0b 0 ] by (t) and e2(a) and changing
variables in x1 and u, we obtain ψ−1(bt). We then integrate first over b and obtain
∫
F ∗
ω(⟨a,1⟩)∫ f ′(⟨δ0[ y zu x ],1⟩⟨e2(a),1⟩⟨(t),1⟩, s)φ̂(t)ψ(x1)∣a∣dxdy dz dudtd∗a
= ∫
F ∗
ω(⟨a,1⟩)∫ f ′(⟨δ0[ y zu x ],1⟩⟨e2(a),1⟩, s)ψ(x1)∣a∣dxdy dz dud∗a.
Here for the equality we first integrated over t then used (4.68). Now conjugate [ y zu x ] by
e2(a)−1 (multiplying the measure by ∣a∣−rk), and ⟨e2(a),1⟩ by δ0. By Proposition 2, δ0⟨e2(a),1⟩ =⟨δ0e2(a),1⟩. Then as in the linear case, the assumption on the support of ⟨δ0,1⟩ ⋅f ′ implies that
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the integrand vanishes unless the coordinates of x, y, z, u are small (independently of a). Let D
be the volume assigned to V(rk,rk) ∩N by the measure dxdydzdu. Thus using (4.67) we obtain
D∫
F ∗
ω(⟨a,1⟩)W (⟨diag(a, Irk−1),1⟩)∣a∣rks+1/2−(rk−1)/2 d∗a =DZ(rks + 1/2, ω,W ),
where Z(rks + 1/2, ω,W ) is defined by (2.53) and note that W(ρ1(τ)) ⊂ W(Θr,m,r,ϑ(χ)) by
Corollary 59 (with c = 1). Since ω and W are the normalized unramified vectors, by (2.54),
Z ′(s,ω, f) = DLϑ(r2ks + 1/2, π∨ × τ) =DLϑ(rαs + 1/2, π∨ × τ).(4.69)
Turning to the right hand side of (4.66), we first compute Ψ(ζ, s,ω, f) for ζ ≪ 0. In this case
adapting the proof from [CFGK, Claim 36] takes a bit more care, for the following reasons.
First, we use a lower triangular unipotent subgroup (the subgroup of [v, t]). Second, while it
was sufficient in loc. cit. to obtain an arbitrary Rankin–Selberg integral of GL1 ×GLk (since
the γ-factor of π−1 × τ of [JPSS83] could be used), here we must evaluate the integral explicitly
(as above, using (2.54)), which means we must also compute the integral over [v, t].
To start,
Ψ(ζ, s,ω, f) = ∫
F ∗
∫ Wf ′(⟨diag(I2rk−1, a),1⟩⟨[t, v], ς([t, v])⟩⟨w′,1⟩⟨[ 0 0b 0 ],1⟩, s)φ(b)
ω(⟨a,1⟩)∣a∣ζ+rk−1 dbdtdv d∗a.
Here b ∈ F , t ∈ F and v ∈ F rk−2. As we have seen in the proof of Proposition 84 ((4.58)–(4.59)),
we can conjugate [ 0 0b 0 ] to the left and obtain the character ψ−1(bt), then as in (4.60) (though
(4.59) no longer implies t ∈ O, because f ′ is not unramified) and using w′−1[t,0] = (t), the
integral becomes
∫
F ∗
∫ Wf ′(⟨diag(I2rk−1, a),1⟩⟨[0, v], ς([0, v])⟩⟨w′,1⟩⟨(t),1⟩, s)ψ−1(bt)φ(b)ω(⟨a,1⟩)∣a∣ζ+rk−1
dbdtdv d∗a
= ∫
F ∗
∫ Wf ′(⟨diag(I2rk−1, a),1⟩⟨[0, v], ς([0, v])⟩⟨w′,1⟩⟨(t),1⟩, s)φ̂(t)ω(⟨a,1⟩)∣a∣ζ+rk−1 dtdv d∗a
= ∫
F ∗
∫ Wf ′(⟨diag(I2rk−1, a),1⟩⟨[0, v], ς([0, v])⟩⟨w′,1⟩, s)ω(⟨a,1⟩)∣a∣ζ+rk−1 dv d∗a,
where the second equality follows from (4.68).
When we plug (4.52) into the last integral, we obtain
∫
F ∗
∫
F rk−2
∫
V(rk,rk)
f ′(⟨δ0[ y zu x ],1⟩⟨diag(I2rk−1, a),1⟩⟨[0, v], ς([0, v])⟩⟨w′,1⟩, s)ω(⟨a,1⟩)ψ(u)∣a∣ζ+rk−1
(4.70)
dxdy dz dudv d∗a.
This formal step will be justified by the argument below. Since diag(I2rk−1, a), [0, v] and w′ all
normalize V(rk,rk), and also
δ0⟨diag(I2rk−1, a),1⟩ = ⟨δ0 diag(I2rk−1, a),1⟩, δ0[0, v] ∈ N−H , δ0⟨w′,1⟩ = ⟨δ0w′,1⟩,
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we can shift diag(I2rk−1, a), [0, v] and w′ to the left and obtain
∫
F ∗
∫
F rk−2
∫
V(rk,rk)
f ′(⟨δ0 diag(a, I2rk−1),1⟩⟨δ0[0, v], ς(δ0[0, v])⟩⟨δ0w′,1⟩⟨δ0[ y zu x ],1⟩, s)ω(⟨a,1⟩)ψ(u)
∣a∣ζ−1 dxdy dz dudv d∗a.
Now as with Z ′(s,ω, f), the coordinates x, y, z, u are all small (due to the choice of support
for ⟨δ0,1⟩ ⋅ f ′), and since ⟨δ0,1⟩ ⋅ f ′ is right-invariant on {⟨y,1⟩ ∶ y ∈ N ∩NH} (η♢2rk is trivial on
KH ∩NH), we can use (4.67) to obtain
D∫
F ∗
∫
F rk−2
W (⟨diag(Irk−1, a),1⟩⟨( 1 Irk−2
v 1
) , ς ′(( 1 Irk−2
v 1
))⟩⟨( Irk−1
1
) ,1⟩)(4.71)
ω(⟨a,1⟩)∣a∣ζ+rks−3/2+rk−(rk−1)/2 dv d∗a.
Here v ↦ ⟨v, ς ′(v)⟩ is the splitting of NGLrk in GL(m,r)rk . This also justifies (4.70), because
the argument on the support can be applied to ∣f ′∣, then (4.70) is absolutely convergent as a
multiple integral for Re(ζ)≪ 0, since this is true for (4.71) (see [JPSS83, § 2]).
Next we show that the coordinates of v belong in O (assuming rk > 2). Put v = (v1, . . . , vrk−2).
For simplicity, re-denote
[0, v] = ( 1 Irk−2
v 1
) , w′ = ( Irk−1
1
) .
Let
e(o1) = ( 1o1 1
Irk−2
) , o1 ∈ O.
ThenW is right-invariant on the elements ⟨e(o1), η♢rk(e(o1))⟩. Since y ↦ ⟨y, η♢rk(y)⟩ is a splitting
of KGLrk in GL
(m,r)
rk ; there is a unique splitting of e(O) in GL(m,r)rk (the exponent of µm is m
and ∣m∣ = 1); and w′e(O) ∈ NGLrk , (1.4) implies
w′⟨e(o1), η♢rk(e(o1))⟩ = ⟨w′e(o1),1⟩.
We also have [0,v]w
′
e(o1) ∈ NGLrk , therefore
W (⟨diag(Irk−1, a),1⟩⟨[0, v], ς ′([0, v])⟩⟨w′,1⟩)
=W (⟨diag(Irk−1, a),1⟩⟨[0, v], ς ′([0, v])⟩⟨w′,1⟩⟨e(o1), η♢rk(e(o1))⟩)
=W (⟨diag(Irk−1, a),1⟩⟨( 1 −o1v o1Irk−2
1
) ,1⟩⟨[0, v], ς ′([0, v])⟩⟨w′,1⟩)
= ψ−1(o1v1)W (⟨diag(Irk−1, a),1⟩⟨[0, v], ς ′([0, v])⟩⟨w′,1⟩).
Taking o1 ∈ O∗, we deduce the integrand of (4.71) vanishes unless v1 ∈ O. Then since w′−1[0, v] ∈
NGLrk , we can argue as in (4.60) to show that v1 can be omitted from the integrand, and we
remain with the measure of O which equals 1. We proceed similarly (assuming rk > 3), with
e(o2, . . . , ork−2) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
1
0 1
o2 1
⋮ ⋱
ork−2 1
0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,
in increasing order: first take o2 ∈ O∗ and the remaining coordinates zero to show v2 ∈ O, then
o3 ∈ O∗, etc.
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Hence (4.71) equals
D∫
F ∗
W (⟨diag(Irk−1, a),1⟩)ω(⟨a,1⟩)∣a∣ζ+rks−3/2+rk−(rk−1)/2 d∗a.
As in the proof of Proposition 84 and by (2.54), this integral equals
D∫
F ∗
W ∗(⟨diag(a, Irk−1),1⟩)ω∗(⟨a,1⟩)∣a∣−ζ−rks+1/2−(rk−1)/2 d∗a
=DZ(−ζ − rks + 1/2, ω∗,W ∗) =DLϑ(−rζ − rαs + 1/2, π × τ∨).
Note thatW ∗ is indeed normalized, unramified and belongs toW(Θr,m,r,ϑ(χ))∗ =W(Θr,m,r,ϑ(χ)∗),
which is W(Θr,m,r,ϑ(χ∗)) by Proposition 42. We obtain
Ψ(ζ, s,ω, f) =DLϑ(−rζ − rαs + 1/2, π × τ∨),
in C(q−ζ , q−s). Now taking ζ = 0, we deduce
Ψ(0, s, ω, f) =DLϑ(−rαs + 1/2, π × τ∨).
Comparing this to (4.69) and using the definition of Lπ,τ,ϑ(s) we conclude (4.66). 
As a corollary we finally obtain the computation of the integral with unramified data:
Corollary 86. Let ω and f be the normalized unramified vectors. Then
Z(s,ω, f) = Lϑ(rαs + 1/2, π∨ × τ)Lϑ(rαs + 1/2, π × τ ′∨)∏rj=1Lϑ(2rαs + j, τ × τ ′∨) .
Proof. Immediate from Lemma 85, Proposition 84 and the definition of Lπ,τ,ϑ(s). 
4.4. Concluding the computation. We combine the results from § 4.1–§ 4.3 to complete
the computation of the integrals with unramified data. We start with the GL(m,r)n ×GL(m,r)k
integrals.
Theorem 87. Let π be a genuine irreducible unramified representation of GLn, and τ and τ ′
be genuine irreducible unramified representations of GL
(m,r)
k . Assume the conditions on τ and
τ ′ from § 4.2. Let ω and fW(ρn(τ))⊗W(ρn(τ ′)) be normalized and unramified. Put α = rkn. Then
Z(s,ω, fW(ρn(τ))⊗W(ρn(τ ′))) = Lϑ(rαs + 1/2, π∨ × τ)Lϑ(rαs + 1/2, π × τ ′
∨)
∏rnj=1Lϑ(2rαs + j, τ × τ ′∨) .
Proof. The proof is by induction on n. The base case n = 1 is Corollary 86. Assuming the result
for n − 1, we deduce the result for n by applying Lemma 80 with a = 1 and b = n − 1, using the
base case for n = 1 and the induction hypothesis on n − 1, and combining this with (4.29). For
more details see [CFGK, Theorem 28], proved in exactly the same way. 
Finally:
Proof of Theorem 66. Using local notation, let ω and fW(ρc(τ)) be normalized and unramified.
Also recall α = rkc + 1. We need to show
Z(s,ω, fW(ρc(τ))) = Lϑ(rαs + 1/2, π × τ)[Lϑ(rαs + rn + 1/2, τ)] ∏
1≤j≤rn
Lϑ(2rαs + 2j, τ,∧2)Lϑ(2rαs + 2j − 1, τ,∨2) .
Here Lϑ(rαs + rn + 1/2, τ) appears only for odd m. The first step is to apply Lemma 79:
Z(s,ω, fW(ρc(τ))) = dτ,ϑ(s)Z(αs/(rkn), ωn, fW(ρc(τ))⊗W(ρc(τ∗))).
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For the GL(m,r)n ×GL(m,r)k integral on the right hand side, the representation τ ′ is τ∗, hence as
noted in § 4.1 and § 4.2, τ and τ ′ satisfy the additional assumptions of § 4.2, in particular (3.33)
which was needed for this integral. Hence we can proceed to apply Theorem 87. We also have
Lϑ(s, τ ×τ∗∨) = Lϑ(s, τ ×τ), because by Proposition 25 and since ϑ = ϑ−1, t(τ∗)∨,ϑ = t(τ∗)∗,ϑ = tτ,ϑ.
The result follows when we combine this with (4.1), (1.70) and (1.71). 
Remark 88. As mentioned in the introduction, the local theory can be stated independently of
the conjectures of § 2.4. In this case define ρl(τ) = Θrl,m,r,ϑ(χ) and as explained in § 2.5, all
the properties there hold, when we take x in general position. The only difference is that ρl(τ)
might be reducible, but it is still (rk, l) and the proof remains valid, in the sense of meromorphic
continuation in x.
Appendix A. Direct proof of Theorems 43 and 46 for r = k = 2
We prove Theorems 43 and 46 directly when r = k = 2. We have
χΘ = ∣ ∣−1/2χ1 ⊗ ∣ ∣1/2χ1 ⊗ ∣ ∣−1/2χ2 ⊗ ∣ ∣1/2χ2,
and we write y = (y1, . . . , y4) for the Satake parameter of χΘ, so that
y = (q1/2x1, q−1/2x1, q1/2x2, q−1/2x2).
For brevity and to lighten the notation, set τa,b(w,w′y) = τa,b(w,ϑ,w′χΘ), X = x1x−12 and
wi = w(i,i+1) (i = 1,2,3). Put b = (rl,0,0,0). Since b ≡ 0, for most of the computations we will
assume l = 0, then after we find the coefficients, take any l ≥ 0. We have
w1y = (q−1/2x1, q1/2x1, q1/2x2, q−1/2x2), w2y = (q1/2x1, q1/2x2, q−1/2x1, q−1/2x2),
w3y = (q1/2x1, q−1/2x1, q−1/2x2, q1/2x2), w2w1y = (q−1/2x1, q1/2x2, q1/2x1, q−1/2x2),
w3w1y = (q−1/2x1, q1/2x1, q−1/2x2, q1/2x2), w1w2y = (q1/2x2, q1/2x1, q−1/2x1, q−1/2x2),
w3w2y = (q1/2x1, q1/2x2, q−1/2x2, q−1/2x1), w1w3y = (q−1/2x1, q1/2x1, q−1/2x2, q1/2x2),
w2w3y = (q1/2x1, q−1/2x2, q−1/2x1, q1/2x2), w2w3w1y = (q−1/2x1, q−1/2x2, q1/2x1, q1/2x2),
w1w2w3w1y = (q−1/2x2, q−1/2x1, q1/2x1, q1/2x2), w3w2w3w1y = (q−1/2x1, q−1/2x2, q1/2x2, q1/2x1),
w3w1w2w3w1y = (q−1/2x2, q−1/2x1, q1/2x2, q1/2x1), w2w3w1w2w3w1y = (q−1/2x2, q1/2x2, q−1/2x1, q1/2x1).
Denote Cw(y) =∏α>0∶wα>0(1 − q−1yα)/(1 − yα). Then
Cw1w3(w3w1y) = 1 − q−1X1 −X
1 − q−2X
1 − qX , Cw1w3w2(w2w3w1y) =
1 − q−1X
1 −X
1 − q−2X
1 −X ,
Cw1w3w2w1(w1w2w3w1y) = 1 − q−2X1 −X , Cw1w3w2w3(w3w2w3w1y) =
1 − q−2X
1 −X ,
Cw1w3w2w1w3(w3w1w2w3w1y) = 1 − q−2X1 − q−1X , Cw1w3w2w1w3w2(w2w3w1w2w3w1y) = 1.
These are the relevant Weyl elements; for the others, Cw(w−1y) = 0. We turn to compute the
coefficients τ0,0(w,w−1y) for each, using (1.79), (1.80) and Proposition 26.
For the representative w1w3,
τ0,0(w1w3,w3w1y) = τ0,0(w1,w1y)τ0,0(w3,w3w1y) = 1 − q−1
1 − q−1
1 − q−1
1 − q−1 = 1.
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For the representative w1w3w2, since
τ0,0(w3w2,w2w3w1y) = τ0,0(w3,w3w1y)τ0,0(w2,w2w3w1y) = 1 − q−1
1 − q−1X−1
and τ(−1,1,0,0),0(w3w2,w2w3w1y) = 0,
τ0,0(w1w3w2,w2w3w1y)
= τ0,0(w1,w1y)τ0,0(w3w2,w2w3w1y) + τ0,(−1,1,0,0)(w1,w1y)τ(−1,1,0,0),0(w3w2,w2w3w1y)
= τ0,0(w3w2,w2w3w1y) = 1 − q−1
1 − q−1X−1 .
For w1w3w2w1 we have the following preliminary computations:
τ0,0(w2w1,w1w2w3w1y) = τ0,0(w2,w2w3w1y)τ0,0(w1,w1w2w3w1y) = 1 − q−1
1 −X−1
1 − q−1
1 − q−1X−1 ,
τ(0,0,−1,1),0(w2w1,w1w2w3w1y) = 0,
τ0,0(w3w2w1,w1w2w3w1y) = τ0,0(w3,w3w1y)τ0,0(w2w1,w1w2w3w1y) = 1 − q−1
1 −X−1
1 − q−1
1 − q−1X−1 ,
τ(−1,1,0,0),0(w2w1,w1w2w3w1y) = τ(−1,1,0,0),(−1,1,0,0)(w2,w2w3w1y)τ(−1,1,0,0),0(w1,w1w2w3w1y)
= ( 1 − q−1
1 − q−1X−1 + q
−2g(−4)q2qX)qg(2) = ( 1 − q−1
1 − q−1X−1 + g(0)qX)qg(2),
and
τ(−1,1,0,0),0(w3w2w1,w1w2w3w1y) = τ(−1,1,0,0),(−1,1,0,0)(w3,w3w1y)τ(−1,1,0,0),0(w2w1,w1w2w3w1y)
+ τ(−1,1,0,0),(−1,1,−1,1)(w3,w3w1y)τ(−1,1,−1,1),0(w2w1,w1w2w3w1y)
= τ(−1,1,0,0),(−1,1,0,0)(w3,w3w1y)τ(−1,1,0,0),0(w2w1,w1w2w3w1y) + 0
= τ(−1,1,0,0),0(w2w1,w1w2w3w1y) = ( 1 − q−1
1 − q−1X−1 + g(0)qX)qg(2).
Then
τ0,0(w1w3w2w1,w1w2w3w1y)
= τ0,0(w1,w1y)τ0,0(w3w2w1,w1w2w3w1y) + τ0,(−1,1,0,0)(w1,w1y)τ(−1,1,0,0),0(w3w2w1,w1w2w3w1y)
= 1 − q
−1
1 −X−1
1 − q−1
1 − q−1X−1 + q
−1g(2)(( 1 − q−1
1 − q−1X−1 + g(0)qX)qg(2))
= 1 − q
−1
1 −X−1
1 − q−1
1 − q−1X−1 + g(2)2(
1 − q−1
1 − q−1X−1 + g(0)qX).
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For w1w3w2w3,
τ0,0(w2w3,w3w2w3w1y) = τ0,0(w2,w2w3w1y)τ0,0(w3,w3w2w3w1y) = 1 − q−1
1 − q−1X−1
1 − q−1
1 −X−1 ,
τ(0,0,−1,1),0(w2w3,w3w2w3w1y) = τ(0,0,−1,1),(0,0,−1,1)(w2,w2w3w1y)τ(0,0,−1,1),0(w3,w3w2w3w1y)
= ( 1 − q−1
1 − q−1X−1 + q
−2g(0)q2qX)qg(2) = ( 1 − q−1
1 − q−1X−1 + g(0)qX)qg(2),
τ0,0(w3w2w3,w3w2w3w1y)
= τ0,0(w3,w3w1y)τ0,0(w2w3,w3w2w3w1y) + τ0,(0,0,−1,1)(w3,w3w1y)τ(0,0,−1,1),0(w2w3,w3w2w3w1y)
= 1 − q
−1
1 − q−1X−1
1 − q−1
1 −X−1 + g(2)2(
1 − q−1
1 − q−1X−1 + qXg(0)),
τ(−1,1,0,0),0(w2w3,w3w2w3w1y) = 0,
τ(−1,1,−1,1),0(w2w3,w3w2w3w1y) = τ(−1,1,−1,1),(−1,1,−1,1)(w2,w2w3w1y)τ(−1,1,−1,1),0(w3,w3w2w3w1y)
+ τ(−1,1,−1,1),(−1,−2,2,1)(w2,w2w3w1y)τ(−1,−2,2,1),0(w3,w3w2w3w1y) = 0,
τ(−1,1,0,0),0(w3w2w3,w3w2w3w1y) = τ(−1,1,0,0),(−1,1,0,0)(w3,w3w1y)τ(−1,1,0,0),0(w2w3,w3w2w3w1y)
+ τ(−1,1,0,0),(−1,1,−1,1)(w3,w3w1y)τ(−1,1,−1,1),0(w2w3,w3w2w3w1y) = 0,
and
τ0,0(w1w3w2w3,w3w2w3w1y)
= τ0,0(w1,w1y)τ0,0(w3w2w3,w3w2w3w1y) + τ0,(−1,1,0,0)(w1,w1y)τ(−1,1,0,0),0(w3w2w3,w3w2w3w1y)
= 1 − q
−1
1 − q−1X−1
1 − q−1
1 −X−1 + g(2)2(
1 − q−1
1 − q−1X−1 + qXg(0)).
For the representative w1w3w2w1w3,
τ0,0(w1w3,w3w1w2w3w1y) = τ0,0(w1,w1w2w3w1y)τ0,0(w3,w3w1w2w3w1y)
+ τ0,(−1,1,0,0)(w1,w1w2w3w1y)τ(−1,1,0,0),0(w3,w3w1w2w3w1y)
= τ0,0(w1,w1w2w3w1y)τ0,0(w3,w3w1w2w3w1y) = 1 − q−1
1 −X−1
1 − q−1
1 −X−1 ,
τ(0,−1,1,0),0(w1w3,w3w1w2w3w1y)
= τ(0,−1,1,0),(0,−1,1,0)(w1,w1w2w3w1y)τ(0,−1,1,0),0(w3,w3w1w2w3w1y) = 0,
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τ0,0(w2w1w3,w3w1w2w3w1y) = τ0,0(w2,w2w3w1y)τ0,0(w1w3,w3w1w2w3w1y)
+ τ0,(0,−1,1,0)(w2,w2w3w1y)τ(0,−1,1,0),0(w1w3,w3w1w2w3w1y) = 1 − q−1
1 − q−1X−1
1 − q−1
1 −X−1
1 − q−1
1 −X−1 ,
τ(0,0,−1,1),0(w1w3,w3w1w2w3w1y) = τ(0,0,−1,1),(0,0,−1,1)(w1,w1w2w3w1y)τ(0,0,−1,1),0(w3,w3w1w2w3w1y)
+ τ(0,0,−1,1),(−1,1,−1,1)(w1,w1w2w3w1y)τ(−1,1,−1,1),0(w3,w3w1w2w3w1y)
= τ(0,0,−1,1),(0,0,−1,1)(w1,w1w2w3w1y)τ(0,0,−1,1),0(w3,w3w1w2w3w1y) = 1 − q−1
1 −X−1 qg(2),
τ(0,0,−1,1),0(w2w1w3,w3w1w2w3w1y) = τ(0,0,−1,1),(0,0,−1,1)(w2,w2w3w1y)τ(0,0,−1,1),0(w1w3,w3w1w2w3w1y)
= 1 − q
−1
1 −X−1 qg(2)(
1 − q−1
1 − q−1X−1 + qg(0)X),
τ0,0(w3w2w1w3,w3w1w2w3w1y) = τ0,0(w3,w3w1y)τ0,0(w2w1w3,w3w1w2w3w1y)
+ τ0,(0,0,−1,1)(w3,w3w1y)τ(0,0,−1,1),0(w2w1w3,w3w1w2w3w1y)
= 1 − q
−1
1 − q−1X−1
1 − q−1
1 −X−1
1 − q−1
1 −X−1 + g(2)2
1 − q−1
1 −X−1 (
1 − q−1
1 − q−1X−1 + qg(0)X),
τ(−1,1,0,0),0(w1w3,w3w1w2w3w1y) = τ(−1,1,0,0),(−1,1,0,0)(w1,w1w2w3w1y)τ(−1,1,0,0),0(w3,w3w1w2w3w1y)
+ τ(−1,1,0,0),(0,0,0,0)(w1,w1w2w3w1y)τ(0,0,0,0),0(w3,w3w1w2w3w1y)
= τ(−1,1,0,0),(0,0,0,0)(w1,w1w2w3w1y)τ(0,0,0,0),0(w3,w3w1w2w3w1y) = qg(2) 1 − q−1
1 −X−1 ,
τ(−1,1,0,0),0(w2w1w3,w3w1w2w3w1y) = τ(−1,1,0,0),(−1,1,0,0)(w2,w2w3w1y)τ(−1,1,0,0),0(w1w3,w3w1w2w3w1y)
= qg(2) 1 − q−1
1 −X−1 (
1 − q−1
1 − q−1X−1 + g(0)qX),
τ(−1,1,−1,1),0(w1w3,w3w1w2w3w1y) = τ(−1,1,−1,1),(−1,1,−1,1)(w1,w1w2w3w1y)τ(−1,1,−1,1),0(w3,w3w1w2w3w1y)
+ τ(−1,1,−1,1),(0,0,−1,1)(w1,w1w2w3w1y)τ(0,0,−1,1),0(w3,w3w1w2w3w1y)
= τ(−1,1,−1,1),(0,0,−1,1)(w1,w1w2w3w1y)τ(0,0,−1,1),0(w3,w3w1w2w3w1y) = q2g(2)2,
τ(−1,−2,2,1),0(w1w3,w3w1w2w3w1y) = τ(−1,−2,2,1),(−1,−2,2,1)(w1,w1w2w3w1y)τ(−1,−2,2,1),0(w3,w3w1w2w3w1y)
= 0,
τ(−1,1,−1,1),0(w2w1w3,w3w1w2w3w1y) = τ(−1,1,−1,1),(−1,1,−1,1)(w2,w2w3w1y)τ(−1,1,−1,1),0(w1w3,w3w1w2w3w1y)
+ τ(−1,1,−1,1),(−1,−2,2,1)(w2,w2w3w1y)τ(−1,−2,2,1),0(w1w3,w3w1w2w3w1y) = 1 − q−1
1 − q−1X−1Xq
3g(2)2,
τ(−1,1,0,0),0(w3w2w1w3,w3w1w2w3w1y)
= τ(−1,1,0,0),(−1,1,0,0)(w3,w3w1y)τ(−1,1,0,0),0(w2w1w3,w3w1w2w3w1y)
+ τ(−1,1,0,0),(−1,1,−1,1)(w3,w3w1y)τ(−1,1,−1,1),0(w2w1w3,w3w1w2w3w1y)
= qg(2) 1 − q−1
1 −X−1 (
1 − q−1
1 − q−1X−1 + g(0)qX) + q2g(2)3
1 − q−1
1 − q−1X−1X,
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and
τ0,0(w1w3w2w1w3,w3w1w2w3w1y)
= τ0,0(w1,w1y)τ0,0(w3w2w1w3,w3w1w2w3w1y)
+ τ0,(−1,1,0,0)(w1,w1y)τ(−1,1,0,0),0(w3w2w1w3,w3w1w2w3w1y)
= 1 − q
−1
1 − q−1X−1
1 − q−1
1 −X−1
1 − q−1
1 −X−1 + g(2)2
1 − q−1
1 −X−1 (
1 − q−1
1 − q−1X−1 + qg(0)X)
+ q−1g(2)(qg(2) 1 − q−1
1 −X−1 (
1 − q−1
1 − q−1X−1 + g(0)qX) + q2g(2)3
1 − q−1
1 − q−1X−1X) .
For the representative w1w3w2w1w3w2:
τ0,0(w3w2,w2w3w1w2w3w1y) = τ0,0(w3,w3w1w2w3w1y)τ0,0(w2,w2w3w1w2w3w1y)
+ τ0,(0,0,−1,1)(w3,w3w1w2w3w1y)τ(0,0,−1,1),0(w2,w2w3w1w2w3w1y) = 1 − q−1
1 −X−1
1 − q−1
1 − qX−1 ,
τ(−1,1,0,0),0(w3w2,w2w3w1w2w3w1y)
= τ(−1,1,0,0),(−1,1,0,0)(w3,w3w1w2w3w1y)τ(−1,1,0,0),0(w2,w2w3w1w2w3w1y)
+ τ(−1,1,0,0),(−1,1,−1,1)(w3,w3w1w2w3w1y)τ(−1,1,−1,1),0(w2,w2w3w1w2w3w1y) = 1 − q−1
1 −X−1 0 + 0 = 0,
τ0,0(w1w3w2,w2w3w1w2w3w1y) = τ0,0(w1,w1w2w3w1y)τ0,0(w3w2,w2w3w1w2w3w1y)
+ τ0,(−1,1,0,0)(w1,w1w2w3w1y)τ(−1,1,0,0),0(w3w2,w2w3w1w2w3w1y)
= 1 − q
−1
1 −X−1
1 − q−1
1 −X−1
1 − q−1
1 − qX−1 .
For the next few computations note that (0,−1,1,0) ≡ wi[(0,−1,1,0)] for i = 1,3. Then
τ(0,−1,1,0),0(w3w2,w2w3w1w2w3w1y)
= τ(0,−1,1,0),(0,−1,1,0)(w3,w3w1w2w3w1y)τ(0,−1,1,0),0(w2,w2w3w1w2w3w1y) = ( 1 − q−1
1 −X−1 + g(0)X)qg(2),
τ(0,−1,1,0),0(w1w3w2,w2w3w1w2w3w1y)
= τ(0,−1,1,0),(0,−1,1,0)(w1,w1w2w3w1y)τ(0,−1,1,0),0(w3w2,w2w3w1w2w3w1y) = ( 1 − q−1
1 −X−1 + g(0)X)2qg(2),
τ0,0(w2w1w3w2,w2w3w1w2w3w1y) = τ0,0(w2,w2w3w1y)τ0,0(w1w3w2,w2w3w1w2w3w1y)
+ τ0,(0,−1,1,0)(w2,w2w3w1y)τ(0,−1,1,0),0(w1w3w2,w2w3w1w2w3w1y)
= 1 − q
−1
1 − q−1X−1 (
1 − q−1
1 −X−1
1 − q−1
1 −X−1
1 − q−1
1 − qX−1) + q−1g(2)((
1 − q−1
1 −X−1 + g(0)X)2qg(2)) ,
τ(0,0,−1,1),0(w3w2,w2w3w1w2w3w1y)
= τ(0,0,−1,1),(0,0,−1,1)(w3,w3w1w2w3w1y)τ(0,0,−1,1),0(w2,w2w3w1w2w3w1y)
+ τ(0,0,−1,1),(0,0,0,0)(w3,w3w1w2w3w1y)τ(0,0,0,0),0(w2,w2w3w1w2w3w1y) = qg(2) 1 − q−1
1 − qX−1 ,
τ(−1,1,−1,1),0(w3w2,w2w3w1w2w3w1y)
= τ(−1,1,−1,1),(−1,1,−1,1)(w3,w3w1w2w3w1y)τ(−1,1,−1,1),0(w2,w2w3w1w2w3w1y)
+ τ(−1,1,−1,1),(−1,1,0,0)(w3,w3w1w2w3w1y)τ(−1,1,0,0),0(w2,w2w3w1w2w3w1y) = 0,
DOUBLING FOR SYMPLECTIC COVERINGS 119
τ(0,0,−1,1),0(w1w3w2,w2w3w1w2w3w1y)
= τ(0,0,−1,1),(0,0,−1,1)(w1,w1w2w3w1y)τ(0,0,−1,1),0(w3w2,w2w3w1w2w3w1y)
+ τ(0,0,−1,1),(−1,1,−1,1)(w1,w1w2w3w1y)τ(−1,1,−1,1),0(w3w2,w2w3w1w2w3w1y) 1 − q−1
1 −X−1 qg(2)
1 − q−1
1 − qX−1 .
Now note that w2[(0,0,−1,1)] ≡ (0,0,−1,1):
τ(0,0,−1,1),0(w2w1w3w2,w2w3w1w2w3w1y)
= τ(0,0,−1,1),(0,0,−1,1)(w2,w2w3w1y)τ(0,0,−1,1),0(w1w3w2,w2w3w1w2w3w1y)
= ( 1 − q−1
1 − q−1X−1 + g(0)qX)
1 − q−1
1 −X−1 qg(2)
1 − q−1
1 − qX−1 .
Then
τ0,0(w3w2w1w3w2,w2w3w1w2w3w1y) = τ0,0(w3,w3w1y)τ0,0(w2w1w3w2,w2w3w1w2w3w1y)
+ τ0,(0,0,−1,1)(w3,w3w1y)τ(0,0,−1,1),0(w2w1w3w2,w2w3w1w2w3w1y)
= ( 1 − q−1
1 − q−1X−1 (
1 − q−1
1 −X−1
1 − q−1
1 −X−1
1 − q−1
1 − qX−1) + q−1g(2)(
1 − q−1
1 −X−1 + g(0)X)2qg(2))
+ q−1g(2)(( 1 − q−1
1 − q−1X−1 + g(0)qX)
1 − q−1
1 −X−1 qg(2)
1 − q−1
1 − qX−1) .
Also
τ0,0(w3w2,w2w3w1w2w3w1y) = τ0,0(w3,w3w1w2w3w1y)τ0,0(w2,w2w3w1w2w3w1y)
+ τ0,(0,0,−1,1)(w3,w3w1w2w3w1y)τ(0,0,−1,1),0(w2,w2w3w1w2w3w1y) = 1 − q−1
1 −X−1
1 − q−1
1 − qX−1 ,
τ(−1,1,0,0),0(w3w2,w2w3w1w2w3w1y) = τ(−1,1,0,0),(−1,1,0,0)(w3,w3w1w2w3w1y)τ(−1,1,0,0),0(w2,w2...w1y)
+ τ(−1,1,0,0),(−1,1,−1,1)(w3,w3w1w2w3w1y)τ(−1,1,−1,1),0(w2,w2w3w1w2w3w1y) = 0,
τ(−1,1,0,0),0(w1w3w2,w2w3w1w2w3w1y)
= τ(−1,1,0,0),(−1,1,0,0)(w1,w1w2w3w1y)τ(−1,1,0,0),0(w3w2,w2w3w1w2w3w1y)
+ τ(−1,1,0,0),(0,0,0,0)(w1,w1w2w3w1y)τ(0,0,0,0),0(w3w2,w2w3w1w2w3w1y) = qg(2) 1 − q−1
1 −X−1
1 − q−1
1 − qX−1 ,
τ(−1,1,0,0),0(w2w1w3w2,w2w3w1w2w3w1y)
= τ(−1,1,0,0),(−1,1,0,0)(w2,w2w3w1y)τ(−1,1,0,0),0(w1w3w2,w2w3w1w2w3w1y)
= ( 1 − q−1
1 − q−1X−1 + g(0)qX)qg(2)
1 − q−1
1 −X−1
1 − q−1
1 − qX−1 ,
τ(−1,1,−1,1),0(w3w2,w2w3w1w2w3w1y)
= τ(−1,1,−1,1),(−1,1,−1,1)(w3,w3w1w2w3w1y)τ(−1,1,−1,1),0(w2,w2w3w1w2w3w1y)
+ τ(−1,1,−1,1),(−1,1,0,0)(w3,w3w1w2w3w1y)τ(−1,1,0,0),0(w2,w2w3w1w2w3w1y) = 0,
τ(0,0,−1,1),0(w3w2,w2w3w1w2w3w1y)
= τ(0,0,−1,1),(0,0,−1,1)(w3,w3w1w2w3w1y)τ(0,0,−1,1),0(w2,w2w3w1w2w3w1y)
+ τ(0,0,−1,1),(0,0,0,0)(w3,w3w1w2w3w1y)τ(0,0,0,0),0(w2,w2w3w1w2w3w1y) = qg(2) 1 − q−1
1 − qX−1 ,
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τ(−1,1,−1,1),0(w1w3w2,w2w3w1w2w3w1y)
= τ(−1,1,−1,1),(−1,1,−1,1)(w1,w1w2w3w1y)τ(−1,1,−1,1),0(w3w2,w2w3w1w2w3w1y)
+ τ(−1,1,−1,1),(0,0,−1,1)(w1,w1w2w3w1y)τ(0,0,−1,1),0(w3w2,w2w3w1w2w3w1y) = q2g(2)2 1 − q−1
1 − qX−1 ,
τ(−1,−2,2,1),0(w3w2,w2w3w1w2w3w1y)
= τ(−1,−2,2,1),(−1,−2,2,1)(w3,w3w1w2w3w1y)τ(−1,−2,2,1),0(w2,w2w3w1w2w3w1y) = 0,
τ(−1,−2,2,1),0(w1w3w2,w2w3w1w2w3w1y)
= τ(−1,−2,2,1),(−1,−2,2,1)(w1,w1w2w3w1y)τ(−1,−2,2,1),0(w3w2,w2w3w1w2w3w1y) = 0,
τ(−1,1,−1,1),0(w2w1w3w2,w2w3w1w2w3w1y)
= τ(−1,1,−1,1),(−1,1,−1,1)(w2,w2w3w1y)τ(−1,1,−1,1),0(w1w3w2,w2w3w1w2w3w1y)
+ τ(−1,1,−1,1),(−1,−2,2,1)(w2,w2w3w1y)τ(−1,−2,2,1),0(w1w3w2,w2w3w1w2w3w1y)
= 1 − q
−1
1 − q−1X−1Xq
3g(2)2 1 − q−1
1 − qX−1 ,
τ(−1,1,0,0),0(w3w2w1w3w2,w2w3w1w2w3w1y)
= τ(−1,1,0,0),(−1,1,0,0)(w3,w3w1y)τ(−1,1,0,0),0(w2w1w3w2,w2w3w1w2w3w1y)
+ τ(−1,1,0,0),(−1,1,−1,1)(w3,w3w1y)τ(−1,1,−1,1),0(w2w1w3w2,w2w3w1w2w3w1y)
= ( 1 − q−1
1 − q−1X−1 + g(0)qX)qg(2)
1 − q−1
1 −X−1
1 − q−1
1 − qX−1 + q
−1g(2) 1 − q−1
1 − q−1X−1Xq
3g(2)2 1 − q−1
1 − qX−1 .
Finally
τ0,0(w1w3w2w1w3w2,w2w3w1w2w3w1y)
= τ0,0(w1,w1y)τ0,0(w3w2w1w3w2,w2w3w1w2w3w1y)
+ τ0,(−1,1,0,0)(w1,w1y)τ(−1,1,0,0),0(w3w2w1w3w2,w2w3w1w2w3w1y)
= ( 1 − q−1
1 − q−1X−1 (
1 − q−1
1 −X−1
1 − q−1
1 −X−1
1 − q−1
1 − qX−1) + g(2)2(
1 − q−1
1 −X−1 + g(0)X)2)
+ q−1g(2)(( 1 − q−1
1 − q−1X−1 + g(0)qX)
1 − q−1
1 −X−1 qg(2)
1 − q−1
1 − qX−1)
+ q−1g(2)(( 1 − q−1
1 − q−1X−1 + g(0)qX)qg(2)
1 − q−1
1 −X−1
1 − q−1
1 − qX−1 + q
2g(2)3 1 − q−1
1 − q−1X−1X
1 − q−1
1 − qX−1) .
We simplify the above expressions and obtain the contributions of Cw(w−1y)τ0,0(w,w−1y). Put
W ′ = {w1w3,w1w3w2,w1w3w2w1}, W ′′ = {w1w3w2w3,w1w3w2w1w3,w1w3w2w1w3w2}
and W =W ′∐W ′′. For w1w3 and w1w3w2:
∑
w∈{w1w3,w1w3w2}
Cw(w−1y)τ0,0(w,w−1y) = (1 − q−1X)(1 − q−2X) 1(1 −X)2 .
For both w = w1w3w2w1 and w = w1w3w2w3 we have
Cw(w−1y)τ0,0(w,w−1y) = (1 − q−1X)(1 − q−2X) −X(1 −X)2 .
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Then
∑
w∈W ′
Cw(w−1y)τ0,0(w,w−1y) = (1 − q−1X)(1 − q−2X) 1(1 −X) ,
∑
w∈W ′
Cw(w−1y)τ0,b∗(w,w−1y) = q3rl/2+l/2(1 − q−1X)(1 − q−2X)xl2 11 −X .
The first sum is Γ1 in the proof of Theorem 46 and indeed Γ1 = (1 −X)−1W0(b, ϑ,χΘ) (the
formula forW0(b, ϑ,χΘ) - Theorem 43 - will be obtained below with l = 0). Also note that here
ϑ(̟2l) = 1.
For w1w3w2w1w3,
Cw(w−1y)τ0,0(w,w−1y) = (1 − q−1X)(1 − q−2X)(X2 (1 − q−1)(1 − q−1X)(1 −X)2) ,
for w1w3w2w1w3w2,
Cw(w−1y)τ0,0(w,w−1y) = (1 − q−1X)(1 − q−2X)X2 q−1 − q−1X − q−3X + q−3X2(1 − q−1X)(1 − q−2X)(1 −X)2 ,
and
∑
w∈W ′′
Cw(w−1y)τ0,0(w,w−1y) = (1 − q−1X)(1 − q−2X) −X
1 −X ,
∑
w∈W ′′
Cw(w−1y)τ0,b∗(w,w−1y) = q3rl/2+l/2(1 − q−1X)(1 − q−2X)xl1 −X1 −X .
Collecting the contributions from all Weyl elements together and since δBGL4 (tb) = q−3rl,
W0(b, ϑ,χΘ) = q−3rl/2+l/2(1 − q−1X)(1 − q−2X)( xl2
1 −X +
−Xxl1
1 −X )
= q−3rl/2+l/2W0(0, ϑ,χΘ)xl+12 − xl+11
x2 − x1 .
Thus W 0(tb) = q−3rl/2+l/2pl(x) !
Remark 89. We can also compute (2.29) directly when r = k = 2. Then we need to compute
W0′(0′, ϑ,χ′Θ[3]) where 0′ = (0,0,0) and χ′Θ[3] = ∣ ∣−1/2χ1 ⊗ ∣ ∣1/2χ1 ⊗ ∣ ∣1/2χ2. Put τa,b(w,w′y) =
τa,b(w,ϑ,w′χ′Θ[3]), X = x1x−12 , wi = w(i,i+1) (i = 1,2) and Cw(y) as above. We have
y = (q1/2x1, q−1/2x1, q−1/2x2), w1y = (q−1/2x1, q1/2x1, q−1/2x2),
w2y = (q1/2x1, q−1/2x2, q−1/2x1), w1w2y = (q−1/2x2, q1/2x1, q−1/2x1),
w2w1y = (q−1/2x1, q−1/2x2, q1/2x1), w1w2w1y = (q−1/2x2, q−1/2x1, q1/2x1).
Note that
1 − q−1yα1
1 − yα1 = 0,
1 − q−1yα1+α2
1 − yα1+α2 =
1 −X
1 − qX ,
1 − q−1yα2
1 − yα2 =
1 − q−1X
1 −X .
We see that Cw(w−1y) = 0 unless w ∈ {w1,w1w2,w1w2w1}. Also
Cw1(w1y) = 1 −X1 − qX
1 − q−1X
1 −X =
1 − q−1X
1 − qX , Cw1w2(w2w1y) =
1 − q−1X
1 −X , Cw1w2w1(w1w2w1y) = 1.
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Then using (1.79), (1.80) and Proposition 26 we see that
τ0′,0′(w1,w1y) = 1,
τ0′,0′(w1w2,w2w1y) = τ0′,0′(w1,w1y)τ0′,0′(w2,w2w1y) + τ0′,(−1,1,0)(w1,w1y)τ(−1,1,0),0′(w2,w2w1y)
= 1 − q
−1
1 − q−1X−1 ,
τ0′,0′(w2w1,w1w2y) = τ0′,0′(w2,w2y)τ0′,0′(w1,w1w2y) + τ0′,(0,−1,1)(w2,w2y)τ(0,−1,1),0′(w1,w1w2y)
= 1 − q
−1
1 −X−1
1 − q−1
1 − q−1X−1 ,
τ0′,0′(w2w1,w1w2w1y)
= τ0′,0′(w2,w2w1y)τ0′,0′(w1,w1w2w1y) + τ0′,(0,−1,1)(w2,w2w1y)τ(0,−1,1),0′(w1,w1w2w1y)
= 1 − q
−1
1 − q−1X−1
1 − q−1
1 −X−1 ,
τ 2(−1,1,0),(−1,1,0)(w2,w2w1y) = τ 2(−1,1,0),(−1,−1,2)+(0,2,−2)(w2,w2w1y) = q−2g(−4)q2qX = qg(0)X,
where we used t(−1,−1,2)+(0,2,−2) = t(−1,−1,2)t(0,2,−2) which holds because (̟,̟)24 = 1,
τ(−1,1,0),0′(w2w1,w1w2w1y) = τ(−1,1,0),(−1,1,0)(w2,w2w1y)τ(−1,1,0),0′(w1,w1w2w1y)
= ( 1 − q−1
1 − q−1X−1 + τ
2
(−1,1,0),(−1,1,0)(w2,w2w1y))qg(2) = ( 1 − q−11 − q−1X−1 + qg(0)X)qg(2),
τ0′,0′(w1w2w1,w1w2w1y)
= τ0′,0′(w1,w1y)τ0′,0′(w2w1,w1w2w1y) + τ0′,(−1,1,0)(w1,w1y)τ(−1,1,0),0′(w2w1,w1w2w1y)
= 1 − q
−1
1 −X−1
1 − q−1
1 − q−1X−1 + q
−1g(−2)( 1 − q−1
1 − q−1X−1 −X)qg(2)
= 1 − q
−1
1 −X−1
1 − q−1
1 − q−1X−1 + q
−1 1 −X
1 − q−1X−1 .
Combining these results we obtain (2.30):
W0′(0′, ϑ,χ′Θ[3])
= 1 − q
−1X
1 − qX τ0′,0′(w1,w1y) +
1 − q−1X
1 −X τ0′,0′(w1w2,w2w1y) + τ0′,0′(w1w2w1,w1w2w1y)
= 1 − q
−1X
1 − qX +
1 − q−1X
1 −X
1 − q−1
1 − q−1X−1 +
1 − q−1
1 −X−1
1 − q−1
1 − q−1X−1 + q
−1 1 −X
1 − q−1X−1 = 1 − q
−1X.
Appendix B. List of common notation and definitions
● F - a local field of characteristic 0, or a number field; § 1.1.
● G - usually Sp2n; § 1.1.● Jl - the permutation matrix in GLl with 1 along the anti-diagonal; § 1.1.
● Bl = Tl ⋉Nl - the fixed Borel subgroup of Sp2l, where Tl is the torus; § 1.1.● WG - the Weyl group of G; § 1.1.
● BGLd = TGLd ⋉NGLd - the Borel subgroup of upper triangular invertible matrices; § 1.1.● Pβ =Mβ ⋉ Vβ - a standard parabolic subgroup of GLd where β is a composition of d; § 1.1.
● Φd, Φ+d - simple and positive roots of GLd, usually regarded as pairs (i, j); § 1.1.● WGLd - the Weyl group of GLd; § 1.1.
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● ℓ(w) - the length of w ∈WGLd; § 1.1.● b∗ = Jdtb−1Jd for b ∈ GLd (tb - the transpose of b); § 1.1.
● xy = xyx−1; § 1.1.
● O, P, ̟, q - p-adic fields, O is the ring of integers, ̟ ∈ O, ∣̟∣ = q−1 and P = ̟O; § 1.1.
● KG - over p-adic fields KG = G(O), globally a maximal compact subgroup of G(A); § 1.1.
● µm - the m-th roots of unity; § 1.2.
● (⋅, ⋅)m - the m-th Hilbert symbol; § 1.2.
● G(m) - the m-fold covering of G when G is a symplectic group; § 1.2.
● ⟨g, ǫ⟩ - a general element of a covering group; § 1.2.
● X̃ - when a covering of G is fixed and X < G, the covering obtained by restriction; § 1.2.
● ε - a fixed faithful character of µm used to define genuine representations; § 1.2.
● c - c = 2n except when the integrals for GLn ×GLk are considered, then c = n; § 1.3.
● r =m if m is odd, otherwise r =m/2; § 1.3.
● H - usually Sp2rkc; § 1.3.● P =MP ⋉UP - the Siegel parabolic subgroup of H ; § 1.3.
● Q =MQ⋉U - a standard parabolic subgroup of H , G×G is embedded in MQ as the stabilizer
of a character ψU of U ; § 1.3.
● ψ - a nontrivial additive character of a local field or of F /A; § 1.3.
● ψU - the character of U stabilized by G ×G; (1.6).
● (g1, g2), ei - the embedding G ×G↪H , e1(g) = (g,1) and e2(g) = (1, g); § 1.3.
● σ2rkc, σd - the 2-cocycle of [BLS99] for GL2rkc, GLd, which we can compute explicitly in many
cases, but does not globalize. In a local-global context we denote σ2rkc,ν or σν ; § 1.4.
● Wd - a set of representatives for WGLd constructed in [BLS99], and used for σd; § 1.4.● W+d - a group containing Wd and diagonal matrices whose coordinates are ±1; § 1.4.● F is unramified - F is non-archimedean, ∣m∣ = 1, q is odd and q > 3; § 1.4.
● ηd - in a purely local context and when F is unramified, ⟨y, ηd(y)⟩ is a splitting of KGLd, and
in particular ⟨y, η2rkc(y)⟩ is the canonical splitting of KH ; § 1.4.
● σ∗c , σ∗,rkc , ς∗,c: in a local context σ∗c and σ∗,rkc are 2-cocycles of GLc, cohomologous to σc on
SLc (even on GLc), and σ∗c (g, g′) = σc(g∗, g′∗) where g∗ = Jctg−1Jc. The 1-cochain relating σc
to σ∗c is ς∗,c; (1.21), (1.22), § 1.4, Proposition 20.
● ϕ↦ ϕςrk+1∗,c - the local mapping of functions from the right copy of G(m) to the left; (1.28).
● ρ - the 2-cocycle for H(A), ρν is the local version which is cohomologous to σν where ην is
the 1-cochain. We write ρ2l for this 2-cocycle on Sp2l(A); (1.29), § 1.5.● η - the global 1-cochain η = ∏ν ην , which is well defined on H(F ) but not on H(A); (1.29),
§ 1.5.
● ρL and ρR - the global 2-cocycles for the left and right copies of Spc(A) in H(A); (1.30).
● ϕ↦ ϕ(η×)−1 - the global version of ϕ↦ ϕςrk+1∗,c (from the right copy to the left); (1.35).
● σ - globally this is the product of 2-cocycles σν (usually σ2rkc,ν), e.g., on H(F ); § 1.5.
● ⟨h, η−1(h)⟩ - the splitting of H(F ), used for the definition of automorphic forms; § 1.5.
● ⟨g, η(e1(g))⟩, ⟨g, η−1(e2(g))⟩ - the splittings of G(F ) in the two realizations of G(m)(A); § 1.5.
● η× - a 1-cochain relating between the coverings on both copies of G(A) in H(m)(A); § 1.5.
● ι - the involution g ↦ ιg of G, ι = ( Ic/2Ic/2 ), lifted to G(m) locally and globally; § 1.6.
● ςι,c - the 1-cochain used for the local lift of ι to G(m); (1.38), (1.39).
● πι - for a representation π of G(m), πι acts on the space of π by πι(g) = π(ιg); § 1.6.
● ηι,R - the global analog of ςι,c; (1.45).
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● GL(m,r)rkc (or GL(m,r)d ) - GLrkc is embedded in H = Sp2rkc by {diag(g, g∗) ∶ g ∈ GLrkc}, GL(m,r)rkc
is the covering obtained by restriction from H(m). Similarly for GL
(m,r)
d using Sp
(m)
2d ; § 1.7.
● Cr,d = {xId ∶ x ∈ F ∗r}, C̃r,d is the center of GL(m,r)d ; § 1.7.
● σ♢d - the local 2-cocycle of GL(m,r)d , σ♢d (b, b′) = σ2d(diag(b, b∗),diag(b′, b′∗)); (1.50).
● ρ♢d - the global 2-cocycle of GL(m,r)rkc (A) defined using ρ2d, locally ρ♢d,ν ; (1.55).
● ∗⟨b,1⟩ - an involution of GL(m,r)rkc over a local field; (1.54).
● π∗ - for a representation π of GL(m,r)rkc , π∗ acts on the space of π by π∗(b) = π(b∗); (1.54).● η♢d - the local 1-cochain relating between ρ♢d and σ♢d ; (1.56).
● (η♢rkc)−1(b) - the 1-cochain used to define a splitting of GLd(F ), NGLd(A) in GL(m,r)rkc (A); § 1.7.
● ρβ - a global block-compatible 2-cocycle on Mβ , ρβ(b, b′) =∏li=1 ρ♢βi(bi, b′i); (1.57).● ηβ, ηβ,ν - the 1-cochain relating between ρβ (resp., ρβ,ν) and ρ♢d (resp., ρ♢d,ν); (1.58).
● A - A = F ∗rO∗ is a maximal abelian subgroup of GL(m,r)1 ; § 1.8.● γψ - the Weil factor; (1.68), § 1.8.
● Td,∗, TGLd,∗ - the image in Td, TGLd of certain maximal abelian subgroups of T̃d, T̃GLd; § 1.8.● IG(m)(ϑ,µ), IGL(m,r)
d
(ϑ,χ) - unramified principal series representations; § 1.8.
● tπ, tτ - Satake parameters for representations π and τ ; (1.69), § 1.8.
● Lϑ(s, τ, σ), Lϑ,ϑ′(s, τ × τ ′), Lϑπ ,ϑτ (s, π × τ) - unramified L-factors; § 1.8.● Λt, Λ - the Whittaker functional on IGL(m,r)
d
(ϑ,χ) given by a Jacquet integral with left-
translation by t, Λ = ΛId; § 1.9.● ξ0 - a normalized unramified vector in a space of a principal series representation; § 1.10.
● g - a Gauss sum, g(l) = −q−1 when l ≡ 0 (m); (1.73).
● x - the “linear parameter” of an unramified principal series representation of GL(m,r)d ; § 1.10.● a∗ = (−a1, . . . ,−ad) where a = (a1, . . . , ad) ∈ Zd; § 1.10.
● ̟a = diag(̟a1 , . . . ,̟ad), ta = ⟨̟a,1⟩; § 1.10.
● ≡ on Zr - a ≡ b if a − b ∈ rZd; § 1.10.
● Wa(b, ϑ,χ) = Λta(tb ⋅ ξ0) - the value of Λta on the right-translation of ξ0 by tb; (1.74), (1.81).● v(t) - the valuations vector of a torus element t; § 1.10.
● xα = xix−1j ; § 1.10.
● wx - the action of WGLd on x, (wx)i = xw−1(i); § 1.10.
● x(a) = (xa1/r1 , . . . , xad/rd ) for a ∈ rZd; § 1.10.● w[a], wα[a] - an action of WGLd on Zd; § 1.10.● M(wα), M(w) - an intertwining operator between genuine unramified principal series; § 1.10.
● τt,t′ , τ 1t,t′ , τ 2t,t′ - the coefficients appearing in the Casselman–Shalika formula for coverings of
GL
(m,r)
d , the notation τa,b is also used; (1.77)–(1.80), Proposition 26, (1.82), (1.83).● ⌈x⌉ - the smallest integer greater than or equal to x; Proposition 26.
● Θd,m,r,ϑ - an exceptional representation of GL(m,r)d ; § 1.11.● β ≿ β′ - the partition β is greater than or not comparable with the partition β′; § 1.12.
● O(ρ,β,ψ) - locally HomV (β)(ρ,ψ), globally a set of Fourier coefficients; (1.88), § 1.12.
● ψλ - a (possibly degenerate) character of NGLd defined for a composition λ of d; § 1.13.● W 0 - the normalized unramified Whittaker function in the space of W(Θr,m,r,ϑ); § 2.3.
● pl(x) - the l-th complete symmetric polynomial in x; § 2.3.
● Λ[S] - an (rk, c) functional over a finite set of archimedean or ramified places S; (2.3).
● η△
rkc
- the splitting of SL△c (A) in GL(m,r)rkc (A); Corollary 38.
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● Θrc,m,r,ϑ(χ) - a representation parabolically induced from the tensor of k copies of exceptional
representations Θrc,m,r,ϑ, each twisted by χi; (2.6).
● χΘ,c, χΘ - the “linear part” of the inducing character of Θrc,m,r,ϑ(χ) as a subrepresentation,
χΘ = χΘ,1; (2.7).
● ρc(τ) - the local component of the (rk, c) representation Eτ at an unramified place; § 2.5.
● W(ρc(τ)) - the (rk, c) model of ρc(τ); § 2.5.
● {ϕ1, ϕ2} - the G(A)-invariant pairing; § 3.2.
● fW (Eτ ), fW (E) - globally the composition of a section f with the (rk, c) functional, locally a
section taking values in the (rk, c) model; (3.3), § 3.2.
● ⌊x⌋ - the largest integer smaller than or equal to x; (4.1).
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