The effect of the exchange-attempt frequency on sampling efficiency is studied in replica exchange molecular dynamics ͑REMD͒. We show that sampling efficiency increases with increasing exchange-attempt frequency. This conclusion is contrary to a commonly expressed view in REMD. Five peptides ͑1-21 residues long͒ are studied with a spectrum of exchange-attempt rates. Convergence rates are gauged by comparing ensemble properties between fixed length test REMD simulations and longer reference simulations. To show the fundamental correlation between exchange frequency and convergence time, a simple model is designed and studied, displaying the same basic behavior of much more complex systems.
I. INTRODUCTION
Conformation sampling is an essential concern to the study of complex molecular systems such as proteins. A major obstacle for the correct sampling of such systems is the fact that the potential energy surfaces of proteins are very rugged and contain a large number of local energy minima. 1 This feature of complex systems causes kinetic trapping due to low barrier crossing rates in constant temperature molecular dynamics. Many different techniques have been introduced to deal with this problem. A recent review on the subject of sampling can be found in Ref. 2 . In order to overcome kinetic trapping, generalized-ensemble algorithms including multicanonical algorithms, 3, 4 simulated tempering, 5, 6 and parallel-tempering methods [7] [8] [9] [10] are often used. These methods make the system perform a random walk in temperature or energy space which allows the system under study to more easily overcome energy barriers and hence reduces the problem of kinetic trapping. For methods such as multicanonical algorithm and simulated tempering, multicanonical probability factors are found iteratively by running test simulations at multiple temperatures before the production simulation is run. In replica exchange molecular dynamics ͑REMD͒, 11 however, the multicanonical weight factor is known a priori as the product of Boltzmann weight factors.
REMD, the MD version of parallel tempering ͑PT͒, 9 is one of the more frequently used generalized-ensemble methods. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] During a REMD simulation, several noninteracting replicas of the original system are simulated independently and simultaneously at different temperatures using standard molecular dynamics methods. Periodically ͑after a given time interval in regular MD͒ an attempt is made to exchange conformations between two temperature-adjacent replicas based on a Metropolis criterion. Successful exchanges then move structures between lower and higher temperatures, passing replicas throughout the temperature spectrum and thus each replica contributes to each canonical ensemble. The replicas continuously heat up and cool down-walking over energetic barriers. REMD has been proven to drastically increase rates of convergence towards a proper equilibrium distribution. [12] [13] [14] [15] [16] Recently, extensions to the original REMD algorithm 11 such as using nonexponential temperature distribution 14, 22 and attempting to exchange among all pairs of replicas 23 have been proposed to optimize its efficiency. In order to efficiently accept the attempted exchanges between replicas, there must be enough overlap between potential energy distributions of neighboring temperature. [24] [25] [26] [27] A number of replicas are then needed to span the entire desired temperature range. For the conventional REMD algorithm, the number of replicas increases as ϳO͑f 1/2 ͒, where f is the number of degree of freedom of the system. 28 Unfor- 40 Opps and Schofield found that for various forms of PT, exchange attempts should be performed quite frequently. 41 Still, no clear discussion exists of what elements one should use to make a proper decision for choosing an EAF. As we will show later, substantial improvement in sampling can be accomplished by properly choosing this parameter. Clearly, as the EAF approaches zero, the REMD sampling becomes identical to that of canonical ensemble MD. An argument has been advanced 17, 18, 40, 42 proposing that if exchanges are attempted too often, equilibration to the local replica temperature will not happen and thus the system would sample conformational space improperly. These two arguments suggest that both small and large EAFs would provide wrong results, for different reasons. We will show that this reasoning is partially flawed and that exchanges should be attempted as often as possible, provided exchanges are done properly.
II. METHODS

A. Replica exchange molecular dynamics "REMD…
A detailed description of the REMD algorithm can be found in the papers of Okamoto and co-workers. 6, 11 In REMD, N noninteracting copies ͑replicas͒ of a system are simulated at N different temperatures ͑one each͒. Regular molecular dynamics is run and periodically an exchange of conformation between two adjacent temperatures is attempted. Suppose replica i at temperature T n and replica j at temperature T m are attempting to exchange; the following satisfies the detailed balance condition:
Here ͑i → j͒ is the transition probability between two states i and j. P n ͑i͒ is the population of state i at temperature n ͑in REMD assumed Boltzmann͒. If the Metropolis criterion is applied, the exchange probability is obtained as
where positions, momenta, and temperature of one replica are denoted as ͕q͓i͔ , p͓i͔ , T n ͖, i , n =1, ... ,N, ␤ =1/ k B T, and E͑q ͓i͔ ͒ is the potential energy of structure i. If the exchange between two replicas is accepted, the temperatures of two replicas will be swapped and velocities rescaled to the new temperatures by multiplying all the old velocities by the square root of new temperature to old temperature ratio:
Velocity rescaling is crucial in REMD simulations. Since the exchange probability is calculated using potential energy only, we impose the correct kinetic energy corresponding to the target temperature by velocity rescaling when the exchange attempt is accepted. Neglecting the rescaling of the velocities will result in wrong ensemble average even though the thermostat should eventually relax the system to the new temperature. Instead of velocity rescaling, one way to adjust kinetic energy is velocity reassignment. 43 However, conformation sampling using velocity reassignment will probably slow diffusion in conformational space especially when the EAF is extremely large.
Upon completion of a simulation, data are collected from the appropriate temperature and compiled into an ensemble average. The weighted-histogram analysis method [43] [44] [45] ͑WHAM͒ can also be applied to collect information from all replicas in order to obtain optimal ensemble averages.
B. Simulation details
For our study, four alanine peptides ͑Ace-A n -Nme, n =1,3,5,7͒ and Fs21 ͓Ace-AAAAA͑AAARA͒ 3 A-Nme͔ ͑A = Alanine, R = Arginine͒ were simulated. These were chosen to span a range of sizes. Each peptide was blocked by an acetyl group ͑Ace͒ at the N-terminus and an N-methylamine ͑Nme͒ group at the C-terminus. The temperatures for REMD were distributed exponentially in a manner such that the expected acceptance probability was 20% for the alanine peptides and 15% for Fs21. Each test simulation was run for 10 ns. Sampling was gauged by computing the deviation of conformations between the test runs and REMD runs ͑see Sec. III C͒. The number of replicas and the temperature of each replica in each reference simulation were the same as those in the corresponding test runs. The reference calculations started from the same structures as the corresponding test simulations and used an EAF of 0.5 ps −1 . The 0.5 ps
EAF ͑2 ps between exchange attempts͒ was chosen since time intervals of that order have been highly used and tested. 16, 17, 46, 47 A regular MD simulation would simply take too long to converge. The details of both test and reference simulations such as temperature ranges and reference simulation time can be found in Table I . Thus if the deviation is relatively small, the test simulation approached the behavior of a longer run in less time and hence, would have a relatively high convergence rate.
All simulations were done using the AMBER9 molecular simulation suite 48 with the AMBER ff99SB force field. 49 The SHAKE algorithm 50 was used to constrain the bonds connecting hydrogen and heavy atoms in all the simulations which allowed use of a 2 fs time step. The generalized Born implicit solvent model GB͑OBC͒ ͑Ref. 51͒ was used to model water environment in all our calculations. Each calculation was performed in the canonical ensemble ͑NVT͒ with a Langevin thermostat, using a collision frequency of 1 ps −1 .
C. Conformation deviation between test and reference simulations
In our study, the metric used to evaluate conformational deviations between test and reference simulations was the root-mean-squared deviation ͑RMSD͒ of backbone dihedral angle populations. The dihedral angle RMSD was computed by constructing 36ϫ 36 histogram per residue by binning and angle pairs 10°ϫ 10°. These histograms were normalized into populations and the RMSD between the histograms from test and reference runs was calculated and later averaged over all residues in each peptide we studied. Figure 1 shows the average dihedral angle RMSD per residue versus EAF, for four peptides. For the smaller peptides ͑data not shown͒, any trend is within the noise of the measurement, due to the fact that in the 10 ns of the test simulations conformational space has already been adequately sampled. With increased system size, however, a significant behavior becomes apparent. As expected, over the range of small EAFs, deviation decreases with increasing EAF. Contrary to expectation, however, no upswing exists towards large EAFs. These results imply that in REMD, having a large EAF has clear advantages with no negative affect on sampling.
III. RESULTS AND DISCUSSION
For Fs21 in Fig. 1 , there is no apparent improvement in final deviation by increasing the EAF above 0.05 ps −1 . The RMSDs for these EAFs appear the same ͑within the noise͒. However, these are the final deviations after a fixed length ͑10 ns͒ of simulation time. Figure 2 shows the dihedral angle RMSD versus total simulation time. Data are shown for ͑ALA͒ 7 and Fs21 for various values of EAFs. Deviations were calculated starting from the second nanosecond with time intervals incremented by 100 ps. As expected, the curves decrease with total simulation time. Figure 2 suggests that although the final deviations may be similar between midrange and large EAF simulations, the large EAF simulations clearly converge much faster. After 1 ns simulation, the RMSD of the Fs21 test simulation at 0.05 ps −1 was almost twice as much as that from the test simulation at 125 ps −1 . We also see a much faster convergence for higher EAF simulations during ͑ALA͒ 7 simulations. These results indicate that high EAF simulations will achieve convergence in less time than more moderate EAFs.
A. Toy model
To verify the fundamental effect of exchange frequency on REMD, we created a simplified model that can explain the qualitative behavior of convergence versus EAF.
We constructed a model system with two temperatures and three possible configurational states, degenerate in energy. We monitor the convergence of the configurational distribution at the lower temperature ͑as is typically done for REMD simulations͒. A transition matrix is used to represent the time-evolution operator of an ensemble as it progresses towards the equilibrium distribution. The distribution, after n iterations of the evolution operator, M, is v n = M n v 0 . Here v 0 is the initial distribution vector, and v n is the distribution vector after n iterations. We constructed the transition matrix based on Arrhenius-type rates: k ijT = A exp͑−E ij / k B T͒ where k ijT is the rate of transition between states i and j at temperature T, E ij is the barrier height between the states, k B is Boltzmann's constant, T is the absolute temperature of the system, and A is a prefactor that depends on the system and is assumed to be proportional to T 1/2 . At a given temperature, conservation of matter requires that k iiT =1−͚ i j k ijT . We name k Tx as the rate of exchange between temperatures ͑rep-lica exchanges͒ and in this model it is assumed to be constant. With this implementation, k iiT =1−k Tx − ͚ i j k ijT . In practice, k Tx is the product of r a , the rate of attempted exchanges ͑equivalent to our EAF in the previous sections͒, and P acc , the probability of accepting an exchange. We assume P acc = P acc since the transition matrix represents an averaged time block of simulation. P acc is actually a nontrivial function of the conformation based on the potential energy distribution and the temperature distribution ͑we will discuss P acc later in the paper͒. Many REMD simulations are reported in the literature using a P acc between 10% and 40%. [12] [13] [14] [15] [16] [17] [18] [19] [20] An optimal P acc of 20% was proposed for REMD to have the smallest deviations in heat capacity calculations. 26 In order to simplify our system, the barriers between all three configurational states are also made equal such that
The transition matrix was constructed in the basis ͑1h ,2h ,3h ,1l ,2l ,3l͒ where 1, 2, and 3 are the conformations, l is the low temperature, and h is the high temperature. For this calculation, T h =2T l . The symmetry of the matrix, M, ensures microscopic reversibility as follows:
Only two unique initial ensemble states ͑initial distribution vectors͒ are possible in this system due to the high degeneracy: The state where the high and low temperatures are in the same configuration, and the state where they are not. ͑1,0,0,1,0,0͒ is an example of a homopopulated state, and ͑1,0,0,0,1,0͒ is a heteropopulated state. Only results from the homopopulated state are shown since there was no significant difference in behavior for the other case.
Based on the system setup, the converged distribution vector is clearly v ϱ,i = 1 3 . We quantify the difference between the current configurational ensemble after n iterations and the limiting, equilibrium population. Figure 3 shows the population RMSD from the iterative solution versus k Tx ͑EAF%͒ with three different unitless barrier heights, E ij / k B T l . Final distribution vectors for each k Tx were found by iterating the multiplication of the distribution vector with the corresponding transition matrix ten times. These results FIG. 3 . ͑Color online͒ The RMSD of the final population of the test cases using different barrier heights from the analytical solution as a function of EAF within the toy model. The behavior in this figure agrees with that in Fig. 1 as they both show simulations at higher EAFs are closer to reference simulations after a fixed time interval.
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Sindhikara, Meng, and Roitberg J. Chem. Phys. 128, 024103 ͑2008͒ agree nicely with our results from actual REMD simulations͑Fig. 1͒ showing that, indeed, a larger value of EAF accelerates convergence without a turnaround limit. It is also clear that for larger barrier heights, there is an increased benefit of higher EAF.
B. Replica exchange diagnostics at high exchange-attempt frequencies
Potential energy and conformational distribution
As discussed in the Introduction, it has been proposed 17, 18, 40, 42 that if exchanges are made "too often," thermal equilibration would be inhibited, thus corrupting sampling. If such were the case, there should be a serious problem with potential energy distributions for different EAFs. In order to test for this problem, potential energy distributions were compared between simulations at high and moderate EAFs. The moderate EAF was used for comparison since it is commonly used and well tested. We plot the distributions of potential energy for the 1 and 100 ps −1 EAF simulations for Fs21 in Fig. 4 . The difference in noise simply arises from a difference in the data size for different EAFs and does not affect the results. The distributions for both EAF simulations at a given temperature appear the same ͑within noise͒, indicating an identical equilibration of potential energy. The similarity can be quantified by computing the overlap between two distributions at the same temperature but different EAFs, computed as
͑3͒ Table II shows that the overlap at each temperature is nearly unity. We also studied the average potential energy and its standard deviation ͑related to the specific heat͒ of ͑ALA͒ 7 and Fs21, for different temperatures and EAFs ͓Figs. 5͑a͒-5͑d͔͒. These results indicate that high EAF does not disrupt thermal equilibration.
If the potential energy probability distributions follow a Boltzmann distribution, the system's energy distributions at two canonical temperatures where an overlap exists must obey the following: 42, 52 ln ͫ
ͪE+const.
͑4͒
We applied the above equation to simulations at both 1 and 100 ps −1 to test canonical equilibration. Figure 6 shows a scatter plot of ln͓P͑E , T 2 ͒ / P͑E , T 1 ͔͒ versus energy for all adjacent-temperature overlaps for two EAF REMD simulations. Though not shown, the plots were fitted linearly each yielding an r 2 of at least 0.985. Between the two EAF simulations there was a maximum error of 2%. Each EAF had a maximum error of 3% against the ideal slope, ͑1 / k B T 1 −1/ k B T 2 ͒. These results suggest that high EAF simulations maintain the Boltzmann distribution.
Thermal equilibration, however, does not necessarily imply correct conformational sampling. In addition to the backbone dihedral deviation data ͑Figs. 1 and 2͒, we compared helical data for Fs21 against the reference run for various EAFs ͑Fig. 7͒. Fs21 is known to be partially helical in water. 53 The thermodynamics of Fs21 helix-coil transition and helical properties have been studied experimentally and theoretically by several research groups. 40, [53] [54] [55] [56] [57] Different force fields and sampling methods and both explicit and implicit water were used in theoretical studies. 40, 56, 57 The theoretical helical content highly depends on the force field used during simulations, but a discussion of the reliability of our force field is not an objective of this paper. In our study, Fs21 helical properties at 300 K using various EAFs were also checked in order to observe whether using high EAF will affect peptide thermodynamics. We calculated the average helical content of Fs21 of various EAFs at 300 K using the DSSP definitions. 58 The results are shown in Fig. 7 . were also calculated. The last 9 ns of each test simulation were separated into nine pieces and helical contents of each piece of 1 ns trajectory were calculated. The uncertainties were obtained from those nine 1 ns helical fractions. Combining the averages and the uncertainties we obtained, the helical fractions are essentially the same at all EAFs, indicating that the use of a very high EAF does properly sample conformational space. This result is consistent with our potential energy distribution and backbone dihedral angle sampling results.
Sampling time
One still might ask the following: If the system is allowed to exchange very often, and hence, each replica potentially spends very little time at a given temperature ͑con-tinuously͒, then when is the conformational space sampled? The answer is quite simple: Always. There is always a replica at each temperature and each replica is always sampling some conformational space of its own instantaneous temperature. It should be noted that there is no restriction that barriers must be hopped continuously at one temperature. Figure 8͑a͒ shows the temperature excursions for replica 1 for an EAF of 100 ps −1 . This behavior is representative of the other replicas. A full coverage of the temperature space is apparent. The behavior of residue 4 angle of ͑ALA͒ 7 versus time for replica 1 is shown in Fig. 8͑b͒ . This backbone dihedral angle trajectory shows that the peptide does sample conformational space while moving across temperature space. Though this does not necessarily indicate that the accumulated MD time before an exchange was accepted is sufficient to sample conformations within the local potential energy basin, as in typical Monte Carlo methods, an entire basin need not be sampled continuously. Since the MC step is inexpensive, taking them more frequently results in more opportunities to get accepted moves with negligible drawback. In another perspective, each replica could be considered a particle that continuously samples multicanonical space. Thus as long as exchanges are proper, maintaining detailed balance, increasing EAF will increase the diffusion rate through multicanonical space.
Acceptance of MC moves
Increasing exchange-attempt frequency does not necessarily imply an increase in the number of accepted moves. The number of accepted moves only increases with an increase in EAF if ͑EAF new / EAF old ͒͑P acc old / P acc new ͒ Ͻ 1. Therefore, we examine the effect of EAF on P acc . The average probability for acceptance of an exchange in the REMD regime with velocity rescaling is 24, 26 
͑5͒
where 1 and 2 represent two temperatures at which an exchange attempt is made. Therefore, if the energy distributions are independent of EAF, P acc will also be independent of EAF. This criterion is verified in our system as shown in Fig. 4 . The number of accepted Monte Carlo ͑MC͒ moves should then increase linearly with EAF: n acc = P acc EAF time. This does not mean that the sampling rate will increase linearly with EAF since not all MC moves will necessarily benefit sampling at the same rate.
We propose that at high EAF, a phenomenon we call exchange trapping may exist. Exchange trapping would occur when a replica consistently switches back and forth between the same two neighboring temperatures. This might occur due to a shortage of molecular dynamics time to traverse potential energy space. We calculate the exchange trapping as the fraction of exchanges that occur where the new temperature is the same as it was two exchanges before: T n = T n−2 . The exchange trapping ratios for ͑ALA͒ 7 and Fs21 can be found in Tables III and IV , respectively. The rest of the replicas displayed a similar trend. Based on our calculations, we can see that more than 50% of accepted exchanges were trapped when we attempted EAFs larger than 1 ps −1 . Comparing ͑ALA͒ 7 and Fs21, we find that the exchange trapping ratios are bigger for Fs21. This is no surprise since Fs21 was simulated with a smaller acceptance ratio than ͑ALA͒ 7 ͑15% and 20%, respectively͒. Though the exchange trapping ratio does increase with EAF, so does the rate at which a replica traverses temperature space ͑a usual measure of efficiency and convergence͒. Note that exchange trapping only occurs ϳ10% more often in the highest EAF simulations than the ones at commonly used EAFs. Table V shows the number of round-trips between temperature extrema. Still, the exchange trapping does not visibly inhibit the sampling according to the results presented earlier in this paper.
C. High EAF and current program architecture
An important point of caution must be made regarding high EAF simulations on some computer program architectures. Though theoretically, implementing higher exchange attempts should not significantly increase computer time, certain designs may need to be revamped to allow for rapid exchange attempts. The calculation for exchanges requires only some basic arithmetic and very little information passing ͑new temperatures are passed, not coordinates or velocities͒. However, some implementations of REMD ͑Refs. 43 and 59-62͒ have taken a regular MD program and simply wrapped it with an outer shell that acts mostly as a script, handling communications and exchange calculations. Under the assumption that the majority of computational time is spent on the MD steps and the exchanges simply add a very small overhead, this architecture holds. However, very large EAFs as those recommended here violate that assumption. Some codes might have to be rewritten to handle communication within the main program instead of through a shell.
IV. CONCLUSIONS
We have closely examined the effect of various values of the exchange-attempt frequency parameter of replica exchange molecular dynamics as applied to peptides of different sizes. We initially expected the backbone dihedral deviation from the correct ensemble to be affected by two major factors functionally dependent on exchange-attempt frequency. The beneficial term that lowers the deviation comes from the fact that with increased exchange attempts, molecules have more opportunity to "see" the broader conformational space made available by sampling at higher temperatures. The hindering term was suggested as due to insufficient sampling from the lack of equilibration.
We have made clear that there is a fundamental benefit of increased exchange frequency through use of a toy model. It was also shown that remarkably consistent potential energy distribution is achieved across EAFs as seen in the overlap we calculated between high and medium EAFs. The conformational distributions and thermodynamic results obtained at equilibrium are independent of EAF. The potential energy distribution, conformational distribution, and thermodynamic results suggested that using high EAFs does not change the canonical ensemble one has chosen. So increasing EAF will increase the rate of barrier hopping at lower temperatures, which can lead to faster convergence, due to the fact that the ensembles as well as the sampling rates at the highest temperature are the same for different EAFs. This should hold true for any REMD analog where exchanges are done properly. We then recommend raising the standard EAF to every few time steps for maximum efficiency. 0  0  8  13  35  52  72  10  0  1  10  26  28  55  56  14  0  2  12  24  20  50  50 
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