Abstract-We study a stochastic primal-dual method for optimizing functions on elliptic (sub)manifolds− Riemannian (sub)manifolds with a positive bounded sectional curvature. In particular, we establish a convergence rate for geodesically convex functions that is related to the lower bound on the sectional curvature. The convergence analysis we present is based on Toponogov's comparison theorem, where geodesic triangles on the elliptic manifolds and a sphere are compared. We numerically demonstrate the performance of the proposed stochastic primaldual algorithm on the sphere for non-negative principle component analysis (PCA), and on the Lie group SO(3) for the anchored localization from partial noisy measurements of relative rotations. In both applications, the proposed algorithm scales gracefully to high dimensions.
I. INTRODUCTION
Modern optimization problems emerging in statistics and signal processing are increasingly high dimensional and thus scalable numerical techniques are needed to analyze these problems. Optimization methods on Riemannian manifolds are promising techniques for constrained optimization problems that exploit the geometry of the feasible set to improve the computational efficiency. To use these techniques, the feasible set must admit the structure of a Riemannian manifold, 
subject to :
where {F (·; ξ), ξ ∈ Ξ} and {h k } are collections of real valued functions defined on Riemannian manifold M, and P is a probability measure on Ξ. Here, by including the explicit inequality constraints (1b), the objective function f is optimized over a submanifold of M. The problem in eqs. (1a)-(1b) can alternatively be framed as an Euclidean optimization using the Whitney embedding theorem [1] . Specifically, the problem in eqs. (1a)-(1b) can be treated and solved as an optimization problem in the Euclidean space with the implicit constraint set X , where X is the image of the embedding map ι : M → IR 2n+1 for an n-dimensional manifold M. Nevertheless, the Euclidean optimization techniques are inadequate for optimizing functions on manifolds since (i) in most cases the Euclidean optimization methods rely on the convexity of the feasible set X to ensure convergence, (ii) optimization over the ambient space must be carried out on a much larger dimension than that of the low-dimensional manifold, and (iii) the embedding map ι is often difficult to compute.
To circumvent these issues, we propose a regularized primaldual algorithm to directly optimize the objective function over a sub-manifold of M, where hereafter we refer to as the Riemannian primal-dual algorithm. In the proposed method, we define a Lagrangian function such that the primal variables are restricted to the manifold M and hence the underlying method is projection free. Consequently, the proposed algorithm scales adequately to high dimensional problems.
To analyze the convergence rate of the proposed algorithm, we leverage Toponogov's comparison theorem to establish a triangle inequality on the elliptic manifolds. Moreover, by including a regularizer term on the dual variables, we characterize an upper bound on the norm of the dual variables which in turn is used to derive upper bounds on the gradients of the Lagrangian function. We show that the convergence rate of the proposed algorithm depends on the lower bound on the sectional curvature. Further, in contrast to the Euclidean optimization techniques, the convergence rate depends weakly to initialization point of the algorithm.
To evaluate the performance of the proposed algorithm for real applications, we consider two problems, namely (i) the nonnegative principle component analysis, and (ii) the localization of rotation states of a set of agents on a random graph from partial noisy measurements of their relative rotations. In the first case, the objective function is defined over a submanifold of a sphere, while in the second case, the objective function is optimized over a submanifold of SO(3).
A. Previous Works
Optimization on Riemannian manifolds generalize the Euclidean optimization algorithms. However, their convergence analysis are more complex and require tools from differential geometry. Among early works to extend the Euclidean optimization algorithms to Riemannian manifolds are (i) the gradient descent methods, [2] , [3], (ii) Newton and quasi-Newtons methods [4] , [5] , [6] , (iii) conjugate gradient method, [7] . Those methods have been successfully applied to the matrix completion problem [8] , [9] , systems and controls [10] , etc. With the exception of [11] , optimization techniques on manifolds has been limited to the deterministic algorithms. Furthermore, these techniques do not include the inequality constraints in (1b) in the optimization problem. However, incorporating the inequality constraints is useful as it extends the Riemannian optimization techniques to submanifolds of well studied manifolds such as Lie groups or Grassmann manifolds.
The remainder of the paper is organized as follows. In Section II, we review basic differential geometry definitions. In Section III, we formulate the optimization problem and describe the primal-dual algorithm. The main results of this paper are presented in Section IV, and the proofs are presented in Section V. In Section VI, we present the numerical simulations. Lastly, in Section VII, we conclude the paper.
II. PRELIMINARIES
In this section, we present a brief review of the differential geometry definitions. For a more comprehensive treatment see [12] .
A Riemannian manifold (M, g) is a real smooth manifold M with the Riemannian metric g that is defined at each point on the manifold p ∈ M by the bi-linear map g p : 
, respectively. Throughout the paper, we adapt the Levi-Civita connection which is symmetric and metric compatible.
A geodesic on a smooth manifold M equipped with an affine connection ∇ is defined as a curve γ : [0, 1] → M such that the parallel transport along the curve preserves the tangent vector, i.e., ∇γ (t)γ (t) = 0 at each point along the curve, whereγ(t) is the derivative with respect to t. Alternatively, the geodesics of the Levi-Civita connection can be defined as the locally distance-minimizing paths. Specifically, in a Riemannian manifold M with the metric tensor g, the length of a path
Accordingly, for any two given points p, q ∈ M, the distance between them is defined
, where the infimum is taken over all piecewise smooth curves joining them
When the exponential map admits an inverse, we denote it by log p (q) :
, and refer as the Riemannian logarithmic map or simply the logarithmic map.
The exponential map fails to be a local diffeomorphism on the entire tangent plan T p M on the elliptic manifolds. Nevertheless, for any given point p ∈ M, there exists a neighborhood
The following definition is concerned with the largest value of such r over the entire manifold M. Query xt and receive grad xt F (xt; ξt) where ξt ∼ P . 4: Update xt+1 and λt+1 as follows 5: xt+1 ← exp xt −ηt grad xt L(xt, λt; ξt) . 6 :
The Riemann curvature tensor in terms of the Levi-Civita connection is defined as follows
The sectional curvature at point p ∈ M for the section spanned by the orthonormal vectors
III. PRIMAL-DUAL ALGORITHM ON MANIFOLDS

A. Algorithm Structure
To solve the optimization problem (1a)-(1b), we define the augmented Lagrangian functions
where λ ∈ IR m + is the Lagrangian dual vector for inequality constraints, and α > 0 is the regularizer parameter that controls the norm of the dual variables.
Accordingly, we also define
In Algorithm 1, we describe the primal-dual method on the Riemannian manifold M. At Step 3 of the algorithm, a point from the manifold x t ∈ M is queried from the stochastic oracle, and an estimate grad xt F (x t , ξ t ) of the true gradient
B. Assumptions
We impose the following set of assumptions throughout the paper: Assumption 1. We suppose M is a compact, complete, connected, elliptic Riemannian manifold. In particular, at every point on the manifold p ∈ M, the sectional curvature is positive and bounded from below by
The compact Lie groups, such as SU (2) and SO(3), the Grassmann manifold
, and a sphere are the notable examples of this class of manifolds.
Assumption 2.
For all x ∈ M, the gradients are bounded by
and G.
For a non-asymptotic convergence analysis, we also require the following assumption:
To state the next assumption, we define the estimation error of the gradient estimates as follows
Assumption 4. We assume that the estimations are unbiased,
is the σ-algebra of the random variables.
IV. MAIN RESULTS
In this section, we state our main convergence results. To state the results, let Cut(x) ⊂ M, x ∈ M denotes the set of conjugate and cut loci of x, [13] . Informally, these are the points such that a geodesic between x and y ∈ Cut(x) is either not locally distance minimizing or distance minimizing. As an example, on the sphere, all the great circles between the antipodal points are distance minimizing but not locally. Therefore, the antipodal points are conjugate.
be the sequence of the primal-dual points generated by Algorithm 1 with the step size
Then, under Assumptions 1-4, for all the primal-dual pairs
where ϑ t is the angle between the arms (x t , x * ) and (x t , x t+1 ).
Proposition 1 provides a triangle inequality on the elliptic manifolds. Moreover, this inequality depends on the lower bound on the sectional curvature κ > 0. Based on this inequality, we can prove the following convergence result.
where sinc(x)= sin(x)/x, X t= grad xt L(x t , λ t ; ξ t ), and
A few remarks are in order about Theorem 2. First, we note that due to Myers' theorem (cf. Thm. 6),
, the diameter of the manifold is π/ √ κ and thus the manifold is isometric to an sphere [14] . In this case, x t and x * are the antipodal points and consequently x t ∈ Cut(x * ) which is excluded by the statement of the theorem. Hence, we 
for all p ∈ M, where Vol(IB 2r (0 p )) denotes the volume of the the ball IB 2r (0 p ) ∈ T p M with respect to the pull-back metric via the exponential map, i.e., g *
Lastly, we notice that for the Euclidean optimization methods, the distance between the initial and optimal points d(x 0 , x * ) often appears as a quadratic term in the upper bound which greatly influences the convergence speed, e.g. see [16] . In contrast, from the upper bound in Theorem 2, we observe that the primal-dual optimization on the elliptic manifolds is less sensitive to the initial point.
In the next theorem, we provide a high probablity convergence bound. First, we need a definition: 
Among the classical examples of the Young
Throughout the paper, we consider the modulus ψ 2 (x)= exp(x 2 ) − 1, and we assume X ψ2 < ∞, i.e., X is sub-Gaussian.
Due to the space limitations, we omit the proof of the following theorem and present it in the extended version of this paper [17] : 
V. PROOF OF THEOREM 2 By the statement of the theorem, x t ∈ Cut(x * ), i.e., x t is neither a conjugate or a cut point of x t . Therefore, the cosine similarity is well-defined,
where we recall the definition
Notice that here, the log function exits by our assumption. From eq. (28), we thus obtain,
Now, we write the first order Taylor's expansion with the remainder term,
where
and sinc(x) = sin(x)/x. Since |Δ| < 2, we then have
From the definition X t = e t − grad xt L(x t , λ t ), we obtain
We proceed by using the geodesic convexity in Assumption 3. We have
By expanding the left hand side we compute
where we removed the term
We now proceed by analyzing the following two cases:
≥ 0 in this case and we can drop this term from the left hand side of (10) . After taking the expectation and dividing both sides by κ we obtain
where we used the fact that x t is F t -measurable and thus
To analyze this case, we obtain a recursion for the dual variables. For all λ ∈ IR m + , we have
After using the concavity of L(x t , ·), we derive
By expanding the left hand side with λ = 0 and dropping the positive term on the left hand side, we derive
Combining the inequalities (10) and (14) results in
The second term on the left hand side is non-negative since h(x t ), λ t < 0 under the current case, and sinc( √ κd(x t , x * )) ≤ 1. Therefore, after eliminating this term and then taking the expectation, we derive
From Lemma 7 in Appendix B, we observe that the upper bound (15) for the case h(x t ), λ t < 0 is larger than the upper bound (11) for the case h(x t ), λ t ≥ 0. This allows us to write a unified upper bound in both cases
where we used the fact that 
We now use Lemma 4 to bound the gradient terms in (16) . After taking the sum over t = 0, 1, · · · , T − 1 we obtain
where in (d), A is the constant we defined in eq. (7), and in (e) we used the fact that λ 0 = 0.
VI. APPLICATIONS In this section, we report numerical simulations using Algorithm 1. The first application is concerned with the non-negative PCA introduced in [18] . The second problem deals with the localization on SO(3).
A. Online Non-negative PCA
The principal component analysis (PCA) is a popular dimension-reduction technique that deals with estimating the direction of maximal variability in given zero-mean samples
In particular, PCA is formulated as the following non-convex problem
where ξ is a random vector distributed with the distribution of P (·) and the support Ξ, and S d ⊂ IR d+1 is the unit sphere. The solution of eq. (17) corresponds to the principal eigenvector of the covariance matrix IE(ξξ T ) which we denote by ξ * . In practice, the underlying distribution P (ξ) is unknown and the problem in eq. (17) cannot be solved directly. The standard approach is thus to maximize the empirical cost function
whereP T is the empirical measure. The solution of eq. (18) corresponds to the principal eigenvector of the sample covariance matrix (1/T )
In the low dimension regime T/d → ∞, PCA is successful in recovering the population eigenvector in the sense that ξ T − ξ * 2 → 0 with a high probablity as T → ∞ [19] . However, it is well-known that when the dimension is comparable to the sample size T, d → ∞, T/d → α ∈ (0, 1), PCA undergoes the phase transition, in the sense that the empirical eigenvectorξ T is uninformative about the population eigenvector ξ * . To increase the phase transition threshold, some side information is normally considered. For example, ξ * is either sparse [20] , resides inside a cone [21] , or is simply a non-negative vector [18] . In the sequel, we focus on the simple case of non-negative PCA under the symmetric spiked covariance model with a single spike [22] , [18] ,
where the samples
T ×d are generated according to the following model
Here, ξ * 0, ξ * 2 = 1, and Z = [Z ij ] is the symmetric noise Z ij = Z ji , where Z ij ∼ N(0, 1/T ) are independent identically distributed (i.i.d.) additive noise, and Z ii ∼ N(0, 2/T ). Algorithm 2 describes the primal-dual method in Algorithm 1 tailored for the non-negative PCA problem. In Step 3 of Algorithm 2, the exponential map on the sphere takes an explicit from. Corresponding to the estimate of the principle component ξ T , we define the per coordinate constraint violation and overlap performance metrics by
respectively. We report the numerical values of these two performance metrics in Figures 1 and 2 , respectively. The results are reported for the mixture model of [18] , where the samples are generated according to eq. (20) . In particular, we let ξ * ,i = 1 √ δd if i ∈ S and ξ * ,i = 0 otherwise, where S ⊆ {1, 2, · · · , d} and |S| = δd. We consider T = d = 2000 and choose SNR ∈ {0.05, 0.1, · · · , 2} and sparsity level δ ∈ {0.1, 0.5, 0.9}. For each SNR value and the sparsity level δ, we compute the average value of the overlap Δ Overlap (ξ T ) over 30 trials, From Figure 1 , we observe that the Riemannian primal-dual method outperforms the spectral method [18] in low SNR regimes. Moreover, Figure 2 shows the constraint violation for different sample sizes. As the sample size T increase, the amount of constraint violation decreases. Table I compares the overlap performance of the primal-dual method with a semi-definite programming (SDP) approach [18] . We observe that the SDP method is limited to T of a few hundreds and scales very poorly with dimension. In contrast, the primal-dual method scales gracefully with sample size. Notice the SDP method is an offline algorithm, i.e. all the samples are available a priori, whereas the primal-dual method is a sequential (online) algorithm. Consequently, for a small sample size, SDP yields a better overlap performance than Alg. 2.
B. Anchored Localization on SO(3)
Localization problem deals with finding the true states of a set of agents based on partial noisy measurements of their relative states. In particular, consider a set of agents that are defined Query the oracle and receive ξt.
5:
Compute Xt = 2 xt, ξt ξt + λt. 6: Update variables as follows: 7: xt+1 ← cos(ηt Xt )xt + sin(ηt Xt ) Xt Xt . 8:
returnξt+1 = xt+1. 9 : end for on the vertices of the undirected, connected graph G = (V, E) , where V= {1, 2, · · · , n} are the vertices and E ⊆ V × V are the edges. The set of measurements of the relative rotations (states) on the undirected graph G can be described as follows,
where here W ij ∈ SO(3) are i.i.d. multiplicative noise that are sampled from a distribution with the probablity density function g : SO(3) → IR + with respect to the Haar measure.
To apply the Riemannian primal-dual method, we formulate the problem in terms of minimizing the mean squared error (MMSE) on the product manifold M= SO(3)⊗SO(3)⊗· · ·⊗ SO(3),
where R= (R 1 , · · · , R n ), and Y= (Y ij ) (i,j)∈E , and · F is the Frebenous norm. Notice that the mean squared error (MSE) in eq. (22) is invariant under the right transformation R i → R i A for A ∈ SO(3) and all i = 1, 2, · · · , n. A symmetry breaking strategy is thus to consider some reference nodes (anchors), that is R i = R 0 i for i ∈ V ⊂ V ; see [23] , [24] . Including the anchor(s) in the MMSE problem (22) yields
In Algorithm 3, we describe the Riemannian primal-dual method for solving the problem in eqs. (23a)-(23b). The gradient in Step 3 is computed as follows
Further, we evaluate the performance of Algorithm 3 on the connected Erdös-Réyni random graph G(n, p), where each edge is included with probablity p independent from other edges. Further, we adapt the isotropic Langevin distribution [23] , where N ∈ SO(3) denotes the mean value, β > 0 is the concentration parameter, and Z = exp(β)(I 0 (2β) − I 1 (2β)) is the normalization factor. Here, I 0 (2β), I 1 (2β) are the Bessle functions of the first kind.
Let β = 10, and consider the Erdös-Réyni random graph G(n, p) with n = 100 and p = 0.05. Further, let η t = η = 0.05 and α = 10 −3 . Figure 3 shows the Frobenius distance
i F for all i ∈ V and at different iterations t = 1, 2, · · · , 1000, where both anchored and anchorfree localizations are considered.
In the case of anchored localization, we consider only one anchorṼ = {i}, where i ∈ V is chosen randomly. We observe from Figure 3 that in the absence of any anchors, the algorithm does not converge to the true rotation states R 0 i , i ∈ V due to the invariance of the MSE under rotation. Nevertheless, by including an anchor, the symmetry of the MSE is broken and the algorithm correctly detects the true underlying states. Figure 4 shows the trajectories of the column vectors of the first node in the graph R Observe the noisy samples the red filled circles. Evidently, the trajectory of each column vector R 1i , i = 1, 2, 3 clusters around its true state R 0 1i . The conventional strategy for solving the localization problem is based on the semi-definite programming (SDP) algorithms; see [25] . Nevertheless, it is well-known that in practice, the SDP method hardly scales beyond problem dimensions of a few hundreds [26] . We therefore describe an alternative scheme here that scales gracefully with the problem dimension.
VII. DISCUSSION AND FINAL REMARKS In this paper, we have developed a primal-dual method for optimizing functions on the elliptic submanifolds whose sectional curvature is bounded from below. To prove the nonasymptotic convergence for the proposed algorithm, we leveraged the comparative geometry techniques. We also outlined two applications for the primal-dual algorithm.
In our analysis, we established a connection between the convergence rate of the primal-dual algorithm and the sectional curvature as a geometric invariant of smooth manifolds. As a future research, it is interesting to obtain performance guarantees in terms of the topological invariants of manifolds such as the Betti or Euler numbers. 
Before we proceed with the proof, we state a technical remark about the minimality of the geodesics γ 0 , γ 1 . When the lower bound on sectional curvature is positive κ > 0, the minimality condition of the geodesics γ 0 , γ 1 puts a restriction on their lengths. This is due to Meyers' theorem that is stated below: Notice that the Ricci tensor is related to the sectional curvature. In particular, given a unit-length vector X ∈ T p M, we obtain the Ricci curvature of X by extending X = U n to an orthonormal basis U 1 , · · · , U n . Then, Ric(X, X)
where (a) is due to the fact that R(U n , U n )U n , U n = 0. Now, the fact that K ≥ κ > 0 implies that Ric ≥ (n − 1)κ. Therefore, by Theorem 6, any minimal geodesics γ 0 , γ 1 
. We now use Theorem 5, where the model space M κ is a sphere of radius 1/ √ κ. We consider a geodesic hinge where x t is the joint of this hinge. Further, the end points of the geodesics γ and γ 0 are respectively x * and x t+1 . Since our derivations for the sphere is based on the assumption that where (a) follows from the inequality (27) 
