Abstract. We consider rewriting systems for unranked ordered terms, i.e. trees where the number of successors of a node is not determined by its label, and is not a priori bounded. The rewriting systems are defined such that variables in the rewrite rules can be substituted by hedges (sequences of terms) instead of just terms. Consequently, this notion of rewriting subsumes both standard term rewriting and word rewriting.
Introduction
In many applications the system states can be modeled by words or trees, sets of configurations by word or tree languages and the transitions of the system can be represented by rewrite rules. In this setting verifying whether a system can enter a set of unsafe states can be expressed as a reachability problem. This approach to the analysis of infinite-state systems requires the computation of the closure of languages under rewrite rules or at least an over-approximation of this closure. Since the usually considered languages are regular the approach is called regular model checking [2, 1] . Regular model checking has been quite successful in protocol and hardware verification. For increasing the scope of regular model checking it is therefore important to be able to derive new classes of languages and rewrite systems such that the rewrite closure is computable.
Unranked trees as well as ordered sequences of unranked trees called hedges [13, 14, 5] are flexible structures that are quite appealing to represent XML documents where the number of nodes can be modified, for instance when these nodes correspond to database records. Unranked trees have also been employed to model multithreaded recursive program configurations where the number of parallel processes is unbounded [3, 18] . Hedge-automata (HA) are considered now as the natural model of automata for unranked trees. A hedge automaton is a variation of tree automata for hedges. Given a hedge, a hedge automaton assigns some state to a node whenever the sequence of states of the siblings belong to some specified word language (sometimes called horizontal language).
Although regular model checking with languages for words and ranked trees (where function symbols have fixed arity) has been widely investigated, very few results are available for unranked trees and almost none exists on the computation of exact reachability sets for HA languages.
In this paper we tackle the problem above by proving (Theorem 1) that we can compute a HA for recognizing the rewrite closure of a language defined by a given HA, for the class of rewrite systems with inverse context-free rules, which are rules whose right-hand side is of type f (x) where x is a variable. Hence in that case we can compute the exact reachability set from the initial one. The rewriting notion that we consider here for unranked terms generalizes ranked term rewriting and is close to the one that has been introduced by [22] . The idea is that the variables in the rewrite rules can be substituted by hedges (sequences of terms) instead of just terms. Moreover our results cannot be derived from related ones on ranked terms (e.g. [15] ) using encodings of unranked terms into ranked ones (such as the First-Child-Next-Sibling encoding or the encoding used in stepwise automata [4] ). Relaxing the condition in the definition in the above class of rewrite systems leads to counterexamples (Propositions 3-6).
We have also considered a more general class of automata for unranked ordered trees, called CF-HA, where word context-free languages are used instead of regular ones at the horizontal level. We show (Theorem 2) that CF-HA are preserved by rewrite closure using context-free rewrite rules. Context-free rewrite rules are the symmetric case of inverse context-free rules, i.e. rules with left-hand-side of the form f (x). Some additional restrictions are assumed for this result, they cannot be relaxed as shown by the counter examples in Proposition 7-10.
Related works.
Whether the rewrite closure of regular ranked trees languages is regular too is a problem that has been addressed in [19, 7, 9, 15, 21, 20, 6 ]. An important breakthrough of the proof in [15] (against former results) is that it works for TRS which are not left-linear. H. Ohsaki introduces equational tree automata for associative and commutative theories in [16] and study their closure properties for Boolean operations. T. Touili has studied the regular model checking problem for HA [22] . She shows how to compute the image of a HA language in one step of rewriting by a right-linear rewrite system. She also gives a procedure to compute an over-approximation of the rewrite closure of a HA. We rather compute exactly this closure for a class of non-linear rewrite systems.
Our first main result (Theorem 1) can be viewed as a non trivial generalization of both [15] and [22] , with proof techniques extending both former constructions.
C. Löding and A. Spelten [11] compute exact rewrite closure of HA for extensions of ground term rewriting and prefix word rewriting. These results cannot be compared to ours since in our case variables (that can be substituted by arbitrarily large hedges) allow non local hedge transformations.
There exists other rewriting notions like the top-down XML transformations [12] or the relabeling transducers of [18] but they do not cover our notion since either they use specific hedge traversal strategies or they are structurepreserving.
Layout of the paper. In Section 2 we introduce terms, hedges and the related rewriting concepts. In particular we define hedge rewriting systems (HRS) and context-free rewrite rules. In Section 3 we recall the hedge-automata classes HA and CF-HA that we shall investigate. In Section 4 we show that the class of HA languages, (i.e. recognized by HA) is preserved by rewrite closure for rewriting systems containing rules that are inverse context-free. In Section 5 we show that a class of context-free hedge rewrite systems preserves CF-HA languages. In both Sections 4 and 5, we also exhibit some counter-examples obtained when trying to relax the conditions on rules.
Hedge Rewriting
We consider a finite alphabet Σ and an infinite set of variables X . The set of terms over Σ and X is T (Σ, X ) := X ∪ f (h) f ∈ Σ, h ∈ H(Σ, X ) and the set H(Σ, X ) of hedges over Σ and X is the set of finite (possibly empty) sequences of terms of T (Σ, X ). When h is empty, f () will be simply written f . We will sometimes consider a term as a hedge of length one, i.e. consider that T (Σ, X ) ⊂ H(Σ, X ). The sets of ground terms (terms without variables) and ground hedges are respectively denoted T (Σ) and H(Σ). A hedge h ∈ H(Σ, X ) is called linear if every variable of X occurs at most once in h.
The set of variables occurring in a term t ∈ T (Σ, X ) is denoted var (t). A substitution σ is a mapping from X to H(Σ, X ) of finite domain. The application of a substitution σ to a hedge h ∈ H(Σ, X ), denoted hσ, is the homomorphic extension of σ to H(Σ, X ), defined, for t 1 , . . . , t n ∈ T (Σ, X ), with n ≥ 0, by
The set of positions Pos(t) of a term t ∈ T (Σ, X ) is a set of sequences of positive integers. The empty sequence, denoted ε, is the root position of a term. The subterm of t at position p, denoted t| p , is defined by
The depth of a term is the maximal length of one of its positions.
A context is a linear hedge of
A hedge rewriting system (HRS) is a set of rewrite rules of the form → r where ∈ T (Σ, X ) \ X and r ∈ T (Σ, X ) ( and r are respectively called lhs and rhs of the rule). The rewrite relation − − → R of an HRS R is the binary relation on 
Given a set of terms L ⊆ T (Σ) and an HRS R, we note R
t}. We restrict to terms (instead of hedges) because we are mainly interested in term languages below.
A rewrite rule → r is called left-linear (resp. right-linear, linear ) if (resp. r, both) is linear, left-ground (resp. right-ground ) if ∈ T (Σ) (resp. r ∈ T (Σ)), collapsing if r ∈ var ( ), it is called context-free if = f (x) with x ∈ X (it is not required that x ∈ var (r) however) and inverse context-free if r → is context-free, prefix (resp. postfix ) if r = g(t 0 . . . t n x) (resp. r = g(x t 0 . . . t n )) with x ∈ var ( ) and no variable of occurs in the terms t 0 , . . . , t n . A rewrite system is said to have one of the above properties if all its rules have this property.
Example 2.
We give a few applications of our rewrite rules in the vein of [22] . A context-free rule doc(x) → doc(axā) can be employed to introduce tags in an XML document. An inverse context-free rule can be used to eliminate comments doc(x comment y comment) → doc(x). Non left-linear inverse context-free rules are quite useful for processing list of items as in: doc(todo x todo y done x done) → doc(y).
Note that hedge rewriting cannot be reduced to term rewriting through encoding of unranked trees into ranked trees like the First-Child/Next-Sibling encoding, or the encoding used in stepwise automata (see details in the companion report [10] ).
Hedge-Automata, Context-Free Hedge-Automata
We recall now the definition of hedge-automata [13] (denoted HA) and the less known class of context-free hedge automata (denoted CF-HA) introduced in [17] and where they are shown to recognize the closure of regular (ranked) tree languages modulo associativity.
A hedge automaton (resp. context-free hedge automaton) is a tuple A = (Q, Σ, Q f , Δ) where Q is a finite set of states, Σ is an unranked alphabet, Q f ⊆ Q is a set of final states, and Δ is a set of transitions of the form f (L) → q where f ∈ Σ, q ∈ Q and L ⊆ Q * is a regular word language (resp. a context-free word language). When Σ is clear from the context it is omitted in the tuple specifying A.
We define the move relation between ground hedges in T (Σ ∪Q) as follows: for every terms t, t we have
The language denoted by L(A, q) is the set of ground terms t ∈ T (Σ) such
The language denoted by L(A) is the set of terms accepted by A.
It is know that for both classes of automata [13, 17] membership and emptiness problems are decidable. Moreover HA are closed under Boolean operations.
We call a HA or CF-HA A = (Q, Q f , Δ) normalized if for every f ∈ Σ and every q ∈ Q, there is at most one transition rule f (L f,q ) → q in Δ. Every HA (resp. CF-HA) can be transformed into a normalized HA (resp. CF-HA) in polynomial time by replacing every two rules
When A is deterministic (resp. complete), for all t ∈ T (Σ), there exists at most (resp. at least) one state q ∈ Q such that t ∈ L(A, q).
Every HA can be completed by adding a sink state (and using the closure properties of regular languages). A determinization procedure (with a subset construction) which preserves completeness is described in Section 4.1 (see also [4] ).
Epsilon-and Collapsing Transitions
We can extend HA and CF-HA with ε-transitions of the form q → q , where q and q are states, without augmenting the respective expressiveness of these classes. We also consider the extensions of HA (resp. CF-HA), with collapsing transitions of the form L → q where L is a regular (resp. CF) language and q is a state. The move relation for the extended set of transitions is defined as for HA and CF-HA for standard transition and by C[q 1 
Note that the collapsing transition L → q is never applied at the root position (i.e. the above context C cannot be a variable) because HA and CF-HA are limited to the recognition of terms only (and not hedges).
Unlike ε-transitions, collapsing transitions strictly extend HA in expressiveness. However, we show that they can be eliminated for CF-HA.
Proposition 1. For every extended HA or CF-HA with collapsing transitions A, there exists a CF-HA A (without collapsing transitions) such that L(A ) = L(A).

Proof. Assume that L → q is a collapsing transition of A. Then we get a CF-HA
where L 2 is the context-free word language generated by the grammar G 2 as follows. We consider a context-free grammar G for L (resp. G 1 for L 1 ) with axiom X (resp. X 1 ). The axiom of G 2 is X 1 and the set of productions in
e. the terminal q is replaced by a non terminal X q and ii) we add to these rules the production: X q := q | X. We can iterate this construction to eliminate all collapsing transitions.
Proposition 2.
There exists an extended HA with collapsing transitions whose language is not a HA language.
Proof. Consider the extended HA
Its recognized language is {g(a n cb n ) | n ≥ 0} and this is not a HA language.
Decision Problems
The problem of ground reachability and ground joinability are to decide that, given two ground terms s, t ∈ T (Σ) and a HRS R, 
Closure of Regular Hedge Automata Languages
In this section, we prove one result of preservation of HA language for a class of HRS, and give several counter example showing that the restrictions defining this class of HRS are necessary. Proof. Let A = (Q, Q f , Δ) be a complete and normalized HA recognizing L. We shall construct below a finite sequence of HA A i 0≤i≤h whose last element recognizes R * (L). Our construction uses elements of [15] and [22] , but it is not a simple combination of both. Indeed, on one side we generalize [22] to an unbounded number of rewriting steps, and on the other side we generalize [15] to unranked tree languages. Both generalizations are non-trivial and require new constructions and new conditions. For each f ∈ Σ, q ∈ Q, we note L f,q the language in the transition (assumed unique) f (L f,q ) → q ∈ Δ. We construct first from A a deterministic, complete and normalized
Inverse Context-Free
1 . Next, following the approach of [22] , we define first the set of languages of Q * d that will be used in the transitions of the A i 's constructed below. However, we must consider here a bigger set than [22] 
Let us show that L is finite and that all its members are regular languages. First, let us note that L 1 , the smallest set satisfying i and ii above, is a finite set of regular languages of Q * d , since every L f,q is regular by hypothesis. The closure L 2 of L 1 under iii and then iv is also a finite set of regular languages. The following lemma shows that
Proof. The set in the left-hand-side of the first identity in Lemma 1 is
, and the set in its right hand 
. It is easy to see (from the fact that A i is deterministic and normalized) that L 
assume that t ∈ L(A) and that t − − → *
R t . We show in [10] that t ∈ L(A i ) for some i by induction on the length of the rewrite sequence.
Corollary 1. Ground reachability, ground joinability and regular hedge modelchecking are decidable for inverse context-free HRS.
We present in the next subsections (4.2-4.4) some counter examples showing that relaxing the assumption on R in Theorem 1 invalidate the result.
Collapsing Rewrite Rules
Collapsing rules preserve regularity of term languages [15] when the function symbols are ranked. Indeed, in this case, if R is left-linear and collapsing, a tree automaton (TA) recognizing L can be completed into a TA recognizing R * (L) just by the iterated addition of ε-transitions of the form xτ → q when there is → x ∈ R and a substitution τ : var ( ) → Q such that τ − − → * A q. When R is just collapsing (not left-linear), the construction requires determinism and hence is more complicated but the idea is the same [15] .
In the case of unranked terms and HA, if we want to follow the principles of the construction of Section 4.1, we need to add collapsing transitions and not just ε-transitions. But the addition of collapsing transitions does not preserve HA languages (Proposition 1). The following proposition shows that the above construction is actually not possible for collapsing rewrite rules.
Proposition 3. R * (L) is not a HA language in general when L is a HA language and R is a linear collapsing HRS.
Proof. We use the principle of the construction in the proof of Proposition 1. Let Σ = {f, g, a, b, c}, let L be the language of the HA
is a HA language. Its intersection with the HA language {f (a * cb * )} is {f (a n cb n ) | n ≥ 0}. It is not a HA language. This contradicts the fact that HA languages are closed under intersection.
Note that the completion of the above A, following the procedure in the proof of Theorem 1, would add the collapsing transition q ab → q.
Flat Linear Rewrite Rules
In the case of ranked terms, it is known [15] that regularity of tree languages is preserved under rewriting with systems with right-linear rules of the form → f (u 1 , . . . , u n ) where f has arity n and each u i (i ≤ n) is either a ground term or a variable of var ( ). We call such a rule flat if its lhs and rhs both have depth one. Note that this class of TRS is not captured by the HRS of Theorem 1 (when restricted to ranked terms). The above regularity preservation result is no longer true for unranked terms. Proof. Let us consider the context-free HRS R = {g(x) → g(axb)} of Example 1, and the HA language L = {g(c)}. The language R * (L) = {g(a n cb n ) | n ≥ 0} is not HA. We can transform the above R into R = {g(x) → g (ax), g (y) → g(yb)} whose rules are prefix or postfix (and linear) and which is such that
Note that the language in the above proof is recognized by a CF-HA. We shall show below (Theorem 2 in Section 5) that context-free HRS like the R above preserve CF-HA languages.
We show now the stronger result that the closure of a HA language under rewriting with a flat HRS, even linear, is neither HA, nor CF-HA and actually not even recursive.
Proposition 5. R * (L) is not recursive in general when L is a HA language and R is a linear and flat HRS whose rules contain at most two variables.
Proof. We reduce the blank accepting problem for TM to ground reachability for an HRS. Let M be a TM with a tape alphabet Γ and a state set S and let
where w is a word of Γ * SΓ * (the position of the state symbol indicates the position of the head of M and the rest represents the contents of the tape). We assume, wlog unique blank initial and final configurations, respectively c i and c f . We consider a HRS R containing one rule for each transition of M. For instance, R contains a rule f (xasy) → f (xs a y) corresponding to a transition s, a → L, s , a (with s, s ∈ S and a, a ∈ Γ ) and f (xasby) → f (xa bs y) to the transition s, a → R, s . The blank tape is accepted by M iff c i − − → * R c f .
As a consequence, regular hedge model checking is undecidable for the HRS of Proposition 5, according to the remarks in Section 3.2.
Rewrite Rules with Flat and One-Variable or Ground Right-Hand-Sides
If we relax the inverse context-free condition, with only one variable allowed in the rhs of rules, but possibly with two occurrences, both at depth 1, then the result of Theorem 1, again, is not valid anymore.
Proposition 6. R * (L) is not recursive in general when L is a HA language and R is a HRS whose rhs of rules are ground or of the form d(xx).
We reduce in [10] , the blank accepting problem for a TM to ground reachability for a HRS with right-ground (but not left-linear) rules and a rule d(xx) → d (xx).
Closure of Context-Free Hedge Automata Languages
It has been observed [8] that in several cases, one class of word rewrite system preserves regularity and its symmetric class preserves context-free languages. In this section, we prove a similar result by showing that a restricted case of contextfree HRS, i.e. of the symmetric version of the systems considered in Section 4, preserve CF-HA languages. We give next some counterexamples showing that the restrictions are necessary for this result.
Linear Restricted Context-Free Rewrite Rules
We call a HRS R restricted context-free if it is context-free, and moreover, for all rule f (x) → r ∈ R, x can occurs in r only at depth at most 1. Note that this definition includes the case of collapsing rules f (x) → x. Proof. For each f ∈ Σ, q ∈ Q, let L f,q be the context-free language in the transition (assumed unique) f (L f,q ) → q ∈ Δ, and let G f,q = (Q, N f,q , I f,q , P f,q ) be a CF grammar generating L f,q , with alphabet (set of terminal symbols) Q, set of non terminal symbols N f,q , axiom I f,q ∈ N f,q , and set of production rules P f,q . The sets of non-terminals N f,q are assumed pairwise disjoint.
We complete the grammars G f,q with new non-terminals I f,q and some sets P f,q of new production rules containing: (with n > 0) , or I g,q := ε (with n = 0), for each rule
Note that in the cases ii and iii cover all the cases of linear restricted context-free rewrite rules, except the collapsing rules.
Let us clean up these sets: if the language generated by a CF grammar Q, N, I f,q , P is empty then we remove I f,q from N and all the productions of P which contain I f,q . We iterate this operation, until there is no remaining non-terminals generating an empty language in N (note that the construction stops since we only remove non-terminals and productions). Let us note N and P the sets of non-terminals and productions obtained. For each f ∈ Σ, q ∈ Q, let G f,q = Q, N , I f,q , P , and let L f,q be its language.
Finally,
is obtained by the addition of collapsing transitions corresponding to the collapsing rewrite rules in R
. The proof of the direction ⊆ is by induction on the number of application of collapsing transitions other than q * ∀ → q ∀ in a reduction by A . For the base case, we need to consider the occurrences of non-terminals I g,q in the derivations with the grammars G f,q . Intuitively every occurrence of such I g,q corresponds to a rewrite step with a context-free rule of R.
The proof of the direction ⊇ is by induction on the length of a rewrite sequence Proof. The intersection of an CF-HA language and a HA languages is a CF-HA language, and emptiness of CF-HA is decidable.
It is shown in [17] that the languages of CF-HA are closures of regular tree languages modulo associativity of one or several binary function symbols. Therefore, the above results are also valid for these languages.
Linear Context-Free Rewrite Rules
Context-free HRS are named after context-free tree grammars, whose production rules have the form N (x 1 , . . . , x n ) → r where N is a non-terminal of arity n (from a finite set N ), x 1 , . . . , x n ∈ X and r ∈ T Σ ∪ N , {x 1 , . . . , x n } . Note that our definition of context-free HRS is restricted to unary non-terminals. However, even for this case of unary non-terminals and right-linear rewrite rules, the result of Theorem 2 cannot be generalized to context-free HRS. Proof. Let us consider the context-free HRS:
Using a pumping argument, we can show that it is not a CF-HA language.
The above counter-example shows the importance for Theorem 2 of the condition, in the definition of restricted context-free HRS, that the variable x in a lhs of rule occurs at a shallow position in the corresponding rhs.
Restricted Context-Free Rewrite Rules
If we keep the restricted context-free condition (the variable x in the lhs of a rule occurs at a shallow position in the corresponding rhs) but we drop the linearity condition, we also lose the CF-HA preservation result of Theorem 2.
Proposition 8. R * (L) is not a CF-HA language in general when L is a CF-HA language and R is a restricted context-free HRS.
Proof. Let R = {f (x) → f (xx)} and L = {f (a)}. We have that R * (L) = {f (a n ) | n = 2 k , k ≥ 0} which is not a CF-HA language. Assume indeed that this language is recognized by a CF-HA (Q, Q f , Δ). It means that Δ contains a transition f (L) → q where L is a context-free language of words of Q * of length 2 k , k ≥ 0. The image of L under the strictly alphabetic homomorphism which translates every state q ∈ Q into a is context-free. As it is a one letter language, it is also regular. But it is well known that this language {a n | n = 2 k , k ≥ 0} is actually not regular.
Mixing Inverse CF and Restricted CF Rewrite Rules
We show now that the results of Theorems 1 and 2 cannot be combined. In other terms, for some HRS containing both linear inverse context-free and restricted context-free rules, the set of descendants of a HA language is not a HA language, neither a CF-HA language and even not recursive. 
. v i k
Let R be an HRS containing a rule f 0 (x) → f 0 ( u i xv i ) for each pair u i , v i ∈ P ( u i is the mirror image of u i ), and two rules f 0 (axa) → f 1 (x) and f 1 (axa) → f 1 (x) for each a ∈ Γ . We assume that f 0 , f 1 , and c are symbols not in Γ . We have that f 0 (c) − − → * R f 1 (c) iff P has a solution. Moreover, as we have shown that context-free HRS do not preserve HA languages (Proposition 4), the symmetric also holds for inverse-context-free HRS and CF-HA languages. Proof. Let R 1 be the subset of the context-free rewrite rules of the HRS of the above proof of Proposition 9, and R 2 be the subset of the other rules. Note that R 2 is an inverse context-free HRS.
By Theorem 2, L = R * 1 {f 0 (c)} is a CF-HA language. Like in the proof of Proposition 9, we have that f 1 (c) ∈ R * 2 (L) iff the PCP has a solution. Hence, because of the decidability of the membership problem for CF-HA, R * 2 (L) cannot be a CF-HA language.
