Abstract Spearman's rank correlation coefficient might be the best known nonparametric measure of association currently in use. It assesses the linear relationships between the ranks of monotonically related variables even if the relationship between the variables is not linear. This study presents a new method for calculating two-dimensional (horizontal and vertical) rank correlation coefficients between matrices composed of variables which are not necessarily in linear association. The matrices contain the ranks of measurements instead of raw values. The averages of all rows are used for calculating the horizontal rank correlation and the averages of all columns are used for calculating the vertical rank correlation instead of considering the averages of the whole matrices. This approach enables a separate determination of the degree of horizontal and vertical relationships between the compared data matrices by using the horizontal and vertical variance and covariance values that constitute the base of the two-dimensional correlation method. The presented method is first applied on 5 simple hypothetical matrices and then on the monthly total precipitation records of 6 stations in southwest Turkey. The results have shown that the presented rank correlation approach successfully assesses the twodimensional associations between the hypothetical matrices and time series data like precipitation, provides a measure for exactly determining the monotonic relationships not determined by the conventional Pearson's and Spearman's correlation approaches, it is much more robust to outliers and normality is not a prerequisite. The software developed for calculating two-dimensional rank correlation coefficients is freely provided together with this paper.
Introduction
The Pearson product-moment correlation (r) being the first, Spearman's rank correlation coefficient (ρ) seems to be the second most widely used measure of dependence between two variables even though Spearman, in his autobiography, had to list his work on correlation under the general heading of Minor Researches (Lovie 1995) . It is a nonparametric (distribution-free) measure of the association between two monotonically related variables. The Spearman correlation considers ranks instead of raw values and it is used when the Pearson correlation becomes undesirable or misleading because of the distribution of data. Though some researchers declare ρ as a measure of the linear relationship between two variables (Gauthier 2001) , it is not. In fact, ρ provides a measure of linear relationships between the ranks of the compared variables, but not between the raw values which do not have to be linearly related. In fact, Spearman had tried to prove that using ranks of measurements instead of raw measurements has significant advantages in correlation calculations but, in his lifetime, he was not able to convince most of the scientific community including his colleague Pearson. Decades later, with the contributions of Kendall, the importance of his claims started to turn into facts and now it is well understood and accepted that ranks should be used instead of raw measurements for calculation of correlation when the relationship between the compared variables are not linear, or when the compared series might contain outliers or when the variables are not distributed normally (which is also the case for most of the hydrologic time series).
Determination of correlations between variables generally constitute the first step to be carried out before making subsequent studies like ANOVA, factor analysis and trend detection. Therefore, robustness in calculation of correlation has crucial importance in the correctness of follow-up analysis. In fact, a high correlation might not always point out a good association and a correlation close to zero might not always point out absence of association between the compared variables (Bland and Altman 1986; Brett 2004; Lobbes and Nelemans 2013) . Works in literature provide comparisons of the performances of r and ρ on the same sets of data and suggest criteria on the selection of the appropriate correlation method (de Winter et al. 2016; Hauke and Kossowski 2011; Yue et al. 2002) . It is generally stated that r is suitable for lighttailed distributions, whereas ρ is preferable in the case of heavy-tailed distributions or when outliers exist.
Some examples from the hydrologic literature making use of ρ include research on precipitation (Ahmad et al. 2015; Yilmaz and Perera 2015) , evapotranspiration (Shadmani et al. 2012 ; (Amirataee et al. 2016) , surface water (Kahya and Kalayci 2004; Xiong et al. 2014; Yue et al. 2002) , groundwater (Seibert et al. 2003) , floods (Li and Tan 2015) , drought (Tabari et al. 2012; Zarei et al. 2016 ) and temperature (Iqbal et al. 2016) . Besides using ρ, some researchers prefer using other non-parametric tests like the Mann-Kendall and the Theil-Sen tests (Zamani et al. 2017) . The advantages of using non-parametric tests are emphasized in these studies but, in most of the studies, the observations are evaluated as one-dimensional time series through the sampled range and the variation of the average with time is generally neglected.
Advantages of investigating temporal and quantitative relationships of hydrologic series by using matrices were previously discussed and presented with introductions of data driven methods making use of two-dimensional periodic behaviour induced by seasonality (Dikbas 2016; Dikbas 2017a; Dikbas 2017b) . The recently introduced two-dimensional correlation method assesses horizontal and vertical correlations between matrices containing raw measurements of the variables (Dikbas 2017b). As stated above, the calculated correlations might most probably be misleading when normality tests are not made or when the outliers are ignored. This paper presents the implementation, consequences and advantages of the application of the two-dimensional correlation method on ranks of variables not fitting to normal distribution or containing outliers.
The following section presents the implementation of the two-dimensional correlation method for assessing linear and/or monotonic relationships between 5 simple hypothetical matrices by calculating correlations between raw and rank values. Then, the third section presents calculation of two-dimensional rank correlations by using real world data consisting of precipitation observations from 6 stations in Turkey. Comparisons with existing conventional correlation methods are also presented.
Materials and Methods
The two-dimensional correlation coefficients are calculated based on two-dimensional variance and covariance as follows:
Two-Dimensional Variance
Variance is the measure of how far the numbers in a set are spread from their average. The horizontal variance of a matrix is a measure of how far the column averages are spread from the overall average, and the vertical variance is a measure of how far the row averages are spread from the overall average as defined by the following equations:
where A m is the average of the m th row of matrix A; and A n is the average of the n th column of matrix A.
A large horizontal (or vertical) variance indicates that column (or row) averages in the set are far from the overall average and each other, while a small horizontal (or vertical) variance indicates the opposite.
Two-Dimensional Covariance
Covariance is a linear gauge of dependence between variables and provides a measure of the strength of the co-variation between variables. In the two-dimensional case, horizontal covariance is a measure of how changes in the column averages of one matrix are associated with changes in the column averages of a second matrix. Similarly, vertical covariance is a measure of how changes in the row averages of one matrix are associated with changes in the row averages of a second matrix. Higher covariance values indicate a stronger association (positive covariance indicates direct relationship and negative covariance indicates inverse relationship). The following equations define the horizontal and vertical covariances between scalar matrices A and B:
where:
B m is the average of the m th row of matrix B; and B n is the average of the n th column of matrix B.
Two-Dimensional Correlation
Covariance is a dimensioned measure which is scale dependent. Correlation is a scaled and dimensionless version of covariance taking values between −1 and 1. A correlation of ±1 indicates perfect linear association and 0 correlation generally implies that the compared variables are not associated. The horizontal and vertical correlation coefficients are calculated as follows by using the above definitions of the two-dimensional variance and covariance:
The following equations can be used for calculating the horizontal and vertical correlations directly:
where r h is the horizontal correlation and r v is the vertical correlation between the matrices A and B (Dikbas 2017b).
Two-Dimensional Rank Correlation
Just as Spearman did when he was introducing his rank correlation method (Spearman 1904) , ranks instead of raw values are used for calculating the two-dimensional rank correlations by using eqs. 9 and 10. Therefore the formulas for the horizontal (ρ h ) and the vertical (ρ v ) rank correlations will be as follows:
RA is the matrix containing the ranks of the elements of matrix A, and RB is the matrix containing the ranks of the elements of matrix B.
The ranks of the elements of the matrices are determined by taking note of ties, namely all elements with the same value should have the same rank (the average rank of the tied values). It is known that, r is high when the raw values lie close to a straight line, whereas ρ is high when the compared vectors have a similar ordinal relationship. Correspondingly, r h and r v will be high when the averages of rows or columns of raw values lie close to a straight line and ρ h and ρ v will be high when the averages of rows or columns of the ranks lie close to a straight line. The approach of using ranks instead of raw values brings some advantages: Associations between nonlinear monotonic variables might be assessed better, resistance to outliers will significantly increase and associations among non-normally distributed variables might be determined reliably.
Two-Dimensional Correlations Between 5 Simple Hypothetical Matrices
For testing the performances of r, r h , r v , ρ, ρ h and ρ v in the determination of linear or monotonic associations between matrices and their row and column averages, the following 5 simple hypothetical matrices shown in Fig. 1 are constructed. All matrices have 6 rows and 6
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Varv Varv C B A E D Fig. 1 The 5 hypothetical matrices devised for the comparison of the correlation methods columns. The first matrix (A) has a constant linear increase in the horizontal and the vertical direction. The second matrix (B) contains negative signed values of the matrix A. The third matrix (C) was constructed to determine the performances of the methods in determining monotonic relationships and contains the squares of the values in the matrix A. The fourth (D) and the fifth (E) matrices were constructed to evaluate the performance (or response) of the methods when the direction of relationships in portions of the matrices are reversed (from direct to inverse or from inverse to direct relationship). The matrix D contains all values of the matrix A but the first column is in reverse order and the matrix E contains all values of the matrix A but the first row is in reverse order. The averages and variances of each row and column are also presented in the figure. The four numbers at the bottom right of each matrix are the overall average (yellow), horizontal and vertical variances (green) and the overall variance (violet) values of the matrices.
The horizontal and vertical variance values for each matrix measure the amount of the dispersions of column and row averages from the overall averages of the matrices. The horizontal and vertical variance values also indicate the direction of variation. For example, the strongest horizontal and vertical variations are seen in the matrix C. The matrices with equal variation in both directions will have equal horizontal and vertical variance values as it is the case in the matrices A, B and C. It is observed in the matrices D and E that the reversing of the order of a column and a row is determined by the increase of horizontal variance in D and the vertical variance in E but the overall variance in both matrices remained same. This insensitivity of the overall variance causes misleading results in the calculation of the overall covariance and correlation as will be shown below. Figure 2 shows the ranks of the elements of the matrices in Fig. 1 . It is clearly seen from the figure that the rank transformation caused loss of linearity in the matrices A and B (the row and column averages also lost linearity in these matrices). But this loss of linearity does not influence the determination of monotonic relationships between the matrices because the Spearman's approach in calculation of correlation does not require linear relationship as a prerequisite. Figure 3 shows the correlations between the hypothetical matrices. Conditional formatting was used for a better interpretation and comparison of the correlations between the matrix pairs.
The results show that the inverse (both linear and monotonic) relationship between the matrices A and B is perfectly determined by all approaches but the monotonic nonlinear relationship between the matrix pairs A-C and B-C is only determined by the rank correlation Fig. 2 The ranks of the elements of the matrices in Fig. 1 approaches as expected. The matrices D and E naturally have different variances in the horizontal and the vertical directions and this difference is not detected by the traditional correlation approaches (r and ρ) and their values between the matrices A, B and C and the matrix D is equal to the correlations with the matrix E. For instance, the r value between the matrices A and D is equal to the r value between the matrices A and E (r A-D = r A-E = 0.833).
The influence of the difference between the matrices D and E on the correlation values is only detected by the two-dimensional correlations. For example, ρ h between the matrix pairs A-D and C-D is 0.866 (ρ h is −0.866 for B-D) while ρ h is 0.780 for A-E and C-E (ρ h is −0.780 for B-E) as a consequence of the difference between D and E. For all matrix pairs, the rank correlations (ρ, ρ h and ρ v ) between the matrices are significantly higher than the correlations between the raw values (r, r h and r v ) for both the traditional and the two-dimensional correlation approaches. Significant differences between the traditional and the twodimensional correlation approaches are also observed in the presented results. This situation is caused by the difference between the averaging logic of the methods. In the traditional approaches (calculation of r and ρ), the variations of the average among columns and rows are smoothed by considering the average of the whole series. The two-dimensional approaches enable assessment of the linear relationships between the rows and columns of both the raw and the rank matrices by taking the averages of each row and column into consideration. Consequently, the results presented in Fig. 3 point out that the two-dimensional rank correlation method seems to be the most appropriate method for determining the monotonic relationships between the matrices, at least for the types of matrices presented above. For the purpose of approving the results which are in favour of the two-dimensional rank correlation, scatterplots between the raw values and rank values for all matrix pairs are generated (Fig. 4) because a scatter plot is very useful when we wish to see how two comparable data sets agree with each other. Especially in the case of linear association, the plotted values take place on a straight line. The scatterplots above the diagonal show the relationships between the raw values of the matrices A, B, C, D and E and the scatterplots below the diagonal show the relationships between the ranks of the matrices (namely the relationships between the matrices RA, RB, RC, RD and RE).
The inverse linear relationships between the raw and rank values of the matrices A and B (also clearly seen in the scatterplots) were detected by all correlation methods. The relationship between the matrices A-C and B-C is nonlinear but perfectly monotonic. Therefore, the scatterplots (and consequently the Pearson based correlations) between the raw values of these matrices do not detect/indicate the perfect monotonic relationship as expected and only the Spearman based conventional and the presented two-dimensional rank correlation approaches were able to determine this relationship as shown in the scatterplots for ranks of the matrix pairs A-C and B-C. The scatterplots of the matrices A, B and C between the matrices D and E are identical for each matrix. For example, the scatterplot between the matrices A-D and A-E are identical even though the matrices D and E are different from each other as explained above. The relationship (linear or monotonic) between the mentioned matrix pairs are not identical because the relationship is inverse for the first columns in the pairs A-D, B-D and C-D and the relationship is inverse for the first rows in the pairs A-E, B-E and C-E but this difference in relationship was only detected by the two-dimensional correlation approaches. Even the scatterplots were not able to indicate the difference. The strength of relationship (the value of correlation) is better assessed by the two-dimensional rank correlation because all matrices do not have linear relationship and as also seen in the scatterplots above the diagonal (except for the pair A-B) the relationship between the matrices are not perfectly represented by the linear trendlines which are directly related to the Pearson's correlation values. Alternatively, the scatterplots below the diagonal show that rank based correlation better describes the associations at least for the type of matrices presented here. The standard correlation approaches seem to detect the relationships between the matrices only when all the row and column variances are equal in the compared matrices.
As the purpose of the two-dimensional correlation method is to determine associations between matrices, and because it makes use of the averages of rows and columns of the matrices, scatterplots between the averages of rows and columns of both the matrices of raw ( Figure S1 ) and rank values (Fig. S2 ) are generated for a better depiction of the associations. The scatterplots for row averages are shown above the diagonal while the column averages are shown below the diagonal in both figures. It seems from the scatterplots that the linear relationships between the matrices are better visualized by using row and column averages. Because the matrices A, B and C are diagonally symmetric, their row averages are equal to the column averages and the row variances are equal to the column variances. Therefore, the scatterplots between the rows and columns of these matrices and their rank matrices are identical for the row averages and column averages. The row averages and variances of the matrix D is equal to the column averages and variances of the matrix E. Similarly, the column averages and variances of the matrix D is equal to the row averages and variances of the matrix E. Accordingly, the scatterplots between the rows of the matrices A, B and C and the matrix D are identical with the scatterplots between the columns of the same matrices with the matrix E (this is also valid for the rank matrices). This difference provides the clue that the matrices D and E (and their rank matrices) are diagonally symmetric versions of each other but the calculated conventional correlations (r and ρ) did not detect/consider this difference which was only determined by both of the two-dimensional correlation approaches.
Results and Discussion

Application on Observed Precipitation Data
To test the applicability of the developed two-dimensional rank correlation method, the correlations and the monotonic relationships between the monthly total precipitation observations of six stations in the regions of Mugla and Denizli cities located in the southwest of Turkey were determined. The period of 11 years between 1993 and 2003 were considered. The codes of the stations are 07-013, 07-014, 07-016, 08-002, 08-006 and 08-008. The same stations were also used in the first introduction of the two-dimensional correlation method (Dikbas 2017b ) and they were preferred again in this study to be able to show the differences between the two-dimensional correlation, the presented two-dimensional rank correlation and some other correlation methods.
Average precipitation tends to be high in the coastal regions of Turkey and decreases towards the inland regions. The inland station 07-016 is relatively more distant to the remaining stations which are closer to the shoreline and it was included in the analysis to assess the influence of increasing distance and decreasing precipitation on the results of the correlation methods. The maximum values are shown in bold to better distinguish the station with values more distant from the remaining stations. The average and the variance of the inland station 07-016 are lower than the remaining stations. It fits to the Wakeby distribution while the other stations fit to the Johnson SB distribution. The best fitting distributions were selected by using the EasyFit software which makes goodness of fit tests according to the Kolmogorov-Smirnov, AndersonDarling and Chi-Squared tests. The software supports 55 continuous and discrete distributions and the best fitting distribution is decided by the user by comparing the scores according to the mentioned tests.
The station 08-006 receives the highest amount of precipitation with the highest values of average and variance among all the stations. The ratio between the maximum and the median values varies between 4.4 (for 07-016) and 7.5 (for 08-002). This shows that half of the observations (the lower half) constitute a small section of the whole observation range for all stations indicating a non-normal distribution. For example, half of the observations of the station 08-002 are in 0.0-40.6 mm range while the other half are in 40.6-303.0 mm range. The normally distributed variables should have the same average, mode and median values. The descriptive statistics for these precipitation stations show that the observations are far from being normally distributed and a rank-based correlation should be preferred instead of a correlation method requiring normal distribution.
There are also significant differences between the horizontal and vertical variances of all stations both for the raw values and ranks and, as expected, the vertical variances indicating the variability of the series in months are much lower than the horizontal variances indicating the variability of annual series. It is also seen that the vertical variance values are much lower than the overall variances. The two-dimensional correlation methods, therefore, seem to be more appropriate for assessing associations between the precipitation series by separately considering the horizontal and the vertical variances.
The data matrices for each station are generated so that each row contains 12 monthly total precipitation values for each year (11 rows for the years from 1993 to 2003), consequently the columns of the matrices contain the observations for each month of year. As previously stated, this setup allows separate evaluation of row-wise and column-wise associations which are significantly different as pointed out by the large differences between the horizontal and Figure 5 shows the conditionally formatted rank matrices of all precipitation stations. The raw observations should be replaced by their ranks to be able to calculate the two-dimensional rank correlations by considering ties where the average rank is used when more than one observation has the same rank. For example, all zero observations in the datasets are given the same rank for a station and therefore, the 20 zero observations of the station 07-013 take the rank of 10.5 which is the average of the numbers from 1 to 20. The highest observations in each matrix do not have a duplicate and the highest rank value for all matrices takes the value of 132 which is equal to the number of observations in each matrix. After generating the rank matrices as shown above, the horizontal rank correlations are calculated by using the provided 2dRankCorr software considering the row averages of the rank matrices. Consequently, the horizontal rank correlation measures the degree of monotonic associations between the data series according to the variations of column averages of ranks around the overall mean. Similarly, the vertical rank correlations are calculated by using the column averages of the rank matrices and as a whole, the vertical rank correlations represent the monotonic associations according to the variations of row averages of ranks around the overall mean. The approach of calculating correlations in two directions allows us to evaluate the associations between the monthly precipitation series both in terms of the relationships in the annual series (row-wise associations) and the relationships in the values obtained in each month of year (column-wise associations).
Comparison of Correlations Between All Stations
The Pearson's (r), Spearman's (ρ) , distance (r d ), horizontal and vertical raw (r h , r v ) and rank (ρ h , ρ v ) correlations between the monthly total precipitation series of the selected stations are shown in Fig. 6 . The distance correlations are included in the comparisons because it is a reliable method that produces zero correlation only if the compared variables are independent (Székely et al. 2007 ) while the other methods might produce zero correlation even when the variables are dependent.
All horizontal correlations calculated between the stations are higher than the Pearson's correlations and for each station pair, all raw vertical correlations are lower than the other correlations calculated by using raw values. All horizontal rank correlations except for two station pairs (07-013 -08-002 and 07-014 -08-002) are higher than the raw horizontal correlations. The differences between the vertical correlations and the conventional correlation methods are much more significant than the differences between the horizontal correlations and the conventional correlations. This finding points out that there are significant differences between the annual averages of the stations but these differences were not detected by the conventional correlation methods. This deficiency of conventional correlation methods is especially more apparent for the station pairs 08-006 -08-008 (ρ h = 0.876 and ρ v = 0.583), 08-002 -08-008 (ρ h = 0.881 and ρ v = 0.606) and 07-013 -08-008 (ρ h = 0.873 and ρ v = 0.620).
For all of the evaluated correlation methods, the highest correlations were obtained between the stations 07-014 and 08-002 pointing out that the covariation between the annual (rowwise) and monthly (column-wise) series of these stations are higher than all the remaining stations. The lowest correlations were obtained between the stations 07-016 and 08-006 showing that both the relationship between the annual and monthly series for these stations are the lowest among all the station pairs. The relatively high differences between the horizontal and vertical correlations indicate that the strength of the covariation between the row averages are significantly lower than the covariation between the column averages.
All station pairs with a low vertical correlation (both raw and rank) have significantly lower associations between the row averages. The obtained results show that the variation of associations between observations according to sub-periods (like years or series of months as in this example) is not possible to be detected by using the conventional Pearson's or Spearman's correlation methods alone and the vertical correlation might be used as a deterministic quantitative indicator of associations between row averages. Similarly, the horizontal correlation might be used as an indicator of associations between column averages. The values of the correlations deterministically show the degree of relationship and it seems from the results that the two-dimensional versions of correlations should be preferred for detecting the degree of row-wise or column-wise associations which might especially be important in the evaluation of hydrologic series. It must also be stated that the functionality of the horizontal and vertical correlation approaches will switch depending on the selection of the direction of observations in the matrices (for example when years in columns is preferred instead of years in rows).
Influence of an Outlier on Correlation Values
To test the response and resistance of the compared correlation methods, an outlier is deliberately introduced in the data sets of the stations 08-002 and 08-006 by switching the values of their November 1995 observations. Each dataset contains 132 observations and this single change caused significant changes (more than 10%) in Pearson based correlations but it was determined that the rank correlations were resistant to the introduction of an outlier. Table 2 shows the performances of the correlation methods upon the change of a single value in the compared data sets.
The 2dRankCorr Software
The 2dRankCorr software developed for calculating the two-dimensional rank correlation coefficients between matrices is provided freely together with this manuscript and is not available in any other commercial or non-commercial sources. The software code was written in Visual Basic language and two sample input files are also provided. The software generates an output file which includes the Pearson's (r), Spearman's (ρ) , horizontal raw (r h ), horizontal rank (ρ h ), vertical raw (r v ) and vertical rank (ρ v ) correlations. The 2dRankCorr software is distributed under the terms of the GNU General Public License version 3, and a copyright notice is provided at the beginning of the code.
Conclusions
This paper has presented the first method in literature for calculating two-dimensional rank correlation between matrices. The method provides two rank correlation coefficients; one for the horizontal and the other for the vertical direction by considering the averages of ranks of each row and column in the matrices. Calculations of two-dimensional rank correlations between 5 linearly varying hypothetical matrices and 6 monthly precipitation matrices have demonstrated that the presented approach is capable of correctly assessing the two-directional covariation of the compared variables and is much more robust to outliers than the Pearson based correlation approaches.
The presented results show that the two-dimensional rank correlation has advantages over the previously developed two-dimensional correlation approach which calculates correlations by using raw values. The method might be used quite reliably in other disciplines for applications like trend analysis, monotonicity tests, pattern recognition, image analysis and comparison of maps. The method also constitutes a foundation for the development of the twodimensional versions of other correlation approaches like the Kendall's Tau or distance correlation.
