Introduction
Let S be an automorphism of a measure space (X, µ), µ(X) = 1. We denote by β(S) its local rank. It is defined as maximal β such that there is a partition sequence ξ j = {B j , SB j , S 2 B j , . . . , S h j −1 B j , C 1 j , . . . , C m j j . . .} for which any measurable set can be approximated by ξ j -measurable ones as j → ∞, and µ(U j ) → β, where U j = 0≤k<h j S k B j are called β-towers.
THEOREM.
1 Let T be weakly mixing, then a) β(T ⊗n ) ≤ n −n , b) β(T ⊙n ) ≤ n!n −n , c) Rank(T ⊙n ) = ∞ as n > 1.
A.Katok [1] showed that for a generic T it holds β(T
, so, the above bounds are exact. In fact the above theorem is true for all T , but we shall consider only weakly mixing automorphisms, generalizing [3] .
2 Auxiliary assertions LEMMA 1. [3] Let an ergodic automorphism S of a space (X,μ) commute with an automorphism R, and β(S) > 0. Then for any δ > 0 there is m > 0 such that the following weak convergencê
holds for some sequence n j and operatorsŶ j of multiplication by certain sets Y j . Here Y j are sub-towers of our β-towers,μ( 
The latter is equivalent to the assertion of our lemma.
Proof. We apply Lemma 1 for
Further we use the following notation:
where σ runs all permutations. LEMMA 3. If δ > 0 and β(T ⊙n ) > 0, then for a sequence Y j and some δ ′ < δ there is a sequence k j → ∞ such that
Proof. We consider on X ⊙n × X ⊙n a joining ν (a finite-value polymorphism in Vershik's terminology [5] ) corresponding to the operator
It is ergodic. Indeed, it is clear that ν as a joining on X n × X n is ergodic with respect to the tensor square of the action of T ⊗n and all coordinate permutations.
But the permutations act on symmetric sets identically. So, our joining is ergodic with respect to T ⊙n × T ⊙n , and we may act as in Lemma 1 taking into account the following remark. We find m for which
A nature of a joining is not important, but its ergodicity is essential. The mentioned approximations from [2] , §3, lead us to the assertion of Lemma 3.
Upper bound for local rank of symmetric powers
We prove a) and b). Let (from Lemma 2)
and (by a choice of subsequence)
where the Markov operator Q ⊥ T mp , m = 1, 2, ...n (the corresponding polymorphisms are disjoint as measures on X n × X n ). From (2) we have
where the Markov operator
(an exercise). Thus, comparing (3) with (1), we get
(we note that a 1 + a 2 + . . . + a n ≤ 1). Since δ ′ is arbitrary small, we obtain
So, a) is proved. Now we prove b). Let
where the Markov operator Q ⊥ T mp , p = 1, 2, ...n. We have 
(a proof based on a simple technique of polymorphisms is given in [4] , Theorem 7.1). If in additionŶ
holds, then we get (as an obvious consequence)
(From this and Lemma 2 we prove again a).) Our aim is to prove the infinity of usual Rank, i.e. to show that for any r the space X ⊙n cannot be asymptotically covered with a vanishing error by a collection of β i -towers U i j , i = 1, 2, . . . , r. Let's consider β i -towers as symmetric sets on X n . If for symmetric sets Y ĵ
then we get
From this fact and Lemma 3 we deduce that β i -towers U 
