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Abstract
We consider the problem of optimizing a vector-valued objective function f sam-
pled from a Gaussian Process (GP) whose index set is a well-behaved, compact
metric space (X , d) of designs. We assume that f is not known beforehand and that
evaluating f at design x results in a noisy observation of f(x). Since identifying
the Pareto optimal designs via exhaustive search is infeasible when the cardinality
of X is large, we propose an algorithm, called Adaptive -PAL, that exploits the
smoothness of the GP-sampled function and the structure of (X , d) to learn fast. In
essence, Adaptive -PAL employs a tree-based adaptive discretization technique to
identify an -accurate Pareto set of designs in as few evaluations as possible. We
provide both information-type and metric dimension-type bounds on the sample
complexity of -accurate Pareto set identification. We also experimentally show
that our algorithm outperforms other Pareto set identification methods on several
benchmark datasets.
1 Introduction
Many complex scientific problems require optimization of multi-dimensional (m-variate) performance
metrics (objectives) under uncertainty. When developing a new drug, scientists need to identify
the optimal therapeutic doses that maximize benefit and tolerability [1]. When designing a new
hardware, engineers need to identify the optimal designs that minimize energy consumption and
runtime [2]. In general, there is no design that can simultaneously optimize all objectives, and hence,
one seeks to identify the set of Pareto optimal designs. Moreover, design evaluations are costly, and
thus, the optimal designs should be identified with as few evaluations as possible. In practice, this
is a formidable task for at least two reasons: design evaluations only provide noisy feedback about
ground truth objective values, and the set of designs to explore is usually very large (even infinite).
Luckily, in practice, one only needs to identify the set of Pareto optimal designs up to a desired level
of accuracy. Within this context, a practically achievable goal is to identify an -accurate Pareto
set of designs whose objective values form an -approximation of the true Pareto front for a given
 = [1, . . . , m]T ∈ Rm+ [3].
We model identification of an -accurate Pareto set of designs as an active learning problem. Specifi-
cally, we assume that the designs lie in a well-behaved, compact metric space (X , d), where the set
of designs X might be very large. The vector-valued objective function f = [f1, . . . , fm]T defined
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Table 1: Comparison with related works. (1)Both the algorithm and the performance analysis take
into account dependence between the objectives.
Work Design Function Uses dependence Sample complexity Adaptive
space btw. objectives(1) bounds discretization
[4] Finite Arbitrary No Gap-dependent Not used
[5] Finite A GP sample No Inf.-type Not used
[3] Finite Element of a RKHS No Inf.-type Not used
[6] Bounded A GP sample No No bound Not used
[7] Bounded A GP sample Yes No bound Not used
Ours Compact A GP sample Yes Inf. & metric dim.-type Used
over (X , d) is unknown at the beginning of the experiment. The learner is given prior information
about f , which states that it is a sample from a multi-output GP with known mean and covariance
functions. Then, the learner sequentially chooses designs to evaluate, where evaluating f at design x
immediately yields a noisy observation of f(x). The learner uses data from its past evaluations in
order to decide which design to evaluate next, until it can confidently identify an -accurate Pareto
set of designs.
Our contribution. We propose a new learning algorithm, called Adaptive -PAL, that solves the
Pareto active learning (PAL) problem described above, by performing as few design evaluations
as possible. Our algorithm employs a tree-based adaptive discretization strategy to dynamically
partition X . It uses the GP posterior on f to decide which regions of designs in the partition of
X to discard or to declare as a member of the -accurate Pareto set of designs. On termination,
Adaptive -PAL guarantees that the returned set of designs forms an -accurate Pareto set with a
high probability. To the best of our knowledge, Adaptive -PAL is the first algorithm that employs
an adaptive discretization strategy in the context of PAL, which turns out to be very effective when
dealing with a large X .
We prove information-type and metric dimension-type upper bounds on the sample complexity of
Adaptive -PAL. Our information-type bound yields a sample complexity upper bound of O˜(g())
where  = minj j , g() = min{τ ≥ 1 :
√
γτ/τ ≤ } and γτ is the maximum information gain after
τ evaluations. To the best of our knowledge, this is the first information-type bound for dependent
objectives in the context of PAL. In addition, our metric dimension-type bound yields a sample
complexity of O˜(−(
D¯
α +2)) for all D¯ > D1, where D1 represents the metric dimension of (X , d)
and α ∈ (0, 1] represents the Hölder exponent of the metric induced by the GP on X . To the best
of our knowledge, this is the first metric dimension-type bound in the context of PAL. Our bounds
complement each other, as we show in the appendix that neither of them dominates the other for all
possible GP kernels. Specifically, we provide an example under which the information-type bound
can be very loose compared to the metric dimension-type bound. Besides theory, we also show via
extensive simulations on several benchmark datasets that Adaptive -PAL significantly improves over
-PAL [3] in terms of accuracy and sample complexity.
Related work. Learning the Pareto optimal set of designs and the Pareto front has received consider-
able attention in recent years [3–7]. [4] considers a finite set of designs and formulates identification
of the Pareto front as a pure exploration multi-armed bandit (MAB) problem in the fixed confidence
setting, and provides gap-dependent bounds on its sample complexity. [3] considers a similar problem
with a finite set of designs, and assumes that f lies in a reproducing kernel Hilbert space (RKHS).
This work proposes -PAL, and claims that it can identify an -accurate Pareto set with a high
probability. It also gives an information-type bound on the sample complexity. In addition, [5, 6] and
[7] all assume that f is a sample from a GP. Pareto front identification is performed by minimizing
the Pareto hypervolume error in [5], greedily minimizing the posterior entropy of the Pareto front in
[6] and greedily maximizing the expected increase in the Pareto volume in [7].
Apart from Pareto front identification, several works consider identifying designs that satisfy certain
performance criteria. For instance, [8] considers the problem of identifying designs whose objective
values lie in a given polyhedron in the fixed confidence setting. On the other hand, [9] considers the
problem of identifying designs whose objective values are above a given threshold in the fixed budget
setting. In addition, [10] considers level set identification when f is a sample from a GP. There also
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exists a plethora of works developing algorithms for best arm identification in the context of single
objective pure exploration MAB problems such as [11–13].
Adaptive discretization is a technique that is mainly used in regret minimization in MAB problems
in metric spaces [14, 15], including contextual MAB problems [16], when dealing with large arm
and context sets. It is known that it can result in a much smaller regret compared to using uniform
discretization. However, this is significantly different than employing adaptive discretization in the
context of PAL. While the regret can be minimized by quickly identifying one design that yields
the highest expected reward, PAL requires identifying all designs that can form an -Pareto front
together, while at the same time discarding all designs that are far from being Pareto optimal. Table 1
compares our approach with the related work.
Organization. Properties of the function to be optimized and structure of the design space is
explained in Section 2. Adaptive -PAL is described in Section 3. Sample complexity bounds for
Adaptive -PAL are given in Section 4, followed by conclusions in Section 5. A table of notation,
algorithm pseudocode, proof of the main theorem and experimental results are given in the appendix.
2 Background and formulation
Throughout the paper, let us fix a positive integer m ≥ 2 and a compact metric space (X , d).
We denote by Rm the m-dimensional Euclidean space and by Rm+ the set of all vectors in Rm
with nonnegative components. We write [m] = {1, . . . ,m}. Given a function f : X → Rm
and a set S ⊆ X , we denote by f(S) = {f(x) | x ∈ S} the image of S under f . Given
x ∈ X and r ≥ 0, B(x, r) = {y ∈ X | d(x, y) ≤ r} denotes the closed ball centered at
x with radius r. For a non-empty set S ⊆ Rm, let ∂S denote its boundary. If another non-
empty set S ′ ⊆ Rm is given, then we define the Minkowski sum and difference of S and S ′ as
S + S ′ = {µ + µ′ | µ ∈ S,µ′ ∈ S ′}, S − S ′ = {µ − µ′ | µ ∈ S,µ′ ∈ S ′}, respectively. For a
vector µ′′ ∈ Rm, we define µ′′ + S = {µ′′}+ S.
Multi-objective optimization. A multi-objective optimization problem is an optimization problem
that involves multiple objective functions [17]. Formally, letting f j : X → R be a function for every
j ∈ [m], we write
maximize [f1(x), . . . , fm(x)]T subject to x ∈ X ,
where m ≥ 2 is the number of objectives and X is the set of designs. We refer to the vector of all
objectives evaluated at design x ∈ X as f(x) = [f1(x), . . . , fm(x)]T . The objective space is given
as f(X ) ⊆ Rm. In order to define a set of Pareto optimal designs in X , we first describe several
order relations on Rm.
Definition 1. For µ,µ′ ∈ Rm, we say that: (1) µ is weakly dominated by µ′, written as µ  µ′, if
µj ≤ µ′j for every j ∈ [m]. (2) µ is dominated by µ′, written as µ ≺ µ′, if µ  µ′ and there exists
j ∈ [m] with µj < µ′j . (3) For  ∈ Rm+ , µ is -dominated by µ′, written as µ  µ′, if µ  µ′ + .
(4) µ is incomparable with µ′, written as µ ‖ µ′, if neither µ ≺ µ′ nor µ′ ≺ µ holds.
Based on Definition 1, we define the following induced relations on X .
Definition 2. For designs x, y ∈ X , we say that: (1) x is weakly dominated by y, written as x  y,
if f(x)  f(y). (2) x is dominated by y, written as x ≺ y, if f(x) ≺ f(y). (3) For  ∈ Rm+ , x is
-dominated by y, written as x  y, if f(x)  f(y). (4) x is incomparable with y, written as
x ‖ y, if f(x) ‖ f(y).
Note that, while the relation  on Rm (Definition 1) is a partial order, the induced relation  on
X (Definition 2) is only a preorder since it does not satisfy antisymmetry in general. If a design
x ∈ X is not dominated by any other design, then we say that x is Pareto optimal. The set of all
Pareto optimal designs is called the Pareto set and is denoted by O(X ). The Pareto front is defined
as Z(X ) = ∂(f(O(X ))− Rm+ ).
We assume that f is not known beforehand and formalize the goal of identifyingO(X ) as a sequential
decision-making problem. In particular, we assume that evaluating f at design x results in a noisy
observation of f(x). The exact identification of the Pareto set and the Pareto front using a small
number of evaluations is, in general, not possible under this setup, especially when the cardinality of
X is infinite or a very large finite number. A realistic goal is to identify the Pareto set and the Pareto
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front in an approximate sense, given a desired level of accuracy that can be specified as an input .
Therefore, our goal in this paper is to identify an -accurate Pareto set (see Definition 5) that contains
a set of near-Pareto optimal designs by using as few evaluations as possible. Next, we define the
-Pareto front and -accurate Pareto set associated with X .
Definition 3. Given  ∈ Rm+ , the set Z(X ) = (f(O(X ))−Rm+ ) \ (f(O(X ))− 2−Rm+ ) is called
the -Pareto front of X .
Roughly speaking, the -Pareto front can be thought of as the slab of points of width 2 in Rm
adjoined to the lower side of the Pareto front.
Definition 4. Given  ∈ Rm+ and S ⊆ Rm, a non-empty subset C of S is called an -covering of S
if for every µ ∈ S, there exists µ′ ∈ C such that µ  µ′.
Definition 5. Given  ∈ Rm+ , a subset O of X is called an -accurate Pareto set if f(O) is an
-covering of Z(X ).
Note that the front associated with an -accurate Pareto set is a subset of the -Pareto front. As
mentioned in [3], an -accurate Pareto set is a natural substitute of the Pareto set, since any -accurate
Pareto design is guaranteed to be no worse than 2 of any Pareto optimal design.
Structure and dimensionality of the design space. In order to learn, we need to make use of some
concepts which facilitate understanding the structure of the space and ‘navigating’ it. Below, we
recall the notions of packing, covering and metric dimension. We will upper bound the sample
complexity of the algorithm using the metric dimension of (X , d).
Definition 6. (Packing, Covering and Metric Dimension [16]) Let r ≥ 0. (1) A subset X1 of X is
called an r-packing of X if for every x, y ∈ X1 such that x 6= y, we have d(x, y) > r. The largest
cardinality of such a set is called the r-packing number of X with respect to d, and is denoted by
M(X , r, d). (2) A subset X2 of X is called an r-covering1 of X if for every x ∈ X , there exists
y ∈ X2 such that d(x, y) ≤ r. The smallest cardinality of such a set is called the r-covering number
of X with respect to d, and is denoted by N(X , r, d). (3) The metric dimension D1 of (X , d) is
defined as D1 = inf{a ≥ 0 | ∃C ≥ 0,∀r > 0 : log(N(X , r, d)) ≤ C − a log(r)}.
The metric dimension gives us a notion of dimensionality which is intrinsic to the metric space.
It coincides with the usual dimension of the space when X is a subspace of a finite-dimensional
Euclidean space. The metric space (X , d) of designs is assumed to be well-behaved as described
below.
Definition 7. (Well-behaved metric space [15]) The compact metric space (X , d) is said to be
well-behaved if there exists a sequence (Xh)h≥0 of subsets of X satisfying the following properties:
(1) There exists N ∈ N such that for each h ≥ 0, the set Xh has Nh elements. We write Xh = {xh,i |
1 ≤ i ≤ Nh} and to each element xh,i is associated a cell Xh,i = {x ∈ X | ∀j 6= i : d(x, xh,i) ≤
d(x, xh,j)}. (2) For all h ≥ 0 and 1 ≤ i ≤ Nh, we have Xh,i =
⋃Ni
j=N(i−1)+1Xh+1,j . The nodes
xh+1,j for N(i− 1) + 1 ≤ j ≤ Ni are called the children of xh,i, which in turn is referred to as the
parent of these nodes. We write p(xh+1,j) = xh,i for every N(i− 1) + 1 ≤ j ≤ Ni. (3) We assume
that the cells have geometrically decaying radii, i.e., there exist 0 < ρ < 1 and 0 < v2 ≤ 1 ≤ v1
such that we have B(xh,i, v2ρh) ⊆ Xh,i ⊆ B(xh,i, v1ρh) for every h ≥ 0. Note that we have
2v2ρ
h ≤ diam(Xh,i) ≤ 2v1ρh, where diam(Xh,i) = supx,y∈Xh,id(x, y).
The first property implies that for every h ≥ 0, the cells Xh,i, 1 ≤ i ≤ Nh partition X . This can be
observed trivially by reductio ad absurdum. The second property intuitively means that as h grows,
we get a more refined sequence of partitions. The third property implies that the nodes xh,i are evenly
spread out in the space.
Prior knowledge on f. We model the vector f = [f1, . . . , fm]T of objective functions as a realiza-
tion of an m-output GP with zero mean, i.e., µ(x) = 0 for all x ∈ X , and some positive definite
covariance function k.
Definition 8. Anm-output GP with index setX is a collection (f(x))x∈X ofm-dimensional random
vectors which satisfies the property that (f(x1), . . . ,f(xn)) is a Gaussian random vector for all
1Not to be confused with -covering in Definition 4, where  ∈ Rm+ . The meaning will be clear from the
context.
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{x1, . . . , xn} ⊆ X and n ∈ N. The probability law of an m-output GP (f(x))x∈X is uniquely
specified by its (vector-valued) mean function x 7→ µ(x) = E[f(x)] ∈ Rm and its (matrix-valued)
covariance function (x1, x2) 7→ k(x1, x2) = E[(f(x1)− µ(x1))(f(x2)− µ(x2))T ] ∈ Rm×m.
Functions generated from a GP naturally satisfy smoothness conditions which are very useful while
working with metric spaces, as indicated by the following remark.
Remark 1. Let g be a zero-mean, single-output GP with index set X and covariance function
k. The metric l induced by the GP on X is defined as l(x1, x2) =
(
E[(g(x1)− g(x2))2]
)1/2
=
(k(x1, x1) + k(x2, x2)− 2k(x1, x2))1/2. This gives us the following tail bound for x1, x2 ∈ X , and
a ≥ 0: P(|g(x1)− g(x2)| ≥ a) ≤ 2exp
(−a2/(2l2(x1, x2))).
When design x ∈ X is evaluated, the learner obtains a noisy observation y = [y1, . . . , ym]T of
the latent function f at x. Here, yj denotes the noisy observation of objective j and is given by
yj = f j(x) + κj , where κj ∼ N (0, σ2) is the Gaussian noise term with mean zero and variance
σ2 > 0. We assume that the noise is independent over all objectives and evaluations.
Fix T > 0. Consider a finite sequence x˜[T ] = [x˜1, . . . , x˜T ]T of designs with the corresponding
vector f[T ] = [f(x˜1)T , . . . ,f(x˜T )T ]T of unobserved objective values and the (mT -dimensional)
vector y[T ] = [yT1 , . . . ,y
T
T ]
T of observations, where yτ = f(x˜τ ) + κτ is the observation that
corresponds to x˜τ and κτ = [κ1τ , . . . , κ
m
τ ]
T is the noise vector that corresponds to this particular
evaluation for each τ ∈ [T ]. The posterior distribution of f given y[T ] is that of an m-output GP
with mean function µT and covariance function kT given by µT (x) = k[T ](x)(K[T ] + Σ[T ])−1yT[T ]
and kT (x, x′) = k(x, x′)− k[T ](x)(K[T ] + Σ[T ])−1k[T ](x′)T for all x, x′ ∈ X , where k[T ](x) =
[k(x, x˜1), . . . ,k(x, x˜T )] ∈ Rm×mT ,
K[T ] =

k(x˜1, x˜1), . . . , k(x˜1, x˜T )
...
...
k(x˜T , x˜1), . . . , k(x˜T , x˜T )
 , Σ[T ] =

σ2Im, 0m, . . . , 0m
...
...
0m, 0m, . . . , σ
2Im
 ∈ RmT×mT ,
Im denotes the m×m-dimensional identity matrix and 0m is the m×m-dimensional zero matrix.
Note that this posterior distribution captures the uncertainty in f(x) for all x ∈ X . In particular, the
posterior distribution of f(x) isN (µT (x),kT (x, x)); and for each j ∈ [m], the posterior distribution
of f j(x) is N (µjT (x), (σjT (x))2), where (σjT (x))2 = kjjT (x, x). Moreover, the distribution of the
corresponding observation y is N (µT (x),kT (x, x) + σ2Im).
Information gain. Since we aim at finding an -accurate Pareto set in as few evaluations as possible,
we need to learn the most informative designs. In Bayesian experimental design, the informativeness
of a finite sequence x˜[T ] of designs is quantified by I(y[T ];f[T ]) = H(y[T ])−H(y[T ]|f[T ]), where
H(·) denotes the entropy of a random vector and H(·|f[T ]) denotes the conditional entropy of a
random vector with respect to f[T ]. This measure is called the information gain, which gives us the
decrease of entropy of f[T ] given the observations y[T ]. We define the maximum information gain as
γT = maxy[T ] I(y[T ];f[T ]). Our sample complexity result in Theorem 1 depends on γT .
3 Adaptive -PAL algorithm
The system operates in rounds t ≥ 1. In each round t, the algorithm picks a design xt ∈ X , and
assuming that it already had τ evaluations, it subsequently decides whether or not to obtain the τ +1st
noisy observation yτ+1 = [y1τ , . . . , y
m
τ+1]
T of the latent function f at xt. At the end, our algorithm
returns a subset Pˆ of X which is guaranteed to be an -accurate Pareto set with high probability and
the associated set Pˆ of nodes which we will define later. The pseudocode of the algorithm is given in
the appendix, and its operation is explained below.
Modeling. We maintain two sets of time indices, one counting the total number of iterations, denoted
by t, and the other counting only the evaluation rounds, denoted by τ . The algorithm evaluates a
design only in some rounds. For this reason, we also define the following auxiliary time variables
which help us understand the chronological connection between the values of t and τ . We let τt
5
represent the number of evaluations before round t ≥ 1 and let tτ denote the round when evaluation
τ ≥ 0 is made, with the convention t0 = 0. The sequence (tτ )τ≥0 is an increasing sequence of
stopping times. Note that we have τtτ+1 = τ for each τ ∈ N.
Iteration over individual designs may not be feasible when the cardinality of the design space is very
large. Thus, we consider partitioning the space into regions of similar designs, i.e., two designs in
X which are at a close distance have similar outcomes in each objective. This is a natural property
of GP-sampled functions as discussed in Remark 1. Since our metric space is well-behaved (see
Definition 7), there exist an N ∈ N and a sequence (Xh)h≥0 of subsets of X such that for each h ≥ 0,
the set Xh contains Nh nodes denoted by xh,1, . . . , xh,Nh . For each i ∈ [Nh], the associated cell of
node xh,i is denoted by Xh,i.
At each round t ∈ N, the algorithm maintains a set St of undecided nodes and a set Pt of decided
nodes. For an undecided node in St, its associated cell consists of designs for which we are undecided
about including in the -accurate Pareto set. Similarly, for a decided node in Pt, its associated cell
consists of designs that we decide to include in the -accurate Pareto set. At the beginning of round
t = 1 (initialization), we set S1 = {x0,1} and P1 = ∅. Within each round t ∈ N, the sets Pt and St
are updated during the discarding, -covering and refining/evaluating phases of the round; at the end
of round t, their finalized contents are sets as Pt+1,St+1 as a preparation for round t+ 1. For each
t ∈ N, the algorithm performs round t as long as St 6= ∅ at the beginning of round t; otherwise, it
terminates and returns Pˆ = Pt.
In addition to the sets of undecided and decided nodes, the algorithm maintains a set At of active
nodes, which is defined as the union St ∪ Pt at the beginning of each round t ∈ N. While the sets St
and Pt are updated within round t as described above, the set At is kept fixed throughout the round
with its initial content. Note that A1 = {x0,1}.
At round t ∈ N, the algorithm considers each node xh,i ∈ At. Let j ∈ [m]. We define the lower
index of xh,i in the jth objective as L
j
t (xh,i) = B
j
t (xh,i)− Vh, where Bjt (xh,i) is a high probability
lower bound on the jth objective value at xh,i and is defined as
Bjt (xh,i) = max{µjτt(xh,i)− β1/2τt σjτt(xh,i), µjτt(p(xh,i))− β1/2τt σjτt(p(xh,i))− Vh−1} .
Here, βτ is a parameter to be defined later and Vh is a high probability upper bound on the maximum
variation of the objective j inside region Xh,i, which will also be defined later. Similarly, we define
the upper index of xh,i in the jth objective as U
j
t (xh,i) = B¯
j
t (xh,i) + Vh, where B¯
j
t (xh,i) is a high
probability upper bound on the jth objective value at xh,i and is defined as
B¯jt (xh,i) = min{µjτt(xh,i) + β1/2τt σjτt(xh,i), µjτt(p(xh,i)) + β1/2τt σjτt(p(xh,i)) + Vh−1} .
We denote byLt(xh,i) = [L1t (xh,i), . . . , L
m
t (xh,i)]
T the lower index vector of the node xh,i at round
t and similarly by Ut(xh,i) = [U1t (xh,i), . . . , U
m
t (xh,i)]
T the corresponding upper index vector. We
also let Vh denote the m-dimensional vector with all entries being equal to Vh. Next, we define
the confidence hyper-rectangle of the node xh,i at round t as Qt(xh,i) = {y ∈ Rm | Lt(xh,i) 
y  Ut(xh,i)}, which captures the uncertainty of the learner’s prediction of the objective values.
Then, the posterior mean vector µτt(xh,i) = [µ
1
τt(xh,i), . . . , µ
m
τt(xh,i)]
T and the variance vector
στt(xh,i) = [σ
1
τt(xh,i), . . . , σ
m
τt (xh,i)]
T are computed by using the GP inference outlined in Section
2. We define the cumulative confidence hyper-rectangle of xh,i at round t as
Rt(xh,i) = Rt−1(xh,i) ∩Qt(xh,i) (1)
assuming that Rt−1(xh,i) is well-defined at round t − 1 (the case t ≥ 2) or using the convention
thatR0(x0,1) = Rm since A1 = {x0,1} (the case t = 1). The well-definedness assumption will be
verified in the refining/evaluating phase below.
Discarding phase. In order to correctly identify designs to be discarded under uncertainty, we need
to compare the pessimistic and optimistic outcomes of designs. First, we define dominance under
uncertainty.
Definition 9. Let t ∈ N and let x, y ∈ At be two nodes with x 6= y. We say that x is -dominated
by y under uncertainty at round t if max(Rt(x))  min(Rt(y)), where we define max(Rt(x)) as
the unique vector v ∈ Rt(x) such that vj ≥ zj for every j ∈ [m] and z = (z1, . . . , zj) ∈ Rt(x),
and we define min(Rt(y)) in a similar fashion.
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If a node x ∈ At is -dominated by any other node in At under uncertainty, then the algorithm is
confident enough to discard it. To check this, the algorithm compares x with all of the pessimistic
available points as introduced next.
Definition 10. (Pessimistic Pareto set) Let t ≥ 1 and let D ⊆ At be a set of nodes. We define
ppess,t(D), called the pessimistic Pareto set of D at round t, as the set of all nodes x ∈ D for which
there is no other node y ∈ D \ {x} such that min(Rt(x))  min(Rt(y)). We call a design in
ppess,t(D) a pessimistic Pareto design of D at round t.
Here we are interested in finding the nodes, say x, which are Pareto optimal in the most pessimistic
scenario when their objective values turn out to be minRt(x). We do this in order to identify
which nodes (and their associated cells) to discard with overwhelming probability. More precisely,
the algorithm calculates Ppess,t = ppess,t(At) first. For each xh,i ∈ St\Ppess,t, it checks if
max(Rt(xh,i))  min(Rt(x)) for some x ∈ Ppess,t. In this case, the node xh,i is discarded, that
is, it is removed from St, and will not be considered in the rest of the algorithm; otherwise no change
is made in St.
-Covering phase. The overall aim of the learner is to empty the set St of undecided nodes as fast as
possible. A node xh,i ∈ St is moved to the decided set Pt if it is determined that the associated cell
Xh,i belongs to an -accurate Pareto set O with high probability. To check this, the notion in the
next definition is useful. Let us denote byWt the union Pt ∪ St at the end of the discarding phase.
Note thatWt ⊆ At but the two sets do not coincide in general due to the discarding phase.
Definition 11. Let xh,i ∈ St. We say that the cell Xh,i associated to node xh,i belongs to an O
with high probability if there is no x ∈ Wt such that min(Rt(xh,i)) +   max(Rt(x)).
For each xh,i ∈ St, the algorithm checks if Xh,i belongs to an O with high probability in view of
Definition 11. In this case, xh,i is removed from the set St of undecided nodes and is moved to the
set Pt of decided nodes; otherwise, no change is made. The nodes in Pt are never removed from this
set; hence, they will be returned by the algorithm as part of the set Pˆ at termination. In the appendix,
we show that the union Pˆ =
⋃
xh,i∈Pˆ Xh,i of the cells is an -accurate Pareto cover, according to
Definition 5, with high probability.
Note that while the sets St,Pt can be modified during this phase, the setWt does not change.
Refining/evaluating phase. While St 6= ∅, the algorithm selects a design xt = xht,it ∈ Wt that
corresponds to a node with depth ht and index it, according to the following rule. First, for a given
node xh,i ∈ Wt, we define
ωt(xh,i) = maxy,y′∈Rt(xh,i) ‖y − y′‖2 , (2)
which is the diameter of its cumulative confidence hyper-rectangle in Rm. The algorithm picks the
most uncertain node for evaluation in order to decrease uncertainty. Hence, among the available
points inWt, the node xht,it with the maximum such diameter is chosen by the algorithm. We denote
the diameter of the cumulative confidence hyper-rectangle associated with the selected node by ωt
and formally define it as ωt = maxxh,i∈Wt ωt(xh,i). Since the learner is not sure about discarding
xht,it or moving it to Pt, he decides whether to refine the associated region Xht,it or evaluating the
objective function at the current node based on the following rule.
• Refine: If β1/2τt ‖στt(xht,it)‖2 ≤ ‖Vht‖2, then xht,it is expanded, i.e., the N children nodes{xht+1,j | N(it − 1) + 1 ≤ j ≤ it} of xht,it are generated. If xht,it ∈ St, then these newly
generated nodes are added to St while xht,it is removed from St. An analogous operation is
performed if xht,it ∈ Pt. In each case, for each j withN(it−1)+1 ≤ j ≤ it, the newly generated
node xht+1,j inherits the cumulative confidence hyper-rectange of its parent node xht,it ∈ At as
calculated by (1), that is, we defineRt(xht+1,j) = Rt(xht,it) = Rt−1(xht,it)∩Qt(xht,it). This
way, for every node x ∈ Pt ∪ St at the end of refining, the cumulative confidence hyper-rectangles
up to round t are well-defined and we have R0(x) ⊇ R1(x) ⊇ . . . ⊇ Rt(x). In particular, the
well-definedness assumption for (1) is verified for round t+ 1 since At+1 is defined as Pt ∪ St at
the end of this phase.
• Evaluate: If β1/2τt ‖στt(xht,it)‖2 > ‖Vht‖2, then the objective function is evaluated at the point
xht,it , i.e., we observe the noisy sample yτt and update the posterior statistics of xht,it . No change
is made in St and Pt.
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Termination. If St = ∅ at the beginning of round t, then the algorithm terminates. We show in
the appendix that at the latest, the algorithm terminates when ωt ≤ minj j . Upon termination, it
returns a non-empty set Pˆ of decided nodes together with the corresponding -accurate Pareto set
Pˆ =
⋃
xh,i∈Pˆ Xh,i, which is the union of the cells corresponding to the nodes in Pˆ .
4 Sample complexity bounds
We state the main result in this section. Its proof is composed of a sequence of lemmas which are
given in the appendix. We first state the necessary assumptions (Assumption 1) on the metric and
the kernel under which the result holds. An example multi-output GP, whose covariance function
satisfies these assumptions, is also given in the appendix.
Assumption 1. The class K of covariance functions to which we restrict our focus satisfies the
following criteria for any k ∈ K: (1) For any x, y ∈ X and j ∈ [m], we have lj(x, y) ≤ Ckd(x, y)α,
for suitableCk > 0 and 0 < α ≤ 1. Here, lj is the natural metric induced onX by the jth component
of the GP in Definition 8 as given in Remark 1 with covariance function kjj . (2) We assume bounded
variance, that is, for any x ∈ X and j ∈ [m], we have kjj(x, x) ≤ 1.
Theorem 1. Let  = [1, . . . , m]T be given with  = minj∈[m] j > 0. Let δ ∈ (0, 1) and D¯ > D1.
For each h ≥ 0, let Vh ∈ O˜(ραh); for each τ ∈ N, let βτ ∈ O(log(τ2/δ)); the exact definitions are
given in the appendix. When we run Adaptive -PAL with prior GP (0,k) and noise N (0, σ2), the
following holds with probability at least 1− δ.
An -accurate Pareto set can be found with at most T function evaluations, where T is the smallest
natural number satisfying
min
{√
CβT γT
T
,K1βTT
−α
D¯+2α (log T )
−(D¯+α)
D¯+2α +K2T
−α
D¯+2α (log T )
α
D¯+2α
}
≤  ,
where C,K1,K2 are constants that do not depend on T and are defined in the appendix; and γT is
the maximum information gain which depends on the choice of the kernel k.
Note that we minimize over two different bounds in Theorem 1. The term that involves γT corresponds
to the information-type bound, while the other term corresponds to the metric dimension-type bound.
Equivalently, we can express our information-type bound as O˜(g()) where g() = min{T ≥ 1 :√
γT /T ≤ } and our metric dimension-type bound as O˜(−( D¯α +2)) for any D¯ > D1. For certain
kernels, such as squared exponential and Matérn kernels, γT can be upper bounded by a sublinear
function of T (see [18]). Our information type-bound is of the same form as in [3]. When X is a finite
subset of the Euclidean space, we have D1 = 0, and thus, our metric-dimension type bound becomes
near-O(1/2), which is along the same lines with the almost optimal, gap-dependent near-O(1/gap2)
bound for Pareto front identification in [4].
In order to prove the bounds in Theorem 1, even for infinite X , we propose a novel way of defining
the confidence hyper-rectangles and refining them. Since Adaptive -PAL discards, -covers and
refines/evaluates in ways different than -PAL in [3], we use different arguments in the proof to
show when the algorithm converges and what it returns when it converges. In particular, for the
information-type bound, we exploit the dependence structure between the objectives. Moreover,
having two different bounds allows us to use the best of both, as it is known that for certain kernels,
the metric dimension-type bound can be tighter than the information-type bound. We provide an
example of such a kernel in the appendix.
5 Conclusion
In this paper, we proposed a new algorithm for PAL in large design spaces. Our algorithm learns
an -accurate Pareto set of designs in as few evaluations as possible by combining an adaptive
discretization strategy with GP inference of the objective values. We proved both information-type
and metric-dimension type bounds on the sample complexity of our algorithm. To the best of our
knowledge, this is the first sample complexity result for PAL that (i) involves an information gain
term, which captures the dependence between objectives and (ii) explains how sample complexity
depends on the metric dimension of the design space.
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Broader impact
Many scientific problems that challenge human comprehension are inherently multi-objective. Drug
development, hardware optimization and neural network architecture search all require trading-
off multiple and possibly conflicting objectives such as efficiency, tolerability, chip area, energy
consumption, runtime and accuracy. There exists a plethora of alternative designs whose outcomes
form a complex landscape of payoffs, which makes it strenuous for human decision makers to
navigate through. Guiding human decision makers on where to focus their efforts via providing them
the Pareto optimal set of designs could greatly improve the speed of scientific discoveries. However,
experimentation is costly as it requires usage of scarce resources such as human subjects, budget
reserved for manufacturing costs and time. Therefore, automated identification of the Pareto optimal
set of designs via sequential experimentation, performed in the most resource-efficient way, is of
paramount importance for rapid progress in many complex scientific problems. Our paper describes
for the first time, in a completely rigorous manner, how an -accurate Pareto set of designs can be
identified in a resource-efficient way, when the design space is very large and the objectives might
depend on each other. Our sample complexity analysis provides insights for practitioners on how the
number of design evaluations they need to perform depends on the desired level of accuracy, structure
of the objective function and structure of the design space.
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A Notation
Table 2: Notation.
Symbol Description
X The design space
f The latent function drawn from an m-output GP
 Accuracy level given as input to the algorithm
Z(X ) The Pareto front of X
Z(X ) The -Pareto front of X
yτ = f(x˜τ ) + κτ τ th noisy observation of f
y[τ ] Vector that represents the first τ noisy observations
xh,i The node with index i in depth h of the tree
Xh,i The cell associated to node xh,i
p(xh,i) Parent of node xh,i
µτ (xh,i) The posterior mean after τ evaluations of xh,i with jth component µjτ (xh,i)
στ (xh,i) The posterior variance after τ evaluations of xh,i with jth component σjτ (xh,i)
βτ The confidence term
k The covariance function of the GP
d The metric associated with the design space
lj The metric on X induced by the jth component of the GP
Pt and Pt The predicted -accurate Pareto sets of nodes and regions, respectively, at round t
St and St The undecided sets of nodes and regions, respectively, at round t
Pˆ The -accurate Pareto set of nodes returned by Algorithm 1
At The union of sets St and Pt at the beginning of round t
Wt The union of sets St and Pt at the end of the discarding phase of round t
Lt(xh,i) and Ut(xh,i) The lower and upper vector-valued indices of node xh,i at time t,
whose jth components are Ljt(xh,i) and U
j
t (xh,i)
B
j
t(xh,i) and B
j
t(xh,i) The auxiliary indices of the lower and upper index of node xh,i at time t
Vh The m-dimensional vector with components are equal to Vh, which appears in
high probability bounds on the variation of f
Qt(xh,i) The confidence hyper-rectangle associated with node xh,i at round t
Rt(xh,i) The cumulative confidence hyper-rectangle associated with node xh,i at round t
ωt(xh,i) The diameter of the cumulative confidence hyper-rectangle of xh,i at round t
ωt The maximum ωt(xh,i) over all active nodes at round t
D1 The metric dimension of X
γT The maximum information gain in T evaluations of f
τs The number of evaluations performed by the algorithm until termination
ts The round in which the algorithm terminates
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B Algorithm pseudocode
Algorithm 1 Adaptive -PAL
Input: X , (Xh)h≥0, (Vh)h≥0, , δ, (βτ )τ≥1; GP prior µ0 = µ, k0 = k
1: Initialize: P1 = ∅, S1 = {x0,1};R0(x0,1) = Rm, t = 1, τ = 0.
2: while St 6= ∅ do
3: At = Pt ∪ St; Ppess,t = ppess,t(At).
4: for xh,i ∈ At do . Modeling
5: Obtain µτ (xh,i) and στ (xh,i) by GP inference.
6: Rt(xh,i) = Rt−1(xh,i) ∩Qt(xh,i).
7: end for
8: for xh,i ∈ St \ Ppess,t do . Discarding
9: if ∃x ∈ Ppess,t : max(Rt(xh,i))  min(Rt(x)) then
10: St = St \ {xh,i}.
11: end if
12: end for
13: Wt = St ∪ Pt.
14: for xh,i ∈ St do . -Covering
15: if @x ∈ Wt : min(Rt(xh,i)) +   max(Rt(x)) then
16: St = St \ {xh,i} ; Pt = Pt ∪ {xh,i}.
17: end if
18: end for
19: if St 6= ∅ then . Refining/Evaluating
20: Select node xht,it = argmaxxh,i∈Wtωt(xh,i).
21: if β1/2τ ‖στ (xht,it)‖2 ≤ ‖Vht‖2 AND xht,it ∈ St then
22: St = St \ {xht,it}; St = St ∪ {xht+1,i | N(it − 1) + 1 ≤ i ≤ Nit}.
23: Rt(xht+1,i) = Rt(xht,it) for each i with N(it − 1) + 1 ≤ i ≤ Nit.
24: else if β1/2τ ‖στ (xht,it)‖2 ≤ ‖Vht‖2 AND xht,it ∈ Pt then
25: Pt = Pt \ {xht,it}; Pt = Pt ∪ {xht+1,i | N(it − 1) + 1 ≤ i ≤ Nit}.
26: Rt(xht+1,i) = Rt(xht,it) for each i with N(it − 1) + 1 ≤ i ≤ Nit.
27: else
28: Evaluate design xt = xht,it and observe yτ = f(xht,it) + τ .
29: τ = τ + 1.
30: end if
31: end if
32: Pt+1 = Pt; St+1 = St.
33: t = t+ 1.
34: end while
35: return Pˆ = Pt and Pˆ =
⋃
xh,i∈Pt Xh,i.
C An example of a multi-output GP where the information gain is linear in
T
We now introduce an example of an m-output GP which serves to highlight a potential drawback of
information-type bounds on the sample complexity.
Example 1. (The multi-output version of Example 1 in [16]) Let X = [0, 1]. Let j ∈ [m] and x ∈ X
and let us define
f˜ j(x) =
∞∑
i=1
4a¯ijXij
((
3ix− 1) (2− 3ix) I(x ∈ Li)− (3ix− 2) (3− 3ix) I(x ∈ Ri)) ,
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where (a¯ij)∞i=1 is a non-increasing sequence in i of positive real numbers with a¯1j ≤ 1, for all
j ≤ m; (Xij)∞,mi=1,j=1 is a sequence of i.i.d. standard Gaussian random variables and we let
Li := [3
−i, 2 · 3−i), for all i ≥ 1, Ri := [2 · 3−i, 3−i+1), for all i ≥ 2 and Ri = [2 · 3−i, 3−i+1],
for i = 1. Note that we have
X =
∞⋃
i=1
(Li ∪Ri) ,
and that moreover, L1, R1, L2, R2, . . . do not overlap, thus they partition X . Therefore, for any
x ∈ X , there exists i(x) ≥ 1 such that x ∈ Li(x) ∪Ri(x) and x 6∈ Ll ∪Rl, for any l 6= i. So we have
f˜ j(x) = 4a¯ijXij
((
3i(x)x− 1
)(
2− 3i(x)x
)
I(x ∈ Li(x))−
(
3i(x)x− 2
)(
3− 3i(x)x
)
I(x ∈ Ri(x))
)
.
Let x, x′ ∈ X and j, l ∈ [m]. We define f˜(x) = [f˜1(x), . . . , f˜m(x)]T . Note that we have E[f˜(x)] =
[0, . . . , 0]T . Moreover, we let k˜(x, x′) denote the covariance matrix of the m-output GP {f˜(x), x ∈
X}. Note that we have
E[f˜ j(x)f˜ l(x)] = 0, for j 6= l ,
due to independence of Xij across objectives which implies that
k˜(x, x) =

k˜11(x, x) . . . 0
...
...
0 . . . k˜mm(x, x)

Now let (apq)
m,m
p=1,q=1 = A ∈ Rm×m be a square matrix such that ‖Aj‖2 = 1, for all j ∈ [m],
where Aj denotes the jth row of A. Furthermore, let us define f(x) = Af˜ . Let k be the covariance
function associated with the m-output GP {f(x), x ∈ X}. Assume that T designs of the form
xi = 1/3
i + 1/(2 · 3i) are selected for evaluation and subsequently the noisy observations yi are
obtained, for i ≤ T . Note that in this case we have i(xi) = i. Now we explicitly calculate the
variances of these evaluated points at all objectives. Let j ≤ m and i ≤ T . We have
kjj(xi, xi) = E[(Af˜(xi))(Af˜(x))T ] = Ajk˜(xi, xi)ATj =
m∑
l=1
k˜ll(xi, xi)a
2
jl ,
where the third equality follows from the fact that k˜(x, x) is diagonal. Now we have
f˜ j(xi) = 4a¯ijXij
((
3ix− 1) (2− 3ix) I(x ∈ Li)− (3ix− 2) (3− 3ix) I(x ∈ Ri))
= 4a¯ijXij
(
3i
(
1
3i
+
1
2 · 3i
)
− 1
)(
2− 3i
(
1
3i
+
1
2 · 3i
))
= 4a¯ijXij
1
4
= a¯ijXij .
Therefore, we have that k˜ll(xi, xi) = E[(f˜ l(xi))2] = a¯2il, from which we obtain
kjj(xi, xi) =
m∑
l=1
a¯2ila
2
jl ≤
m∑
l=1
a¯21la
2
jl ≤ ‖Aj‖22 = 1 (3)
using the assumptions on the sequence (a¯ij) and the matrix A. The observations at different designs
are uncorrelated, hence independent, by the choice of the designs, and this implies that the posterior
distribution is the same as the prior distribution. This, together with Proposition 1 implies
γT ≥ I(y[T ];f[T ]) ≥ 1
m
T∑
i=1
m∑
j=1
1
2
log
(
1 + σ−2(σji−1(xi))
2
)
=
1
m
T∑
i=1
m∑
j=1
1
2
log
(
1 + σ−2(a¯2ij)
)
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≥ T
2m
m∑
j=1
log
(
1 +
a¯2Tj
σ2
)
≥ T 1
2m
m∑
j=1
a¯2Tj/σ
2
1 + a¯2Tj/σ
2
= T
1
2m
m∑
j=1
a¯2Tj
a¯2Tj + σ
2
,
where in the third inequality we have used the fact that the sequence (aij)∞i=1 is decreasing and in
the fourth inequality we use the fact that log(1 + x) ≥ x/(1 + x). Thus we obtain
γT = Ω(T ) .
By Theorem 1 we see that the information-type quantity
√
CβT γT /T increases logarithmically in
T and the metric dimension-type quantity K1βTT
−α
D¯+2α (log T )
−(D¯+α)
D¯+2α + K2T
−α
D¯+2α (log T )
α
D¯+2α
decreases exponentially in T , for any choice of D¯ > D1 and 0 < α ≤ 1.
On the other hand, for a suitably chosen metric d the first part of Assumption 1 holds. Similar to (3),
it can also be checked that kjj(x, x) ≤ 1 for all x ∈ X . Hence, the second part of Assumption 1
holds as well.
D The proof of Theorem 1
The proof of Theorem 1 is composed of a series of sophisticated steps, and is divided into multiple
subsections. First, we describe in Section D.1 a set of preliminary results that will be utilized in
obtaining dimension-type and information-type bounds on the sample complexity. Then, in Section
D.2, we prove a key result that provides a sufficient condition for the termination of Adaptive -PAL.
We also show in this section that Adaptive -PAL returns an -accurate Pareto set when it terminates
and bound the maximum depth node that can be created by the algorithm before it terminates. In the
proof, τs represents the number of evaluations performed by the algorithm until termination, and ts
represents the round (iteration) in which the algorithm terminates. Throughout the proof, for a given
, we let  = minj j , and assume that  is such that  > 0. Unless noted otherwise, all inequalities
that involve random variables hold with probability one.
D.1 Preliminary results
We start by formulating the relationship among packing number, covering number and metric
dimension, which will help us in obtaining dimension-type bounds on the sample complexity. Recall
that (X , d) is a compact well-behaved metric space with metric dimension D1 < +∞.
Lemma 1. For every constant r > 0, we have
M(X , 2r, d) ≤ N(X , r, d).
Moreover, for every D¯ > D1, there exists Q > 0 such that
M(X , 2r, d) ≤ N(X , r, d) ≤ Qr−D¯.
Proof. We argue by contradiction. Suppose that we have a 2r-packing {x1, . . . , xM} and an r-
covering {y1, . . . , yM} of X such that M ≥ N + 1. Then, by the pigeon-hole principle, we must
have that both xi and xj lie in the same ball B(yk, r), for some i 6= j and some k, meaning that
d(xi, xj) ≤ r, which contradicts the definition of r-packing. Thus, the size of any 2r-packing is less
than or equal to the size of any r-covering and the first claim of the lemma follows. The second claim
is an immediate consequence of Definition 6 and the fact that D1 < +∞. 
Our next result gives a relation between the metric dimension of X with respect to d and the one of
X with respect to the metrics induced by the GP, which holds under Assumption 1.
Lemma 2. Part 1 of Assumption 1 implies that if (X , d) has a finite metric dimension D1, then
(X , lj) has a metric dimension Dj1 such that Dj1 ≤ D1/α.
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Proof. We will proceed in two steps. We first claim that we have N(X , r, lj) ≤ N
(
X , (r/Ck) 1α , d
)
.
In order to show this, let X˜ be an (r/Ck)
1
α -covering of (X , d). Then, it is an r-covering of (X , lj).
Indeed, let x ∈ X . Then, there exists y ∈ X˜ , such that
d(x, y) ≤
(
r
CK
) 1
α
.
Thus, lj(x, y) ≤ Ckd(x, y)α ≤ r, which implies that X˜ is an r-covering of (X , lj). By the definition
of the covering number, we have
N(X , r, lj) ≤ |X˜| ,
and since this holds for any (r/Ck)
1
α -covering of (X , d), we conclude that
N(X , r, lj) ≤ N
(
X , (r/Ck) 1α , d
)
.
Next, we will snow that we have Dj1 ≤ D1/α. For this, it is enough to show that Dj1 ≤ D¯1/α, for
every D¯1 > D1. By Lemma 1, there exists a constant Q1 ≥ 1, such that N(X , r, d) ≤ Q1r−D¯1 , for
all r > 0. In particular, for every r > 0, we have
N(X , r, lj) ≤ N
(
X , (r/Ck) 1α , d
)
≤ Q1
(
r
CK
)−D¯1
α
≤
(
Q1
(Ck)−D¯1/α
)
rD¯1/α .
For all r > 0, assuming Ck ≥ 1, we have
logN(X , r, lj) ≤ logQ1 + (D¯1/α) log(Ck)− (D¯1/α) log(r) .
Therefore, there existsQ2 > 0, such that for all r > 0, we have logN(X , r, lj) ≤ Q2−(D¯1/α) log r,
with Q2 = logQ1 + (D¯1/α) log(Ck). Hence, we conclude that D
j
1 ≤ D1/α. 
Next, we state a proposition that relates the information gain with the posterior variance of the GP
after each evaluation. This proposition will help us in obtaining information-type bounds on the
sample complexity. Since its proof is lengthy, we defer it to Section D.9.
Proposition 1. Let T ∈ N and x˜[T ] = [x˜1, . . . , x˜T ]T be the finite sequence of designs that are evalu-
ated. Consider the corresponding vector f[T ] = [f(x˜1)T , . . . ,f(x˜T )T ]T of unobserved objective
values and the vector y[T ] = [yT1 , . . . ,y
T
T ]
T of noisy observations. Then, we have
I(y[T ];f[T ]) ≥ 1
2m
T∑
τ=1
m∑
j=1
log(1 + σ−2(σjτ−1(x˜τ ))
2).
D.2 Termination condition
In this section, we derive a sufficient condition under which Adaptive -PAL terminates. We also
give an upper bound on the maximum depth node that can be created by Adaptive -PAL until it
terminates.
In the lemma given below, we show that the algorithm terminates at latest when the diameter of the
most uncertain node has fallen below minj j .
Lemma 3. (Termination condition for Adaptive -PAL) Let  = minj j > 0, where
(1, . . . , m) = . When running Adaptive -PAL, if ωt ≤  holds at round t, then the algorithm
terminates without further sampling.
Proof. Since Adaptive -PAL updates St and Pt at the end of discarding and -covering phases,
contents of these sets might change within round t. Thus, we let St,0 (Pt,0), St,1 (Pt,1) and St,2
(Pt,2) represent the elements in St (Pt) at the end of modeling, discarding and covering phases,
respectively. These sets are related in the following ways: St,0 ⊇ St,1 ⊇ St,2, Pt,0 = Pt,1 ⊆ Pt,2
and St,1 ∪ Pt,1 = St,2 ∪ Pt,2.
Next, we state a claim from which termination immediately follows.
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Claim 1. If ωt ≤  holds at iteration t, then for all xh,i ∈ St,0 \ Pt,2, we have xh,i /∈ St,1.
If Claim 1 holds, then any xh,i ∈ St,0 \ Pt,2 must be discarded by the end of the discarding phase of
Adaptive -PAL. This implies that any xh,i ∈ St,0 is either discarded or moved to Pt,2 by the end of
the -covering phase of round t, thereby completing the proof.
Next, we prove Claim 1. Note that ωt is an upper bound on ‖max(Rt(xh,i))−min(Rt(xh,i))‖2,
for all xh,i ∈ St,2 ∪ Pt,2. For each xh,i ∈ St,2 ∪ Pt,2 define
ωh,i = max(Rt(xh,i))−min(Rt(xh,i)) .
We have ‖ωh,i‖2 ≤ ωt ≤ , which implies that ωh,i   since ωjh,i ≤
√∑m
j′=1(ω
j′
h,i)
2 ≤  ≤ j for
all j ∈ [m].
We will show that if xh,i ∈ St,0 \ Pt,2 holds, then xh,i cannot belong to St,1. To prove this, assume
that xh,i ∈ St,1. Since xh,i /∈ Pt,2, then by the -covering rule of Adaptive -PAL specified in line
15 of Algorithm 1, there exists some y∗ ∈ St,1 ∪ Pt,1 for which
min(Rt(xh,i)) +   max(Rt(y∗)) . (4)
Since St,1 ∪ Pt,1 = St,2 ∪ Pt,2, we have for all y ∈ St,1 ∪ Pt,1
max(Rt(y))−min(Rt(y))   . (5)
Combining (4) and (5), we obtain
max(Rt(xh,i)) = min(Rt(xh,i)) + ωh,i  min(Rt(xh,i)) + 
 max(Rt(y∗))
 min(Rt(y∗)) +  . (6)
An immediate consequence of (6) is that
min(Rt(xh,i))  min(Rt(y∗)) . (7)
Since y∗ ∈ St,0 ∪ Pt,0, by Definition 10 and (7), we conclude that xh,i /∈ Ppess,t. Thus, we must
have xh,i ∈ St,0 \ Ppess,t. Finally, we claim that max(Rt(xh,i))  min(Rt(y∗∗)) for some
y∗∗ ∈ Ppess,t. Since (6) implies that max(Rt(xh,i))  min(Rt(y∗)), if y∗ ∈ Ppess,t, then we
can simply set y∗∗ = y∗. Else if y∗ /∈ Ppess,t, then this will imply by Definition 10 existence of
y∗∗ ∈ Ppess,t such that min(Rt(y∗))  min(Rt(y∗∗)), which in turn together with (6) implies that
max(Rt(xh,i))  min(Rt(y∗∗)). Then, by the discarding rule of Adaptive -PAL specified in line
9 of Algorithm 1, we must have xh,i discarded by the end of the discarding phase, which implies that
xh,i cannot be in St,1. This proves that all xh,i ∈ St,0 \ Pt,2 must be discarded.
We will prove information-type and dimension-type sample complexity bounds by making use of the
termination condition given in Lemma 3.
D.3 Guarantees on the termination of Adaptive -PAL
We start by stating a bound on the maximum depth node that can be created by Adaptive -PAL before
it terminates for a given . This result will be used in defining “good" events that hold with high
probability under which f(xh,i) lies in the confidence hyper-rectangle of xh,i formed by Adaptive
-PAL, for all possible nodes that can be created by the algorithm (see Section D.4). Our bounds on
sample complexity will hold given that these “good" events happen.
Lemma 4. Given , there exists hmax ∈ N (dependent on ) such that Adaptive -PAL stops refining
at level hmax.
Proof. By Lemma 3, at the latest, the algorithm terminates at round t for which ωt ≤ , i.e., ω2t ≤ 2.
By definition, at a refining round we have
ω2t ≤ max
y,y′∈Qt(xht,it )
‖y − y′‖22
= ‖Ut(xht,it)−Lt(xht,it)‖22
=
m∑
j=1
(
U jt (xht,it)− Ljt (xht,it)
)2
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=m∑
j=1
(
B
j
t (xht,it)−Bjt (xht,it) + 2Vht
)2
≤
m∑
j=1
(
2β1/2τt σ
j
τt(xht,it) + 2Vht
)2
=
4 m∑
j=1
βτt(σ
j
τt(xht,it))
2 + 8
m∑
j=1
Vhtβ
1/2
τt σ
j
τt(xht,it) + 4
m∑
j=1
(Vht)
2

≤
4 m∑
j=1
(Vht)
2 + 8
 m∑
j=1
(Vht)
2
1/2 m∑
j=1
(Vht)
2
1/2 + 4 m∑
j=1
(Vht)
2
 (8)
= 16mV 2ht ,
where (8) follows from the fact that we refine at round t and from the Cauchy-Schwarz inequality.
Thus, if at round t, we have
16mV 2ht ≤ 2 ,
then we guarantee termination of the algorithm . We let
Vh = 4Ck(v1ρ
h)α
(√
C2 + 2 log(2h2pi2m/6δ) + h logN + max{0,−4(D1/α) log(Ck(v1ρh)α)}+ C3
)
,
for positive constants C2 and C3 defined in Corollary 1. Obviously, Vh decays to 0 exponentially in
h. Thus, by letting hmax = hmax() to be the smallest h ≥ 0, for which 16mV 2hmax ≤ 2 holds, it is
observed that the algorithm stops refining at level hmax. 
Our next result gives an upper bound on the maximum number of times a node can be evaluated
before it is expanded.
Lemma 5. Let h ≥ 0 and i ∈ [Nh]. Let τs be the number of evaluations performed by Adaptive
-PAL until termination. Any active node xh,i may be evaluated no more than qh times before it is
expanded, where
qh =
σ2βτs
V 2h
.
Furthermore, we have
qh ≤ σ
2βτs
g(v1ρh)2C3
.
Proof. The proof is similar to the proof of [16, Lemma 1]. Fix t ≥ 1. By definition, the vector y[τt]
denotes the evaluations made prior to round t. Let yxh,i be the vector that represents the subset
of evaluations in y[τt] made at node xh,i prior to round t, and let nt(xh,i) represent the number of
evaluations in yxh,i . Similarly, let yxh,i be the vector that represents the subset of evaluations in
y[τt] made at nodes other than node xh,i prior to round t. For any j ∈ [m], by non-negativity of the
information gain, we have
I(f j(xh,i);yxh,i |yxh,i) = H(f j(xh,i)|yxh,i)−H(f j(xh,i)|yxh,i ,yxh,i) ≥ 0.
Furthermore, let yjxh,i be the vector of evaluations that corresponds to the jth objective at node
xh,i, and yjxh,i be the vector of evaluations that corresponds to the jth objective at nodes other than
node xh,i prior to round t. Since conditioning on more variables reduces the entropy, we have
H(f j(xh,i)|yxh,i) ≤ H(f j(xh,i)|yjxh,i), and thus,
H(f j(xh,i)|yjxh,i)−H(f j(xh,i)|yxh,i ,yxh,i) ≥ 0 .
Using the definition of conditional entropy for Gaussian random variables, after a short algebraic
calculation, we get
1
2
log
(∣∣∣∣ 2pient(xh,i)/σ2 + (kjj(xh,i, xh,i))−1
∣∣∣∣)− 12 log(|2pie(σjτt(xh,i))2|) ≥ 0 .
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Since k(xh,i, xh,i) is positive definite, we have kjj(xh,i, xh,i) > 0, and as a result we obtain the
following.
(σjτt(xh,i))
−2 ≥ nt(xh,i)
σ2
+
1
kjj(xh,i, xh,i)
≥ nt(xh,i)
σ2
Thus, we have that (σjτt(xh,i))
2 ≤ σ2/nt(xh,i). If the algorithm has not yet refined, then it means
that we have
mV 2h < βτt
m∑
j=1
(σjτt)
2 ≤ βτsmσ2/nt(xh,i) .
Therefore, we obtain
nt(xh,i) ≤ qh = σ
2βτs
V 2h
.
The second statement of the result follows from the trivial observation that
σ2βτs
V 2h
≤ σ
2βτs
g(v1ρh)2C3
.

Next, we show that Adaptive -PAL terminates in finite time.
Proposition 2. Given  such that minj j > 0, Adaptive -PAL terminates in finite time.
Proof. By Lemma 4, the algorithm refines no deeper than hmax() until termination. Moreover, the
algorithm cannot evaluate a node xh,i indefinitely, since there must exist some finite τt for which
β
1/2
τt ‖στt(xh,i)‖2 ≤ ‖Vh‖2 holds. This observation is a consequence of the fact that (σjτt(xh,i))2 ≤
σ2/nt(xh,i), given in the proof of Lemma 5, where nt(xh,i) represents the number of evaluations
made at node xh,i prior to round t. Let t′s be the round that comes just after the round in which s
evaluations are made at node xh,i. Since (σjτt′s
(xh,i))
2 ≤ σ2/s, we conclude by observing that there
exists s ∈ N such that β1/2τt′s
∥∥∥στt′s (xh,i)∥∥∥2 ≤ ‖Vh‖2 holds. 
D.4 Two “good” events under which the sample complexity will be bounded
First, we show that the indices of all possible nodes that could be created by Adaptive -PAL do not
deviate too much from the true mean objective values in all objectives, and that similar designs yield
similar outcomes with high probability. To that end let us denote by Thmax the set of all nodes that
can be created until the level hmax, where hmax comes from Lemma 4. Note that we have
Thmax = ∪hmaxh=0 Xh.
Lemma 6. (The first “good” event) For any δ ∈ (0, 1), the probability of the following event is at
least 1− δ/2:
F1 = {∀j ∈ [m],∀τ ≥ 0,∀x ∈ Thmax : |f j(x)− µjτ (x)| ≤ β1/2τ σjτ},
where βτ = 2 log(2mpi2Nhmax+1(τ + 1)
2
/(3δ)) with hmax being the deepest level of the tree
before termination.
Proof. We have:
1− P(F1) = E
[
I
(
∃j ∈ [m],∃τ ≥ 0,∃x ∈ Thmax : |f j(x)− µjτ (x)| > β1/2τ σjτ (x)
)]
≤ E
 m∑
j=1
∑
τ≥0
∑
x∈Thmax
I
(
|f j(x)− µjτ (x)| > β1/2τ σjτ (x)
)
=
m∑
j=1
∑
τ≥0
∑
x∈Thmax
E
[
E
[
I
(
|f j(x)− µjτ (x)| > β1/2τ σjτ (x)
) ∣∣y[τ ]]] (9)
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=m∑
j=1
∑
τ≥0
∑
x∈Thmax
E
[
P
{
|f j(x)− µjτ (x)| > β1/2τ σjτ (x)
∣∣y[τ ]}]
≤
m∑
j=1
∑
τ≥0
∑
x∈Thmax
2e−βτ/2 (10)
≤ 2mNhmax+1
∑
τ≥0
e−βτ/2 (11)
= 2mNhmax+1
∑
τ≥0
(2mpi2Nhmax+1(τ + 1)2/(3δ))−1
=
δ
2
6
pi2
∑
τ≥0
(τ + 1)
−2
=
δ
2
,
where (9) uses the tower rule and linearity of expectation; (10) uses Gaussian tail bounds (note
that f j(x) ∼ N (µjτt(x), σjτt(x)) conditioned on y[τt]) and (11) uses the fact that for any t ≥ 1, the
cardinality of Thmax is 1 +N +N2 + . . .+Nhmax = (Nhmax+1 − 1)/(N − 1) ≤ Nhmax+1, since
N ≥ 2. 
Next, we introduce a bound on the maximum variation of the function inside a region. First, we
state a result taken from [16] on which this bound is based. Suppose {g(x);x ∈ X} is a separable
zero mean single output Gaussian Process GP (0, k) and let l be the GP-induced metric on X . Let
D′1 be the metric dimension of X with respect to l. By Lemma 1, we have that if D′1 < ∞, then
there exists a positive constant C˜1 depending on 2D′1 such that for any z ≤ diam(X ) we have
N(X , z, l) ≤ C˜1z−2D′1 . Let η1 =
∑
n≥1 2
−(n−1)√log n, η2 =
∑
n≥1 2
−(n−1)√n, and define
C˜2 = 2 log(2C˜
2
1pi
2/6) and C˜3 = η1 + η2
√
2D′1 log 2 .
Lemma 7. (Proposition 1, Section 6, [16]) Let x0 ∈ X and B(x0, b, l) ⊂ X be an l-ball of radius
b > 0, where l is the GP-induced metric on X . Then, we have for any u > 0
P
{
sup
x∈B(x0,b,l)
|g(x)− g(x0)| > ω(b)
}
≤ e−u ,
where ω(b) = 4b
(√
C˜2 + 2u+ max{0, 4D′1 log(1/b))}+ C˜3
)
.
Remark 2. Note that by Remark 1, for every j ∈ [m], the covariance function kjj(x, x) is continuous
with respect to the metric lj , and thus, the process {f j(x);x ∈ X} is separable.
Corollary 1. (The second “good” event) For any δ ∈ (0, 1), the probability of the following event
is at least 1− δ/2:
F2 =
{
∀h ≥ 0,∀i ∈ [Nh],∀j ∈ [m] : sup
x∈B(xh,i,v1ρh,d)
|f j(x)− f j(xh,i)| ≤ Vh
}
,
where
Vh = 4Ck(v1ρ
h)α
(√
C2 + 2 log(2h2pi2m/6δ) + h logN + max{0,−4(D1/α) log(Ck(v1ρh)α)}+ C3
)
,
and C2 and C3 are the positive constants defined below which depend on the metric dimension D1 of
X with respect to metric d.
Proof. LetD1 be the metric dimension ofX with respect to d. By Lemma 2, we have thatDj1 ≤ D1/α,
where Dj1 is the metric dimension of X with respect to lj , for all j ∈ [m]. We also have constants Cj1
associated with Dj1, such that N(X , rα, d) ≤ N(X , r, lj) ≤ Cj1r2D
j
1 . Let C1 = maxj C
j
1 . Also, let
C2 = 2 log(2C
2
1pi
2/6) and C3 = η1 + η2
√
2D1α log 2 .
Using Lemma 7 and Remark 2 we let
ω(b) = 4b
(√
C2 + 2u+ max{0, 4D1 log(1/b)}+ C3
)
.
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Now let u = − log δ + logm+ h logN + log(2h2pi2/6). We have
1− P(F2)
= P
{
∃h ≥ 0,∃i ∈ [Nh],∃j ∈ [m] : sup
x∈B(xh,i,v1ρh,d)
|f j(x)− f j(xh,i)| > ω(Ck(v1ρh)α)
}
≤
∑
h≥0
∑
1≤i≤Nh
m∑
j=1
P
{
sup
x∈B(xh,i,v1ρh,d)
|f j(x)− f j(xh,i)| > ω(Ck(v1ρh)α)
}
≤
∑
h≥0
∑
1≤i≤Nh
m∑
j=1
P
{
sup
x∈B(xh,i,Ck(v1ρh)α,l)
|f j(x)− f j(xh,i)| > ω(Ck(v1ρh)α)
}
(12)
≤
∑
h≥0
∑
1≤i≤Nh
m∑
j=1
e−u
≤ δ pi
2
6
∑
h≥0
1
2
mNh(mNh)−1h−2
≤ δ
2
,
where for (12) we argue as follows. Note that by Assumption 1, given x, y ∈ X and j ∈ [m],
we have lj(x, y) ≤ Ckd(x, y)α. In particular, letting y be any design which is v1ρh away
from xh,i under d, we have lj(xh,i, y) ≤ Ckd(xh,i, y)α = Ck(v1ρh)α. This implies that
B(xh,i, r, lj) ⊆ B(xh,i, Ck(v1ρh)α, lj), where r := lj(xh,i, y). Note that we have B(xh,i, r, lj) =
B(xh,i, v1ρ
h, d). The result follows from observing that the probability that the variation of the
function exceeds ω(Ck(v1ρh)α) is higher in B(xh,i, Ck(v1ρh)α, lj) then in B(xh,i, v1ρh, d), since
B(xh,i, v1ρ
h, d) ⊆ B(xh,i, Ck(v1ρh)α, lj). 
D.5 Key results that hold under the “good” events
Our next result shows that the objective values of all designs x ∈ X belong to the uncertainty
hyper-rectangles of the nodes associated to the regions containing them in a given round. To that end,
let us denote by ct(x) the node associated to the cell Ct(x) containing x at the beginning of round t.
Also, let us denote by ht(x) the depth of the tree where ct(x) is located.
Lemma 8. Under events F1 and F2, for any round t ≥ 1 before Adaptive -PAL terminates and for
any x ∈ X , we have
f(x) ∈ Rt(ct(x)) .
Proof. First, let us denote by 1 = s0 < s1 < s2 < . . . < sn the sequence of stopping times
up to round t in which the original node containing design x was refined into children nodes, so
that we have Csn+1(x) ⊆ Csn(x) ⊆ . . . ⊆ C0(x). By the definition of the cumulative confidence
hyper-rectangle, for cs0(x), we have
Rs1(cs0(x)) = Rs1−1(cs0(x)) ∩Qt1(cs0(x))
= Rs1−2(cs0(x)) ∩Qs1−1(ct0(x)) ∩Qs1(cs0(x))
= R0(cs0(x)) ∩Qs0(cs0(x)) ∩ . . . ∩Qs1(cs0(x)) ,
and sinceR0(cs0(x)) = Rm, we obtain
Rs1(cs0(x)) =
s1⋂
s=1
Qs(cs0(x)) .
Similarly, for cs1(x) we have
Rs2(cs1(x)) = Rs2−1(cs1(x)) ∩Qs2(cs1(x))
= Rs1(cs1(x)) ∩Qs1+1(cs1(x)) ∩ . . . ∩Qs2(cs1(x)) ,
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where
Rs1(cs1(x)) = Rs1(p(cs1(x))) = Rs1(cs0(x)) .
Thus, we obtain
Rs2(cs1(x)) =
(
s1⋂
s=1
Qs(cs0(x))
)
∩
(
s2⋂
s=s1+1
Qs(cs1(x))
)
.
Note that cs(x) = csi(x) for all s such that si < s ≤ si+1 for each i ∈ {0, . . . , n− 1}; and
cs(x) = csn(x) for all s such that sn+1 < s ≤ t. Thus, continuing as above, we can write
Rt(ct(x)) =
(
s1⋂
s=1
Qs(cs0(x))
)
∩ . . . ∩
 sn⋂
s=sn−1+1
Qs(csn−1(x))
 ∩( t⋂
s=sn+1
Qs(csn(x))
)
=
t⋂
s=1
Qs(cs(x)) .
Based on the above display, to prove that f(x) ∈ Rt(ct(x)), it is enough to show that f(x) ∈
Qs(cs(x)), for all s ≤ t. Next, we prove that this is indeed the case, by showing that for any s ≤ t
and j ∈ [m], it holds that
Ljs(cs(x)) = B
j
s(cs(x))− Vhs(x) ≤ f j(x) ≤ B
j
s(cs(x)) + Vhs(x) = U
j
s (cs(x)) . (13)
To show this, we first note that by definition
Bjs(cs(x)) = max{µjτs(cs(x))− β1/2τs σjτs(cs(x)), µjτs(p(cs(x)))− β1/2τs σjτs(p(cs(x)))− Vhs(x)−1} ,
and
B
j
s(cs(x)) = min{µjτs(cs(x)) + β1/2τs σjτs(cs(x)), µjτs(p(cs(x))) + β1/2τs σjτs(p(cs(x))) + Vhs(x)−1} .
Hence, we need to consider four cases: two cases for Bjs(cs(x)) and two cases for B
j
s(cs(x)). Let
j ∈ [m]. Note that under events F1 and F2, we have
µjτs(cs(x))− β1/2τs σjτs(cs(x)) ≤ f j(ct(x)) ≤ µjτs(cs(x)) + β1/2τs σjτs(cs(x)) , (14)
and
f j(cs(x))− Vhs(x) ≤ f j(x) ≤ f j(cs(x)) + Vhs(x) . (15)
The following inequalities hold under F1 and F2.
Case 1: If we have Ljs(cs(x)) = µjτs(cs(x))− β1/2τs σjτs(cs(x))− Vhs(x), then
Ljt (cs(x)) = µ
j
τs(cs(x))− β1/2τs σjτs(cs(x))− Vhs(x)
≤ f j(cs(x))− Vhs(x)
≤ f j(x) ,
where the first inequality follows from (14) and the second inequality follows from (15).
Case 2: If we have Ljs(cs(x)) = µjτs(p(cs(x)))− β1/2τs σjτs(p(cs(x)))− Vhs(x)−1 − Vhs(x), then
Ljs(cs(x)) = µ
j
τs(p(cs(x)))− β1/2τs σjτs(p(cs(x)))− Vhs(x)−1 − Vhs(x)
≤ f j(p(cs(x)))− Vhs(x)−1 − Vhs(x)
≤ f j(cs(x))− Vhs(x)
≤ f j(x) ,
where the first inequality follows from (14); for the second inequality we use the fact that cs(x)
belongs to the cell associated to p(cs(x)), and thus we have that f j(p(cs(x))) ≤ f j(cs(x)) +
Vhs(x)−1; the third inequality follows from (15).
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Case 3: If we have U js (cs(x)) = µjτs(cs(x)) + β
1/2
τs σ
j
τs(cs(x)) + Vhs(x), then
f j(x) ≤ f j(cs(x)) + Vhs(x)
≤ µjτs(cs(x)) + β1/2τs σjτs(cs(x)) + Vhs(x)
= U js (cs(x)) ,
where the first inequality follows from (15) and the second inequality follows from (14).
Case 4: If we have U js (cs(x)) = µjτs(p(cs(x))) + β
1/2
τs σ
j
τs(p(cs(x))) + Vhs(x)−1 + Vhs(x), then
f j(x) ≤ f j(cs(x)) + Vhs(x)
≤ f j(p(cs(x))) + Vhs(x)−1 + Vhs(x)
≤ µjτs(p(cs(x))) + β1/2τs σjτs(p(cs(x))) + Vhs(x)−1 + Vhs(x)
= U js (cs(x)) .
The analysis of this case follows the same argument as the one of Case 2. This proves that (13) holds,
and thus, the result follows. 
Our next result ensures that Adaptive -PAL does not return "bad" nodes.
Lemma 9. Let x ∈ X . Under events F1 and F2, if f(x) 6∈ Z(X ), then x 6∈ Pˆ .
Proof. Suppose that f(x) 6∈ Z(X ). Then, by Definition 3, we have f(x) ∈ f(O(X ))− 2− Rm+ ,
that is, there exists x∗ ∈ O(X ) such that we have
f(x) + 2  f(x∗) . (16)
To get a contradiction, let us assume that x ∈ Pˆ . This implies that there exists t ≥ 1 such that ct(x)
is added to Pt by line 16 of the algorithm pseudocode. Thus, by the -Pareto front covering rule in
line 15 of the algorithm pseudocode, for each xh,i ∈ Wt, we have
min(Rt(ct(x))) +   max(Rt(xh,i)) . (17)
In particular,we have that min(Rt(ct(x))) +   max(Rt(ct(x∗))) (note that we may even have
ct(x) = ct(x
∗) and this would yield the same result), which, together with Lemma 8, implies that
f(x) +   f(x∗). This contradicts (16).
Now since we have x, x∗ ∈ Ct(x), we must have min(Rt(ct(x)))  f(x) and f(x∗) 
max(Rt(ct(x))) by Lemma 8, which implies that f(x) +   f(x∗), thereby contradicting (16).
Next, let us assume that ct(x∗) /∈ Wt. This means that there exists a round s1 ≤ t at which cs1(x∗)
is discarded. By line 9 of the Algorithm 1, there exists y1 ∈ Ppess,s1 such that we have
max(Rs1(cs1(x
∗)))−   min(Rs1(y1)) . (18)
Assume that the child node ct(y1) of y1 at round t (due to possible refining in the middle rounds) is
still not discarded by round t, i.e. ct(y1) ∈ Wt. Then, by (17), we have
min(Rt(ct(x))) +   max(Rt(ct(y1))) ,
which implies that
min(Rt(ct(x))) +   min(Rt(ct(y1))) ,
which in return implies that
min(Rt(ct(x))) +   min(Rs1(y1))
due to the fact that min(Rs1(y1)) = min(Rs1(ct(y1)))  min(Rt(ct(y1))). Thus, by (18), we
obtain
min(Rt(ct(x))) +   max(Rs1(cs1(x∗)))−  ,
or equivalently,
min(Rt(ct(x))) + 2  max(Rs1(cs1(x∗))) .
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By Lemma 8, this implies that f(x) + 2  f(x∗), contradicting (16). Hence, it remains to consider
the case ct(y1) /∈ Wt.
In general, let the finite sequence of nodes [y1, y2, . . . , yn]T be such that all the nodes y1 to yn−1 are
discarded, meaning that, for each i ∈ [n− 1], the node yi stopped being part of Ppess,si+1 at some
round si+1 by satisfying
min(Rsi+1(csi+1(yi)))  min(Rsi+1(yi+1)) .
Suppose that ct(yn) is active in round t, meaning that ct(yn) ∈ Wt (note that we can always find
such an n since the algorithm terminates and that we choose the sequence such that it satisfies that
condition; furthermore, we have s1 < s2 < . . . < sn ≤ t). Since we have ct(yn) ∈ Wt, by (17), we
obtain
min(Rt(ct(x))) +   max(Rt(ct(yn))) . (19)
Note that (18) implies
max(Rs1(cs1(x
∗)))−   min(Rs1(y1))  min(Rs2(cs2(y1)))
 min(Rs2(y2))  min(Rs3(cs3(y2)))
 . . .
 min(Rsn(yn))  min(Rt(ct(yn))) ,
which in turn implies that
max(Rs1(cs1(x
∗)))−   min(Rt(ct(yn)))  max(Rt(ct(yn))) .
This, combined with (19) implies
min(Rt(ct(x))) + 2  max(Rs1(cs1(x∗))) .
Thus, in all cases we have that f(x) + 2  f(x∗), contradicting our assumption. We conclude that
x /∈ Pˆ . 
Next, we show that Adaptive -PAL returns an -accurate Pareto set when it terminates.
Lemma 10. (Adaptive -PAL returns an -accurate Pareto set) Under events F1 and F2, the set Pˆ
returned by Adaptive -PAL is an -accurate Pareto set.
Proof. Let x ∈ O(X ). We claim that there exists z ∈ Pˆ such that f(x)  f(z). Note that if x ∈ Pˆ ,
then the claim holds trivially. Let us assume that x 6∈ Pˆ . Then, there exists some round s1 ∈ N at
which Adaptive -PAL discards the node cs1(x). By line 9 of the algorithm pseudocode, there exists
a node z1 ∈ Ppess,s1 such that
max(Rs1(cs1(x)))  min(Rs1(z1)) +  .
By Lemma 8, we have
f(x)  max(Rs1(cs1(x)))  min(Rs1(z1)) +   f(z1) +  . (20)
Hence, if z1 ∈ Pˆ , then the claim holds with z = z1.
Now, suppose that z1 6∈ Pˆ . Hence, at some round s2 ≥ s1, the node cs2(z1) associated with z1 must
be discarded by Adaptive -PAL. By line 8 of the algorithm pseudocode, we know that a node in
Ppess,s2 cannot be discarded at round s2. Hence, cs2(z1) 6∈ Ppess,s2 . Then, by Definition 10, there
exists a node z2 ∈ As2 such that
min(Rs2(cs2(z1)))  min(Rs2(z2)) ,
which, by (20), implies that
f(x)  min(Rs1(z1)) + 
= min(Rs1(cs2(z1))) + 
 min(Rs2(cs2(z1))) + 
 min(Rs2(z2)) + 
 f(z2) +  .
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Here, the equality the follows since the child node inherits the cumulative confidence hyper-rectangles
of its parents at prior rounds (see refining/evaluating phase in Section 3), and the second inequality
follows from the fact that the cumulative confidence hyper-rectangles shrink with time. Hence,
f(x)  f(z2). If z2 ∈ Pˆ , then the claim holds with z = z2.
Suppose that z2 /∈ Pˆ . Then, the above process continues in a similar fashion. Suppose that the
process never yields a node in Pˆ . Since the algorithm is guaranteed to terminate by Lemma 3, the
process stops and yields a finite sequence [z1, . . . , zn]T of designs such that z1 /∈ Pˆ, . . . , zn /∈ Pˆ .
For each i ∈ [n− 1], let si+1 ∈ N be the round at which csi+1(zi) is discarded; by the above process,
we have
f(x)  min(Rsi+1(zi+1)) +  .
In particular, f(x)  min(Rsn(zn)) + . Since zn /∈ Pˆ , there exists a round sn+1 ≥ sn at which
the node csn+1(zn) is discarded. Consequently, the node csn+1(zn) /∈ Ppess,sn+1 . This implies that
the condition of Definition 10 is violated at round sn+1, that is, there exists zn+1 ∈ Asn+1 such that
min(Rsn+1(csn+1(zn)))  min(Rsn+1(zn+1)) . (21)
Hence, (21) and the earlier inequalities imply that
f(x)  min(Rsn(zn)) + 
= min(Rsn(csn+1(zn))) + 
 min(Rsn+1(csn+1(zn))) + 
 min(Rsn+1(zn+1)) + 
 f(zn+1) +  ,
where we have again used the shrinking property of the cumulative confidence hyper-rectangles in
the second inequality. This means that zn+1 is another node that -dominates x but it is not in the
finite sequence [z1, . . . , zn]T . This contradicts our assumption that the process stops after finding n
designs. Hence, at least one of the designs in [z1, . . . , zn]T is in Pˆ ; let us call it z. This completes
the proof of the claim.
Next, let µ ∈ f(O(X ))− Rm+ . Then, there exist x ∈ O(X ) and µ′ ∈ Rm+ such that µ = f(x)− µ′.
By the above claim, there exists z ∈ Pˆ such that f(x)  f(z) + . Hence,
µ  µ+ µ′ = f(x)  f(z) +  .
This shows that for every µ ∈ f(O(X )) − Rm+ , there exists z ∈ Pˆ such that µ  f(z). By
Definition 3, we have Z(X ) ⊆ f(O(X )) − Rm+ . Hence, for every µ ∈ Z(X ), there exists
µ′′ ∈ f(Pˆ ) such that µ  µ′′. On the other hand, since we work under F1 ∩ F2, Lemma 9 implies
that f(Pˆ ) ⊆ Z(X ). Therefore, f(Pˆ ) is an -covering of Z(X ) (Definition 4 ), that is, Pˆ is an
-accurate Pareto set (Definition 5). 
D.6 Derivation of the information-type sample complexity bound
In this section, we provide sample complexity upper bounds that depend on the maximum information
gain from observing the evaluated designs.
We begin with an auxiliary lemma whose statement is straightforward for the case m = 1.
Lemma 11. Let T ≥ 1, x ∈ X . The matrices K[T ] + Σ[T ] and k[T ](x)(K[T ] + Σ[T ])−1k[T ](x)T
are symmetric and positive definite. In particular,
(
k[T ](x)(K[T ] + Σ[T ])
−1k[T ](x))T
)jj
> 0 for
each j ∈ [m].
Proof. Note thatK[T ] is the covariance matrix of the random vector f[T ] = [f(x˜1)T , . . . ,f(x˜T )T ]T ;
hence, it is symmetric and positive semidefinite. Being a diagonal matrix with positive entries, Σ[T ]
is symmetric and positive definite. Hence,K[T ] + Σ[T ] is symmetric and positive definite; and so is
(K[T ] + Σ[T ])
−1. The latter implies that k[T ](x)(K[T ] + Σ[T ])−1k[T ](x)T is symmetric and that
wT
(
k[T ](x)(K[T ] + Σ[T ])
−1k[T ](x)T
)
w = (k[T ](x)
Tw)T (K[T ] + Σ[T ])
−1(k[T ](x)Tw) > 0
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for every w ∈ Rm with w 6= 0. Therefore, a = k[T ](x)(K[T ] + Σ[T ])−1k[T ](x)T is positive
definite. Let λ(1) > 0 be its minimum eigenvalue. Let j ∈ [m]. By the variational characterization of
minimum eigenvalue, we have
ajj = eTj aej ≥ min
w∈Rm : ‖w‖2=1
wTaw = λ(1) > 0,
where ajj =
(
k[T ](x)(K[T ] + Σ[T ])
−1k[T ](x))T
)jj
and ej is the jth unit vector in Rm. This
completes the proof. 
Recall from (2) that, for each t ≥ 1 such that St 6= ∅, ωt = ωt(xht,it) denotes the diameter of the
selected node xht,it ∈ At at round t.
Lemma 12. Let δ ∈ (0, 1). We have
τs∑
τ=1
ωtτ ≤
√
τs (16βτsσ
2Cmγτs) ,
where C = σ−2/ log(1 +σ−2) and γτs is the maximum information gain in τs evaluations as defined
at the end of Section 2.
Proof. Let τ ∈ [τs] and j ∈ [m]. Note that the τ th evaluation is made at round tτ and we have
τtτ = τ − 1. Hence, we have
B
j
tτ (xhtτ ,itτ )−Bjtτ (xhtτ ,itτ )
= min{µjτtτ (xhtτ ,itτ ) + β1/2τtτ σjτtτ (xhtτ ,itτ ), µjτtτ (p(xhtτ ,itτ )) + β1/2τtτ σjτtτ (p(xhtτ ,itτ )) + Vhtτ−1}
−max{µjτtτ (xhtτ ,itτ )− β1/2τtτ σjτtτ (xhtτ ,itτ ), µjτtτ (p(xhtτ ,itτ ))− β1/2τtτ σjτtτ (p(xhtτ ,itτ ))− Vhtτ−1}
= min{µjτ−1(xhtτ ,itτ ) + β
1/2
τ−1σ
j
τ−1(xhtτ ,itτ ), µ
j
τ−1(p(xhtτ ,itτ )) + β
1/2
τ−1σ
j
τ−1(p(xhtτ ,itτ )) + Vhtτ−1}
−max{µjτ−1(xhtτ ,itτ )− β
1/2
τ−1σ
j
τ−1(xhtτ ,itτ ), µ
j
τ−1(p(xhtτ ,itτ ))− β
1/2
τ−1σ
j
τ−1(p(xhtτ ,itτ ))− Vhtτ−1} .
We can bound this difference in two ways, so that we can use information-type bounds and dimension-
type bounds. In this result, we focus on the information-type bounds and write
B
j
tτ (xhtτ ,itτ )−Bjtτ (xhtτ ,itτ )
≤ µjτ−1(xhtτ ,itτ ) + β
1/2
τ−1σ
j
τ−1(xhtτ ,itτ )− µjτ−1(xhtτ ,itτ ) + β
1/2
τ−1σ
j
τ−1(xhtτ ,itτ )
= 2β
1/2
τ−1σ
j
τ−1(xhtτ ,itτ ) . (22)
Since the diagonal distance of the hyper-rectangleQtτ (xhtτ ,itτ ) is the largest distance between any
two points in the hyper-rectangle, we have
τs∑
τ=1
ω2tτ
=
τs∑
τ=1
max
y,y′∈Rtτ (xhtτ ,itτ )
‖y − y′‖22
≤
τs∑
τ=1
max
y,y′∈Qtτ (xhtτ ,itτ )
‖y − y′‖22
=
τs∑
τ=1
∥∥Utτ (xhtτ ,itτ )−Lτt(xhtτ ,itτ )∥∥22
=
τs∑
τ=1
m∑
j=1
(
U jtτ (xhtτ ,itτ )− Ljtτ (xhtτ ,itτ )
)2
=
τs∑
τ=1
m∑
j=1
(
B
j
tτ (xhtτ ,itτ )−Bjtτ (xhtτ ,itτ ) + 2Vhtτ
)2
(23)
26
≤
τs∑
τ=1
m∑
j=1
(
2β
1/2
τ−1σ
j
τ−1(xhtτ ,itτ ) + 2Vhtτ
)2
(24)
= 4
τs∑
τ=1
 m∑
j=1
βτ−1(σ
j
τ−1(xhtτ ,itτ ))
2 + 2
m∑
j=1
Vhtτ β
1/2
τ−1σ
j
τ−1(xhtτ ,itτ ) +
m∑
j=1
(Vhtτ )
2

≤ 4
τs∑
τ=1
(
m∑
j=1
βτ−1(σ
j
τ−1(xhtτ ,itτ ))
2
+ 2
 m∑
j=1
(Vhtτ )
2
1/2 m∑
j=1
βτ−1(σ
j
τ−1(xhtτ ,itτ ))
2
1/2 + m∑
j=1
(Vhtτ )
2
)
(25)
≤ 4
τs∑
τ=1
(
m∑
j=1
βτ−1(σ
j
τ−1(xhtτ ,itτ ))
2 + 2
m∑
j=1
βτ−1(σ
j
τ−1(xhtτ ,itτ ))
2
+
m∑
j=1
βτ−1(σ
j
τ−1(xhtτ ,itτ ))
2
)
(26)
≤ 16βτs
τs∑
τ=1
m∑
j=1
(σjτ−1(xhtτ ,itτ ))
2 (27)
= 16βτsσ
2
τs∑
τ=1
m∑
j=1
σ−2(σjτ−1(xhtτ ,itτ ))
2
≤ 16βτsσ2C
 τs∑
τ=1
m∑
j=1
log(1 + σ−2(σjτ−1(xhtτ ,itτ ))
2)
 (28)
≤ 16βτsσ2CmI(y[τs],f[τs]) (29)
≤ 16βτsσ2Cmγτs , (30)
where C = σ−2/ log(1 + σ−2). In this calculation, (23) follows by definitions; (24) follows by (22);
(25) follows from Cauchy-Schwarz inequality; (26) follows from the fact that we make evaluation at
round tτ so that we have
β
1/2
τ−1
∥∥στ−1(xhtτ ,itτ )∥∥2 = β1/2τtτ ∥∥στtτ (xhtτ ,itτ )∥∥2 > ∥∥Vhtτ ∥∥2
by the structure of the algorithm; (27) holds since βτ is monotonically non-decreasing in τ (see the
definition of βτ in Theorem 1); (28) follows from the fact that s ≤ C log(1 + s) for all 0 ≤ s ≤ σ−2
and that we have
σ−2(σjτ−1(xhtτ ,itτ ))
2
= σ−2
(
kjj(xhtτ ,itτ , xhtτ ,itτ )−
(
k[τ−1](xhtτ ,itτ )(K[τ−1] + Σ[τ−1])
−1k[τ−1](xhtτ ,itτ )
τs
)jj)
≤ σ−2kjj(xht,it , xht,it)
≤ σ−2
thanks to Lemma 11 and Assumption 1; (29) follows from Proposition 1; and (30) follows from
definition of the maximum information gain.
Finally, by Cauchy-Schwarz inequality, we have
τs∑
τ=1
ωtτ ≤
√√√√τs τs∑
τ=1
ω2tτ ≤
√
τs (16βτsσ
2Cmγτs) ,
which completes the proof. 
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Lemma 13. Running Adaptive -PAL with (βτ )τ∈N as defined in Lemma 6, we have
ωts ≤
√
16βτsσ
2Cmγτs
τs
.
Proof. First we show that the sequence (ωt)t∈N is a monotonically non-increasing sequence. To that
end, note that by the principle of selection we have that ωt−1(xht,it) ≤ ωt−1. On the other hand,
for every x ∈ X , we have ωt(x) ≤ ωt−1(x) since Rt(x) ⊆ Rt−1(x). Thus, ωt = ωt(xht,it) ≤
ωt−1(xht,it). So we obtain ωt ≤ ωt−1.
By above and by Lemma 12, we have
ωts ≤
∑τs
τ=1 ωtτ
τs
≤
√
16βτsσ
2Cmγτs
τs
.

Finally, we are ready to state the information-type bound on the sample complexity.
Proposition 3. Let  = [1, . . . , m]T be given with  = minj∈[m] j > 0. Let δ ∈ (0, 1) and
D¯ > D1. For each h ≥ 0, let Vh be defined as in Corollary 1; for each τ ∈ N, let βτ be defined as
in Lemma 6. When we run Adaptive -PAL with prior GP (0,k) and noise N (0, σ2), the following
holds with probability at least 1− δ. An -accurate Pareto set can be found with at most T function
evaluations, where T is the smallest natural number satisfying√
16βTσ2CmγT
T
≤  .
In the above expression, C represents the constant defined in Lemma 12.
Proof. According to Lemma 3, we have wts ≤ . In addition, Lemma 13 says that
ωτs ≤
∑τs
τ=1 ωtτ
τs
≤
√
16βτsσ
2Cmγτs
τs
.
We use these two facts to find an upper bound on τs that holds with probability one. Let
T = min
{
τ ∈ N :
√
16βτσ2Cmγτ
τ
≤ 
}
.
Since the event {τs = T} implies that {wts ≤ }, we have Pr(τs > T ) = 0. 
D.7 Derivation of the dimension-type sample complexity bound
In order to bound the diameter, we make use of the following observation.
Remark 3. We have
Vh/Vh+1 ≤ N1 := ρ−α .
The next lemma bounds diameters of confidence hyper-rectangles of the nodes in At for all rounds t.
Lemma 14. In any round t ≥ 1 before Adaptive -PAL terminates, we have
ω2t ≤ LV 2ht ,
where L = m
(
4N21 + 4N
2
1 (2N1 + 2) + (2N1 + 2)
2
)
.
Proof. We have
ω2t = ω
2
t (xht,it)
=
(
max
y,y′∈Rt(xht,it )
||y − y′||2
)2
28
≤
(
max
y,y′∈Qt(xht,it )
||y − y′||2
)2
=
(
||Ut(xht,it)−Lt(xht,it)||2
)2
=
m∑
j=1
(
B
j
t (xht,it)−Bjt (xht,it) + 2Vht
)2
≤
m∑
j=1
(
2β1/2τt σ
j
τt(p(xht,it)) + (2N1 + 2)Vht
)2
(31)
= 4βτt
m∑
j=1
(
σjτt(p(xht,it))
)2
+ 4(2N1 + 2)
m∑
j=1
β1/2τt σ
j
τt(p(xht,it))Vht
+ (2N1 + 2)
2
m∑
j=1
(Vht)
2
≤ 4
m∑
j=1
(Vht−1)
2
+ 4(2N1 + 2)
m∑
j=1
β1/2τt σ
j
τt(p(xht,it))Vht + (2N1 + 2)
2
m∑
j=1
(Vht)
2 (32)
≤ 4
m∑
j=1
(Vht−1)
2
+ 4(2N1 + 2)
 m∑
j=1
βτt
(
σjτt(p(xht,it))
)21/2 m∑
j=1
(Vht)
2
1/2
+ (2N1 + 2)
2
m∑
j=1
(Vht)
2 (33)
≤ 4
m∑
j=1
(Vht−1)
2
+ 4(2N1 + 2)N1
 m∑
j=1
(Vht−1)
2
1/2 m∑
j=1
(Vht)
2
1/2
+ (2N1 + 2)
2
m∑
j=1
(Vht)
2 (34)
≤ m (4N21 + 4N21 (2N1 + 2) + (2N1 + 2)2) (Vht)2 = LV 2ht . (35)
In the above expression, (31) follows from the fact that for j ∈ [m] and t ≥ 1
B
j
t (xht,it)−Bjt (xht,it)
= min{µjτt(xht,it) + β1/2τt σjτt(xht,it), µjτt(p(xht,it)) + β1/2τt σjτt(p(xht,it)) + Vht−1}
−max{µjτt(xht,it)− β1/2τt σjτt(xht,it), µjτt(p(xht,it))− β1/2τt σjτt(p(xht,it))− Vht−1}
≤ µjτt(p(xht,it)) + β1/2τt σjτt(p(xht,it)) + Vht−1 − µjτt(p(xht,it)) + β1/2τt σjτt(p(xht,it)) + Vht−1
≤ 2β1/2τt σjτt(p(xht,it)) + 2Vht−1
≤ 2β1/2τt σjτt(p(xht,it)) + 2N1Vht , (36)
where (36) follows from Remark 3. (32) is obtained by observing that the node p(xht,it) has been
refined, and hence, it holds that β1/2τt ‖στt(p(xht,it))‖2 ≤ ‖Vht−1‖2. (33) follows from application
of the Cauchy-Schwarz inequality. (34) follows again from the fact that β1/2τt ‖στt(p(xht,it))‖2 ≤‖Vht−1‖2, and (35) follows from Remark 3. 
Let E denote the set of rounds in which Adaptive -PAL performs design evaluations. Note that
|E| = τs. Let ts denote the round in which the algorithm terminates. Next, we use Lemma 1 together
with Lemma 14 to upper bound ωts as a function of the number evaluations until termination.
Lemma 15. Let δ ∈ (0, 1) and D¯ > D1. Running Adaptive -PAL with βτ defined in Lemma 6,
there exists a constant Q > 0 such that the following event holds almost surely.
ωts ≤K1τs
−α
D¯+2α (log τs)
−(D¯+α)
D¯+2α +K2τs
−α
D¯+2α (log τs)
α
D¯+2α ,
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where
K1 =
√
LQσ2βτs
Ckvα1 v
D¯
2 (ρ
−(D¯+α) − 1) ,
K2 = 4
√
LCkv
α
1
(√
C2 + 2 log(2H2pi2m/6δ) +H logN + max{0,−4(D1/α) log(Ck(v1ρH)α)}+ C3
)
,
H =
⌊
log τs − log(log τs)
log(1/ρ)(D¯ + 2α)
⌋
.
Proof. We have
ωts ≤
∑
t∈E ωt
τs
≤
√
L
∑
t∈E Vht
τs
, (37)
where the first inequality follows from the fact that ωt ≤ ωt−1 for all t ≥ 1 and the second inequality
is the result of Lemma 14. We will bound
∑
t∈E Vht and use it to obtain a bound for (37). First, we
define
S1 =
∑
t∈E:
ht<H
Vht and S2 =
∑
t∈E:
ht≥H
Vht ,
and write
∑
t∈E Vht = S1 + S2. We have
S1 =
∑
t≥1:
ht<H
VhtI(t ∈ E)
=
∑
t≥1
∑
h<H
VhtI(ht = h)I(t ∈ E)
=
∑
h<H
∑
t≥1
VhtI(ht = h)I(t ∈ E)
≤
∑
h<H
VhQ(v2ρ
h)−D¯qh (38)
≤
∑
h<H
VhQ(v2ρ
h)−D¯
σ2βT
V 2h
(39)
≤
∑
h<H
Q(v2ρ
h)−D¯
σ2βT
Ck(v1ρh)α
(40)
≤ Qσ
2βT
Ckvα1 v
D¯
2
∑
h<H
ρ−(D¯+α)h
≤ Qσ
2βT
Ckvα1 v
D¯
2
ρ−(D¯+α)H
ρ−(D¯+α) − 1 . (41)
In the above display, to obtain (38), we note that for a fixed h the cells Xh,i are disjoint, a ball
of radius v2ρh should be able to fit in each cell, and thus, the number of depth h cells is upper
bounded by the number of radius v2ρh balls we can pack in (X , d), which is in turn upper bounded
by M(X , 2v2ρh, d). The rest follows from Lemma 1, which states that there exists a positive constant
Q, such that M(X , 2v2ρh, d) ≤ N(X , v2ρh, d) ≤ Q(v2ρh)−D¯. For (39), we upper bound qh using
Lemma 5, and (40) follows by observing that Vh ≥ Ck(v1ρh)α.
Since Vh is decreasing in h, the remainder of the sum can be bounded as
S2 =
∑
t≥1:
ht≥H
VhtI(t ∈ E)
≤
∑
t∈E
VH = τsVH = (K2/
√
L)τsρ
Hα . (42)
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Combining (41) and (42), we obtain∑
t∈E
Vht ≤
Qσ2βτs
Ckvα1 v
D¯
2
ρ−(D¯+α)H
ρ−(D¯+α) − 1 + (K2/
√
L)τsρ
Hα . (43)
Since
H =
⌊
log τs − log(log τs)
log(1/ρ)(D¯ + 2α)
⌋
=
⌊
− logρ
(
τs
log τs
) 1
D¯+2α
⌋
,
we have
ρ−H(D¯+2α) ≤ τs
D¯+α
D¯+2α (log τs)
−(D¯+α)
D¯+2α and τsρHα ≤ ρατs1−
α
D¯+2α (log τs)
α
D¯+2α .
Finally, we use the values found above to upper bound (43), and then use this upper bound in (37),
which gives us
ωts ≤
√
L
(
Qσ2βτs
Ckvα1 v
D¯
2 (ρ
−(D¯+α) − 1)τs
−α
D¯+2α (log τs)
−(D¯+α)
D¯+2α + (K2/
√
L)τs
−α
D¯+2α (log τs)
α
D¯+2α
)
.

Finally, we are ready to state the metric dimension-type bound on the sample complexity.
Proposition 4. Let  = [1, . . . , m]T be given with  = minj∈[m] j > 0. Let δ ∈ (0, 1) and
D¯ > D1. For each h ≥ 0, let Vh be defined as in Corollary 1; for each τ ∈ N, let βτ be defined as
in Lemma 6. When we run Adaptive -PAL with prior GP (0,k) and noise N (0, σ2), the following
holds with probability at least 1− δ.
An -accurate Pareto set can be found with at most T function evaluations, where T is the smallest
natural number satisfying
K1T
−α
D¯+2α (log T )
−(D¯+α)
D¯+2α +K2T
−α
D¯+2α (log T )
α
D¯+2α ≤  ,
where K1 and K2 are the constants defined in Lemma 15.
Proof. According to Lemma 3, we have wts ≤ . In addition, Lemma 15 says that
ωts ≤K1τs
−α
D¯+2α (log τs)
−(D¯+α)
D¯+2α +K2τs
−α
D¯+2α (log τs)
α
D¯+2α .
We use these two facts to find an upper bound on τs that holds with probability one. Let
T = min
{
τ ∈ N : K1τ
−α
D¯+2α (log τ)
−(D¯+α)
D¯+2α +K2τ
−α
D¯+2α (log τ)
α
D¯+2α ≤ 
}
.
Since the event {τs = T} implies that {wts ≤ }, we have Pr(τs > T ) = 0. 
D.8 The final step of the proof of Theorem 1
We take the minimum over the two bounds presented in Proposition 3 and Proposition 4 to obtain the
result in Theorem 1. 
D.9 Proof of Proposition 1
First, let us review some well-known facts about entropies. For an m-dimensional Gaussian random
vector g with distribution N (a, b) with a ∈ Rm, b ∈ Rm×m, the entropy of g is calculated by
H(g) = H(N (a, b)) = 1
2
log |2pieb|.
More generally, if h is another random variable (with arbitrary measurable state space H) and
the regular conditional distribution of g given h is N (a(h), b(h)) for some measurable functions
a : H → Rm and b : H → Rm×m, then the conditional entropy of g given h is calculated by
H(g|h) = 1
2
E [log |2pieb(h)|] .
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Lemma 16. We have
I(y[T ];f[T ]) =
T∑
τ=1
1
2
log |Im + σ−2kτ−1(x˜τ , x˜τ )|,
where k0(x˜1, x˜1) = k(x˜1, x˜1).
Proof. We have
I(y[T ];f[T ]) = H(y[T ])−H(y[T ]|f[T ])
= H(yT ,y[T−1])−H(y[T ]|f[T ])
= H(yT |y[T−1]) +H(y[T−1])−H(y[T ]|f[T ]).
Re-iterating this calculation inductively, we obtain
I(y[T ];f[T ]) =
T∑
τ=2
H(yτ |y[τ−1]) +H(y1)−H(y[T ]|f[T ])
since y[1] = y1. Note that
H(y[T ]|f[T ]) = H(f(x˜1) + 1, . . . ,f(x˜T ) + T |f[T ]) =
T∑
τ=1
H(τ ) =
T
2
log |2pieσ2Im|.
On the other hand, the conditional distribution of yτ given y[τ−1] is N (µτ−1(x˜τ ),kτ−1(x˜τ , x˜τ ) +
σ2Im) and the distribution of y1 is N (0,k(x˜1, x˜1) + σ2Im). Hence,
I(y[T ];f[T ])
=
T∑
τ=2
H(yτ |y[τ−1]) +H(y1)−H(y[T ]|f[T ])
=
T∑
τ=2
1
2
[
log |2pie(kτ−1(x˜τ , x˜τ ) + σ2Im)|
]
+
1
2
log |2pie(k(x˜τ , x˜τ ) + σ2Im)| − T
2
log |2pieσ2Im|
=
T∑
τ=1
1
2
log |2pie(kτ−1(x˜τ , x˜τ ) + σ2Im)| − T
2
log |2pieσ2Im|
=
T∑
τ=1
1
2
log |2pieσ2Im(σ−2kτ−1(x˜τ , x˜τ ) + Im)| − T
2
log |2pieσ2Im|
=
T∑
τ=1
1
2
log |2pieσ2Im|+
T∑
τ=1
1
2
log |σ−2kτ−1(x˜τ , x˜τ ) + Im)| − T
2
log |2pieσ2Im|
=
T∑
τ=1
1
2
log |σ−2kτ−1(x˜τ , x˜τ ) + Im|.

Lemma 17. Let a = (aij)i,j∈[m] be a symmetric positive definite m×m-matrix. Then,
|a+ Im| ≥ max
j∈[m]
(1 + ajj).
Proof. Let 0 < λ(1) ≤ . . . ≤ λ(m) be the ordered eigenvalues of a. It is easy to check that λ ∈ R
is an eigenvalue of a if and only if 1 + λ is an eigenvalue of a+ Im. In particular, 1 + λ(m) is the
largest eigenvalue of a+ Im so that
|a+ Im| =
∏
j∈[m]
(1 + λ(j)) =
 ∏
j∈[m−1]
(1 + λ(j))
 (1 + λ(m)) ≥ (1 + λ(m)). (44)
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On the other hand, thanks to the variational characterization of the maximum eigenvalue λ(m), we
have
λ(m) = max
x∈Rm : ‖x‖=1
xTax ≥ eTj aej = ajj (45)
for each j ∈ [m], where ej is the jth unit vector in Rm. The claim of the lemma follows by combining
(44) and (45). 
Next, we will make use of the lemmas derived above to complete the proof. Note that
I(y[T ];f[T ]) =
T∑
τ=1
1
2
log |Im + σ−2kτ−1(x˜τ , x˜τ )|
≥
T∑
τ=1
1
2
max
j∈[m]
log(1 + σ−2kjjτ−1(x˜τ , x˜τ ))
=
T∑
τ=1
1
2
max
j∈[m]
log(1 + σ−2(σjτ−1(x˜τ ))
2)
≥
T∑
τ=1
∑
j∈[m]
1
2m
log(1 + σ−2(σjτ−1(x˜τ ))
2),
where the first equality is by Lemma 16 and the first inequality is by Lemma 17. Hence, the claim of
the proposition follows.
E Experiments
In this section, we compare the performance of Adaptive -PAL with -PAL in [3], on real-world and
synthetic benchmark datasets. Simulation code is included as a part of the supplemental material.
E.1 Datasets
SNW: This dataset is used in [3]. Each design corresponds to a different hardware implementation of
a sorting network, specified by 3 parameters. X is a subset of R3. There are 206 designs in X .
SINE: This is a synthetic dataset. X is a 121 element subset of [0, 1]2, where each element of X lies
on a 11 by 11 grid formed by dividing each coordinate of [0, 1]2 into 10 equal length intervals. The
objective functions follows a sinusoidal pattern, and are given as
f1(x1, x2) = 2 sin(pix1) sin(pix2) + 4 sin(2pix1) sin(2pix2) ,
f2(x1, x2) = 2 sin(pix1) sin(pix2)− 6 sin(2pix1) sin(2pix2) .
This objective function results in a Pareto set that is composed of multiple disconnected neighborhoods
on the grid.
GPS: This is a synthetic dataset. X is a 196 element subset of [0, 1]2, where each element of X lies
on a 14 by 14 grid formed by diving each coordinate of [0, 1]2 into 13 equal length intervals. The
objective function is a sample from a 2-output GP which has a zero mean function and an automatic
relevance determination (ARD) radial basis function (RBF) kernel with length-scale and variance
hyper-parameters set to 1. The specific f used in the experiments is given in Figure 1.
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Table 3: Parameter values for Adaptive -PAL used in the experiments.
Parameter N α v1 C1 D1
Value 2 1
√
2 Ck 3 for SNW, 2 for others
(a) f1 (b) f2
Figure 1: f used in the experiments on GPS.
We note that all datasets consist of a large, but finite set of designs. While Adaptive -PAL can
operate under an infinite design set, in the experiments, we restrict our attention to finite design sets in
order to compare Adaptive -PAL with -PAL in all datasets. In order to run -PAL on a continuous
design space, one first needs to find a finite discretization of the design space in which the original
-accurate Pareto sets can be well approximated [3].
When running Adaptive -PAL on a finite design space, in each evaluation round, we select and
evaluate the design that is closest to the selected node in that round in terms of Euclidean distance.
E.2 Parameters used by the algorithms
For all datasets, the algorithms are given as input multi-output GP priors with zero mean functions and
ARD RBF kernels. For GPS, the kernel hyper-parameters are the same as the hyper-parameters used
to create the objective function. For the other datasets, the kernel hyper-parameters (length-scales
and variances) are set by training over a small set of designs (40 designs and their objective values)
sampled uniformly at random from the corresponding dataset. Designs that are used for training are
excluded from the design sets used later in the experiments.
For ARD RBF kernels, the covariance function of component j can be written as kjj(x, y) =
kj(r) = νe−
r2
L2 , where r = ‖x− y‖2, x, y ∈ X , and L and ν are the length-scale and the variance
hyper-parameters that correspond to component j. Hence, by Remark 1, the metric lj induced by the
jth objective of the GP on X is given as
lj(x, y) =
√
2k(0)− 2k(0)e− r
2
L2 =
√
2ν
√
1− e− r
2
L2 ≤
√
2ν
L
r .
Thus, the constants that appear in Assumption 1 can be set as Ck =
√
2ν
L and α = 1.
For both algorithms, we use βτt = (2/9)× log(m|X |pi2t2/(6δ)), which was recommended by [3]
based on the observation that it yielded good empirical performance. Here, |X | represents cardinality
of the design set. For Adaptive -PAL, Vh is set to its theoretical value given in Theorem 1. Remaining
input parameter values of Adaptive -PAL, most of which are used in determining the value of Vh,
are given in Table 3.
E.3 Performance metric
To compare the performances of Adaptive -PAL and -PAL, we define an error metric that penalizes
not returning designs close to the Pareto front and returning designs that are not close to the -Pareto
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front. It is defined as
(error) e =
1
|O(X )|
∑
x∈O(X )
min
y∈PˆL
‖f(x)− f(y)‖2 ,
where PˆL represents the subset of designs in Pˆ , i.e., the set of -accurate Pareto set of designs
returned by the algorithm, that form the lower Pareto front of f(Pˆ ) in the objective space. An
illustration that shows the lower Pareto front together with the Pareto front is given in Figure 2. Our
error definition returns the average minimum distance between the objective values of the Pareto set
of points and the objective values of the set of returned points that form the lower Pareto front. This
is in line with our goal of returning an -accurate Pareto set of designs, as an algorithm that returns a
Pˆ that forms a near -accurate Pareto set will have a small error. Other performance metrics such
as maximizing the Pareto hyper-volume does not capture our goal as they do not penalize returning
suboptimal designs as long as all near-Pareto optimal designs are returned.
Figure 2: An example that shows the lower Pareto front and the Pareto front of a sample set of
designs. Each design is represented by a point in the objective space. The Pareto front is formed by
the objective values of the red designs, while the lower Pareto front is formed by the objective values
of the green designs.
E.4 Results
For each dataset, we report results that correspond to average of 10 runs of the same experiment.
Figure 3 compares Adaptive -PAL with -PAL for all three datasets and different  values in terms of
the average number of evaluations until termination and the error at termination. In the experiments,
all components of vector  are set as equal, and this value is denoted by . Instead of using an absolute
value for , we report its value relative to the range of the objective function for each dataset. To
help with learning the kernel hyper-parameters using the training data, for SNW and SINE, we apply
min-max normalization to the objective function such that it varies between−1 and 1. Thus, for these
datasets,  = 5% corresponds to 5% of the range of variation, which is equal to 0.1. As we already
know the kernel hyper-parameters for GPS, we do not apply min-max normalization to its objective
function, thus for GPS,  = 5% is equal to saying that  = 0.05× (maxx∈X f(x)−minx∈X f(x)).
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(a) SNW (b) SINE
(c) GPS
Figure 3: Comparison of Adaptive -PAL and -PAL on SNW, SINE and GPS datasets for  =
30%, 15%, 5%, 1%. Vertical lines have a length of two standard deviations and are centered at the
mean.
On SNW, for small  values ( = 5% and  = 1%), Adaptive -PAL terminates in fewer average
number of evaluations and achieves smaller average error than -PAL. On SINE, -PAL performs
poorly and returns a very high average error, and hence, fails to return an -accurate Pareto set of
designs. On the other hand, Adaptive -PAL terminates later than -PAL, however, it is able to
achieve a significantly lower error compared to -PAL. On GPS, Adaptive -PAL terminates faster
on average than -PAL. It also achieves a smaller average error than that of -PAL. We also observe
that the variance of the error of Adaptive -PAL is significantly smaller than that of -PAL. Since
Adaptive -PAL considers regions in the design space rather than individual designs, it can determine
what to discard in bulk. This allows it to discard suboptimal designs in a fast manner, resulting in
fewer number of evaluations in general.
In Figure 4, we provide three samples of the set of designs returned by Adaptive -PAL for different
values of  on SNW. In line with the theory, it is observed that for small values of , the Pareto front
created by designs returned by Adaptive -PAL almost matches with the Pareto front of X . We also
observe that Adaptive -PAL does not return any design whose objective values are far away from
the Pareto front.
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(a)  = 5% (b)  = 15%
(c)  = 30%
Figure 4: Sample sets of designs returned by Adaptive -PAL on SNW dataset for different values of
. All points are represented in the objective space by their objective values. Red points represent
the Pareto optimal designs. Blue points represent the designs in O(Pˆ ). Gray points represent other
designs in Pˆ . The red boundary is the Pareto front of X , and the blue boundary is the Pareto front of
designs returned by Adaptive -PAL.
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