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This paper was motivated by the result of Iannacci and Nkashama (J. Differen- 
tial Equations 69 (1987) 289-309) concerning the existence of at least one solution 
for the differential equation x”(t) +m’x(t) + g(t, x(t)) = e(t) with periodic 
boundary data x(0) -x(2a) =x’(O) - x’(2x) =O, where m >O is an integer, e is 
integrable, and g satisfies Caratheodory’s conditions. We intend to prove that the 
Landesman-Lazer type condition is sufficient for solvability of this periodic 
problem under rather more general assumptions on the growth of the nonlinear 
term g. Particularly, our hypotheses cover the nonlinearities which may “jump 
over” the eigenvalues different from m* while the assumptions of Iannacci and 
Nkashama allow g only to asymptotically “touch” the neighbour eigenvalues. Our 
approach may be used also for two-point boundary value problems. The proofs are 
based on the Leray-Schauder degree theory and on the shooting method for 
ordinary differential equations. 6 1990 Academic Press, Inc. 
1. INTRODUCTION 
In this paper we are concerned with the periodic boundary value problem 
x”(t) + m’x( t) + g( t, x(t)) = e(t), for a.e. t E [0, 2711, 
x(0) - x(27c) = x’(0) - x’(27c) = 0. 
(1.1) 
The right hand side e is an element of L’(0, 2n), m > 0 is integer, and g is 
a Caratheodory’s function. 
The problems of this type have been intensively studied in the literature. 
Let us mention at least the pioneering works on the subject by Lazer and 
Leach [9], Landesman and Lazer [S], and one of the recent ones by 
Iannacci and Nkashama [6]. We refer the reader to the bibliography in 
[6] for the history of the problem. 
In order to obtain sufficient conditions for the solvability of (1.1 ), Lazer 
and Leach considered a bounded nonlinear function g. In subsequent 
papers published on this subject the boundedness of g has been rejected 
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and more general nonlinearities have been considered. In a recent paper 
Iannacci and Nkashama [6] proved existence results for Eq. (1.1) when 
there is resonance at the eigenvalue m* of the linear second order differen- 
tial equation 
x”(b) + ix(t) = 0, #lE R, 
x(0) - x(27r) = x’(0) - x’(27c) = 0, 
(1.2) 
where the nonlinear function g may be unbounded and the ratio x-‘g(t, x) 
may “touch” asymptotically, for 1x1 -+ cc, the eigenvalue (m+ l)* (or the 
eigenvalue (m - l)* if m > 0) on a subset of [0,27c] of positive measure. 
More precisely, if 
0 d lim sup x - ‘g( t, .x) < r(t) 
1x1 - 0s 
uniformly for a.e. ZE [0, 2711, where TsL’(O, 27r), and 
g+(t)=liminfg(t,x), gg(t)=lim sup g(t, x), 
X’ +a x--cc 
then the condition of Landesman-Lazer type 
j~*4t)U(~)d~cjo,o g+(t)4t)dl+ j g-(t)dt)dc 
v>o 
for all u~Span{sinmt,cosmt)\{O}, . is sufficient for the solvability of (1.1) 
provided that 
r(t) < 2m + 1 (1.3) 
with strict inequality on a subset of [0,2rr] of positive measure. 
It is the purpose of this article to prove the existence results for (1.1) 
under more general assumptions on the growth of the nonlinear term g. If 
0 < lim sup X- ‘g( t, x) d r+ 
X’ +a, 
and 0 Q lim sup x- ‘g( t, x) ,< C , 
x- -cc 
uniformly for a.e. t E [0,2n], then we get the same result as Iannacci and 
Nkashama [ 61 assuming 
(m2+~+)~1~2+(m2+~~)-“2~2(m+1)~’ 
instead of (1.3). 
(1.4) 
The condition (1.4) is less restrictive than (1.3). If m = 0 then we are able 
to deal with nonlinearities g with an arbitrary finite r, and r-, E [O, f] 
505/85/l-13 
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(here v E { + , - } and - v is defined in a natural sense). If m = 1 then rY 
may be an arbitrary finite number while K, is sufficiently small: 
r-, B (2(1 + r#‘* - l)((l +r,)l’*- I)-*. 
In other words the ratio xP ‘g(t, x) is allowed not only to “touch” 
asymptotically the next eigenvalue (m + l)* but it may “jump over” an 
arbitrary finite number of eigenvalues if m = 0, 1. An elementary calculation 
yields that also in the case m B 2 the nonlinearity may be “jumping” over 
at least two successive igenvalues (m + 1)2 and (m + 2)*. Really, if r, is 
sufficiently small then it follows from (1.4) that r-, may “almost reach” 
the value 4m3(m-1)P2>(m+2)2-m2, m>2. 
To prove their result Iannacci and Nkashama [6] use the properties of 
the eigenvalue problem (1.2) namely the distance between two successive 
eigenvalues of (1.2). Our method, which allows us to deal with more 
general nonlinearities g, uses essentially the properties of the generalized 
eigenvalue problem 
x”(t)+ax+(t)-bx-(t)=O, a,bER, 
x(0) -x(271) = x’(0) - x’(27c) = 0, 
(1.5) 
where x+ := (1x1 +x)/2. 
The proof of our result is based on the properties of the Leray-Schauder 
degree and on the shooting method for ordinary differential equations. The 
reader is referred to [6] for some technical details which can be done 
analogously. 
The paper is organized as follows. Section 2 is devoted to some 
preliminary assertions we shall need in the sequel. In Section 3 we for- 
mulate and prove our main result. Finally, in Section 4, we explain briefly 
how to use our approach in the study of two-point boundary value problems. 
Notation. We shall use classical spaces C( [0,27r]), Cp( [0,271-J), and 
Lp := Lp(O, 2n) of continuous, p-times continuously differentiable, and 
measurable real valued functions whose pth power of the absolute value is 
Lebesgue integrable, respectively. H is the Sobolev space of absolutely 
continuous functions x: [0,27r] -+ R such that x’ E L2 and x(0) = ~(27~). H
is a Hilbert space and we denote by the symbols ( ., .) and )I ./I the inner 
product and the norm in H, respectively. We denote by B, the ball in H 
with the radius r centred at the origin; deg[ T, B,, 0] will be the Leray- 
Schauder degree of the mapping T: H + H at the origin with respect to B,. 
The strong convergence and the weak convergence will be denoted by -+ 
and -, respectively. The function g is supposed to satisfy Caratheodory’s 
conditions automatically; i.e., g( ., x) is measurable for all x E [w and g(t, .) 
is continuous for a.e. t E [0, 271-J. The symbol W2~‘(0, 2n) will denote the 
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Sobolev space of functions x: [0,2x] -+ R’ such that x and x’ are absolutely 
continuous and x(0) -x(2n)=x’(O) -x’(2n) = 0. By the solution of a 
periodic boundary value problem for ODE we shall always mean a function 
XE W2-1(0, 271) such that the corresponding equation holds a.e. in [0, 2x1. 
2. PRELIMINARIES 
We shall assume that the function g = g(t, x) satisfies the growth 
restriction 
Ig(t, XII d p(t) + c I-4, (2.1) 
for a.e. t E [O, 2~3 and for all x E 54, with some p E L” and c > 0. Moreover, 
we assume that there are functions a, A EL’ and constants r, RE Iw, 
r < 0 < R, with 
g(t, xl 3 A(t) (2.2) 
for a.e. t E [0, 27r] and all x z R, 
g(t, xl G a(t) (2.3) 
for a.e. t E [0, 27~1 and all x d r. 
Remark 2.1. It follows from (2.2) and (2.3) that 
liminfx-‘g(t,x)>O 
x4 *:oo 
for a.e. t E [0,27c]. Moreover, it is proved in [6] that for any E > 0 the 
function g can be decomposed as 
s(t, xl = y(t, x)x + h(t, xl, (2.4) 
where O< y(t, x) <c+ E, Ih(t, x)1 <a(t), for all XE IF! and a.e. t E [0, 2~1, 
with GEL’. Further, we take a= 1. Let us suppose that there are constants 
k,, k, > 0 such that 
0 d lim sup x- ‘g( t, x) 6 k, , 0 d lim sup x-‘g(t, x) 6 k, 
x- +a- x-+--o0 
hold for a.e. t E [0, 27~1. Then 
lim sup y( t, x) < k, 
X’+co 
for a.e. t E [0, 2711. 




ci= ((a, b)E w; a>0.25i2,b>0.25i2,a-‘/2+b-‘/2=2ii1}, 
for i= 1, 2, . . . . The following assertion is based on the shooting method for 
ordinary differential equations and it is proved in Invernizzi [7, Lemma 11. 
LEMMA 2.1. Let f, be two mappings in L”. Let us assume that one of 
the following hypotheses is valid: 
(Hl) there exist an integer i> 1 and two points (ai, bi)E C;, 
(ai+,, bi+l)ECi+l, such that 
WY ai < f +(t), bi < f- (t) hold a.e. in [0, 2771 with the strict 
inequalities on a set I of positive measure, Ic [0,2n]; 
(Hl)‘+’ f+(t)<a,+,, f-(t)<bi+, hold a.e. in [0, 2711 with the 
strict inequalities on a set J of positive measure, Jc [0, 27~1; 
(H2) there is (a,, b,) E C, such that 
f+(t)Ga,, f-(t)Gb, 
hold a.e. in [0, 2~1, with strict inequality signs on the sets of positive measure 
in [0, 2711. 
Then the nonlinear Dirichlet problem 
X’l(t)+f+(t)x+(t)-f-(t)x-(t)=O on CO, 2711, 
x(0) = x(2n) = 0 
(2.5) 
has no nontrivial solutions which satisfy 
sign x’(0) = sign x’(2n). 
Remark 2.2. Put C, = ((a, b) E IR’; a. b = O}. Then (a, 6) E u z0 Ci if 
and only if the generalized eigenvalue problem (1.5) has a nontrivial 
solution (see, e.g., FuEik [4]). 
For given m 2 0 we shall write for any x E H 
x(t)=X(t)+xO(t)+zqt), 
where, if the Fourier series of x is 
x(t) = a, + f (uk cos kt + bk sin kt), 
k=l 
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then 
m-1 
X(t) = aa + c (uk cos kt + bk sin kt), 
k=l 
x’(t) = a, cos mt + b, sin mt, 
Z(t)= 5 (a,COSkt+bksinkt). 
k=m+l 
Note that X = 0 and x’(t) = a, ( = const.) if m = 0. Put x’(t) = x(t) -x”(t). 
The following assertion is a slight modification of [6, Lemma 11. 
LEMMA 2.2. Let us assume that for n E N one has 0 Q f,(t) < c, for a.e. 
t E [O, 2711, and f, - 0 in L’. Then there is a constant p > 0 such that for all 
XE W2’l(0, 271), one has 
[x”(t) + m*x(t)+f,(t)x(t)][$t)+x’(t)-Z(t)] dt>p I/x111’ (2.6) 
for n sufficiently arge. 
Proof: Taking into the account the orthogonality of Z+x” and 2 and 
the fact that x’~Span{sinmt, cosmt}, the left hand side of (2.6) is equal 
to 
D(x) = c” [-(x’)* + m2Z2] dt + [2n fJt)(X + x0)* dt 
0 
+ j2n [(2’)2 - m2Z2 - f,(t) a”] dt. 
0 
(2.7) 
The second integral is nonnegative and with respect to the decomposition 
of x we have 
s ;n [-(x’)*+ m*,T*] dt > p1 IJXl(’ (2.8) 
for some pl>O. Put jj= ljZI(-‘X. Then 
for some p2 > 0 for n large enough because 11jjl1 = 1, the imbedding 
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Hc C( [0, 2x]) is completely continuous, and fn - 0 in L’. Hence it 
follows from (2.7~(2.9) that 
D(x) 2 Pl IlXll’ + P2 11~112 
for all n sufliciently arge. Taking p = min { p i, p2} we complete the proof. 
Remark 2.3. Let us define the operators J, S, G: H + H and an element 
e*EH by 
(Jx, Y) = cn x’(t) y’(t) 4 (Sx, y) = j2’ x(t) y(t) dt, 
0 
(G(x), Y) = j’” g(t, x(t)) y(t) dt, 
0 
(e*, Y) = -j:^ e(t) y(t) dt, 
for all x, y E H. 
It can be shown using the standard regularity argument for ordinary dif- 
ferential equations that if x E H is a solution of the abstract equation 
Jx = m2Sx + G(x) + e* (2.10) 
then x E W2”(0, 271) is the solution of (1.1) in the sense mentioned in 
Notation. 
The operators S and G are completely continuous with respect to the 
completely continuous imbedding of H into C( [0,271]). Because llxll* = 
jz[(x’(t))‘+ (x(t))*] dt, the operator x H Jx + Sx is the identity on H. 
3. EXISTENCE RESULT 
THEOREM 3.1. Assume that the function g = g( t, x) satisfies the assump- 
tions (2.1)-(2.3) stated at the beginning of Section 2. Let (a,+ 1, b,,,, 1)~ 
c m + 1 be such that for a.e. tE [IO, 27~1, 





with strict inequalities on ubsets of positive measure in [0, 2~1. 
Then (1.1) has at least one solution provided that 
il~‘e(t)~(t)dt<~“,~g+(t)v(t)df+i g- t) v(t) dt (3.2) v-z0 
for all voSpan{cosmt, sinmt}\{O}. 
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Proof of Theorem 3.1. With respect to Remark 2.3 it is sufficient to 
prove the existence of at least one solution of the operator equation (2.10). 
Take O<J<min{a,+,-m2,b,+r -m*} (in particular, 6 < 2m + 1) and 
set 
M(T, x) = Jx - m*Sx - (1 - T) 6Sx - zG(x) - re* 
for all x E H and T E [0, 11. We shall prove that there is K > 0 such that 
M(T, X) # 0 (3.3) 
for all T E [0, l] and x E H, llxjl = K. 
Assume that it is not true. Then there will be the sequence {T,,} c [0, I] 
and the sequence {xls> c H such that llxnll --) +co, 
hf(T,, X,) = 0. (3.4) 
Setting y, = llxnll PI x,, Eq. (3.4) is equivalent to 
Jy, - m2Sy, - (1 -T,) 6Sy, -2, I(x,,(I -’ G(x,) -T, I(x,II -’ e* =O. (3.5) 
Using the compact imbedding of H into C( [O, 27c]), one can assume, 
taking a subsequence if it is necessary, that there exist u E H and T E [0, 1 ] 
such that 
T,-+TECO, 11, y,-uin H, y, -9 u in C( [0,27r]). 
Equation (3.5) may be written also as 
Y, = Cm*+ 1) SY, + (1 -T,) ~SY,~ + T, Ikll -’ WA + T, lIx,/I -’ e* (3.6) 
(see Remark 2.3). It follows from (2.1) and (3.6) that also 
Yn + 0 in H. (3.7) 
Equations (3.5) and (3.7) yield that there exists some g* E H such that 
T,, I/x,/I -’ Gl-4 + IT* in H. (3.8) 
Since the sequence y,(t) := y(t, x,(t)) is both bounded and equi-integrable 
we can assume also 
y,-f inL’ (3.9) 
for some f E L’ (see Dunford and Schwartz [3]). It follows from (3.1) and 
Remark 2.1 that f(t) > 0 a.e. on [0,27c] and 
f(t)G~,+,-mm2 a.e.on {t~[O,27r];u(t)>Oj, 
f(t)<b,+,-m’ 
(3.10) 
a.e. on {t E [0, 27~1; u(t) < 0}, 
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with strict inequalities on the subsets of positive measure in [0, 2711. Now, 
using (3.6k(3.9) and (2.4) we obtain by the limiting process from (3.5) and 
the usual regularity argument for ODES that u E W2’l(0, 27~) is the solution 
of 
u”(t)+m%(t)+(1-r)6v(t)+rf(t)o(t)=O (3.11) 
with f satisfying (3.10). Set 
f+(t)=m2+(1-7)6+$(t) on {t~[O,27r];u(t)>O), 
f+(t) = (m2 + a, + ,)/2 elsewhere, 
f-(t)=m’+(l-2)6+zf(t) on {t~[O,27c];~(t)-cO}, 
f-(f) = (WI’ + b,, ,)/2 elsewhere. 
We obtain that, if r = 1 and f(t) = 0 a.e. on [0,2n] do not hold 
simultaneously, then f + and f ~ satisfy the assumptions of Lemma 2.1 with 
i = m and cli = b, = m2. Really, in this case, integrating Eq. (3.11) on [0,27c] 
and taking into the account the periodic boundary data, we get that u has 
at least one node in [0,27c]. If we denote the smallest nodal point of u by 
t, 2 0 then, extending f and u by 2rr-periodicity on the whole real line, the 
substitution f(t) := f(t - tl), v”(t) := u(t - tl) yields, by Lemma 2.1, that 
v”=O on [0, 2711, a contradiction with (Iu(I = 1. 
Let us suppose that r = 1 and f(t) = 0 a.e. on [0,27c]. We have 
llxnll -’ G(x,) --f 0 in H, y,--0 inI,‘. (3.12) 
Particularly, u E Span { sin mt, cos m t } \ { 0 1. The regularity argument for 
ODES yields that X,E W2’l(0, 27~) is the solution of 
xi(t) + m2x,(t) + (1 - zn) &At) + z,r,(t) x,(t) 
+ z,h(t, x,(t)) - z&?(t) = 0. (3.13) 
Take the L2-inner product of (3.13) with (X,+xz--ZH). With respect to 
(3.12) the assumptions of Lemma 2.2 are satisfied with f,(t) = (1 - r,)6 + 
z,y,(t). We get 
P Ilx,I12-(ll~lIL~+ l141L~)(ll.f,llc+ Ilxjlllc+ Ilkllc)GO. 
Using the imbedding of H into C( [0, 27~1) we obtain the constant j? > 0 
independent of n such that 
llx,il12a(II~,ill + I +3l,. (3.14) 
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From now the proof of (3.3) may be performed by the same way as Step 3 
in [6, pp. 301-3031. Therefore we sketch here only the main idea. It follows 
from (3.14) that Ilxill-’ II..x,‘ll’ is bounded, l/x$/ --) co, IIx,“II Ilx~ll-‘+O, 
and IlxEll~’ x, + t’, u, = l/x$ -i XII + u in C( [O, 27~1). Multiplying (3.13) by 
V,T,’ and using integration by parts, we obtain 
Taking the lim inf as n -+ co, we get 
5 
2a 
e(t) v(t) dt = lim inf s s(t, x,(t)) u,(f) dt 0 n+ +m v>o 
+ hm inf s g(t, x,(t)) o,(t) dt. (3.15) n- +m u-e0 
It can be shown on the basis of (3.14) that x,(t) -+ fco for a.e. 
te {TV [0, 2n]; u(t)kO) and that 
s(c x,(t)) &z(f) 2 P(t)? 
for some p E L’, for all n sufficiently arge. Then Fatou’s lemma implies 
lim inf s g(t> x,(t)) o,(t) df 3 j g+(t) u(t) dt, n-r +m II>0 v>o 
lim inf s df, x,(t)) u,(t) dt3 j- g-(t) u(t) dt. n- +m u<o v<o 
Therefore, by (3.15), one has 
s 
2n 
e(t) u(r) dt 3 
0 I v>o 
g+(t) u(t) dc+ j g-(t) u(t) & 
I’ <0 
a contradiction with the assumption (3.2). Thus (3.3) holds. 
Then A4 is admissible homotopy of compact perturbations of the identity 
in H. The homotopy invariance property of the Leray-Schauder degree 
implies that 
deg[Z-(m*+l)S-G-e*;B,,O]=deg[Z-(m2+1+6)S;B,,0]. 
The last degree is equal to odd number by Borsuk theorem (see FuEik et al. 
[ 51) because S is odd and 6 E (0,2m + 1). In particular, 
deg[Z-(m*+l)S-G-e*;B,,O]#O, 
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i.e., the equation 
x=(m*+l)Sx+G(x)+e* (3.16) 
has at least one solution. Since Eq. (3.16) is equivalent to Eq. (2.10), the 
proof of Theorem 3.1 is complete. 
Let us formulate the “dual version” of Theorem 3.1 for m > 1. 
THEOREM 3.2. Let g be the Caratheodory’s function satisfying (2.1); 
there are functions a, A E L’ and constants r < 0 < R such that g(t, x) < a(t) 
for a.e. t E [0,27c] and all x k R, g(t, x) > A(t) for a.e. t E [0,2n] and all 
x < r. Assume that there is (a,,- I, b,- ,) E C,,-, such that for a.e. 
t E co, 27c1, 





with strict inequalities on a subsets of [0, 2711 of positive measure. 
Then Eq. (1.1) has at least one solution for each eE L’ satisfying 
?:.,~u+(t)v(f)df+~“<~g-(t)v(t)dt<ib2=e(t)v(f)dt (3.18) 
for any vESpan{sinmt,cosmt)\{O}, where 
g+(t)=limsupg(t,x) and gP(t)=liminfg(t,x). 
I-+ +m x--t -cx 
Proof of Theorem 3.2 can be performed step by step in a similar way as 
that of Theorem 3.1. 
Remark 3.1. If m > 2 then elementary calculation yields that the 
assumption (3.17) is satisfied also when nonlinearity “is jumping over” the 
eigenvalue (m - 1)2. More precisely, it means that when lim inf,, --m 
x-‘g(t, x) is close to zero the value of lim inf, _ l m x- ‘g(t, x) may be 
larger than 2m - 1 = m2 - (m - l)*, and vice versa. 
Remark 3.2. In order to clarify the relation of our result to the 
preceding paper of Iannacci and Nkashama [6] and others (see the 
bibliography in [6]) let us consider the function g: [IO, 2x1 x R -+ R defined 
by 
kx, for x 20, t E co, (5,4, 
dt, xl= 0, for ~20, t E ((5,T 27c1, 
0, for x CO, t E co, 2n1, 
JUMPING NONLINEARITIES 197 
where k > 0 is fixed real number. Then according to our Theorem 3.1 the 
periodic problem 
x”(t)+x(t)+g(t,x(t))=e(t), 
x(0) -x(271) = x’(0) -x1(271) = 0, 
(3.19) 
has the solution for arbitrary e E L’. Really, it is g, (t) = + cc on [0, (i)rc], 
g+(t)=0 on (($)7c,27r], g-(t)=0 on [0,27c], and any uESpan{sinx, 
cos x}\(O) is positive on the set of positive measure in [0, (+)n]. 
Simultaneously (a,, b,) E C2 may be chosen always such that a2 > k + 1. 
On the other hand, if k > 3, then the function g defined above does not 
satisfy the assumptions of [6]. 
Taking ~,+,=b,+,=(rn+l)~ we obtain the result of [6] as a special 
case of our Theorem 3.1. 
Remark 3.3. We do not consider m = 0 in Theorem 3.2. In this case the 
same conclusion holds under the same assumptions on g, where we can put 
a, ~ 1 = b, ~ I = c, with constant c from (2.1). This case is treated in Drabek 
PI. 
4. TWO-POINT BOUNDARY VALUE PROBLEMS 
In this section we shall formulate the existence result for the two-point 
boundary value problem 
x”(t)+m2x(t)+g(t,x(t))=e(t) on 10, ~1, 
x(0) =x(n) = 0. 
(4.1) 
It is known (see FuEik [4]) that the problem 
x”(t)+ax+(t)-bx-(t)=O on [O, ~1, 
x(0) = X(7c) = 0, 




k(a - 112 + b ~ l/2) + b - l/2 = 1 } 
(4.2) 
for k 2 1. Using the shooting argument (see Invernizzi [7]) it is possible to 
prove the following analogue of Lemma 2.1. 
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LEMMA 4.1. Let f, be two mappings in L”(0, n). Assume that for m 2 1 
there are two points (a,,,, b ) E c,, (a,, 1, b,, I) E c,,,, 1 such that 
(a,,a,+,)x(b,,b,+,)cIW2\U,“_,C,andfora.e. tECO,nl 
with strict inequalities on the same set Ic [0, n] and Jc [0, n], respectively, 
of positive measure. 
Then the Dirichlet problem 
X”(t)+f+(t)X+(t)-ff(t)X-(t)=O on I% ~1, 
x(0) = x(n) = 0 
has only trivial solutions. 
Using the approach of Section 3 we can prove, using Lemma 4.1 instead 
of Lemma 2.1, existence results for the two-point boundary value problem 
(4.1). 
THEOREM 4.1. Let m > 1 and all the assumptions of Theorem 3.1 be 
fulfilled, with [0,2n] replaced by [0, n] and C,, , replaced by c,+ 1. 
Assume, moreover, that (m2, a,,,+ ,) x (m2, b,, 1) c rW”\U,“, 1 c,,, tf m is 
even. Then the problem (4.1) has at least one solution for all e E L’(0, n) 
satisfying (3.2), for all v E Span(sin mt}\ (0). 
THEOREM 4.2. Let m 2 2 and all the assumptions of Theorem 3.2 be 
fulfilled with [0,27c] replaced by [0, n] and C, _ 1 replaced by is,,,-, . 
Assume, moreover, that (a,,-,, m’)x (b,+,, m2)C rW”\u,“,, c,,, if m is 
even. Then the problem (4.1) has at least one solution for all eE L’(0, II) 
satisfying (3.18) for all VE Span{sin mt}\{O}. 
Remark 4.1. Elementary calculation yields that the assumptions of 
Theorems 4.1 and 4.2 allow us to consider in (4.1) also the nonlinearities 
which may “jump over” the eigenvalues (m + 1)2 and (m - 1)2, respectively. 
Remark 4.2. We do not consider m = 1 in Theorem 4.2. Similarly as for 
the periodic problem we can put a,- 1 = b,- 1 = c and prove the same 
conclusion also for m = 1. The reader is referred to Drabek [ 1 ] for details. 
Remark 4.3. We obtain analogous results if we consider the Neumann 
boundary conditions x’(0) = x’(rc) = 0. 
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