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1er aouˆt 2018
1 Introduction
Soit f un polynoˆme de Laurent non de´ge´ne´re´ par rapport a` son polye`dre de Newton a` l’infini et
commode. Il est maintenant e´tabli (il s’agit la` du re´sultat principal de [DoSa]) que l’on peut munir
l’espace des parame`tres M˜ du de´ploiement universel d’un tel objet d’une structure de Frobenius : M˜
est ainsi une varie´te´ de Frobenius. Le premier ingre´dient pour obtenir une telle structure est un fibre´
trivial G sur P1×M˜ , muni d’une connexion me´romorphe plate a` poˆles de type 1 le long de {θ = 0}×
M˜ et logarithmique le long de {θ =∞}×M˜ , la carte centre´e a` l’origine e´tant munie de la coordonne´e
θ. Le second est une forme primitive et homoge`ne qui permet d’identifier la restriction G|{0}×M˜ au
fibre´ tangent TM˜ et de transporter ainsi sur TM˜ les diffe´rentes structures naturellement construites
sur G|{0}×M˜ . Classiquement (c’est la me´thode propose´e par K. Saito et reprise dans [DoSa]), le fibre´
G s’obtient en re´solvant le proble`me de Birkhoff pour le re´seau de Brieskorn du de´ploiement universel
du polynoˆme conside´re´, fibre´ intrinse`quement muni d’une connexion me´romorphe ∇ de type 1 le
long de {θ = 0} × M˜ . Ceci peut eˆtre fait pour n’importe quel polynoˆme de Laurent M -mode´re´,
c’est a` dire ve´rifiant une proprie´te´ de mode´ration a` l’infini topologique, et pas seulement pour les
polynoˆmes commodes et non de´ge´ne´re´s. Par contre, l’existence d’une forme primitive et homoge`ne
n’est pour le moment garantie que dans le cas non de´ge´ne´re´ [DoSa, 4.d], ce qui explique l’hypothe`se
plus restrictive faite sur f . Contrairement au cas local, c’est a` dire lorsque f est un germe de
fonction holomorphe a` point critique isole´ a` l’origine, un e´nonce´ plus ge´ne´ral semble ici sans espoir.
La premie`re e´tape, a` savoir l’analyse du re´seau de Brieskorn du de´ploiement universel du po-
lynoˆme f , est une difficulte´ majeure : en effet, sa cohe´rence, finalement garantie par l’hypothe`se
de mode´ration faite sur f , se re´ve`le particulie`rement de´licate. De plus, les inopportuns points cri-
tiques qui disparaissent a` l’infini imposent dans un premier temps le recours a` l’analytisation dans
les variables du polynoˆme et par la suite l’emploi d’un proce´de´ d’alge´brisation transcendant. Ces
points sont de´taille´s dans les deux premiers paragraphes de [DoSa] et font appel a` des techniques
et des re´sultats plutoˆt sophistique´s. L’objet de cet article est de montrer comment on peut les
e´viter en utilisant un joli re´sultat de C. Hertling et Y. Manin [HeMa, theorem 4.5] qui, nous le ver-
rons, s’adapte miraculeusement au cas polynomial : il n’est en fait pas ne´cessaire de conside´rer le
de´ploiement universel du polynoˆme f , comme cela est fait dans [DoSa], pour obtenir le fibre´ trivial
∗Mots clef : Syste`mes de Gauss-Manin,re´seau de Brieskorn, varie´te´s de Frobenius. Classification AMS : 32S40,
32S30.
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G attendu. Dans le cadre alge´brique, on obtient ainsi une me´thode de construction de varie´te´s de
Frobenius dont la pre´sentation est plus e´le´mentaire et autonome.
Le point de de´part est l’e´tude du re´seau de Brieskorn G0 associe´ a` la de´formation F d’un
polynoˆme de Laurent f non de´ge´ne´re´ et commode de´finie par
F (u, x) = f(u) +
r∑
j=1
xjgj(u)
ou` u = (u1, · · · , un) sont les coordonne´es sur U = (C
∗)n, x = (x1, · · · , xr) ∈ C
r les parame`tres de
la de´formation et les gj sont des polynoˆmes de Laurent en u. Nous supposons que les polynoˆmes gj
sont ”strictement sous diagramme”, c’est a` dire s’e´crivent
∑
aαu
α avec α strictement a` l’inte´rieur
du polye`dre de Newton de f . F de´finit alors une famille de polynoˆmes de Laurent non de´ge´ne´re´s
et commodes a` nombre de Milnor global constant. Nous montrons alors, en utilisant des me´thodes
e´le´mentaires, que G0 est libre, de type fini sur C[x, θ]. Il s’agit la` du re´sultat principal du paragraphe
2 et il faut de se re´fe´rer a` [DoSa, 2.b] pour mesurer le gain obtenu. La re´solution du proble`me de
Birkhoff pour G0, aborde´e au paragraphe 3, peut alors se traiter alge´briquement. Pre´cise´ment, nous
montrons qu’il existe une base de G0 dans laquelle la matrice de la connexion plate ∇ s’e´crit
(
B0(x)
θ
+B∞)
dθ
θ
+
r∑
i=1
C(i)(x)
θ
dxi
ou` B∞ est une matrice constante, les matrices B0(x) et C
(i)(x) e´tant a` coefficients dans C[x].
Bien suˆr, par unicite´, la solution du proble`me de Birkhoff obtenue ici coincide avec celle donne´e
par le the´ore`me ge´ne´ral de B. Malgrange [Mal, the´ore`me 2.2], mais notre me´thode a` l’avantage
d’eˆtre plus explicite (voir l’exemple 4.2.2). En particulier, la restriction de cette solution a` toute
valeur du parame`tre est e´gale a` la solution de la restriction donne´e par [DoSa, appendix B]. Nous
remarquons aussi que l’on peut de´finir, sur le syste`me de Gauss-Manin d’une telle de´formation, une
forme sesquiline´aire non de´ge´ne´re´e, de poids n relativement au re´seau G0 : cette dualite´ joue un
roˆle essentiel dans la construction des varie´te´s de Frobenius. En d’autres termes, nous construisons
une trTLEP (n)-structure au sens de [HeMa, definition 4.1] qui permet a` son tour (voir [HeMa,
theorem 4.2] et les re´fe´rences qui y sont mentionne´es) de de´finir une structure de type Frobenius,
c’est a` dire un uplet
(M,E,▽,Φ, R0, R∞, g)
ou` E est un fibre´ surM , ▽ une connexion plate sur E, R0 et R∞ des endormorphismes de E, Φ un
champ de Higgs et g une me´trique sur E. Tous ces objets ve´rifient des relations de compatibilite´
naturelles. Ce sont les “conditions initiales” qui vont permettre d’obtenir la structure de Frobenius
sur M˜ .
Nous remarquons ensuite, en utilisant [HeMa, theorem 4.5], que cette structure de type Frobe-
nius se de´ploie de manie`re universelle (de fac¸on toutefois transcendante, mais cette fois ci le proce´de´,
auquel il semble difficile d’e´chapper, concerne seulement les parame`tres de la de´formation), pourvu
que les polynoˆmes gi soient choisis de sorte que
C[g1, · · · , gr].ζ =
Ωn(U)
df ∧ Ωn−1(U)
:= E0,
ζ de´signant la classe de la forme du1
u1
∧ · · · ∧ dun
un
dans E0 et C[g1, · · · , gr] la sous alge`bre des
endomorphismes de E0 engendre´e par la multiplication par les gi. Ceci fournit la condition (GC) de
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loc. cit., la condition (IC) e´tant alors essentiellement garantie par le fait que les gi sont strictement
sous diagramme. L’existence d’une structure de Frobenius sur M˜ est alors assujettie a` l’homoge´ne´ite´
de la forme ζ : nous retrouvons ici la situation classique. Ceci est explique´ au paragraphe 4. Signalons
que la structure de Frobenius obtenue ici de´pend donc au premier abord de deux choix, celui de la
de´formation F et celui de la forme ζ, qu’il serait agre´able de fixer une fois pour toute. Ce proble`me
reste ouvert. Plus ge´ne´ralement, et c’est la` une particularite´ inattendue du cas alge´brique, une
forme primitive et homoge`ne n’est pas ne´cessairement unique.
Si l’on part maintenant d’une fonction polynomiale, commode et non de´ge´ne´re´e, c’est a` dire
si l’on travaille sur U = Cn, la me´thode employe´e ci-dessus reste pertinente, une fois une forme
homoge`ne ζ ve´rifiant les conditions de [HeMa, theorem 4.5] trouve´e, meˆme si certains e´nonce´s
doivent eˆtre le´ge`rement modifie´s. Elle s’applique ide´alement lorsque f est un polynoˆme quasi-
homoge`ne, cas pour lequel on a R0 = 0 sur E0. Ceci est discute´ a` la fin du paragraphe 4. Nous
terminons ce chapitre par un exemple de´taille´. Il est essentiel de noter que la situation alge´brique
globale conside´re´e ici, et pour laquelle le re´sultat de Manin et Hertling est si bien adapte´, est
diffe´rente de celle, analytique et locale, traditionnellement traite´e : nous regardons des de´formations
de polynoˆmes (de Laurent) a` nombre de Milnor global constant et non pas des de´formations d’un
point critique a` nombre de Milnor local constant.
Inde´pendamment de la construction de varie´te´s de Frobenius, il peut eˆtre inte´ressant d’e´tudier
plus ge´ne´ralement le re´seau de Brieskorn d’une famille de polynoˆmes mode´re´s a` nombre de Milnor
global constant et le proble`me de Birkhoff affe´rent. L’e´tude du cas non de´ge´ne´re´, couverte par les
paragraphes 2 et 3 de ces notes, donne une ide´e des re´sultats auxquels on doit s’attendre. Le para-
graphe 5 explore les pistes pour y parvenir.
Je remercie C. Sabbah qui m’a signale´ le re´sultat de C. Hertling et Y. Manin sur lequel re-
pose cet article mais aussi pour de fructueuses discussions, en particulier lors de l’e´laboration de
ce texte. Je remercie aussi C. Hertling pour sa lecture attentive d’une premie`re version de ce travail.
Notations : Dans ce qui suit, U = (C∗)n. U est muni des coordonne´es u = (u1, · · · , un) et on
note K = C[u1, · · · un, u
−1
1 , · · · , u
−1
n ].
2 Le re´seau de Brieskorn : le cas sous-diagramme
Soit f : U → C un polynoˆme de Laurent et
F : U × Cr → C
la de´formation de f de´finie par, en notant x = (x1, · · · , xr) les coordonne´es sur C
r,
F (u, x) = f(u) +
r∑
j=1
xjgj(u)
les gj de´signant des polynoˆmes de Laurent donne´s. Nous supposerons f non de´ge´ne´re´ par rapport
a` son polye`dre de Newton a` l’infini et commode [K]. En particulier, f n’a que des points critiques
isole´s et on de´finit le nombre de Milnor global µ par la formule
µ = dimC
Ωn(U)
df ∧Ωn−1(U)
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ou` Ωp(U) de´signe l’espace des p-formes re´gulie`res sur U . On de´finit
G0 =
Ωn(U)[x, θ]
(θdu − duF∧)Ωn−1(U)[x, θ]
(la notation du signifie que la diffe´rentielle n’est prise que par rapport a` u) qui est naturellement
un C[x, θ]-module que nous appellerons module de Brieskorn et le C[x, θ, θ−1]-module
G = Ωn(U)[x, θ, θ−1]/(θdu − duF∧)Ω
n−1(U)[x, θ, θ−1]
le localise´ du transforme´ de Fourier du syste`me de Gauss-Manin : nous l’appellerons aussi syste`me
de Gauss-Manin. On pose τ := θ−1 et, pour ω ∈ Ωn(U)[x],
∇∂τ (ωτ
p) := −Fωτp + pωτp−1,
et
∇∂xj (ωτ
p) := ∂xj (ω)τ
p −
∂F
∂xj
ωτp+1
pour tout j ∈ {1, · · · , r}. Ces deux actions commutant avec la diffe´rentielle θdu− duF∧, le syste`me
de Gauss-Manin G se trouve muni d’une connexion ∇. Remarquons qu’alors G0 est stable par
θ2∇∂θ . On notera aussi
Go0 =
Ωn(U)[θ]
(θd− df∧)Ωn−1(U)[θ]
et
Go = Ωn(U)[θ, θ−1]/(θd− df∧)Ωn−1(U)[θ, θ−1].
L’objet de ce paragraphe est d’e´tendre en famille, dans ce cas pre´cis, les re´sultats relatifs au re´seau
de Brieskorn d’un polynoˆme de Laurent f non de´ge´ne´re´ par rapport a` son polye`dre de Newton a`
l’infini et commode expose´s dans [DoSa, section 4].
2.1 Pre´liminaires
2.1.1 Filtrations
On de´finit tout d’abord une filtration de Newton sur G0 et G. On garde les notations de [DoSa,
4.a] ou` il est construit une filtration de Newton N• sur K indexe´e par Q. On de´finit de manie`re
similaire une filtration, note´e aussi N•, sur K[x] en donnant aux parame`tres xi le poids 0 : pour g ∈
K[x] et σ une face de dimension n−1 de la frontie`re de Newton, on pose φσ(g) = maxa∈supp(g)Lσ(a)
ou` Lσ de´signe la forme line´aire a` coefficients rationnels (pas ne´cessairement positifs) qui prend la
valeur 1 sur σ, le maximum e´tant pris sur les exposants des monoˆmes en u apparaissant dans g ;
on pose alors φ(g) = maxσφσ(g) et
NαK[x] := {v ∈ K[x], φ(v) ≤ α}.
On en de´duit une filtration N• sur Ω
n(U)[x] en posant
NαΩ
n(U)[x] := {v
du
u
∈ Ωn(U)[x], φ(v) ≤ α}
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ou` du/u = du1/u1 ∧ · · · ∧ dun/un, puis sur Ω
n(U)[x, θ] en posant
NαΩ
n(U)[x, θ] := NαΩ
n(U)[x] + θNα−1Ω
n(U)[x] + · · · + θkNα−kΩ
n(U)[x] + · · ·
Remarquons que la filtration N• sur Ω
n(U)[x] est normalise´e de sorte que du/u ∈ N0Ω
n(U)[x].
On obtient, par projection, une filtration N• sur G0 (cf. [DoSa, definition 4.2]) et on de´finit une
filtration N• sur G en posant, pour tout α ∈ Q,
NαG := NαG0 + τNα+1G0 + · · ·+ τ
kNα+kG0 + · · ·
2.1.2 Un lemme de division
Pour β ∈ Q, soit Eβ ⊂ NβK ⊂ NβK[x] un sous espace vectoriel isomorphe par projection a`
NβK
(∂f) ∩ NβK +N<βK
,
(∂f) de´signant l’ide´al engendre´ par les de´rive´es partielles de f , et Eβ [x] le C[x]-module libre en-
gendre´ par Eβ. Rappelons que l’on a suppose´ f commode et non de´ge´ne´re´.
Lemme 2.1.1 On suppose que, pour tout i ∈ {1, · · · , n} et tout j ∈ {1, · · · , r}, on a
φ(ui
∂gj
∂ui
) < 1.
Alors, pour tout h ∈ NαK[x], il existe vα ∈ ⊕β≤αEβ[x] et a1, · · · , an ∈ K[x] tels que
h = vα +
n∑
i=1
aiui
∂F
∂ui
les ai ve´rifiant de plus φ(ai) ≤ α− 1 et φ(
∂uiai
∂ui
) ≤ α− 1.
Preuve. On utilise le the´ore`me de division absolu de Kouchnirenko [K, the´ore`me 4.1] comme dans
[DoSa, paragraphe 4.b] : si h ∈ NαK, il existe wα ∈ ⊕β≤αEβ et b1, · · · , bn ∈ K tels que
h = wα +
n∑
i=1
biui
∂f
∂ui
avec de plus φ(bi) ≤ α− 1 et φ(
∂uibi
∂ui
) ≤ α− 1. On en de´duit que
h = wα +
n∑
i=1
biui
∂F
∂ui
−
n∑
i=1
bi[
r∑
j=1
xjui
∂gj
∂ui
].
Posons g :=
∑r
j=1 xjgj . On a
φ(biui
∂g
∂ui
) ≤ φ(bi) + φ(ui
∂g
∂ui
) ≤ α− 1 + φ(ui
∂g
∂ui
),
la premie`re ine´galite´ re´sultant des proprie´te´s de φ et la seconde des conditions sur les poids impose´es
a` bi. Par hypothe`se, on a φ(ui
∂g
∂ui
) < 1 et l’on en de´duit que
φ(biui
∂g
∂ui
) < α.
Cette ine´galite´ stricte permet de conclure par re´currence parce que NαK = 0 pour α < 0. ✷
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2.2 Finitude de G0 sur C[x, θ]
Rappelons que
F (u, x) = f(u) +
r∑
j=1
xjgj(u),
f e´tant un polynoˆme de Laurent commode et non de´ge´ne´re´ et que G0 de´signe le module de Brieskorn
associe´ a` F .
Proposition 2.2.1 On suppose que l’on a φ(gj) < 1 pour tout j ∈ {1, · · · , r}. Alors G0 est libre
de type fini, de rang µ sur C[x, θ].
Preuve. En effet, l’hypothe`se sur les gj montre que φ(ui
∂gj
∂ui
) < 1 pour tout i ∈ {1, · · · , n} et tout
j ∈ {1, · · · , r}. Le lemme de division 2.1.1 permet alors de montrer, de la meˆme manie`re qu’en
[DoSa, remark 4.8] et en fournissant un syste`me de ge´ne´rateurs adapte´ a` la filtration de Newton,
que G0 est de type fini sur C[x, θ]. On dispose donc d’un morphisme surjectif
C[x, θ]µ → G0.
Soit N son noyau. Pour toute valeur fixe´e du parame`tre x0 = (x01, · · · , x
0
r), ⊕αEα fournit aussi une
base sur C[θ] du re´seau de Brieskorn associe´ au polynoˆme F (u, x0) = f(u) +
∑r
j=1 x
0
jgj(u) : en
effet, la condition φ(gj) < 1 entraˆıne que, pour toute valeur x
0 = (x01, · · · , x
0
n) fixe´e du parame`tre
x, le polynoˆme de Laurent F (u, x0) = f(u)+
∑r
j=1 x
0
jgj est commode et non de´ge´ne´re´ (son nombre
de Milnor global e´tant de plus e´gal au nombre de Milnor global de f) et que, avec les notations du
de´but du paragraphe 2.1.2,
(∂f) ∩NαK +N<αK = (∂F (., x
0)) ∩ NαK +N<αK.
Un e´le´ment de N est donc repre´sente´ par un nombre fini de polynoˆmes en θ dont les coefficients
sont des polynoˆmes de C[x] qui s’annulent en tout point. Ainsi N est-il nul. ✷
Corollaire 2.2.2 On suppose que l’on a φ(gj) < 1 pour tout j ∈ {1, · · · , r}. Alors G est un
C[x, τ, τ−1]-module libre de rang µ.
Sous les hypothe`ses de la proposition 2.2.1, G0 est un re´seau de G : c’est le re´seau de Brieskorn.
2.3 V -filtration et modules de Hodge
Nous conside´rons maintenant la situation suivante : la de´formation F du polynoˆme de Laurent
commode et non de´ge´ne´re´ f est, comme ci-dessus,
F (u, x) = f(u) +
r∑
j=1
xjgj(u)
et nous faisons l’hypothe`se supple´mentaire que φ(gj) < 1 pour tout j ∈ {1, · · · , r}. La proposition
2.2.1 et le corollaire 2.2.2 s’appliquent donc.
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On de´finit, pour α ∈ Q et p ∈ Z,
Hα := NαG/N<αG,
FpHα := (NαG ∩ τ
pG0 +N<αG)/N<αG
et leurs homologues pour la valeur nulle des parame`tres
Hoα := NαG
o/N<αG
o,
FpH
o
α := (NαG
o ∩ τpGo0 +N<αG
o)/N<αG
o.
D’apre`s la proposition 2.2.1, le module de Brieskorn G0 est libre de type fini sur C[x, θ] et le lemme
de division 2.1.1 a d’autres conse´quences, re´unies dans la
Proposition 2.3.1 On suppose que φ(gj) < 1 pour tout j. Alors,
1. NαG0 = NαG ∩G0 pour tout α ∈ Q,
2. ∇∂xi (NαG) ⊂ NαG pour tout i ∈ {1, · · · , r},
3. pour tout α ∈ Q, NαG0 est un C[x]-module libre de type fini,
4. pour tout α ∈ Q, NαG est un C[x, τ ]-module de type fini,
5. pour tout α ∈ Q, Hα est un C[x]-module libre de type fini,
6. pour tout p ∈ Z, α ∈ Q et i ∈ {1, · · · , r},
∇∂xiFpHα ⊂ FpHα,
7. pour tout p ∈ Z et α ∈ Q, FpHα est un C[x]-module libre de type fini.
Preuve. 1. est montre´ comme en [DoSa, End of the proof of theorem 4.5, p. 1093].
2. On a
∇∂xi (ωτ
p) = ∂xi(ω)τ
p −
∂F
∂xi
ωτp+1
et il suffit de montrer que ∇∂xiNαG0 ⊂ τ(Nα+1G0). Si ω ∈ NαG0, on a clairement
∂xi(ω) ⊂ NαG0.
Le re´sultat s’obtient en remarquant que ∂F
∂xi
ωτ = giωτ pour i ∈ {1, · · · , r} et en se souvenant que,
par hypothe`se,
giω ∈ N<1+αG0.
On a en particulier
∂F
∂xi
ωτ ∈ τ(N<α+1G ∩G0) ⊂ N<αG.
3. La finitude s’obtient en utilisant le lemme 2.1.1 comme en [DoSa, remark 4.8] ; la liberte´ s’obtient
comme dans la preuve de la proposition 2.2.1.
4. D’apre`s le lemme 2.1.1, pour chaque α il existe k0 tel que
NαG ⊂ C[x, τ ](NαG0 + · · ·+ τ
k0Nα+k0G0)
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et chaque τ iNα+iG0 est un C[x]-module de type fini d’apre`s 3.
5. En effet, 4. montre que
NαG ⊂ C[x](NαG0 + · · ·+ τ
k0Nα+k0G0) +N<αG.
6. S’obtient a` l’aide du point 2. qui montre que
∂F
∂xi
ωτ ⊂ N<αG.
7. FpHα est de type fini car Hα l’est ; de 6. on de´duit alors qu’il est libre. ✷
Remarque 2.3.2 En ge´ne´ral, on a seulement la condition de transversalite´
∇∂xiFpHα ⊂ Fp+1Hα.
L’hypothe`se φ(gi) < 1 est essentielle pour obtenir le point 6.
Nous pouvons maintenant e´noncer
Proposition 2.3.3 Sous les hypothe`ses du de´but du paragraphe 2.3, la filtration N•G est e´gale a`
la V -filtration de Malgrange-Kashiwara de G le long de τ = 0.
Preuve. Posons DX := C[x1, · · · , xr] < ∂x1 , · · · , ∂xr >. On de´finit une filtration V• sur DX [τ ] <
∂τ >, indexe´e par Z, en posant
V0DX [τ ] < ∂τ >= DX [τ ] < τ∂τ >,
VkDX [τ ] < ∂τ >= Vk−1 + ∂τVk−1 pour k ≥ 1,
VkDX [τ ] < ∂τ >= τ
−kV0DX [τ ] < ∂τ > pour k ≤ 0.
Par unicite´, il suffit de montrer que
i) chaque NαG est un V0DX [τ ] < ∂τ >-module de type fini,
ii) ViDX [τ ] < ∂τ > (NαG) ⊂ Nα+iG pour tout α ∈ Q et tout i ∈ Z,
iii) pour tout α ∈ Q, l’action de τ∂τ + α est nilpotente sur Gr
N
α G := NαG/N<αG.
Observons tout d’abord que N• est stable par τ∂τ . Ceci re´sulte de la de´finition de NαG donne´e en
2.1.1 : si ωτ i ∈ NαG, on a en effet
τ∂τ (ωτ
i) = −Fωτ i+1 + iωτ i
avec Fωτ i+1 ∈ NαG parce que Fω ∈ Nα+1G0 et ωτ
i ∈ NαG. Le point i) re´sulte alors du point 4.
de la proposition 2.3.1 et les points ii) et iii) se montrent maintenant de la meˆme manie`re qu’en
[DoSa, lemma 4.11], l’outil essentiel e´tant le lemme de division 2.1.1. ✷
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Corollaire 2.3.4 Soit V• la filtration de Malgrange-Kashiwara de G le long de τ = 0. Alors
FpHα = (VαG ∩ τ
pG0 + V<αG)/(V<αG).
✷
Dans tout ce qui suit, nous utiliserons indiffe´rement la notation V• et N•. Nous venons de voir
que les FpHα sont des C[x]-modules munis d’une connexion. Le lemme qui suit, dont la preuve est
e´vidente, en donne des sections horizontales. Soit ωp,α ∈ FpHα : ωp,α est l’image, par projection,
d’un e´le´ment ωα+pτ
p avec ωα+p ∈ Nα+pΩ
n(U)[x].
Lemme 2.3.5 ∇∂xiωp,α = 0 si et seulement si la classe de ∂xi(ωα+p) appartient a` V<α+pG ∩ G0.
En particulier, ωp,α est une section horizontale de ∇ si ωα+p ne de´pend pas de x.
Corollaire 2.3.6 Toute forme diffe´rentielle ωα+p ∈ Nα+pΩ
n(U) de´finit, par projection, une section
horizontale ωp,α de (FpHα,∇) qui, pour la valeur nulle des parame`tres, coincide avec ω
0
p,α, l’image
de ωα+p dans FpH
0
α. Une telle section est unique.
Par construction, toute base sur C de FpH
0
α fournit de cette manie`re un syste`me de ge´ne´rateurs et
une base de FpHα sur C[x].
3 Le proble`me de Birkhoff en famille : le cas sous-diagramme
Dans ce paragraphe, on garde les notations et les hypothe`ses du de´but du paragraphe 2.3. On
a donc
F (u, x) = f(u) +
r∑
j=1
xjgj(u)
avec φ(gj) < 1 pour tout j ∈ {1, · · · , r}.
3.1 V -solutions
Le proble`me de Birkhoff pour G0 est le suivant : trouver une base ǫ de G0 sur C[x, θ] dans
laquelle la matrice de θ2∇∂θ s’e´crit
A0(x) +A1(x)θ
et celle de ∇∂xi s’e´crit
C
(i)
−1(x)θ
−1 + C
(i)
0 (x)
pour tout i ∈ {1, · · · , r}, les matrices A0(x), A1(x), C
(i)
−1(x) et C
(i)
0 (x) e´tant a` coefficients dans C[x].
Proposition 3.1.1 On suppose qu’il existe un C[x, τ ]-sous-module libre G∞ de G, de rang maxi-
mum, ve´rifiant les conditions suivantes :
a. pour tout α, on a une de´composition
NαG ∩G0 = NαG ∩G0 ∩G∞ ⊕ θ[Nα−1G ∩G0],
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b. ∇∂xiG∞ ⊂ G∞ pour tout i ∈ {1, · · · , r},
c. G∞ est stable par τ∇∂τ .
Alors le proble`me de Birkhoff pour G0 a une solution, appele´e V -solution.
Notons que les conditions b. et c. peuvent eˆtre unifie´es en demandant que la connexion de Gauss-
Manin ∇ soit a` poˆles logarithmiques le long de τ = 0. Le point a., joint au point 3. de la proposition
2.3.1, montre en particulier que, pour tout α, NαG ∩G0 ∩G∞ est libre sur C[x] (car projectif).
Preuve. Pour simplifier les notations, nous e´crirons ∂θ pour ∇∂θ etc.. Choisissons
Jα ⊂ NαG ∩G0 ∩G∞,
isomorphe par projection a`
NαG ∩G0 ∩G∞
N<αG ∩G0 ∩G∞
,
ce dernier module est aussi libre sur C[x] d’apre`s la proposition 2.3.1. La de´composition a. montre
que toute base de ⊕αJα sur C[x] fournit un syste`me de ge´ne´rateur de G0 sur C[x, θ]. Dans toute
base de ce type, la matrice de θ2∂θ a la forme attendue parce que G∞ est stable par τ∂τ . On a en
fait
(τ∂τ + α)G0 ∩G∞ ∩ VαG ⊂ G0 ∩G∞ ∩ VαG⊕ τ(G0 ∩G∞ ∩ Vα+1G).
Rappelons que ∇∂xiNαG0 ⊂ τNα+1G0. Ainsi, avec la de´composition a., on obtient
∇∂xiNαG0 ⊂ τ [Nα+1G ∩G0 ∩G∞]⊕NαG0.
Si de plus ∇∂xiG∞ ⊂ G∞, on en de´duit
∇∂xi (NαG ∩G0 ∩G∞) ⊂ τ(Nα+1G ∩G0 ∩G∞)⊕NαG ∩G0 ∩G∞
et la proposition s’ensuit. ✷
Ainsi, pour re´soudre le proble`me de Birkhoff pour G0 il suffit de montrer l’existence de re´seaux G∞
ve´rifiant les conditions a., b. et c. de la proposition 3.1.1. L’ide´e, maintenant e´prouve´e, est de se
ramener a` un proble`me d’alge`bre line´aire via une filtration oppose´e a` le filtration F•. Rappelons que
pour la valeur nulle des parame`tres, il existe, sur l’espace vectoriel Hoα, une filtration de´croissante
U•, stable par monodromie, c’est a` dire N(UpHoα) ⊂ U
pHoα ou` N de´signe l’ope´rateur nilpotent
induit par τ∂τ + α, et oppose´e a` la filtration de Hodge F•H
o
α : ceci re´sulte du fait que F•H
o
α est la
filtration de Hodge d’une structure de Hodge mixte d’apre`s [Sab2]. On a donc une de´composition
en somme directe
FpH
o
α = ⊕q≤pG
o
α,q
ou` G0α,q = FqH
o
α ∩ U
qHoα (ce sont des espaces vectoriels de dimension finie) et on en tire dans ce
cas pre´cis (sans parame`tres, donc) une solution au proble`me de Birkhoff (voir [DoSa, Appendix
B]) : pre´cise´ment, on en de´duit un C[τ ]-re´seau Go∞ du syste`me de Gauss-Manin G
o satisfaisant les
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conditions a. et c. de la proposition 3.1.1. Ceci e´tant, on obtient, par transport paralle`le (corollaire
2.3.6), une de´composition de FpHα en somme directe
FpHα = ⊕q≤pGα,q
ou` maintenant les Gα,q sont des C[x]-modules libres. On de´finit alors
UpHα = ⊕q≥pGα,q.
On a par construction (horizontalite´)
∇∂xi (U
pHα) ⊂ U
pHα.
De plus
N(UpHα) ⊂ U
pHα
parce qu’une telle relation est vraie pour la valeur nulle des parame`tres et que N commute avec
∇∂xi et donc transforme sections horizontales en sections horizontales.
Proposition 3.1.2 Le proble`me de Birkhoff pour G0 a des solutions : il existe des C[x, τ ]-sous-
modules G∞ de G ve´rifiant les conditions de la proposition 3.1.1.
Preuve. Comme dans le cas absolu, une filtration de´croissante de Hα, oppose´e a` la filtration
F•, stable par N et ∇∂xi pour tout i, fournit un re´seau G∞ ve´rifiant les conditions b. et c. de
la proposition 3.1.1 (ceci est une conse´quence de [Sab3, premie`re partie de la preuve du the´ore`me
III.1.1] : voir [D, 6.2.2] pour une explication de´taille´e ; la correspondance bijective entre deux tels
objets reste a` discuter, meˆme si elle n’est pas ne´cessaire ici). On a aussi la proprie´te´ a., parce
qu’elle est vraie pour toutes les valeurs des parame`tres et que les C[x]-modules apparaissant dans
la de´composition sont tous libres de type fini. ✷
Remarquons que, par construction, la restriction de G∞ a` la valeur nulle des parame`tres coincide
avec le re´seau Go∞ conside´re´ dans le cas absolu. De plus, si l’on part de la filtration oppose´e canonique
U• de M. Saito [Sai2, lemma 2.8] sur Hoα, pour toute valeur x
o du parame`tre la restriction Gx
o
∞ de
G∞ a` x
o est la V -solution canonique du proble`me de Birkhoff pour le polynoˆme F (u, xo) conside´re´e
dans [DoSa, 3.c et appendix B]. Gardons les notations du de´but de ce paragraphe. Les relations
d’inte´grabilite´ fournissent alors le
Corollaire 3.1.3 Il existe une base ǫ de G0 dans laquelle la matrice de θ
2∂θ s’e´crit
B0(x) +B∞θ
avec B∞ constante et celle de ∇∂xi s’e´crit
C(i)(x)θ−1
(i ∈ {1, · · · , r}). Les matrices B0(x) et C
(i)(x) sont a` coefficients dans C[x].
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Preuve. Soit ν une base de G0 construite dans la preuve de la proposition 3.1.1, A0(x), A1(x),
C
(i)
0 (x) et C
(i)
−1(x) les matrices correspondantes (voir de´but du paragraphe 3.1). Les matrices C
(i)
0 (x)
ve´rifient, parce que la connexion est inte´grable,
∂
∂xi
C
(j)
0 (x)−
∂
∂xj
C
(i)
0 (x) = [C
(j)
0 (x), C
(i)
0 (x)]
pour tous i, j. Il existe donc une unique matrice P a` coefficients a priori holomorphes telle que
P|x=0 = Id et
∂
∂xi
P = −C
(i)
0 (x)P . Mais, comme on a, par hypothe`se sur les gi,
giNαK[x] ⊂ N<α+1K[x],
on peut supposer (il suffit d’ordonner les bases selon le poids croissant) que les matrices C
(i)
0 (x)
sont nilpotentes, triangulaires. Nous sommes donc re´duits a` re´soudre un syste`me, en l’inconnue y,
du type
∂
∂xk
y = bk(x),
avec bk(x) ∈ C[x]. y est polynomiale et la matrice P est ainsi a` coefficients polynomiaux. Pour
terminer la preuve du corollaire, il suffit de poser ǫ = Pν et de remarquer que P−1 est aussi a`
coefficients polynomiaux pour les meˆmes raisons que ci-dessus. ✷
Par la suite, nous ne conside´rerons que des bases donne´es par les corollaire 3.1.3. Nous les appelle-
rons bases plates (voir le paragraphe 4 pour une justification de cette terminologie). Signalons que
les matrices B0, B∞ et C
(i) fournies par le corollaire 3.1.3 ve´rifient les relations d’inte´grabilite´
I.1 ∂xjC
(i) = ∂xiC
(j), pour i, j = 1, · · · , r
I.2 [C(i), C(j)] = 0, pour i, j = 1, · · · , r
I.3 [B0, C
(i)] = 0, pour i = 1, · · · , r
I.4 ∂xiB0 + C
(i) = [B∞, C
(i)], pour i = 1, · · · , r.
Par unicite´, la base ǫ donne´e par le corollaire 3.1.3 coincide avec celle fournie par le the´ore`me ge´ne´ral
de B. Malgrange [Mal, the´ore`me 2.2]. En fait, on a ici un peu plus : la restriction de la solution ǫ a`
une valeur xo quelconque du parame`tre est une solution du proble`me de Birkhoff donne´e par [DoSa]
(voir aussi la preuve de la proposition 3.1.1) pour le polynoˆme F (u, xo) : ceci explique l’assertion
de l’introduction.
3.2 V +-solutions
Si l’on part d’une filtration U• oppose´e a` la filtration F• sur chaque H
o
α et ve´rifiant de plus
N(UpHoα) ⊂ U
p+1Hoα (c’est le cas en particulier si U
• est la filtration oppose´e canonique de M.
Saito) on obtient comme ci-dessus un re´seau G∞ de G ve´rifiant les conditions a., b. et c. de la
proposition 3.1.1 avec de plus
(τ∂τ + α)G0 ∩G∞ ∩ VαG ⊂ G0 ∩G∞ ∩ V<αG⊕ τ(G0 ∩G∞ ∩ Vα+1G).
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G∞ est une V
+-solution au sens de [DoSa, appendix B]. Les conclusions du corollaire 3.1.3 restent
vraies, bien entendu : la matrice B∞ est maintenant diagonalisable. Par construction, l’ensemble
de ses valeurs propres coincide avec le spectre de (Go, Go0) ou encore avec le spectre a` l’infini du
polynoˆme de Laurent f .
3.3 Dualite´
Le but de ce paragraphe est de montrer comment, dans notre situation, la dualite´ du cas absolu
se prolonge alge´briquement en famille. Soit ǫ une base de G0 dans laquelle la matrice de la connexion
s’e´crit
(
B0(x)
θ
+B∞)
dθ
θ
+
r∑
i=1
C(i)(x)
θ
dxi.
Une telle base existe d’apre`s le corollaire 3.1.3 et on peut, d’apre`s 3.2, supposer que la matrice B∞
est diagonale,
B∞ = diag (α1, · · · , αµ),
avec α1 ≤ α2 ≤ · · · ≤ αµ.
3.3.1 Dualite´ absolue
Pour chaque valeur x fixe´e des parame`tres, le syste`me de Gauss-Manin Gx (restriction de G a` x)
est muni d’une dualite´ Sx, forme sesquiline´aire non de´ge´ne´re´e, compatible aux connexions, avatar
de la dualite´ de Poincare´ (voir par exemple [Sab3, chapitre III, 1.b] pour une de´finition ge´ne´rale
de ces notions et [DoSa2, p. 9] pour une transposition a` la situation ge´ome´trique conside´re´e ici).
Dans la situation du corollaire 3.1.3, et d’apre`s [Sai2, lemma 2.8], on peut supposer que la base
ǫo = (ǫo1, · · · , ǫ
o
µ), restriction de la base ǫ a` la valeur nulle des parame`tres, est une S
o-solution
orthonorme´e, c’est a` dire que
So(ǫoi , ǫ
o
µ+1−j) = δijτ
−n.
Pour tout x ∈ Cn, et pour la meˆme raison d’apre`s la remarque qui suit la proposition 3.1.2, ǫx est
une Sx-solution, i.e
Sx(ǫxi , ǫ
x
j ) = S
x
−n(ǫ
x
i , ǫ
x
j )τ
−n
avec Sx−n(ǫ
x
i , ǫ
x
j ) ∈ C. Ce coefficient ne de´pend que de la classe de ǫ
x
i et ǫ
x
j dans G
x
0/θG
x
0 : c’est le
classique re´sidu de Grothendieck (se re´fe´rer par exemple a` [He, section 10.6] et aux re´fe´rences qui
y sont mentionne´es). On a en fait un peu plus
Lemme 3.3.1 Pour tout x ∈ Cn, on a Sx−n(ǫ
x
i , ǫ
x
j ) = S
o
−n(ǫ
o
i , ǫ
o
j). En particulier,
Sx(ǫxi , ǫ
x
j ) = S
o(ǫoi , ǫ
o
j).
Preuve. L’outil essentiel est le comportement de la dualite´ vis-a`-vis de la V -filtration. Soit αi
l’ordre de ǫxi pour la V -filtration et ǫ
x
i ∈ η
x
i + V<αi . La construction de la section 3.1 montre
que les parties principales ηxi sont constantes (i.e ne de´pendent pas de x) : on les notera donc ηi.
Remarquons que Sx−n(ǫ
x
i , ǫ
x
j ) = 0 si αi + αj 6= n. Soient donc ǫ
x
i et ǫ
x
j tels que αi + αj = n. On
a alors Sx−n(ǫ
x
i , ǫ
x
j ) = S
x
−n(ηi, ηj) pour des raisons d’orthogonalite´ (voir par exemple [He, Theorem
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10.28]). Comme ηi et ηj sont homoge`nes pour la V -filtration, cette dernie`re quantite´ se calcule en
conside´rant la restriction du re´sidu a`
grαVG
x
0/θG
x
0 × gr
n−α
V G
x
0/θG
x
0 .
Mais, toujours graˆce a` l’hypothe`se faite sur les monoˆmes de la de´formation, on a
grβVG
x
0/θG
x
0 = gr
β
VG
o
0/θG
o
0
pour tout β et ainsi Sx−n(ηi, ηj) = S
o
−n(ηi, ηj). Le lemme est montre´. ✷
3.3.2 Syme´trie
On de´finit la transformation
T :Mµ×µ(C)→Mµ×µ(C)
en posant TA = (aµ+1−j µ+1−i) si A = (aij). Nous dirons qu’une matrice A est T -syme´trique si elle
ve´rifie TA = A.
Proposition 3.3.2 Dans la situation du corollaire 3.1.3, on a :
1. la matrice B0(x) est T -syme´trique pour tout x ∈ C
n et B∞ + TB∞ = nId,
2. les matrices C(i)(x), i ∈ {1, · · · , r}, sont uniquement de´termine´es par la matrice B0(x) via la
formule
∂xiB0(x) + C
(i)(x) = [B∞, C
(i)(x)],
3. les matrices C(i)(x), i ∈ {1, · · · , r}, sont T -syme´triques pour tout x ∈ Cn.
Preuve. 1. B0(x) est auto-adjointe pour S
x parce que Sx est compatible aux connexions. La
proprie´te´ de syme´trie attendue re´sulte alors du lemme 3.3.1. Meˆme chose pour B∞.
2. Ecrivons C(i)(x) = (cikℓ), B0(x) = (b
0
kℓ) et B∞ = diag(α1, · · · , αµ). La formule e´voque´e dans
l’e´nonce´ est la relation d’inte´grabilite´ I.4 de la connexion et s’e´crit
(1− αk + αℓ)c
i
kℓ = ∂xib
0
kℓ.
Si αk = 1 + αℓ alors c
i
kℓ = 0 parce que, avec nos hypothe`ses (les gi sont ’strictement sous-
diagramme’),
giNαℓK[x] ⊂ N<αℓ+1K[x].
Sinon, on a
cikℓ =
1
1− αk + αℓ
∂xib
0
kℓ.
3. Par de´finition, Tcikℓ = c
i
µ+1−ℓ µ+1−k et cette dernie`re quantite´ vaut
1
1− αµ+1−ℓ + αµ+1−k
∂xib
0
µ+1−ℓ µ+1−k
d’apre`s 2. Il suffit maintenant d’utiliser le point 1. ✷
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3.3.3 Dualite´ en famille
Toujours dans la situation du corollaire 3.1.3, on pose
S(ǫi, ǫj) = S
o(ǫoi , ǫ
o
j)
formule que l’on e´tend a` G par C[x][τ, τ−1]-(sesqui)line´arite´. Rappelons que S est dite de poids w
relativement au re´seau G0 si
S(G0, G0) ⊂ θ
wC[x, θ].
Proposition 3.3.3 S est une forme sesquiline´aire non de´ge´ne´re´e, compatible aux connexions, de
poids n relativement au re´seau G0.
Preuve. Il suffit de remarquer que les matrices B0(x) et C
(i)(x), i ∈ {1, · · · , r}, sont T -syme´triques.
C’est pre´cise´ment ce que donne la proposition 3.3.2. ✷
Remarque 3.3.4 L’existence de cette dualite´ S devrait pouvoir aussi se montrer en invoquant les
arguments ge´ne´raux (dualite´ des D-modules) donne´s dans [DoSa, section 2.b] et [Sab1, section 11] :
la compatibilite´ par rapport aux connexions montre directement que S est constante lorsqu’elle est
e´value´e sur la base ǫ.
4 Application a` la construction de varie´te´s de Frobenius
4.1 Varie´te´s de Frobenius et polynoˆmes de Laurent
Soit f : U → C un polynoˆme de Laurent commode et non de´ge´ne´re´, µ son nombre de Milnor
global et M˜ un voisinage ouvert de l’origine dans Cµ. On de´finit
F˜ : (C∗)n × M˜ → C
par
F˜ (u, x) = f(u) +
µ∑
i=1
xigi(u)
ou` les gi sont des polynoˆmes de Laurent se projetant en une base de C[u, u
−1]/(∂u1f, · · · , ∂unf).
La the´orie ge´ne´rale, expose´e dans [DoSa], nous apprend que l’on peut munir M˜ d’une structure de
Frobenius. Le but de ce paragraphe est de donner une preuve plus simple de ce fait en utilisant
[HeMa, theorem 4.5] et les re´sultats des paragraphes 2 et 3 de ces notes. On e´vite en particulier le
de´licat passage analytique et le recours aux proce´de´s d’alge´brisation transcendants utilise´s dans les
paragraphes 1 et 2 de [DoSa]. L’ide´e est que l’on peut, sous certaines conditions, de´crire la structure
de Frobenius ainsi construite sur M˜ a` partir de donne´es sur un sous-espace M de M˜ : M sera un
voisinage ouvert de l’origine dans Cr, espace des parame`tres d’une de´formation F de f de´finie par
F (u, x) = f(u) +
r∑
j=1
xjgj(u).
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L’espoir est qu’il existe une de´formation de ce type, avec φ(gj) < 1 pour tout j ∈ {1, · · · , r}, qui
ve´rifie les hypothe`ses du the´ore`me de Manin et Hertling.
Avant de de´tailler ce point, re´sumons les re´sultats des paragraphes 2 et 3 obtenus pour de telles
de´formations : au paragraphe 2, nous avons montre´ que le re´seau de Brieskorn associe´ est libre, de
rang µ, sur C[x, θ]. Au paragraphe 3 nous avons ensuite re´solu le proble`me de Birkhoff pour G0 : ceci
signifie que l’on peut e´tendre G0 en un fibre´ trivial G sur P
1×M , muni d’une connexion me´romorphe
inte´grable ∇ a` poˆles logarithmiques le long de {∞}×M et d’ordre 1 le long de {0}×M . On obtient
ainsi, en conside´rant de plus la dualite´ de´finie au paragraphe 3.3, une trTLEP (n)-structure au sens
de [HeMa, definition 4.1]. Cette trTLEP (n)-structure permet a` son tour (voir [HeMa, theorem 4.2]
et les re´fe´rences qui y sont mentionne´es) de de´finir une structure de type Frobenius
(M,E,▽,Φ, R0, R∞, g)
au sens de [HeMa, definition 4.1]. On a ici E = G|{0}×M . Avec les notations de 3.3, g := S−n et la
connexion ▽ de´finie dans cet uplet est la connexion de Levi-Civita de g. Sa matrice est nulle dans la
base [ǫ] de E induite par la solution du proble`me de Birkhoff ǫ. R0 (resp. R∞) est l’endomorphisme
de E de matrice B0 (resp. B∞) dans la base [ǫ] et Φ :=
∑
iΦ
(i)dxi est l’application de E dans
Ω1(M)⊗ E de´finie par
∑
iC
(i)dxi dans la base [ǫ]. Φ
(i) est ainsi la multiplication par −gi. Notons
E0 :=
Ωn(U)
df ∧ Ωn−1(U)
.
On de´signera par les meˆmes lettres la restriction des objets Φ, R0, R∞... a` E0. Le the´ore`me 4.5 de
[HeMa] affirme que, moyennant les conditions rappele´es ci-dessous, la trTLEP (n)-structure obte-
nue ci-dessus sur M se de´ploie de manie`re unique en une trTLEP (n)-structure sur M˜ . Une forme
primitive et homoge`ne permet ensuite, via l’application de pe´riodes associe´e, de montrer que M˜ est
une varie´te´ de Frobenius.
Les conditions figurant dans le the´ore`me 4.5 de [HeMa] sont les suivantes :
• La condition (EC).— Elle demande l’existence d’un e´le´ment ζ ∈ E0, vecteur propre de R∞ et
ve´rifiant les conditions e´nume´re´es ci-dessous. Un choix naturel, et nous verrons pourquoi, est de
prendre pour ζ la classe de la forme volume du/u := du1/u1 ∧ · · · ∧ dun/un. Comme f est un
polynoˆme de Laurent commode et non de´ge´ne´re´, la forme volume du/u := du1/u1 ∧ · · · ∧ dun/un
induit bien un vecteur propre de R∞ (voir [DoSa, 4.d] et [D, proposition 7.0.2]).
Dans tout ce qui suit, ζ de´signera la classe de du/u dans E0.
• La condition (IC).— Elle se lit :
l’application Φ• : T0M → E0, X 7→ ΦXζ est injective.
Ici, ΦX de´signe l’endomorphisme obtenu par contraction de Φ avec X. On a ainsi, avec les notations
pre´ce´dentes, Φ∂xi = Φ
(i). Rappelons que, par de´finition, Φ(i)(ζ) est e´gal a` la classe de −gi
du
u
dans
E0.
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Lemme 4.1.1 On suppose que les polynoˆmes de Laurent gj sont line´airement inde´pendants dans
C[u, u−1]. Si de plus φ(gj) < 1 pour tout j ∈ {1, · · · , r}, les classes de Φ
(1)(ζ), · · · ,Φ(r)(ζ) dans E0
sont line´airement inde´pendantes.
Preuve. Il suffit de ve´rifier que les classes de g1, · · · , gr dans C[u, u
−1]/(∂u1f, · · · , ∂unf) sont
inde´pendantes. Mais ceci re´sulte des conditions φ(gj) < 1 : en effet, supposons qu’il existe des
nombres complexes α1, · · · , αr tels que
r∑
j=1
αjgj =
n∑
i=1
biui
∂f
∂ui
.
On peut choisir, d’apre`s la formule de division e´nonce´e dans la preuve du lemme 2.1.1, les bi tels
que φ(bi) ≤ φ(
∑r
j=1 αjgj) − 1 donc φ(bi) < 0 parce que φ(gj) < 1 pour tout j. Ainsi, bi = 0 pour
tout i. Si les polynoˆmes gj sont inde´pendants dans C[u, u
−1], ceci exige que αi = 0 pour tout i. ✷
Ainsi, la condition (IC) est ve´rifie´e lorsque les hypothe`ses du lemme 4.1.1 sont satisfaites.
• La condition (GC).— C’est cette condition qui nous permettra de fixer de´finitivement la de´formation
F . Elle se lit :
ζ et ses images par l’ite´ration des applications R0 et Φ
(i), i ∈ {1, · · · , r}, engendrent E0.
Bien suˆr, cette condition est en particulier ve´rifie´e si ζ et ses images par l’ite´ration des applications
Φ(i) engendrent E0. Cette remarque nous permet d’e´noncer (rappelons que C[g1, · · · , gr] de´signe
la sous alge`bre des endomorphismes de E0 engendre´e par la multiplication par les gi), a` l’aide de
[HeMa, theorem 4.5] et de sa preuve, le
The´ore`me 4.1.2 Soit f un polynoˆme de Laurent non de´ge´ne´re´ et commode, g1, · · · , gr des e´le´ments
inde´pendants de C[u, u−1] tels que φ(gj) < 1 pour tout j ∈ {1, · · · , r}. On suppose de plus que
C[g1, · · · , gr]ζ = E0. Alors,
1. la trTLEP(n)-structure fournie, selon le proce´de´ du paragraphe 3, par le re´seau de Brieskorn de
la de´formation
F (u, x) = f(u) +
r∑
j=1
xjgj(u)
se de´ploie de manie`re universelle,
2. M˜ est une varie´te´ de Frobenius.
Exemple 4.1.3 On suppose que φ(ui) < 1 et φ(1/ui) < 1 pour tout i ∈ {1, · · · , n}. Alors la
construction pre´ce´dente, avec la de´formation
F (u, x) = f(u) +
n∑
i=1
xiui +
n∑
i=1
xn+i
1
ui
,
permet toujours de munir M˜ d’une structure de Frobenius.
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Remarque 4.1.4 1. La structure de Frobenius obtenue sur M˜ de´pend donc de deux choix : celui
de la forme homoge`ne ζ et celui de la de´formation F .
2. La condition (GC) est aussi ve´rifie´e si ζ et ses images par l’ite´ration de l’applications R0 en-
gendrent E0. On peut alors prendre M = {point} et F = f (la condition (IC) est dans ce cas vide) :
c’est la situation originellement traite´ par B. Malgrange. Ceci se produit par exemple si toutes les
valeurs critiques de f sont distinctes : la condition (GC) est ve´rifie´e parce que les valeurs propres
de B0 (c’est la matrice de la multiplication par f sur E0 dans la base [ǫ]) sont toutes distinctes. La
classe d’exemples e´tudie´e dans [DoSa2] rentre dans ce cadre.
4.2 Varie´te´s de Frobenius et polynoˆmes
4.2.1
La construction pre´ce´dente peut aussi se faire, moyennant de le´ge`res modifications, lorsque
U = Cn et
f : U → C
est une application polynomiale, commode et non de´ge´ne´re´e. f est alors a` points critiques isole´s et
son nombre de Milnor (global) est de´fini par la formule
µ = dimCΩ
n(U)/df ∧ Ωn−1(U),
Ωp(U) de´signant l’espace des p-formes re´gulie`res sur U . Si l’on garde a` l’esprit la condition (GC),
la de´formation de f naturelle a` conside´rer est
F (u, x) = f(u) +
n∑
i=1
xiui.
On de´finit, de la meˆme manie`re qu’au paragraphe 2, le module de Brieskorn G0 et le syste`me de
Gauss-Manin G associe´s a` F et, comme en 2.1.1, une filtration de Newton φ sur K = C[u1, · · · , un].
Proposition 4.2.1 On suppose que φ(uj) < 1 pour tout j ∈ {1, · · · , n}. Alors tous les re´sultats
des paragraphes 2 et 3 restent valides pour la de´formation
F (u, x) = f(u) +
n∑
j=1
xjuj
du polynoˆme f . En particulier G0 est libre de rang µ sur C[x, θ] et le proble`me de Birkhoff en famille
admet une solution alge´brique.
Avant de montrer la proposition 4.2.1, remarquons que les re´sultats du paragraphe 2 s’adaptent
comme suit : si K = C[u1, · · · , un], on de´finit
NαK[x] := {v ∈ K[x], φ
∗(v) ≤ α}
ou` φ∗(v) = φ(u1 · · · unv). On en de´duit une filtration N• sur Ω
n(U)[x] en posant
NαΩ
n(U)[x] := {gdu ∈ Ωn(U)[x], φ∗(g) ≤ α}
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puis sur Ωn(U)[x, θ], G0 et G de la meˆme manie`re qu’en 2.1. On de´finit de meˆme les modules Eβ [x]
pour β ∈ Q. Soit
F (u, x) = f(u) +
r∑
i=1
xigi,
les gj ve´rifiant
φ(
∂gj
∂ui
) < 1− φ(ui)
pour tout i ∈ {1, · · · , n} et tout j ∈ {1, · · · , r}. Cette condition doit eˆtre compare´e avec celle donne´e
au lemme 2.1.1 dans le cas des polynoˆmes de Laurent. Il faut aussi noter que la relation entre les
conditions φ(
∂gj
∂ui
) < 1−φ(ui) et φ(gj) < 1 n’est en ge´ne´ral pas tre`s claire et ceci expliquera pourquoi
la proposition 4.2.1 n’est a priori valable que pour les de´formations qui y sont mentionne´es.
Lemme 4.2.2 Sous les hypothe`ses pre´ce´dentes, il existe, pour tout h ∈ NαK[x], vα ∈ ⊕β≤αEβ [x]
et a1, · · · an ∈ K[x] tels que
h = vα +
n∑
i=1
ai
∂F
∂ui
les ai ve´rifiant de plus φ
∗(ai) ≤ α− 1 + φ(ui) et φ
∗(∂ai/∂ui) ≤ α− 1.
Preuve. Analogue a` celle du lemme 2.1.1. en utilisant le the´ore`me de division dans le cas sans
parame`tres qui s’e´crit maintenant
h = vα +
n∑
i=1
bi
∂f
∂ui
avec φ∗(bi) ≤ α− 1 + φ(ui) et φ
∗(∂bi/∂ui) ≤ α− 1. ✷
Preuve de la preuve de la proposition 4.2.1 : on prend ici n = r et gi = ui pour tout i. La condition
φ(
∂uj
∂ui
) < 1− φ(ui) s’e´crit alors, et c’est un petit miracle,
φ(ui) < 1.
L’ine´galite´ φ(
∂uj
∂ui
) < 1− φ(ui) permet, via le lemme 4.2.2, d’obtenir les re´sultats du paragraphe 2.
L’ine´galite´ φ(ui) < 1 permet d’obtenir, avec les meˆmes preuves, les re´sultats du paragraphe 3. ✷
Concernant le paragraphe 4, et donc la construction de varie´te´s de Frobenius, deux nouvelles diffi-
culte´s se pre´sentent, la premie`re e´tant se´rieuse :
• comme plus haut, un choix naturel pour la forme ζ ve´rifiant les conditions du the´ore`me de Manin
et Hertling est la classe de la forme volume du1 ∧ · · · ∧ dun. Dans notre situation, son homoge´ne´ite´
n’est pas acquise en toute ge´ne´ralite´. Elle l’est cependant si
du1 ∧ · · · ∧ dun ∈ Nα1Ω
n(U),
α1 de´signant, comme au de´but du paragraphe 3.3, le plus petit e´le´ment du spectre de (G
o, Go0)
et si la multiplicite´ de α1 dans ce spectre est e´gale a` 1 (voir [D, proposition 7.0.2]). La premie`re
condition signifie que φ∗(1) est minimal : assez curieusement, et contrairement a` ce qui se passe
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dans le cas local, ce n’est pas toujours le cas (voir la remarque ci-dessous). Si f est quasi-homoge`ne,
on obtient cependant toujours une forme homoge`ne ζ de cette fac¸on.
• La condition d’injectivite´ (IC) de [HeMa, theorem 4.5] se lit, e´tant entendu que la forme ζ choisie
est donne´e par la classe de la forme volume du := du1 ∧ · · · ∧ dun,
les classes de u1du, · · · , undu dans Ω
n(Cn)/df ∧ Ωn−1(Cn) sont line´airement inde´pendantes.
Cette condition d’injectivite´ est toujours garantie si l’on fait l’hypothe`se
φ∗(uj) < 1− φ(ui)
pour tout i, j ∈ {1, · · · , n} : ceci se voit comme au lemme 4.1.1. Cette condition impose φ(ui) < 1
pour tout i.
Remarque 4.2.3 Dans le cas local, i.e si f est une fonction holomorphe sur un voisinage ouvert
de l’origine, a` point critique isole´ en 0, on peut de´finir de manie`re analogue une filtration de Newton
φ sur C{u1, · · · , un} (voir [K]). On a alors φ(ab) ≥ φ(a) + φ(b) et donc
φ∗(g) ≥ φ∗(1) + φ(g)
pour tout g ∈ C{u1, · · · , un} : ceci montre que φ
∗(1) est minimal. Si g ∈ C[u1, · · · , un] on a
seulement
φ∗(g) ≤ φ∗(1) + φ(g).
Une fois ces deux difficulte´s surmonte´es, on peut recopier ce qui a e´te´ fait en section 4.1 et obtenir
The´ore`me 4.2.4 Soit f une application polynomiale non de´ge´ne´re´e et commode. On suppose que
φ∗(uj) < 1 − φ(ui) (et donc φ(ui) < 1) pour tout i, j ∈ {1, · · · , n}. Alors la trTLEP(n)-structure
fournie, selon le proce´de´ du paragraphe 3, par le re´seau de Brieskorn de la de´formation
F (u, x) = f(u) +
n∑
j=1
xjuj
admet une de´formation universelle.
Remarque 4.2.5 1. L’hypothe`se sur les φ∗(uj) n’est faite que pour garantir la condition (IC) :
elle est souvent trop forte (c’est le cas dans l’exemple ci-dessous). Par contre, et a` cause de la
proposition 4.2.1, notre me´thode requiert toujours φ(ui) < 1.
2. Le choix de la de´formation conside´re´e est motive´ par la condition (GC) : bien entendu, il
n’est pas toujours optimal. Par exemple, si l’on conside`re f(u1, u2) = u
3
1 + u
2
2 il suffit de prendre
F (u1, u2, x1) = u
3
1 + u
2
2 + x1u1.
Cette manie`re de voir est particulie`rement utile si l’on conside`re les polynoˆmes quasi-homoge`nes,
polynoˆmes pour lesquels on a toujours R0 = 0 sur E0 : dans la condition (GC), l’hypothe`se portant
sur R0 est par vide. Le the´ore`me 4.2.5 est par conse´quent ide´alement adapte´ a` cette situation.
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4.2.2 Un exemple
Soit f : C2 → C, f(u1, u2) = u
5
1 + u
5
2. On a µ = 16 et les monoˆmes
1, u1, u2, u
2
1, u1u2, u
2
2, u
3
1, u
2
1u2, u1u
2
2, u
3
2, u
3
1u2, u
2
1u
2
2, u1u
3
2, u
3
1u
2
2, u
2
1u
3
2, u
3
1u
3
2
forment une base de C[u1, u2]/(∂f/∂u1, ∂f/∂u2). Un de´ploiement universel de f peut s’e´crire
F˜ (u1, u2, x) = f(u1, u2) +
16∑
i=1
xigi(u)
ou` les gi parcourent l’ensemble des monoˆmes ci-dessus. Cet exemple est particulie`rement inte´ressant
parce qu’il s’agit d’un des cas le plus simple ou` F˜ a des points critiques qui disparaissent a` l’infini
quand les parame`tres xi tendent vers 0 et pour lequel par conse´quent notre me´thode est parti-
culie`rement efficace.
Avec les notations ci-dessus, on a
φ∗(ui1u
j
2) =
i+ j + 2
5
pour tout i ∈ N et tout j ∈ N. En particulier, φ∗(1) = 2/5 est minimal et cette valeur n’est atteinte
que pour le monoˆme 1 : la classe de la forme du1 ∧ du2 est donc primitive et homoge`ne. On a aussi
φ(u1) = 1/5 < 1 et φ(u2) = 1/5 < 1.
On conside`re donc
F (u1, u2, x1, x2) = f(u1, u2) + x1u1 + x2u2.
Il est clair que les classes de u1 et u2 dans C[u1, u2]/(∂u1f, ∂u2f) sont inde´pendantes. La condition
(IC) est par conse´quent ve´rifie´e. La condition (GC) re´sulte du choix des monoˆmes u1 et u2. La
seule chose a` faire est de re´soudre le proble`me de Birkhoff pour le re´seau de Brieskorn G0 associe´
a` F . Il nous faut donc trouver une base ǫ qui ve´rifie les conclusions du corollaire 3.1.3 et qui se
comporte bien vis-a`-vis de la dualite´. Tout ceci peut se faire a` la main.
Notons ǫi,j = [u
i
1u
j
2du1 ∧ du2] ou` [ ] de´signe la classe de l’e´le´ment conside´re´ dans le re´seau de Bries-
korn G0. Comme φ(u1) < 1 et φ(u2) < 1, la proposition 2.2.1 nous fournit les re´sultats suivants :
• G0 est libre, de rang 16, sur C[x1, x2, θ],
• ǫ = (ǫi,j)0≤i≤3,0≤j≤3 est une base de G0 sur C[x1, x2, θ].
Nous allons ve´rifier tout d’abord que cette base est bien une solution au proble`me de Birkhoff au
sens du corollaire 3.1.3. On a
Fui1u
j
2 =
4
5
x1u
i+1
1 u
j
2 +
4
5
x2u
i
1u
j+1
2 + dF ∧ [−
1
5
ui1u
j+1
2 du1 +
1
5
ui+11 u
j
2du2]
d’ou`
θ2∇∂θǫi,j =
4
5
x1ǫi+1,j +
4
5
x2ǫi,j+1 +
i+ j + 2
5
θǫi,j
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dans G0 pour 0 ≤ i ≤ 2 et 0 ≤ j ≤ 2.
De plus,
Fu31u
j
2 = −
4
25
x21u
j
2 +
4
5
x2u
3
1u
j+1
2 + dF ∧ [−
1
5
u31u
j+1
2 du1 +
1
5
(u41u
j
2 +
4
5
x1u
j
2)du2],
Fui1u
3
2 = −
4
25
x22u
i
1 +
4
5
x1u
i+1
1 u
3
2 + dF ∧ [−
1
5
(ui1u
4
2 +
4
5
x2u
i
1)du1 +
1
5
ui+11 u
3
2du2]
et
Fu31u
3
2 = −
4
25
x21u
3
2 −
4
25
x22u
3
1 + dF ∧ [(−
1
5
u31u
4
2 −
4
25
x2u
3
1)du1 + (
1
5
u41u
3
2 +
4
25
x1u
3
2)du2].
On en de´duit
θ2∇∂θǫ3,j = −
4
25
x21ǫ0,j +
4
5
x2ǫ3,j+1 +
5 + j
5
θǫ3,j
pour 0 ≤ j ≤ 2,
θ2∇∂θǫi,3 = −
4
25
x22ǫi,0 +
4
5
x1ǫi+1,3 +
5 + i
5
θǫi,3
pour 0 ≤ i ≤ 2 et
θ2∇∂θǫ3,3 = −
4
25
x21ǫ0,3 −
4
25
x22ǫ3,0 +
8
5
θǫ3,3.
Ceci montre que la matrice de θ2∇∂θ dans la base ǫ s’e´crit bien sous la forme voulue : les matrices
B0(x) et B∞ se de´duisent des formules pre´ce´dentes. Remarquons que B∞ est constante, diagonale,
et que ses valeurs propres sont les rationnels φ∗(ui1u
j
2), 0 ≤ i ≤ 3, 0 ≤ j ≤ 3.
Des calculs analogues aux pre´ce´dents (il suffit d’e´valuer la multiplication par −ui, i = 1, 2, dans la
base ǫ) montrent que la matrice de ∇∂xi , i = 1, 2, dans la base ǫ s’e´crit C
(i)(x)θ−1 avec
C(1)(x)(ǫi,j) = −ǫi+1,j
si i ≤ 2,
C(1)(x)(ǫ3,j) = +
x1
5
ǫ0,j,
C(2)(x)(ǫi,j) = −ǫi,j+1
si j ≤ 2,
C(2)(x)(ǫi,3) =
x2
5
ǫi,0.
En re´sume´, la matrice de la connexion ∇ dans la base ǫ s’e´crit
(
B0(x)
θ
+B∞)
dθ
θ
+
C(1)(x)
θ
dx1 +
C(2)(x)
θ
dx2.
Terminons par le comportement de la base ǫ vis-a`-vis de la dualite´ : on pose
S(ǫi,j , ǫk,l) = τ
−n
si k = 3− i et l = 3− j,
S(ǫi,j, ǫk,l) = 0
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sinon. Ceci fournit une forme sequiline´aire sur G (voir le paragraphe 3.3.3). Les calculs ci-dessus
montrent que les matrices B∞,B0(x), C
(1)(x) et C(2)(x) sont bien syme´triques au sens ou`
B∞ +B
∗
∞ = nI, B0(x)
∗ = B0(x), C
(1)(x)∗ = C(1)(x), C(2)(x)∗ = C(2)(x),
B∗ de´signant l’adjoint deB relativement a` S. Par conse´quent, S est bien compatible aux connexions,
de poids n relativement au re´seau G0. La solution au proble`me de Birkhoff trouve´e ici ne de´pend
pas des parame`tres x1 et x2 : ceci est un cas tout a` fait exceptionnel.
5 µ-constant : remarques sur le cas ge´ne´ral
La de´formation envisage´e dans les paragraphes 2 et 3 de ces notes peut sembler restrictive, meˆme
si elle suffit si l’on privile´gie la construction de structures de Frobenius. Il serait tre`s inte´ressant
d’e´tudier le syste`me de Gauss-Manin et le re´seau de Brieskorn associe´s a` une famille ge´ne´rale de po-
lynoˆmes M -tame (et donc plus ne´cessairement non de´ge´ne´re´s) a` nombre de Milnor global constant
et de ge´ne´raliser par exemple les re´sultats de la proposition 2.3.1. Dans le cas local c’est une affaire
entendue (voir par exemple [Va] et [Sai]). Cependant, meˆme dans le cas commode et non de´ge´ne´re´,
les arguments employe´s dans ces notes sont mis en de´faut (le lemme de division n’apporte rien dans
les cas ’limites’). Se pose en particulier le proble`me de l’identification de la V -filtration. Il faut donc
imaginer autre chose.
Cohe´rence. La premie`re question qui se pose est la cohe´rence du re´seau de Brieskorn G0 d’une
telle de´formation : ceci devrait eˆtre fait en utilisant par exemple les arguments expose´s dans [BG],
en particulier le the´ore`me de Kiehl-Verdier. Il faut cependant faire attention au phe´nome`ne e´ventuel
des “plis e´vanescents (a` l’infini)” et utiliser les re´sultats de Leˆ-Ramanujam [LR] qui s’e´tendent sans
difficulte´s, avec les meˆmes preuves, aux polynoˆmes M -tame (voir [VZ]). On obtient ainsi un OM [t]-
module de type fini M0 et, par transformation de Fourier un OM [θ]-module libre de type fini G0
en e´vitant le proce´de´ d’alge´brisation de Malgrange utilise´ dans [DoSa].
Fibre´s et sous-fibre´s. La deuxie`me question, qui s’impose naturellement si l’on veut e´tendre
les re´sultats obtenus ci-dessus (en particulier ceux de la proposition 2.3.1), est la suivante : on doit
s’attendre (et c’est la` un point clef qui devrait pouvoir se montrer en remarquant que G est l’image
re´ciproque d’un C[τ ] < ∂τ >-module holonome) a` ce que les
Hα := VαG/V<αG
soient des OM -modules localement libres et de´finir de la meˆme manie`re qu’en 2.3 (voir plus parti-
culie`rement le corollaire 2.3.2), a` l’aide de la V -filtration le long de τ := θ−1 = 0, une filtration de
chaque Hα par des OM -modules
FpHα :=
VαG ∩ τ
pG0 + V<αG
V<αG
(la filtration de Hodge). Le point est maintenant le suivant : les FpHα sont-ils des sous-fibre´s (peut
on espe´rer obtenir sur M une variation de structures de Hodge mixtes au sens de Steenbrink-
Zucker) ? La re´ponse est oui dans le cas local (c’est ce que montre Varchenko dans [Va]). Signalons
que cette question (les Fp sont-ils des sous-fibre´s ?) est inde´pendante de la re´solution du proble`me
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de Birkhoff (et donc de la construction de structures de Frobenius). Remarquons aussi, pour faire
bonne mesure, que la condition de transverslite´ de Griffiths se lit a priori
∇∂xFpHα ⊂ Fp+1Hα
(a` comparer avec la remarque 2.3.2).
Le proble`me de Birkhoff. Si les Hα sont OM -localement libres, le proble`me de Birkhoff pour
G0 admet une solution aise´e (par voie analytique cependant), une fois que l’on sait le re´soudre pour la
valeur 0 des parame`tres (il est remarquable ici de constater que l’on peut oublier la filtration F• sur
Hα, il suffit juste de la conside´rer pour la valeur nulle des parame`tres) : on utilise la de´composition
H0α = ⊕p∈ZFpH
0
α ∩ U
pH0α
(H0α de´signe comme ci-dessus la restriction de Hα a` la valeur nulle des parame`tres) pour obtenir,
par transport paralle`le, la de´composition
Hα = ⊕p∈ZGα,p
(les Gα,p sont des OM -modules localement libres, rappelons queHα est suppose´ eˆtre OM -localement
libre). Cette de´composition permet de de´finir une filtration de´croissante U• de Hα, stable par τ∇∂τ
et ∇∂xi (de la meˆme manie`re qu’ au paragraphe 3) en posant
UpHα = ⊕q≥pGα,q.
A son tour, par le proce´de´ maintenant habituel, cette filtration de´croissante donne un re´seau G∞,
logarithmique le long de τ = 0 (ou encore G∞ ve´rifie les conditions b. et c. de la proposition
3.1.1). Ce re´seau permet de de´finir un fibre´ trivial sur P1 ×M (quitte a` re´tre´cir M), parce que la
trivialite´ est une proprie´te´ ouverte, muni d’une connexion a` poˆles logarithmiques le long de τ = 0
et de rang de Poincare´ infe´rieur ou e´gal a` 1 en τ = ∞. Ceci donne une solution au proble`me de
Birkhoff pour G0. Notons cependant que, contrairement au cas traite´ dans les paragraphes 2. et 3.
de ces notes, la restriction de cette solution n’est pas e´gale a` la solution de la restriction donne´e
par [DoSa, appendix B], parce qu’en ge´ne´ral ∇∂xFpHα ⊂ Fp+1Hα : si tel e´tait le cas, on aurait,
avec les notations pre´ce´dentes, FpHα = ⊕q≤pGα,q et donc
∇∂xFpHα ⊂ FpHα.
Remarquons que cette dernie`re inclusion est vraie si et seulement si, pour tout i et tout ω ∈ Ωn(U)
dont la classe appartient a` VαG ∩G0, la classe de
∂F
∂xi
ω dans G appartient en fait a`
V<α+1G ∩G0 + Vα+1G ∩ θG0.
Quoi qu’il en soit, il n’est pas aise´, excepte´ dans des cas simples comme celui conside´re´ dans les
paragraphes 2 et 3 de ces notes, de le ve´rifier, ne serait-ce que parce que l’on ne dispose pas de
description explicite de la V -filtration.
Nous sommes maintenant en mesure d’affiner [Mal, the´ore`me 2.2]. Soit en effet (ω1, · · · , ωµ) une
solution du proble`me de Birkhoff pour la valeur nulle des parame`tres donne´e par [DoSa, appendix
B], avec, pour tout i,
ωi ∈ VαiG
o ∩Go0
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Go (resp. Go0) de´signant le syste`me de Gauss-Manin (resp. le re´seau de Brieskorn) absolu et V• la
filtration de Malgrange-Kashiwara. Si (ω˜1, · · · , ω˜µ) de´signe l’extension de cette solution donne´e par
le re´sultat de Malgrange, alors la restriction ω˜xi de la section globale ω˜i a` la valeur x des parame`tres
appartient a`
VαiG
x ∩Gx0 ,
Gx (resp. Gx0) de´signant la restriction a` x du syste`me de Gauss-Manin G (resp. du re´seau de
Brieskorn G0) associe´ a` la de´formation a` µ-constant conside´re´e (il s’agit en fait des transforme´s de
Fourier du syste`me de Gauss-Manin et du re´seau de Brieskorn habituels, voir le de´but du paragraphe
2). Ce re´sultat doit eˆtre rapproche´ de [Sai, (3.6.3)] ; on peut d’ailleurs penser que l’on obtient ainsi
une carate´risation de la strate a` µ (global)-constant.
Signalons pour finir que le comportement par dualite´ ne pose pas de proble`mes : si l’on part
d’une S-solution (au sens de [DoSa, appendix B]) on obtient par ce proce´de´ une S-solution parce
que la dualite´ est compatible avec les connexions.
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