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ABSTRACT
Local explanation methods, also known as attribution methods, attribute a deep
network’s prediction to its input (cf. Baehrens et al. (2010)). We respond to the
claim from Adebayo et al. (2018) that local explanation methods lack sensitiv-
ity, i.e., DNNs with randomly-initialized weights produce explanations that are
both visually and quantitatively similar to those produced by DNNs with learned
weights.
Further investigation reveals that their findings are due to two choices in their
analysis: (a) ignoring the signs of the attributions; and (b) for integrated gradi-
ents (IG), including pixels in their analysis that have zero attributions by choice of
the baseline (an auxiliary input relative to which the attributions are computed).
When both factors are accounted for, IG attributions for a random network and the
actual network are uncorrelated. Our investigation also sheds light on how these
issues affect visualizations, although we note that more work is needed to un-
derstand how viewers interpret the difference between the random and the actual
attributions.
1 INTRODUCTION
Local explanation methods (also known as attribution methods) attribute a deep network’s prediction
to its input (cf. Baehrens et al. (2010); Simonyan et al. (2013); Shrikumar et al. (2017); Binder
et al. (2016); Springenberg et al. (2014); Lundberg & Lee (2017); Sundararajan et al. (2017)). For
instance, the network may perform an object recognition task. It takes as input an image and predicts
scores for classes that are synonymous with objects in the image. The attributions then assign
importance scores to the pixels.
We respond to the claim from Adebayo et al. (2018) that local explanation methods lack sensitiv-
ity, i.e., DNNs with randomly-initialized weights produce explanations that are both visually and
quantitatively similar to those produced by DNNs with learned weights.
In this response, we show that the two methods (Spearman correlation and visual similarity)
that Adebayo et al. (2018) used to demonstrate this insensitivity made certain choices due to which
they saw this insensitivity. To be clear, we do not show that local explanation methods are trustwor-
thy. Rather, we attempt to demonstrate that Adebayo et al. (2018) does not seem to show that they
are not. Specifically, we only address claims for one of the local explanation methods studied, i.e.,
Integrated Gradients, but the issues with the investigation possibly apply to other methods. Like-
wise, we also only discuss results about MNIST, but the impact of these choices likely applies to
other tasks too.
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2 METHODOLOGY OF ADEBAYO ET AL. (2018)
Adebayo et al. (2018) studies sensitivity of an explanation method to network parameters by ran-
domizing the parameters starting from the topmost layer and going all the way to the bottom.1 They
then visually and quantitatively assess the changes in the generated explanation for a given set of
inputs. The quantitative assessment involves computing the spearman rank correlation between the
explanation vector from the original network and one with parameters randomized. If the correla-
tion is high, then the network is (supposedly) not sensitive to the parameters that were randomized,
and therefore the importance scores assigned by the attribution method are suspect. The explanation
vectors are normalized by taking their absolute values.
3 SENSITIVITY OF INTEGRATED GRADIENTS
We carefully examine the visualizations and the spearman rank correlation for explanations pro-
duced using the Integrated Gradients method Sundararajan et al. (2017). Formally, the integrated
gradient for the ith base feature (e.g. a pixel) of an input x and baseline x′ is defined as:
IntegratedGradsi(x) ::= (xi − x′i) ·
∫ 1
α=0
∂F (x′+α(x−x′))
∂xi
dα (1)
where ∂F (x)∂xi is the gradient of F along the i
th dimension at x.
It is claimed that these importance scores remain visually and quantitatively unchanged as the the
network is randomized. We argue that these findings are due to certain artifacts of how the visual-
ization and spearman rank correlation is computed.
3.1 SPEARMAN RANK CORRELATION
We begin by mentioning a property of spearman rank correlation. Consider any two positive vectors
a1, a2 ∈ Rn such that there exist k common indices where a1 and a2 are both zero. The spearman
rank correlation between a1 and a2 saturates to 1.0 as k increases. Figure 1 shows this empirically
for two positive random vectors. Even when k is only 50% of the indices, the spearman rank
correlation is more than 0.8.
Adebayo et al. (2018) reports results on sensitivity of integrated gradients for a 3-hidden layer CNN
trained over the MNIST dataset. Furthermore, the integrated gradient vectors are normalized by
taking absolute value before computing spearman correlation.
Integrated gradients explain the networks prediction for an input relative to a certain baseline.
In Adebayo et al. (2018), as Sundararajan et al. (2017) recommends, Integrated gradients are com-
puted using a black image as baseline. A mathematical property of the method is that features (pixels
in the case of image models) that have identical values at the input and the baseline are guaranteed
to receive zero attribution.
Therefore, if a1 and a2 are integrated vectors from two different networks for the same MNIST
image and black baseline, then a1 and a2 would be identically zero for all pixels that are black in
the image. A typical MNIST image consists of a large number (nearly 80%) of black pixels, and
therefore by the property stated at the beginning of this section, abs(a1) and abs(a2) would have
a high spearman rank correlation; here abs is the absolute value function. Note that this is true
regardless of the network architecture or parameters of the two networks.
The above result explains why Adebayo et al. (2018) empirically find high spearman correlation
(nearly 1.0) between (normalized) integrated gradients as the network parameters are gradually ran-
domized. We consider this high correlation artifactual as it follows from the choice of baseline. A
better correlation metric would be to consider the spearman rank correlation between the integrated
gradient values of only those pixels that change between the baseline and input. When the baseline
is black this amounts to considering only those pixels that are nonzero in the input image. We call
this metric spearmannz .
1They call this “cascading randomization” of the network. Randomization involves reinitializing parameters
with truncated normal distribution with mean 0 and standard deviation 0.01.
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Figure 1: Spearman rank correlation between two vectors as a function of the number of
common indices where both vectors are zero. The y-axis shows the spearman rank correlation
value between two positive random vectors of size 784 (which is the size of an MNIST input). The
plot show how the correlation changes as the number of common indices where both vectors are
zero changes increases from 0 to 784.
Figure 2: Spearman rank correlation as the network is randomized. The y-axis shows the
correlation value. Each point on the x-axis corresponds to a network with paramaters upto that
layer randomized. The blue plot shows the spearman rank correlation between the unnormalized
integrated gradients from the original trained network and a randomized network. The green plot
shows the correlation after normalizing the integrated gradient vectors, and the red plot shows the
correlation after normalizing and only considering the pixels that are nonzero in the input, i.e., the
spearmannz correlation. All plots report the average correlation over 50 randomly sampled MNIST
images.
We now use the spearmannz metric to compare (normalized) integrated gradients computed for a
trained network with that computed for a network with randomized parameters. Figure 2 (red plot)
shows the trend of the spearmannz correlation as parameters of the network are randomized in
a cascading manner starting from the “Output” layer down to the first convolutional layer (called
“Conv1”). It is clear that the spearmannz correlation drops sharply as soon as parameters in the
“Output” layer are randomized.
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Remark 1 We notice in Figure 2 that the spearmannz correlation plateaus around 0.4 after the
“Ouput” layer is randomized. This can be explained as follows. Once the output layer is random-
ized, the gradient of the prediction with respect to the input pixels is effectively random. Now, why
does the spearman correlation not go to zero? The mathematical form of integrated gradients in-
cludes scaling the integration of the gradients by the input, i.e., in Equation 1, the term (xi − x′i);
recall that x′iis zero because the baseline is black. That is, the mathematical form includes a non-
random component that sets a bound on how low the correlations can go, i.e., when the parameters
are random, the integrated gradients important scores are effectively 〈x 〉 × 〈randomvector〉. We
empirically find that the average spearmannz correlation between two such integrated gradient
vectors is 0.424 (99% CI [0.413, 0.437]), which is what the correlation between the integrated gra-
dients for the original network and those for the randomized network approximately converges to in
Figure 2.
Remark 2 We find that the normalization of the integrated gradients by taking the absolute value is
crucial for the findings in Adebayo et al. (2018). In particular we find that without the normaliza-
tion, correlation under the original spearman metric drops all the way to 0.0 as parameters of the
network are randomized; see the blue plot in Figure 2.
3.2 VISUALIZATION
Adebayo et al. (2018) show that visualizations of normalized integrated gradients are largely un-
changed as parameters of the network are randomized. We notice that the blame for this falls on
the normalization, i.e., taking absolute values. In particular, doing this conflates pixels that receive
positive attribution with those that receive negative attribution. A more faithful visualization is one
that preserves the sign, and shows pixels with positive and negative attribution on separate channels.
Figure 3 shows such visualizations of integrated gradients for a few MNIST images. It also shows
how the visualizations change as parameters of the network are gradually randomized. (All visual-
izations are for the same label as that of the original image.) It is clear that the sign of the integrated
gradient value of a pixel is highly sensitive to the parameters of the network. For instance, notice
how different parts of the number “8” flip from positive to negative attribution as the network is ran-
domized. Notice also that the attributions for the original unrandomized network appear to highlight
entire strokes whereas the attributions for the randomized networks appear disjointed.
Furthermore, while the visualizations in Figure 3 preserve the sign of the integrated gradients vec-
tors, they do not reflect its magnitude. Each visualization is obtained by scaling the min and max
values to 0 and 255 respectively, and therefore destroys the magnitude information. A mathematical
property of integrated gradients is that the sum of the integrated gradient scores of all features adds
up to the prediction score at the input minus the prediction score at the baseline. As parameters of
the network are randomized, the final prediction score for the original label drops significantly, and
so does the sum of the integrated gradients across all pixels. We verify this empirically in Figure 3.
Notice that the sum of the integrated gradient values across all pixels approaches 0 as parameters of
the network are randomized.
That said, we do agree that further work needs to be done on careful visualizations for attribution.
For image-based use-cases, humans consume the visualizations and not the numbers and if the
visualizations are not carefully done, we risk losing relevant information contained in attribution
scores.
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