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Association rules mining (ARM) is one of the most important problems in knowledge discovery
and data mining. The goal of it is to acquire consumption habits of customers by discovering the
relationships between items from a transaction database that has a large number of transactions and
items. In this paper, we address ARM in the quantum settings and propose a quantum algorithm
for the most compute intensive process in ARM, i.e., finding out the frequent 1-itemsets and 2-
itemsets. In our algorithm, to mine the frequent 1-itemsets efficiently, we use the technique of
amplitude amplification. To mine the frequent 2-itemsets efficiently, we introduce a new quantum
state tomography scheme, i.e., pure-state-based tomography. It is shown that our algorithm is
potential to offer polynomial speedup over the classical algorithm.
PACS numbers: 03.67.Dd, 03.67.Hk
Introduction.—Quantum computing provides a
paradigm that makes use of quantum mechanical
principles, such as superposition and entanglement, to
perform computing tasks in quantum systems (quantum
computers) [1]. Just as classical algorithms run in the
classical computers, a quantum algorithm is a step-by-
step procedure run in the quantum computers for solving
a certain problem, which, more interestingly, is expected
to outperform the classical algorithms for the same
problem. As of now, various quantum algorithms have
been put forward to solve a number of problems faster
than their classical counterparts [2], and mainly fall
into one of three classes [3]. The first class features the
famous Shor’s algorithm [4] for large number factoring
and discrete logarithm, which offers exponential speedup
over the classical algorithms for the same problems. The
second class are represented by the Grover’s quantum
search [5] and its generalized version, i.e., amplitude
amplification [6], which achieve quadratic speedup over
the classical search algorithm. The third class contains
the algorithms for quantum simulation [7], the original
idea of which is suggested by Feynman [9] to speed
up the simulation of quantum systems using quantum
computers.
In the past decade, quantum simulation has made
great progress in efficient sparse Hamiltonian simulation
[8], which underlies two important quantum algorithms,
quantum algorithm for solving linear equations (called
HHL algorithm) [10] and quantum principal component
analysis [11]. The former is to generate a pure quantum
state encoding the solution of linear equations, which is
potential to achieve exponential speedup over the best
classical algorithm for the same problem. The latter
is an efficient quantum state tomography on quantum
sates with low-rank or approximately low-rank density
matrix based on the technique of density matrix expo-
nentiation. Inspired by these two algorithms, a num-
ber of quantum machine learning algorithms for big data
have been proposed and potentially exhibit exponential
speedup over the classical algorithms [12–15]. For exam-
ple, the quantum support vector machine was recently
proposed for big data classification [14]. These quan-
tum machine learning algorithms will evidently make the
tasks of big data mining be accomplished more efficiently
than their classical counterparts.
In this letter, we address another important problem
in big data mining, association rules mining (ARM), in
the quantum settings. The goal of ARM is to acquire
consumption habits by mining association rules from a
large transaction database [16–18]. More formally, given
a transaction database consisting of a large number of
transactions and items, the task of ARM is to discover
the association rules connecting two itemsets (an itemset
is a set of items) A and B in the conditional implication
form A ⇒ B, which implies that a customer who buys
the items in A also tends to buy the items in B. The core
of ARM is to mine the itemsets that frequently occur in
the transactions. In the classical regime, various algo-
rithms for mining frequent itemsets have been proposed
and well studied over the past decades [16], the most fa-
mous one being the Apriori algorithm [17]. However, the
information explosion today makes the database to be
processed extremely large, which poses great challenges
to the compute ability of classical computers for under-
taking ARM by using these algorithms. Therefore, it is
of great significance to propose more efficient algorithms
for ARM.
In practice, the processing cost of mining frequent 1-
itemsets (k-itemset is a set of k items) and 2-itemsets
dominates the total processing cost of mining all the fre-
quent itemsets in ARM [18]. Therefore, in this letter,
we propose a quantum algorithm for mining frequent 1-
itemsets and 2-itemsets. In our algorithm, the technique
of amplitude amplification [6] is applied to efficiently
mine frequent 1-itemsets. To efficiently mine frequent
2-itemsets, we introduce a new quantum state tomog-
2raphy scheme, i.e., pure-state-based tomography, which
could be applied to efficiently reconstruct the approx-
imately low-rank density matrix with nonnegative ele-
ments. It will be shown that this algorithm is potential
to achieve polynomial speedup over the classical sampling
algorithm.
Review of ARM.—We first review some basic concepts
and notations in ARM. Suppose a transaction database,
the objective ARM deals with, contains N transactions
T = {T1, T2, · · · , TN} and each one is a subset of M
items I = {I1, I2, · · · , IM}, i.e., Ti ⊆ I. It can also be
seen as N ×M binary matrix denoted by D in which the
element Dij = 1(0) means that the item Ij is (not) con-
tained in the transaction Ti. The support of an itemset
X is defined as the proportion of transactions in T that
contain all the items in X , i.e., supp(X) = |{Ti|X⊆Ti}|
N
.
An association rule connects two disjoint itemsets A and
B and is of the implication form A ⇒ B. Its support
(confidence) is defined as supp(A ⇒ B) = supp(A ∪ B)
(conf(A ⇒ B) = supp(A∪B)supp(B) ). A rule is called frequent
(confident) if its support (confidence) is not less than a
prespecified threshold min supp (min conf). The task
of ARM is to find out the rules A ⇒ B that are both
frequent and confident. This can be achieved by two
phases: (1) find out all the frequent itemsets X , defined
as supp(X) > min supp; (2)find out all the rules A⇒ B
such that A ∪ B = X and it is confident. Because the
second phase is much less costly than the first, the core
work of ARM lies in the first phase. Furthermore, the
processing cost in discovering frequent 1-itemsets and 2-
itemsets, denoted by F1 and F2 respectively, dominates
the total processing cost of the first phase. Therefore,
how to reduce the cost of discovering F1 and F2 is of
great significance.
Based on the Apriori property stating that all
nonempty subset of a frequent itemset must also be fre-
quent, mining F1 and F2 can be done in a level-wise
manner. Firstly, one can compute all the supports of
each item and pick out the frequent items to constitute
F1. Secondly, one can use F1 to generate the candidate
2-itemsets C2 = F1 ⊲⊳ F1 = {{Ii, Ij}|Ii, Ij ∈ F1, Ii 6= Ij},
compute the supports of itemsets in C2 and then pick out
the frequent ones to constitute F2. In fact, computing the
support of any 1-itemset or 2-itemset can be transformed
into computing the inner product of two binary vectors.
Suppose the transaction database corresponds to aN×M
binary matrix D = (
−→
d1,
−→
d2, · · · ,−→dM ), then the support of
any 1-itemset Ii can be computed by Sii =
−→
di·−→di
N
and
the support of any 2-itemset {Ii, Ij} can be computed by
Sij =
−→
di·−→dj
N
. Therefore, the supports of all the 1-itemsets
and 2-itemsets can be computed by S = D
TD
N
, where
DT is the transpose of the matrix D and the supports of
all the 1-itemsets (2-itemsets) correspond to the diagonal
(off-diagonal) elements of S.
Pure-state-based quantum state tomography.— Before
giving the details of our quantum algorithm for mining F1
and F2, we first introduce a new quantum state tomogra-
phy, pure-state-base tomography, which will be used to
mine F2 as a key subroutine. Quantum state tomogra-
phy is a process of reconstructing the density matrix of
an unknown quantum state by performing series of mea-
surements on a large number of copies of this state. In
general, tomography on a d-dimensional quantum state
requires d2 measurement settings [19]. However, in many
cases, the density matrix of the state could be of low
or approximately low rank [11, 20]. That is, it can be
approximately constructed by r ≪ d largest eigenval-
ues and their corresponding eigenvectors from the spec-
tral decomposition. In this case, two recently invented
tomography techniques, quantum state tomography via
compressed sensing [19] and quantum principal compo-
nent analysis [11], can be applied. Both schemes require
only O(rdpoly(log(d))) measurement settings, which of-
fer significant improvement on large quantum systems.
However, all the above tomography schemes will per-
form postprocessing in the classical computer on the mea-
surement outcomes to reconstruct the classical descrip-
tion of the density matrix, and this will take time Ω(d2)
because d2 elements of the density matrix need to be
determined. Here we propose a new quantum state to-
mography scheme, named pure-state-based quantum state
tomography, that is potential to overcome this limit and
more direct to obtain the elements of density matrix. In
our scheme, we do not directly perform tomography on
the state written as ρ =
∑d
i,j=1 ρij |i〉〈j| but transform
it into a pure state approximating
∑d
i,j=1 ρij |i〉|j〉√∑
d
i,j=1 |ρij |2
. Once
the pure state is created, one can perform measurements
on the pure state to reveal the information of ρij with
bounded error. To illustrate it, we first show how to
prepare this pure state in the following.
Theorem 1. Suppose the a d-dimensional quantum
state with density matrix ρ =
∑d
i,j=1 ρij |i〉〈j| has eigen-
values λj satisfying
1
κ
≤ λj ≤ 1 and can be gener-
ated in time Tρ, then a pure state |ψ〉 approximating
|ψρ〉 =
∑d
i,j=1 ρij |i〉|j〉√∑
d
i,j=1 |ρij |2
as ‖|ψ〉 − |ψρ〉‖ ≤ ǫ can be created
taking O(κ3
ǫ3
) copies of ρ and time O(Tρκ3
ǫ3
).
Proof. The idea for creating the pure state |ψ〉 is
that performing the operation ρ ⊗ I on the state vector∑d
k=1 |k〉|k〉√
d
will yield
∑d
k=1{(
∑d
i,j=1 ρij |i〉〈j|)|k〉}|k〉√
d
=
∑d
i,k=1 ρik|i〉|k〉√
d
.(1)
Performing the operation can be achieved by the tech-
nique of improved phase estimation together with con-
trolled rotation operation which has been applied in HHL
3algorithm [10] and a number of quantum machine learn-
ing algorithms [12–15]. The detailed steps are presented
as follows:
1. Prepare three quantum registers in the initial state
(
√
2
t
t−1∑
τ=0
sin(
π(τ + 1/2)
t
)|τ〉)(
∑d
k=1 |k〉|k〉√
d
). (2)
2. Perform the controlled unitary operation∑t−1
τ=0 |τ〉〈τ | ⊗ e
−iρτt0
t on the first two registers. Here
t0 and t are two parameters introduced to adjust the ac-
curacy. Implementing the operation requires the tech-
niques of density matrix exponentiation and its con-
trolled fashion[11], which takes t copies of ρ and intro-
duces error O( t20
t
)[11, 14]. Thus, to ensure the error is
within ǫ, t is set t = O( t20
ǫ
).
3. Apply Fourier transformation on the first register
to obtain a state close to
∑d
j,k=1 |λj〉〈uj |k〉|uj〉|k〉√
d
, where λj
and |uj〉 are the eigenvalues and eigenvectors of ρ, i.e.,
ρ =
∑d
j=1 λj |uj〉〈uj |. The error of eigenvalue in the first
register is within O( 1
t0
) and the error induced of final
state is within O( κ
t0
) [10]. Therefore, in order to ensure
the final error is within ǫ, t0 should be set t0 = O(κǫ ) and
t = O(κ2
ǫ3
).
4. Introduce an auxiliary qubit in the state |0〉 and per-
form the controlled unitary operation on the eigenvalue
register and the auxiliary qubit to generate the state ap-
proximating
∑d
j,k=1 |λj〉〈uj |k〉|uj〉|k〉(
√
1−|Cλj |2|0〉+Cλj |1〉)√
d
,
where C ∈ O(maxjλj)−1.
5. Erase the eigenvalue register and the state is near
to
∑d
j,k=1〈uj |k〉|uj〉|k〉(
√
1−|Cλj |2|0〉+Cλj |1〉)√
d
.
6. Measure the last qubit until obtaining the outcome
|1〉. Then we obtain the state |ψ〉 close to
∑d
j,k=1 λj〈uj |k〉|uj〉|k〉
B
=
(ρ⊗ I)∑dk=1 |k〉|k〉
B
=
∑d
i,k=1 ρik|i〉|k〉
B
, (3)
i.e., |ψρ〉, where B =
√∑d
l=1 λ
2
l =
√∑d
i,j=1 |ρij |2. Obvi-
ously, this state vector is proportional to the vector (1).
The probability of obtaining |1〉 is ∑dj=1 |Cλj |2d ∈ Ω( 1κ2 ).
Thus O(κ2) measurements are needed to obtain this out-
come with a large probability. The technique of ampli-
tude amplification [6] can be applied to reduce the num-
ber of repetitions to O(κ).
According to the steps 3 and 6, we can see that the
number of copies of ρ required to create |ψ〉 scales as
O(tκ) = O(κ3
ǫ3
) and thus the time complexity scales as
O(Tρκ3
ǫ3
). Here the time for simulating the SWAP oper-
ator (in step 2) for time t0
t
is too small to be neglected
[14].
However, for the state ρ of low or approximately low
rank, the lower bound 1
κ
will be extremely small, or
equivalently, κ will be extremely large. According to the
theorem above, it will make creating the pure state |ψ〉
very expensive in time. To overcome this problem, in-
spired by [10, 14], a constant ǫeff = O(1) is chosen and
only the eigenvalues ǫeff ≤ λj ≤ 1 are taken into consid-
ered. In this case, in step 6, the probability of obtaining
|1〉 will be Ω( ǫ
2
eff
d
). Consequently, it will take O(
√
d
ǫ3
eff
ǫ3
)
copies of ρ and time O( Tρ
√
d
ǫ3
eff
ǫ3
) to create |ψ〉.
After creating the pure state |ψ〉, one can perform mea-
surements on the state to reveal the estimates of ρij .
Take the case that ρ is approximately low-rank and all of
ρij are nonnegative real numbers as an example. One can
perform the measurements in the computational basis on
|ψ〉 and get the outcome |i〉|j〉 with proportion pij , then
ρij can be estimated by B
√
pij . Here B =
√∑d
l=1 λ
2
l
can be estimated by estimating λl via quantum principal
component analysis [11]. This takes a little cost because
ρ is approximately low-rank. Moreover, assuming that
there are d′ significantly large elements in ρ, or equiva-
lently in |ψ〉, O( d′
ǫ2
) measurements in the computational
basis are needed to approximate |ψ〉 and ensure sum of
the squared errors is within ǫ2. The total runtime of
tomography is O(Tρd′
√
d
ǫ3
eff
ǫ5
).
Quantum Algorithm.—
1. Mining frequent 1-itemsets. Mining frequent 1-
itemsets requires estimating the supports of all 1-itemsets
and determining the frequent 1-itemsets. To achieve that
in the quantum settings, we assume that the oracle ac-
cessing each element of the database binary matrix D
is provided. More precisely, it is a unitary operator UO
acting on the computational basis,
|i〉|j〉|0〉 UO−−→ |i〉|j〉|Dij〉. (4)
This oracle can be implemented via quantum random
access memory that takes time O(log(NM)) [19].
Provided with the above oracle, one can use the tech-
nique of amplitude amplification [6] to create a quan-
tum state whose density matrix is proportional to the
support matrix S so that measuring the state in the
computational basis can reveal the supports of all the
1-itemsets, i.e., Sii. First, one prepare three quantum
registers in the state |ϕ1〉 = (
∑N
i=1 |i〉)⊗(
∑M
j=1 |j〉)⊗|0〉√
NM
. Sec-
ondly, perform UO on |ϕ1〉 to yield the state |ϕ2〉 =∑N
i=1
∑M
j=1 |i〉|j〉|Dij〉√
NM
. Thirdly, we apply amplitude am-
plification to search the items Dij = 1 in the last qubit
and then measure it until getting |1〉 to obtain the state
|ϕ3〉 =
∑N
i=1
∑M
j=1 Dij |i〉|j〉√
W
, where W is the number of
overall 1’s in D, i.e., W =
∑M
i=1
∑M
j=1Dij . The oracle
complexity scales as O(
√
NM
W
) = O(
√
M
a
) and the time
4complexity scales as O(
√
M
a
log(MN)), where a = W
N
is
the average number of items in each transaction and can
be estimated by quantum counting with oracle complex-
ity O(√M) [22]. In practice, since a customer generally
only buy few items in one transaction, a generally scales
as O(1). As a consequence, the oracle complexity comes
to O(√M). The density matrix of the second register of
|ϕ3〉 is ρ = DTDtr(DTD) = D
TD
W
= S
a
, thus S = aρ. Finally,
measure the state ρ in the computational basis and the
outcome i occurs with probability ρii =
Sii
a
, thus the
supports Sii are estimated.
To obtain F1, the classical Apriori algorithm deter-
minately computes the supports of all the items which
takes time MN . These supports can also be estimated
via sampling technique. Take Nc samples for estimating
each support so that Sii can be estimated with squared
errorO(Sii(1−Sii)
Nc
) and thus the sum of the squared errors
for estimating all the supports scale as O( a
Nc
). To make
the sum of the squared errors be less than a preset value
ǫ2, Nc is chosen as O( aǫ2 ) = O( 1ǫ2 ) and thus the total time
taken to estimate all the M supports via sampling scales
as O(M
ǫ2
). In our algorithm, we sample ρ by measuring
it in the computational basis. Suppose we take Nq sam-
ples, ρii can be estimated with square error O(ρii(1−ρii)Nq )
and the sum of the squared errors scales as O( 1
Nq
). Since
ρii =
Sii
a
, the sum of the squared errors for estimating
ρii should be a
2 times that for estimating Sii. Therefore,
Nq should be chosen Nq = O(a2ǫ2 ) = O( 1ǫ2 ) and thus our
algorithm takes time O(
√
M log(MN)
ǫ2
) to mine frequent 1-
itemsets.
2. Mining frequent 2-itemsets. Suppose there are M1
frequent 1-itemsets, F1 = {If1 , If2 , · · · , IfM1 }, based on
which we can mine the frequent 2-itemsets F2. To do
that, we need to compute all the supports of the can-
didate 2-itemsets C2 = F1 ⊲⊳ F1 = {{Ifi , Ifj}|Ifi , Ifj ∈
F1, Ifi 6= Ifj} and pick out the frequent ones whose sup-
ports are not less than min sup. Just as the matrix S,
all the supports of itemsets in C2 are placed in the upper
(or lower) off-diagonal elements of the matrix S =
DTf Df
N
,
where Df = (
−→
df1 ,
−→
df2 , · · · ,
−−→
dfM1 ) is a part of D. Fol-
lowing the ideas of mining frequent 1-itemsets and pure-
state-based quantum state tomography, our quantum al-
gorithm proceeds as follows to mine frequent 2-itemsets:
1. Using the method in mining frequent 1-itemsets, a
quantum state with density matrix σ =
DTf Df
tr(DT
f
Df )
∝ S is
created taking time O(√M1 log(M1N)). Note that the
average number of items in each row of Df , denoted by
af , can also be estimated by quantum counting [22]. It
is evidently not greater than a and thus scale as O(1).
2. Perform the pure-state-based quantum state tomog-
raphy on the state σ. Since σ is generally low-rank, the
time taken for tomography is O(M ′1M1 log(M1N)
ǫ3
eff
ǫ5
), where
we assume σ (or equivalently S) has M ′1 significantly
large elements and ǫeff is the lower bound of eigenvalues
that are taken into account.
3. Estimate the the supports of candidate 2-itemsets
in C2. In the pure-state-based quantum state tomogra-
phy on σ, the pure state close to |ψσ〉 =
∑
ij ψ
ij
σ |i〉|j〉 is
created, in which ψijσ =
σij√∑
j γ
2
j
and γj are eigenvalues
of σ. Since σ is generally approximately low-rank, the
eigenvalues γj can be estimated by quantum principal
component analysis [11] in very little time. Then, the
support of {Ifi , Ifj}, Sij = afψ
ij
σ√∑
j γ
2
j
are estimated.
4. Pick out the frequent candidate 2-itemsets to con-
stitute the set F2.
To obtain F2, the Apriori algorithm directly computes
the supports (Sij) of
M1(M1−1)
2 candidate 2-itemsets in
C2 and thus takes runtime
M1(M1−1)N
2 . To reduce the
complexity, the sampling technique can also be applied
and O(M21
ǫ2
) samples for estimating each support are used
to make sum of the squared error is within ǫ2. In our al-
gorithm, O(M
′
1
ǫ2
) samples [23] in step 2 are required to
make sum of the squared errors of estimating these sup-
ports is also within ǫ2 and thus total runtime scales as
O(M ′1M1 log(M1N)
ǫ3
eff
ǫ5
), which offers polynomial speedup over
the classical sampling algorithm when M ′1 = O(Mp1 ) and
p < 1. In practice, since there will be a large num-
ber of pairs of items {Ii, Ij} have weak associations, the
speedup can be achieved with a high probability.
The comparison of time complexity between our quan-
tum algorithm and classical algorithms for mining fre-
quent 1-itemsets and 2-itemsets is given in the table I.
In is shown that our algorithm is exponentially faster
than the Apriori algorithm due to the use of sampling
technique and potentially polynomially faster than the
classical sampling algorithm.
Conclusion.— In this letter, we have provided a quan-
tum algorithm for ARM with focus on the most compute
intensive process in ARM, mining frequent 1-itemsets
and 2-itemsets. In our algorithm, the techniques of
amplitude amplification and pure-state-based quantum
state tomography are introduced to make our algorithm
potentially achieves polynomial speedup over the classi-
TABLE I. Comparison of time complexity between our quan-
tum algorithm and classical Apriori algorithm and sampling
algorithm for mining frequent 1-itemsets F1 and 2-itemsets
F2.
Algorithm
Time complexity
Mining F1 Mining F2
Apriori O(MN) O(M21N)
Sampling O(M
ǫ2
) O(
M2
1
ǫ2
)
Quantum O(
√
M log(MN)
ǫ2
) O(
M′
1
M1 log(M1N)
ǫ3
eff
ǫ5
)
5cal sampling algorithm. Moreover, since limited quantum
oracles accessing the database are used in our algorithm,
data privacy for database can be achieved to some de-
gree. We hope this algorithm can be useful for designing
more quantum algorithms for big data mining tasks.
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