The unsteady dynamics of planar plumes is investigated numerically with particular emphasis on the pulsating instability characterizing the source ͑nozzle͒ near field. This instability manifests itself as the periodic shedding of vortical structures from the nozzle. The Lagrangian Transport Element Method is used to provide high resolution two-dimensional simulations of the unaveraged variable density flow. Comparison with experimental results verifies that the simulations capture the plume instantaneous behavior and reproduce the pulsation frequency. The latter is controlled by a Strouhal-Richardson number correlation which implies that the instability is inviscid in nature with a frequency that is mainly dependent on the gravitational acceleration and the nozzle width, f ϳͱg/w. The presence of a horizontal wall surrounding the nozzle exit does not affect these results. Numerical results indicate that transition from nonpulsatile to pulsatile behavior obeys a ReynoldsRichardson number correlation of the form ReϳRi Ϫ0.627 implying a balance between buoyant and viscous forces. Arguments based on vorticity dynamics trace the origin of the instability to the mechanism of vorticity generation by buoyancy. In the nonpulsatile flow, the circulation generated by buoyancy increases monotonically with height at a rate that is approximately constant. This arrangement can be altered via perturbations that create local circulation maxima and can lead to vortex formation. Once a first vortex pair is created, a subsequent pair precipitates via a mechanism that yields circulation maxima near the nozzle exit through the interaction of the local vorticity generation by buoyancy with the strain field induced by the preceding vortex pair. This mechanism is complex enough to suggest that simple theoretical models that predict the pulsation frequency are unlikely. It does help explain, however, the relative simplicity of the functionality of the frequency and its lack of sensitivity on a variety of boundary conditions and external parameters.
I. INTRODUCTION
Buoyant plumes, the flows that develop when a fluid is exposed to an environment of different density under conditions where buoyancy dominates the processes governing fluid motion, occur frequently in nature ͑atmospheric updrafts, deep sea thermals, magma plumes, etc.͒ and in engineering practice ͑release of effluents from smokestacks, flows over hot surfaces, in storage tanks, etc.͒. These flows are susceptible to a variety of unstable behaviors that are characterized by very complicated rotational motions, for example, the convoluted motion traced by cigarette smoke. While the rotationality of these flows can be traced to a common physical mechanism, the manifestation of each type of unstable behavior depends on flow parameters, the geometrical features of the source of the buoyant fluid and the presence of perturbations. In this paper we focus on the flow in the neighborhood of the source, i.e., the flow near field, and we investigate a particular unstable behavior that is characterized by a repetitive shedding of coherent vortical structures at a well prescribed frequency that shows a strong dependence on the size of the source. 1, 2 This pulsating instability has been identified as being similar to the puffing behavior seen in the near field of pool fires and buoyant diffusion flames. 3 The vortical structures arising from this instability, control the entrainment of the ambient fluid in the source near field. In the case of flames and fires, this implies a control of the oxidizer and fuel distributions and hence a strong impact on the combustion process. 4 The pulsating instability should be distinguished from far field instabilities that occur far downstream, some of which have received attention in the past. 5 These latter instabilities amplify different frequencies from that of the pulsating instability and are much more dependent on the presence and character of perturbations. Even when one concentrates in the nozzle near field, however, a number of unsteady behaviors may be witnessed that do not conform to the pulsations described above. For example, when the buoyancy is very dominant, the rotational flow may interact very strongly with the source geometry ͑e.g., the flow may form a recirculation zone in the vicinity of the source͒ leading to a breakdown of the organized pulsating behavior noted above and to unsteady behaviors that are very complicated. At the other extreme, when the buoyancy is weak, the flow in the near field responds to a different set of instabilities that are characteristic of inertial jets. 6 In addition, in the case of buoyant flames it has recently been shown that the near field flow may even temporally bifurcate between different instability modes. 7, 8 Thus, it is clarified at the outset that the pulsating flow under investigation here occurs within a particular range of flow parameters, under conditions where buoyancy is dominant but not extremely so. This range of conditions however is wide enough for this instability to manifest itself frequently in nature for both plumes and flames. Consequently, the pulsating/puffing instability has been the subject of much research in the past. The majority of the experimental studies have been performed for plumes/flames emanating from circular nozzles and have witnessed the unstable flow in the form of torroidal vortical structures shedding from the nozzle. The available literature is quite extensive in this respect and heavily biased towards buoyant diffusion flames rather than buoyant plumes; see, for example, Refs. 3 and 9-12 and bibliographies therein. For buoyant plume ͑helium-air͒ studies see Refs. 1, 3 and 13. These experimental studies have been effective at quantifying the instability features ͑frequency of pulsation, vortical structure description, sensitivity to parameters, and boundary conditions͒. They have helped reinforce the qualitative similarity of the pulsating instability manifested in buoyant flames and plumes but they have also pointed to quantitative differences. For example, it was found that the frequency of pulsation for flames is simply proportional to the inverse of the square root of the nozzle diameter while for plumes it obeys a more complex relation that relates the nondimensional frequency to the Richardson number to the exponent 0.38. Semiempirical, semianalytical models have also been proposed to account for this difference.
The aforementioned experimental studies have highlighted the need for detailed numerical simulations of the flow for the development of a comprehensive understanding of the origin of the instability. In similarity to the experiments, most numerical studies have focused on the circular source geometry and have employed the axisymmetric coordinate system; see, for example, Refs. 14 -18 and bibliographies therein. The first three of these studies are more representative of the majority of the available studies in that they consider diffusion flames in which inertial effects are still significant compared to buoyancy. The last two studies consider the case where buoyancy dominates and are more representative of fires. These latter studies also include some results for buoyant plumes. All the above numerical studies have been able to capture the essential flow features and most have quantitatively reproduced the experimentally determined pulsation frequency. A fundamental description of the origin and manifestation of the pulsating instability, however, has remained elusive.
As a result of the aforementioned experimental and computational studies, a number of such descriptions have, nevertheless, been proposed. Cetegen and Kasper 1 have suggested that the instability is intrinsic to the flow and is related to a Rayleigh-Taylor destabilization of the sharply contracting region of the flow above the nozzle exit. In contrast, other studies have suggested that the instability is due to a buoyancy modified Kelvin-Helmholtz instability, i.e., one in which the velocity difference necessary for this inertial instability is provided by buoyancy. 17, 19, 20 Some studies have tried to shed light on the nature of the instability by classifying it as absolute or convective. Controversy ensued here as well. By employing classical stability theory and assuming the flow to be locally parallel, Buckmaster and Peters 19 and Yuan et al. 21 assessed the instability to be convective. In contrast, by relying on his experimental results and the theoretical arguments of Huerre and Monkewitz, 22 Maxworthy 7 classified the instability as absolute.
In this paper, we present and analyze results of numerical simulations of the near field of buoyant plumes with the objective to develop a fundamental understanding of the pulsating instability and to help resolve some of the discrepancies noted above. In this effort we follow an approach based on a combination of vorticity dynamics and flow kinematics. Such an approach is highly motivated by the rotational nature of the flow and the apparent role played by the coherent vortical structures in the nozzle near field. Unlike previous investigations, the numerical study is performed in a planar geometry, in effect simulating line plumes or plumes emanating from large aspect ratio rectangular nozzles ͑slots͒. These flows exhibit a similar near field pulsation to that of plumes from circular sources 2 and, as such, are well suited for this study. In similarity to the axisymmetric simulation of circular plumes, in planar plumes the computational savings associated with the reduction in dimensionality enable the direct solution of the governing equations without the need for averaging and/or the introduction of phenomenological models. An advantage over axisymmetric simulations, however, is that the axis of symmetry at the nozzle centerline/ midplane is no longer required. As a result, planar simulations can capture asymmetric ͑lateral͒ flow oscillations. Recent experimental studies have shown that even in the circular source case pulsating flames can experience such oscillations. 7, 8 Beyond helping us investigate the pulsating instability characteristics, the study of planar plumes is important in its own right with applications in line-fires, refrigerator plume curtains, etc. In contrast to circular plumes, planar plumes have received relatively little attention in the past. Moreover, among the few available studies, the majority deal with the far field behavior of the flow where self-similarity ͑in the mean͒ is manifested; see, for example, Refs. 23-25. A notable exception is our recent experimental investigation of the near field oscillatory dynamics of planar plumes 2 which will be extensively discussed in this paper. Linear stability analyses of planar plumes have also been reported in the literature ͑refer, for example, to the extensive work of Gebhart and co-workers, such as in Ref. 26͒. These analyses invoke similarity solutions for the base flow and one dimensionality ͑spatial͒ for the disturbances and, as such, are not appropriate for the region very near the source. Computational studies involving the unaveraged simulation of the nonlinear unsteady near field dynamics of planar plumes, on the other hand, have not been presented in the literature. Consequently, the presentation of results of such simulations, and their detailed analysis, forms another of the major objectives of this study.
The numerical model employed in the study is based on the Lagrangian Transport Element Method. 27 The development of the model was heavily influenced by the experimen-tal setup reported in Ref. 2 . For example, the two geometries investigated in that work, namely those of a free standing nozzle and of a nozzle with an attached horizontal wall are also simulated numerically in this work. In addition, the boundary conditions for the numerical model were selected to closely match those manifested in the experiment. Results from the experimental study are employed in the validation of the numerical model. Once this is accomplished, the numerical results are used to shed light on the experimentally observed behavior. Due to this close relation between the numerical study presented herein and the experimental study noted above, multiple references to the latter occur in the text that follows. For brevity, in these references the experimental study will simply be referred to as the experiment.
The paper is organized as follows. The formulation and numerical methodology are presented in Sec. II. This section includes the main assumptions behind the numerical model, the resulting governing equations and boundary conditions and a description of the numerical technique. In Sec. III, the numerical results are presented, including the validation of the numerical model and the analysis and discussion of the obtained results. Finally, in Sec. IV the main conclusions of the paper are summarized.
II. THE NUMERICAL MODEL

A. Formulation
The unsteady buoyant motion of helium or of a heliumair mixture that flows from a rectangular, large aspect ratio nozzle into a stagnant atmosphere consisting of air at Standard Temperature and Pressure ͑STP͒ is considered. Isothermal conditions prevail. Two geometrical configurations are investigated as shown in Fig. 1 . In both the gravity vector, g, is normal to the nozzle exit plane. In one of them, however, the nozzle is surrounded by a flat plate at the nozzle exit, while in the other the plate is removed and the nozzle is free-standing. In what follows, the two geometries are to be distinguished as nozzle-with-wall and nozzle-w/o-wall, respectively. Moreover, the nozzle width, w, the velocity of the plume at the nozzle exit, V p , and the density there, p , are to be used as reference scales ͑subscripts p and ϱ indicate conditions at the nozzle exit and in the ambient, undisturbed air, respectively͒.
For both geometries the flow in the nozzle near field is assumed to be two dimensional. This assumption is strongly motivated by the experimentally observed flow behavior. Both helium and air are assumed to exhibit Newtonian-fluid and ideal-gas behavior, and to be essentially incompressible.
Specifically, it is assumed that the buoyant velocity, ͱgw where gϭ͉g͉, is very small compared with the speed of sound, c, or, more precisely, that (M /Fr) 2 →0 where M ϭV p /c is the Mach number, FrϭV p /ͱgw is the Froude number and FrϽ1. At the same time, it is recognized that mass diffusion, which in this flow is assumed to occur predominately via Fick's law, will impact the density field, , in such a way that D/Dt 0. The flow divergence induced by this diffusion, however, is assumed to be negligible. Such an assumption is equivalent to assuming that ReSc/Frӷ1 where Reϭ p V p w/ and Scϭ/D are the Reynolds and Schmidt numbers, respectively. The viscosity, , is assumed to be constant-note that at 20°C, 1 bar, the ratio of helium to air viscosities is He / air ϭ1.08 ͑Ref. 28͒-which implies a variable kinematic viscosity, , i.e., ϭconstant. Similarly, the mass diffussivity D ͑same for helium into air and from air into helium in this binary, incompressible, low pressure mixture͒ is assumed to vary according to Dϭconstant. In effect, a constant Schmidt number is assumed. Under the above assumptions, the governing equations may be written in nondimensional form as
.
͑4͒
In the above equations ٌ is the gradient operator, uϭu î ϩv¤ is the velocity vector in a Cartesian coordinate system xϭx îϩy¤ where î and ¤ are orthogonal unit vectors ͑refer to Fig. 1͒ , D/Dt is the substantial/material derivative, t is the time, p is the flow pressure ͑static, p, minus hydrostatic, p h ͒, n ϭg/g is the unit vector in the direction of gravity, i.e., in the cases considered here n ϭϪ¤, Sϭ ϱ / p is the density ratio, Y He and Y air are the mass fractions of helium and air, respectively, with Y He ϩY air ϭ1 and M R He and M R air are the ratios of the molar masses of helium and air, respectively, to the inlet molar mass. The governing equations are solved in nonprimitive variable form. By invoking the Helmholtz decomposition the velocity field is split into vortical, u vor , and potential, u pot , components. The former accounts for the action of the vorticity, ϭk ϭ"ϫu, the transport equation of which is obtained by taking the curl of Eq. ͑2͒ and using Eq. ͑1͒, while the latter is a consequence of continuity and the flow boundary conditions. For the species fields, the gradient of the mass fraction, ␥ i ϭٌY i , is employed, the transport equation of which is obtained by taking the gradient of Eq. ͑3͒. Field solutions for the species are obtained by developing a Poisson equation for the mass fraction by using the definition of ␥ i . Thus the governing equations become uϭu pot ϩu vor , ͑5a͒
where, in Eq. ͑10͒, a second diffusion term involving the product of the mass fraction gradient with the divergence of this gradient has been neglected as being small compared to the term involving the Laplacian. In the above, and are the stream function and velocity potential, respectively, and k is the unit vector normal to the plane of motion. The system of equations posed by Eqs. ͑5͒-͑10͒ is closed using Eq. ͑4͒.
B. Numerical methodology
The numerical solution of Eqs. ͑4͒-͑10͒ is obtained using the Transport Element Method ͑TEM͒. 27, 29 This Lagrangian methodology which has its origins in the Vortex Element Method, 30 is grid free and adaptive and is able to efficiently resolve unsteady vortical flows and the scalar transport/ mixing they induce. Details of the TEM may be found in the references given above. Herein only a brief description of its salient features is presented.
The numerical solution is initiated by discretizing the vorticity and the mass-fraction gradient over a field of Lagrangian elements each of which is associated with a finite strength, an area, and a local distribution function. This function is radially symmetric and is characterized by a small core radius ␦ within which most of the contribution of the element to the discretized variable is contained. In this work, a second order Gaussian discretization function is used which leads to second order accuracy as long as core overlap between neighboring elements is maintained. 31 The vortical velocity and mass-fraction fields at any later instant of time are obtained via convolutions over the field of elements. These summations, which in the current implementation are carried out exactly and without the use of any type of approximate fast solution technique, have their origins in the Green's function solutions of the Poisson equations governing the stream function ͓Eq. ͑7͔͒ and the mass fraction ͓Eq.
͑9͔͒. For the vortical velocity, this approach yields a desingularized form of the Biot-Savart law. The aforementioned summations apply in an unbounded domain. Bounded domains are simulated using the concept of images. This is greatly facilitated by a Schwartz-Christoffel conformal transformation that maps the computational domain onto an upper half complex plane. The mapping also enables the analytical solution of Eq. ͑6͒. It is noted that while the mapping functions for the two geometries considered here can be obtained in closed form as zϭ f (), where z and are complex and represent the physical and mapped domains, respectively, they cannot be explicitly expressed in the form ϭ f Ϫ1 (z). Instead, a modified Newton-Raphson iterative numerical procedure is employed to accomplish this task.
The evolution of the flow and scalar fields in time, is accomplished by integrating the vorticity and mass-fraction gradient equations ͓Eqs. ͑8͒ and ͑10͒, respectively͔ locally for each element while the elements are transported in a Lagrangian fashion by the flow. The integration is executed in two fractional steps: In the first step, which includes all processes other than diffusion, the elements are advected with the local velocity vector, i.e., according to
where is the element location, while the inviscid transport equations are numerically integrated. For the vorticity this is accomplished via a modified Euler predictor-corrector scheme in which the material acceleration is determined by a two-step forward iteration. For the mass-fraction gradient, the transport equation is substantially simplified using kinematics of material lines. Such a simplification leads to an equation that relates the evolution of the gradient to the local material line stretch and, hence, to the local flow strain. Information regarding the evolution of material lines is readily available due to the Lagrangian nature of the method. In the second fractional integration step, diffusion effects are simulated by using the core-expansion scheme 32 which simulates the diffusion process by expanding the cores of the elements. It is noted that the core expansion scheme becomes increasingly inaccurate as the cores become larger. In the simulations presented herein this was not perceived to be a problem since only the very early history of the elements, i.e., the nozzle near field where the cores are small, is of interest.
The severe distortion of the flowmap witnessed in the flow under investigation results in increased distances between neighboring elements, compromises core overlap, and leads to a deterioration of the solution accuracy. To overcome this problem, a scheme of local mesh refinement is adopted, based on local conservation principles, whereby elements are continuously introduced and deleted to ensure core overlap.
C. Boundary and initial conditions
The successful numerical simulation of the experimentally observed flow is strongly dependent on the effective implementation of the appropriate boundary conditions. The flexibility in the implementation of these conditions allowed by the TEM has, thus, proven of paramount importance in this effort. Particularly worth noting in this regard is the ability of implementing boundary conditions at infinity in an exact fashion facilitated by the use of Green's function solutions and of the conformal mapping.
A side view of the geometry considered is shown schematically in Fig. 1 . One of the major conclusions drawn from the experiment was that the apparent symmetry of the flow about the nozzle midplane ͑i.e., plane located half-way between the nozzle walls and parallel to them͒ is rarely maintained. Thus, it was decided that the model should not include such a symmetry plane. Rather the whole, semi-infinite space is included in the computational domain. The walls away from the nozzle exit ͑i.e., the horizontal flat wall, or the external side nozzle walls in the nozzle-w/o-wall case͒ are modeled as free-slip impermeable planes. This is done under the assumption that the boundary layers that grow there are of small significance to the buoyant flow. In the experiment, special care was taken to ensure that a uniform velocity profile ensues from the nozzle. It was thus considered that the use of a uniform velocity profile along the nozzle exit in the simulations was well justified. Backflow into the nozzle was prohibited in the experiment through the presence of a mesh screen. This condition was duplicated in the simulations by prohibiting the transport elements from re-entering into the nozzle while still allowing irrotational flow to cross this boundary. While the inlet velocity is uniform along the nozzle throat, it goes to zero at the nozzle lip to satisfy the no-slip condition there. To avoid the numerical problems associated with the discontinuities in the velocity gradients at the edges of such a top-hat profile, error-functions of thickness ϭ0.078 ͑standard deviation of corresponding Gaussian͒ are used there. The use of the error functions is strongly motivated by the fact that these functions would be the result of the action of one-dimensional diffusion on the top-hat profile. Under most of the conditions simulated in this work, the above value of corresponds to diffusion times that are of the same order as one time-step ͑dt͒ of the downstream computation ͑i.e., diff ϭ 2 Re/4ϳdt͒. Thus, the smooth inlet profile is expected to be a good approximation of the actual profile just downstream of the nozzle exit. It is also pointed out that the crudeness in the approximation of the value of is not expected to have a detrimental impact on the downstream solution. This is because, as long as is small compared to the nozzle width, the downstream solution is not particularly sensitive to its value. This is in sharp contrast to the inertial jet flow, i.e., the corresponding nonbuoyant flow, where would scale the downstream solution since it scales the inlet vorticity. In the flow considered here, most of the vorticity is produced inside the domain by buoyancy and the inlet vorticity is of lesser significance.
The inlet and nozzle wall conditions described in the previous paragraph are summarized graphically in Fig. 2 for the nozzle-with-wall case. The figure also displays the initial condition selected for the transport elements. This condition is based on the assumption that the fluids are initially stagnant, with the buoyant fluid occupying the space within the nozzle and the ambient fluid the space outside the nozzle.
Thus at tϭ0 no vorticity exists but a mass-fraction gradient field is present in the vicinity of the nozzle exit. In analogy to the inlet profiles described in the previous paragraph, the initial mass-fraction profile is assumed to be characterized by an error-function-type variation from the value in the nozzle to that in the ambient fluid. To simulate such a profile nine layers of elements are placed in a half-rectangle configuration in the neighborhood of the nozzle exit as shown in Fig.  2 . The elements carry no vorticity but are endowed with scalar gradients that are normal to the layers and are such that they maintain the proper mass-fraction difference at the nozzle exit. They are of square shape with side hϭ0.039 and core radius ␦ϭ1.2h. Upon initialization of the calculation, the edges of the nine layers on either size of the nozzle act as seed locations for new incoming elements which, in addition to carrying scalar gradients, they also carry vorticity and thus enforce the inlet velocity profile at all later times. It is important to clarify that, within reason, the initial shape of the element contaminated region does not impact the tϾ0 solution in a major way. Even when the start-up problem is considered, the violent stretching of material lines due to the formation of the initial mushroom structure characteristic of this buoyant flow, overwhelms any information regarding the initial arrangement of the elements.
As noted, the default boundary conditions away from the nozzle are implemented at infinity. They assume negligible vorticity and scalar gradients there. A consequence of boundary condition implementation at infinity, however, is that the flow never exits the computational domain and, as physical time progresses, the computed solution becomes progressively more complex, involving an ever increasing number of transport elements and requiring an ever increasing computational time per timestep. When long physical time computations are sought, the simulation cost becomes prohibitive. For this reason, two alternative exit boundary conditions were also implemented. To distinguish the three types of boundary conditions used, we define them with the letters A, B, and C where the default condition with the semi- infinite computational domain is boundary condition A.
In boundary conditions B and C, an exit for the transport elements is envisioned at some downstream distance. The computational domain in the cross-stream direction, however, remains infinite. In condition B the flowfield is computed for two more nozzle widths downstream from the exit at which point two Gaussian counter-rotating vortices ͑of core ␦ and fixed circulation ⌫ ex ͒ are placed symmetrically across the nozzle midplane-see Fig. 3 . Downstream from the plane defined by these vortices the transport elements are simply eliminated. The objective of the vortices is to help pump the buoyant fluid ͑i.e., fluid originating from the nozzle͒ out of the domain which would otherwise fail to occur if the downstream transport elements were arbitrarily removed. Evidently, the exit vortices affect the whole computational field and the arbitrariness inherent in their specification compromises the numerical solution. Judicious selection of the vortex location and circulation, however, can diminish their impact ͑induced velocity͒ in the nozzle near field ͑1-2 nozzle widths from inlet͒ since the vortices are located far away from this region and they are counterrotating. For this reason, boundary condition B is used in the long duration simulations required for the determination of the frequency of pulsation near the nozzle exit. Figure 3 displays the relative dimensions of the domain used for the frequency study. For most of the simulations the circulation of the vortices, ⌫ ex , was set equal to unity and in no case it exceeded the value of two. This arrangement and strengths of vortices were found to effectively impose the exit boundary condition while, at the same time, have minimum impact at the nozzle near field. Specifically, for the ⌫ ex ϭ1 case the horizontal and vertical components of the velocity induced by the vortices at the nozzle lip are only 0.08% and 0.7% of the nozzle inlet velocity ͑which itself is Fr times smaller than the buoyant velocity, the dominant velocity scale͒, respectively. Further evidence for the independence of the computed frequency on the circulation of the exit vortices will also be provided in the next section where the results of the frequency study are presented.
The third boundary condition ͑condition C͒ is a modification of condition A that helps reduce the computational cost and prolong some of the simulations to a larger physical time. In this condition, above the imposed exit the Reynolds number is artificially reduced. This tends to simplify the flow there, and reduce the number of transport elements. Such an approach is similar to grid-stretching beyond the exit used in some Eulerian simulations. It is expected that within a certain range of conditions ͑i.e., away from transition and within the range of parameters where a coherent pulsating plume flow is experienced͒ the modification of the flow beyond the exit does not severely alter the flow within the computational domain.
III. RESULTS AND DISCUSSION
A. Parameters
The flow behavior was explored via simulations in which the three nondimensional groups that have the strongest impact on the flow, namely the density ratio, the Reynolds number, and the Froude number, were varied. As suggested by the governing equations ͓Eqs. ͑1͒-͑4͔͒, such an approach to the analysis is expected to offer the most comprehensive understanding of the flow behavior at the minimum computational effort. It is noted that the common practice of lumping the density ratio and the Froude number into one buoyancy-controlling parameter, the Richardson number Riϭ(SϪ1)/Fr 2 , is not strictly supported by the equations and, as such, was not adhered to in the generation of the numerical results so as not to limit their generality.
The ability to independently vary Re, Fr, and S in the simulations is in sharp contrast to most experiments. In the latter, the necessity to vary physical quantities, coupled with the inherent difficulties associated with altering some of these quantities, implies the simultaneous variation of the controlling nondimensional groups. Specifically, in normal gravity helium-air experiments at STP, the gravitational acceleration, density of ambient fluid, and the global viscosity and mass diffussivity are constant. In such a case, the plume behavior may only be altered by varying the nozzle exit velocity V p , the nozzle width w, and the density of the buoyant fluid p . Varying V p or w, implies the simultaneous modification of the Froude and Reynolds numbers. Changing p , on the other hand, results in the variation of both the Reynolds number and the density ratio. This simultaneous variation of the controlling nondimensional groups implies that in experimental studies it is not usually possible to explore the whole Re-Fr-S space of flow states. This has substantially hampered the development of a comprehensive understanding of buoyant plume flows in the past. tion of the features of the instability, the numerical/ experimental comparisons also help validate the numerical model. Finally, the nature of the instability is scrutinized using both numerical results and theoretical arguments.
B. Flow features
The unsteady flow of the near field of planar plumes exhibits a variety of behaviors ranging from the symmetric ͑about the nozzle midplane͒ shedding of a pair of line vortices to what appears to be asymmetric vortex shedding. These different behaviors manifest themselves as the flow parameters change but may also coexist for a fixed set of parameters. The latter suggests that, to some degree, they are dependent on the flow history and on the presence of perturbations. Figure 4 presents a series of instantaneous computational and experimental visualizations of some of FIG. 4 . ͑Continued.͒ the most characteristic of these near field behaviors. The computational and experimental data in these comparisons are not obtained for the same physical cases. Realistically, one would not expect to obtain one-to-one instantaneous comparisons due to the noted dependence of the flow on external perturbations and/or the flow history, both of which cannot be matched precisely between experiment and simulation. Moreover, as will be shown in Sec. III D, most of the behaviors shown in Fig. 4 are, in fact, transitional and as such, they exhibit an enhanced sensitivity to the governing physical parameters. This acts to further complicate the experimental-computational comparisons. Thus, Fig. 4 provides a qualitative comparison between the numerical and experimental findings and aims to reinforce that the computational model is capable of capturing the instantaneous flow behavior even when the latter becomes very complicated. It is also important to note that the images presented in Fig. 4 were specially selected to represent our cumulative understanding of the instantaneous flow behavior, obtained by witnessing a large number of visualizations of the computational results.
The experimental visualization of the flow presented in the left image of each of the pairs of images of Fig. 4 is accomplished by seeding the buoyant fluid with mineral oil smoke, exposing the flow to a laser sheet shining normal to the largest dimension of the nozzle and recording the image normal to the smallest nozzle dimension using a video camera. It is important to note that such a visualization does not yield the region in which buoyant fluid ͑e.g., He͒ exists. Unlike helium, the smoke does not constitute a continuumthe smoke/gas mixture is very dilute. As a result, the smoke does not experience mass diffusion in the same manner as the helium; rather, the evolution of the smoke field is related to the motion of small smoke particles the trajectories of which are dominated by convective motion. Consequently, the smoke field should be much less diffused than the helium field and should resemble the distribution of a passive, nondiffusive scalar convected by the flow. To account for this, the computational results of Fig. 4 ͑right image in each pair of images͒ present the distributions of such a scalar. Figure 4͑a͒ displays the start-up problem. Upon initiation of the flow, a mushroom structure characterized by two counter-rotating vortices forms and rises, leaving behind it a thin stem of smoked filled material. When conditions are such that pulsation is to be manifested, the presence of the initial mushroom is usually enough to perturb the flow beyond transition ͑see later discussion on mechanism͒. Otherwise, the flow laminarizes into a steady behavior as indicated in Fig. 4͑b͒ . Transition due to the start-up mushroom always leads to symmetric vortex shedding, at least in the early ͑in time͒ stages of the instability development. At later times, asymmetric behavior may prevail depending on flow conditions.
With regard to Fig. 4͑b͒ it is important to clarify that while steady conditions prevail in the nozzle near field, this is not necessarily true of the downstream, far field flow. Rather, the latter experiences an unstable behavior which initiates with lateral, wavelike oscillations and degenerates to disorganized unsteady motion further downstream. An example of the initiation of this far field instability is shown in Fig. 5 which displays results of a simulation with the same parameters as those of Fig. 4͑b͒ but with a much larger computational domain. This far field behavior bears substantial similarities to that witnessed experimentally in Ref. 5 . The numerical results indicate that the frequency of the far field oscillations is not the same as that observed in the near field for the pulsating instability. Specifically, for the case shown in Fig. 5 the estimated frequency of the far field oscillations ͑established by visually estimating the period of oscillation for a few cycles of the instability͒ is about five times lower than that of the near field instability. Moreover, no oscillation is witnessed in the nozzle near field, suggesting that this far field instability is distinctly different from the one under investigation here. It does appear, however, that the far field instability is a strong source for perturbations that excite the near field instability.
Figures 4͑b͒-4͑d͒ describe the initiation of transition from the steady, laminar condition. The numerical data were obtained by incrementally raising the Reynolds number. The experimental data present the temporal development of the transition ͓time increasing from ͑b͒ to ͑d͔͒. These results indicate that this path to transition ͑i.e., from steady nonpulsatile to pulsatile͒ is always asymmetric at its early stages. Upon further development of the instability the flow may alter its behavior to symmetric shedding depending on flow conditions. Despite the asymmetry, the frequency of pulsation computed in the vicinity of the nozzle does correspond to that of the pulsating instability ͑for details of frequency determination see Sec. III C͒. This fact, and the obvious difference in scale, distinguish the behavior in Fig. 4͑d͒ from that in Fig. 5 to which it bears substantial qualitative similarities.
Images ͑e͒-͑l͒ of Fig. 4 display a sample of the typical pulsating behaviors encountered in the flow near field. Cases ͑e͒ and ͑l͒ represent the extremes of the asymmetric and symmetric behavior, respectively, while cases ͑f͒-͑k͒ display intermediate behaviors. The experimental results implied a loose relationship between the density ratio and the various flow behaviors. Specifically, pure helium plumes ͑i.e., high S͒ were found to be more prone to the symmetric shedding behavior while asymmetric shedding was more characteristic of low S plumes. It is important to stress, however, that this relationship between density ratio and flow behavior appeared tenuous/incomplete. In some instances, various flow behaviors could coexist at a fixed set of experimental conditions, e.g., bifurcation between symmetric and asymmetric shedding at constant S, Re, and Fr.
The computational results supported the experimental findings but also suggested a more complicated physical scenario that allows the behaviors shown in cases ͑e͒-͑l͒ to be witnessed under a variety of values of Re, Fr, and S. This scenario, the details of which will be presented in Sec. III D, lends further credibility to the rather inexact fashion by which the images for the experimental-computational comparisons of Fig. 4 were selected. In effect, if these behaviors can be achieved via many sets of parameters, the set used in Fig. 4 should not be particularly important.
Focussing on the features of the images in Fig. 4 makes clear that even when the instability is symmetric very near the nozzle, asymmetry prevails further downstreamconsider, for example, case ͑l͒ where symmetric vortex shedding is witnessed close to the nozzle but asymmetric large scale structures are seen further downstream. Closer inspection of the flow behavior indicates that this, in fact, is a general scenario. That is, even in cases where vortex shedding appears to initiate asymmetrically, closer to the nozzle the instability exhibits symmetric features. This can be seen, for example, in the experimental image of Fig. 4͑g͒ where the plume appears to buldge symmetrically at about one to two nozzle widths from the exit but the downstream shedding is asymmetric. Our experience with a large number of such visualizations indicates that, if conditions are such that vortex formation occurs very close to the nozzle, then a symmetric vortex pair is likely to form; further downstream this pair may lose its symmetry. On the other hand, if conditions are such that vortex formation occurs further away from the nozzle, the vortex pair formed is likely to be asymmetric. Thus the symmetric and asymmetric shedding behaviors of planar plumes do not represent two distinct modes of instability like the sinus and varicose modes of inertial jets. Rather they are manifestations of the same instability. For this reason, in the proximity of the nozzle they experience the same frequency for the same parameters. The asymmetry develops in space ͑downstream͒ and is a feature of the flow internal dynamics. Figure 6 displays a comparison between the experimentally observed plume pulsation frequency and that obtained from the simulations. The experimental results are for the case of a nozzle with wall while the numerical results cover both flow geometries, as indicated. Results are presented in terms of Strouhal number based on the nozzle width and velocity (Stϭ f w/V p ) versus a modified Richardson number Ri*ϭRi/S. In similarity to circular plumes 1 this form of scaling provides the best fit for the experimental data. Interestingly, however, experiments also show that planar and circular plumes do not obey the same St-Ri* correlation; the exponent of Ri* for the circular case being 0.380 as compared to the 0.457 of the planar case shown in Fig. 6 . Figure 6 makes evident that the computational model is capable of capturing the experimentally observed trend between the plume pulsation frequency and the modified Richardson number. Furthermore, the numerical results indicate no significant change in the frequency when the horizontal wall is removed. This is in agreement with the experimental data presented in Ref.
C. Frequency of pulsation
2. In the simulations, the frequency is determined by obtaining the streamwise velocity ͑i.e., veloc- ity parallel to gravity vector͒ as a function of time at a particular point in the nozzle near field and then performing a fast Fourier transform ͑FFT͒ of this signal. Typical results from the frequency analysis are shown in Fig. 7 . To reduce the possibility of error, a number of points were selected for sampling the velocity field. In Fig. 7 we show three such points all along the nozzle centerline ͑edge of nozzle midplane͒ but at increasing distances from the nozzle. Such an approach to determining the plume pulsation frequency is very similar to that followed in the experiment. The figure distinctly shows that a dominant frequency of pulsation exists in the nozzle near field. Further away from the nozzle, where the flow becomes more complex, additional higher frequencies are also present.
The frequency analysis described above requires long duration simulations, so that enough wavelengths of the dominant mode are captured to yield an accurate result. As explained in Sec. II C this can be achieved at a reasonable computational cost by implementing exit boundary condition B. The circulation of the exit vortices was selected as ⌫ ex ϭ1. The lack of dependence of the computed frequency on this value of ⌫ ex was proven via comparisons with results of simulations in which ⌫ ex ϭ2. One such comparison is included in Fig. 6 .
As shown in previous experimental studies, the pulsation frequency of buoyant plumes does not depend strongly on the Reynolds number. 1, 3 The results presented herein are consistent with this observation. This is apparent in Fig. 6 where the fluid viscosity does not appear in the frequency correlation. It is reinforced in the same figure for the Ri*ϭ3 case where simulations at two different Reynolds numbers are presented. In addition, details of the signal analysis for cases with Ri*ϭ2 and different Re are provided in Fig. 8 . The relative unimportance of the Reynolds number implies that the mechanism of the instability is essentially inviscid. Following a similar argument as above, it can also be concluded that the mass diffusivity ͑or, equivalently, the Schmidt number͒ does not affect the frequency of pulsation.
Closer inspection of the Strouhal versus modified Richardson number expression of Fig. 6 can be revealing as to the dominant physics driving the instability. This has already been alluded in the previous paragraph where the impact of diffusion was discussed. Here, we further recognize that the exponent of the modified Richardson number is close enough to 0.5 so that we can approximate Stϭc Ri* 0.457
where G(S)ϭͱ1Ϫ1/S and c and ĉ are constants. The function G(S) varies very weakly due to limitations on the values of the density ratio and the presence of the square root. For helium-air mixtures at STP the maximum density ratio is S max Ϸ7. At the other extreme, i.e., as S tends to unity, buoyancy effects diminish and the pulsation may cease. In fact, in previous experimental work it has been suggested that for SϽ1.667 ͑i.e., 1/SϾ0.6͒ the pulsating instability is not experienced. 1, 6 While our numerical results indicate that this low S criterion is not comprehensive ͑in the simulations pulsating plumes were experienced at even lower density ratios but at Fr and Re numbers not easily achievable experimentally͒ it does exemplify the point that pulsating plumes are typically witnessed in a rather limited range of density ratios. The above described limiting conditions yield 0.63ϽG(S) Ͻ0.92. The experimental and computational data of Fig. 6 are in an even narrower range, i.e., 0.82ϽG(S)Ͻ0.92. Neglecting the weak variation of G(S), Eq. ͑12͒ can be approximated as StϷc /Fr where c is another constant. The validity of this expression is verified in Fig. 9 where the Strouhal number is plotted versus the Froude number. It is worth noting that the dominance of the Froude number over the density ratio in the frequency correlation is a fortuitous effect that can be useful in the quantification of the frequencies of pulsating buoyant flames and fires where an unambiguous definition of the Richardson number is not evident. where according to Fig. 10 , c is a constant of about, but slightly less than, 0.5. Assuming that the gravitational acceleration is fixed, then the planar plume pulsation frequency varies mainly with the nozzle width with all other flow parameters playing a secondary role. ͓As noted in the Introduction, a similar dependence for the frequency of pulsation on the nozzle geometry and the gravitational acceleration to that given by Eq. ͑13͒ has been documented for circular buoyant flames. For circular buoyant plumes, on the other hand, the behavior is less similar; the exponent of 0.380 in the St-Ri* correlation is different enough from 0.5 to suggest a more complicated dependency of the frequency on the controlling parameters.͔ Besides the negligible impact of momentum and mass diffusion and the small impact of the density ratio, Eq. ͑13͒ suggests that the nozzle velocity does not affect the frequency of pulsation in a significant way. Partial explanation for this may be provided by the fact that the nozzle velocities considered here exist within a range, as noted in the Introduction. Specifically, these velocities are neither extremely low for the flow to interact with the nozzle walls ͑i.e., no flow attachment to external walls, no recirculation into the nozzle throat͒ nor high enough for inertial effects to dominate. Thus, Eq. ͑13͒ is not a general statement but one that is valid within a certain range of the values of the nozzle velocity. Nevertheless, within this range both the nozzle velocity and the presence of the horizontal wall do not play a significant role on the pulsation frequency. It appears that the instability is a phenomenon internal to the flow and is not driven by inlet boundary conditions other than the width of the nozzle from which buoyant fluid ensues and, to a lesser extent, by the density ratio. This argument is explored further by employing a numerical ploy. In this, simulations were executed in which buoyant fluid simply rises ͑i.e., without being pushed at a given velocity͒ out of a fictitious slot which has no walls. In other words, two points are selected within the two-dimensional domain to indicate the edges of the fictitious slot. Buoyant fluid enters the domain from this slot only because of the tendency of this fluid to rise. Where this fluid comes from is not apparent due to the absence of an actual nozzle but this does not invalidate the test. In what follows, we define the flow arising from this arrangement as a free plume to exemplify that no wall, or inlet velocity effects exist in this case. Numerical results indicate that freeplumes pulsate in a similar fashion to actual plumes and with the same pulsation frequency. This is clearly shown in Fig.  11 where the evolution of the free plume is contrasted with the nozzle-without-wall case for about two cycles of the instability. In Fig. 11 the flow is visualized by plotting the transport elements, in effect visualizing the Lagrangian com- putational points. Since the transport elements are also material elements such visualizations are equivalent to those that would be obtained by seeding the flow at the nozzle corners with particles that follow the fluid. The figure shows that the real plume is more prone to asymmetry than the free plume but that the frequency of pulsation is essentially the same.
D. Flow transition
As already noted, the instability under investigation is experienced under conditions where buoyancy dominates over inertia. Whether or not the instability will manifest itself, however, will also depend on the relative importance of the viscous forces. When the latter dominate, the flow in the nozzle near field will be laminar and steady. In order to quantify the parameter range for which the instability manifests itself, in the experiment the flow was realized at different conditions and was categorized ͑by visual inspection of the nozzle near field͒ as pulsating or nonpulsating. The results were plotted in a Reynolds versus inverse density ratio (1/S) plot which provided the best correlation of the transition data, i.e., in this plot the transition region between pulsatile and nonpulsatile behavior was very narrow. This plot which is repeated here in Fig. 12 , clearly indicates that as the density ratio increases ͑1/S decreases͒ the transition Reynolds number decreases. In contrast, the narrowness of the transition region suggests that the Froude number does not have a significant impact on transition. This is a rather surprising result since it implies that the buoyant velocity is not important to transition while the nozzle velocity is.
The computational results do not support the experimental evidence about the effect of the Froude number on transition. Rather, they indicate an identifiable impact of this parameter, an impact which becomes more pronounced as the density ratio decreases. This disparity between experiments and simulations will be elaborated upon in subsequent paragraphs. At this juncture, and in order to investigate the features of transition, numerical results at a fixed Froude number (Frϭ0.3) are considered and contrasted to the experimental findings of Fig. 12 . In the simulations numerical noise acts as the source of perturbations that lead to the destabilization of the flow. A similar approach to that followed in the experiments in determining whether the flow was pulsatile or not, was used. That is, simulations were executed for long enough times so that the near field flow was assumed to have reached a stationary state. Three different density ratios were investigated Sϭ7.14, 2.94 and 1.67 ͑1/Sϭ0.14, 0.34, and 0.6͒. For each density ratio, simulations at increasing Reynolds numbers were carried out characterizing the plume behavior from the steady, nonpulsatile to the pulsatile states. Characteristic instantaneous flow visualizations from the computational transition study are presented in Fig. 13 . The visualizations are in terms of the transport elements. The two middle columns in this figure represent the types of behaviors which we associate with the limits of nonpulsatile ͑second column from left͒ and pulsatile ͑third column͒ behavior. Figure 13 identifies the impact of the viscous and buoyant forces on both the transition and on the post-transitional dynamics of this flow. As a result, it also helps explain the instantaneous flow behavior witnessed in Fig. 4 . The variation of the viscous force in Fig. 13 is via the Reynolds number while that of the buoyant force via the density ratio. Comparison of the three rows of images of Fig.  13 makes clear that as the buoyancy increases, transition occurs at a lower Reynolds number. When the viscous force dominates, on the other hand, the flow is steady ͑first column͒. As this force is diminished the flow transitions to an unsteady behavior ͑second column͒. This transition is asymmetric for all density ratio cases, at least away from the nozzle where the instability has grown enough to be visible. Further increases in the Reynolds number promote faster growth of the instability which, as a result, exhibits nonlinear features ͑vortical structures͒ within the domain of visualization. These structures tend to be asymmetric about the nozzle centerline and appear to be an outgrowth of the asymmetric behavior experienced at lower Reynolds numbers. As the Reynolds number is further increased, the flow becomes more complicated and the formation of the vortices tends to occur ever closer to the nozzle. As this happens, the vortex formation starts to increasingly favor the symmetric over the asymmetric behavior. It is important to point out that the frequency of pulsation in the nozzle vicinity does not change as the shift from asymmetric to symmetric shedding occurs. This is consistent with the results of the Sec. III C which indicated that the pulsation frequency is not dependent on the Reynolds number. Thus, the results of Fig. 13 indicate that the asymmetric vortex shedding of planar plumes can be considered as an intermediate behavior in the transition dynamics of these flows. This conclusion motivated the particular selection of computational images shown in Fig. 4 .
It is important to note that in the experiment, the transition from asymmetric to symmetric behavior was not experienced for all density ratio cases. Specifically, for low density ratio ͑weak buoyancy͒, the symmetric behavior was not witnessed and the flow consistently favored the asymmetric vortex shedding. This, however, is an artifact of the experi- mental setup which imposes limitations on the choice of parameters, as discussed earlier. In particular, the transition studies were executed by starting from a nonpulsatile state and incrementally raising the nozzle velocity. Such an approach increases simultaneously the Reynolds and Froude numbers; in fact, for a given transition run, one is a linear function of the other. Thus, conditions such as those of the bottom right image in Fig. 13 , where the Reynolds number is high but the Froude number is low to moderate, were probably not encountered in the experiments.
The limitations on the experimentally achievable flow states noted above, are also probably responsible for the aforementioned disparity between experiments and simulations on the impact of the Froude number on transition. The linear relationship between the Re and Fr coupled with other restrictions on the values of the dimensional parameters imply that in the experiment the regions of high Re-low Fr and low Re-high Fr are not comprehensively sampled. This will tend to make the transition region appear narrower than it actually is. For example, at low density ratio, transition would require low Fr ͑to increase the already weak buoyant force͒ and high Re, that is, a set of conditions not adequately represented in the experimental data.
The ability to independently vary Re, Fr, and S in the simulations avoids the problems encountered in the experiments noted above. To effectively explore the flow transition behavior, however, a more rigorous and reproducible transition criterion is also necessary. This is outlined in what follows: For each set of buoyancy conditions ͑Fr and S͒ simulations at incrementally higher Reynolds numbers were executed, starting with low enough values of this parameter so that the nonpulsatile behavior of the flow may be witnessed. The flow is computed without exit ͑boundary condition A͒ until the plume rises to a height of 10 nozzle widths. The flow field up to the first five nozzle widths from the exit is inspected for unsteady effects. Specifically, we search for disturbances along the material lines. If the material lines appear perfectly smooth ͑e.g., like the Reϭ5, 1/Sϭ0.14, Fr ϭ0.3 case in Fig. 13͒ then the flow is characterized as nonpulsatile and another simulation is performed at a higher Reynolds number. When clearly noticeable perturbations are observed along the material lines ͑similar to those of the second column of Fig. 13͒ then the flow is declared as pulsatile. Evidently, this pulsatile state is not as unambiguously defined as the nonpulsatile one. To reduce this ambiguity, we define a noticeable disturbance to be the maximum one that can be experienced without the formation of rotational structures such as the ones found in the two left columns of Fig.  13 . The transition Reynolds number is determined to be the average of the highest Re nonpulsatile case and the corresponding lowest Re pulsatile case. In order to illustrate the ambiguities inherent in this approach, in the presentation of results, the Reynolds numbers of the pulsatile and nonpulsatile behavior noted above are used to define error bars on the transition Reynolds number.
Results from this transition study are presented in Fig.  14 in a Re versus 1/S plot. The transition region shown in Fig. 12 for the Frϭ0.3 case is also repeated here to exemplify the fact that the current criterion for transition is more strict than the one used in that figure. Figure 14 makes evident that the Froude number impacts transition, allowing it to occur at lower Reynolds numbers as the Froude number is reduced ͑at fixed S͒. The impact of the Froude number appears to be more significant at lower density ratios ͑higher 1/S͒. As noted earlier, this is in the range of conditions that the experimental data set may be incomplete. The fact that the Froude number should impact transition makes intuitive sense since the buoyant force depends on both S and Fr. To account for this, the data of Fig. 14 are replotted in Fig. 15 in terms of the Richardson number, the parameter which approximately incorporates the effects of both S and Fr on the buoyant force. A high degree of correlation of the numerical data is observed yielding a transition relationship between the Reynolds and Richardson numbers of the form Re Ϸc 0 Ri Ϫ0.627 where c 0 is a constant which should depend on the nature and relative abundance of perturbations and on the transition criterion. Currently, it is not totally obvious to the authors why the Ri exponent should take the particular value of Ϫ0.627. A simple scaling argument based on the relative strengths of the buoyant and viscous forces reveals the Grashof number as the sole parameter controlling transition-indeed, linear stability analyses of this flow do indicate the Grashof number as the parameter controlling transition. 26 In this flow, an inlet Grashof number can be defined as . This relationship is similar enough to the one determined numerically, to effectively support the buoyant versus viscous forces argument for transition. The two relationships are also different enough, however, to suggest that other physical processes also play a role in the transition of planar plumes.
Finally, the transition correlation of Fig. 15 can be used to further explain the witnessed diminished dependency of the experimental transition results on the Froude number. Substituting the definition of Ri in the transition correlation yields Reϭc 0 (SϪ1) Ϫ0.627 Fr 1.254 . This reveals that for a given density ratio, the transition Reynolds number is close to being a linear function of the Froude number. As already noted, however, at a given density ratio and nozzle width, the experimental results are also obtained under the constraints of a linear Re-Fr relationship ͓this becomes apparent when one considers the identity Reϭ͑Re/Fr͒Fr
/)(w 3/2 /S)Fr]. These facts imply that for fixed S only a very narrow range of nozzle widths will lead to transition to the pulsating instability, i.e., the widths that define a slope of the linear Re-Fr experimental relation that allows for an intersection with the almost linear transition relation. As a result, the transition Re-Fr curve is not comprehensively sampled in the experimental set and leads to the overall underestimation of the impact of Froude number on transition.
E. Nature of instability
Armed with the above numerical-experimental quantification of the flow behavior, we now attempt to develop a more in-depth understanding of the flow destabilization and development. Results have indicated that the instability is essentially inviscid in origin and that in its developed stages it leads to the formation of vortical structures that dominate the flow field. This, in turn, suggests that an analysis approach based on vorticity dynamics may be beneficial in this case.
General vorticity dynamics
As a first step in this analysis the vorticity transport equation is revisited. This equation ͓Eq. ͑8͔͒ may be rewritten in a form that more clearly reveals the impact of buoyancy on the vorticity field by eliminating the material acceleration using the momentum equation and by employing continuity, i.e.,
͑15͒
Equation ͑15͒ reveals that in this flow the vorticity of a material element is modified by three physical mechanisms: ͑i͒ Diffusion, which is represented by the terms in the square brackets, ͑ii͒ baroclinic generation, represented by the term involving the pressure gradient, and ͑iii͒ buoyancy, represented by the term involving the Froude number. The last two terms are commonly referred to as the vorticity generation terms. This is to distinguish them from diffusion which primarily redistributes and dampens an existing vorticity field ͑diffusion also generates vorticity through the second term in the brackets but this effect is small compared to that of the other generation mechanisms͒. The generation terms produce vorticity as neighboring fluid elements of different density experience unequal material accelerations when acted upon by a common force. These unequal accelerations coupled with continuity ͑i.e., no gaps may be formed in the fluid͒ require the material elements to engage in mutual rotation. In the buoyancy case, the common force is provided by gravity while in the baroclinic case by the inertial pressure gradient. Mathematically, these phenomena are expressed in the form of the cross products in Eq. ͑15͒ which indicate that vorticity is produced when the pressure gradient and gravitational acceleration vectors are misaligned with respect to the density gradient vector. For the buoyancy mechanism, this implies that only horizontal density gradients contribute to the generation of vorticity. The vectorial nature of the generation terms implies that they are strongly linked to the geometry of the flowmap. The latter, in turn, is heavily influenced by the vorticity generated by these terms. The consequence of this coupling is the creation of the extremely complicated flow structures often witnessed in buoyant flows. It is important to note, however, that despite this complexity, the generated vorticity is constrained by the fact that the net circulation has to remain invariant. This constraint is a consequence of the fact that the only external force acting on the fluid is the gravitational body force which is potential and, hence, imparts no net angular momentum on the fluid. To accommodate this constraint, each of the two generation terms produces equal amounts of positive and negative circulation. Given that appropriate scales have been used in the nondimensionalization of the governing equations, Eq. ͑15͒ yields the relative sizes of the three vorticity modification terms. Specifically, buoyancy/baroclinicity ϳO(S/Fr 2 ) and buoyancy/diffusion ϳO(Re S/Fr 2 ). In this flow, the Froude numbers are consistently less than unity and the density ratios are greater than unity ͑in our numerical and experimental results 0.01ϽFrϽ1 and 1.5ϽSϽ7͒. Consequently, S/Fr 2 Ͼ1 suggesting dominance of buoyancy over baroclinicity. Also, typical Reynolds numbers are in the range of 1ϽRe Ͻ1000 yielding S Re/Fr 2 ӷ1 and implying a diminished importance of viscous effects compared to buoyancy effects. Thus, Eq. ͑15͒ implies that the most important mechanism by which the vorticity of a material element is altered in this flow is that of buoyancy generation. Consequently, the discussion of the flow vorticity dynamics which is to follow is to primarily focus on this mechanism.
Impact of buoyancy generation-the nonpulsating flow
The case of the non-pulsating plume is considered first. Numerical/experimental visualizations of the nonpulsating plume have already been shown in Fig. 4͑b͒ . A schematic of the flow is also shown in Fig. 16 . In this, the steady plume flow is visualized by sketching the material lines originating at the nozzle corners. We first consider the case where the regions of molecularly mixed material are thin and are effectively constrained in the vicinity of these corner material lines. In such a case, these lines bound the region where buoyant fluid exists. In addition, the local density gradients can be taken as approximately normal to these lines. It is important to clarify that the thin diffusion regions assumption is not one that is essential to the analysis which is to follow; it simply reduces the complexity of the proposed arguments. As will be discussed in subsequent paragraphs, thick diffusion regions can also be accommodated as long as these regions do not substantially merge at the nozzle centerline. Figure 16 clarifies that in the nozzle near field, the density gradient vector, which is normal to the corner material FIG. 16 . Schematic representation of vorticity generation by buoyancy in a stable planar plume. Vorticity is generated in the thin regions of molecularly mixed material bounding the plume where the density gradient and the gravitational acceleration vectors are misaligned. The magnification on the right shows some of the details of these regions.
lines, is substantially misaligned to the gravitational acceleration vector which is vertical ͑parallel to the nozzle centerline͒. As explained, such a misalignment leads to production of vorticity by buoyancy. The geometrical arrangement of the vectors is such, that positive vorticity is created on the left hand side while negative vorticity is created on the righthand side. This satisfies the noted constraint that the net circulation has to remain constant. The generated circulation will tend to accelerate the flow upwards. This can easily be conceptualized when one considers the motion in the region between two regions of counter-rotating vorticity of signs similar to the ones described above. Mass conservation suggests that the increased speed of the fluid due to the newly added circulation should lead to a narrowing of the gap between the two corner material lines, i.e., these lines will start converging towards the nozzle centerline as shown in the figure. The misalignment of the density gradient and gravitational acceleration vectors persists farther downstream, however. As a result, more circulation is produced leading to further convergence of the corner material lines. This convergence will be most dominant near the nozzle since in this region the added circulation represents a very large part of the total circulation. Further away from the nozzle, while the rate of circulation production remains approximately constant ͑see next paragraph͒, the material line convergence will be less significant since the added circulation represents a smaller proportion of the accumulated local circulation.
The fact that the rate of circulation production does not vary substantially with height for low diffusion nonpulsating plumes can be seen by considering the Lagrangian evolution of the circulation of an elemental material segment of the thin region of molecularly mixed fluid surrounding the corner material lines-see Fig. 16 . The elemental segment is of area ␦Aϭ␦l ␦n where ␦l and ␦n are the length and width of the segment. To establish the circulation equation we integrate the vorticity equation ͓Eq. ͑15͔͒ over the area of the segment under the assumption that the mechanism of vorticity generation by buoyancy is dominant. This yields
Note that the integrant on the right-hand side is an alternative form of the last term of Eq. ͑15͒ that arises as an intermediate step in the derivation of the vorticity equation from the momentum equation. Also the material derivative on the left can be removed from the integral by recognizing that the area of the Lagrangian segment is not a function of time in this incompressible case. Using the definition of vorticity and applying the Stokes theorem, the left-hand-side integral can be shown to be equal to the circulation. Furthermore, by applying the Gauss theorem to the integral on the right-hand side and assuming that the material segment is approximately vertical ͑i.e., its ␦l dimension is approximately parallel to the y axis͒ with its vertical sides exposed to the plume and ambient densities, Eq. ͑16͒ becomes
i.e., D⌫/Dtϭc*␦l where c* is a constant. The negative sign on the right-hand side of Eq. ͑17͒ indicates that the circulation produced on the right-hand side of the nozzle centerline will be negative. A similar derivation of the circulation equation for material segments on the left-hand side of the nozzle centerline shows that the circulation production there is positive. The earlier noted result that the plume velocity increases with height implies that ␦l will also increase away from the nozzle. Consequently, the rate of production of circulation for the segment will increase with height. This, however, describes the Lagrangian evolution of the circulation production rate. What is of interest here is the Eulerian rate of circulation change with height. By considering the onedimensional ͑i.e., vertical͒ evolution of the circulation field, recognizing that the flow is steady ͑in a Eulerian sense͒, and using Eq. ͑17͒ we can write
It has already been stated that as v increases so does ␦l. It should be evident from the above discussion that the essentially inviscid dynamics associated with the generation of vorticity by buoyancy should lead to infinitely thin plumes rising at infinite velocities as the distance from the nozzle tends to infinity. ͑It is noted that the same conclusion can be obtained by considering the Bernoulli integral along the streamline coinciding with the nozzle centerline.͒ In reality, this does not happen due to the presence of diffusion. The latter is expected to have a significant impact on the downstream dynamics where the diffusion regions associated with the two corner material lines start to merge at the centerline. This merging leads to a decay of the local density gradients and to a reduction of the rate of circulation produced by buoyancy. Effectively, the absence of pure buoyant fluid there leads to a weakening of the buoyant force and a slow down of the mixed material due to an increased dominance of the viscous force. Such a slow down is very prone to instability as suggested in Ref. 5 . This instability, which we suspect to be the one leading to the destabilization of the flow in Fig. 5 , belongs to the group of instabilities which we termed as being of the far field.
In the near field, on the other hand, the impact of diffusion is expected to be secondary. The relative slowness of diffusion as compared to the other processes involved in the development of the flow ͑see scaling analysis given earlier͒ precludes the merging of the diffusion regions in the nozzle near field. As a result, the impact of viscous diffusion is constrained to a minor dampening of the vorticity field and to weak generation within the molecularly mixed regions. Mass diffusion, on the other hand, is expected to thicken these regions while, at the same time, decay the magnitude of the local density gradients there. These two mass-diffusion related effects, tend to counterbalance one another when it comes to circulation production by buoyancy. Evidence of this is offered by the fact that neither the thickness of the diffusion regions (␦n) nor the magnitude of the density gradients there ‫)‪n‬ץ/ץ(‬ appear in Eq. ͑17͒. It can be clarified further by recognizing that as long as the overall density difference is maintained across the molecularly mixed regions and these regions remain thin, then ‫ץ/ץ‬nϷ(S Ϫ1)/␦n which implies ‫)‪n‬ץ/ץ(‬ ␦nϷ(SϪ1)ϭconstant.
Thus, the overall driving force for the buoyant flow remains effectively unaffected by diffusion in the nozzle near field. The impact of diffusion on the overall shape of the corner material lines is also small. This is because the motion of these lines is controlled by the convective rather than the diffusive motion of the fluid. As a result, even in the presence of significant diffusion, these lines will still converge towards the nozzle centerline. They will no longer bound the region where buoyant fluid exists, however. In fact, the latter region can be substantially larger and it may even be diverging with height. ͑This leads to the significant disparity in the appearance of laminar plumes when visualized using some form of passive tracer, e.g., the visualizations of Fig. 4 , or when the region of variable density or temperature is visualized, e.g., as in Ref. 26 .͒ Finally, it is noted that the high velocities in the region between the corner material lines create asymmetries in the corner material line diffusion regions making them smaller on the side facing the nozzle centerline as compared to the side facing the ambient. This guarantees that the sharper gradients will reside in the vicinity of the corner material lines and will be approximately normal to these lines even when diffusion is more significant than previously speculated.
The preceding discussion on the secondary role played by diffusion effects in the nozzle near field suggests that the analysis of the inviscid dynamics of the mechanism of vorticity generation by buoyancy should be valid in the viscous/ diffusive case as well. This conclusion can be tested using the numerical results. Figure 17 presents such results for the free-plume case. The figure is a composite one displaying the transport elements ͑center͒ which describe material lines originating in the neighborhood of the nozzle corners, together with the residence time of the elements of the corner material line ͑left͒ and the produced circulation ͑right͒ summed on a one-dimensional equispaced mesh ͑positive and negative parts summed separately͒. It is noted that even though the Reynolds number is quite low ͑lowest of all simulations͒, S Re /Fr 2 is still large ͑ϳ240͒ and diffusion can be assumed to be less important than buoyancy. The figure is in agreement with the qualitative statements made earlier about the physics of this flow. Of particular interest is the approximately linear growth of circulation with height which is in agreement with Eq. ͑21͒.
Flow destabilization from the steady condition
On further consideration, it becomes apparent that the monotonically increasing ͑magnitude-wise͒ circulation with height is a condition necessary for stability in this flow. When this condition is met, the velocity induced at any point along the corner material lines from the circulation above that point, will be greater than the velocity induced from the circulation located below that point, i.e., ‫‪y‬ץ/⌫ץ‬ Ϸ constant ⇒⌫(y ϩ dy) Ͼ ⌫(y Ϫ dy) ⇒ ͉u(y) ͉ from ⌫(yϩdy) Ͼ͉u(y)͉ from ⌫(yϪdy) . The velocity induced from above will be directed towards the nozzle centerline while that induced from below will be directed away from this line. Thus, the net induced velocity vector will be directed towards the nozzle centerline and, consequently, the material lines will be monotonically converging towards this line.
In contrast, when the condition of monotonically increasing circulation with height is violated, vortex formation is to be anticipated. Due to the near zero values of circulation at the inlet and the dominant internal circulation production by the buoyancy mechanism, the only alternative scenario is that of nonmonotonic increase of circulation with height. Such a distribution implies local maxima for circulation ͑as-sumed symmetric about the nozzle centerline͒. At points in the vicinity of the local maxima, the velocity induced by the FIG. 17 . The stable planar plume with Reϭ3, Frϭ0.3, Sϭ7.14-free plume case. The figure is a composite one displaying the transport elements ͑cen-ter͒, together with the Lagrangian residence time, 1/͉u͉, of the elements of the middle layer ͑left͒, and the generated circulation ͑right͒ summed on a one-dimensional equispaced mesh ͑positive and negative summed separately͒. Axes are nondimensional and show correct relative magnitudes for all quantities but may experience a shift of origin ͑the generated circulation at yϭ0 is zero and the nozzle midplane is at xϭ1͒. circulation field at larger heights is not necessarily larger than that from lower heights. Specifically, for points just above the maxima the velocity induced from below will exceed that from above. In contrast, for points just below the maxima, the velocity induced from above will exceed that from below by a margin that is greater than that which would be manifested if the circulation maxima did not exist. The implication of all this is that, when compared to the stable flow case, the material lines above/below the maximum will appear to be rotating away/towards the nozzle centerline. This is schematically shown in Fig. 18 . This accelerates ͑ver-tically͒ the flow below the maxima and decelerates it above them, thus allowing the further accumulation of circulation at the region of the local maxima. More importantly, however, the local rotation of the material lines is such that they become more vertical. As a result, the production of circulation by buoyancy intensifies in this region as the angle between the density gradient and gravitational acceleration vectors tends to ninety degrees. This accelerates the destabilization process by intensifying the local circulation maxima and inducing the local flow to rotate around these maxima. In turn, this results in vortex formation and the further intensification of the local circulation maximum as each vortex entrains the circulation in its immediate vicinity. It is noted that the presence of local maxima in the circulation field is a phenomenon that can lead to destabilization in all vortex flows. Buoyant plumes, however, are much more susceptible to this mechanism due to the enlargement of the maxima by buoyancy as explained above. Finally, it is noted that diffusion tends to counterbalance the above phenomena and lead to the stabilization of the flow. The impact of diffusion is particularly important at the early stages of the destabilization mechanism when, depending on the local convective, buoyant and diffusive timescales, the local maxima in the circulation field may be eliminated ͑smoothened out͒ by diffusion or grow as described above. Thus, unlike the earlier conclusion that the impact of diffusion on the mechanism of the instability is negligible, the effect of this process on transition will be dominant, i.e., diffusion plays an important role in determining whether the flow is stable or unstable, but once the instability is manifested the impact of diffusion becomes secondary.
Intrinsic to the mechanism of the flow destabilization described above is the presence of the circulation maxima. The origin of the initial pair of such maxima must be traced to the time dependence of boundary conditions ͑i.e., the presence of perturbations͒ and/or the initial condition. Subsequent pairs are induced by the first pair via a mechanism which is to be described in the following paragraph. Experimentally, perturbations that lead to the initial pair of maxima may be induced by the ambient atmosphere which may not be perfectly at rest, by the experimental setup ͑oscillations in flow-rate, nozzle vibration, sound waves in buoyant fluid͒ or by the downstream, far-field flow which is rarely steady. In the simulations, perturbations are provided by numerical noise, the downstream flow or, in the cases with exit, by the exit boundary condition. All these perturbations are not necessarily symmetric about the nozzle centerline and, as such, may lead to unsteady phenomena that are more complicated than those described above. The symmetric introduction of the buoyant fluid at the nozzle and the related symmetric generation of vorticity by buoyancy there, tend to enforce the symmetric behavior at subsequent times. Such symmetry is lost downstream, however, because the internal generation mechanisms, dependent as they are on the local flowmap, tend to amplify small differences on either side of the centerline. Thus, far from the nozzle, the flow develops highly asymmetric features as witnessed in the instantaneous visualizations of Fig. 4. 
Description of repetitive shedding once first vortex pair forms
Having described the basic mechanism for the destabilization of this flow, we now embark on an effort to explain the phenomenon of periodic shedding of vortices in the plume near field. To address this issue we, again, make use of kinematical arguments. For simplicity we first assume that a pair of counter-rotating vortices is in the process of being formed from an externally imposed perturbation. The pair tends to rise as each vortex induces a velocity on its counterpart. As each vortex matures, it will increasingly entrain the circulation produced in its immediate vicinity by straining the corner material lines there. Focusing on the flow between the vortex pair and the nozzle exit, we recognize that the entrainment of circulation by the vortices will result in a reduced rate of increase of circulation with height along the corner material lines in this region. That is, while circulation is still being produced by the buoyancy mechanism and tends to accumulate as material lines age, the straining of these lines removes some of this circulation and entrains it to the vortex core. The strain field, and hence the entrainment rate, induced by the vortex, however, decays with distance from the vortex core. This decay is faster than linear while the rate of increase of circulation by accumulation will tend to be linear with distance as noted earlier ͑i.e., assuming that for the flow behind the vortex pair, which bears substantial geometrical similarities to the steady plume, quasisteady conditions exist͒. This leads to a scenario where local maxima for the circulation are created at some distance behind the vortex pair. Effectively, as the vortices rise and their distance from the nozzle increases, a time will be reached when the weakly strained material lines near the nozzle will acquire a circulation that is larger than the strongly strained material lines above them. Alternatively stated, even though the material lines in the nozzle vicinity are younger than those immediately above and, hence, are characterized by lower magnitudes of vorticity, they are also less strained and, as a result, they end up with larger amounts of circulation due to their larger area. Once the scenario of larger amounts of circulation located under smaller amounts is manifested in the nozzle vicinity, a new vortex pair forms as described in earlier paragraphs. Thus, according to this discussion, a vortex pair in the nozzle near field coupled with the introduction of more buoyant material by the nozzle and the dynamics of vorticity generation by buoyancy, will tend to generate a subsequent vortex pair. This leads to the shedding of vortices and the pulsating nature of the near field of buoyant plumes. It is important to recognize the significance of the introduction of new buoyant material by the nozzle in the above mechanism. This constrains the presence of the pulsation in the vicinity of the nozzle.
Evidence for the validity of the arguments describing the mechanism of pulsation of buoyant plumes is provided in Fig. 19 . The figure presents details of approximately one cycle of the evolution of the instability for free plumes. Each frame in the multiframe figure is constructed in a similar fashion to Fig. 17 . It is noted that the transport elements describe the corner material lines and the evolution of the region occupied by them can be revealing as to the impact of the strain field. The figure makes clear that the mechanism for the pulsation of the plume described earlier is valid. As the old vortex pair distances itself from the nozzle, the residence time in the nozzle vicinity increases and the strain decreases there ͑thicker material line region͒-frame ͑a͒. This leads to the accumulation of circulation there and the formation of the local maxima. These maxima start appearing in frame ͑b͒ and are clearly visible by frame ͑c͒. Once the local maxima form, the material lines in their vicinity start tending towards the vertical-frame ͑d͒. At this point the accumulation of circulation accelerates ͑compare first and second row of frames͒ due to the enhanced impact of the buoyancy generation mechanism and of the entrainment. Vortex shedding is witnessed ͓from frames ͑d͒ to ͑f͔͒ both by the physical appearance of vortices and the sharp decay of the residence time between the circulation maxima and the nozzle. After this point, the vortex pair matures and just after frame ͑h͒ the pulsation cycle completes and repeats itself.
In earlier parts of this discussion, it was shown that the flow pulsates at a characteristic and repeatable Strouhal number for each set of buoyancy conditions, i.e., for each Richardson number. The kinematical description for the vortex shedding mechanism given above, helps explain why this is so. First, the mechanism is essentially inviscid and, thus, excludes the viscosity as a controlling parameter. In addition, all quantities that play a role in this mechanism, i.e., strength and distance of the old vortex pair from the nozzle and the rate of production of circulation near the nozzle, depend predominately on the mechanism of vorticity generation by buoyancy. As such, they will be proportional to S/Fr 2 ͓see Eq. ͑15͔͒ and, hence, to the Richardson number. Moreover, it is recognized that the mechanism of vorticity generation by buoyancy is internal to the flow and is controlled from the boundary via the density difference between the buoyant and ambient fluids and the size of the nozzle-the latter defines the location of the incoming corner material lines and provides a length scale to the problem. The nozzle velocity ͑and, hence, the inlet shear͒, on the other hand, does not strongly impact this mechanism. This enables the elimination of V p from the StϳRi correlation noted in Sec. III C, and leads to Eq. ͑13͒ for the pulsation frequency. Similarly, other modifications to the inlet boundary conditions, such as the presence/absence of a horizontal wall at the nozzle exit, are not expected to impact the pulsation frequency in a major way. In fact, other than the density difference and the nozzle width, the only other external parameter that can affect the mechanism of vorticity generation by buoyancy is the gravitational acceleration, which under most circumstances is constant.
The arguments in the previous paragraph are consistent with the discussion in Sec. III C and with Eq. ͑13͒. It is worth pointing out, however, that the rather simple dependency of the frequency on external flow parameters prescribed by this equation, does not imply that the physics leading to the shedding/pulsation is simple. In fact, the mechanism proposed in this section which involves the generation of a vortex and its interaction with the fluid emanating from the nozzle, suggests that quite the contrary is true. Consequently, it is unlikely that this physics can be reproduced using simple, reduced-order theoretical models. It may actually be the case that the simplest model that is able to quantitatively reproduce the frequency of pulsation is that provided by the full governing equations.
Finally, a few qualitative statements on the classification of the instability as absolute or convective. While it is acknowledged that an unambiguous classification could only be achieved via a linear stability analysis, the kinematical explanation of the near field pulsation outlined in the previous paragraphs does tend to suggest that the instability is absolute, rather than convective in nature. As was seen, the instability is an oscillatory one which provides its own feedback through the interaction of the downstream vortex with the newly introduced buoyant fluid at the nozzle. Other than the initiation perturbation, no subsequent perturbation is necessary to sustain the instability, that is, the instability does not convect downstream in the absence of such perturbation. Thus the instability is not an amplifier of external perturbations ͑convective instability͒ but, rather, an internal oscillator ͑absolute instability͒-for definitions see Ref. 22 . On the other hand, the far field instability of plumes ͑i.e., then one shown in Fig. 5͒ is convective in nature. This can be witnessed by the fact that the instability does not propagate upstream to reach the nozzle but, rather, convects downstream. Linear stability analyses based on the parallel flow assumption are likely to focus on this latter instability rather than the near field one.
IV. SUMMARY AND CONCLUSIONS
Results of Lagrangian, Transport Element simulations were used to investigate the near field unsteady dynamics of planar buoyant plumes. The developed computational model was validated via comparisons with experimental data and was shown capable of capturing the detailed instantaneous flow dynamics and of reproducing the frequency of pulsation characteristic of this flow. This frequency, which obeys a Stouhal-Richardson number correlation of the form St ϭ0.536 Ri* 0.457 was shown to be predominately controlled by the nozzle width and the gravitational acceleration, i.e., f Ϸc ͱg/w where c is a constant of about, but slightly less than, 0.5. The frequency of pulsation was the same for free standing nozzles and nozzles with a horizontal wall surrounding the nozzle exit. The instantaneous large scale flow structure displayed a strong tendency towards asymmetry about the nozzle centerline, particularly as the distance from the nozzle exit increased. This tendency was attributed to the two main mechanisms of internal generation of vorticity in the flow ͑buoyancy and baroclinicity͒ which are strongly dependent on the geometrical features of the flowmap and tend to amplify small differences manifested on either side of the centerline. Irrespective of the downstream behavior, however, the instability was always symmetric in the immediate vicinity of the nozzle ͑1 to 2 nozzle widths͒ and exhibited the same nondimensional frequency for the same set of external buoyancy parameters ͑Fr and S͒. The symmetric/asymmetric behavior was linked to the relative strength of the buoyancy over the other processes governing the fluid motion. With increasing dominance of buoyancy the large scale vortices appear closer to the nozzle, and a shift from the asymmetric to the symmetric behavior is manifested.
Numerical results indicated that the relative strength of buoyant and viscous forces plays a dominant role in the transition from the nonpulsatile to the pulsatile behavior. Specifically, a transition relation between the Reynolds and Richardson numbers of the form ReϷc 0 Ri Ϫ0.627 where c 0 is a constant, was manifested. The experimental results, on the other hand, suggested a negligible impact of the Froude number on transition. This difference was attributed to limitations in the experiments arising from the simultaneous variation of the Reynolds and Froude numbers that occurs when the nozzle velocity or width are altered.
A vorticity dynamics based analysis revealed that the instability is inviscid in nature and arises due to the presence of the mechanism of vorticity generation by buoyancy. It was shown that in the stable, nonpulsatile flow, the magnitude of the circulation produced by this mechanism on either side of the nozzle centerline increases monotonically with height at a rate that is approximately constant. Depending on the relative strength of diffusion and buoyancy, destabilization may occur through external perturbations that create local maxima in the otherwise monotonically increasing variation of circulation with height. These maxima evolve into a vortex pair which self-convects away from the nozzle. Once such a vortex pair forms it precipitates a subsequent one through a rather complex mechanism that enforces the appearance of new circulation maxima in the immediate vicinity of the nozzle. The creation of these local maxima is a consequence of the continuous production of circulation by buoyancy just above the nozzle, coupled with the straining effect of the downstream vortex pair. The lack of dependence of the pulsation frequency on external flow parameters other than the nozzle width, the gravitational acceleration and the density ratio is a consequence of the fact that the root cause of the instability is the mechanism of vorticity generation by buoyancy which is internal to the flow and is affected mainly via the three quantities noted above.
