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RÉSUMÉ
Lesmodèles sur réseau comme ceux de la percolation, d’Ising et de Potts servent
à décrire les transitions de phase en deux dimensions. La recherche de leur solution
analytique passe par le calcul de la fonction de partition et la diagonalisation dema-
trices de transfert. Au point critique, ces modèles statistiques bidimensionnels sont
invariants sous les transformations conformes et la construction de théories des
champs conformes rationnelles, limites continues des modèles statistiques, permet
un calcul de la fonction de partition au point critique. Plusieurs chercheurs pensent
cependant que le paradigme des théories des champs conformes rationnelles peut
être élargi pour inclure les modèles statistiques avec des matrices de transfert non
diagonalisables. Ces modèles seraient alors décrits, dans la limite d’échelle, par
des théories des champs logarithmiques et les représentations de l’algèbre de Vira-
soro intervenant dans la description des observables physiques seraient indécom-
posables.
La matrice de transfert de boucles DN(λ, u), un élément de l’algèbre de Tem-
perley-Lieb, se manifeste dans les théories physiques à l’aide des représentations
de connectivités ρ (link modules). L’espace vectoriel sur lequel agit cette représenta-
tion se décompose en secteurs étiquetés par un paramètre physique, le nombre d
de défauts. L’action de cette représentation ne peut que diminuer ce nombre ou le
laisser constant. La thèse est consacrée à l’identification de la structure de Jordan de
DN(λ, u) dans ces représentations. Le paramètre β = 2 cos λ = −(q + q−1) fixe la
théorie : β = 1 pour la percolation et
√
2 pour le modèle d’Ising, par exemple.
Sur la géométrie du ruban, nous montrons que DN(λ, u) possède les mêmes
blocs de Jordan que FN, son plus haut coefficient de Fourier. Nous étudions la non
diagonalisabilité de FN à l’aide des divergences de certaines composantes de ses
vecteurs propres, qui apparaissent aux valeurs critiques de λ. Nous prouvons dans
ρ(DN(λ, u)) l’existence de cellules de Jordan intersectorielles, de rang 2 et couplant
des secteurs d, d ′ lorsque certaines contraintes sur λ, d, d ′ etN sont satisfaites.
Pour le modèle de polymères denses critique (β = 0) sur le ruban, les valeurs
propres de ρ(DN(λ, u)) étaient connues, mais les dégénérescences conjecturées. En
construisant un isomorphisme entre les modules de connectivités et un sous-espace
iv
des modules de spins du modèle XXZ en q = i, nous prouvons cette conjecture.
Nous montrons aussi que la restriction de l’hamiltonien de boucles à un secteur
donné est diagonalisable et trouvons la forme de Jordan exacte de l’hamiltonien
XX, non triviale pourN pair seulement.
Enfin nous étudions la structure de Jordan de la matrice de transfert TN(λ, ν)
pour des conditions aux frontières périodiques. La matrice TN(λ, ν) a des blocs de
Jordan intrasectoriels et intersectoriels lorsque λ = πa/b, et a, b ∈ Z×. L’approche
par FN admet une généralisation qui permet de diagnostiquer des cellules intersec-
torielles dont le rang excède 2 dans certains cas et peut croître indéfiniment avec
N. Pour les blocs de Jordan intrasectoriels, nous montrons que les représentations
de connectivités sur le cylindre et celles du modèle XXZ sont isomorphes sauf pour
certaines valeurs précises de q et du paramètre de torsion v. En utilisant le com-
portement de la transformation i˜dN dans un voisinage des valeurs critiques (qc, vc),
nous construisons explicitement des vecteurs généralisés de Jordan de rang 2 et
discutons l’existence de blocs de Jordan intrasectoriels de plus haut rang.
Mots clés : transitions de phase,modèle d’Ising,modèle de Potts, modèle de Fortuin-
Kasteleyn, matrice de transfert, hamiltoniens XXZ, théorie des champs logarith-
mique, structure de Jordan.
ABSTRACT
Lattice models such as percolation, the Ising model and the Potts model are use-
ful for the description of phase transitions in two dimensions. Finding analytical
solutions is done by calculating the partition function, which in turn requires fin-
ding eigenvalues of transfer matrices. At the critical point, the two dimensional sta-
tistical models are invariant under conformal transformations and the construction
of rational conformal field theories, as the continuum limit of these lattice models,
allows one to compute the partition function at the critical point. Many researchers
think however that the paradigm of rational conformal conformal field theories can
be extended to include models with non diagonalizable transfer matrices. These
models would then be described, in the scaling limit, by logarithmic conformal field
theories and the representations of the Virasoro algebra coming into play would be
indecomposable.
We recall the construction of the double-row transfer matrix DN(λ, u) of the
Fortuin-Kasteleyn model, seen as an element of the Temperley-Lieb algebra. This
transfer matrix comes into play in physical theories through its representation in
link modules (or standard modules). The vector space on which this representation
acts decomposes into sectors labelled by a physical parameter d, the number of de-
fects, which remains constant or decreases in the link representations. This thesis is
devoted to the identification of the Jordan structure of DN(λ, u) in the link repre-
sentations. The parameter β = 2 cos λ = −(q + q−1) fixes the theory : for instance
β = 1 for percolation and
√
2 for the Ising model.
On the geometry of the strip with open boundary conditions, we show that
DN(λ, u) has the same Jordan blocks as its highest Fourier coefficient, FN. We study
the non-diagonalizability of FN through the divergences of some of the eigens-
tates of ρ(FN) that appear at the critical values of λ. The Jordan cells we find in
ρ(DN(λ, u)) have rank 2 and couple sectors d and d ′ when specific constraints on
λ, d, d ′ and N are satisfied.
For the model of critical dense polymers (β = 0) on the strip, the eigenvalues
of ρ(DN(λ, u)) were known, but their degeneracies only conjectured. By construc-
ting an isomorphism between the link modules on the strip and a subspace of spin
vi
modules of the XXZ model at q = i, we prove this conjecture. We also show that
the restriction of the Hamiltonian to any sector d is diagonalizable, and that the XX
Hamiltonian has rank 2 Jordan cells when N is even.
Finally, we study the Jordan structure of the transfer matrix TN(λ, ν) for perio-
dic boundary conditions. When λ = πa/b and a, b ∈ Z×, the matrix TN(λ, ν) has
Jordan blocks between sectors, but also within sectors. The approach using FN ad-
mits a generalization to the present case and allows us to probe the Jordan cells
that tie different sectors. The rank of these cells exceeds 2 in some cases and can
grow indefinitely with N. For the Jordan blocks within a sector, we show that the
link modules on the cylinder and the XXZ spin modules are isomorphic except for
specific curves in the (q, v) plane. By using the behavior of the transformation i˜dN in
a neighborhood of the critical values (qc, vc), we explicitly build Jordan partners of
rank 2 and discuss the existence of Jordan cells with higher rank.
Keywords : phase transitions, Ising model, Potts model, Fortuin-Kasteleyn model,
transfer matrix method, XXZ Hamiltonian, logarithmic conformal field theory, Jor-
dan structure.
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CHAPITRE 1: INTRODUCTION
Dans cette thèse, il sera question de l’importance d’hamiltoniens non hermitiens
et parfois non diagonalisables pour certains problèmes en mécanique statistique et
de méthodes pour diagnostiquer leur structure de Jordan. Ces hamiltoniens appa-
raissent dans l’étude de modèles statistiques simples visant à décrire le phénomène
de transition de phase. Par transition de phase, on entend une modification macro-
scopique et subite des caractéristiques d’un système suite à une petite altération
de certains de ses paramètres externes, par exemple la transition de liquide à gaz
que subit l’eau lorsque la température passe de 99◦C à 101◦C. A priori, cette défini-
tion est vague. Elle peut inclure des phénomènes expliqués par la mécanique clas-
sique, par exemple le mouvement d’unemasse sur un plan incliné (avec frottement)
en fonction de l’angle d’inclinaison, ou le mouvement d’un système masse-ressort
avec friction en fonction de la masse du bloc. Les transitions de phase sont plutôt
des phénomènes en physique statistique, où les interactions entre de grandes quan-
tités de particules font naître des comportements macroscopiques qui sont modifiés
subitement par un changement infinitésimal des paramètres externes du système.
Dans la première partie de cette introduction, la section 1.1, une analyse de trois
exemples de transitions de phase est présentée. Pour décrire ces transitions, il existe
de nombreux modèles mathématiques, parmi lesquels un nombre très restreint pos-
sède la propriété d’avoir une solution analytique. À la section 1.2 seront introduits
les modèles d’Ising, leur généralisation à plus de deux états (le modèle de Potts) et
le modèle de Fortuin-Kasteleyn. La solution du modèle d’Ising en deux dimensions
est connue, ce qui ne s’étend aux deux modèles de Potts et de Fortuin-Kasteleyn en
général. À la section 1.3, nous verrons que les modèles statistiques semblent jouir
d’une invariance sous les transformations conformes et que les hypothèses d’in-
variance conforme et d’universalité, de même que la construction de théories des
champs conformes, permettent de faire des prédictions intéressantes sur ces mo-
dèles, même dans les cas où la solution exacte est inconnue. Les arguments utilisés
dans la formulation originale des théories des champs conformes pour faire ces
prédictions présupposent que les hamiltoniens et matrices de transfert sont diago-
nalisables, mais il existe des situations où cette hypothèse n’est pas satisfaite. C’est
2le cas des matrices de transfert de boucles, dans les représentations de vecteurs de
connectivités, qui peuvent être non diagonalisables. La matrice de transfert double-
ligneDN(λ, u), de même que le formalisme de l’algèbre de Temperley-Lieb et de ses
représentations de lien, sont introduits à la section 1.4. À la section 1.5, nous présen-
tons les caractéristiques des matrices non diagonalisables et faisons un survol des
méthodes qui seront utilisées pour diagnostiquer cette non diagonalisabilité. Nous
soulignons au passage les modifications qui doivent être faites aux arguments de
théories conformes lorsqu’une structure de Jordan est présente dans l’hamiltonien.
1.1 Trois exemples de transitions de phase
1.1.1 L’ébullition de l’eau
Le premier exemple que nous introduisons est bien connu : celui de l’ébullition
de l’eau. Lorsqu’à pression ambiante, de l’eau sous forme liquide est chauffée jus-
qu’à atteindre 100◦C, elle subit une transition de phase de premier ordre. L’énergie
fournie, plutôt que de contribuer à une hausse de température, sert à altérer les
liens entre les molécules d’eau. Il résulte de cette hausse minime de la température
une chute abrupte de la densité : il y a passage de l’état liquide à l’état gazeux. Cette
transition est caractérisée physiquement par un changementmacroscopique du sys-
tème : elle est marquée par un saut (une discontinuité) de la densité en fonction de
la température. Par contraste, des transitions d’ordre supérieur, ou transitions conti-
nues, sont des transitions pour lesquelles le changement au système n’est pas aussi
apparent à grande échelle et qui sont caractérisées par une discontinuité dans les
dérivées des quantités macroscopiques comme la densité.
TTc
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FIGURE 1.1 – Le diagramme de phase de l’eau
La transition décrite précédemment est illustrée dans le diagramme de la figure
31.1 par la flèche rouge, et elle survient précisément lorsque la température et la
pression prennent leurs valeurs sur la courbe qui sépare la phase liquide et la phase
gazeuse. Il existe toutefois un point (Tc, Pc), dit point critique, où cette courbe se
termine. Pour l’eau, ce point est à Pc = 218 atm et Tc = 341◦C ; ce sont des condi-
tions très éloignées des températures et pressions ambiantes. Autour de ce point, il
est possible de passer d’une phase liquide à une phase gazeuse sans transition de
premier ordre : il s’agit de modifier les paramètres T et P de manière à contourner
le point critique. Par ce processus, le système passera par des états où les phases
liquides et gazeuses coexistent. La densité varie continûment en fonction de la tem-
pérature et la transition de premier ordre est absente (pour plus de détails, voir
[1]).
1.1.2 Le problème de la percolation
Un second exemple, de nature plus mathématique, est celui du modèle de per-
colation par lien et par site. Soit un réseau carré de N ×N sites, comme à la figure
1.2 (a), où chaque site a quatre voisins (sauf ceux à la frontière). Pour la percolation
par lien, nous supposons entre deux sites voisins un lien sur lequel est apposé un
pont avec probabilité p (avec 0 ≤ p ≤ 1), ou pas de pont avec probabilité 1 − p.
Chaque configuration a alors une probabilité pn(1 − p)m où n est le nombre de
ponts, m = NL − n est le nombre de liens sans pont et NL = 2N(N − 1) est le
nombre total de liens. La question cruciale en percolation est de savoir s’il y a une
traversée horizontale et, plus précisément, de calculer la probabilité πh(p) d’une
telle traversée. Pour une configuration donnée, il y a une traversée horizontale s’il
est possible d’aller d’un site sur la frontière de gauche à un site de la frontière de
droite en permettant le passage d’un site à l’autre uniquement lorsque ceux-ci sont
liés par un pont. Ainsi la configuration de la figure 1.2 (a) admet une traversée ho-
rizontale, mais pas de traversée verticale. La probabilité πh(p) sera alors la somme
des probabilités de toutes les configurations qui admettent une traversée horizon-
tale.
Le problème de percolation par site diffère de celui par lien en ce sens que ce sont
les sites qui sont occupés (en noir) ou inoccupés (en blanc) plutôt que les liens. Le
passage entre sites adjacents est possible s’ils sont tous deux occupés et l’observable
intéressante demeure la probabilité de traversée horizontale. Dans l’exemple de la
figure 1.2 (b), il y a une traversée verticale, mais pas de traversée horizontale.
Quoique les problèmes de percolation soient des modèles mathématiques rela-
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FIGURE 1.2 – Une configuration de percolation par lien en (a) et par site en (b) sur
un réseau carré. La configuration en (a) permet une traversée horizontale et celle en
(b) une traversée verticale.
tivement simples, ils s’appliquent à de nombreux phénomènes physiques. Parmi
ceux-ci, on trouve la modélisation de la pénétration d’un gaz à travers un solide
poreux. Les pores du solide sont répartis aléatoirement et le gaz peut traverser le
solide lorsqu’il y a une traversée horizontale [2]. On utilise également le modèle
de percolation pour modéliser la conductivité d’un matériau. Les sites du réseau
représentent alors des régions hautement conductrices reliées à leurs voisines avec
probabilité p. S’il y a une traversée, le matériau est conducteur, sinon il est isolant
[1].
La fonction πh(p) a un comportement particulier lorsque N → ∞ : Kesten [3] a
montré qu’il existe dans cette limite une probabilité pc ∈ (0, 1) telle que
lim
N→∞ πh(p) =
{
0 lorsque p < pc,
1 lorsque p > pc,
et ce pour la percolation par site et par lien. La transition de phase s’opère à pc = 12
pour la percolation par lien [3] et à pc ≃ 0, 59274598±0, 00000004pour la percolation
par site [4]. À part des valeurs différentes de pc, les deux modèles sont assez simi-
laires ; dans les deux cas, la probabilité de traversée πh(p) tend vers une fonction de
Heaviside lorsque N → ∞, ce qui est illustré à la figure 1.3 pour la percolation par
site. Enfin le problème de percolation met en lumière plusieurs concepts qui seront
utiles pour la suite :
• Les transitions de phase n’ont lieu que dans la limite thermodynamique, c’est-
à-dire lorsque le nombre de particules N tend vers l’infini. Pour des valeurs
5finies de N, les observables physiques sont des fonctions analytiques et diffé-
rentiables, ce qui ne tient pas forcément lorsque N→∞.
• La pente de la fonction πh(p) en p = pc croît avec N. Si πh(p) tend vers une
fonction de Heaviside en p = pc, alors la pente dπh(p)/dp devient infinie
en p = pc lorsque N → ∞. Plus précisément, la fonction dπh(p)/dp|p=pc se
comporte en N1/ν lorsque N est suffisamment grand, où ν est un exposant
critique : des simulations numériques et des arguments théoriques indiquent
que ν = 4/3 [5, 6, 2] pour la percolation par lien et par site. On dit de ν
qu’il est universel, en ce sens qu’il demeure inchangé pour une grande classe
de problèmes de percolation en deux dimensions. Par exemple, les courbes
πtrih (p) obtenues sur un réseau triangulaire possèdent également des dérivées
dont le comportement est décrit (lorsque N est grand) parN1/ν avec le même
ν, même si la probabilité critique ptric est différente de celle pour le réseau
carré.
• Smirnov [7] a montré que le problème de percolation sur le réseau triangulaire
est invariant conforme dans la limite thermodynamique, c’est-à-dire invariant
sous toutes les transformations préservant les angles. Nous reviendrons sur
les implications de cette invariance à la section 1.3.
FIGURE 1.3 – La probabilité de traversée πh de percolation par site sur un réseau de
côté N en fonction de p, pour N = 2, 4, 8, 16, 32, 64 et 128. Les courbes pour N ≥ 8
proviennent de simulations numériques. Lorsque N → ∞, la fonction πh(p) tend
vers une fonction de Heaviside et sa dérivée en p = pc ≃ 0, 59274598± 0, 00000004
se comporte enN3/4. La figure est tirée de [2].
61.1.3 La transition de phase ferromagnétique
Le troisième exemple, sans doute le plus important pour ce qui suit, est la tran-
sition de phase ferromagnétique. Prenons le cas d’une barre de fer plongée dans un
champ magnétique pointant dans une direction z^. À basse température et à champ
non nul, les spins sont dans une phase ordonnée et pointent dans la direction du
champ magnétique. La magnétisationM = M(T, B), dont une définition précise est
explicitée à la section 1.2.2, vaut +z^ : M donne la direction où les spins pointent
en moyenne. Si, toujours à basse température, le champ magnétique est lentement
réduit à 0, il y a une magnétisation résiduelle M0z^ non nulle qui demeure : les
spins ont une mémoire du champ magnétique disparu et une majorité d’entre eux
pointent toujours dans sa direction. Par contre, dès qu’un champ magnétique B < 0
(pointant en −z^) est instauré, les spins changent d’orientation, s’alignant instanta-
nément avec ce nouveau champ, et M change subitement de signe. La définition
formelle de la magnétisationM0 est
lim
B→0+ M(T, B) = M0(T)z^.
Puisque, à une température sous Tc,
lim
B→0+ M(T, B) 6= limB→0− M(T, B),
la magnétisation est une fonction discontinue en B = 0 et il y a transition de phase.
À haute température, il y a plutôt un régime désordonné. Partant d’un fort
champ magnétique, il appert que, suite à une diminution à zéro du champ ma-
gnétique, les spins viennent à pointer graduellement dans des directions variées.
En B = 0, la magnétisation résiduelle est nulle : les spins n’ont pas de mémoire et
pointent dans des directions indépendantes du champ magnétique original.
En fait, la magnétisation résiduelle M0 est une fonction décroissante de la tem-
pérature, et elle devient nulle de manière subite en une température T = Tc, la tem-
pérature de Curie, tel qu’il est illustré à la figure 1.4 (b). Le point B = Bc = 0, T = Tc
est le point critique et, à cause de ses particularités, il sera au coeur des calculs faits
dans cette thèse. C’est d’ailleurs pour reproduire la transition de phase du ferroma-
gnétisme que les modèles d’Ising et de Potts, introduits à la section 1.2, ont d’abord
été étudiés. Nous mettons l’emphase ici sur trois caractéristiques importantes du
point critique qui apparaissent dans la transition ferromagnétique.
En premier lieu, tout comme pour la percolation, le point critique est caractérisé
par ses exposants critiques. Au point critique, une ou plusieurs quantités thermody-
namiques peuvent ne pas être continues ou différentiables. Dans l’exemple présent,
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FIGURE 1.4 – Trois graphes illustrant la transition de phase ferromagnétique. En (a),
le diagramme de phase d’un aimant ferromagnétique dans le plan B, T . En (b), la
magnétisation spontanée en fonction de la température. En (c), la variation de la
magnétisation en fonction du champ magnétique. Les figures sont des reproduc-
tions de figures dans [8].
la magnétisation résiduelle n’est pas différentiable au point critique en fonction de
T et la magnétisation n’est pas continue en fonction de B, tel qu’illustré à la figure
1.4. Il est alors attendu que, dans le voisinage du point critique,
M(Tc, B) ∝ B1/δz^ lorsque B→ 0,
M0(T) ∝ (T − Tc)β lorsque T → T−c , (1.1.1)
où β et δ sont deux exposants critiques qui caractérisent le comportement de la
magnétisation près du point critique. Pour un système physique réel, ils peuvent
être calculés expérimentalement alors que, pour un modèle mathématique donné,
ils peuvent être calculés exactement dans certains cas et numériquement dans plu-
sieurs autres.
Une deuxième caractéristique remarquable de la physique au point critique est
le comportement de la corrélation entre deux spins placés en position xi et xj. La
fonction de corrélation Gi,j sera définie à la section 1.2.2 pour le modèle d’Ising :
8comme son nom l’indique, cette observable nous informe de la corrélation entre
des spins i et j qui ne sont pas forcément voisins. Lorsque le champ B est nul, on
peut interpréter la fonction de corrélation comme la probabilité que les spins i et j
pointent dans la même direction. À une température supérieure à Tc, la corrélation
décroît de manière exponentielle lorsque N→∞ :
Gi,j ∝ exp(−|xi − xj|/ξ), (1.1.2)
où ξ est la longueur de corrélation. Elle dépend généralement de T et de B, mais
aussi de l’orientation du vecteur unitaire liant les points i et j. Au point critique,
ξ devient infinie : il se forme des plages macroscopiques de spins pointant dans
la même direction, et la fonction de corrélation, au lieu de décroître exponentielle-
ment, décroît plutôt comme une loi de puissance. En T = Tc,
Gi,j ∝ |xi − xj|2−d−η, (1.1.3)
où d est le nombre de dimensions et η, l’exposant critique lié à la fonction de corré-
lation.
En dernier lieu, la physique au point critique est caractérisée par l’apparition de
symétries supplémentaires. Les modèles que nous introduirons dans les prochaines
sections auront souvent des symétries sous translation et sous certaines rotations
qui seront évidentes et indépendantes des paramètres du modèle (par exemple de
B et de T ). Au point critique et dans la limite N → ∞, le terme dominant de Gi,j
devient indépendant de la direction du vecteur liant i et j et ne dépend plus que de
la distance |xi−xj| ; c’est une invariance plus grande que celle qui est manifeste dans
le réseau choisi. Il apparaît également une invariance d’échelle, qui se manifeste
concrètement par
Gλi,λj = λ
2−d−ηGi,j (1.1.4)
où λi est un abus de notation qui indique que nous avons pris le spin en position
λxi. Nous verrons à la section 1.3 que l’existence de ces symétries supplémentaires
au point critique joue un rôle primordial, rendant possible le calcul de la fonction
de partition d’une manière détournée.
91.2 Les modèles statistiques
1.2.1 Le modèle d’Ising
Pour tenter de reproduire mathématiquement la transition de phase ferroma-
gnétique, Wilhelm Lenz proposa en 1925 un modèle statistique simple à son élève
Ernst Ising, aujourd’hui connu sous le nom de modèle d’Ising. Il s’agit d’un modèle
de spins sur réseau avec une interaction très simple. Le réseau est un ensemble de
sites, vivant dans un espace de dimension d, avec des liens reliant certains de ces
sites qui identifient lesquels sont des voisins immédiats. Sur chacun des sites, éti-
quetés par des nombres entiers i ou j, se trouve une particule de spin 1
2
dont l’état est
décrit par la variable σi ∈ {+1,−1}. Les spins interagissent uniquement avec leurs
voisins immédiats. Deux particules voisines avec spins identiques contribuent −J
à l’énergie totale de la configuration, et deux spins voisins différents y contribuent
J. Finalement, la définition générale du modèle d’Ising inclut aussi un champ ma-
gnétique B en chaque point i du réseau, avec contribution −Bσi à l’énergie de la
configuration. Ainsi, l’énergie d’une configuration est
E(σ) = −J
∑
〈i,j〉
σiσj − B
∑
i
σi (1.2.1)
où la notation 〈i, j〉 indique que la somme est prise sur les paires de sites i et j voisins
immédiats dans le réseau. Pour la suite, nous travaillerons surtout avec des réseaux
carrés en deux dimensions, mais le choix du réseau est libre dans la définition qui
précède.
Lorsque J est positif, des spins voisins parallèles mènent à une énergie moindre
que des spins antiparallèles et le modèle est ferromagnétique. La configuration de
moindre énergie est celle où tous les spins sont parallèles et de même signe que B.
Lorsque B = 0, il y a deux configurations d’énergie minimale. À l’opposé, le modèle
est antiferromagnétique lorsque J est négatif. L’existence d’une unique configura-
tion de moindre énergie n’est pas assurée et peut alors dépendre de J et de B, mais
aussi du réseau.
Il est essentiel de comprendre les simplifications et hypothèses qui sont faites.
Les réseaux pour lesquels les calculs analytiques sont possibles sont bidimension-
nels et idéaux, alors que dans un aimant réel, les particules ne sont pas immobiles et
fixées dans un patron d’un réseau parfait. En plus, l’état de particules de spin 1
2
peut
prendre n’importe quelle valeur entre −1
2
et 1
2
. L’énergie d’interaction classique de
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deux dipôles magnétiques avec moments dipolaires magnétiquesm1 etm2 est (voir
[9])
E =
µ0
4πr3
(
m1 ·m2− 3(m1 · r^)(m2 · r^)
)
, (1.2.2)
où r^ est le vecteur unitaire reliant les deux particules et r la distance entre celles-ci.
Pour l’interaction quantique, on trouve dans le livre de Cohen-Tannoudhi [10] que
l’interaction entre le spin d’un proton et celui d’un électron est obtenue en rempla-
çantmi = qigi2mi si dans l’équation qui précède, où qi, gi, si etmi sont respectivement
la charge, le facteur de Landé, le spin et la masse de la particule i. La situation est
similaire pour le cas de deux électrons dont les spins interagissent. L’interaction
d’Ising tente de reproduire le premier terme de (1.2.2). Quant au second terme, il
est absent dans le modèle d’Ising, et on peut supposer alors que les deux orien-
tations des spins si sont contraintes à être perpendiculaires aux plans du réseau
choisi. Aussi, l’énergie d’interaction entre dipôles a une dépendance en la position
relative des dipôles de r−3. Le modèle d’Ising offre donc une simplification supplé-
mentaire, puisqu’elle ne considère l’interaction qu’entre voisins immédiats. Malgré
sa simplicité au niveau microscopique, le modèle d’Ising cache de nombreuses sub-
tilités mathématiques et, remarquablement, parvient à reproduire le phénomène
macroscopique complexe qu’est la transition de phase. Cela est surprenant au vu
de toutes les approximations qui sont faites.
Pour conclure cette introduction, le modèle d’Ising a aussi des applications di-
verses, autres que la modélisation du ferromagnétisme. Il peut être utilisé en biolo-
gie pour comprendre le comportement de l’ADN et de l’hémoglobine (voir [11]). Il
peut aussi modéliser la transition de phase d’un liquide comme celle de la section
1.1.1. En chaque site, σi = +1 indique que le site est occupé par une molécule et
σi = −1 indique que le site est vide. L’interaction d’Ising approxime le potentiel
de Lennard-Jones très grossièrement. Lorsque de gros amas de spins identiques se
forment, la phase est liquide ; lorsque ces spins sont répartis de manière désordon-
née, c’est la phase gazeuse. Pour plus de détails, voir [8], section 1.9.
1.2.2 Les observables physiques intéressantes
À toute configuration d’unmodèle statistique est associé un poids de Boltzmann
e−βE(σ) à partir duquel on définit la probabilité d’une configuration :
P(σ) =
e−βE(σ)
Z
, où Z =
∑
σ
e−βE(σ)
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est la fonction de partition, avec β = 1
kT
, la constante de Boltzmann k et la tempé-
rature T . De cette définition de probabilité, on peut définir pour n’importe quelle
observable X(σ) sa valeur moyenne,
〈X〉 =
∑
σ
P(σ)X(σ).
La fonction de partition, somme des poids de Boltzmann de toutes les configura-
tions, est en fait le facteur de normalisation des probabilités. C’est une quantité que
les physiciens passent un temps stupéfiant à calculer, et pour de bonnes raisons :
à partir de diverses opérations sur Z, il est possible de calculer plusieurs quantités
thermodynamiques d’intérêt. Parmi celles-ci, on compte l’énergie libre
F = −kT lnZ,
l’énergie moyenne
〈E〉 = kT2∂(lnZ)/∂T
et la chaleur spécifique
C = 〈E2〉− 〈E〉2 = ∂〈E〉/∂T.
Pour les modèles de spins comme le modèle d’Ising, la magnétisation M et la sus-
ceptibilité magnétique χ, données par
M =
1
N
〈∑
i
σi
〉
=
kT
N
∂ lnZ
∂B
,
χ =
1
NkT
(〈
(
∑
i
σi)
2
〉
−
〈∑
i
σi
〉2)
=
∂M
∂B
,
fournissent aussi des informations fondamentales sur les caractéristiques macro-
scopiques du système : la magnétisation M nous donne le spin moyen et la sus-
ceptibilité χ, ses variations. Enfin, une dernière observable utile est la fonction de
corrélation à deux points, Gi,j = 〈σiσj〉 − 〈σi〉〈σj〉. Pour le modèle d’Ising en B = 0,
〈σi〉 sera toujours nul parce que le modèle est invariant sous l’inversion de tous
les spins. Le terme 〈σiσj〉 qui reste a alors l’interprétation probabilistique donnée
à la section 1.1.3. La fonction de corrélation offre une alternative pour calculer la
susceptibilité, puisque χ = (NkT)−1
∑
i,jGi,j, mais cette observable est surtout inté-
ressante à cause de son comportement au point critique, tel qu’expliqué à la section
1.1.3.
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Le concept de l’ordre d’une transition de phase a été mentionné à la section
1.1.1. Pour une transition de phase donnée, son ordre est le nombre de dérivées
de la fonction de partition nécessaire pour obtenir une quantité thermodynamique
discontinue ou divergente en fonction d’un des paramètres du modèle. Pour le mo-
dèle d’Ising en deux dimensions par exemple, une transition de phase de second
ordre a lieu : la susceptibilité magnétique est la quantité qui est discontinue à une
température Tc finie et non nulle.
1.2.3 La matrice de transfert du modèle d’Ising en une dimension
La méthode de la matrice de transfert est une technique extrêmement puissante
dont l’objectif est le calcul analytique de la fonction de partition pour toute gran-
deur du réseau. Elle ramène le problème de calculer Z à celui de trouver les valeurs
propres d’une matrice, la matrice de transfert. Pour la majorité des modèles statis-
tiques sur des réseaux en deux dimensions, les valeurs propres de la matrice de
transfert ne sont pas connues et lorsqu’elles le sont, leur calcul requiert souvent
des prouesses techniques qui dépassent les visées de cette thèse. Ainsi, en deux di-
mensions, le calcul a été fait uniquement lorsque B = 0 et c’est déjà un tour de
force, réussi pour la première fois par Onsager en 1944 [12]. En trois dimensions ou
plus, on ne connaît pas d’expression pour les valeurs propres. Pour s’accoutumer
à la technique de la matrice de transfert, il est utile de commencer par un exemple
plus simple et le calcul de la fonction de partition du modèle d’Ising en une di-
mension, fait pour la première fois par Ising en 1925 dans sa thèse doctorale [13],
nous procure cette opportunité. Il sera alors possible de calculer toutes les quantités
thermodynamiques et les exposants critiques. La présentation de cette section suit
assez fidèlement celle de Baxter [8].
La difficulté du calcul de la fonction de partition
Z =
∑
σ
exp(J
∑
〈i,j〉
σiσj + B
∑
i
σi)
provient de la somme sur les plus proches voisins du réseau. Le facteur β = 1
kT
a été
enlevé pour alléger la notation, mais il faudra faire attention de le réinsérer dans la
définition des constantes J et B lors de calculs requérant des dérivées par rapport à
J, B ou T .
Soit une chaîne de N spins d’Ising, telle que présentée à la figure 1.5. Chaque
spin a deux voisins. Commençons par le cas trivial où la chaîne ne comporte que
13
+
−
−
+
−
+
1
2
N
FIGURE 1.5 – Un anneau de spins d’Ising
deux spins et où le champ magnétique B est nul. Chaque spin peut être + ou −, et
la matrice suivante (dite de transfert)
(
eJ e−J
e−J eJ
)
T (J) =+
−
+ −
(1.2.3)
donne les quatre fonctions de partition pour les quatre choix de spins, et permet de
calculer la fonction de partition pourN = 2 pour n’importe quel choix de conditions
à la frontière. Si nous voulons permettre aux deux sites d’être libres, c’est-à-dire de
pouvoir être + ou −, alors Zlibre = 〈vf|T (J)|vi〉 = 4 cosh J, avec |vi〉 = |vf〉 = ( 11) et
〈v| = |v〉T. Avec T (J), nous pouvons aussi calculer Zpér pour la chaîne périodique
avec un seul spin : dans ce cas, ce spin est son propre voisin. S’il est +, l’énergie
est +J, et de même s’il est −, de sorte que Zpér = 2eJ. Pour calculer cette fonction
de partition avec la matrice de transfert T (J), il suffit de prendre la chaîne de deux
spins et de supposer les deux spins identiques, c’est-à-dire prendre la trace de la
matrice de transfert : Zpér = tr T (J) = 2eJ.
Pour le cas où la chaîne comporte trois spins, on peut cette fois écrire
(
e2J+ e−2J 2
2 e2J+ e−2J
)
T2(J) =+−
+ −
, (1.2.4)
où les entrées correspondent aux quatre différents choix de conditions aux fron-
tières pour les spins 1 et 3, et où la somme sur les deux choix de spins possibles
pour le site intermédiaire a été faite. Les arguments donnés précédemment nous
permettent alors de calculer Zlibre = 8 cosh
2 J et, pour la chaîne périodique à deux
spins, Zpér = tr T2(J) = 4 cosh(2J).
L’utilité de ce formalisme provient du fait remarquable que T2(J) =
(T (J))2. La
multiplication T (J) × T (J) se charge de la somme sur le spin intermédiaire faite
dans le calcul de (1.2.4). De manière générale, Tn(J) =
(T (J))n, et pour la chaîne
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périodique à N spins, Zpér = tr T (J)N. Parce que la matrice T (J) est symétrique, il
est possible de l’écrire sous la forme
T (J) = S
(
λ+ 0
0 λ−
)
S−1,
où λ+ et λ− sont les valeurs propres de T (J). En utilisant la propriété de cyclicité
des traces tr (AB) = tr (BA), on trouve que
Zpér = tr T (J)N = tr
(
λN+ 0
0 λN−
)
= λN+ + λ
N
−.
Inclure le champ magnétique B dans le calcul n’est guère plus compliqué, mais
il faut prendre garde à ne pas compter deux fois sa contribution. La matrice de
transfert à considérer est
T (J, B) =
(
eJ+B e−J
e−J eJ−B
)
avec valeurs propres λ± = eJ coshB ±
√
e2J sinh2B + e−2J. Puisque nous voulons
diagnostiquer la présence ou l’absence d’une transition de phase, il est nécessaire
de prendre la limite N → ∞. Pour T > 0 (J < ∞), l’inégalité λ+ > λ− est satisfaite
quel que soit B, et l’énergie libre par spin et la magnétisation sont
f = lim
N→∞
−kT lnZ
N
= −kT ln λ+,
M =
∂ lnλ+
∂B
=
sinhB√
sinh2B+ e−4J
.
En une dimension, la technique de la matrice de transfert permet aussi de calculer
exactement les fonctions de corrélation en calculant
〈σi〉 = 1
Z
tr (T iσzT N−i) = 1
Z
tr (σzT N),
〈σiσj〉 = 1
Z
tr (T iσzT j−iσzT N−j) = 1
Z
tr (σzT j−iσzT N+i−j).
pour lesquelles les expressions figurent dans le livre de Baxter [8].
L’invariance sous translation se manifeste directement par la propriété de cycli-
cité de la trace. Le comportement de la fonction de corrélation lorsque i− j≪ N et
N→∞ est alors
Gi,j −→
N→∞ A
(
λ−
λ+
)j−i
oùA est une fonction analytique de J et de B, indépendante de i, j etN. La longueur
de corrélation est donc ξ = (ln(λ+/λ−))−1 et, puisque pour T > 0, λ+ > λ− et il n’y a
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pas de transition de phase. Malgré cela, le point T = 0, B = 0 a les caractéristiques
d’un point critique : limT→0+ λ−/λ+ = 1 et la longueur de corrélation devient infinie.
La fonction de corrélation est constante (et est donc invariante sous dilatation), la
magnétisation vaut 1 et en comparant avec (1.1.1) et (1.1.3), on peut lire les expo-
sants critiques, δ = ∞ et η = 1. Puisque T < 0 n’a pas de sens physique, l’exposant
critique β ne peut être calculé.
1.2.4 Le modèle d’Ising en deux dimensions
Le modèle d’Ising en deux dimensions avec lequel nous travaillerons est celui
d’un réseau carré dessiné à une inclinaison de 45◦, tel qu’illustré à la figure 1.6 (a).
Dans ce réseau, il y a 2M rangées qui ont alternativement N et N + 1 spins. Pour
les conditions aux limites du réseau, nous identifions les spins de la ligne 2M à
ceux de la première ligne (condition périodique), mais considérons que les spins
de la première et de la (N + 1)-ème colonne sont distincts (condition libre) et ont
uniquement deux voisins. Nous qualifierons la géométrie décrite par cette condi-
tion aux frontières de ruban, alors que tore et rectangle sont réservés respectivement
pour les conditions périodique-périodique et libre-libre. Par rapport à la définition
du modèle d’Ising donnée à la section 1.2.1, il y a deux différences. D’une part, le
champ B est mis à 0. En effet, peu de résultats analytiques pour le modèle d’Ising
en deux dimensions sont connus pour un champ non nul. D’autre part, une aniso-
tropie est ajoutée : les sites situés dans des colonnes impaires sont liés à leurs voisins
des colonnes paires par une constante d’interaction K par la droite, mais avec une
constante L par la gauche. L’énergie d’une configuration de spins d’Ising est alors
E(σ) = −K
(K)∑
〈i,j〉
σiσj − L
(L)∑
〈i,j〉
σiσj. (1.2.5)
Ainsi la somme
∑(K)
〈i,j〉 est une somme sur tous les liens rouges de la figure 1.6 et∑(L)
〈i,j〉, une somme sur les liens bleus. Ce choix, de même que celui de prendre le
réseau avec l’inclinaison de 45◦, découle de considérations mathématiques plutôt
que physiques : les matrices de transfert pour ces réseaux satisfont des symétries
qui rendent le calcul des valeurs propres de la matrice de transfert plus facile.
Il est possible de définir une matrice de transfert, TN = VW, où les éléments des
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ξ0 ξ1
σ1
σ′
1
ξ2
σ2
σ′
2
ξ3
σ3
σ′
3
ξ4
σ4
σ′
4
K
K
L
L
K
K
L
L
K
K
L
L
K
K
L
L
ϕ
φ
φ ′
W↓
V↓ TN↓|
FIGURE 1.6 – En (a), un réseau carré de spins d’Ising, avec N = 4 et M = 3. Les
liens K sont représentés par les traits pleins en rouge et les liens L par les traits
discontinus en bleu. En (b), trois rangées successives de spins, représentant l’action
de V ,W et TN.
matrices V etW sont
Vφ,ϕ = exp
[
Kσ1ξ0 + LσNξN+
N−1∑
j=1
(Lσjξj + Kσj+1ξj)
]
,
Wϕ,φ′= exp
[
Kξ0σ
′
1 + LξNσ
′
N+
N−1∑
j=1
(Lξjσ
′
j + Kξjσ
′
j+1)
]
. (1.2.6)
Les étiquettes φ = (σ1, ..., σN) et φ ′ = (σ ′1, ..., σ
′
N) des matrices V et W sont des
configurations d’une rangée de N spins, alors que l’étiquette ϕ = (ξ1, ..., ξN+1) est
une configuration d’une rangée deN+1 spins. L’action deV,W et TN est représentée
à la figure 1.6 (b). Puisque le nombre de configurations possibles sur une rangée de
N spins est de 2N, TN est une matrice 2N× 2N. Cette matrice permet de calculer la
fonction de partition pour le réseau de la figure 1.6 (b) pour n’importe quel choix
de configuration φ et φ ′. Le produit entre V etW, deux matrices rectangulaires de
grandeurs respectives 2N × 2N+1 et 2N+1 × 2N, se charge d’effectuer la somme sur
les 2N+1 configurations de la ligne intermédiaire de N+ 1 spins.
Parce que W = VT, TN est symétrique, comme dans le cas à une dimension.
Pour calculer la fonction de partition pour un réseau avec conditions libres sur le
rectangle avecM quelconque, l’idée est la même que pour la chaîne en une dimen-
sion :
Zlibre = 〈v|T MN |v〉, avec |v〉 =
(
1
1
...
1
)
.
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De même, pour les conditions aux limites périodiques, la fonction de partition est
Zpér = tr T MN .
Le calcul de la fonction de partition revient à celui des valeurs propres d’une ma-
trice, en l’occurence une matrice de format 2N×2N. C’est un problème plus compli-
qué que le cas unidimensionnel où la matrice était 2× 2.
Les premiers calculs des valeurs propres d’une matrice de transfert pour le mo-
dèle d’Ising en deux dimensions ont été faits par Onsager [12] et Kaufman [14].
Calcul prodigieux, il a été fait sur un réseau carré “normal” (sans l’inclinaison de
45◦) sans contrainte sur K et L, a permis de calculer la fonction de partition et a
montré que la chaleur spécifique a une divergence lorsque
sinh(2K) sinh(2L) = 1. (1.2.7)
Puisque la chaleur spécifique s’obtient par une deuxième dérivée de la fonction de
partition (et parce que les premières dérivées de Z ne sont pas divergentes), la tran-
sition est de deuxième ordre. Sur le réseau carré incliné, la transition de phase du
modèle d’Ising s’effectue aussi lorsque l’équation (1.2.7) est satisfaite, et ce, indé-
pendamment des conditions aux frontières [15]. L’argument y menant, plus simple
que le calcul complet de la fonction de partition, est basé sur le fait que le réseau
dual du réseau carré est également carré.
FIGURE 1.7 – Le diagramme de la transition de phase du modèle d’Ising en deux
dimensions dans le plan K, L.
Le diagramme de phase est illustré à la figure 1.7. La droite K = L est l’analogue
de la droite B = 0 de la figure 1.4 (a) (mais T = 0 correspond à K = L → ∞) : les
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phases I, II et III sont, dans l’ordre, les phases ordonnée, critique et désordonnée.
Celles-ci sont illustrées à la figure 1.8 par trois configurations obtenues à l’aide de
simulations numériques avec K = L à trois différentes températures. Le comporte-
ment est celui qui a été décrit à la section 1.1.3.
Pour la suite nous serons surtout intéressés à la phase II, courbe que nous para-
métrisons par la variable d’anisotropie u ∈ [0, π/4], définie par
sinh(2K) = cot(2u), sinh(2L) = tan(2u).
Avec cette paramétrisation, un calcul fastidieux permet de trouver les valeurs
propres de la matrice de transfert TN(u) et de les écrire sous la forme simple sui-
vante (voir [17], où la définition de la matrice de transfert diffère par une constante),
Λ = 2N+1
N∏
k=1
(
csc
(π(2k− 1)
2(2N+ 1)
)
csc(4u) + µk
)
. (1.2.8)
Chacune des valeurs propres Λ est caractérisée par ses valeurs de µ1, ..., µN ∈
{+1,−1}. Elles sont au nombre de 2N et sont réelles puisque TN est symétrique. La
plus grande valeur propre, Λ0, est celle pour laquelle tous les signes µk sont +1. On
peut alors calculer l’énergie libre par site,
fs = lim
N,M→∞
F
(2N+ 1)M
= lim
N,M→∞
−kT lnZpér
(2N+ 1)M
= lim
N,M→∞
−kT lnΛM0
(2N+ 1)M
(1.2.9)
= −
kT
2
(
ln 2+
∫1
0
dx ln
(
1+ csc(4u) csc(πx/2)
))
.
Enfin, nous notons Λk1,k2,...,kr une valeur propre qui a µk1 , µk2 , ..., µkr tous égaux à
−1, et tous les autres µ, à +1. Lorsque N≫ 1, on trouve que
Λk1,k2,...,kr
Λ0
N≫1
= exp
(
ǫ
r∑
i=1
(2ki − 1)
)
où ǫ =
π sin(4u)
2N
,
et que les valeurs propres sont égales au premier ordre en 1
N
. Avec ce développe-
ment, on peut montrer que la fonction de partition admet l’expression
Zpér
N≫1
= ΛM0
∑
valeurs propresΛ
(Λ/Λ0)
M = ΛM0
∏
n∈2N−1
(1+ qn)
où q = exp(ǫM). La fonction de partition a une forme finale très simple, et nous y
reviendrons à la section 1.3. Par contre, cette expression vaut au point critique exclu-
sivement. Elle ne permet pas le calcul des exposants critiques du modèles d’Ising,
qui est néanmoins possible : les exposants β, δ et η introduits à la section 1.1.3 valent
β = 1/8, δ = 15 et η = 1/4 [18, 19, 20].
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(a) (b)
(c)
FIGURE 1.8 – Trois configurations obtenues à l’aide de simulations utilisant un algo-
rithme de Swendsen-Wang pour le modèle d’Ising sur un réseau carré de 300× 300
sites, avec les conditions aux limites périodiques dans les deux directions (sur le
tore), pour (a) T < Tc, (b) T = Tc et (c) T > Tc.
1.2.5 Le modèle de Potts
Le modèle de Q-Potts, introduit par R. B. Potts [21], est une généralisation du
modèle d’Ising au cas où les spins σi peuvent prendre Q valeurs différentes (avec
Q ≥ 2). Nous travaillerons avec ce modèle sur le réseau de la figure 1.6. L’énergie
d’une configuration est donnée par
E(σ) = −K ′
(K)∑
〈i,j〉
δσi,σj − L
′
(L)∑
〈i,j〉
δσi,σj . (1.2.10)
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Quand des spins voisins sont identiques, la contribution à E(σ) est −K ′ (ou −L ′),
mais elle est nulle lorsqu’ils sont différents. Les Q différentes valeurs que les spins
σi peuvent prendre n’ont pas d’importance ; il importe uniquement qu’elles soient
différentes et au nombre de Q. Lorsque Q = 2 et σi ∈ {+1,−1}, les équations (1.2.1)
et (1.2.10) ne sont pas tout à fait identiques, mais puisque δσi,σj = (σiσj + 1)/2,
les énergies de deux configurations sont égales à une constante additive près si on
impose K ′ = 2K et L ′ = 2L.
L’argument de dualité qui permet de déterminer la courbe critique pour le mo-
dèle d’Ising fonctionne aussi pour le modèle de Potts. Il donne [22] :
vKvL = Q (1.2.11)
avec vK = eK
′
− 1 et vL = eL
′
− 1. Cela est équivalent à (1.2.7) enQ = 2 avec la trans-
formation susmentionnée. En se restreignant aux cas 2 ≤ Q ≤ 4, la paramétrisation
de la courbe critique que nous utilisons est
vK√
Q
=
sin(λ− u)
sin(u)
, (1.2.12)
où les trois valeurs de λ correspondantes, λ = π/4, π/6 et 0, sont toutes dans l’in-
tervalle ∈ [0, π/2] et sont telles que Q = 4 cos2λ. Le paramètre u ∈ [0, λ], qui para-
métrise la courbe critique dans la figure 1.7, est le paramètre d’anisotropie. Ce choix
de paramétrisation est justifié par la simplicité résultante de l’équation de Yang-
Baxter, un outil très utile pour l’étude des matrices de transfert. En effet, l’équation
de Yang-Baxter permet de montrer qu’au point critique, deux matrices de transfert
évaluées à des anisotropies u et v différentes commutent, [TN(u), TN(v)] = 0. Nous
montrerons à la section 1.4.4 comment l’équation de Yang-Baxter du modèle de
boucles permet d’étendre ce résultat aux matrices de transfert de boucles DN(λ, u).
Le modèle de Potts admet également un traitement via une matrice de transfert
comme celle de la section 1.2.4, sauf que TN est de dimension QN × QN. Pour Q
général, la forme des valeurs propres de TN n’est pas connue et notre connaissance
des exposants critiques provient de simulations numériques.
1.2.6 Le modèle de Fortuin-Kasteleyn
Lemodèle de Fortuin-Kasteleyn [23] est différent desmodèles de spins d’Ising et
deQ-Potts, puisqu’il s’agit d’un modèle de tuiles plutôt que de spins sur un réseau.
À partir du réseau de la figure 1.6 (a), une boîte carrée est apposée à chaque endroit
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où il y avait un lien joignant des spins voisins. Le résultat est un réseau de 2M×2N
tuiles, comme à la figure 1.9. Une configuration de Fortuin-Kasteleyn est obtenue
en faisant le choix ou pour chacune des tuiles.
Les conditions aux frontières choisies sont de type ruban (ou cylindre) : le haut
et le bas sont identifiées (condition périodique), mais pas la droite et la gauche,
où des demi-cercles sont apposés pour compléter les courbes tracées par les tuiles
(condition libre ou ouverte). Chaque configuration a alors un poids
P(σ) =
β#(G)wNaKK w
NaL
L
Z
,
où #(G), NaK, NaL, wK et wL sont définies comme suit. Le nombre #(G) compte le
nombre de courbes fermées dans le diagramme résultant. Attention, cela ne corres-
pond pas toujours au nombre de composantes connexes, ces amas de points noirs
réunis par le tracé des courbes. Par exemple dans la figure 1.9, il y a 12 courbes fer-
mées, mais uniquement 10 composantes connexes. Une des composantes connexes
entoure le cylindre et celle-ci est bornée par deux courbes qui enveloppent aussi
le cylindre. L’autre courbe fermée en surplus naît de la présence d’un cycle fermé
dans cette même composante connexe. Dans la figure 1.9, les endroits où les spins
prennent place dans les modèles d’Ising et de Potts demeurent marqués d’un point
noir. Si le choix de tuile est tel qu’il permet de joindre deux de ces points noirs, alors
une arête est ajoutée. Les nombres NaK et NaL comptent alors les nombres
d’arêtes sur les liens de types K et L respectivement (voir la figure 1.6) et wK et wL,
∈ R, sont les poids de Boltzmann de chacune de ces arêtes.
FIGURE 1.9 – Un graphe de Fortuin-Kasteleyn avec #(G) = 12,NaK = 10 etNaL = 9
Le modèle de Fortuin-Kasteleyn se démarque des modèles de spins par l’ob-
servable physique non locale qui entre dans sa définition : le nombre de boucles
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fermées. En effet, puisqu’une courbe fermée peut s’étendre sur une grande région
du réseau, le comptage des boucles ne peut être fait localement : il nécessite une
connaissance de la totalité du réseau.
Le modèle de Fortuin-Kasteleyn a plusieurs attraits. Le premier est qu’il offre
une avenue alternative pour le calcul de la fonction de partition du modèle de Potts
au point critique : si β =
√
Q, wK = vK/β et wL = vL/β, alors
ZPotts = β
NsZFK
oùNs = M(2N+ 1) est le nombre total de sites occupés par des spins. La preuve de
cet énoncé sera le sujet de la section 2.2.4. Cette égalité vaut lorsque les conditions à
la frontière du modèle de Fortuin-Kasteleyn et de Potts sont de type ruban. Il existe
des conditions aux frontières pour le modèle de Fortuin-Kasteleyn qui généralisent
ce dernier résultat aux réseaux de spins avec conditions toroïdales et rectangulaires.
Notons aussi que nous prendrons souvent le paramètre β du modèle de Fortuin-
Kasteleyn dans l’intervalle [0, 2], en le paramétrisant par β = 2 cos λ, λ ∈ [0, π/2], en
référence aux modèles de Potts.
Le second attrait du modèle de Fortuin-Kasteleyn provient du cas β = 1, où le
modèle est équivalent à celui de la percolation par lien sur le réseau de la figure
1.6 (a). En effet, en posant β = 1 et en choisissant wK = wL ≡ w, on trouve que la
probabilité d’une configuration est :
P(σ) =
wNa
Z
=
1
Z
(1+w)
NL
(
w
1+w
)Na ( 1
1+w
)NL−Na
où NL = 4MN est le nombre total de liens possibles et Na = NaK + NaL le nombre
total d’arêtes. Puisque w/(1+w) = 1− 1/(1+w), en choisissant p = w/(1+w) on
trouve que
P(σ) =
(1+w)
NL
Z
Pperco(σ),
où Pperco(σ) est la probabilité d’une configuration en percolation, avec les liens ou-
verts indiqués par les arêtes telles qu’apposées à la figure 1.9. Le modèle de per-
colation est, en quelque sorte, la limite Q → 1 du modèle de Q-Potts. Dans cette
limite, l’équation (1.2.11) donne w2 = Q = 1 et la probabilité critique est pc = 12 tel
qu’attendu.
Le modèle de Fortuin-Kasteleyn admet lui aussi une formulation en termes
d’une matrice de transfert. Ces matrices de transfert, pour les modèles de boucles,
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sont différentes des matrices de transfert de spins. Elles seront introduites aux sec-
tions 1.4.2 et 2.2.1 pour le ruban et à la section 4.2.2 pour le tore, et auront la parti-
cularité de n’être ni symétriques ni hermitiennes.
1.3 La théorie des champs conforme
Le calcul de la fonction de partition en deux dimensions, fait à la section 1.2.4,
est unique au modèle d’Ising : pour les modèles de Potts et de Fortuin-Kasteleyn,
les valeurs propres de la matrice de transfert demeurent inconnues. Or notre in-
térêt pour ces modèles réside réellement dans leurs propriétés dans la limite ther-
modynamique. Dans cette limite, de nombreux indicateurs nous poussent à croire
que les modèles statistiques sont invariants sous les transformations conformes,
et cela a même été démontré dans quelques cas précis. Les théories des champs
conformes sont des théories des champs où une action S bâtie pour un champ φ est
telle que la fonction de partition est invariante sous les transformations conformes.
En poussant l’étude des théories conformes rationnelles, il est possible de faire des
prédictions remarquables, notamment de calculer la fonction de partition au point
critique. La construction de telles théories est non triviale, et prouver que les mo-
dèles statistiques convergent vers ces théories conformes l’est encore moins. On
peut trouver un exposé détaillé sur cette construction dans le livre de Di Francesco,
Mathieu et Sénéchal [24]. Nous exposerons plutôt un raccourci, tel que présenté
dans [25], qui permet de reproduire l’expression de la fonction de partition du mo-
dèle d’Ising en utilisant des arguments de symétries, mais en évitant les délicates
intégrales de chemin.
1.3.1 Les transformations conformes en deux dimensions
Les transformations dites conformes sont les transformations qui préservent les
angles. Pour les décrire, les deux dimensions de R2 sont représentées par un seul
paramètre complexe z = x+ iy. En fonction de cette variable, les translations, rota-
tions et dilatations sont respectivement les transformations f(z) = z+ a, f(z) = zeiθ
et f(z) = λz avec a ∈ C, θ ∈ R et λ ∈ R×. Ce sont trois transformations conformes
globales, en ce sens qu’elles laissent les angles inchangés, envoient C∪ {∞} vers C∪
{∞} et sont inversibles. Les transformations conformes globales comprennent aussi
f(z) = 1/z de même que les compositions de plusieurs transformations conformes
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globales. En toute généralité, elles s’écrivent sous la forme
f(z) =
az+ b
cz+ d
avec la contrainte ad− bc 6= 0.
Il existe d’autres transformations conformes dites locales ; ce sont celles qui
conservent les angles dans des sous-domaines de la sphère de Riemann C ∪ {∞}.
Il est possible que les transformations locales ne soient pas bien définies partout et
ne soient pas inversibles. Par exemple à la figure 1.10 est illustrée la transforma-
tion f(z) = ln z, qui envoie le plan complexe vers un ruban infini de largeur 2π. Un
problème survient dans le voisinage de la demi-droite y = 0, x ≥ 0, région qui est
envoyée vers deux régions éloignées dans le graphe de f(z). Ainsi, alors que les trois
droites radiales (en bleu) se croisent à l’origine avec des angles de π/3 dans la figure
de gauche, elles ne se croisent pas dans celle de droite et sont plutôt représentées
par six droites parallèles.
z = reiθ
(a)
f(z) = ln(z) = ln r+ iθ
(b)
f
FIGURE 1.10 – Une transformation du plan complexe qui conserve les angles loca-
lement : f(z) = ln(z).
Une propriété remarquable des transformations conformes infinitésimales en
deux dimensions est qu’elles forment une algèbre de Lie de dimension infinie.
Pour être conforme, une transformation f(z, z¯) doit être soit holomorphe ou anti-
holomorphe, c’est-à-dire s’écrire comme f(z) ou comme f(z¯). Il est utile d’étudier
les transformations conformes avec leur écriture sous forme de série de Laurent,
f(z) =
∑
k∈Z
ckz
k, f(z¯) =
∑
k∈Z
dkz¯
k, (1.3.1)
où le nombre de ck et dk non nuls avec k < 0 est fini. Les transformations infinitési-
males qui transforment z en z+ cizi et z¯ en z¯+diz¯i sont générées par les opérateurs
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Li = z
i+1 d
dz
et L¯i = z¯i+1 ddz¯ qui satisfont les relations de commutation
[Li, Lj] = (j− i)Li+j, [L¯i, L¯j] = (j− i)L¯i+j, [Li, L¯j] = 0. (1.3.2)
Ce sont là deux copies de l’algèbre deWitt. On peut trouver une bonne introduction
sur les transformations conformes dans [24].
1.3.2 Les hypothèses d’invariance conforme et d’universalité
des modèles statistiques
L’objectif de cette section est de décrire deux hypothèses à propos des modèles
statistiques, l’invariance conforme et l’universalité, qui ont des conséquences re-
marquables pour la compréhension desmodèles statistiques à leurs points critiques.
Dans la définition des modèles statistiques introduits précédemment, plusieurs
symétries sont manifestes. Par exemple pour un réseau carré, on peut s’attendre à
une invariance du modèle sous les rotations de 90◦. Lorsque des conditions pério-
diques sont imposées dans les deux directions, il est manifeste que le modèle est
invariant sous les translations verticales et horizontales du système.
Lorsque N→∞, le groupe des transformation sous lesquelles les modèles sont
invariants grandit. Certaines manifestations de ce groupe de symétrie élargi sont
apparentes à la figure 1.8. Par exemple, pour des conditions aux frontières autres
que périodiques, l’invariance sous rotation et translation se manifeste comme ceci :
dans les régions du réseau assez éloignées des frontières pour ne ressentir aucun
effet de bord, les observables physiques sont invariantes de l’emplacement de la
région dans le réseau et de l’orientation de celui-ci. Autrement dit, un observateur
futé auquel nous fournirions le zoom d’une région du réseau aurait bien du mal
à identifier l’emplacement de la région agrandie dans le reste du réseau. Dans les
trois configurations sélectionnées lors de la simulation, l’invariance sous une rota-
tion par 90◦ semble être étendue à une invariance plus grande, sous des rotations
quelconques. En T = Tc, cette invariance se traduit par une dépendance des fonc-
tions de corrélations à deux points en |xi − xj| uniquement. Par contre, regarder la
figure 1.8 peut aussi être trompeur, puisque pour T > Tc, les fonctions de corré-
lations se comportent comme en (1.1.2), avec des longueurs de corrélations ξ qui
peuvent dépendre de la direction étudiée dans le système et ne pas être invariantes
sous n’importe quelle rotation [8].
En T = Tc, une symétrie supplémentaire fait son apparition : la dilatation. Dans
la figure 1.8 (b), il y a coexistence de petites et de grosses plages de spins de même
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signe. Si on prend un sous-domaine du réseau et que l’on effectue un agrandisse-
ment, on trouve que cette propriété est inchangée et que la configuration obtenue
a un comportement fractal : elle a les mêmes caractéristiques que la configuration
originale. Plus exactement, l’invariance sous dilatation se manifeste par un compor-
tement en loi d’échelle de la fonction de corrélation (voir l’équation (1.1.4)).
L’invariance sous certaines transformations conformes globales desmodèles sta-
tistiques bidimensionnels en leur point critique mène naturellement à la question
suivante : ces modèles sont-ils invariants sous tout le groupe des transformations
conformes ? Pour le modèle de percolation, l’hypothèse d’invariance conforme a
d’abord été vérifiée numériquement [2], puis prouvée pour le réseau triangulaire
[7]. Cette invariance se manifeste notamment comme ceci : soit un réseau carré sur
lesquel un modèle de percolation est défini. Nous dessinons sur ce réseau deux
courbes fermées C1 et C2, qui prennent des formes possiblement différentes. Sup-
posons maintenant que sur C1, nous identifions quatre points A, B, C et D et défi-
nissions π(AB→ CD) comme étant la probabilité de traversée en percolation entre
l’intervalle de C1 compris entre A et B et celui entre C et D. Le théorème de l’appli-
cation conforme de Riemann nous assure qu’il existe une transformation conforme
f(z) qui envoie C1 sur C2 et la région contenue dans C1 sur celle dans C2. Les points
A,B, C et D sont envoyés vers A ′ = f(A), B ′ = f(B), C ′ = f(C) et D ′ = f(D) (voir
figure 1.11). Certains problèmes peuvent apparaître si les domaines ont des coins,
c’est-à-dire si les courbes C1 et C2 ne sont pas dérivables en certaines points (c’est le
cas de la courbe C1 dans la figure 1.11). Le théorème de l’application de Riemann
assure alors qu’il existe une fonction f qui est conforme à l’intérieur des domaines
et continue à la frontière.
Si on réduit la maille du réseau carré jusqu’à atteindre 0 en laissant la taille
de C1 et de C2 inchangées, alors l’hypothèse d’invariance conforme du modèle de
percolation énonce alors qu’en p = pc,
π(AB→ CD) = π(A ′B ′ → C ′D ′).
Qui plus est, lorsque la courbe C2 est le cercle de rayon unité, la probabilité de
traversée π(A ′B ′ → C ′D ′) ne dépend que du rapport anharmonique
η =
(A ′ − B ′)(C ′ −D ′)
(A ′ − C ′)(B ′ −D ′)
où A ′, B ′, C ′ et D ′ sont les points sur le cercle unité vers lesquels A,B, C et D sont
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A
B
C
D
C1
f
A ′
B ′
C ′
D ′
C2
FIGURE 1.11 – La transformation conforme f envoie le domaine fermé de gauche
vers le disque unité de droite. Les point A ′, B ′, C ′ et D ′ sont les images de A,B, C
etD sous f.
envoyés. Cette probabilité est donnée par la formule de Cardy [26],
π(A ′B ′ → C ′D ′) = 3Γ(23)
Γ(1
3
)2
η
1
3 2F1(
1
3
, 2
3
; 4
3
; η) (1.3.3)
où 2F1 est la fonction hypergéométrique. Avec l’invariance conforme, l’équation
(1.3.3) permet le calcul des probabilités de traversée pour n’importe quel domaine
compris à l’intérieur d’une courbe fermée C, tant et aussi longtemps que la fonction
f transformant C en le cercle unité est connue.
Ceci nous amène naturellement à la deuxième hypothèse, l’universalité. Bien
que les deux seuls cas avec preuve de l’invariance conforme en deux dimensions
sont la percolation sur le réseau triangulaire [7] et le modèle d’Ising sur le réseau
carré [27], il est généralement accepté que les modèles de percolation et d’Ising sur
d’autres réseaux sont aussi invariants conformes, et de même pour les modèles de
Potts à Q états et de Fortuin-Kasteleyn. Deux modèles sont dans la même classe
d’universalité si ils ont à leur point critique des comportements similaires : ils ont
les mêmes exposants critiques et toutes leurs fonctions de corrélation sont iden-
tiques. Plusieurs quantités macroscopiques auront un comportement qui sera indé-
pendant du détail microscopique du réseau et même des conditions aux limites. De
nombreux indicateurs nous poussent à croire que les modèles de percolation par
site et par lien sur des réseaux carrés, triangulaires, hexagonaux, etc., sont dans la
même classe d’universalité. Le modèle d’Ising en deux dimensions sur tous ces ré-
seaux formeraient aussi une classe d’universalité, distincte de celle des modèles de
percolation. Il n’existe par contre aucune preuve de l’hypothèse d’universalité des
modèles statistiques.
Ces deux hypothèses, l’invariance conforme et l’universalité, ont d’autres consé-
quences remarquables, comme nous le verrons à la prochaine section.
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1.3.3 L’algèbre de Virasoro et ses représentations irréductibles
Dans certains systèmes demécanique quantique, il est possible d’utiliser la théo-
rie de la représentation pour calculer le spectre d’hamiltoniens, notamment lors-
qu’il s’agit de l’un des générateurs de l’algèbre sous laquelle le modèle est invariant.
Par exemple, pour l’atome d’hydrogène, l’hamiltonien admet une séparation de va-
riables entre une partie radiale et une partie azimutale qui s’avère être le générateur
L2 de l’algèbre su(2). L’information sur la physique du système est alors contenue
dans les valeurs propres de cet opérateur dans les représentations irréductibles et
unitaires de su(2). Pour les modèles statistiques, l’opérateur dont nous voulons
connaître les valeurs propres est la matrice de transfert et il n’est pas évident, a
priori, que son spectre peut être trouvé en étudiant le spectre d’un générateur Li
introduit à la section 1.3.1, mais c’est effectivement le cas. L’identification est la sui-
vante :
lim
N→∞ TN(u)↔ zL0 , (1.3.4)
où z est une constante à déterminer. Un argument peu rigoureux qui mène à cette
identification est le suivant : dans le plan complexe, par exemple celui de la figure
1.10 (a), l’opérateur L0 est responsable des transformations infinitésimales de dila-
tation et de rotation, puisque (1 + ǫL0)z = (1 + ǫ)z engendre une rotation si ǫ est
imaginaire et une dilatation s’il est réel. Or les réseaux sur lesquels nous concen-
trons nos efforts pour les modèles de spins sont périodiques dans la direction verti-
cale. La transformation f(z) = ln z envoie justement le plan complexe vers un ruban
dont le haut et le bas sont identifiés. Qui plus est, l’action radiale et azimutale de L0
devient, par f, une action de translation horizontale et verticale dans la figure 1.10
(b). Si on retourne à la définition de la matrice de transfert, on s’aperçoit que son
action est très analogue à celle d’une telle translation : elle permet de passer d’une
ligne de spins à la suivante (voir la figure 1.6 (b)).
L’identification entre la matrice de transfert et l’opérateur L0, obtenue par la
construction des théories des champs conformes, doit être précisée. Pour un réseau
comme celui de la figure 1.6, les valeurs propres de la matrice de transfert, dans la
limite N→∞, ont la forme [17, 45]
1
2
ln(Λi(u)) = −2Nfs − ff − π2N sin(
πu
λ
)
(
− c
24
+ γi
)
où γi est une valeur propre de L0, fs est l’énergie libre par spin, ff l’énergie libre
due aux spins à la frontière et c la charge centrale, un paramètre qui dépend du
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modèle et sera défini plus loin. Les énergies libres fs et ff dépendent aussi du mo-
dèle ; par exemple l’énergie libre par spin dumodèle d’Ising est donnée à l’équation
(1.2.9). L’opérateur d’évolution L0 donne donc beaucoup d’information sur la théo-
rie physique et son spectre, c’est-à-dire l’ensemble de ses valeurs propres, est une
première chose à calculer. Toute l’information sur les valeurs propres de L0 et ses
dégénérescences est contenue dans le caractère de L0,
χ(z) =
∑
i
zγi ,
où z est une constante ∈ C et la somme est sur toutes les valeurs propres γi de L0
dans une représentation donnée.
La théorie de la représentation de l’algèbre de symétrie joue un rôle crucial dans
ce calcul. L’algèbre de Witt, identifiée plus tôt, n’est pas la seule qui soit impor-
tante dans l’étude des phénomènes critiques. Puisque la limite thermodynamique
des modèles sur réseau est souvent décrite par une théorie des champs quantiques,
l’état du système physique est alors représenté par un rayon dans un espace d’Hil-
bert et la construction des représentations agissant sur l’espace d’Hilbert doit in-
clure cette liberté sur la phase du vecteur représentant le système. Ces représenta-
tions sont appelées représentations projectives. Une façon efficace de les étudier est
d’étendre l’algèbre de symétries, ici l’algèbre de Witt, par un élément central C re-
présentant l’action des générateurs le long des rayons. L’extension de l’algèbre de
Witt par cet élément est appelée l’algèbre de Virasoro et c’est cette algèbre qui dé-
crit de nombreuses familles de systèmes physiques en leur point critique. Le géné-
rateur supplémentaire C, la charge centrale, commute avec tous les générateurs Li,
mais apparaît dans les relations de commutation [Li, L−i]. Ce générateur est toujours
représenté par un multiple de l’identité, C = c · id. Les relations
[Li, C] = 0, [Li, Lj] = (j− i)Li+j+
C
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(j3 − j)δi,−j, (1.3.5)
définissentVir, l’algèbre de Virasoro. Lemodèle de percolation, d’Ising et de 3-Potts
sont décrits par des charges centrales respectives de c = 0, c = 1
2
et c = 4
5
et, pour le
modèle de Fortuin-Kasteleyn avec paramètre β = 2 cos λ, par
c = 1−
6 (λ/π)2
1− λ/π
.
Puisqu’un système physique critique est caractérisé par une charge centrale c don-
née, il est important de connaître les représentations de l’algèbre de Virasoro où
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l’élément central C prend cette valeur. Dans les travaux originaux de Belavin, Po-
lyakov et Zamolodchikov [16], certaines hypothèses sont d’origine physique : tout
d’abord, l’existence d’un plus haut poids (relié au comportement à petite distance
des fonctions de corrélation), et ensuite, l’unitarité (qui est naturelle en théorie des
champs, mais moins naturelle enmécanique statistique). Enfin, une troisième hypo-
thèse, l’irréductibilité des représentations, est habituelle en théorie des champs : ce-
pendant, nous montrerons dans la présente thèse que cette hypothèse n’est pas réa-
lisée dans plusieurs systèmes physiques. La construction détaillée des représenta-
tions de plus haut poids, irréductibles et unitaires dépasse les visées de cette thèse.
Nous nous contentons d’énumérer les étapes de cette construction et de donner les
résultats pour le modèle d’Ising.
• Réaliser que Vir se scinde en Vir = Vir−⊕Vir0⊕Vir+, où
Vir0 = C L0⊕C C, Vir+ = ⊕∞i=1CLi, Vir− = ⊕∞i=1CL−i,
et que chacun des Vir−, Vir+ et Vir0 est une sous-algèbre de Vir.
• Supposer l’existence d’un vecteur |v〉 de plus haut poids h, propre de L0, c’est-à-
dire que L0|v〉 = h|v〉 et Li|v〉 = 0 pour tout i < 0.
• Construire l’ensemble des vecteurs descendants de |v〉, Lk1Lk2 ...Lkn |v〉 (pour
ki > 0, ∀ i) et trouver une base de vecteurs indépendants engendrant cet es-
pace vectoriel. En utilisant les relations (1.3.5), on peut montrer que chacun de
ces vecteurs est propre de L0 avec valeur propre λ = h+
∑n
i=1ki. L’opérateur
L0 est donc diagonal. On appellemodule de Verma Vc,h l’ensemble des vecteurs
descendants d’un vecteur de plus haut poids, et un exemple d’un tel module
est illustré à la figure 1.12.
• Il peut arriver, pour certaines valeurs précises de h et c, que certains états
|w〉, combinaisons linéaires de vecteurs descendants de |v〉 au niveau h ′ (avec
h ′ −h ∈ N), soient tels que Li|w〉 = 0 pour tout i < 0. Le vecteur |w〉 engendre
lui-même une représentation de Vir de plus haut poids h ′ et est dit singulier.
Les représentations irréductibles de l’algèbreVir sont obtenues en quotientant
le module de Verma Vc,h par les sous-modules générés par ses descendants
singuliers. En introduisant une forme bilineaire sur les vecteurs descendants
(la forme de Shapovalov), il est possible d’identifier, pour une charge centrale c
fixée, les niveaux h ′ de ces descendants singuliers : ces niveaux h ′ sont ceux
pour lesquels le déterminant de la forme bilinéaire s’annule.
• Imposer l’unitarité, c’est-à-dire imposer qu’aucun descendant de |v〉 n’ait une
norme nulle ou négative vis-à-vis la forme de Shapovalov.
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FIGURE 1.12 – Un module de Verma Vc,h est engendré par un vecteur |v〉 au niveau
h. Lorsqu’on y applique les opérateurs Li, i > 0, celui-ci engendre des descendants
aux niveaux h+1, h+2, etc. Le nombre de descendants (indépendants via les équa-
tions (1.3.5) qui définissent Vir) au niveau h + n est p(n), le nombre de partitions
de l’entier n, et est fidèlement représenté par le nombre de points noirs au niveau
h + n. Une représentation graphique d’un module de Verma est donnée à gauche
et, à droite, nous donnons les opérateurs qui engendrent les premiers descendants
lorsqu’appliqués à |v〉. Certains descendants peuvent être singuliers et engendrer
des sous-modules dont il faut faire le quotient pour obtenir une représentation ir-
réductible. Ceux-ci apparaissent aux niveaux h + 3 et h + 4 sur sur le diagramme.
Les sous-modules peuvent avoir un patron d’imbrication non-trivial, et c’est le cas
pour le modèle d’Ising.
Dans l’algèbre su(2) intervenant dans la description de l’atome d’hydrogène,
il résulte des conditions d’irréducibilité et d’unitarité que les représentations sont
de dimension finie et que les plus hauts poids h peuvent seulement être entiers ou
demi-entiers. Pour l’algèbre Vir, la situation est différente, notamment parce que
les représentations sont, sauf exception, des matrices infinies. Les seules valeurs de
c < 1 et de h pour lesquelles les représentations construites sont irréductibles et
unitaires sont [28]
c = c(m) = 1−
6
m(m + 1)
, h = hr,s =
((m+ 1)r−ms)2 − 1
4m(m+ 1)
, (1.3.6)
avec m ∈ N, 1 ≤ r < m et 1 ≤ s < m + 1. Pour une valeur de c fixée, on appelle
la table de Kac le tableau des valeurs des plus hauts poids hr,s compatibles pour une
charge centrale donnée c(m). Aux valeurs m = 2, 3 et 5 sont associées les charges
centrales respectives des modèles de percolation, d’Ising et de 3-Potts. Les tables
de Kac de ces deux derniers modèles sont données sur fond blanc à la figure 1.13.
Les théories des champs décrites par les valeurs données en (1.3.6) sont dites ra-
tionnelles. Cet épithète est réservé à une famille de théories des champs conformes
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qui peuvent être décrites avec un nombre fini de champs primaires étiquetés par les
plus hauts poids de la table de Kac. (Ces champs doivent être fermés sous l’opéra-
tion “produit d’opérateurs”. Voir [24].)
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FIGURE 1.13 – Les tables de Kac pour le modèle d’Ising (c = 1
2
) en (a) et de 3-
Potts (c = 4
5
) en (b). Dans les cases blanches, les valeurs hr,s qui correspondent aux
représentations irréductibles et unitaires.
Pour le modèle d’Ising, en c = 1
2
, il n’existe que trois représentations irréduc-
tibles et unitaires, avec plus hauts poids h = 0, 1
2
et 1
16
. Chacune est de dimension
infinie, et un calcul permet de donner aux caractères de L0 dans ces trois représen-
tations les expressions suivantes [29] :
χh=0(z) =
1
2
( ∏
n∈2N−1
(
1+ zn/2
)
+
∏
n∈2N−1
(
1− zn/2
))
,
χh=1
2
(z) =
1
2
( ∏
n∈2N−1
(
1+ zn/2
)
−
∏
n∈2N−1
(
1− zn/2
))
,
χh= 1
16
(z) = z
1
16
∞∏
n=1
(1+ zn) .
Un grand succès de ce calcul réside dans le fait que la fonction de partition pério-
dique de la section 1.2.4 se réécrit comme
Zpér = Λ
M
0
(
χh=0(q
2) + χh=1
2
(q2)
)
(1.3.7)
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où q = exp(−πsin(4u)M
2N
). Le caractère de la représentation h = 1/16 n’intervient
pas dans l’expression de Zpér, mais joue un rôle lorsque le choix des conditions aux
frontières à la gauche et à la droite du réseau d’Ising de la figure 1.6 est différent. En
notant par (cg, cd) les contraintes sur ces spins à la gauche et à la droite, alors [17]
Z = ΛM0 ×

χ0(q
2) avec conditions (+,+),
χ 1
2
(q2) avec conditions (+,−),
χ 1
16
(q2) avec conditions (+, libre),
Le fait que la fonction de partition pour les diverses conditions aux frontières (cg, cd)
s’écrive avec les caractères des trois mêmes représentations irréductibles de l’al-
gèbre de Virasoro est un indicateur très convainquant de l’hypothèse d’invariance
conforme pour le modèle d’Ising. Lorsque le domaine sur lequel le système phy-
sique est défini n’a pas de frontière, l’algèbre de symétrie est élargi au produit de
deux copies de l’algèbre de Virasoro. Les caractères décrivant le spectre de L0 sont
alors des produits de deux caractères de représentations de l’algèbre de Virasoro.
Par exemple, pour le cas de conditions droite-gauche périodiques (sur le tore), la
définition de la matrice de transfert est un peu différente et, avec q = exp(−πie
−4iu
2N
),
la fonction de partition est obtenue par
Z = ΛM0
(
χ0(q
2)χ0(q¯
2) + χ 1
2
(q2)χ 1
2
(q¯2) + χ 1
16
(q2)χ 1
16
(q¯2)
)
.
L’analyse des systèmes sur de tels domaines est souvent plus ardue que celle sur
une géométrie avec frontière comme celle du ruban. La complexité des résultats que
nous trouvons au chapitre 4 relativement à ceux du chapitre 2 en est peut-être un
exemple.
Pour les autres valeurs de la charge centrale, le calcul des caractères des repré-
sentations irréductibles est possible, mais les formes ne sont pas aussi simples et ne
permettent pas de vérification aussi spectaculaire, puisque le spectre des matrices
de transfert de spins n’est pas connu. Aussi les succès de la théorie des champs
conforme s’étendent au-delà du calcul des fonctions de partition. Elles parviennent
par exemple à décrire les fonctions de corrélations à n points et à faire certaines
prédictions pour les exposants critiques d’observables géométriques (par exemple
dans [30]).
1.4 La matrice de transfert du modèle de boucles
Le calcul de la fonction de partition du modèle de Fortuin-Kasteleyn peut aussi
être fait avec des matrices de transfert, dites de boucles. Nous étudierons les carac-
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téristiques de ces matrices de transfert pour deux géométries : DN(λ, u) sur le ru-
ban (conditions ouvertes) et TN(λ, ν) sur le tore (conditions périodiques). Les deux
objets sont des éléments d’une algèbre abstraite, l’algèbre de Temperley-Lieb, qui
est adaptée au choix de la géométrie. Puisque les objets mathématiques sont plus
simples sur le ruban, nous choisissons d’introduire ce cas dans le cadre de cette
introduction. Cette section se veut donc une préparation au chapitre 2 : nous décri-
vons la construction de DN(λ, u) et certaines de ses propriétés qui suscitent notre
intérêt, dont plusieurs sont tirées de [45].
1.4.1 L’algèbre de Temperley-Lieb
Avant de pouvoir introduire la matrice de transfert dumodèle de boucles, il faut
définir une algèbre abstraite, l’algèbre de Temperley-Lieb TLN(β), dont les éléments
sont des connectivités. Soit un rectangle sur lequel on identifie N points sur chacun
des segments inférieur et supérieur. Une connectivité c1 est une connexion deux à
deux des 2N points par des courbes ne s’intersectant pas et contraintes à demeurer
à l’intérieur du rectangle. Par exemple, pour N = 6,
c1 =
est une connectivité. Si deux connectivités c1 et c2 sont telles qu’il est possible de
déformer continûment les courbes c1 en celles de c2, alors c1 et c2 sont considérées
égales. Avec cette définition, le nombre de connectivités est fini et égal à 1
N+1
( 2NN ).
Le produit entre deux connectivités c1 et c2, dépendant d’un paramètre complexe β,
est défini de la manière suivante : pour calculer c2c1, il faut apposer le diagramme
de c1 sur celui de c2 et relier les N points du segment supérieur de c2 à ceux du
segment inférieur de c1. La connectivité résultante est obtenue en lisant, dans le
diagramme résultant, la connexion entre les points du haut et ceux du bas. Il est
possible que certaines courbes soient fermées à la frontière entre c1 et c2, et pour
chacune il faut ajouter à la connectivité résultante un poids β. Par exemple,
= β2c2c1 = .
Pour ce produit, la connectivité
. . .
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agit à titre d’identité : elle laisse inchangée toute connectivité qui la multiplie et
sera notée id. L’algèbre de Temperley-Lieb TLN(β) est alors l’espace vectoriel gé-
néré par les connectivités, muni du produit entre celles-ci. Autrement dit, TLN(β)
comprend non seulement les connectivités, mais aussi leurs combinaisons linéaires,
et le produit est étendu linéairement lorsqu’appliqué à des combinaisons linéaires
de connectivités.
Il est possible de donner une définition alternative de TLN(β). Soit les N − 1
connectivités ei suivantes :
ei = . . . . . .
1 2 i N
i = 1, ..., N− 1.
Avec la définition du produit entre connectivités, ces générateurs satisfont les rela-
tions
e2i = βei,
eiej = ejei, pour |i − j| > 1, (1.4.1)
eiei±1ei = ei lorsque i, i± 1 ∈ {1, 2, . . . , N− 1},
par exemple,
e2i =
. . . . . .
. . . . . .
1 2 i N
= β . . . . . .
1 2 i N
= βei,
eiei+1ei =
. . . . . .
. . . . . .
. . . . . .
1 2 i N
= . . . . . .
1 2 i N
= ei.
On peut aussi montrer que toute connectivité peut être écrite en termes d’un
produit de eis. Par exemple, c1 = e4e3e2e5 et c2 = e1e2e3e5e4. Pour calculer c2c1, il
suffit d’apposer l’expression de c2 en termes des eis devant celle de c1 et de sim-
plifier en utilisant les relations (1.4.1). Dans l’exemple précédent, on trouve, par
ce processus, c2c1 = β2e5e1e2. L’algèbre de Temperley-Lieb est donc l’ensemble
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des mots possibles (et de leurs combinaisons linéaires) avec les lettres (générateurs)
id, e1, ..., eN−1, et deux mots sont équivalents si, en utilisant (1.4.1), ils admettent
la même écriture. Ainsi, l’algèbre de Temperley-Lieb est formellement définie par
TLN(β) = 〈id, e1, e2, . . . , eN−1〉/(les relations (1.4.1)). Cette algèbre sera utilisée aux
chapitres 2 et 3 pour les conditions limites du ruban, et sa généralisation au cas
périodique sera présentée à la section 4.2.1.
1.4.2 La matrice double-ligne DN(λ, u)
La matrice de transfert pour le modèle de boucles, dite matrice double-ligne et
notée DN(λ, u), est un élément de l’algèbre de TLN(β). C’est une somme pondérée
de connectivités, donnée par
DN(λ, u) =
N︷ ︸︸ ︷
u u u
λ−u λ−u λ−u
(1.4.2)
où chaque tuile u est la combinaison linéaire
u = sin(λ− u) + sinu . (1.4.3)
Le paramètre λ, dit paramètre spectral, est pris dans l’intervalle (0, π/2) et est relié
au paramètre β par la relation β = 2 cos λ. (La définition de DN(λ, u) pour λ =
π/2 utilisée au chapitre 3 aura une normalisation différente.) Le paramètre u ∈
[0, λ] est le paramètre d’anisotropie et nous montrerons à la section 2.2.4 qu’il est
relié au paramètre d’anisotropie u défini pour les modèles de spins (voir l’équation
1.2.12). Puisque dans (1.4.2), il y a 2N tuiles, la matrice double-ligne DN(λ, u) est
une somme de 22N termes. Par exemple, pourN = 2,
D2(λ, u) =
sin2u sin2(λ− u)
+
sinu sin3(λ− u)
+
β sinu sin3(λ− u)
+
β sin2u sin2(λ− u)
+
sinu sin3(λ− u)
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+
β2 sin2u sin2(λ− u)
+
β sin2u sin2(λ− u)
+ 9 autres termes
(1.4.4)
= a1 +a2
où les poids des connectivités ont exceptionnellement été placés sous celles-ci. No-
tons aussi qu’un facteur β a été ajouté pour chaque boucle fermée. Chacun des seize
diagrammes peut être déformé en la connectivité id ou en e1. La matrice double-
ligne D2(λ, u) est donc une combinaison linéaire de ces deux générateurs, et les
poids a1 et a2, deux fonctions de u et de λ (et de β = 2 cos λ), apparaissent à l’équa-
tion (2.2.1).
1.4.3 Des identités utiles
La matrice de transfert satisfait certaines relations de symétrie qui sont le sujet
de la section 1.4.4. Dans cette section, nous développons quatre identités qui sont
satisfaites par les tuiles u et seront utiles pour étudier ces symétries. La première,
dite relation de croisement, prend la forme suivante :
λ−u = sinu + sin(λ− u) = u , (1.4.5)
où u signifie que, par rapport à l’équation (1.4.3), les deux tuiles ont subi une
rotation de 90◦.
Pour les trois autres identités de cette section, la méthode est la même : il faut
identifier les sorties, c’est-à-dire les positions où les courbes quittent le diagramme
(elles seront indiquées par un point noir ), qui sont équivalentes de part et d’autre
de l’équation. Il faut ensuite s’assurer que les poids de chacune des connexions re-
liant ces sorties sont identiques pour les deux membres de l’équation. La deuxième
identité importante est la relation d’inversion :
−uu = sin(λ− u) sin(λ+ u)
.
(1.4.6)
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En faisant un développement du terme de gauche, on trouve quatre termes, soit
sin(λ− u) sin(λ+ u) + sin(u) sin(λ+ u)
+ sin(λ− u) sin(−u) + β sin(u) sin(−u) .
Puisque pour les trois derniers termes, la connexion entre les sorties est identique,
on peut additionner leurs poids. En n’oubliant pas que β = 2 cos λ, on peut montrer
que la somme des poids est nulle, et la seule contribution, le premier terme, a effec-
tivement la même connexion que . Ensuite, la troisième relation est l’équation
de Yang-Baxter,
u
v
v− u =
v
u
v− u
,
(1.4.7)
où le fait que la tuile v − u soit plus grande ne change pas sa signification (1.4.3).
Chacun des deux membres de l’équation comporte huit termes et des simplifica-
tions trigonométriques montrent que le poids de chaque connexion des six sorties
est égal de part et d’autre. Enfin une dernière relation,
u
v
= u
v
porte le nom de équation de Yang-Baxter à la frontière et est vérifiée par la même
méthode.
1.4.4 Les symétries de la matrices de transfert
La matrice de transfert DN(λ, u)] possède plusieurs propritétés remarquables.
Parmi celles-ci, on trouve les deux relations suivantes :
[
DN(λ, u), DN(λ, v)
]
= 0, (1.4.8)
DN(λ, u) = DN(λ, λ− u). (1.4.9)
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Les preuves de ces équations utilisent les identités de la section précédente.
Nous nous contentons de prouver la première, qui est aussi la plus compliquée.
Cette égalité est non triviale puisqu’elle implique que tous les coefficients des
connectivités dans le développement de DN(λ, u)DN(λ, v) −DN(λ, v)DN(λ, u) sont
nuls. L’argument, entièrement graphique, est le suivant :
DN(λ, v)DN(λ, u) =
u u u
λ−u λ−u λ−u
λ−v λ−v λ−v
v v v
1
=
u u u
λ−u λ−u λ−u
λ−v λ−v λ−v
v v v
2
= f(w)
u u u
λ−u λ−u λ−u
λ−v λ−v λ−v
v v v
w −w
3
= f(w)
u u λ−v
λ−u λ−u λ−u
λ−v λ−v u
v v v
w −w 4= f(w)
λ−v λ−v λ−v
λ−u λ−u λ−u
u u u
v v v
−ww
5
= f(w)f(y)
λ−v λ−v λ−v
λ−u λ−u λ−u
u u u
v v v
−ww
y −y
6
= f(w)f(y)
λ−v λ−v λ−v
λ−u λ−u λ−u
v v v
u u u
−ww
y −y
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7
= f(w)f(y)
λ−v λ−v λ−v
λ−u λ−u λ−u
v v v
u u u
−ww
y −y
= . . .
8
= = DN(λ, u)DN(λ, v),
v v v
λ−v λ−v λ−v
λ−u λ−u λ−u
u u u
où w = u + v − λ, y = u − v et f(x) = csc(λ + x) csc(λ − x), qui n’est pas singulier
sur le domaine de λ et de x.
Voici l’explication des étapes de la preuve : dans le diagramme correspondant
au produit DN(λ, v)DN(λ, u), deux lignes parallèles sont remplacées par une tuile
(1). Ceci est possible puisque ni les connexions ni les poids ne sont altérés par
cette opération. En utilisant la relation d’inversion, la tuile ajoutée est remplacée
par deux tuiles d’anisotropie w et −w (2). Le choix de w = u + v − λ est judicieux,
car il permet d’utiliser l’équation de Yang-Baxter, inversant ainsi les positions des
tuiles u et λ − v (3). Cette étape est répétée N − 1 autres fois, jusqu’à ce que la
tuile w ait fait une traversée complète du réseau de tuiles (4). Les étapes 1 et 2
sont ensuite répétées avec des tuiles d’anisotropie y et −y (5). Le choix y = u −
v est à nouveau approprié, permettant l’utilisation de l’équation de Yang-Baxter
N fois (6). Enfin, les tuiles aux extrémités gauche et droite sont transformées par
l’utilisation de l’équation de Yang-Baxter à la frontière (7). À nouveau par l’équation
de Yang-Baxter, les tuiles w et y font la traversée dans l’autre direction. En utilisant
l’équation d’inversion à deux reprises, on arrive au résultat voulu (8).
1.4.5 Des quantités plus faciles à étudier :H et FN
Étudier lamatrice double-ligneDN(λ, u)directement s’avère difficile vu le grand
nombre de termes qui entrent dans son développement et la longueur des expres-
sions des coefficients, comme en fait foi l’exemple, pourN = 2, de l’équation (1.4.4).
Pour remédier à ce problème, nous introduisons deux objets plus simples, l’hamil-
tonien H et le plus haut coefficient de Fourier FN, qui sont obtenus en faisant des
développements en série deDN(λ, u) et partagent certaines de ses propriétés. L’ha-
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miltonien est obtenu en prenant la série de Taylor de DN(λ, u) autour de u = 0. Au
premier ordre en u,
u = (sin λ− u cos λ) + u +O(u2). (1.4.10)
Dans la série de Taylor de DN(λ, u), le terme d’ordre 0 en u est proportionnel à id :
l’unique diagramme qui y contribue est donné par
et son poids est β sin2Nλ. Le terme suivant est plus complexe et se divise en 2N
contributions : pour une des 2N tuiles données, à partir de (1.4.10), il faut choisir le
terme d’ordre 1 en u pour cette tuile et le terme d’ordre 0 pour toutes les autres. Le
terme d’ordre 1 du développement deDN(λ, u) est obtenu en appliquant ce procédé
à chacune des 2N tuiles et en prenant leur somme. La série résultante est
DN(λ, u) = β sin2Nλ
(
id+
2u
sinλ
(
(β−1−N cos λ) id+H))+O(u2), où H = N−1∑
i=1
ei
est l’hamiltonien de boucles. Alors queDN(λ, u) est une somme compliquée de connec-
tivités, l’hamiltonienH est simplement la somme des générateurs ei et est plus facile
à étudier.
Une autre avenue possible est l’écriture de la matrice double-ligne sous la forme
d’une série de Fourier en le paramètre d’anisotropie,
DN(λ, v+ λ/2) =
1
2
C0 +
∑N
i=1C2i(λ) cos(2iv),
où chaque coefficient de Fourier C2i(λ) est un élément de TLN(β). Plusieurs re-
marques doivent être faites. Tout d’abord, à cause de l’équation (1.4.9), la matrice
de transfert DN(λ, v+ λ/2) est paire en v, et sa série de Fourier en v ne contient que
des cosinus. Parce que
π+u = − u ,
la matrice double-ligne, qui est composée d’un nombre pair de tuiles, satisfait
DN(λ, u + π) = DN(λ, u) : puisque sa périodicité en u est de π, la série de Fou-
rier en v ne contient que les termes Cj cos(jv) avec j pair. Ensuite, on remarque,
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comme à l’équation (1.4.4), que tous les coefficients dans DN(λ, u) ont la forme
βy sinxu sin2N−x(λ− u) avec x ∈ [0, 2N] et y ∈ N. La série de Fourier est donc finie,
puisque tous les coefficientsCj avec j > 2N sont nuls. Enfin, la relation de commuta-
tion (1.4.8) implique que [Ci, Cj] = 0, et de même [Ci, DN(λ, u)] = [Ci,H] = 0, pour
tout i, j. Parce qu’ils commutent avec DN(λ, u), on dit que les coefficients de Fou-
rier C2i(λ) sont des quantités conservées. La relation (1.4.8) qui est une conséquence
de l’équation de Yang-Baxter et des autres identités de la section 1.4.3 montre donc
que la dynamique représentée par la matrice de transfertDN(λ, u) possède de nom-
breuses quantités conservées, ce qui vaut à ces modèles le nom de modèles complète-
ment intégrables.
Le plus haut coefficient C2N(λ) peut être obtenu en prenant la limite deDN(λ, u)
vers u→ −i∞ de manière appropriée (voir la section 2.3.1). Nous montrerons alors
que C2N(λ) = 2−2N+1FN(λ), où
FN(λ) =
N︷ ︸︸ ︷
avec
= ieiλ/2 − ie−iλ/2
et est la rotation de par 90◦. L’élément FN(λ) sera d’une grande utilité au
chapitre 2 pour comprendre la structure de Jordan de DN(λ, u).
1.4.6 La représentation ρ et les premiers blocs de Jordan
Pour calculer les fonctions de partition des modèles statistiques, la forme de
DN(λ, u) en tant qu’élément de l’algèbre abstraite TLN(β) n’est pas utile. Dans cette
section, nous décrivons la construction de la représentation des vecteurs de connec-
tivité de TLN(β) et donnons les premiers exemples de blocs de Jordan qui appa-
raissent dans ces représentations, qui seront étudiées au chapitre 2.
SoitN points alignés et équidistants sur un segment (imaginaire) horizontal. Un
vecteur de connectivité (ou link state) est un ensemble de courbes, sans intersection
et contraintes à demeurer au-dessus du segment imaginaire, qui connectent tout
point à un autre desN points ou à un point à l’infini. Les points connectés à l’infini
sont appelés des défauts. Il peut y avoir plus d’un défaut et le nombre de défauts,
43
souvent noté par la lettre d, a toujours la même parité que N. Pour un N donné,
l’ensemble de tous les vecteurs de connectivités possibles est noté BN, et le sous-
ensemble des états à d défauts, BdN. Le nombre d’états dans B
d
N est donné par |B
d
N| =(
N
(N−d)/2
)
−
(
N
(N−d)/2−1
)
. Ainsi, pourN = 4,
B04 =
{
,
}
, B24 =
{
, ,
}
, B44 =
{ }
(1.4.11)
et B4 = B04 ∪ B24 ∪ B44. L’espace vectoriel engendré par les éléments de BN est noté
VN, et le sous-espace engendré par ceux de BdN est V
d
N.
Pour bâtir une représentation à partir de VN, il faut définir une action des élé-
ments de Temperley-Lieb sur les vecteurs de connectivités. Soit c une connectivité
de TLN(β) et w ∈ BN. L’action de c sur w, notée cw, est obtenue en posant les N
points du vecteur de connectivité w aux N points du segment supérieur de c. Le
vecteur de connectivité résultant est obtenu en lisant les connexions des N points
au bas de c, et il est multiplié par βn, où n est le nombre de boucles fermées dans le
diagramme de cw. Avec cette définition, toute connectivité dans TLN(β) est repré-
sentée par une matrice ρ(c) carrée de grandeur |BN|. Voici un exemple d’un produit
cw et de la matrice ρ(c) :
= β , ρ
( )
=


β 1 1 0 0 0
0 0 0 0 0 0
0 0 0 1 β 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 ,︸ ︷︷ ︸
e3e2e1
(1.4.12)
où l’ordre des états dans B4 est celui de (1.4.11). Le β en rouge dans la matrice ρ(c)
est celui calculé dans l’exemple du produit cw à gauche.
Alors, la définition du produit cw est étendue linéairement aux combinaisons
linéaires de vecteurs de connectivités dans VN et de connectivités dans TLN(β). On
peut alors montrer (voir le lemme 2.2.1) que ρ est une représentation de TLN(β),
c’est-à-dire que pour deux éléments c1, c2 ∈ TLN(β) quelconques, ρ(c1)ρ(c2) =
ρ(c1c2).
Une remarque importante est que l’action des connectivités sur un élément de
BdN ne peut jamais faire augmenter le nombre de défauts. À cet égard, le nombre d
est une quantité qui ne peut que rester constante ou diminuer. À l’équation (1.4.12),
nous avons mis dans la matrice ρ(e3e2e1) des traits pointillés qui indiquent le do-
maine et l’image des différents secteurs d = 0, d = 2 et d = 4. Parce que le nombre
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de défauts ne peut jamais croître, les sous-matrices qui se situent sous la diago-
nale sont toujours composées de zéros uniquement. On dira alors que ρ(c) est bloc-
triangulaire supérieure. Les blocs sur la diagonale, notés ρ(c)|d, engendrent aussi
des représentations de TLN(β).
Dans les sections 2.2.3 à 2.2.5, la fonction de partition des modèles de Fortuin-
Kasteleyn sera écrite en termes de ρ(DN(λ, u)) de la même manière que celle des
modèles de spins pouvait être calculée à partir de TN : en termes de ses valeurs
propres ou certains éléments de matrice, selon les conditions aux limites.
Une matrice bloc-triangulaire supérieure a la propriété que ses valeurs propres
sont celles de ses blocs sur la diagonale et n’est en général pas hermitienne. Si une
telle matrice est non diagonalisable, la non diagonalisabilité peut survenir à l’in-
térieur d’un secteur ou entre des secteurs étiquetés par des valeurs d et d ′ diffé-
rentes. Une introduction sur les blocs de Jordan et les structures de Jordan non
triviales sera présentée à la section 1.5. Néanmoins, nous sommes déjà en mesure
de donner deux exemples de matrices non diagonalisables. Tout d’abord, pour
N = 2, V2 = { , } et les générateurs id et e1 sont représentés par les matrices
ρ(id) = ( 1 00 1) et ρ(ei) =
(
β 1
0 0
)
. Vu la forme (1.4.4) deD2(λ, u), dans la représentation
ρ elle prend la forme
ρ(D2(λ, u)) =
(
βa2 + a1 a2
0 a1
)
,
(a1 et a2 apparaissent à l’équation (2.2.1)) et il est évident que ρ(D2(λ, u)) n’est pas
symétrique. Pour β = 0 (λ = π/2), le modèle porte le nom de modèle de polymères
denses critique. Alors, a1 et a2 se simplifient et
ρ(D2(π/2, u)) =
(
sin 2u sin2 2u
0 sin 2u
)
.
Cette matrice a ses deux valeurs propres égales à sin 2u et, tant que sin 2u 6= 0, elle
est non diagonalisable : on ne peut trouver qu’un seul vecteur propre associé à la
valeur propre sin 2u : ( 10).
Comme second exemple, nous étudions H pourN = 4 :
ρ(H) =


2β 2 1 0 1 0
1 β 0 0 0 0
0 0 β 1 0 1
0 0 1 β 1 1
0 0 0 1 β 1
0 0 0 0 0 0


.
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Il est encore une fois indéniable que la matrice ρ(H) n’est ni symétrique, ni her-
mitienne, ni normale. (Une matrice M est normale si [M,M†] = 0, condition suf-
fisante pour assurer sa diagonalisabilité.) Pour β = 0, il est impossible de trouver
une transformation Sρ(H)S−1 qui transforme ρ(H) en matrice diagonale. Il en va de
même pour β =
√
2, valeur du paramètre correspondant au modèle d’Ising. Dans
chaque cas, il existe plutôt une transformation qui envoie ρ(H) sur ρ ′(H), avec
ρ ′(H)β=0 =


−
√
2 0 1 0 0 0
0
√
2 0 1 0 0
0 0 −
√
2 0 0 0
0 0 0
√
2 0 0
0 0 0 0 0 0
0 0 0 0 0 0


,
ρ ′(H)β=√2 =


3+
√
5√
2
0 0 0 0 0
0 3−
√
5√
2
0 0 0 0
0 0 2
√
2 0 0 0
0 0 0
√
2 0 0
0 0 0 0 0 1
0 0 0 0 0 0


.
Ces matrices sont presque diagonales ; en fait les valeurs sur la diagonale sont les
valeurs propres, concept qui est bien défini même pour les matrices non diagonali-
sables (voir la section 1.5.1). Les 1 hors diagonaux qu’on ne parvient pas à enlever
couplent des valeurs propres dégénérées et témoignent de l’impossibilité de trou-
ver un nombre de vecteurs propres associés à cette valeur propre égal à sa dégé-
nérescence. On dit des matrices qui ont ce comportement qu’elles ont des blocs (ou
cellules) de Jordan. Notons aussi que le changement de base a été choisi pour que
les valeurs propres d’un secteur d demeurent dans le bloc ρ ′(H)|d. Dans les deux
exemples, les valeurs propres problématiques proviennent de secteurs d et d ′ dif-
férents (d = 0 et d ′ = 2 pour λ = π/2 et d = 2 et d ′ = 4 pour λ = π/4). Le but
du chapitre 2 sera de déterminer dans quelles circonstances la non diagonalisabilité
survient.
Pour l’exemple qui précède, nous notons que les matrices
ρ(F4)β=0 =


0 0 4 0 4 4
0 0 0 4 0 4
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


,
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ρ(F4)β=
√
2 =


√
2 0 2 0 2 2− 2
√
2
0
√
2 0 2 0 2
0 0 −
√
2 0 0 4− 2
√
2
0 0 0 −
√
2 0 4− 4
√
2
0 0 0 0 −
√
2 4− 2
√
2
0 0 0 0 0 −
√
2


,
dont l’expression provient des résultats de la section 2.B, sont également non dia-
gonalisables. Pour chacune des deux valeurs de β, on peut montrer que les blocs de
Jordan de ρ(F4) couplent les mêmes secteurs d et d ′ que les blocs de Jordan de H.
Nous montrerons que ceci s’étend aussi à ρ(D4(λ, u)) pour toutes les valeurs de u,
sauf peut-être un nombre fini d’entre elles. Le point u = 0, où ρ(DN) est un mul-
tiple de l’identité, fait partie des valeurs de u pour lesquelles les blocs de Jordan
disparaissent.
1.5 Les hamiltoniens non diagonalisables
et leur structure de Jordan
1.5.1 La forme canonique de Jordan des matrices
non diagonalisables
L’étude de la mécanique quantique a habitué les physiciens à travailler avec des
hamiltoniens hermitiens et donc diagonalisables, sous le prétexte que de tels ha-
miltoniens ont des valeurs propres réelles, ce qui est nécessaire pour que le modèle
ait une interprétation physique. Des travaux récents ont montré que la contrainte
d’hermiticité était trop forte et que certains hamiltoniens non hermitiens en mé-
canique quantique ont tout de même des valeurs propres réelles et des applica-
tions physiques véritables [31]. En plus, les hamiltoniens et matrices de transfert
en mécanique statistique n’ont pas toujours des valeurs propres réelles. C’est le
cas, par exemple, pour la matrice de transfert de spins avec conditions aux limites
périodiques, qui a des valeurs propres complexes (voir [17]). Les matrices de trans-
fert et hamiltoniens de boucles, introduits aux sections 1.4.2 et 4.2.2, sont aussi des
exemples où l’hermiticité n’est pas nécessaire. Cette section se veut donc une brève
introduction aux matrices non diagonalisables. Le lecteur intéressé pourra se réfé-
rer à [32] et à [33] où sont présentées de bonnes introductions sur la forme de Jordan
de matrices non diagonalisables.
SoitM une matrice complexe de grandeur N ×N et λ ∈ C. Le polynôme caracté-
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ristique deM, noté pM(λ) et donné par
pM(λ) = det(M− λ · id),
est de degré N en λ. Les valeurs propres de M sont les valeurs de λ qui satisfont
pM(λ) = 0. Elles peuvent être dégénérées et nous notons λi, i = 1, ..., n, les valeurs
propres distinctes deM et di leur dégénérescence respective. Alors
∑n
i=1di = N et
on peut écrire
pM(λ) =
n∏
i=1
(λ− λi)
di .
Pour une matriceM donnée, le polynôme minimal deM, qM(λ), est le polynôme de
plus petit degré tel que qM(M) = 0. Même si pM(M) = 0, pM(λ) et qM(λ) ne sont
pas toujours égaux. Nous avons plutôt que qM(λ) divise pM(λ), et donc
qM(λ) =
n∏
i=1
(λ− λi)
ei
avec ei ≤ di pour tout i. En particulier, lorsque M est diagonalisable, ei = 1 pour
tous les i : pour chaque valeur propre λi, il est possible de trouver un nombre di
de vecteurs propres v linéraiement indépendants, satisfaisant (M − λi · id)v = 0.
Il existe alors une matrice inversible S, de sorte que D = SMS−1 est diagonale.
Lorsque ei > 1 pour un certain i, un tel changement de base n’est plus possible. Il
existe plutôt une matrice S inversible telle que J = SMS−1 prend la forme
J =


J1 0 0 . . . 0
0 J2 0 . . . 0
0 0 J3 . . . 0
...
...
... . . .
...
0 0 0 . . . Jm

 ,
où chaque matrice Jk, k = 1, ...,m, est de la forme
Jk =


λk 1 0 . . . 0 0
0 λk 1 . . . 0 0
0 0 λk . . . 0 0
...
...
... . . .
...
...
0 0 0 . . . λk 1
0 0 0 . . . 0 λk


(et différents Jk peuvent être associés à la même valeur propre deM). Nous dirons
alors que la matrice J est la matrice de Jordan associée àM et que Jk est une cellule
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de Jordan associée à la valeur propre λk. Pour une matrice M donnée, la matrice
de Jordan J est unique, modulo des permutations des blocs Jk. Pour une matriceM
diagonalisable, chacun des Jk est de grandeur 1. Pour une matriceM non diagona-
lisable, la construction d’une base de vecteurs propres indépendants échoue et est
remplacée par la construction de vecteurs propres généralisés (ou vecteurs de Jordan).
À une cellule de Jordan Jk donnée de dimension s sont associés des vecteurs vi,
i = 1, ..., s, qui satisfont (M− λk · id)ivi = 0, mais (M− λk · id)i−1vi 6= 0. Le nombre
s est le rang (ou l’ordre) du vecteur propre généralisé, et on dira d’une matrice M
qui a un vecteur généralisé de rang s qu’elle a une cellule de Jordan (ou un bloc de
Jordan) de rang s.
Un premier exemple est de mise. Soit la matrice
M =

1 1 00 1 b
0 0 a

 .
Le polynôme caractéristique de M est pM(λ) = (λ − a)(λ − 1)2. Lorsque a 6= 1,
qM(λ) = pM(λ) et parce que (λ − 1) est à la puissance 2 dans qM(λ), M n’est pas
diagonalisable. En effet, à la valeur propre 1, on associe un seul vecteur propre(
1
0
0
)
et un vecteur de Jordan
(
0
1
0
)
. M a un bloc de Jordan de rang 2 et un de rang
1. Puisque pour la suite, nous nous intéressons aux matrices non diagonalisables,
nous soulignerons rarement l’existence de blocs de Jordan de rang 1.
Le cas a = 1 se divise en deux sous-cas. Lorsque b = 0, qM(λ) = (λ − 1)2 et M
possède à nouveau un bloc de Jordan de rang 2. Lorsque b 6= 0, qM = (λ− 1)3, etM
a un bloc de Jordan de rang 3. Pour b = 1,M est déjà sous sa forme de Jordan.
1.5.2 Un exemple : l’hamiltonien XXZ sur le ruban
Le modèle XXZ sur le ruban est un exemple d’hamiltonien qui possède un
spectre réel, mais une structure de Jordan parfois non triviale. Cet hamiltonien re-
fera surface aux chapitres 3 et 4, où sera utilisé un lien qui relie la matrice de trans-
fert pour le modèle de boucles en deux dimensions et cet hamiltonien, qui régit
l’interaction d’un système de spins en une dimension. Cette introduction sur les
matrices de Jordan représente l’occasion idéale pour une introduction pédagogique
des hamiltoniens XXZ.
L’interaction XXZ pour une chaîne de N spins est une interaction entre plus
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proches voisins plus complexe que l’interaction d’Ising. L’hamiltonien est [34]
HXXZ = −
1
2
(
N−1∑
j=1
(σxjσ
x
j+1 + σ
y
jσ
y
j+1 + ∆σ
z
jσ
z
j+1) + B1σ
z
1 + BNσ
z
N
)
. (1.5.1)
Chaque matrice σaj (pour a ∈ {x, y, z,+,−}) est une matrice carrée de grandeur 2N
donnée par
σaj = id2⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1
⊗σa⊗ id2⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j
où
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
, σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
,
et le produit tensoriel entre des matrices A et B est
A⊗ B =

 a1,1B a1,2B ... a1,nBa2,1B a2,2B ... a2,nB... ... . . . ...
am,1B am,2B ... am,nB

 lorsque A =
( a1,1 a1,2 ... a1,n
a2,1 a2,2 ... a2,n
...
... . ..
...
am,1 am,2 ... am,n
)
.
Lorsque A et C (et B et D) sont des matrices carrées de mêmes dimensions, l’équa-
tion (A ⊗ B)(C ⊗ D) = (AC ⊗ BD) est satisfaite et il en résulte que [σai , σbj ] = 0
lorsque i 6= j. L’espace vectoriel sur lequel ces opérateurs agissent est de dimension
2N et est noté (C2)⊗N. La base d’états propres communs des matrices σz1, ..., σ
z
N nous
sera utile. Nous noterons les éléments de cette base par des états de N signes + ou
−, dénotant lesN valeurs propres des matrices σ1, ..., σN. Par exemple, l’ensemble
{| + ++〉, | + +−〉, | + −+〉, | − ++〉, | + −−〉, | − +−〉, | − −+〉, | − −−〉}
engendre (C2)⊗3.
Dans l’hamiltonien (1.5.1), le j-ième terme de la somme est une interaction entre
les spins j et j+ 1 qui prend la forme
id2⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1
⊗


−∆/2 0 0 0
0 ∆/2 −1 0
0 −1 ∆/2 0
0 0 0 −∆/2

⊗ id2⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j−1
.
On note que le nombres de spins + et − sont conservés, propriété partagée aussi
par les deux termes de frontières (dits magnétiques) : HXXZ commute donc avec
Sz =
∑N
j=1σ
z
j/2. Pour des considérations futures, le sous-espace de (C
2)⊗N où la
valeur de Sz vaut s sera noté (C2)⊗N|Sz=s, et s peut valoir N2 ,
N
2
− 1, ...,−N
2
.
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Lorsque ∆, B1 et BN sont tous réels, HXXZ est symétrique : ses valeurs propres
sont réelles et il est diagonalisable. Lorsque
∆ = (q + q−1)/2, B1 = −(q − q
−1)/2 et BN = (q− q−1)/2 (1.5.2)
où q est un nombre complexe sur le cercle unitaire, il appert que les valeurs propres
de HXXZ sont également réelles (quoi qu’une preuve de ceci demeure un problème
ouvert). Pour certaines valeurs précises de q, HXXZ n’est pas diagonalisable. Par
exemple pourN = 3, dans la base de (C2)⊗3 fournie plus haut,HXXZ prend la forme
HXXZ = ∆ id+


0 0 0 0 0 0 0 0
0 q −1 0 0 0 0 0
0 −1 q+ q−1 −1 0 0 0 0
0 0 −1 q−1 0 0 0 0
0 0 0 0 q −1 0 0
0 0 0 0 −1 q+ q−1 −1 0
0 0 0 0 0 −1 q−1 0
0 0 0 0 0 0 0 0


.
La matrice 3 × 3 correspondant à (HXXZ − ∆ id) dans le sous-espace Sz = 12 a les
valeurs propres
0,
q3/2 − q−3/2
q1/2 − q−1/2
et
q3/2 + q−3/2
q1/2 + q−1/2
,
qui sont toutes réelles lorsque |q| = 1. Pour q générique,HXXZ a trois valeurs propres
distinctes et est diagonalisable, mais il existe des valeurs de q qui font exception à
cette règle. Lorsque q = eiπ/3 par exemple, le vecteur
|v〉 = e−2iπ/3 | + +− 〉+ e−iπ/3 | + −+ 〉+ |− ++ 〉
est propre de H avec valeur propre ∆, alors que le vecteur
|w〉 = −
√
3e−iπ/6|+ +− 〉− |+ −+ 〉
satisfait (HXXZ− ∆ id)|w〉 = |v〉 : il y a un bloc de Jordan de rang 2.
Il existe de nombreuses variantes du modèle XXZ. L’hamiltonien avec les va-
leurs de ∆, B1 et BN données à l’équation (1.5.2) a été étudié pour la première fois
dans [35] à cause de son lien avec l’algèbre Uq(sl2). C’est la variante qui sera utile
au chapitre 3 pour q = i et qu’on appelle communément modèle XX parce que
les termes σzjσ
z
j+1 sont absents. Celle présentée au chapitre 4 est pour une chaîne
périodique, c’est-à-dire que la somme dans (1.5.1) se termine à j = N, les termes
magnétiques sont absents et σaN+1 ≡ σa1. Il comportera aussi des interactions sup-
plémentaires σxjσ
y
j+1 et σ
x
j+1σ
y
j , de même qu’une nouvelle variable, le paramètre de
torsion v (twist parameter).
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1.5.3 Les théories des champs logarithmiques
Les représentations de l’algèbre de Virasoro intervenant dans les théories ra-
tionnelles (section 1.3.3) sont des représentations irréductibles et unitaires où l’opé-
rateur L0 est diagonalisable. Pour la description complète de certaines observables
physiques, ces contraintes sont trop strictes et d’autres représentations peuvent être
nécessaires [36, 37, 38]. Ainsi des théories conformes autres que les rationnelles
doivent être introduites. Les matrices de transfert pour le modèle de boucles sur
le ruban (sections 1.4.2 et 2.2.1) et sur le tore (section 4.2.2) ne sont pas symétriques,
ce qui représente une différence importante avec les matrices de transfert de spin.
Cela ne change pas l’identification faite à la section 1.3.3 entre l’action de la matrice
de transfert et le générateur des dilatations L0. Quelles représentations de l’algèbre
de Virasoro interviennent alors dans la description du spectre de ces matrices de
transfert de boucles ? La réponse à cette question n’est pas simple. L’une des hypo-
thèses faites dans la construction des représentations de la section 1.3.3, l’existence
d’un état de plus haut poids |v〉 anéanti par tous les Li, i < 0, et engendrant tous
les autres états, assurait la diagonalisabilité de L0. Cette hypothèse ne peut être faite
pour des représentations où L0 n’est pas diagonalisable.
Pour bâtir des représentations où L0 a des blocs de Jordan de rang 2 par exemple,
il existe deux options [39] :
• les représentations de plus haut poids de Jordan : deux états |v0〉 et |v1〉 satis-
font
L0|v0〉 = h|v0〉, L0|v1〉 = h|v1〉+ |v0〉, Li|v0〉 = Li|v1〉 = 0 pour i < 0.
Les descendants de |v0〉 et de |v1〉 engendrent cette représentation.
• les staggered modules : les états |v0〉 et |v1〉 satisfont les mêmes relations que ci-
haut, sauf que Li|v1〉 6= 0 au moins pour i = −1. De plus il existe un état |w0〉
de plus haut poids de sorte que |v0〉 et L−1|v1〉 figurent parmi les descendants
de |w0〉 (mais pas |v1〉). Le staggered module est alors engendré par tous les
descendants de |w0〉 et |v1〉. On peut trouver une classification partielle des
staggered modules dans l’article de Ridout et Kytölä [40], et un diagramme d’un
tel module est donné à la figure 1.14
Dans ces représentations de Vir, L0 a des cellules de Jordan d’ordre 2, mais les
constructions peuvent être généralisées aux cas où le rang des blocs de Jordan est
plus élevé. Comme dans la section 1.3.3, la réussite de ces constructions est sujette
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L0
|v1〉
L−1|v1〉
|v0〉
|w0〉
FIGURE 1.14 – Une illustration d’un staggered module.
à des contraintes pour les valeurs de la charge centrale, qui doit s’écrire comme
c(p, p ′) = 1− 6
(p− p ′)2
pp ′
, p, p ′ ∈ Z avec p > p ′
et du plus haut poids, qui doit être dans l’ensemble
hr,s =
(p ′r − ps)2 − (p− p ′)2
4pp ′
, pour r, s = 1, 2, ...
Ces valeurs figurent dans la table de Kac étendue, qui s’étend à l’infini et dont
une portion est donnée à la figure 1.13 pour c = 1
2
et c = 4
5
. Les restrictions sur
r et s semblent avoir disparu, mais en fait elles dépendent à la fois du type de
représentation (staggered ou non) et du rang des blocs de Jordan. Par exemple, pour
les représentations de plus haut poids de Jordan, la construction échoue toujours si
le plus haut poids n’est pas dans l’ensemble {hr,p : 1 ≤ r < |p ′|} ∪ {hp′,s : 1 ≤ s < |p|}
(voir [41]), que l’on retrouve en gris pâle dans à la figure 1.13.
Quel est l’impact du type de théorie des champs, rationnelle ou logarithmique,
pour la description d’unmodèle statistique particulier ? Dans la limite thermodyna-
mique, le comportement des fonctions de corrélation des modèles statistiques sur
réseau est étudié à travers le comportement de la fonction de corrélation du champ
φ(z) dans la théorie des champs sous-jacente. Pour les théories des champs ration-
nelles, ce comportement est celui d’une loi de puissance en la position relative des
champs. Par exemple, la fonction de corrélation à deux points est
〈φ(z)φ(w)〉 = A
(z−w)µ
,
où z et w sont dans le plan complexe et µ est l’exposant critique. Pour les théories
rationnelles, ce comportement en loi de puissance décrit toujours les fonctions de
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corrélation à plusieurs points lorsque les positions z et w des deux champs sont
suffisamment proches. Or le qualificatif logarithmique des théories des champs lo-
garithmiques provient d’une correction logarithmique à cette loi de puissance. Par
exemple, lorsque L0 a des blocs de Jordan d’ordre 2, les fonctions de corrélations de
certains champs prennent la forme
〈φ(z)φ(w)〉 = A− B log(z−w)
(z−w)ν
(1.5.3)
et lorsque les blocs de Jordan ont un rang supérieur à 2, les fonctions de corrélation
à deux et trois champs prennent des formes d’une complexité accrue [42]. Dans les
modèles d’Ising et de Potts, il a été montré que certaines observables avaient des
dépendances logarithmiques [43]. Pour le modèle de percolation, Vasseur, Jacobsen
et Saleur [44] ont récemment trouvé une observable physique qui, dans la limite
d’échelle, a le comportement logarithmique de (1.5.3). Pour les autres valeurs de
Q et λ, les observables qui auront la correction logarithmique sont pour l’instant
inconnus.
Cela dit, la discussion qui précède ne permet pas de répondre à la question posée
ci-haut, à savoir l’identification des représentations qui interviennent dans la des-
cription des modèles de boucles sur réseau. Pearce, Rasmussen et Zuber [45] ont
introduit leurs matrices de transfert de boucles avec de nombreux choix de condi-
tions aux frontières, et parmi celles-ci, celle présentée à la section 1.4.2 est la plus
simple. Alors que les matrices de transfert de boucles sont introduites sur des ré-
seaux finis, la nature des représentations de Virasoro qui entrent en jeu et donnent
le spectre de ρ(DN(λ, u)) est une information qui se trouve dans la limite N → ∞.
Néanmoins, en étudiant le spectre des matrices de transfert pour de petites valeurs
de N, ces auteurs réussissent à identifier numériquement les plus hauts poids de
chacune des représentations de L0 reliées à chacune de leurs conditions aux fron-
tières pour DN(λ, u), et ces poids entrent dans la table de Kac étendue. Leur explo-
ration numérique leur permet aussi de trouver des cas où la matrice de transfert
n’est pas diagonalisable.
La structure de Jordan de ces matrices demeurait alors une question ouverte.
Quand les matrices de transfert, non hermitiennes, sont-elles non diagonalisables ?
Quel est le rang des blocs de Jordan et dans quelles représentations apparaissent-
ils ? La structure de Jordan persiste-t-elle pour de larges valeurs de N ? Ce sont là
des questions importantes, puisque la nature des représentations de Virasoro et le
comportement des observables physiques en dépendront.
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1.5.4 Des méthodes pour identifier des structures de Jordan
Dans les chapitres 2, 3 et 4, plusieurs approches sont utilisées pour sonder la
présence ou l’absence de cellules de Jordan des matrices de transfert et des hamil-
toniens. Dans cette section, nous fournissons une liste de cinq de ces méthodes.
(i) Supposons qu’une matriceM(x), dont les entrées sont des fonctions d’une va-
riable complexe x (dans les cas qui nous intéressent, les fonctions sont polynomiales
ou trigonométriques), s’écrive comme
M(x) = A+ B(x),
de sorte que la matriceA soit indépendante de x et satisfasse [A,B(x)] = 0 pour tout
x. Si la matrice A a une structure de Jordan non triviale, alorsM(x) aura aussi une
structure de Jordan non triviale pour toutes les valeurs de x sauf peut-être pour un
nombre fini de valeurs isolées de x.
Ce résultat est démontré à la proposition 2.4.1. Il est ensuite utilisé à la section
2.4.4 et permet d’étudier la structure de Jordan de la matrice de transfertDN(λ, u) à
travers celle de FN, son plus haut coefficient de Fourier, et de même à la section 4.4
pour TN(λ, ν).
(ii) Soit une matrice M(x) qui dépend d’un paramètre libre x pour laquelle deux
vecteurs propres v1(x) et v2(x), correspondant aux valeurs propres λ1(x) et λ2(x),
sont connus. Soit aussi une valeur xc de x qui est telle que λ1(xc) = λ2(xc), la limite
limx→xc v1(x) existe et
λ1(x) − λ2(x) ∝ (x− xc),
v2(x) =
a1
x− xc
+ a2 +O(x − xc), (1.5.4)
où a1 et a2 sont des vecteurs non nuls en x = xc. Alors M(x) a un bloc de Jordan
non trivial lié à la valeur propre λ ≡ λ1(xc) = λ2(xc). La preuve de ce résultat sera
faite au lemme 2.4.7. Un exemple tiré des matrices ρ(FN) du chapitre 2 est
M(x) =
(
2 cos x 4 sin2x
0 2 cos 3x
)
avec valeurs propres et vecteurs propres
λ1(x) = 2 cos x, v1(x) =
(
1
0
)
,
λ2(x) = 2 cos 3x, v2(x) =
(
−1
2cosx
1
)
.
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En xc = (n + 12)π, n ∈ Z, toutes les conditions (1.5.4) sont satisfaites et M(x) n’est
pas diagonalisable. En effet, en xc, la matrice M(xc) est ( 0 40 0). Cette technique est
utilisée aux sections 2.4.3 et 4.4 pour calculer la forme de Jordan des matrices ρ(FN)
sur le ruban et le tore.
(iii) Au chapitre 3, il nous sera possible de trouver tous les vecteurs propres et
les vecteurs de Jordan de l’hamiltonien XX par la transformation de Jordan-Wigner.
Ainsi, nous verrons que l’hamiltonien XX pourN spins sur un ruban est unematrice
2N× 2N qui admet l’expression
H =
N−1∑
k=0
Λkbkak pour N impair,
H = b0a1+
N−1∑
k=0
Λkbkak pour N pair,
où les Λk sont des nombres réels et les ai et bi, i = 0, ..., N − 1, sont des matrices
2N× 2N qui satisfont aux relations d’anticommutation fermioniques
{bn, an′} = δn,n′, {bn, bn′} = {an, an′} = 0. (1.5.5)
À partir du vecteur |0〉 = | + +...+〉, on peut générer un ensemble de vecteurs indé-
pendants ak1ak2 ...akn |0〉, qui sont tous propres dans le casN impair. PourN pair, on
peut utiliser les relations de commutation et montrer que b0a1 est responsable de
l’apparition de blocs de Jordan dans H : tous les états qui comportent le générateur
a0 mais pas le générateur a1 sont des partenaires de Jordan. Tous les autres états
sont propres.
(iv) Soit H(x) et H(x) deux matrices dépendantes d’un paramètre x. Supposons
aussi que H(x) est hermitien et qu’il existe une troisième matrice I(x) qui est telle
que I(x)H(x) = H(x)I(x). Si det I(x) 6= 0, alors I(x) est inversible, H(x) et H(x)
sont des matrices similaires et puisqueH(x) est diagonalisable,H(x) l’est aussi. Par
contre, lorsque la condition det I(x) 6= 0 n’est pas satisfaite,H(x) n’est pas forcément
diagonalisable. Dans l’exemple suivant tiré du chapitre 4, H est un hamiltonien de
boucles et H un hamiltonien XXZ :
H =


2(u2 + u−2) 2 2 0 2 2
1 u2 + u−2 0 0 0 0
0 0 u2 + u−2 1 0 0
0 2 2 2(u2 + u−2) 2 2
0 0 0 1 u2 + u−2 0
1 0 0 0 0 u2 + u−2


56
H =


2(u2 + u−2) 1 1 0 1 1
1 u2 + u−2 0 1 0 0
1 0 u2 + u−2 1 0 0
0 1 1 2(u2+ u−2) 1 1
1 0 0 1 u2 + u−2 0
1 0 0 1 0 u2 + u−2


.
La matrice de transformation I qui relie les matricesH et H est donnée par
I =


u2 1 1 u−2 1 1
0 u2 0 1 0 u−2
1 0 u2 0 u−2 0
u−2 1 1 u2 1 1
1 0 u−2 0 u2 0
0 u−2 0 1 0 u2


.
Lorsque u = eiγ, γ ∈ R, l’hamiltonianH est symétrique et diagonalisable, et il en va
de même pour H lorsque
det I = (u2− u−2)4(u4 − u−4) 6= 0.
Lorsque u = eiπ/4, les vecteurs
v1 =


0
−1
1
0
1
−1


et v2 =


−1
0
0
1
0
0


forment une paire de Jordan associée à la valeur propre 0 de H. À la section 4.6,
nous présentons une construction explicite des états v1 et v2 en termes des vecteurs
w1 =


−i
−1
1
i
1
−1


et w2 =


i
−1
1
−i
1
−1


,
propres de la matrice H en u = eiπ/4, aussi avec valeur propre 0. À la section 4.6,
cette méthode sera utilisée pour calculer les vecteurs de cellules de Jordan d’une
famille infinie d’hamiltoniens de boucles.
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(v) Une dernière méthode utilisée pour prouver l’existence d’une structure de
Jordan non triviale est le calcul explicite des éléments de matrices du polynôme
minimal. Par exemple, la matrice
M =


1 2 3 4
0 1 2 3
0 0 1 2
0 0 0 1


a comme unique valeur propre λ = 1 dégénérée quatre fois, et puisque M 6= id,
elle a une structure de Jordan non triviale. Nécéssairement, (M− I)4 = 0, et on peut
vérifier que (M− I)3 6= 0 en calculant
(M− I)3.


0
0
0
1

 =


8
0
0
0

 ,
c’est-à-dire queM a donc un bloc de Jordan de rang 4. Cette astuce sera utilisée à la
section 4.4 pour diagnostiquer la présence de cellules de Jordan intersectorielles de
FN dans la représentation ρ.
1.6 Organisation de la thèse
L’objectif de cette thèse est de comprendre les structures de Jordan des matrices
de transfert de boucles. Deux méthodes sont utilisées : l’étude de la structure de
Jordan de FN, plus haut coefficient de Fourier de la matrice de transfert, et un ho-
momorphisme entre les représentations de boucles et celles des modèles XXZ. L’or-
ganisation de la suite de la thèse est la suivante.
Nous commençons, au chapitre 2, par étudier la matrice de transfert DN(λ, u)
sur le ruban. Nous montrons comment ρ(DN(λ, u)) permet de calculer les fonctions
de partition des modèles de Potts et de Fortuin-Kasteleyn sur le ruban et le rec-
tangle. L’étude de la structure de Jordan de la matrice ρ(DN(λ, u)) est faite à travers
celle de ρ(FN). Nous calculons certaines composantes des vecteurs propres de ρ(FN)
pour λ générique, montrons que les blocs de Jordan surviennent aux valeurs de λ
auxquelles ces composantes divergent et trouvons les conditions sur λ,N et d pour
que les cellules de Jordan existent.
Au chapitre 3, nous travaillons avec le modèle de polymères denses critique
(β = 0, et donc λ = π/2) sur le ruban, pour lequel les valeurs propres deDN(π/2, u)
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ont été calculées exactement et les dégénérescences conjecturées par Pearce et Ras-
mussen [46]. Nous introduisons la représentation de l’algèbre de Temperley-Lieb
agissant sur les spins XXZ et montrons qu’il existe un isomorphisme idN entre la
représentation ρ restreinte au secteur à d défauts et le noyau ker S+ dans le sous-
espace propre de Sz avec valeur propre d/2 des représentations XXZ. En compa-
rant le spectre de l’hamiltonien dans ces deux représentations, nous démontrons la
conjecture de Pearce et de Rasmussen. Nous trouvons par la même occasion que la
matrice ρ(H) restreinte à un secteur d est diagonalisable, mais que l’hamiltonien du
modèle XXZ a des cellules de Jordan de rang 2 lorsque N est pair.
Au chapitre 4, nous introduisons, pour les conditions aux limites périodiques,
la matrice de transfert TN(λ, ν) et son hamiltonien H, qui sont des éléments d’une
algèbre de Temperley-Lieb élargie ETLPN(β, α). Nous introduisons deux types de
représentations de cette algèbre : la représentation ρ et les représentations ωd, qui
dépendent d’un paramètre de torsion v. Les modèles XXZ admettent aussi une re-
présentation qui dépend de ce paramètre de torsion. Nous montrons qu’il est pos-
sible de construire un isomorphisme i˜dN entre la représentationωd enβ = −(q+q
−1)
et la représentation du modèle XXZ à Sz = d/2. Nous calculons le déterminant de
i˜dN et trouvons que cette transformation est un isomorphisme sauf pour certaines
courbes dans le plan (q, v). Lorsque i˜dN est un isomorphisme, ωd(H) n’a pas de
blocs de Jordan et, dans le cas contraire, nous construisons, pour une famille infinie
de modèles sur les courbes critiques (qc, vc), des vecteurs composant la cellule de
Jordan. Enfin, nous appliquons la méthode développée au chapitre 2 pour trouver
les blocs de Jordan de ρ(TN(λ, ν)) entre secteurs d et d ′.
Finalement, nous faisons au chapitre 5 une synthèse des résultats trouvés et une
discussion des questions qui demeurent ouvertes. Certaines pourront être attaquées
à l’aide des techniques développées dans cette thèse.
CHAPITRE 2: LA STRUCTUREDE JORDAN
DESMODÈLES DE BOUCLES SUR LE RUBAN
Objectifs et méthodologie
La matrice de transfert du modèle de boucles sur le ruban, DN(λ, u), est l’ana-
logue pour le modèle de Fortuin-Kasteleyn des matrices de transfert de spins TN
pour les modèles d’Ising et de Potts. Elle n’est pas hermitienne, mais des simula-
tions numériques indiquent que son spectre est réel. Au lieu d’agir sur un espace
de spins comme TN, elle agit plutôt sur des états de connectivités, étiquetés par leur
nombre de défauts d. Dans un article de Pearce, Rasmussen et Zuber [45], la non
diagonalisabilité de DN(λ, u) pour des petites tailles du système N a été observée.
Dans cet article, nous démontrons comment la matrice de transfert DN(λ, u)
entre dans le calcul des fonctions de partition des modèles de Fortuin-Kasteleyn
(et de Potts), avec
√
Q = 2 cosλ, pour deux types de conditions aux frontières au
haut et au bas du réseau : périodiques (sur le ruban) ou libres (sur le rectangle).
L’objectif principal est cependant l’étude approfondie de la structure de Jordan. Le
résultat principal est la preuve de l’existence de blocs de Jordan dans ρ(DN(λ, u))
pour toute grandeur N et l’identification des conditions sur λ, N et d qui assurent
leur existence (voir les propositions 2.4.9 et 2.4.10). Lorsque ces conditions ne sont
pas satisfaites, nous montrons que ρ(DN(λ, u)) est diagonalisable. Voici un résumé
des étapes utilisées pour y parvenir :
• DN(λ, u) est développé en une série de Fourier en la variable d’anisotropie u.
• Le dernier coefficient de cette série, FN, est beaucoup plus simple à étudier que
la matrice de transfert au complet. Nous montrons que les cellules de Jordan
de FN sont partagées parDN(λ, u).
• Nous trouvons que FN est central dans l’algèbre de Temperley-Lieb, obte-
nons ses valeurs propres et calculons certaines composantes de ses vecteurs
propres.
• Nous montrons que FN possède des blocs de Jordan si et seulement si λ est tel
que ses composantes sont divergentes. Ces blocs sont de rang 2.
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Cet article a été publié dans le Journal of Statistical Mechanics : Theory and Expe-
riment. En voici la référence complète :
→ A. Morin-Duchesne, Y. Saint-Aubin, The Jordan Structure of Two Dimensional
Loop Models, J. Stat. Mech. P04007 (2011) 65 p. ; arXiv : 1101.2885v4 [math-ph].
Comme premier auteur, ma contribution à cet article comprend notamment :
– Les calculs menant aux expressions des fonctions de partition de Potts et
d’Ising en termes de DN(λ, u) sur le ruban et le rectangle (sections 2.2.3 à
2.2.5) ;
– L’identification du plus haut coefficient de Fourier FN en termes d’une limite
de la matrice de transfert DN(λ, u) connue sous le nom de braid limit (section
2.3.1) ;
– Le calcul des éléments de matrice de ρ(FN) et le calcul de ses valeurs propres
(sections 2.B et 2.3.1) ;
– L’analyse des contraintes sur λ, d et N où des singularités apparaissent dans
ces composantes (section 2.4.3) ;
– Les lemmes techniques de l’appendice 2.A caractérisant la singularité du vec-
teur |Prvr〉. C’est l’outil-clé du calcul.
61
The Jordan structure
of two dimensional loop models
Alexi Morin-Duchesne
Département de physique
Université de Montréal, C.P. 6128, succ. centre-ville, Montréal
Québec, Canada, H3C 3J7
Yvan Saint-Aubin
Département de mathématiques et de statistique
Université de Montréal, C.P. 6128, succ. centre-ville, Montréal
Québec, Canada, H3C 3J7
Abstract
We show how to use the link representation of the transfer matrix DN of loop
models on the lattice to calculate partition functions, at criticality, of the Fortuin-
Kasteleyn model with various boundary conditions and parameter β = 2 cos(π(1−
a/b)), a, b ∈ N and, more specifically, partition functions of the corresponding Q-
Potts spin models, with Q = β2. The braid limit of DN is shown to be a central
element FN(β) of the Temperley-Lieb algebra TLN(β), its eigenvalues are determi-
ned and, for generic β, a basis of its eigenvectors is constructed using the Wenzl-
Jones projector. To any element of this basis is associated a number of defects d,
0 ≤ d ≤ N, and the basis vectors with the same d span a sector. Because com-
ponents of these eigenvectors are singular when b ∈ Z∗ and a ∈ 2Z + 1, the link
representations of FN and DN are shown to have Jordan blocks between sectors d
and d ′ when d− d ′ < 2b and (d+ d ′)/2 ≡ b− 1mod 2b (d > d ′). When a and b do
not satisfy the previous constraint, DN is diagonalizable.
Keywords : Lattice models in two dimensions, loop models, logarithmic minimal
models, conformal field theory, Jordan structure, indecomposable representations,
Ising model, percolation, Potts models.
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2.1 Introduction
Which are the representations of the Virasoro algebra involved in the thermo-
dynamical limit of the Fortuin-Kasteleyn description of lattice spin models ? This is
such a natural question that it is somewhat surprising that the answer is not known
precisely.
In the spin description of various two dimensional lattice models, like the Ising
model, the answer is known. Thanks to early work by Onsager [12] and others
[18, 8, 17], the spectrum of the transfer matrix of many models is known for various
boundary conditions. To probe the hypothesis of conformal invariance of critical
phenomenon [16] put forward in 1984, it was imperative to tie the lattice description
to one of the conformal field theories (CFT). For that the transfer matrix, properly
scaled, was identified to the generator L0 of the Virasoro algebra. The possibility to
use the characters of its three irreducible representations at c = 1
2
, with conformal
dimensions 0, 1/2 and 1/16, to reproduce Onsager’s spectrum of the Ising model
was maybe the most compelling evidence for this hypothesis. The CFT description
of rational models, denoted M(a, b), with a, b ∈ N (b > a), and central charge
given by
c = ca,b = 1−
6(b− a)2
ab
(2.1.1)
is of particular interest, as the Ising model and 3-Potts model belong to this family,
as M(3, 4) and M(4, 5) respectively. For models whose spectrum was not found
analytically, the hypothesis of conformal invariance was later supported by strong
numerical evidence, leading to many conjectures ([2], [26], [48], [49]), some of which
were proven recently ([7], [50]).
In the Fortuin-Kasteleyn description (FK) of lattice models [51, 23, 52] (or simply
loop models), the partition function is a sum over graphs instead of a sum over spin
configurations like in the spin description. Each graph corresponds to many confi-
gurations, each spin configuration to many graphs. A transfer matrix DN for the
loop models is also available (see for example [53]) and much effort has been dedi-
cated to the understanding of its spectrum and ground-state in particular situations
([54], [46]). But, in standard representations, the spin and loop transfer matrices of
the same model on a given finite lattice do not have the same size. How can they
possibly lead to the same partition function ? Will they have the same spectrum in
the thermodynamical limit ? If not, the Virasoro representations involved in either
limit are likely to be different. In the continuum limit, a similar problem arises and
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Read and Saleur [36] wrote partition functions on the torus in terms of partition
functions of free fields. Jacobsen and Richard [55] later proved that similar formu-
lae hold for finite lattices. But partition functions reveal only a small part of the
underlying representations.
It has been argued that multi-point correlation functions of these loop models
exhibit logarithmic behavior [43]. This new feature does not fit well with the stan-
dard description of rational CFT’s. Indeed, the differential equations obtained from
singular vectors have logarithmic solutions, but the correlation functions of rational
theories do not have logarithmic behavior. Of course, an extended paradigm, loga-
rithmic conformal field theories (LCFT), is already available and allows these loga-
rithmic functions. In these theories, a new field, the logarithmic partner of the stress
energy tensor T , appears and is coupled to it in the operator product expansion,
yielding the required logarithmic dependence for correlation functions [56, 41]. At
the level of the Virasoro algebra, this translates into a generator L0 that is no longer
diagonalizable, but whose restriction to a fixed conformal weight subspace has Jor-
dan blocks. One might also want to characterize the properties of a CFT based on
indecomposable Virasoro representations, independently of the existence of such a
logarithmic partner of T .
To probe the question raised at the very beginning, we shall use the loop trans-
fer matrix DN, N ≥ 1, as introduced in [45]. This matrix was introduced earlier, of
course, but the authors’ observations indicate that the answer might be quite subtle
for this particular form. In their notation DN is an element of the Temperley-Lieb
algebra TLN(β)whose parameter β = 2 cos(λ) is related to the central charge ca,b by
λ = (b−a)π/b. In the given representation, the link representation, the elementDN
acts on a vector space naturally broken into sectors. Pearce, Rasmussen and Zuber
first provided numerical evidence that the eigenvalues of DN, restricted to any of
these sectors, reproduce the first highest weights of some highest weight represen-
tations of the Virasoro algebra. And second they showed that, on some examples
and for some boundary conditions, the matrixDN has Jordan blocks between some
of the sectors, a telltale indication of logarithmic structure. Consequently they na-
med logarithmic minimal models LM(a, b) the thermodynamical limit of these lattice
loop models. We shall use simpler boundary conditions than theirs. Ours will be
shown to correspond to free boundary conditions on a strip in the corresponding
spin description.
Not surprisingly, the formulation in term of loop models owes much to the
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Temperley-Lieb algebra TLN(β) and its representations. This algebra is not semi-
simple for all values of β. Actually it fails to be semi-simple precisely for the β
corresponding to the rational models. Its representation theory, at these values, is
much more involved than for generic β and its principal indecomposable modules
were classified by Goodman and Wenzl [57], and Martin [58]. We shall use some of
their tools in our study.
The goal of this paper is two-fold : to show how the spectrum of DN relates to
the spin models and to describe the Jordan structure of the double-row matrix, for
all N, and at the critical values of β (or λ). Would DN contain Jordan blocks, this
would be a clear indication that the thermodynamical limit of the FK description
requires indecomposable representations of the Virasoro algebra.
The introductory question has also been attacked from a different standpoint,
that of conformal field theory. Percolation, the Q-Potts model with Q = 1, can be
used as an example. It is believed that the thermodynamical limit of percolation is
described by a theory with central charge c = 0. (A historical presentation of the
difficulties arising in setting percolation within the context of CFT is given in the
introduction of [59].) However, if only irreducible representations of the Virasoro
algebra are used, the theory is trivial. One must introduce indecomposable repre-
sentations, leading naturally to a logarithmic conformal field theory [56, 41]. The
operator product expansion is then used to probe which representations should ap-
pear. However there exist more than one well-defined CFT at c = 0 and physical
arguments will be needed to pick the right one for percolation. Studying the ori-
ginal problem on a finite lattice, as here, is a first step. But, to describe crossing
probabilities, changes in boundary conditions will need to be included, a step that
we have not considered.
Here is the layout of the paper. Section 2.2 makes explicit the relation between
Q-Potts models at criticality and the double-rowmatrixDN. After a quick reminder
of definitions of the Temperley-Lieb algebras TLN and its link representation ρ, we
introduce a trace τ on TLN and show that it is equivalent to a weighted trace on dia-
gonal blocks of the representation ρ. Partition functions for theQ-Potts spin models
on the cylinder are then expressed in terms of ρ(DN) on the cylinder. Extensions to
various boundary conditions for the spin models are also given. In section 2.3, we
study C2N, the top Fourier coefficient ofDN, and show that it is central in TLN. (Ap-
pendix 2.B provides a simple method for calculating elements of ρ(C2N) using 2×2
matrices.) Using theWenzl-Jones projector, we find a basis of eigenvectors of ρ(C2N)
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for non-critical λ. The critical λs are studied in section 2.4. The singularities of the
eigenvectors obtained in the previous section are identified. (Appendix 2.A gives
the main lemmas with their technical proofs.) This singular behavior translates to a
non-trivial Jordan structure of ρ(C2N). More precisely, we find that when λ =
(b−a)π
b
,
with b ∈ Z∗ and a ∈ 2Z + 1, the matrix ρ(C2N) has Jordan blocks linking sectors d
and d ′ (d > d ′) when d− d ′ < 2b and d+d
′
2
≡ b− 1mod 2b. An extension of this to
ρ(DN) exists and is our main result.
2.2 Transfer matrices ofQ-Potts and loop models
2.2.1 The Temperley-Lieb algebra as an algebra of connectivities
We introduce the Temperley-Lieb algebra TLN(β) in a slightly uncommon way.
(See [60] for a longer description of this approach.) Let N be a positive integer and
draw a rectangle with 2Nmarked points on it,N on its upper side,N on the bottom.
A connectivity diagram, or simply a connectivity, is a pairwise pairing of all points
by non-crossing curves drawn within the rectangular box. There are CN distinct
connectivities, where CN = 1N+1 (
2N
N ) is the Catalan number. Let AN be the set of
formal linear combinations over C of these connectivities. It is a vector space of
dimension CN.
Choose now β ∈ C. We define a product between two connectivities. If c and
d are two such connectivities, their β-product cd is obtained by drawing their two
rectangles one above the other, d being on top, and looking how the points of the
top side of d and those on the bottom side of c are connected by the curves of c
and d. The β-product cd is the resulting connectivity multiplied by a factor of β for
each closed loop in the diagram with the two rectangles on top of each other. For
example here is the product of two connectivities with N = 6.
= β
This product between connectivities is extended to AN linearly on both entries. It
is associative, non-commutative and it has a unit element, namely the connectivity
that pairs points on the same vertical line. This element is written as id.
DEFINITION 2.2.1 The Temperley-Lieb algebra TLN(β) is the vector space AN endowed
with the β-product just defined.
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The connectivities ei, i = 1, . . . , N − 1, play an important role. Let the points
be labeled from left to right. The connectivity ei pairs all 2N points like the unit id
does, except those in positions i and i+1 on both top and bottom sides ; the points i
and i+1 on the top are paired together, so are those on the bottom. It is easily shown
that, as an algebra, TLN(β) is generated by the connectivities ei, i = 1, . . . , N − 1. It
is usual in the literature to define TLN(β) using the generators ei together with the
relations between them, namely
e2i = βei,
eiej = ejei, for |i− j| > 1
eiei±1ei = ei when i, i± 1 ∈ {1, 2, . . . , N− 1}.
For every β ∈ (0, 2), there is a one-parameter family of elements in TLN(β) that has
been studied bymany because of its relationship with statistical physics. We use the
notation of the double-row transfer matrixDN(λ, u) introduced in [45]. It is defined
graphically by
DN(λ, u) =
N︷ ︸︸ ︷
u u u
λ− uλ− u λ− u
where each box stands for the sum
u = sin(λ− u) + sinu = λ− u
with β = 2 cos λ, λ ∈ (0, π
2
) and u ∈ [0, λ] is the anisotropy parameter and will
be given a physical interpretation in section 2.2.4. (A global factor to the weights
of the two states does not change the physics ; our factor differs from that of [45].)
The matrixDN(λ, u) is therefore defined by 2N sums over the two states. As for the
β-product of connectivities, any closed loop gives rise to a factor β. The simplest
case is for N = 2. There are 24 configurations, each contributing to one of the two
connectivities :
D2(λ, u) = a1 + a2
where
a1 =
(
β(sin4u+ sin2u sin2(λ− u) (2.2.1)
+ sin4(λ− u)) + 2(sin3u sin(λ− u) + sinu sin3(λ− u))
)
,
a2 =
(
2β(sin3u sin(λ− u) + sinu sin3(λ− u)) + (4+ β2) sin2u sin2(λ− u)
)
.
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The most important property of the double-row matrix DN(λ, u) is the following
(for the proof, see [63]) :
[DN(λ, u), DN(λ, v)] = 0, u, v ∈ [0, λ]. (2.2.2)
It is a direct consequence of the Yang-Baxter equation. If some coefficient ofDN(λ, u),
for a fixed λ, is interpreted as a Hamiltonian, then the above equation leads to a fa-
mily of constants of motion for this dynamical system. When there is no confusion,
the dependence upon λ and u of DN(λ, u) and the β in TLN(β) will be omitted.
2.2.2 The link representation of TLN(β)
Several representations are useful to study TLN(β). Since TLN(β) is itself a vector
space, it comes with a natural representation on CCN . Another one that appears na-
turally in spin systems acts on the tensor product (C2)⊗N and Goodman andWenzl
[57] have shown that it is a faithful representation. Following [45], we will use yet
another representation, that on link states. (See also [64].) A N-link state is a set of
non-crossing curves, drawn above a horizontal segment, pairing N points among
themselves or to infinity (more than one point can be connected to infinity). In the
latter case, we draw the curve as a vertical segment and call defects such pairings
to infinity. The number of defects of a link state u will be denoted d(u). The set of
all N-link states is denoted by BN and we shall order BN such that the number of
defects is increasing. (The actual order among link states of a given defect number
will not play a role.) Formal linear combinations over C of elements of BN form
the vector space VN. It is of dimension
(
N
⌊N/2⌋
)
. Subspaces VdN are those spanned by
link states with d defects. Their dimension is dimVdN =
(
N
(N−d)/2
)
−
(
N
(N−d)/2−1
)
and
VN = ⊕0≤d≤NVdN. Note that VdN is non-trivial only if d and N have the same parity.
As an example, there are six link states for N = 4 :
B4 =
{
, , , , ,
}
.
To each N-connectivity c corresponds a matrix ρ(c) ∈ End(VN). Let v ∈ BN. To
determine ρ(c), we draw v on top of c (and denote the resulting diagram cv) and
read how the bottom sites of c are connected among each other or to infinity. The
result is a link state w in BN. Any closed loop gives a factor of β. The column v in
ρ(c) contains therefore a single non-zero matrix element at position w and its value
68
is the product of all β factors.
= β2 (2.2.3)
Note that the action of c on a link state cannot increase its number of defects and, if
v ∈ VdN, then cv ∈ ⊕d′≤dVd′N . We extend ρ linearly to the algebra TLN(β).
LEMMA 2.2.1 ρ : TLN(β)→ EndC“ N⌊N/2⌋” is a representation.
PROOF The only thing to check is whether ρ(cd) = ρ(c)ρ(d) for all connectivities
c, d. The product of cd is, up to a power of β, a connectivity. As noted before, a
single element is non-zero in each column of ρ(c), ρ(d) and ρ(cd). Fix a link state
u ∈ BN and let v,w ∈ BN be such that (ρ(d))vu and (ρ(cd))wu are non-zero. Because
the process of reading the pairs connected in the diagram cdu is associative, that is
(cd)u = c(du), then (ρ(c))wv must be non-zero. Therefore the only thing to check
is whether the factors β in (ρ(cd))wu and (ρ(c))wv(ρ(d))vu are the same. (Note that
there is no sum on v.) These factors are indeed equal. They are both the number of
closed loops in the diagram with, from top to bottom, the link state u, the connec-
tivity d and then c. The two expressions count the number of loops in a different
order however. For example, the term (ρ(cd))wu counts first the loops that are clo-
sed when the connectivities c and d are glued, and then the additional loops when
the link u is added. 
We shall refer to ρ as the link representation.
2.2.3 Traces in the link representation
We will be interested in making contacts between elements of TLN(β) and par-
tition functions Λ˜ of Q-Potts models. In section 2.2.4, the partition function ZN×M
is obtained as the trace of some powers of the transfer matrix Λ˜. Similar questions
were already addressed for somemodels and representations of TLN. Our argument
to answer this question is similar to that of Jacobsen and Richard [55]. Their com-
putation is however done for a representation of dimension CN, much larger than
ours, and has to identify some of the degeneracies among the representations that
constitute the starting one. The link representation avoids some of these difficulties
and it is therefore useful to give the shorter computation for this case. A similar
calculation, in the link basis, can be found in [61].
We now introduce an operation akin the trace on the algebra TLN(β).
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DEFINITION 2.2.2 If c is anN-connectivity, the trace of c, noted τ(c), is β#(c) where #(c)
is the number of loops closed by the process of identifying the points on the top with those
on the bottom of the rectangle. The trace τ : TLN(β)→ C is the linear extension of the trace
of connectivities to the whole algebra.
Note that τ is not a representation.
The double-rowmatrixDN(λ, u) is an element of TLN(β) and can then be written
as DN =
∑
cαcc where the sum is over connectivities and αc ∈ C. Note that any
power DMN , seen as an element of TLN(β), is also of the same form D
M
N =
∑
αc,Mc
with αc,M ∈ C. It will be shown in section 2.2.4 that, for the Potts models, β2 equals
Q = 1, 2, 3 or 4 and their partition function is related to τ(DMN ) whenN is even by
ZN×M ∝
∑
c
αc,Mβ
#(c) =
∑
c
αc,Mτ(c) = τ(D
M
N ). (2.2.4)
A natural question is then to relate τ(DMN ) and tr ρ(D
M
N ) or, for any C ∈ TLN(β), to
relate τ(C) and tr ρ(C). We therefore turn to the (usual) trace tr ρ(e), for a connecti-
vity e ∈ TLN(β). Because ρ(e) has a single element per column, its trace will be the
sum of eigenvalues of link states that are eigenvectors of ρ(e). Another important
number characterizing connectivities is the following.
DEFINITION 2.2.3 Let δ(c) be the maximum number of defects of link states among those
that are eigenvectors of ρ(c) :
δ(c) = max
u∈BN,ρ(c)uu 6=0
{d(u)} .
Note that #(c) ≥ δ(c).
This allows to count the number of eigenstates of ρ(c) in BN.
LEMMA 2.2.2 The number of link states with d defects that are eigenstates of ρ(c) is
dimVdδ(c) =
(
δ(c)
(δ(c) − d)/2
)
−
(
δ(c)
(δ(c) − d)/2− 1
)
.
PROOF The unit element id has δ(id) = N and all link states are eigenvectors of
ρ(id) = iddimVN . The numbers given in the statement are then the dimensions of the
VdN.
Let c be a connectivity that is not the unit. We construct its link eigenstates as
follows. Since c 6= id, there are for sure two points on the bottom of the rectangle
that are paired. Among all pairs of joined points on the bottom, choose one such
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that the points are contiguous. Such a pairing must also occur in any eigenstate of
ρ(c). Consider the diagram of the connectivity c to which an arc has been added to
its top connecting the same pair. One of the following diagrams, where the original
pairing is in gray, represents the extended curve thus created.
For simplicity, any arcs between the gray and black curves were omitted. There
could be some. By adding this curve on top of the diagram, one of the following si-
tuations occurs : a pair of points on the bottom are joined, one point on the bottom
and one of the top are joined, two on the tops are joined, a loop is closed. Since the
points connected by the new arc are neighbors, the extended curve can be defor-
med, without crossing the others in c, into the corresponding diagram below
β×
Note that the pairing between contiguous points on the bottom can be safely erased
as long as we keep track that the link state under construction must have this arc.
The process has reduced by 2 the number of points on the top and bottom sides
of the rectangle. If the new diagram is not the unit, the process is repeated. Suppose
then that a unit has been reached and that this unit connects ∆ pairs of points, 0 ≤
∆ ≤ N. Then the pairing of (N− ∆) points of the link has already been determined
and all eigenstates of ρ(c) in BN will share these pairings. The remaining ∆ points
can be tied to infinity or among each other since the restriction of ρ(c) to these
points acts as the unit.
To get the maximum number of defects in an eigenstate, we connect the∆ remai-
ning points to infinity. Then δ(c) = ∆ and there is precisely one link eigenstate uc
with this maximum number of defects. How many link eigenstates with d defects
are there ? It is simply the number of ways to connect (δ(c) − d) of the remaining
δ(c) points of uc, that is dimVdδ(c) =
(
δ(c)
(δ(c)−d)/2
)
−
(
δ(c)
(δ(c)−d)/2−1
)
. 
Let C =
∑
cγcc. It is useful to split the sum over connectivities into sums over
connectivities with a given number δ. Then
Cd =
∑
cwith δ(c) =d
γcc and C =
∑
0≤d≤N
Cd
71
and
τ(Cd) =
∑
cwith δ(c) =d
γcτ(c) =
∑
cwith δ(c) =d
γcβ
#(c) and τ(C) =
∑
0≤d≤N
τ(Cd).
Let N be even and fix a number of defects d with 0 ≤ d ≤ N and denote
by trdρ(c) the trace of the diagonal block of ρ(c) acting on the subspace VdN. All
connectivities c with δ(c) = d have a single diagonal element in ρ(c) contributing
to trdρ(c). It comes from the eigenstate uc constructed in the proof above. The proof
has also shown that the connectivity c acts as the unit on δ(c) points. By definition
τ(c) = β#(c) and therefore only (#(c) − δ(c)) loops are closed when the diagrams of
uc and c are joined. The eigenvalue of uc must be β#(c)−δ(c). Such connectivities c,
with δ(c) = d, also contribute to trd′ρ(C) with d ′ < δ(c). Equivalently trdρ(C) gets
contribution from connectivities c that have their δ(c) > d. If d ′ ≥ d, then ρ(c) with
δ(c) = d ′ has precisely (dimVdd′) link eigenstates with d defects. The eigenvalue of
these states can be obtained by an argument similar to the one above and is β#(c)−d′ .
Then let
trdρ(C) =
∑
d′≥d
∑
cwith δ(c) =d′
γcβ
#(c)−d′ dimVdd′
=
∑
d′≥d
τ(Cd′)β
−d′ dimVdd′ .
The numbers of defects d and d ′ have the same parity asN and are thus even. They
take (N
2
+ 1) possible values. LetM be a (N
2
+ 1)× (N
2
+ 1) matrix whose elements
are labeled by numbers of defects
Mdd′ =
{
β−d
′ dimVdd′ , d
′ ≥ d,
0, d ′ < d.
(2.2.5)
Then trdρ(C) =
∑
d′ Mdd′τ(Cd′). The quantities of interest are the τ(Cd). The in-
verse of M can be computed. (The expression is given at the end of this section.)
Then
τ(Cd) =
∑
d′
(M−1)dd′trd′ρ(C)
and
τ(C) =
∑
0≤d,d′≤N
(M−1)dd′trd′ρ(C).
The sum
∑
d(M
−1)dd′ will be done in another lemma below. This therefore proves
the following relationship between τ(C) and the trace of ρ(C).
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PROPOSITION 2.2.3 Let N be even and W ∈ End(VN) be the linear transformation that
acts as a multiple of the identity on eachVdNwith W|Vd
N
=
sin(d+1)λ
sinλ · id whereβ = 2 cos λ.
Then τ(C) = tr (ρ(C)W) for all C ∈ TLN(β).
Here are the proofs of the announced lemmas.
LEMMA 2.2.4 Let N be even. The inverse of the matrixM introduced in (2.2.5) is
(M−1)dd′ = (−1)
(d+d′)/2βd
(
(d+ d ′)/2
d
)
if d ′ ≥ d and 0 otherwise.
PROOF Recall that the indices d and d ′ are even integers in the interval [0,N]. It
is easier to work with integers i, j, . . . in the range [0, N
2
]. With these indices we
therefore have to prove that
l∑
j=i
Mij(M
−1)jl =
l∑
j=i
1
β2j
((
2j
j− i
)
−
(
2j
j− i− 1
))
(−1)j+lβ2j
(
j+ l
2j
)
= δil
when i ≤ l. (We use the convention that the binomial coefficient ( ab) is zero if b > a
or if a or b are negative.) Using the two identities
(
r
m
)(
m
k
)
=
(
r
k
)(
r − k
m − k
)
and
l−m∑
i=n−r
(−1)i
(
l
m + i
)(
r+ i
n
)
= (−1)l+m
(
r−m
n − l
)
that hold for integers l ≥ 0 and any integers r,m, k, n (see eqs. (5.21) and (5.24) of
[65] for proofs), we can compute the first sum
l∑
j=i
(−1)j+l
(
2j
j− i
)(
j + l
2j
)
=
l∑
j=i
(−1)j+l
(
l + i
j+ i
)(
j+ l
l + i
)
=
(
l− i
0
)
.
The second sum is done similarly and we find
l∑
j=i
Mij(M
−1)jl =
(
l− i
0
)
−
(
l− i− 1
0
)
.
As long as both l−i and l−i−1 are non-negative, they are both 1 and (MM−1)il = 0
when i < l. But when i = l, the second binomial coefficient above is zero and
(MM−1)ii = 1 as claimed. 
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LEMMA 2.2.5 Again, let N be even. With the above notation,
wd =
∑
d′≤d
(M−1)d′d = sinλ(d+ 1)/sin λ
for β = 2 cos λ.
PROOF Againwe use integers j, l, . . . in the range [0, N
2
] instead of the even numbers
d, d ′. We therefore compute
wj sin λ =
j∑
l=0
(−1)l+j
(
l+ j
2l
)
sinλ (2 cos λ)2l.
By expanding both trigonometric functions of the right-hand side into exponentials
and regrouping into a sum of sine functions, we obtain
wj sin λ =
j∑
l=0
(−1)l+j
(
l + j
2l
) l∑
k=0
((
2l
k + l
)
−
(
2l
k + l + 1
))
sin λ(2k+ 1).
Exchanging the order of the two sums we find again sums involving products of
two binomial coefficients. These are very similar to those in the previous proof and,
indeed, using again (5.21) and (5.24) of [65], we can bring these sums to the form
wj sin λ =
j∑
k=0
((
j− k
0
)
−
(
j− k− 1
0
))
sin λ(2k+ 1).
As before both binomial coefficients are equal to one for all k, except for k = jwhen
the second one vanishes. The only term left is therefore sin λ(2j+ 1) as expected. 
2.2.4 Q-Potts models with cylindrical boundary conditions
For this section and the next one, N is even.
The Q-Potts spin models, Q ∈ {1, 2, 3, 4}, are closely related to the double row
matrix DN(λ, u) with β2 = (2 cosλ)2 = Q. This section and the next detail this
relationship.
Let a lattice of spins drawn on a N × (2M) rectangle, with N even, as shown
in Figure 2.1 (a). The spins occupy the sites marked by dots. Nearest neighbors are
indicated by gray bonds. The lattice is closed by periodic boundary conditions in
the vertical direction, that is, the spins in the bottom line are identified to those
on the top one. The spins on the leftmost and rightmost columns have only two
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nearest neighbors. As all other spins, they may take any of the Q states available,
so that free boundary conditions hold in the horizontal direction. A configuration σ
is a choice, for each spin, of one of the Q states. Allowing for anisotropy, we define
the energy of that configuration to be Eσ = −J
∑
〈i,j〉(J) δσiσj − K
∑
〈i,j〉(K) δσiσj where∑
〈i,j〉(J) stands for a sum over all nearest-neighbors pairs i, j with i an odd column
and j in the next. These bonds are represented by dots in Figure 2.1 (a). Dashed
lines are used for the K bonds. The Boltzmann weight of σ is e−Eσ/kBT/Z with the
normalization constant (the partition function) Z =
∑
σe
−Eσ/kBT.
(a) (b) (c)
FIGURE 2.1 – A N × (2M) grid with N = 4 and M = 3 with a spin lattice at 45◦ :
(a) with all vertices and bonds drawn, (b) a graph G and (c) the corresponding loop
configuration.
Let µ and ν be the restriction of σ to two neighboring lines containing N
2
spins.
These are then separated by a line with N
2
+ 1 spins. Let ρ be the states of the spins
on this intermediary line. It is customary to define the (spin) transfer matrix Λ˜, a
QN/2×QN/2 real matrix, by
Λ˜µ,ν =
∑
ρ
∏
〈i,j〉(J)
exp(γJ(δµiρj + δρjνi))
∏
〈i,j〉(K)
exp(γK(δµiρj + δρjνi))
where
∑
ρ is the sum over all intermediary states and the pairs 〈i, j〉 are restricted
to the bonds between the lines described by µ and ν. The positive constant γX is
the ratio of the interaction constant X ∈ {J, K} and the temperature in dimensionless
unit. The spectrum of Λ˜ is known forQ = 2 at critical temperature (see for example
[17]) and the partition function is Z = ZN×M = tr Λ˜M.
The partition function ZN×M can also be expressed in terms of a sum over Fortuin-
Kasteleyn graphs. The exponential e−Eσ/kBT that occurs in the Boltzmann weight of
σ can be written as ∏
〈i,j〉(J)
(1+ vJδσiσj)
∏
〈i,j〉(K)
(1+ vKδσiσj)
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where vX = eγX − 1. Therefore
ZN×M =
∑
σ
∏
〈i,j〉(J)
(1+ vJδσiσj)
∏
〈i,j〉(K)
(1+ vKδσiσj) =
∑
G
∑
σ|G
v
NbJ
J v
NbK
K .
In the last line, the sum
∑
G stands for the sum over possible graphs. The set of ver-
tices is common to all these graphs and coincides with the set of spins. The sum
∑
G
is therefore over the possible sets of bonds and NbX is the number of X-bonds in G.
The inner sum
∑
σ|G is over all possible configurations σ compatible with the graph
G. To have the equality with the previous expression, we define a configuration σ
to be compatible with G if the states of two spins coincide when there is a bond in
G between them. The sum∑σ|G amounts then to a factor of Q for each connected
component of G. Then
ZN×M =
∑
G
v
NbJ
J v
NbK
K Q
Nc
where Nc is the number of connected components of G. (The later expression has
been known for many years [51].)
We represent a graph G on the lattice by the diagram constructed as follows.
Two corners of each box of Figure 2.1 (a) are occupied by spins, that is, vertices of
G. Each box is replaced by one where two quarter-circles are drawn with centers on
opposite corners. If a bond exists in G between the two vertices of G, the centers are
chosen so that the two quarter-circles do not touch the bond. If there is no bond,
the quarter-circles cross the diagonal where the bond would have been. The two
states for quarter-circles are shown below. In the first the full diagonal indicates the
existence of a bond in G, in the second the dotted diagonal its absence.
In Figure 2.1 (b) a graph G is shown with its bonds drawn in gray. In (c) the same
graph is represented with delimiting quarter-circles, instead of gray bonds. It is
clear that representations with bonds (b) and with loops (c) are in one-to-one cor-
respondence. If half-circles are added at the boundary of the grid as shown in (c),
all loops formed by the quarter-circles are closed and it is possible to express the
partition function in terms of data of the loop configurations only. (For the example
of the Figure, NbJ = 6,NbK = 8,Nb = NbJ + NbK = 14, Nc = 3 and #(G) = 5.) This
can be done using the following lemma, a variation of Euler’s formula for triangu-
lations.
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LEMMA 2.2.6 The relation Nc = 12(#(G) + Ns − Nb) holds for any graph G on the strip
with N × (2M) boxes. Here the number of spins Ns = (N + 1)×M is independent of G,
but the number of bonds Nb, the number of closed loops #(G) and the number of connected
components Nc depend on G.
PROOF The formula holds when G is the graph with all possible bonds. Then there
is a single connected component (Nc = 1), the number of closed loops is 2+(N−1)M
and the number of bonds 2NM. Then 1
2
(#(G) + Ns − Nb) = 1 = Nc as claimed. It
is then sufficient to prove that, if the relationship holds for a graph G, it also holds
for any G ′ obtained from G by removal of a single bond. Three cases have to be
studied : (i) the bond being removed is in itself a whole connected subgraph, (ii)
the subgraph containing the bond remains connected after its removal and (iii) the
subgraph is broken into two connected components by its removal.
In the case (i), the removal of the bond creates two connected components out
of the single one and two closed loops from the one circumscribing the bond :
→
Then Nc(G ′) = Nc(G) + 1, #(G ′) = #(G) + 1 andNb(G ′) = Nb(G) − 1 and
Nc(G ′) = Nc(G) + 1 = 1
2
(#(G) +Ns−Nb(G)) + 1 = 1
2
(#(G ′) +Ns −Nb(G ′))
as before.
In case (ii), the subgraph of G remains connected after the removal of the bond.
This means that the two vertices tied by the bond are also tied to the component
by other bonds. In other words, it is possible to go from one vertex to the other by
visiting bonds of the subgraph other than the one being removed. The subgraph
thus contains a cycle.
→
The removal of the bond will therefore decrease the number of loops : #(G ′) =
#(G) − 1. Since Nb(G ′) = Nb(G) − 1 andNc(G ′) = Nc(G), the identity is again easily
verified. (Note that (ii) includes the case of a subgraph that winds non-trivially
around the strip.)
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In case (iii), the two quarter-circles on each side of the bond must belong to the
same closed loop if its removal breaks the subgraph in two.
→
The data associated to G ′ are Nc(G ′) = Nc(G) + 1, #(G ′) = #(G) + 1 and Nb(G ′) =
Nb(G) − 1. Again an easy check shows that the identity is preserved. Note that the
case (i) is in fact a particular case of (iii). 
The critical temperature of Q-Potts models is known to be such that vJvK = Q
[8]. We will use the parametrization
√
Q = 2 cos λ, vJ/
√
Q = sin(λ − u)/ sin(u),
where λ ∈ (0, π
2
) and u ∈ [0, λ] is the anisotropy parameter. The previous lemma
allows to write the partition function at criticality as
ZN×M =
∑
G
v
NbJ
J v
NbK
K Q
Nc =
∑
G
Q(#(G)+Ns)/2
(
sin(λ− u)
sin(u)
)NbJ ( sin(u)
sin(λ− u)
)NbK
=
QNs/2
(sin(u) sin(λ− u))NM
∑
G
Q#(G)/2 sinNbJ(λ− u) sinNM−NbJ(u)
× sinNbK(u) sinNM−NbK(λ− u)
which is the form (2.2.4) up to the overall factor κM, where
κ =
(
Q(N+1)/2/(sin(u) sin(λ− u))N
)
.
Moreover, the weight given to every graph in ZN×M is precisely the one in the de-
finition of DN. If we define Λ = Λ˜/κ, the Proposition 2.2.3 leads to a relationship
between the traces of Λ and of DN :
trΛM = tr (ρ(DMN )W), for allM ∈ N. (2.2.6)
The matrix ρ(DMN ) is block-triangular, that is, the blocks acting from V
d
N to V
d′
N
are zero if d < d ′. The set of eigenvalues of ρ(DMN ) are then the union of those of
the diagonal blocks of ρ(DMN). Let δ be an eigenvalue of the diagonal block of ρ(DN)
acting from VdN to V
d
N. On V
d
N, the matrixW acts as a multiple of the identity. Let w
be this factor. Then, because W is diagonal, δMw is an eigenvalue of ρ(DMN )W. Let
the eigenvalues of Λ be in decreasing order of absolute values : |λ1| ≥ |λ2| ≥ . . .
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Similarly, let the eigenvalues of ρ(DN) be ordered as |δ1| ≥ |δ2| ≥ . . . The identity
(2.2.6) can be written as ∑
i
λMi =
∑
j
δMj wj, M ∈ N. (2.2.7)
The factors wj are determined, for each eigenvalue δj, as described above. The first
sum contains QN/2 eigenvalues, the second
(
N
N/2
)
. Note that, if an eigenvalue δj is
degenerate, the various copies might have different weights wj. Write w(δ) for the
sum of the weights wj over all eigenvalues equal to δ.
Let ∆ be max{|λ1|, |δ1|}. Suppose for the time being that no other eigenvalues of
Λ share the absolute value of λ1 ; suppose, similarly, that the same statement holds
for the spectrum of ρ(DN) and the absolute value of δ1. By dividing (2.2.7) by ∆M
and taking the limit M → ∞, one can see that |λ1| > |δ1| is impossible. One can
have |δ1| > |λ1| however, if w(δ1) is zero. Finally one can have |δ1| = |λ1| and then
the multiplicity mult λ1 of the eigenvalue of the spin matrix must be equal tow(δ1).
One can then subtract from both members of (2.2.7) the contribution δ1w(δ1) of the
maximum eigenvalue. The previous argument can then be repeated with the new
sums.
What happens when some of the eigenvalues in either spectrum have the same
absolute values but are distinct ? Suppose that all eigenvalues with absolute values
larger than a given r > 0 have been subtracted from the sum in (2.2.7). And suppose
that several λi and δj have the same absolute value r and let S = {α1, α2, . . . , αn} be
the set of distinct phases. The equality (2.2.7) has then the form∑
α∈S
cαe
iαM = vM/r
M, M ∈ N (2.2.8)
where vM is the sum over all eigenvalues with absolute value less than r in either
spectrum. For large M, the right-hand side is therefore small. The coefficient cα in
the left-hand side is
cα =

mult (reiα), if reiα is an eigenvalue of only Λ,
−w(reiα), if reiα is an eigenvalue of only ρ(DM),
mult (reiα) −w(reiα), if reiα is an eigenvalue of both.
(2.2.9)
Let n be the number of (distinct) elements of S and consider n consecutive equa-
tions (2.2.8) with indexM,M + 1, . . . ,M + n − 1. The system of equations has the
form AMc = wM where c is the vector containing the cα and wM the vector of
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components vM/rM, vM+1/rM+1, . . . The matrix AM is

eiα1M eiα2M . . . eiαnM
eiα1(M+1) eiα2(M+1) . . . eiαn(M+1)
...
... . . .
...
eiα1(M+n−1) eiα2(M+n−1) . . . eiαn(M+n−1)


and, after extracting a global phase
∏
α∈S e
iαM, is a Vandermonde matrix. The de-
terminant of A is therefore the product of a phase that depends onMwith the Van-
dermonde determinant that is independent of it. So the vector c is given by A−1MwM
and this should hold independently ofM. WhenM is taken to infinity, A−1MwM goes
to zero and the vector c is therefore zero. The fact that cα is zero for all elements of
S has different consequences depending on the case in (2.2.9). The first case cannot
happen : if reiα is in the spectrum of Λ only, then mult reiα > 0. Consequently, all
eigenvalues of Λ must be eigenvalues of ρ(DM). The second case may happen. It
then forces the corresponding δ = reiα to have a w(δ) = 0. And, in the third case,
some eigenvalues λ and δ are equal and mult λ = w(δ). We have then proved the
following result.
PROPOSITION 2.2.7 Define theQ-Potts model (Q = β2 ∈ {1, 2, 3}) on a latticeN×(2M)
as in Figure 2.1 with free boundary conditions on the left and right sides, and periodic
boundary conditions in the vertical direction.
(i) The partition function of the model is given by ZN×M = κMtr (ρ(DMN )W), for all
M ∈ N.W has been defined in Proposition 2.2.3
(ii) The eigenvalues λ of the spin transfer matrix Λ of the Q-Potts model belong to
the spectrum of the link representation ρ(DN) of the double-row transfer matrix and
mult λ in Λ is equal to the weightw(λ), that is the sum of factorswj of λ in ρ(DN).
(iii) If an eigenvalue δ of ρ(DN) does not belong to the spectrum of ΛN, the sum w(δ)
of its weights is zero.
2.2.5 Q-Potts models with fixed, free and mixed boundary condi-
tions
The trace of the spin transfer matrix tr Λ˜ is the partition function for the lat-
tice with periodic boundary condition in the vertical direction and free on the left
and right sides. Of course there is more information in Λ˜ than just this particular
partition function. Other partition functions, for spins at the top and bottom of the
lattice (see Figure 2.2 (a)) in fixed, free or mixed boundary conditions while those
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on the vertical edges remain free, are also of interest. In the limit N → ∞, they
were computed in [62], using Coulomb gas arguments. (The lattice used there is
slightly different than ours.) This section shows how these partition functions can
be extracted from ρ(DN(λ, u)) for anyN.
DEFINITION 2.2.4 The Gram product 〈·|·〉G is a bilinear form on VN. It is defined by its
value on pairs of vectors in BN. For u1, u2 ∈ BN, it is computed by reflecting u2 in a
horizontal mirror and then connecting the end points of u2 to those of u1. Then 〈u1|u2〉G is
non-zero only if every defect of u1 ends up into one of u2 and vice versa ; when this occurs,
it is equal to βnwhere n is the number of loops closed by connecting u1 and u2. Finally, we
denote by G the matrix representing the bilinear form in the link basis : Gvw = 〈v|w〉G.
For example, 〈 | 〉G = 0 as vectors with different numbers of
defects have vanishing Gram product, but the following product is not :
〈 ∣∣ 〉
G
→ .
Because two loops are closed, 〈 | 〉G = β2. For more, see [64],
where this product is actually defined on quotient spaces with fixed number of
defects.
LEMMA 2.2.8 The partition functions on a latticeN×(2M) as in Figures 2.1 and 2.2 with
free boundary conditions on the left and right edges depend on the boundary conditions on
the top and bottom edges as follows.
(i) and are fixed and have distinct values :
Z
(a)
N×M = K(β, u)β
−N−2
(
〈 ... |DMN (λ, u) ... 〉G
− β〈 ... |DMN (λ, u) ... 〉G
)
; (2.2.10)
(ii) and are fixed and have the same value :
Z
(b)
N×M = K(β, u)β
−N−2
(
〈 ... |DMN (λ, u) ... 〉G
+ β(β2 − 1)〈 ... |DMN (λ, u) ... 〉G
)
;
(2.2.11)
(iii) and are free :
Z
(c)
N×M = K(β, u)
〈
... |DMN (λ, u) ...
〉
G
; (2.2.12)
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(a) (b) (c)
FIGURE 2.2 – The states of spins marked by white or gray circles in (a) are specified
by boundary conditions. To obtain fixed boundary conditions, the spins are tied to
a spurious spin in the desired state like in (b) and the interaction between the new
spin and those at the boundary is sent to infinity. Again K bonds are represented by
dashed lines, J bonds by dotted lines and L bonds by alternating dots and dashes.
In (c) a FK graph (with N∗c = 7) with the fixed boundary conditions on the top and
bottom edges of the lattice. Note that this configuration contributes to the partition
function Z(b), but is excluded from Z(a).
(iv) is free, is fixed :
Z
(d)
N×M = K(β, u)β
−N/2−1
〈
... |DMN (λ, u) ...
〉
G
(2.2.13)
where
K(β, u) =
βNs(
sin(u) sin(λ− u)
)NM and Ns = (N+ 1)M+ 12N.
PROOF The condition (i) that boundary spins be all fixed to a single value is im-
plemented as in Figure 2.2 (b) : all spins from the top are connected to a spurious
spin with fixed value. The same is done for those on the bottom. By putting a factor
e−NγL and sending the interaction L of these bonds to infinity, we get the desired
partition function :
Z
(a)
N×M = lim
L→∞ e−NγL
∑
σ¯
e−Eσ¯/kBT, Eσ¯ = −J
∑
〈i,j〉(J)
δσ¯iσ¯j −K
∑
〈i,j〉(K)
δσ¯iσ¯j −L
∑
〈i,j〉(L)
δσ¯iσ¯j
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where σ¯ is the set of all spin configurations in Figure 2.2 (b), with and fixed
to distinct states.
Z
(a)
N×M = lim
L→∞ e−NγL
∑
σ¯
e−Eσ¯/kBT
= lim
L→∞ e−NγL
∑
σ¯
∏
〈i,j〉(J)
(1+ vJδσ¯iσ¯j)
∏
〈i,j〉(K)
(1+ vKδσ¯iσ¯j)
∏
〈i,j〉(L)
(1+ vLδσ¯iσ¯j)
=
∑
σ
∏
〈i,j〉(J)
(1+ vJδσiσj)
∏
〈i,j〉(K)
(1+ vKδσiσj)
=
∑
σ
∑
G|σ
v
NbJ
J v
NbK
K .
The first sum is now on spin configurations σ with and of Figure 2.2 (a)
fixed, and G|σ represents the Fortuin-Kasteleyn loop configurations that are in the
restricted set compatible with σ. Inverting the sums, the restriction on σ is moved to
the set of FK configurations ; it becomes the set Ga of all graphs that do not contain a
subgraph connecting the top and bottom edges of the lattice. The partition function
is then
Z
(a)
N×M =
∑
Ga
∑
σ|Ga
v
NbJ
J v
NbK
K =
∑
Ga
v
NbJ
J v
NbK
K Q
N∗c . (2.2.14)
At the last step, we summed over all σ compatible with a given graph in Ga. Since
the clusters touching the boundary have fixed spin, the resulting weight is QN
∗
c
where N∗c is the number of closed components not touching the top and lower
boundaries, that is, N∗c = Nc − 2. Lemma 2.2.6 was proved for a lattice drawn on
the geometry of a ribbon. In the present case, the lattice is drawn on a rectangle, but
the relationship remainsNc = 12(#(G) +N∗s−N∗b) whenN∗s andN∗b include the spu-
rious sites and the bonds joining them to the lattice. This relation is proved using
the same arguments. In terms ofNs andNb, the numbers without the spurious sites
and bonds, one gets N∗c =
1
2
(#(G) + Ns − Nb − N − 2). At the critical temperature
and for the parametrization of the interactions used before, the partition function is
now
Z
(a)
N×M =
K(β, u)
βN+2
∑
Ga
β#(G) sinNbJ(λ− u) sinNM−NbJ(u) sinNbK(u) sinNM−NbK(λ− u)︸ ︷︷ ︸
X(G)
.
(2.2.15)
To perform the final sum, we write Ga∪Gcr = G where the subscript Gcr is the set of
crossing graphs. The two sets Ga and Gcr are disjoint. The onlyway to close the loops
arriving at the horizontal edges that is compatible with the bonds ending at one of
83
the spurious sites is by adding the set of arcs ... on the top and the bottom
of the lattice. Therefore
∑
G X(G) = 〈 ... |DMN (λ, u) ... 〉G. Note that the
Gram product adds the proper power of β to account for the loops that are closed
by adding the arcs at the lower boundary. The argument for
∑
Gcr X(G) is similar.
This time, the Gram product of DMN (λ, u) ... with ... excludes any
non-crossing graph. Moreover each graph contributing to the latter Gram product
also appears in 〈 ... |DMN (λ, u) ... 〉G, but with a weight that has an
additional factor β for the outer loop that is left open here. Adding by hand a factor
of β to the second sum yields (2.2.10).
The steps leading to (i) can be used for (ii) and carry through up to (2.2.14), with
Ga replaced with Gb = G. Here, however, N∗c is Nc − 1 when a crossing occurs and
Nc− 2 when none exists :
Z
(b)
N×M =
(∑
Ga
+
∑
Gcr
)
v
NbJ
J v
NbK
K Q
N∗c = Z
(a)
N×M+
βNs−N
(sin(u) sin(λ− u))NM
∑
Gcr
X(G)
= Z
(a)
N×M+ K(β, u)β
1−N〈 ... |DMN (λ, u) ... 〉G
and the result follows.
Cases (iii) and (iv) are simpler. Their proofs do not require any new idea and are
omitted. 
By the last remark of Definition 4.5, any element of the form 〈v|DMNw〉G can be
expressed as
∑
yGvyρ(D
M
N )yw : the information on ZN×M is contained in ρ(D
M
N ) as
suggested earlier.
2.3 A central element of TLN(β)
Let λ be fixed. The element DN(λ, u) ∈ TLN is a homogeneous polynomial in
sinu and sin(λ − u) of order 2N. Its coefficients are elements of TLN. Moreover,
since DN(λ, u) = DN(λ, u + π) and DN(λ, u) = DN(λ, λ − u) (see [63]), the double-
row matrix DN(λ, u) can be written as a Fourier series in v = u− λ/2 (v = 0 is then
the isotropic case) :
DN(λ, v+ λ/2) =
1
2
C0 +
∑N
i=1C2i(λ) cos(2iv) (2.3.1)
where the Fourier coefficients C2i(λ) are again elements of TLN. The commutation
relation [DN(λ, u), DN(λ, v)] = 0 implies that [DN(λ, u), C2i(λ)] = 0 for all i or sim-
ply [C2i(λ), C2j(λ)] = 0 for all i, j. One of these Fourier coefficients is easier than the
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others to study since it is a central element of TLN. Even though it is central, we
shall see in the present and following sections that it carries much of the informa-
tion about the Jordan structure. We start our analysis by this coefficient.
2.3.1 The last Fourier coefficient of DN(λ, u)
DEFINITION 2.3.1 The braid 2-box (see for example [45]) is defined as :
= −ie−iλ/2 lim
u→−i∞
1
sin(λ− u)
u = ieiλ/2 − ie−iλ/2 ,
= ieiλ/2 lim
u→+i∞
1
sin(λ− u)
u = −ie−iλ/2 + ieiλ/2 .
We define the double-row braid matrix :
FN(λ) =
N︷ ︸︸ ︷
.
Note that and can be obtained from one another by a simple rotation by
π
2
of the connectivity boxes. Consequently one gets rid of the small arc giving the
orientation of the box. Note also that the weights of one are the complex conjugate
of those of the other.
Let c be an element of TLN. We shall denote by ρ(c)d′,d the submatrix of its link
representation containing lines associated with basis elements in Bd
′
N and columns
with those in BdN. Because ρ(c) never increases the number of defects, ρ(c)d′,d = 0
whenever d ′ > d.
LEMMA 2.3.1 (i) The last Fourier coefficient of DN(λ, u) is given by
C2N(λ) = 2
−2N+1FN(λ).
(ii) The diagonal submatrices ρ(FN)d,d are
ρ(FN(λ))d,d = 2(−1)
d cos(λ(d+ 1)) iddimVd
N
. (2.3.2)
(iii) FN(λ) is in the center of TLN(β) with β = 2 cosλ.
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PROOF To prove (i), the limit of
DN(λ, v+ λ/2) =
1
2
C0 +
∑N
j=1C2j(λ) cos(2jv) =
1
2
∑
−N≤j≤NC|2j|e
2ijv
is taken with the appropriate power of the factor defining the braid box. The limit
of the left-hand side gives
lim
u→−i∞
(−ie−iλ/2)2NDN(λ, u)
sin2N(λ− u)
= lim
u→−i∞
(−ie−iλ/2)2N
sin2N(λ− u)
u
u
u
u
u
u
= = FN(λ).
That of the right-hand side is
(−ie−iλ/2)2N lim
u→−i∞
1
2
∑
−N≤j≤N
C|2j|
e2ij(u−λ/2)
sin2N(λ− u)
= 22N−1C2N.
To prove (ii) and do other computations, several identities will be used. The fol-
lowing identities are well-known and proved for example in [45] :
=
(a) Inversion relation
= iei
3λ
2
(b) Twist relation
=
.
(c) Yang-Baxter equation
The next one characterizes the action of two braid boxes on an arc :
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= =
.
(2.3.3)
It can be verified by direct computation. Therefore, when FN(λ) acts on a link
state, the arcs of the state propagate down the diagrammatic representation of FN.
For instance :
= (2.3.4)
=
.
This simple observation proves that ρ(FN(λ))d,dwill be a constant times the iden-
tity : the arcs in the incoming link state are carried through and are part of the out-
going one, and if any pair of entering defects annihilates, the image is not in VdN.
When an arc goes through the transfer matrix, it forces one of the two states for
each box it visits, and it creates equal numbers of both box states so that the factors
ieiλ/2 and −ie−iλ/2 cancel. All the boxes whose state has been forced by the arc can
then be removed since they contribute globally by a factor of 1. The matrix block
ρ(FN(λ))d,d is therefore a multiple of the identity matrix and the factor is obtained
by calculating the action of Fd(λ) on the link state with d defects. The sum in the top
left box is first done explicitly :
= −ie−iλ/2
+ ieiλ/2
.
Because only the diagonal element is of interest, states with a smaller number of
defects are not considered. In the following equalities, the “d” over the equal sign
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stresses the fact that equalities are up to states whose number of defects is smaller
than d. In many braid boxes, this constraint chooses one of the two states. The first
term above is
(−ie−iλ/2)
d
= (−ie−iλ/2)2
d
= (−ie−iλ/2)(2d−1)
= (−1)de−iλ(d+1)
.
We have used the twist relation to obtain the last equality. The second term is
computed as follows.
(ieiλ/2)
d
= (ieiλ/2)2
+
d
= (ieiλ/2)d = (ieiλ/2)(d+1)eiλ
d
= (−1)deiλ(d+1)
.
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The last term of the first line does not contribute to ρ(FN(λ))d,d because (2.3.3) causes
the arc to propagate downwards to the bottom, decreasing the number of defects
by 2. The sum of the two contributions is the constant in (2.3.2). (Another proof of
this identity is given in Appendix 2.B.) To prove statement (iii), that FN is a central
element in TLN, it is sufficient to verify that FN commutes with the generators ei.
This is a direct consequence of the identity (2.3.3) and an easy computation. For
example
FNe2 = =
= = e2FN.

Even though equation (2.3.3) was introduced as a tool to prove the previous
lemma, it implies that ρ(FN(λ)) can be computed recursively with minimal cost. In
fact, the knowledge of ρ(Fn(λ)), n < N, determines with no further computation all
columns of ρ(FN(λ)) except the last one. This can be seen easily. Let v be any vector
in BN that has at least one arc, that is, any basis vector except the last one that
has N defects. Then, when FN(λ) acts on v, all boxes under the arcs of v are fixed
by (2.3.3) and only the boxes of FN(λ) under defects of v remain to be summed.
Moreover these boxes are connected horizontally by the arcs of v that have moved
downward into FN(λ). All boxes that have been fixed by the arcs can be removed
and the remaining columns of FN(λ) glued together. If v ∈ BdN, then the action of
FN(λ) on v is obtained by the action of Fd(λ) on the vector with d defects. Since
d < N, this information is contained in the last column of ρ(Fd(λ)) and, to obtain
the components of the vector FN(λ)v, one has simply to insert back the arcs into
the basis vectors that correspond to non-zero elements of this last column. This
observation that allows for a recursive computation of ρ(FN(λ)) can be completed
by an efficient algorithm to compute the last column of ρ(FN(λ)). This algorithm is
described in Appendix 2.B.
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2.3.2 The Wenzl-Jones Projector
A family of linear transformations Pd will play a central role in the rest of this
paper. They are constructed from the Wenzl-Jones projectors which we first intro-
duce.
DEFINITION 2.3.2 For each N ≥ 1, define WJN ∈ TLN(β) to be WJ1 = id and, for
N > 1,
WJN =
1
1
1
1
1
1
2
2
2
2
2
3
3
3
3
N−2
N−2
N−1
and each box stands for
k = ︸ ︷︷ ︸
id
+
Sk
Sk+1 ︸ ︷︷ ︸
eN−k
=
(−1)k
Sk+1
−kλ
(2.3.5)
where the following compact notation is used from now on :
Sk = sin(kΛ), Ck = cos(kΛ), Λ = π− λ.
Note that with this notation, β = −2C1 = −S2/S1 and Λ ∈ (π2, π). Thoughout the
next sections, we will relax this last constraint and take Λ ∈ R even though the
corresponding loop model is unphysical, having negative Boltzmann weights.
This diagrammatic definition appears in [53] and, more recently, in [45]. But the
object itself has been known to mathematicians for a long time (see [66], [67], [60]).
Note that, due to the factors Sk+1 = sin(Λ(k+ 1)) in the denominator, theWJNmay
fail to exist in certain of the algebras TLN(β). A closer look will be given to this
difficulty starting in the following subsections.
PROPOSITION 2.3.2 TheWJN are non-zero elements and satisfy the following properties :
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(i) WJNei = eiWJN = 0 for N ≥ 2 and i = 1, 2, ..., N− 1 ;
(ii) (WJN)
2 = WJN.
PROOF To prove statement (i), the following two identities are needed :
k
k+1
=
Sk
Sk+1
+ +
Sk
Sk+2
+
Sk+1
Sk+2
=
Sk
Sk+1
+
(
1+
Sk
Sk+2
−
S2
S1
Sk+1
Sk+2
)
︸ ︷︷ ︸
0
=
Sk
Sk+1
,
1 = +
S1
S2
=
(
1−
S2
S1
S1
S2
)
= 0. (2.3.6)
Note that the second identity is justWJ2e1 = 0. For N > 2,
WJNer−i =
1
1
1
1
1
1
2
2
2
2
2
i−1
i−1
i−1
i
i
i+1 1
= Si
Si+1
1
1
1
1
1
1
2
2
2
2
2
i−1
i−1
i−1
i
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2
= S1
Si+1
3
= 0.
1
1
1
1
1
2
2
2
i−1
Here, the first identity has been used once after equality 1 and i−1more times after
equality 2, allowing bubbles to propagate in the lower right direction. Finally, the
second identity has been used after equality 3 and the bubble vanishes. To obtain
the relation er−iWJN = 0, the generator er−i is applied from below, and the bubbles
propagate in the upper right direction.
Statement (ii) is trivially true for WJ1. Now let G ∈ TLN(β). It can be written as
G = αid(G) id +
∑
{c}∗ αc(G)c where {c}
∗ is the set of all connectivities in TLN(β)
(as described in section 2.2.1), excluding the identity. Since every connectivity in
{c}∗ is a finite product of the eis,
(∑
{c}∗ αcc
)
×WJN = 0 and GWJN = αid(G)WJN.
Choosing G = WJN, it only remains to show that αid(WJN) = 1. This is indeed true,
as the only configuration giving the identity is the one where every box is chosen
to be . The normalization of the boxes in eq. (4.5.5) ensures that the total weight
αid(WJN) is 1. 
Kauffman and Lins [60] introduce the family ofWJN ∈ TLN recursively and they
show that there is a unique non-zero element in TLN that has the two properties
stated in the above proposition. The two definitions, theirs and the present, must
therefore coincide. The element of TLN obtained by reflecting the diagram defining
WJN along a vertical axis also has the properties of Proposition 2.3.2 ; by unicity it
must also coincide withWJN.
To introduce the family of linear transformations Pd, the following subspaces of
the link space will be needed. Let UpTod be the span of ∪e≤dBeN where BeN is the
link basis of the subspace of vectors with precisely e defects. Therefore UpTod is
the subspaces of all vectors whose components have up to d defects. The subspaces
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UpTod depend also on N ; we chose not to add the label N to the notation. The
natural filtration of the link space and the fact that connectivities c ∈ TLN do not
increase the number of defects are formulated easily in terms of these subspaces : if
N is even
UpTo0 ⊂ UpTo2 ⊂ · · · ⊂ UpToN = VN and ρ(c)UpTod ⊂ UpTod, for all d
and similarly for N odd. We also define UpTo−1 = UpTo−2 = {0}.
DEFINITION 2.3.3 The linear transformation Pd : UpTod→ UpTod, 0 ≤ d ≤ N withN
and d of the same parity, is defined by P0 = id and P1 = id and, for d ≥ 2, by its action on
the basis ∪e≤dBeN :
(i) Pdv = 0 if v ∈ BeN with e < d ;
(ii) for v ∈ BdN, the following procedure is followed : first, all arcs are removed from
v, leaving its d defects ; second, the action of ρ(WJd) on these d defects is computed ;
and finally, the arcs of v are then reinserted, unchanged and in their original positions,
into each vectors of the linear combination obtained from ρ(WJd)v
d.
The definition of Pd on the elements of BdN is somewhat awkward. But it has a dia-
grammatic representation that is easy to work with, namely the action of Pd on
v ∈ BdN is drawn from top to bottom as first the projector WJd acting on d defects
followed by the insertion of the arcs between the defects coming out WJd. Here is
the action of P2 on two vectors of V24, given first in the form P
2v, second diagram-
matically, and last, as a linear combination of basis elements :
P2
( )
=
1
= +
S1
S2
,
P2
( )
=
1
= +
S1
S2
.
Even though the Pds are similar to the WJN, they are different by one property,
namely statement (i) of Proposition 2.3.2 does not make sense for Pd. The product
eiWJN amounts to closing two neighboring defects coming out of WJN. But, for
vectors in BdN, defects are not necessarily contiguous since they may be separated
by arcs. Still one sees, in the second example above, that a generalization of this
property can be proposed. Indeed, if c is any connectivity that ties positions 1 and
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4, then cP2( ) will be zero :
cP2
( )
= −
1
β
= 0.
This observation can be generalized.
PROPOSITION 2.3.3 The linear transformations Pd have the following properties.
(i) Pd is a projector.
(ii) Let v ∈ BdN and i, j be positions of two contiguous defects of v. If c is a connectivity
in TLN that join i and j, then cP
dv = 0.
(iii) The restriction ρ(FN(λ))|UpTod commutes with P
d and, on UpTod,
ρ(FN(λ))P
d = −2Cd+1P
d.
PROOF If v ∈ UpToe with e < d, then Pdv = 0 and therefore (Pd)2v = Pdv. If
v ∈ BdN, then Pdv = v + w for some w ∈ UpTod−2 and therefore Pdw = 0. Then
(Pd)2v = Pd(v+w) = Pdv.
The second statement is the equivalent of the property eiWJN = 0 proved in
Proposition 2.3.2 and is actually an immediate consequence of it. The action of Pd
on VdN cannot be written as the action of a given element of TLN as it was for WJN.
However the proof of (i) in the previous proposition is purely in terms of connecti-
vities. For example, the two first identities opening the proof do not state on which
defects they act ; they are statements about connectivities only. If a connectivity c
closes two adjacent defects of v, then cPdvwill contain an arc, from i to j, encircling
whichever arcs that lie between positions i and j. These arcs will have to be closed
by c and, for the purpose of studying connectivities, the loops closed that way can
be forgotten. The tie between i and jwill introduce therefore the same connectivity
as that introduced by ei in the proof of Proposition 2.3.2, leading to cPdv = 0.
For (iii), note first that, if v ∈ BeN, e < d, then ρ(FN)Pdv = 0. But, because
ρ(FN)UpToe ⊂ UpToe for all e, ρ(FN)v ∈ UpToe and Pd(ρ(FN)v) = 0. If v ∈ BdN,
then statement (ii) of Lemma 2.3.1 shows that ρ(FN)v = −2Cd+1v + w for some
w ∈ UpTod−2. Therefore Pd(ρ(FN)v) = −2Cd+1Pdv. The fact that ρ(FN)(Pdv) =
−2Cd+1P
dv follows from (2.3.3). The latter identity allows to push ρ(FN) upward
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through all arcs in v as the following example shows.
ρ(F8)(P
2v) =
1
=
1
=
1
= −2C3P
2v.
To understand the third equality, note that the only boxes of ρ(FN) remaining to
be summed over are those directly under the defects of v and that these boxes
are connected as if the columns containing them were glued to one another. The
arcs between them either connect these columns or they reproduce on the bot-
tom line the original arcs of v. One can therefore draw the remaining boxes to-
gether, without the connecting arcs, but one then has to add the original arcs be-
low. The last equality follows from the fact that Fd(λ) commutes withWJd and that
ρ(Fd(λ))d,d = −2Cd+1 id. This closes both the proof of the commutativity of Pd and
of ρ(FN)|UpTod and that of the eigenvalue of ρ(FN) on the subspace onto which P
d
projects. 
2.3.3 Eigenvectors of ρ(FN(λ)) for non-critical λs
The previous proposition has shown that Pdv, v ∈ BdN, is an eigenvector of
ρ(FN(λ)). Therefore one may hope that the projectors Pd, whenever they exist, can
diagonalize ρ(FN(λ)).
DEFINITION 2.3.4 The number λ (or Λ) is said to be critical for N if eiΛ = ei(π−λ) is a
(2l)-th root of unity, for some l in the range 2 ≤ l ≤ N. Otherwise, λ is said non-critical or
generic (for N).
Let N be fixed and λ non-critical for this N. Let PBdN be the set PB
d
N = {P
dv | v ∈
BdN}. Because, for any such v ∈ BdN, Pdv = v + w for some w ∈ UpTod−2, the set
∪e≤dPBeN is a basis for UpTod and PBN = ∪0≤d≤NPBdN a basis for VN. We shall keep
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on writing, somewhat abusively, that PBdN, like B
d
N, spans the sector with d defects.
Here is PB4 as an example :
PB4 =
{
, ,
1
,
1
,
1
,
1
1
1
2
2
3 }
.
As an immediate consequence of Proposition 2.3.3 (iii), we get the following result.
PROPOSITION 2.3.4 For λ generic, PBN is a basis of eigenvectors of FN(λ).
The first fewWJN are
WJ1 = id, WJ2 = id+
S1
S2
e1, WJ3 = id+
S2
S3
(e1+ e2) +
S1
S3
(e1e2 + e2e1).
Even though these and other WJNs may be singular at some critical λc, the limit
limλ→λc Pdv might exist. For instance, the projector WJ3 is singular at Λc = 2π/3 in
the range Λ ∈ (π
2
, π). However, limΛ→Λc P3( ) = − 12( + ). The value
Λc = 2π/3 is the one for percolation. It is clear that the condition of genericity on λ
is somewhat too restrictive. We shall come back to this in the next section.
PROPOSITION 2.3.5 Let λ be generic for N. Then
(i) the subspace spanned by PBdN is stable under TLN ;
(ii) in the basis PBN, the matrix ρ(DN(λ, u)) is block diagonal, each block correspon-
ding to a sector spanned by PBdN, 0 ≤ d ≤ N.
PROOF The second statement follows from the first. For the latter, it is sufficient
to study the action of the generators eis on each element v ∈ PBdN of the basis. (The
examples drawn below may help.) Three cases occur :
(a) the arc of ei connects two defects leaving Pd and the result is 0 by Proposition
2.3.3 ;
(b) it connects one defect leaving Pd and one arc of v. The resulting link state is
different from the original one, but is still an element of PBdN ;
(c) it connects no defects leaving Pd. The resulting link state is also an element
of PBdN, up to a possible factor β. 
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1
Case (a)
= 0
1
Case (b)
=
1
1
Case (c)
= β
1
Note that, in view of the example given just before the proposition, the hypothe-
sis that λ be generic may be replaced by the less stringent hypothesis that all vectors
in PBN exist or be obtained by the limit process described earlier.
2.4 The Jordan structure of ρ(DN(λ, u))
2.4.1 Jordan blocks and families of linear transformations
The singularity ofWJN and of the projectors Pd at critical values of λmay appear
as a weakness of these tools. However it is exactly this singular behavior that allows
to probe the Jordan structure of ρ(FN(λ)) and, eventually, of ρ(DN(λ, u)).
The study of the Jordan structure of ρ(FN(λ)) as a function of λ is an example of
the study of linear operators depending on parameters. In the early chapters of his
book [68], Kato gives examples of each possible singular behaviors of such families.
The one that interests us here is given by linear transformations that, in a basis
{e1, e2}, have the form of the simple 2× 2matrix
m(λ) =
(
λ 1
0 0
)
.
Its eigenvectors, when λ 6= 0, are
v1 = e1 and v2 = e2 −
e1
λ
.
Note that the change of basis {e1, e2}→ {v1, v2} is singular at the critical value λc = 0.
The similarity with ρ(FN(λ)) and the change of basis BN→ PBN is revealing. Let us
draw the parallel as follows :
span e1 ↔ UpToe
span {e1, e2} ↔ UpTod, with e < d
{e1, e2}→ {v1, v2} ↔ BN→ PBN
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One notices that the component of v2 in the subspace Ce2 is constant and equal to
one, exactly like the vector Pdv, for v ∈ UpTod, whose component in VdN remains v
for all λ. The singularity, in both v2 and Pdv, occurs in the subspaces Ce1↔ UpToe.
Finally, because v2 = v2(λ) has a simple pole, it can be written as a Laurent polyno-
mial around its singular point λc = 0 :
v2(λ) = r+
s
λ− λc
and this form is unique if r, s ∈ C2 are chosen to be constant vectors. Then, the
matrixm(λ) at λ = λc has a 2× 2 Jordan block with eigenvalue µ = 0 and
m(λ)r = µr+ constant× s,
m(λ)s = µs.
(A rescaling of s might be necessary to change the constant to the usual 1 in the
Jordan block.) The fact that the regular and singular parts of v2 are proportional to
the vectors that form the Jordan block is not a coincidence. This will be the case for
FN(λ) and it is the goal of this section to prove it.
We end this subsection by recalling basic properties of the Jordan structure of
block triangular matrices. Let A ∈ Cn×n and let spA be the set of distinct eigenva-
lues of A. Let T be the matrix that puts A into its Jordan form. (The Jordan form is
unique only up to a permutation of its Jordan block. We shall refer to it nonetheless
as the Jordan form ofA.) Then T−1AT is block diagonal with each of its blocks being
of the form 

µ 1
0 µ 1
. . . . . .
µ 1
µ


for some µ ∈ spA. For each µ ∈ spec A, define the subspace
VA(µ) = {v ∈ Cn | (A− µ id)nv = 0}.
Clearly Cn = ⊕µ∈specAVA(µ). Moreover A|VA(µ) = µ × id+ n where n is a nilpotent
matrix.
LEMMA 2.4.1 (i) Let A,B ∈ Cn×n such that [A,B] = 0. Then BVA(µ) ⊂ VA(µ) for
all µ ∈ spA.
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(ii) Let {Ai, 1 ≤ i ≤ m} be a set of n × n commuting matrices. Let µi ∈ spec Ai be a
choice ofm eigenvalues, one for eachAi. ThenW({µ1, µ2, . . . , µm}) = ∩1≤i≤mVAi(µi)
is stable under all Aj. Moreover, if W1,W2, . . . ,Wl is a list of all non-trivial sub-
spaces obtained by such intersections, then Cn = ⊕1≤j≤lWj.
PROOF For (i), let v ∈ VA(µ). Then (A−µI)n(Bv) = B(A−µI)nv = 0 andBv ∈ VA(µ).
For the stability of theW({µi}), note simply thatAjW({µi}) = ∩1≤i≤mAjVAi (µi) ⊂
W({µi}) by (i). Clearly, if the two ordered sets {µi} and {νi} are distinct, thenW({µi})∩
W({νi}) = {0} since, for at least one j, the eigenvalues µj and νj are distinct and
VAj(µj)∩VAj(νj) = {0}. Therefore, ifW1,W2, . . . ,Wl correspond to different choices
of eigenvalues, their pairwise intersections are trivial. BecauseCn = ⊕µ∈specAiVAi (µ)
and VAi(µ) =
∑ ′
µj∈specAj W({µ1, µ2, ...}), where
∑ ′ means that µi is fixed to µ, the
sum ofW1,W2, . . . ,Wlmust be Cn. 
Let M be a matrix ∈ Cn×n and let ni, 1 ≤ i ≤ m, be positive numbers with∑
1≤i≤mni = n. We say thatM is a block-triangular matrix if it is partitioned in blocks
mij, 1 ≤ i, j ≤ m where mij is a ni × nj submatrix and all mij = 0 when i > j. We
now make three observations that will be useful for the study of block triangular
matrices.
The most obvious one is specM = ∪mi=1specmii. This has already been used in
section 2.2.4.
The second property allows for the identification of non-trivial Jordan blocks
using submatrices of a block triangular matrix. Let µ be an eigenvalue ofM whose
degeneracy is larger than 1. Suppose that µ is an eigenvalue of more than a single
diagonal blockmkk and let i and j be the indices of the first and last diagonal blocks
that have µ as an eigenvalue and suppose i < j. Let Mtop, Mmid and Mbot the sub-
matrices of M along its diagonal that gather all blocks with indices smaller than i
for Mtop, between i and j (included) for Mmid and larger than j for Mbot. In other
words
M =

Mtop X Y0 Mmid Z
0 0 Mbot


for certain blocks X, Y, Z. Let v be a vector in VM(µ) and let v = (v1, v2, ..., vm), each
vi having ni components. This vector v solves the equation (M− µ)pv = 0 for some
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p, and we start the study of this equation with its bottom part, namely the equation
(Mbot − µ id)
p


vj+1
...
vm

 = 0.
Since µ is not an eigenvalue of any of the diagonal blocks of Mbot by hypothesis,
thenMbot−µ id is non-singular, so are its powers, and all the vk, k > jmust be zero.
Recall now that the number of eigenvectors associated to µ is given by dimker(M−
µ id). We have just seen that solvingMv = µv is equivalent to solving
(
Mtop X
0 Mmid
)
v1
...
vj

 = µ


v1
...
vj

 .
The number of eigenvectors associated to µ is therefore∑
1≤k≤j
nk− rank
((
Mtop X
0 Mmid
)
− µ id
)
.
But Mtop does not have µ as eigenvalue by hypothesis and Mtop − µ id is non-
singular. So the first
∑
1≤k<ink columns are of maximal rank. Therefore the number
of eigenvectors ofM associated to µ is∑
i≤k≤j
nk− rank (Mmid − µ id) = dimker(Mmid − µ id).
We therefore conclude that the number of eigenvectors ofM associated to µ is the number
of eigenvectors ofMmid associated to µ.
DEFINITION 2.4.1 (i) Let Vi, 1 ≤ i ≤ N be a filtration of subspaces V1 ⊂ V2 ⊂ · · · ⊂
VN = C
n. Set Vn = {0} for n ≤ 0. A vector v is said to belong strictly to Vi if v ∈ Vi
but v 6∈ Vi−1. We then write v
◦∈ Vi.
(ii) For such a filtration letA : Cn→ Cn be a linear transformation such thatAVi ⊂ Vi
for all i. The linear transformationA is said to have a Jordan block between Vi and Vj,
i > j, if there exists µ ∈ spec A and two vectors v andw in VA(µ) such that v
◦∈ Vi,
w
◦∈ Vj and (A− µ id)v = w.
By this definition, a vector v strictly in Vi is always non-zero. The second part of the
definition is fairly intuitive, but it helps in formulating the third property. Suppose
as before that M is a block triangular matrix. Set V1 to be the subspace of vectors
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whose components after the n1 first ones are all zero. Similarly the vectors in Vj
have their components zero if they are after the first (n1 + n2 + · · · + nj) ones.
BecauseM is block triangular, it satisfiesMVi ⊂ Vi. Suppose now that the diagonal
blocks Aii and Ajj, i < j, both share the eigenvalues µ and letMmid as before. Then,
an argument similar to the previous one shows thatM has a Jordan block between
Vi and Vj if and only ifMmid does.
The following lemma is an easy consequence of the definitions and properties
just introduced.
LEMMA 2.4.2 Thematrix ρ(DN(λ, u)) has no Jordan blocks between two subspacesUpTod
and UpTod′ with defects d and d
′ if cos(λ(d+ 1)) 6= cos(λ(d ′ + 1)).
PROOF The block ρ(FN(λ))d,d has a unique, degenerate eigenvalue µd = 2(−1)d
cos(λ(d + 1)). Its subspaces VFN(µd) are therefore spanned by vectors strictly in
some UpTod′s whose d ′ satisfies cos(λ(d + 1)) = cos(λ(d ′ + 1)). Since FN and DN
commute, ρ(DN(λ, u)) must share the same property by Lemma 2.4.1. 
As a consequence, for λ/π irrational, ρ(DN(λ, u)) will never have any Jordan
blocks.
2.4.2 The singularities of Pd
To carry through the program outlined in the previous paragraph, the first task
is to identify the singularities of all Pdv, v ∈ BdN. This is somewhat simplified by the
fact that, for v ∈ BdN, the computation of Pdv starts by that of the action of WJd on
the vector with d defects. This vector will be denoted vd ∈ Bdd. Any singularities of
Pdv for v ∈ BdN are therefore readable from those of WJdvd. This simplification is
welcome as the explicit computation ofWJdvd is itself difficult. The aim could be to
give all components of this vector explicitly. We tried that for a while, but realized
that a more modest goal is sufficient. It is enough to calculate a few well-chosen
coefficients and relate all others to these. The following two lemmas give all the
information needed to proceed with our goal. Their proof is highly technical and
done in Appendix 2.A.
Since only the coefficients of WJdvd are needed, we shall denote them as Pdw
where w is some link basis vectors. Therefore Pdw is the matrix element of P
d at
position (w, vd). Let {mm} denote the basis vector with m concentric arcs joining
together the first 2m points, all other being joined to defects.
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LEMMA 2.4.3 Concentric bubbles in leftmost position.
Pd{mm} =
1(
2S1/2
)m m−1∏
i=0
S(d−m−i)/2
C(d−i)/2
,
where, again, the following compact notation has been used : Sk = sin(kΛ),Ck = cos(kΛ),
Λ = π− λ.
These basis vectors w = {mm} are well-chosen as their components contain all pos-
sible singularities of Pd.
LEMMA 2.4.4 Let w be any link state with k arcs. Then
Pdw =
k∑
i=1
αiP
d
{ii}
for some functions αi analytic in Λ. Therefore
{Λ ∈ R |Pdw diverges at Λ} ⊂ ∪ki=1{Λ ∈ R |Pd{ii} diverges at Λ} ⊂ ∪k−1i=0 {Λ ∈ R |C(d−i)/2 = 0}.
(2.4.1)
2.4.3 Jordan blocks of ρ(FN(λ))
We first study the coefficient Pd{mm} as a function of q = e
iλ = ei(π−Λ).
LEMMA 2.4.5 Let Λc = πa/b with a, b coprime integers, b non-zero and qc = ei(π−Λc).
Then
– form in the range 1 ≤ m < b, the coefficient Pd{mm} has a pole at qc if
C(d−m+1)/2
∣∣
q=qc
= 0 ;
– ifm = m1b+m2withm1 > 0 and b > m2 ≥ 0, then one of Pd{mm}±Pd{mm2
2
}
/(2S1/2)
m1b
is regular at qc ;
– all poles of Pd{mm}(q),m > 0, are simple.
Note that the lemma does not preclude singularities of Pd{mm} other than the zeroes of
C(d−m+1)/2. In fact, Pd{mm} will have in general poles at zeroes of some of the C(d−i)/2
with 0 ≤ i < m − 1.
PROOF : The following properties characterize the number Cn/2 and Sn/2, n ∈ Z, at
Λ = Λc. First, if a is even, then Cn/2, n ∈ Z, is never zero. Indeed the argument of
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Cn/2 = cos(πan/2b) is π times a fraction whose denominator is odd. This argument
can never be of the form (2i+1)π/2. From now on, we assume that a is odd. Second,
at Λ = Λc, C(n+2b)/2 = −Cn/2 and the values taken by |Cn/2|, n ∈ Z, belong to any
set of 2b consecutive Cis, namely to any set {|Cj/2|, |C(j+1)/2|, . . . , |C(j+2b−1)/2|} for any
j. The values |Sn/2| have the same property. Third, for all n, |C(n+b)/2| = |Sn/2|. And
finally, for any j ∈ Z, the sets {C(j+i)/2, 0 ≤ i < 2b} (and therefore {S(j+i)/2, 0 ≤ i <
2b}) contain precisely one zero. To prove this, clearly Cb/2 = cosπa/2 = 0 as a is
odd. Moreover, if Ci/2 = Cj/2 = 0 with |j − i| < 2b, then Λci/2 = (2k − 1)π/2 and
Λcj/2 = (2l − 1)π/2 for some k, l ∈ Z and a(i − j) = 2(l − k)b. Since a is odd and
a, b are coprimes, (i − j) must be a multiple of 2b and the constraint |j − i| < 2b
implies that i = j.
We now study Cn/2 = Cn/2(q) in a neighborhood of qc. If cosΛcn/2 = 0, then
cosΛn/2 = cos(Λ−Λc +Λc)n/2 = ± sin(Λ−Λc)n/2
= ± i
2
(q− qc)
(qqc)n/2
n−1∑
j=0
qjqn−1−jc
where q = ei(π−Λ) and Cn/2(q) goes to zero linearly in (q− qc) as q goes to qc.
The formula
Pd{mm} =
1
(2S1/2)m
m−1∏
i=0
S(d−m−i)/2
C(d−i)/2
reveals that the only possible poles of Pd{mm} are at the zeroes of the cosine functions
C(d−i)/2. There will be a singularity of Pd{mm} at a zero of a given cosine of the deno-
minator if and only if this zero is not cancelled by a zero of one of the sine functions
of the numerator. Therefore Pd{mm} will have a pole at zeroes of C(d−m+1)/2 if no sine
functions of the numerator are equal, up to a sign, to S(d−(m+b−1))/2. There is no such
cancellation because the hypothesism < b implies that d−(m+b−1) < d−(2m−1)
and therefore that d − (m + b − 1) is not in the range [d − (2m − 1), d − m] of the
index of the sine functions.
Suppose now that m = m1b + m2 with m1 ≥ 1 and b > m2 ≥ 0. If m1 is
even, the last m1b terms of the product (corresponding to the values of the index
m2 ≤ i ≤ m1b+m2− 1) containm1/2 complete sets of the possible absolute values
of both the sine and cosine functions. The product of these m1b terms is therefore
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±1. Using the periodicity of the sine, one gets
Pd{mm} = ±
1
(2S1/2)m
m2−1∏
i=0
S(d−m1b−m2−i)/2
C(d−i)/2
+O((q− qc)0)
= ± 1
(2S1/2)m1b
Pd
{m
m2
2 }
+O((q− qc)0).
If m1 is odd, the terms of the product are split as follows. The m2 first cosines are
gathered with the last m2 sines in a first product, and all the remaining sines and
cosines in a second :
Pd{mm} =
1
(2S1/2)m
m2−1∏
i=0
S(d−2m1b−m2−i)/2
C(d−i)/2
m1b−1∏
i=0
S(d−m1b−m2−i)/2
C(d−m2−i)/2
.
Becausem1 is odd, S(d−m1b−m2−i)/2 = ±C(d−m2−i)/2 at q = qc and the last product is
±1. Again the periodicity of trigonometric functions gives the same result as form1
even.
Thus the coefficient Pb{nn} with n ≥ b has the same singularities as Pd{mm} with
m ≡ n mod b, 0 ≤ m < b. But the denominator of Pd{mm}, 1 ≤ m < b − 1, has less
than b cosine functions among {Cd/2, C(d−1)/2, . . . , C(d−(b−2))/2} and at most one of
these can vanish for a given Λc. Hence poles of Pd{mm},m ≥ 1, are simple. 
LEMMA 2.4.6 Let Λc = π − λc = πa/b with a, b coprime integers and b non-zero and
set qc = e
i(π−Λc). Then
– if a is even : Pd(q)(vd) is not singular at Λc = πa/b ;
– if a is odd : Pd(q)(vd) has a singularity at Λc = πa/b if and only if there exists d
′
satisfying
d− d ′ < 2b and 1
2
(d+ d ′) ≡ b− 1 mod 2b. (2.4.2)
d ′ is the largest integer for which there exists a w ∈ Bd′N such that the coefficient Pdw
is singular. (By definition of Pd, d ′ is strictly smaller than d.) In the following, d ′
will retain this definition.
PROOF : The only poles of Pd(q)(vd) are at zeroes of C(d−i)/2, 1 ≤ i < b− 1. But if a
is even, and b is therefore odd, then none of these cosines vanish at Λ = Λc.
Let then a be odd. In order for d ′ to be the largest defect number with some of
the Pdw, w ∈ Bd′N , singular, one must have that Pdv is regular for any v ∈ BeN, e > d ′.
This means that all Pd{nn} with n < m =
1
2
(d−d ′) are regular. Because of the inclusion
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of sets of singularities of Lemma 2.4.4, the coefficient Pd{mm} must be singular. Hence
the definition of the number d ′ is equivalent to the requirement that all Pd{nn} with
n < m = 1
2
(d − d ′) be regular and Pd{mm} be singular at Λc. This Λc must therefore
be a zero of C(d−m+1)/2, that is d−m+1 = (2k+1)b for some k ∈ Z or, equivalently,
(d+d′)
2
≡ b− 1 mod 2b. 
Let Λc = πa/b, with a, b coprimes and b non-zero, qc = ei(π−Λc), the pair (d, d ′)
solving (2.4.2) and v ∈ BdN. Because the poles of Pd(q)(vd) are simple, the vector
Pd(q)v can be written as
Pd(q)v = rqc(q, v) +
sqc(v)
q − qc
where sqc(v) is the residue of Pd(q)v at qc. As a function of q, the vector rqc(q, v) is
then analytic in a neighborhood of qc.
Recall that UpTod =
⊕
e≤dV
e
N is the subspace spanned by basis vectors with at
most d defects. Our next goal is to study the action of FN(λ) on the projections of
rqc and sqc on the quotient UpTod/UpTod′−2. Let v ∈ UpTod and denote by v[d′,d]
the subset of its components along the link basis vectors with defect number in
the range [d ′, d]. Clearly the coordinate vectors v[d′,d], v ∈ BdN, and the projected
vectors π(v) ∈ UpTod/UpTod′−2 are in one-to-one correspondence. (Here π denotes
the canonical projection UpTod → UpTod/UpTod′−2.) LetM : VN → VN be a linear
transformation and denote by M[d′,d] the diagonal block of its matrix form in the
link basis that includes lines and columns in sectors d ′ to d. Because FN(λ) is upper
triangular, (FN(λ)v)[d′,d] = FN(λ)[d′,d]v[d′,d] for v ∈ UpTod. (In other words, there is a
natural action of FN(λ) on the quotient UpTod/UpTod′−2.)
LEMMA 2.4.7 Let (d ′, d) be a solution of (2.4.2). With the notation above, if r^ =
(rqc(qc, v))[d′,d] and s^ = (sqc(v))[d′,d], then
(FN(λc))[d′,d]^r = µdr^+ αs^,
(FN(λc))[d′,d]s^ = µds^
where α ∈ C× and µd = (−1)d(q(d+1)c + q−(d+1)c ).
In other words r^ and s^ are part of a Jordan block under the natural action of FN(λ)
on UpTod/UpTod′−2.
PROOF : We write FN(q) instead of FN(λ), with q = eiλ, to stress the dependency
upon q and compute the action of FN(q) for q in a neighborhood of qc, but distinct
105
of it :
FN(q)[d′,d](rqc(q, v))[d′,d] = FN(q)[d′,d]
(
(Pd(q)v)[d′,d] −
sqc(v)[d′,d]
q− qc
)
= µd(q)(P
d(q)v)[d′,d] − µd′(q)
s^
q − qc
because Pd(q)v is an eigenvector of FN(q) for generic q with eigenvalue µd(q) =
2(−1)d cos(λ(d + 1)) = (−1)d(q(d+1) + q−(d+1)) and sqc(v)[d′,d] = s^ has components
only in Vd
′
N and is therefore an eigenvector with eigenvalue µd′(q). Then
= µd(rqc(q, v))[d′,d] +
(
µd(q) − µd′(q)
q − qc
)
s^.
The limit q → qc of the first term is simply µd(qc)r^, since both factors are smooth
at qc. Since d and d ′ have the same parity, the difference (µd(q) − µd′(q)) can be
written up to a sign as
cos λ(d+ 1) − cos λ(d ′ + 1) = −2 sin
λ
2
(d− d ′) sin
λ
2
(d+ d ′ + 2).
If (d, d ′) is a solution of (2.4.2), then d + d ′ + 2 = 2b(2k + 1) for some integer k
and sin λ
2
(d+ d ′ + 2) has a simple zero at λ = λc. Could sin λ2(d− d
′) also vanish at
λ = λc ? This would mean that both λc(d+ 1) and λc(d ′ + 1) are integer multiples of
π. Because a and b are coprimes, this implies that 2b divides both (d+1) and (d ′+1).
The requirement that |d − d ′| < 2b implies that there are no such pair (d, d ′) with
distinct d and d ′. The limit α = limq→qc(µd(q) − µd′(q))/(q − qc) therefore exists
and is non-zero. The second equation of the statement follows from the previous
observation that s^ is an eigenvector of FN(λ)[d′,d] and its eigenvalue coincides with
µd(qc) when q→ qc. 
Because the constant α is non-zero, it can be absorbed in the definition of s^.
By the discussion in section 2.4.1, the previous lemma implies that ρ(FN(λc)) has a
Jordan block between the subspaceUpTod andUpTod′ . The next result provides the
linear condition determining the size of the Jordan block.
LEMMA 2.4.8 Let λc be fixed and note FN for FN(λc). Let x^0 and x^1 be two vectors in
UpTod/UpTod′−2 that are respectively projections of some vectors strictly in UpTod and
UpTod′ . The two following statements are equivalent.
– x^0 and x^1 satisfy
(FN)[d′,d]x^0 = µx^0 + x^1
(FN)[d′,d]x^1 = µx^1;
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– there exists {x0, x1, . . . , xi} ⊂ VN, i ≥ 1, such that
FNxj = µxj + xj+1, 0 ≤ j ≤ i− 1
FNxi = µxi
where xj
◦∈ UpTodj with dj+1 < dj and (x0)[d′,d] = x^0 and (x1)[d′,d] = x^1.
PROOF : Due to the block-triangular structure of FN, the statement⇐ is immediate.
To prove the statement ⇒, we solve recursively on the number of defects e < d ′.
Suppose that a partial solution has been obtained for the components in sectors e+2
to d of l + 1 vectors :
(FNxj)[e+2,d] = µ(xj)[e+2,d] + (xj+1)[e+2,d], 0 ≤ j < l
(FNxl)[e+2,d] = µ(xl)[e+2,d].
The next step is to determine the components of these vectors along the basis vec-
tors in BeN. The block matrix (FN)[e,e] is a multiple of the identity, say by the factor σ.
If a = σ − µ is non-zero, then the system of equations for the components in BeN is
a(xj)[e,e] + Xe(xj)[e+2,d] = (xj+1)[e,e], 0 ≤ j < l
a(xl)[e,e] + Xe(xl)[e+2,d] = 0
where the rectangular matrix Xe contains the parts of the lines of FN to the right of
the block (FN)[e,e]. The solution to this system is unique and can be found by solving
first the last equation, labeled by l, then the previous, and so on.
If a = σ− µ = 0, then the system is different and might not have a solution. It is
Xe(xj)[e+2,d] = (xj+1)[e,e], 0 ≤ j < l (2.4.3)
Xe(xl)[e+2,d] = 0. (2.4.4)
The last equation is actually a constraint on the components of xl that have already
been fixed. If it is not satisfied, a new vector xl+1 has to be introduced in the Jordan
block. Its components in BeN are (xl+1)[e,e] = Xe(xl)[e+2,d]. Then the j-th equation can
be used to determine (xj+1)[e,e] for 1 < j ≤ l. Finally one can set (x0)[e,e] to zero. This
determines the components in ∪e≤f≤dBfN of all the vectors in this extended Jordan
block. Repeating the process until e = 0 is reached leads to the second statement.
The constraint (2.4.4) will not be satisfied in general if x^0 is chosen from the
regular part of Pd(v) for some v ∈ BdN. But, of course, a linear combination of vectors
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in PBdNmight. Therefore the number of Jordan blocks connecting the sectors d and
d ′ is likely to be smaller than the dimension of VdN.
The following proposition determines between which sectors the central ele-
ment FN has Jordan blocks. It is an immediate consequence of the three previous
lemmas.
PROPOSITION 2.4.9 Let Λc = π− λc = πa/b, with a, b coprimes and b non-zero. Then
– if a is even, FN(λc) has no Jordan blocks ;
– let a be odd and |d− d ′| < 2b. Then FN(λc) has a Jordan block between the sectors d
and d ′ if and only if
1
2
(d+ d ′) ≡ b− 1 mod 2b.
2.4.4 Jordan blocks of ρ(DN(λ, u))
PROPOSITION 2.4.10 – If Pd(q = eiλ)(vd) is regular at λ, then, for all u and N,
the matrix ρ(DN(λ, u)) has no Jordan blocks between the sectors d and d
′, for any
d ′ < d.
– If Pd(q = eiλ)(vd) is singular at some λ = λc and the pair (d, d
′) satisfies (2.4.2),
then, for all u, but a finite number of values, and all N(≥ d), there are some vectors
◦∈ UpTod that form Jordan blocks of ρ(DN(λc, u)) with vectors inUpTod. Moreover,
if the diagonal block ρ(DN)d,d is diagonalizable, then ρ(DN(λc, u)) has a Jordan block
between sectors d and d ′, for all u except a finite number of values.
PROOF : If Pd(eiλ)(vd) is regular at λ, then all vectors in PBdN are strictly in UpTod
and their projections on UpTod/UpTod−2 form a basis of this quotient. The sub-
space spanned by PBdN in UpTod is stable under the action of the generators of the
Temperley-Lieb algebra and, therefore, of DN(λ, u). This set PBdN can be completed
into a basis of UpTod by a set B of vectors strictly in UpToe, for some e < d. In this
basisDN(λ, u) has no matrix elements between the two subspaces spanned by PBdN
and B respectively.
Expand ρ(DN(λc, u)) as a trigonometric polynomial of u as in (2.3.1). There are at
mostN+1 linearly independent coefficients in this polynomial, the last one is ρ(FN)
up to a non-zero constant, and they all commute by (2.2.2). Denote by di, 0 ≤ i ≤ N,
their restrictions to UpTod. These di are therefore linear transformations of UpTod.
As shown in Lemma 2.4.1, the vector space UpTod can be written as a direct sum of
subspacesW({µi}) = ∩0≤i≤NVdi(µi)where {µi} represents a choice of one eigenvalue
µi for each di. The subspacesW({µi}) are stable under all djs.
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Suppose now that one of them, say dN, has a Jordan block between the sectors
d and d ′. Let µ be the eigenvalue of this block. Since the Jordan form of dN contains
a Jordan block of size at least 2, there exists a choice {µi} with µN = µ such that the
restriction of dN to W0 = W({µi}) has a non-trivial Jordan block. The restrictions
of the dis to this subspace W0 are of the form µi · idW0 + ni where ni is nilpotent.
Because the dis commute, so do the nis. Hence, on this subspace W0, the matrix
ρ(DN(λc, u))|W0 = f(u) · iddimW0 + n(u) where f(u) is a trigonometric polynomial
and n(u) is a nilpotent matrix. (Recall that the sum of two commuting nilpotent
matrices is nilpotent.) Because nN is non-zero, the matrix n(u) is itself a non-zero
trigonometric polynomial. It can vanish only at a finite number of values of u and,
generically, ρ(DN)|UpTod has Jordan blocks.
To see if ρ(DN(λc, u)) has a Jordan block between UpTod and UpTod′ , it is suf-
ficient, by the last property of section 2.4.1, to see if its action on the quotient
UpTod/UpTod′−2 has such a block. Suppose now that the diagonal block
ρ(DN(λc, u))d,d is diagonalizable and pick W0 as above. Then W0 is stable under
ρ(DN) and ρ(DN) preserves the filtration · · · ⊂W0∩UpTod′ ⊂ · · · ⊂W0∩UpTod ⊂
. . . However the action of ρ(DN) on (W0 ∩ UpTod)/(W0 ∩ UpTod−2) cannot have
a Jordan block since ρ(DN)d,d is diagonalizable. But ρ(DN) can only have Jordan
blocks between sectors upon which FN has the same eigenvalues by Lemma 2.4.2.
Because |d ′ − d| < 2b, the sectors d and d ′ are two such consecutive sectors. There-
fore the actions of both ρ(FN) and ρ(DN) on (W0 ∩ UpTod)/(W0 ∩ UpTod′−2) must
have a Jordan block between the projections ofW0 ∩ UpTod andW0 ∩ UpTod′ . The
last statement follows, again by the last property of section 2.4.1. 
Both the diagonalizability of the diagonal blocks ρ(DN)d,d and the reality of their
spectrum are delicate questions. A natural way to settle both questions is to find
a scalar product on VdN with respect to which ρ(DN)d,d is self-adjoint. We found
such a scalar product, for all β and N ≤ 12, using a computer. In the basis BN,
the elements of the matrix representing the scalar products are polynomials in β.
But we could not guess its form for general N. The situation is to be paralleled
to the same two questions for the XXZ Hamiltonian with the specific boundary
conditions introduced in [34]. With these boundary conditions, HXXZ is invariant
under Uq(sl(2)) [35]. Because Uq(sl(2)) has indecomposable representations when
q is a root of unity, it is not surprising that, at these values, this Hamiltonian is not
diagonalizable. Korff andWeston [69] identified a subspace to which the restriction
of HXXZ is self-adjoint with respect to some scalar product. Due to the link between
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loop transfer matrices and the HamiltonianHXXZ, we had hoped their efforts would
answer rigorously our questions for ρ(DN). However the subspace constructed in
[69] is too small to contain the image of the diagonal blocks of ρ(DN), even for theN
for which our computation answers affirmatively the questions of diagonalizability
and of the reality of the spectrum.
2.5 Conclusion
The results of this paper show the existence of Jordan blocks between sectors d
and d ′ for certain λs. For example, for the transfer matrices ρ(DN) related to critical
polymers, the Ising and the 3-Potts models by Proposition 2.2.7, the sectors tied by
a line in Figure 2.3 are joined by Jordan blocks.
Critical polymers Ising model 3-Potts model
(λ = π/2) (λ = π/4) (λ = π/6)
for N even
0 2 4 6 8 10 . . . 0 2 4 6 8 10 12 14 . . . 0 2 4 6 8 10 12 14 16 18 20 22 . . .
for N odd
1 3 5 7 9 11 . . . 1 3 5 7 9 11 13 15 . . . 1 3 5 7 9 11 13 15 17 19 21 23 . . .
FIGURE 2.3 – The pattern of Jordan blocks of ρ(DN(λ, u)) for λ = π/2 (critical poly-
mers), λ = π/4 (Ising) and λ = π/6 (3-Potts).
However the transfer matrix ρ(DN(λ = π/3, u)) that is tied with percolation has no
Jordan blocks for anyN. This particular result for λ = π/3was suggested by Dubail,
Jacobsen and Saleur [70], based on their exploration for small Ns.
A few questions remain unanswered. The first concerns the order of the Jordan
cells : our numerics suggest that all Jordan blocks are of size 2, though a proof re-
mains unknown, even for FN. In the case of critical polymers (λ = π/2), an inversion
equation for DN is known [45] and yields F2N = 0 for N even (and Jordan blocks all
have size 2), but (FN− 2 id)(FN+ 2 id) = 0 forN odd (no Jordan blocks). The size of
the Jordan cells for ρ(DN) might be an even harder problem and we have not been
able to prove that they are of size 2 for any non-trivial cases. Another related ques-
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tion is that of possible Jordan blocks connecting sectors d and d ′ when |d−d ′| ≥ 2b.
These have not been ruled out by Propositions 2.4.9 and 2.4.10. Indeed, consider a
non-zero linear combination of vectors in UpTod′ that are partners in Jordan blocks
of vectors strictly in UpTod. Such a linear combination could fail to be strictly in
UpTod′ . It will then be strictly in UpTod′′ , with d ′′ < d ′ < d. Of course the eigen-
values of FN in the sectors d, d ′ and d ′′ should all be equal. For example, a Jordan
block for λ = π
4
could exist between sectors d = 12 and d ′′ = 2. Though limited to
small N, our numerics have ruled out any such Jordan blocks.
The goal of the computation was to decide whether, for simple boundary condi-
tions corresponding to open ones on spin lattices, representations of the Virasoro
algebra other than irreducible highest weight ones could appear in the thermody-
namical limit. Our result is that this is indeed the case. One would probably like to
count, for each eigenvalue of the limit operator L0, howmany Jordan blocks appear.
Such information cannot be retrieved from our method, at least in the present state.
One may still wonder what type of representations occur in the limit. Let HN ∝
1
2
∂
∂u
DN(λ, u)|u=0where the proportionality factor is a power of sin λ. Once the finite
size corrections are properly handled, the largeN limit of thematrix ρ(HN) is linked
to L0. It was argued in [45], with strong numerical support, that the spectrum of the
diagonal block of ρ(HN) in the sector with d defects reproduces the character of
some highest weight modules associated with the central charge ca,b (see (2.1.1))
and highest weight ∆1,d+1 = (ad2−2d(b−a))/4b. (Their numerical analysis allows
to fix precisely the first few eigenvalues of L0, but does not go deep enough to
suggest whether the highest weight representation is irreducible.) If this is the case,
then a pair (d, d ′) solving 1
2
(d + d ′) ≡ b − 1 mod 2b will lead to a pair of highest
weights such that ∆1,d′+1−∆1,d+1 ∈ Z. Therefore staggered modules, a large family
of which was recently classified in [40], are likely candidates for the representations
of the Virasoro algebra appearing in the thermodynamical limit of the models we
have studied.
We hope that the methods introduced here to probe the Jordan structure can be
used for other boundary conditions as those introduced in [45] and in [71]. Both
these sets are stated algebraically, in a way therefore that might help to extend the
present results, and they might actually match one another. Moreover the latter
were given a direct interpretation in terms of classical spin models. Indeed these
conditions amount, for the Q-Potts models, to restrict spins on the boundaries to
take values only in a subset {Q1, Q2, . . . , Qs} of the Q possible values. Of course,
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for these new boundary conditions, the Jordan cell structure could be very different
from the one found here (see, for example, [72]).
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Appendices
2.A The main lemmas
2.A.1 Labeling link states and matrix elements
In this section, we introduce a new notation for link states in BN and for matrix
elements of linear transformations on VN, both of which will prove useful in later
sections.
To describe w ∈ BN−2kN a link state with N − 2k defects and k arcs, we label by
k integers ni, ranging from 1 to N − 1, the halfway points between points which w
connects : w → vrn1,n2,...,nk . We usually write the nis, from left to right in the order
the arcs need to be closed, going from the inner to the outer ones. Even with this
ordering, there may be many vrn1,n2,...,nk for a given w, but they all determine w
completely. For example,
v103,7 = 1 2 3 4 5 6 7 8 9 , v
10
2,2,7,7 = 1 2 3 4 5 6 7 8 9 ,
v102,6,8,7 = 1 2 3 4 5 6 7 8 9 , v
10
3,5,4,8,5 = 1 2 3 4 5 6 7 8 9 .
As in section 2.4 the link state withN defects and no arcs is labelled vN. We shall also
shorten the notation whenever there are several arcs sharing the same halfpoints by
writing nmi for a group ofm successive identical nis. For example v
r
2,2,7,7 could also
be written as vr
22,72
. Finally, we shall call a 1-bubble a half-arc that encloses no other
half-arc, a 2-bubble a half-arc that encloses 1-bubbles and an n-bubble a half arc that
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contains at least one (n − 1)-bubble. So v103,7 has 1-bubbles only, v
10
2,2,7,7 drawn above
has 1-bubbles and 2-bubbles and v103,5,4,8,5 has a 3-bubble.
The linear transformations on VN, like FN and Pd, will often be expressed in the
basis BN. To refer to a givenmatrix element of the linear transformation ρ(A) : VN→
VN (or on one of the subspaces UpTod), we shall use the bra-ket notation. Therefore
the matrix element ρ(A)v,w, for v,w ∈ BN, will be written as 〈v |Aw〉. (This is equi-
valent to introducing a scalar product on VN for which BN is an orthonormal basis.)
As most of the computations will be done graphically, it is useful to develop tools to
quickly select a given matrix element. To depict 〈v |Aw〉, we draw the “incoming”
state w with full line and usually on the top of the diagram. The “outgoing” state
v is depicted with dashed ones and usually on the bottom. The matrix elements of
the identity are all zero unless v = w. For instance,
〈v102,6,8,7 | id v103,7,7〉 = = 0
In some computations the arcs or defects of the incoming state will cross the dia-
gram representing the linear transformationA. When this occurs, a partial compari-
son of the incoming and outgoing states is possible and the patterns can be replaced
by either 1 or 0. In the latter case, this means that this particular contribution to A
is vanishing and can be ignored. Here are the patterns :
= = 1 = = = = 0 (2.A.1)
and their images through a vertical mirror.
By definition, the computation of Pd : UpTod → UpTod, for a vector in BdN ⊂
UpTod ⊂ VN, starts by the removal of all arcs, leaving only its d defects. The sin-
gularities of any matrix elements 〈v|Pdw〉 can therefore be deduced from those of
〈v ′|Pdvd〉 for some v ′ and for vd ∈ Bdd, the vector with all defects in Vd. We found use-
ful to use another letter for the number of defects to underline the fact that vd ⊂ Vd
belongs to a vector space in general distinct from VN. We shall therefore compute
matrix elements of Pr in the column corresponding to vr. These are the only matrix
elements that are really needed and they will be labelled in any of the two following
forms, the second being defined by the first that was just introduced :
〈vrn1,...,nk |Prvr〉 = Pr{n1,...,nk}
The extreme case Pr{} stands for 〈vr|Prvr〉 which is equal to 1. We are now ready to
give explicit expressions for some matrix elements Prw.
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2.A.2 Pr{mm} and its singularities
The singularities of all the matrix elements of Pr will be understood from those
of the Pr{mm} for somem. We start by computing these key elements.
LEMMA 2.A.1 Single bubble in first position :
Pr{1} =
S(r−1)/2
2S1/2Cr/2
.
PROOF The strategy is to start with the first lower diagonal row of boxes, applying
eqs. (4.5.5) and (2.A.1). To understand the first step below, note that the sum repre-
sented by the lowest box, labelled by “1”, gives two terms. The first draws an arc
between the two outgoing defects and is therefore zero by (2.A.1). Therefore the
only non-vanishing contribution comes from the second which is drawn. The other
steps are similar.
Pr{1} =
1
1
1
1
1
1
2
2
2
2
2
r−3
r−3
r−3
r−2
r−2
r−1 =
1
1
1
1
1
2
2
2
2
2
r−3
r−3
r−3
r−2
r−2
r−1 =
1
1
1
1
1
2
2
2
2r−3
r−3
r−3
r−2
r−2
r−1
= ... =
1
1
1
1
1
2
2
2
2
r−3
r−3
r−2
r−1 = Sr−1
Sr
1
1
1
1
1
2
2
2
2
r−3
r−3
r−2
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We now sum the boxes of the upper diagonal row. Only r − 1 of the 2r−2 terms
contribute, namely :
Weights :
︸ ︷︷ ︸
1=
Sr−1
Sr−1
,
︸ ︷︷ ︸
Sr−2
Sr−1
,
︸ ︷︷ ︸
Sr−2
Sr−1
Sr−3
Sr−2
=
Sr−3
Sr−1
,
...
︸ ︷︷ ︸
S1
Sr−1
.
Other box configurations produce half arcs, which propagate down and eventually
annihilate with 1 . Therefore the sums of the upper diagonal row lead to the down-
ward propagation, by one box, of all incoming defects and to an overall weight of
r−1∑
i=1
Si
Sr−1
=
S(r−1)/2Sr/2
Sr−1S1/2
.
Finally,
Pr{1} =
Sr−1S(r−1)/2Sr/2
SrSr−1S1/2
=
S(r−1)/2
2S1/2Cr/2
.
1
1
1
1
2
2
2
r−3
︸ ︷︷ ︸
= 〈vr−2|Pr−2vr−2〉 = 1

LEMMA 2.A.2 The single bubble in general position :
Pr{n} =
S(r−n)/2Sn/2
2
(
S1/2
)2
Cr/2
for n = 1, ..., r− 1.
PROOF The expression given for Pr{n} certainly works for n = 1 and all r. The rest
of the proof will be by induction. Using the same strategy as before, we build a
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recursion relation for Pr{n} :
Pr{n} =
1
1
1
1
1
1
1
1
r−n−1
r−n−1
r−n−1
r−n−1
r−n−1
r−n
r−n
r−n
r−n
r−1 =
1
1
1
1
1
1
1
r−n−1
r−n−1
r−n−1
r−n−1
r−n
r−n
r−n
r−n
r−1
=
1
1
1
1
1
1
1
r−n−1
r−n−1
r−n−1
r−n−1
r−n
r−n
r−n
r−1 + Sr−n
Sr−n+1
1
1
1
1
1
1
1
r−n−1
r−n−1
r−n−1
r−n−1
r−n
r−n
r−n
r−1
.
Summing the lower diagonal row of boxes has yielded two terms. For the second,
the remaining n−1 boxes of the first lower diagonal rowmust all be . Otherwise,
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a half-arc is formed, propagates in the upper right direction and annihilates.
Pr{n} =
1
1
1
1
1
1
1
r−n−1
r−n−1
r−n−1
r−n−1
r−n
r−n
r−n
r−2
+ Sr−n
Sr
1
1
1
1
1
1
1
r−n−1
r−n−1
r−n−1
r−n−1
r−n
r−n
r−n
r−2
The first term is Pr−1
{n−1}
. For the second, the upper diagonal of boxes is summed in
the same fashion as in the proof of Lemma 2.A.1. The desired recurrence relation is :
Pr{n} = P
r−1
{n−1} +
Sr−n
4S1/2Cr/2C(r−1)/2
. (2.A.2)
To complete the proof, we suppose the proposition is true for r − 1 and verify that
the recurrence relation yields the correct answer for r :
Pr−1{n−1} +
Sr−n
4S1/2Cr/2C(r−1)/2
=
S(r−n)/2S(n−1)/2
2
(
S1/2
)2
C(r−1)/2
+
Sr−n
4S1/2Cr/2C(r−1)/2
=
S(r−n)/2
2
(
S1/2
)2
Cr/2C(r−1)/2
(
S(n−1)/2Cr/2 + S1/2C(r−n)/2
)
=
S(r−n)/2Sn/2
2
(
S1/2
)2
Cr/2
.

The invariance of Pr under reflection appears through Pr{n} = P
r
{r−n}. Note also that
(2.A.2) holds for n = 1 if we impose the unphysical condition Pr−1
{0}
= 0. This will
become the initial condition in recursion arguments in propositions to come.
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The presence of Cr/2 in the denominator will cause Pr{n} to diverge for specific
values of Λ, but for all n. We now direct our interest to m concentrical bubbles,
starting with all the defects sitting at the right end of the link state.
LEMMA 2.A.3 Concentric bubbles in leftmost position :
Pr{mm} =
1(
2S1/2
)m m−1∏
i=0
S(r−m−i)/2
C(r−i)/2
.
PROOF The proof does not require new ideas. Using the graphical representation,
one finds the following recurrence relation :
Pr{mm} =
Sr−m
4Cr/2C(r−1)/2S1/2
Pr−2
{(m−1)m−1}
. (2.A.3)
The proposed Pr{mm} certainly fits the initial condition,m = 1, given in Lemma 2.A.1.
Proving the induction is straightforward. 
A little more work would also yield :
Pr{nm} =
1(
2S1/2
)m m−1∏
i=0
S(r−n−i)/2S(n−i)/2
C(r−i)/2S(i+1)/2
. (2.A.4)
Since the S(r−n−i)/2/S1/2 are analytic in Λ on R, the set of singularities of Pr{mm} is
contained in the set ∪m−1i=0 {Λ |C(r−i)/2 = 0}. The singularities of Pr{nm} could be wor-
ked out from the above expression, but the analysis would be more tedious because
zeroes of the denominator could be cancelled by zeroes of the numerator. Similar
difficulties arise when one studies w with more complicated patterns of arcs. This
is why the analysis in the next subsection turns to expressing the general matrix
elements in terms of some already computed, instead of giving new explicit expres-
sions.
2.A.3 Pr{n1,n2,...,nk} with non trivial bubble patterns
This section shows how to express the matrix elements Prw for any link state w
in terms of a sum of Pr{mm}. This is done by two basic operations : the removal of the
leftmost defects and the replacement of a cluster of arcs by a cluster of concentric
ones.
The operation of shifting a pattern of arcs by removing the defect at position “1”
will be denoted by “←”. It is an operation from Br to Br−1 ∪ {0}. If w does not start
with a defect, the result←−w is zero. For example,←−−−v102,6,8,7 = v91,5,7,6 but←−−−v102,2,7,7 = 0.
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We also define the operation, from Br to Br−2, of removing the j-th 1-bubble from
w. The result is notedw\{j}. For example, v102,6,8,7\{1} = v
8
4,6,5 and v
10
2,6,8,7\{2} = v
8
2,6,6 =
v102,6,8,7 \ {3}.
LEMMA 2.A.4 Left shift of arcs. Let w ∈ Br any link state, with b 1-bubbles, labelled
by j and centered at nj (see section 2.A.1). The matrix element P
r
w satisfies the following
recursion equation :
Prw = P
r−1←−
w
+
1
4S1/2Cr/2C(r−1)/2
b∑
j=1
Sr−njP
r−2
w\{j} (2.A.5)
It also holds when←−w = 0 if we define Pr−1←−w=0 = 0.
PROOF This is a generalization of (2.A.2) and (2.A.4). Summing the first lower
diagonal row of boxes of Prw, only b+1 configurations have non zero contributions.
For example,
...
...
...
.
All other configurations have zero weight, either because of (2.A.1) or because
bubbles formed in this lower diagonal will propagate in the upper right direction
to form an arc attached to a braid box labelled by a “1”, leading to zero contribu-
tion by (2.3.6). In the configurations drawn above, the last one has weight 1 and is
simply a translation of the link state towards the left, giving rise to Pr−1←−w . (When the
link state has a bubble in first position, it has weight zero.) The other configurations
all remove a 1-bubble from w. Removing the j-th 1-bubble yields a weight Sr−nj/Sr.
Since the first box is always , the first upper right row can be summed, as was
done in the proof of Lemma 2.A.1. The result is
S(r−1)/2Sr/2
Sr−1S1/2
Sr−nj
Sr
Pr−2
w/{j}
=
Sr−njP
r−2
w/{j}
4S1/2Cr/2C(r−1)/2
,
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finishing the proof. 
Let w ∈ BdN be a link state starting with a0 defects, followed by one cluster of
arcs (uninterrupted by defects) and then followed by a1 defects. The patterns of arcs
inw is described by ζ(w) = [a0](k1k2...km)[a1]where ki is half the number of points
under the arc i (including the starting and ending points). The arcs are added at the
first free point available, starting from the left. The numberm = (N− a0 − a1)/2 is
the number of arcs in w. Again, an example is useful :
ζ
(
2 1 5 1 3 1 1
)
= [4](2151311)[2]
LEMMA 2.A.5 Replacing a cluster of arcs by concentric ones. Letw ∈ Br a link state with
pattern ζ(w) = [a0](k1k2...km)[a1]. Then,
Prw =
(
m∏
i=1
Si
Ski
)
Pru (2.A.6)
where u, given by ζ(u) = [a0](mm−1...21)[a1], has a single cluster ofm concentric arcs.
PROOF The proposition is trivially true if ζ(w) = [a0](m m − 1...21)[a1]. The first
step is to show that it is true for ζ(w) = [a0](11...1︸ ︷︷ ︸
m
)[a1]. From Lemma 2.A.4, u and
w satisfy the following relations :
Pru = P
r−1←−
u
+
Sr−m−a0P
r−2
u\{1}
4S1/2Cr/2C(r−1)/2
and
Prw = P
r−1←−
w
+
∑m
j=1Sr−njP
r−2
w\{j}
4S1/2Cr/2C(r−1)/2
= Pr−1←−
w
+
(∑m
j=1Sr−(a0+2j−1)
)
Pr−2
w\{1}
4S1/2Cr/2C(r−1)/2
= Pr−1←−
w
+
SmSr−m−a0P
r−2
w\{1}
4S1/2Cr/2C(r−1)/2S1
.
Equation (2.A.6) is valid for ζ(w) = [a0](11 . . . 1)[a1] with r = 2 and r = 3 for all
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m ≤ r/2, that is, form = 1. Suppose it is valid for r − 1 and r − 2, then
Prw =
(
m∏
i=1
Si
S1
)
Pr−1←−
u
+
Sr−m−a0
4S1/2Cr/2C(r−1)/2
Sm
S1
(
m−1∏
i=1
Si
S1
)
Pr−2u\{1}
=
(
m∏
i=1
Si
S1
)(
Pr−1←−
u
+
Sr−m−a0P
r−2
u\{1}
4S1/2Cr/2C(r−1)/2
)
=
(
m∏
i=1
Si
S1
)
Pru
as required. Since (2.A.6) is true for the fictitious initial conditions introduced ear-
lier, after Lemma 2.A.2, the proof is complete.
We now define the operation Ob,x that acts on link state w by removing b 1-
bubbles centered on x and replacing them with (b− 1) 1-bubbles, circumscribed by
a large 2-bubble :
O2,4
(
↑
x = 4
)
=
O3,7
(
↑
x = 7
)
=
The action of Ob,x is not defined for all w, but any link state w ∈ BN with ζ(w) =
[a0](k1k2...km)[a1] can be written as
[a0](k1k2...km)[a1] =
(∏
i
Obi,xi
)
[a0](11...1︸ ︷︷ ︸
m
)[a1]
for some bi and xi. For instance, the right-hand sides of the above examples are
[2](2, 1, 2, 1)[2] = O2,8O2,4 [2](1111)[2],
[0](6, 1, 4, 3, 1, 1)[0] = O3,7O4,7O6,6 [0](111111)[0].
Let w1 and w2 be two link states such that w2 = Ob,xw1. If we can show that
Prw1 =
Sb
S1
Prw2 , (2.A.7)
then the proof of the proposition will be complete. Note first that this relation holds
(somewhat trivially) for r = 3. For r = 4 the relation is non-trivial only forw1 = v41,3,
w2 = v
4
22
and O2,2. The element P4w2 has been calculated in Lemma 2.A.3 ; P4w1 can
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be obtained from (2.A.5) and it agrees with (2.A.7). We now use (2.A.5) for such a
pair w1 and w2 = Ob,xw1. For w1 we partition the sum over j into the set G1 of b
1-bubbles modified by the action Ob,x and its complement :
Prw1 = P
r−1←−
w1
+
1
4S1/2Cr/2C(r−1)/2

∑
j∈Gc1
Sr−njP
r−2
w1\{j}
+
∑
j∈G1
Sr−njP
r−2
w1\{j}


= Pr−1←−w1 + 14S1/2Cr/2C(r−1)/2

∑
j∈Gc1
Sr−njP
r−2
w1\{j}
+
( b∑
j=1
Sr−(x−b+2j−1)
)
Pr−2
w1\{g1}


= Pr−1←−w1 + 14S1/2Cr/2C(r−1)/2

∑
j∈Gc1
Sr−njP
r−2
w1\{j}
+
(SbSr−x
S1
)
Pr−2
w1\{g1}


where g1 is the first 1-bubble in G1. The same can be carried out for w2 :
Prw2 = P
r−1←−
w2
+
1
4S1/2Cr/2C(r−1)/2

∑
j∈Gc
1
Sr−njP
r−2
w2\{j}
+
( b−1∑
j=1
Sr−(x−b+2j)
)
Pr−2w2\{g2}


= Pr−1←−
w2
+
1
4S1/2Cr/2C(r−1)/2

∑
j∈Gc
1
Sr−njP
r−2
w2\{j}
+
(Sb−1Sr−x
S1
)
Pr−2w2\{g2}


where again g2 is the position of the first 1-bubble in the complement in w2 of Gc1.
If (2.A.7) is true for r− 1 and r− 2,
Pr−1←−
w1
=
Sb
S1
Pr−1←−
w2
, Pr−2w1\{j} =
Sb
S1
Pr−2w2\{j} ∀ j ∈ Gc1, Pr−2w1\{g1} =
Sb−1
S1
Pr−2w2\{g2},
and then for r :
Prw1 =
Sb
S1
Pr−1←−
w2
+
1
4S1/2Cr/2C(r−1)/2

∑
j∈Gc
1
SbSr−nj
S1
Pr−2w2\{j} +
(SbSr−x
S1
)Sb−1
S1
Pr−2w2\{g2}


=
Sb
S1

Pr−1←−
w2
+
1
4S1/2Cr/2C(r−1)/2

∑
j∈Gc
1
Sr−njP
r−2
w2\{j}
+
(Sb−1Sr−x
S1
)
Pr−2w2\{g2}




=
Sb
S1
Prw2 .

The definition of the pattern ζ(w) can be extended to link states w with more
than one cluster of bubbles. Clusters of defects and clusters of bubbles are noted,
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respectively, in [ ] and ( ) :
ζ(w) = [a0]
(∏
j
(k1,jk2,j...kmj,j)[aj]
)
where the product over j is over the clusters of bubbles.
LEMMA 2.A.6 For a general link state w, the result of the previous lemma extends to
Prw =
(∏
j
mj∏
i=1
Si
Ski,j
)
Pru
where
ζ(u) = [a0]
(∏
j
(mjmj − 1...21)[aj]
)
is a state that has only clusters of concentrical bubbles.
PROOF The definition ofOb,xwas not restricted to link states with only one cluster
of defects. Multiple-cluster link states can then be created by successive applica-
tions of Obi,xi on link states with only 1-bubbles, changing one cluster at a time.
The result will follow if (2.A.7) still holds for states with multiple clusters. This is
indeed the case because, in the previous proof, the fact that the 1-bubbles ofGc1were
in a single cluster was not used. The rest of the argument goes through. 
2.A.4 Singular points of Pr{n1,n2,...,nk}
The goal of this section is to show that
{Λ ∈ R |Pr{n1,n2,...,nk} diverges at Λ} ⊂ ∪ki=1{Λ ∈ R |Pr{ii} diverges at Λ}
⊂ ∪k−1i=0 {Λ ∈ R |C(r−i)/2 = 0}.
We start by investigating the singularities of Pr{n1,n2,...,nk}, when w = v
r
n1,n2,...,nk
has
only 1-bubbles, and will show that
Pr{n1,n2,...,nk} =
k∑
i=0
aiP
r
{ii} (2.A.8)
where ais are analytic functions of Λ ∈ R and the term i = 0 is for Pr{}.
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LEMMA 2.A.7 Moving a single bubble to position “1”.
Pr{n} =
Sn
S1
Pr{1} −
Sn/2S(n−1)/2
S1/2S2/2
Pr{}. (2.A.9)
PROOF The trick is to start by calculating 〈vr1|e1Prvr〉. The only link states w ∈ Br
satisfying 〈vr1|e1w〉 6= 0 are vr, vr1 and vr2 and
= 1, = 1, = β.
Since e1Pr is zero whenever r ≥ 2,
0 = 〈vr1|e1Prvr〉 = Pr{}〈vr1|e1vr〉+ Pr{1}〈vr1|e1vr1〉+ Pr{2}〈vr1|e1vr2〉 = Pr{} −
S2
S1
Pr{1} + P
r
{2},
that is
Pr{2} =
S2
S1
Pr{1} − P
r
{}
and the proposed Pr{n} is correct forn = 1 and 2. Forn > 2, we calculate 〈vrn−1|en−1Prvr〉
and use induction. Four link states carry non-zero contributions :
0 = 〈vrn−1|en−1Prvr〉
= Pr{}〈vrn−1|en−1vr〉+ Pr{n−2}〈vrn−1|en−1vrn−2〉+ Pr{n−1}〈vrn−1|en−1vrn−1〉+ Pr{n}〈vrn−1|en−1vrn〉
= Pr{} + P
r
{n−2} −
S2
S1
Pr{n−1} + P
r
{n}.
If eq. (2.A.9) is valid for n− 1 and n− 2, then
Pr{n} =
S2
S1
Pr{n−1} − P
r
{n−2} − P
r
{}
=
S2
S1
(
Sn−1
S1
Pr1 −
S(n−1)/2S(n−2)/2
S1/2S2/2
Pr{}
)
−
(
Sn−2
S1
Pr1 −
S(n−2)/2S(n−3)/2
S1/2S2/2
Pr{}
)
− Pr{}
= YnP
r
{1} − ZnP
r
{}
where
Yn =
S2Sn−1 − Sn−2S1
S21
, Zn =
S2S(n−1)/2S(n−2)/2
S1/2S
2
2/2
−
S(n−2)/2S(n−3)/2
S1/2S2/2
+ 1.
Trigonometric identities can be used to bring Yn and Zn onto the forms proposed
for the coefficients of P{1} and P{} respectively. 
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LEMMA 2.A.8 Let {n, X} be a set of 1-bubbles such that the positions m1,m2, . . . ,mk
represented by X are all to the right of the first bubble at n. Then,
Pr{n,X} =
Sn
S1
Pr{1,X} −
Sn/2S(n−1)/2
S1/2S2/2
Pr{X}.
PROOF Reading the previous proof, one sees that X acts as a spectator. For instance,
the same four terms will appear in 〈vrn−1|en−1Prvr〉 and none others, even when the
bubbles at n andm1 are immediate neighbors. In other words, the proof is identical.

The ultimate objective is to write Pr{n1,...,nk} as a linear combination of the form
(2.A.8). The previous lemma allows to move the first bubble to the extreme left, or
make it disappear. We now show how this can be done with the remaining bubbles.
LEMMA 2.A.9 Moving bubbles to the leftmost available position.
Pr{1,3,...,2b−3,n,X} =
Sn−b+1
Sb
Pr{1,3,...,2b−3,2b−1,X} −
S(n−2b+2)/2S(n−2b+1)/2
S1/2S2/2
Pr{1,3,...,2b−3,X}.
(2.A.10)
The previous lemma is just the case b = 1.
PROOF In this proof, X plays no role and will be omitted. We start with the case of
two 1-bubbles. The element 〈vr1,3|e3Prvr〉 has four contributions :
= 1, = 1, = β, = 1,
so that
Pr{1,4} =
S2
S1
Pr{1,3} − P
r
{2,2} − P
r
{1} =
(
S2
S1
−
S1
S2
)
Pr{1,3} − P
r
{1} =
S3
S2
Pr{1,3} − P
r
{1},
where Lemma 2.A.5 was used for Pr{2,2}. When the second bubble is at n > 4, the
equation 0 = 〈vr1,n−1|en−1Prvr〉 and induction yield
Pr{1,n} =
S2
S1
Pr{1,n−1} − P
r
{1,n−2} − P
r
{1} =
Sn−1
S2
Pr{1,3} −
S(n−2)/2S(n−3)/2
S1/2S2/2
Pr{1}.
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More generally, when the b-th bubble is at position 2b, we compute the matrix
element 〈vr1,3,...,2b−1|e2b−1Prvr〉. The following contributions
→ Pr{1,3,...,2b−3}
→ Pr{1,3,...,2b−3,2b}
→ −S2
S1
Pr{1,3,...,2b−1}
→ S1
S2
Pr{1,3,...,2b−1}
→ S21
S2S3
Pr{1,3,...,2b−1}
...
...
...
→ S21
Sb−1Sb
Pr{1,3,...,2b−1}
are obtained using, among others, (2.A.7). Overall,
Pr{1,3,...,2b−3,2b} =
( S2
S1
−
b−1∑
i=1
S21
SiSi+1︸ ︷︷ ︸
Ab
)
Pr{1,3,...,2b−1} − P
r
{1,3,...,2b−3}.
The factorAb satisfiesAb = Ab−1−S21/(SbSb−1) and the initial conditionA1 = S2/S1.
An induction confirms thatAb = Sb+1/Sb. When the b-th bubble is placed inn > 2b,
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only four terms contribute to 〈vr1,3,...,2b−3,n−1|en−1Prvr〉, and
Pr{1,3,...,2b−3,n} =
S2
S1
Pr{1,3,...,2b−3,n−1} − P
r
{1,3,...,2b−3,n−2} − P
r
{1,3,...,2b−3}
=
Sn−b+1
Sb
Pr{1,3,...,2b−3,2b−1} −
S(n−2b+2)/2S(n−2b+1)/2
S1/2S2/2
Pr{1,3,...,2b−3}
where a last induction, on n, was used to obtain the last line. 
LEMMA 2.A.10 Let w = vrn1,n2,...,nk a link state with only 1-bubbles. Then
{Λ ∈ R |Prw diverges at Λ} ⊂ ∪ki=1{Λ ∈ R |Pr{ii} diverges at Λ}.
PROOF By repeated use of (2.A.10), it is certainly possible to express Prw as :
Pr{n1,n2,...,nk} =
k∑
i=0
αiP
r
{1,3,...,2i−1}
where the αi are functions independent of r and the term i = 0 is for Pr{}. Due to
the Sb in the denominator of the first term of (2.A.10), the αis may be divergent
for some values of Λ. More precisely, αi may carry at most one factor Sj, for any j
in 1 < j ≤ i, in its denominator. (The coefficient of the second term of (2.A.10) is
analytic for Λ ∈ R.) However, from (2.A.6),
Pr{n1,n2,...,nk} =
k∑
i=0
(
αi
i∏
j=1
Sj
S1
)
Pr{ii}
and the terms in the denominator of αi are cancelled by the product
∏
1≤j≤iSj/S1.
The coefficients of Pr
{ii}
are therefore analytic for Λ ∈ R. 
LEMMA 2.A.11 Let w = vrn1,n2,...,nk be any link state. Then
Prw =
k∑
i=0
αiP
r
{ii}
for some functions αi analytic in Λ. Therefore
{Λ ∈ R |Prw diverges at Λ} ⊂ ∪ki=1{Λ ∈ R |Pr{ii} diverges at Λ} ⊂ ∪k−1i=0 {Λ ∈ R |C(r−i)/2 = 0}.
(29)
PROOF Let w1, w2 ∈ Bdr and let ∆1,2 and ∆2,1 be the set of bubbles of w1 and w2
respectively that are not shared by both. These sets are noted in the form ∆1,2 =
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{p1, p2, . . . , pk} and ∆2,1 = {q1, q2, . . . , qk} where k is the number of distinct bubbles
and the pis (pi < pi+1) are the end points of the bubbles inw1 that do not appear in
w2. For example
w1 = , ∆1,2 = {6, 8, 15}
w2 = , ∆2,1 = {7, 8, 10}.
A partial order “<” is defined on the link basis Br by setting w1 < w2 if w1 has less
bubbles than w2 and, if w1, w2 have the same number of bubbles, then w1 < w2 if
pk < qk. For the above example,w2 < w1.
Each subset Bdr contains several minimal elements for this order, namely all ele-
ments whose arcs are all bunched up on the left. (The number of minimal elements
in Bdr is dimV
0
d.) The proof of the lemma is by induction on this order. More pre-
cisely, we first prove the statement for all minimal elements. Then we construct an
iterative procedure that expresses Prw as a sum
∑
y<wβyP
r
ywith βys analytic in Λ.
The first step is actually given by Lemma 2.A.5. If w ∈ Bdr is minimal, then
ζ(w) = [0](k1, k2, . . . , km)[d] form = (r− d)/2 and
Prw = P
r
{mm}
( ∏
1≤i≤m
Si
Ski
)
.
The analyticity of
∏
iSi/Ski will follow if all zeroes of the denominator are cance-
led by zeroes in the numerator. Those of the denominator originate from Sk = 0,
that is e2ikΛ = 1, and they are therefore all of the form πa/b, with 1 ≤ b ≤ m and
a, b coprimes. Because all Sk have 2π as a period, the integer a can be restricted to
0 ≤ a < 2b. Moreover the multiplicities of the zero at Λ = 0 of both numerator
and denominator are identical and the case a = 0 can be forgotten. Fix now a zero
πa/b of the denominator, a 6= 0. Its multiplicity will depend of the kis. This multi-
plicity is never larger than when the kis contain as many b as possible. The largest
multiplicity of πa/b in the denominator is therefore ⌊m/b⌋. But each term in the
numerator whose index is a multiple of b has also πa/b among its zeroes and there
are precisely ⌊m/b⌋ of those. So∏iSi/Ski is not singular at πa/b and is therefore
analytic.
Suppose now that y is not minimal. This means that there are some defects on
the left of some bubbles. We study the leftmost patch of defects and divide the
remaining argument depending on whether this patch contains a single defect or
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many. We assume first that this patch contains more than one defect, as in
y = ↑
i
Note that the patch of defects might not be preceded on the left by any arcs. Let i
be the position of the last defect on the right of this patch and consider the matrix
element 〈eiy|eiPrvr〉 which is zero because eiPr = 0. Several terms of the linear
combination Prvr will contribute. First the following coefficients will appear : Pry,
Preiy and P
r
eiy/{i}
where eiy/{i} stands for the link state obtained from eiy by replacing
the 1-bubble starting at i by two defects. For example, for the y above
eiy =
eiy/{i} = .
Second, because there is a defect at position i − 1, the generator ei can be used to
exchange this defect with a 1-bubble starting at i and Prei−1eiy will also contribute.
Finally, some link states with a pattern of bubbles on the right of the defect iwill also
contribute. If the notation Pr(w) is used for Prw, the contributions for the example
are
0 = 〈eiy | eiPrvr〉 = Pry + βPr( )
+ Pr( ) + Pr( )
+
(
Pr( ) + Pr( ) + Pr( )
)
The terms in the last line are reminiscent of those appearing in the proof of
Lemma 2.A.9. Each term in this line is accounted as follows. Let a closed cluster
be a cluster that contains n bubbles of which one contains all the others. All 1-
bubbles are closed clusters and, in the above y, a closed cluster with n = 5 starts at
position i + 1 = 6. Consider the closed cluster to the right of the patch of defects.
If this is not a 1-bubble, it contains itself a certain number nc of closed clusters. (In
the example, nc = 3.) The state eiy breaks this closed cluster and introduces an arc
joining i↔ i+1, itself followed by the nc smaller closed clusters that were included
in the larger original one. Choose one of these nc closed clusters and let p1 and p2
be the beginning and end positions of its exterior bubble. In eiy, replace the arcs
i ↔ i + 1 and p1 ↔ p2 by the arcs i ↔ p2 and i + 1 ↔ p1. The resulting state y ′ is
such that eiy ′ = eiy ; it is one of the nc terms in the last line. Note that if the closed
cluster at the right of the defect in y is a 1-bubble, then nc = 0 and the last line of
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the above example would have been empty. One more feature of eiy needs to be
underlined. The breaking of the exterior loop of the closed cluster has left a new
defect at the end point i ′ = i+ 2n of this loop. Any arc or defect to the right of this
new defect appears without change in each term contributing to the matrix element
under study. The matrix element is thus
0 = Pry + βP
r
eiy
+ Preiy/{i} + P
r
ei−1eiy
+
∑
y′
Piy′ (2.A.11)
and allows to express Pry in terms of the other P
r
ws. Note that eiy, eiy/{i}, ei−1eiy
and the nc terms y ′ of the sum all share the new defect at position i ′ and they are
therefore all smaller than y for the partial order. Since β = −S2/S1 = −2 cosΛ is
analytic, the statement follows. Note, before closing this case, that the expression
(2.A.11) also holds for link vectors y that have a single defect at position 1 followed
by a bubble starting at position 2 (setting Prei−1eiy to 0).
We now study the case where the leftmost patch of defects is actually a single
defect at position i. (Note that this i is always odd.) Because the previous case co-
vered the possibility of i = 1, we can now assume that a cluster starts at position
1. Given such a link state Y, we replace the leftmost cluster by 1-bubbles, using
Lemma 2.A.5. The factor
∏
iSi/Ski that this lemma introduces is set aside and will
be dealt with later. Here is an example of the resulting state y :
y = ↑
i
with
eiy =
Again a vanishing matrix element is computed : 〈eiy|eiPrvr〉. The components of
Prvr that contribute to this matrix element are of several types. Again Pry, P
r
eiy
and
Preiy/{i} will appear, as well as a sum
∑
y′ over states constructed as previously from
the nc closed clusters inside the large closed cluster to the right of the defect. (Again
the present y has nc = 3.) Besides these, a sum appears over states y ′′ obtained from
eiy by replacing the arcs i ↔ i + 1 and 2j − 1 ↔ 2j with 2j < i by arcs i ↔ 2j and
i + 1 ↔ 2j − 1. There are (i − 1)/2 terms of this type. Here are all the terms for the
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above y. The three terms y ′′ are contained in the first parenthesis.
0 = 〈 |eiPrvr〉
= Pry + βP
r(eiy = )
+
(
Pr( ) + Pr( ) + Pr( )
)
+ Pr(eiy/{i} = )
+
(
Pr( ) + Pr( ) + Pr( )
)
Using Lemma 2.A.5, all terms of type y ′′ can be brought down to Preiy. Their sum,
with βPreiy included, is
Preiy
(
−
S2
S1
+
S21
S1S2
+ · · ·+ S
2
1
S(i−1)/2S(i+1)/2
)
= −PreiyA(i+1)/2
where the coefficients Ab = Sb+1/Sbwas introduced in Lemma 2.A.9. The equation
for the matrix elements is therefore
0 = Pry − P
r
eiy
A(i+1)/2 + P
r
eiy/{i}
+
∑
y′
Pry′
and allows to express Pry as a function of coefficients in P
rvr of the states eiy, eiy/{i}
and y ′ which are all smaller than y for the partial order <.
Now is the time to address the factor
∏
iSi/Ski left aside at the beginning. The
states eiy/{i} and y ′ start on the left with the same number of bubbles as y does.
Through the use of Lemma 2.A.5, the left cluster of the original state Y can be re-
constructed using this product ; the coefficients of the corresponding terms will be 1
and the new states are smaller than Y. The state Preiy contains an additional 1-bubble
joining i and i + 1. A large bubble from 1 to i + 1 is first drawn to get rid of the de-
nominator S(i+1)/2 in A(i+1)/2. Then, within it, the original left cluster of the state Y
is reconstructed, taking care of
∏
iSi/Ski . The corresponding state has an analytic
factor, namely S(i+1)/2+1, and is smaller than Y. So, as claimed, PrY =
∑
w<YβwP
r
w
form some analytic βws.
The example given above has only two clusters separated by one defect. What if,
to the right of the second cluster, there are others ? As for the case with a patch with
more than one defects, the other clusters are left untouched by the procedure above.
Only the cluster starting at 1 and the closed cluster starting at i + 1 are transformed
by the computation of 〈eiy|eiPrvr〉. Because the other clusters remain as they are
in the starting state y, all new terms produced during the computation are smaller
than y as required. 
131
2.B Matrix elements of ρ(FN(λ))
In this appendix, we describe a method for calculating any matrix element of
ρ(FN(λ)). From the simple graphical identity (2.3.3), we know that every half arc in
u = vNn1,n2,...,nk propagates down through FN(λ). The only ws for which the matrix
element 〈w| FN(λ)u〉 does not vanish are those that contain all arcs in u and, maybe,
additional ones. They are then of the form w = vNn1,n2,...,nk,m1,m2,...,mj . (The notation
introduced in 2.A.1 is used throughout this appendix.) Calculating off-diagonal ele-
ments of ρ(FN(λ)) amounts to calculating the last column of ρ(Fr(λ)) for all r smal-
ler or equal to N, but with the same parity, or more specifically, 〈vrℓ1,ℓ2,...,ℓn | Fr(λ)vr〉
where, again, vr stands for the link vector with r defects (∈ Brr).
The result is expressed in terms of another notation for the link vector. To each
element w ∈ BN is associated a set η(w) of N integers ∈ {−1, 0, 1}. Going from left
to right along theN entries of the link state w, we assign a “0” for a defect, a “1” for
the beginning of a bubble and a “−1” for the end of bubble. The examples given in
section 2.A.1 have the following notation η :
η(v103,7) = {0, 0, 1,−1, 0, 0, 1,−1, 0, 0},
η(v102,2,7,7) = {1, 1,−1,−1, 0, 1, 1,−1,−1, 0},
η(v102,6,8,7) = {0, 1,−1, 0, 1, 1,−1, 1,−1,−1},
η(v103,5,4,8,5) = {1, 1, 1,−1, 1,−1,−1, 1,−1,−1}.
PROPOSITION 2.B.1 Let w ∈ Br. Then the matrix element of ρ(Fr(λ)) between w and vr
is
〈w|Fr(λ)vr〉 = I†
( ∏
1≤k≤r
Nη(w)k
)
G I (2.B.1)
where the matrices in the product are ordered from left to right as k increases, the vector I is
I =

 100
...
0

 and the matrices G, Ni, i ∈ {−1, 0, 1} are
N0 =


−eiλ 1− e−2iλ 0 0 0 0 0 0
0 −e−iλ 0 1 0 0 0 0
−eiλ 1− e−iλ 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 −e−iλ 0 0 0 0 0 0


, N1 =


0 0 0 0 1− e−2iλ 0 0 0
0 0 0 0 −e−iλ 1 0 0
0 0 0 0 1− e−iλ 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 −e−iλ 0 0 0


,
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N−1 =


0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
−eiλ 0 1 0 0 0 0 1
−eiλ 1 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0


, G =


2 cos(λ) 1 1 0 0 0 0 1
1 0 1 0 0 0 0 0
1 1 1 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0


.
PROOF The strategy will be to sum the braid boxes in Fr from left to right, using
this identity :
= (−e−iλ) + (−eiλ) + 1 + 1
The matrix element 〈v42| F4(λ)v4〉 will serve as an example. Using the previous iden-
tity on the first two boxes, we obtain :
= −eiλ + (2− βe−iλ︸ ︷︷ ︸
1−e−2iλ
)
(2.B.2)
Summing the first two boxes of Fr(λ), we obtain a linear combination of new objects
made of (r − 1) × 2 boxes, with different boundary condition on the left side. If
we repeat the process on the second term, two terms are found to be zero due to
eq. (2.A.1) and we get :
= (−e−iλ) + (2.B.3)
We are now left with a combination of (r−2)×2 boxes. The incoming straight lines
(or curves) represent the defects of vr and the dashed ones represent where the
defects and arcs of w are. The same procedure can be repeated until all the sums
in the braid boxes are performed. At each step, the pattern of straight and dashed
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lines (or curves) entering the leftmost pair of braid boxes is one of the following
eight “vectors” :
L =
{
, , , , , , ,
}
.
The dashed curves represent the states of w, either a defect if it ends as a line or an
arc if it is a half-circle. One can understand the leftmost pair of braid boxes as acting
linearly on one of these eight basis vectors of the basis L. This action depends on
the states entering this new pair of braids and three linear transformations must be
distinguished :
N0 = , N1 = and N−1 = .
The three linear transformations can be expressed in the basis L, with the action
given by right multiplication on a row vector of components. The two examples
(2.B.2) and (2.B.3) have computed one line of eachN0 andN1 in this basis :
– eq. (2.B.2) is
(
1 0 0 0 0 0 0 0
)·N0 = (−eiλ 1− e−2iλ 0 0 0 0 0 0) ;
– eq. (2.B.3) is
(
0 1 0 0 0 0 0 0
) ·N1 = (0 0 0 0 −e−iλ 1 0 0).
A direct computation gives the three matrices in the statement. After the procedure
has been applied r times, the row vector is I†
(∏
1≤k≤rNη(w)k
)
. All boxes have been
summed and it remains to connect the state on left and with the half-circle on the
right, using the rules (2.A.1) as in
= 2 cos(λ) , = 1 , = 1 , = 0 , ...
This pairing of elements in the basis elements L with the mirror image of the first
element can be extended to the mirror images of all elements, thus defining the
symmetric bilinear form G given in the proposition. But for the specific boundary
condition represented by the first vector of L, only the first column of G is needed
and one gets 〈w|Fr(λ)vr〉 = I† (
∏
1≤k≤rNη(w)k) G I as claimed. 
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To end the example started in the proof, we can use the formula to express the
matrix element 〈v42| F4(λ)v4〉 as I† N0 N1 N−1 N0 G I = −25 cos λ sin2λ sin2λ/2. A
few remarks are in order. It is impossible to create 3-bubbles with only two rows
of braid-boxes. Consequently 〈w| FN(λ)vN〉 is always zero if w has n-bubbles, with
n ≥ 3 and the two matricesN1 andN−1 are nilpotent of degree 3 : (N−1)3 = (N1)3 =
0. The previous proposition allows for another proof of the eigenvalue (2.3.2) of
ρ(FN) in the sector d (Lemma 2.3.1). This eigenvalue is 〈vd| Fd(λ)vd〉 = I†Nd0GI. The
powers of N0 are obtained by diagonalization : N0 = Sn0S−1with
n0 =


0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 −e−iλ 0
0 0 0 0 0 0 0 −eiλ


, (2.B.4)
S =


0 0 0 0 −1+ e−iλ 0 e−iλ 1+ e−iλ
0 0 0 0 −eiλ 0 1 0
0 0 0 0 0 1 1
1+eiλ
1
0 0 0 0 −1− eiλ 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 1 0


.
With these, it is now trivial to verify that I† S (n0)dS−1GI = 2(−1)d cos(λ(d+1)). As
a last remark, note that in the proof of the previous proposition, we have summed
2-boxes from left to right. We could very well have started from the right, summing
2-boxes from right to left. Simple matrix products yield NkG = GN
†
−k. This allows
to move the matrix G in (2.B.1) anywhere within
∏
kNη(w)k . In particular,
〈w|Fr(λ)vr〉 = I† G
( ∏
1≤k≤r
N
†
−η(w)k
)
I.
Our last expression for the matrix elements of ρ(FN) is given in yet another no-
tation. Let w ∈ BdN be a link state with only 1-bubbles and let n1 = (N − d)/2
be their number. We associate with w a set of (N − d)/2 + 1 positive integers
µ(w) = [m0,m1, ...,mn1], where mi is the number of points separating the middle
of bubbles i and (i+ 1)-th, for i = 1, ..., n1− 1. Thenm0 counts the points before the
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middle of the first bubble and mn1 those after the middle of the last. For instance,
µ(v203,11,13,19) = [3, 8, 2, 6, 1] :
︸ ︷︷ ︸
3
︸ ︷︷ ︸
8
︸ ︷︷ ︸
2
︸ ︷︷ ︸
6
︸︷︷︸
1
With this definition,
∑
imi = N. Now let w be a link state with 1-bubbles and 2-
bubbles. Again we associate with w the set µ(w) = [m0,m1, ...,mL], with L = n1 +
2n2, where n2 is the number of 2-bubbles and n1, the number of 1-bubbles that are
not circumscribed by 2-bubbles. This time, m can either be an integer (and counts
defects between bubbles including the first or last point of delimiting arcs, as be-
fore), or an asterisk to denote all points within a 2-bubble. For instance,
µ(v203,5,4,12,12,19) = [2, ∗, 5, ∗, 6, 1] :
︸ ︷︷ ︸
2
︸ ︷︷ ︸
∗
︸ ︷︷ ︸
5
︸ ︷︷ ︸
∗
︸ ︷︷ ︸
6
︸︷︷︸
1
LEMMA 2.B.2 Let w ∈ Br be a link state with µ(w) = [m0,m1, ...,mL]. Then
〈w|Fr(λ)vr〉 = V(m0)T
(
L−1∏
i=1
W(mi)
)
G ′ V(mL)
with
V(m) = 2
(
Sm
Sm−1
2
Sm
2
/S 1
2
)
, W(∗) =
(
1 0
1 0
)
, (2.B.5)
W(m) =
(
S 2m−1
2
/S 1
2
Sm
2
Sm−2
2
/S21
2
2 Cm−1 S 2m−3
2
/S 1
2
)
, G ′ =
(
1 1
1 0
)
,
where the notation of Definition 2.3.2 was used.
PROOF We start with ws that have no 2-bubbles. The product of eq. (2.B.1) can be
rearranged by displacing G to the left until it comes across the first bubble, that is,
until it passes the rightmost N−1. The matrices on the left of G can then be gathered
in groups labelled by the subscript i = 1, ..., n1 − 1. Each group starts with N−1,
followed bymi − 2 occurrences of N0, and ends with N−1. The result is
〈w|FN(λ)vN〉 =
(
I† (N0)
m0−1N1
)(n1−1∏
i=1
(
N−1 (N0)
mi−2N1
))
G(N
†
1(N
†
0)
mn1−1I).
(2.B.6)
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Using the diagonal form (2.B.4) of N0, we are able to compute I† (N0)
m−1
N1 and
N−1 (N0)
m−2
N1 :
I† S nm−10 S
−1N1 = −2ie
iΛ
(
0 0 0 0 Sm Sm
2
Sm−1
2
/S 1
2
0 0
)
N−1S n
m−2
0 S
−1N1 =


0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 S 2m−1
2
/S 1
2
Sm
2
Sm−2
2
/S21
2
0 0
0 0 0 0 2 Cm−1 S 2m−3
2
/S 1
2
0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


.
Hence, I† (N0)
m0 N1 belongs to the subspace spanned by
{(0, 0, 0, 0, 1, 0, 0, 0), (0, 0, 0, 0, 0, 1, 0, 0)},
which is also stable under the action of both N−1 (N0)
mi N1 and G. The products in
(2.B.6) can therefore be restricted to this subspace. Note that the two factors (−ieiΛ)
and (ie−iΛ) coming from the extreme factors cancel.
The same rearrangement can be carried out on the product of (2.B.1) when link
states carry 2-bubbles. When they do, (N1N−1)p appears betweenN−1(N0)miN1 and
N−1(N0)
mi+2N1. Here p is the number of 1-bubbles enclosed in the 2-bubble. But the
2-dimensional subspace used above is also stable under
N1N−1 =


e−iλ − eiλ 0 1− e−2iλ 0 0 0 0 1− e−2iλ
1− eiλ 1 −e−iλ 0 0 0 0 1− e−iλ
1− eiλ 0 1− e−iλ 0 0 0 0 1− e−iλ
−eiλ 1 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
1 0 −e−iλ 0 0 0 0 −e−iλ


.
The fact that the restrictionW(∗) of this matrix to the subspace is idempotent shows
that the contribution of 2-bubbles is independent of p. This concludes the proof. 
CHAPITRE 3: LES RÈGLES DE SÉLECTION
DUMODÈLE DE POLYMÈRES DENSES CRITIQUE
SUR LE RUBAN
Objectifs et méthodologie
En 2007, Pearce et Rasmussen [46] montrent qu’en β = 0 (λ = π/2), la matrice de
transfert à deux colonnes, introduite aux sections 1.4.2 et 2.2.1, satisfait l’équation
DN(π/2, u)DN(π/2, u+ π/2) =
(
cos4N(u) − sin4N(u)
cos2(u) − sin2(u)
)2
id.
Cela leur permet de trouver un ensemble de valeurs propres possibles pour la ma-
trice de transfert dans chacune des représentations de lien. Ils émettent une conjec-
ture à propos des règles de sélection pour les valeurs propres dans ρ(DN(λ, u))|d,
c’est-à-dire la règle qui indique, dans l’ensemble des valeurs possibles, lesquelles
sont présentes dans le spectre de ρ(DN(λ, u)) dans le secteur à d défauts, de même
que leurs dégénérescences. Le présent article est consacré à la preuve de cette conjec-
ture, qui utilise une autre représentation de l’algèbre de Temperley-Lieb, celle du
modèle XXZ. Il permettra notamment de calculer la forme de Jordan non triviale de
l’hamiltonien XXZ en q = i et de montrer que ρ(H)|d est toujours diagonalisable.
Cet article pavera également le chemin pour le chapitre 4, où l’utilisation du mo-
dèle XXZ permettra de sonder la structure de Jordan de la matrice de transfert de
boucles avec conditions aux limites périodiques.
Voici un résumé de la méthode utilisée et des résultats trouvés :
• Le premier terme du développement en série de Taylor de DN(λ, u) autour
de u = 0 fait intervenir H, l’hamiltonien de boucles, qui est plus simple que
DN(λ, u). La conjecture des règles de sélection de Pearce et de Rasmussen est
aussi une conjecture pour les valeurs propres de ρ(H)|d.
• Les matrices ej du modèle XXZ engendrent des représentations de l’algèbre
de Temperley-Lieb, étiquetées par la valeur propre de Sz. Ces représentations
agissent sur des états de spin plutôt que sur des vecteurs de connectivités.
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• Lorsque β = −q − q−1, nous montrons qu’il existe un isomorphisme entre le
module des vecteurs de connectivités à d défauts et le noyau kerS+ dans le
sous-espace du module XXZ avec Sz = d/2. Cela implique notamment que le
spectre est le même dans les deux représentations.
• Nous calculons les valeurs propres de l’hamiltonien dans la représentation
XXZ en q = i grâce à une transformation de Jordan-Wigner. Nous trouvons
que cet hamiltonien est diagonalisable lorsque N est impair, mais pas lorsque
N est pair, où il a des blocs de Jordan de rang 2. Aussi, le noyau kerS+ est un
sous-module invariant sous l’action des matrices ej dans lequel H n’a jamais
de bloc de Jordan, propriété qui, vu l’isomorphisme, est partagée par ρ(H)|d.
• Nous démontrons la conjecture de Pearce et Rasmussen [46].
Cet article a été publié en 2011 dans le Journal of Physics A : Mathematical and
Theoretical. La référence complète est :
→ A. Morin-Duchesne, A proof of selection rules for critical dense polymers, J. Phys.
A : Math. Theor. 44 495003 (2011) 32 p. ; arXiv : math-ph/1109.6397.
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A proof of selection rules
for critical dense polymers
Alexi Morin-Duchesne
Département de physique
Université de Montréal, C.P. 6128, succ. centre-ville, Montréal
Québec, Canada, H3C 3J7
Abstract
Among the lattice loop models defined by Pearce, Rasmussen and Zuber (2006),
the model corresponding to critical dense polymers (β = 0) is the only one for
which an inversion relation for the transfer matrixDN(u) was found by Pearce and
Rasmussen (2007). From this result, they identified the set of possible eigenvalues
for DN(u) and gave a conjecture for the degeneracies of its relevant eigenvalues
in the link representation, in the sector with d defects. In this paper, we set out to
prove this conjecture, using the homomorphism of the TLN(β) algebra between the
loop model link representation and that of the XXZ model for β = −(q + q−1).
Keywords : Lattice models in two dimensions, loopmodels, critical dense polymers,
Heisenberg model, XXZ model, Jordan-Wigner transformation.
3.1 Introduction
This paper proves a recent conjecture by Pearce and Rasmussen [46] for the mo-
del of critical dense polymers on the strip, by using the relation between this model
and the Heisenberg spin model. The Heisenberg model (or XXZ model) is a long
studied family of Hamiltonians of N interacting spins on a chain. The models de-
pend upon a spectral parameter q, which controls the z interaction between neigh-
boring spins. The HamiltonianHXXZ acts on (C2)⊗N (every spin is 12) and commutes
with Sz. The spectrum of the XXX Hamiltonian (q = 1) for the periodic chain was
computed by Bethe [73] long ago and his method, the Bethe ansatz, has since al-
lowed for solutions of the more general XXZ problem on various geometries ([74],
[75]). In this paper, we focus on the case where the chain is finite and the Hamil-
tonian has very particular boundary terms for which the model is invariant under
Uq(sl2) [35]. This symmetry will play an important role. We shall be particularly
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interested in the case q = i, for which the z coupling in the Hamiltonian is ab-
sent (known as the XX-model). Though the Bethe ansatz solution is known, the
spectrum of this Hamiltonian can be found using the simpler technique of Jordan-
Wigner transformation [76].
The loop models introduced in [45] are two dimensional lattice models on the
strip that obey Yang-Baxter relations and are, in this sense, integrable. The transfer
matrixDN(u) andHamiltonianHN of themodel are elements of the Temperley-Lieb
algebra TLN(β) and depend on one free parameter, the fugacity β of the loops. The
action of TLN(β) connectivities on link states (i.e. on VN, the space they generate)
defines a representation ρ of TLN(β). For a given connectivity c, the matrix ρ(c) is
upper block-triangular (the number of defects, d, is a non increasing quantity) and
its spectrum ρ(c) is the union of the spectra of the diagonal blocks, indexed by d, the
number of defects. Moreover, the partition functions of Potts models and Fortuin-
Kasteleyn models can be computed from the eigenvalues of ρ(DN(u)) of the loop
models for specific values of β ([55], [61], [77]).
These models have attracted much interest because the ρ representation of the
Hamiltonian and transfer matrix exhibit non trivial Jordan cells ([45], [77], [78]).
The corresponding representations of the Virasoro algebra should then be indecom-
posable and the underlying conformal field theory, logarithmic [45]. On the finite
lattice, the diagonal blocks ρ(DN)|d have been conjectured to be diagonalizable for
β ∈ [−2, 2] for all d. Non trivial Jordan cells do occur, but they tie eigenvalues belon-
ging to sectors with different numbers of defects. This structure appears for specific
values of the fugacity β = −(q+ q−1) when q is a root of unity.
The case β = 0 is somewhat special, as an inversion relation for the transfer
matrix was found [46] : DN(u)DN(u + π2) is a scalar multiple of the identity. From
this, one can identify the set of all possible eigenvalues, and the degeneracies of
each of these in a given sector dwas conjectured by Pearce and Rasmussen through
selection rules [46].
The two models introduced previously are known to be related (for example
in [79], [80] and [78]). Namely, there exists a TLN-homomorphism idN from V
d
N to
(C2)⊗N|Sz=d/2 (the restriction of (C2)⊗N to spin configurations with n = (N − d)/2
down spins). The Heisenberg Hamiltonians can be expressed in terms of some ma-
trices eis that act on idN(V
d
N) in the same way the Temperley-Lieb generators Ui act
on VdN for β = −(q + q
−1) (except that the number of defects is conserved). For any
q and β satisfying this relation and any c ∈ TLN(β), the spectrum of ρ(c) is contai-
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ned in the spectrum of X(c), the representation of c in the XXZ model. We will use
the homomorphism to compute the degeneracies of ρ(HN) and show they are those
predicted by Pearce and Rasmussen [46].
The outline of the paper is as follows. In section 3.2, we review the definition
of Temperley-Lieb algebra and of the transfer matrix for critical dense polymers.
We recall the selection rules conjectured in [46] and translate these in terms of ei-
genvalue degeneracies of the Hamiltonian. In section 3.3, we perform the Jordan-
Wigner transformation on the XXHamiltonian and write it in terms of creation and
annihilation operators. For N odd, we find HXX to be diagonalizable, but not for
N even, for which we provide its Jordan form (some technical details for N even
are given in appendix 3.A). The Hamiltonian HXXZ is invariant under Uq(sl2) and,
in section 3.4, we write down the generators of the Uq=i(sl2) algebra in terms of
the creation and annihilation operators of section 3.3. In section 3.5, we construct
the homomorphism idN between V
d
N and (C
2)⊗N|Sz=d/2, the vector space generated
by spin configurations with N−d
2
down spins. We show that idN sends link states to
(C2)⊗N|Sz=d/2 ∩ ker(S+). Because this homomorphism is injective, one can find the
spectrum of any element of TLN(β) by looking at its corresponding matrix in the
XXZ representation. This is the goal of section 3.6 : we find a set of eigenvectors
that complement those in idN(V
d
N) and prove in appendix 3.B that these states are
indeed independent. From this we can identify degeneracies in the XX Hamilto-
nian of eigenvectors ∈ ker(S+) and show they reproduce the spectrum given by the
selection rules in section 3.2.
3.2 Critical dense polymers and selection rules
3.2.1 The algebra TLN(β) and the double-row matrix
We start this section by recalling known definitions and results for the Temperley-
Lieb algebra and its transfer matrices. The Temperley-Lieb algebra TLN(β) is a finite
algebra, with generators id, U1, ..., UN−1 satisfying the relations
U2i = βUi,
UiUj = UjUi, for |i− j| > 1, (3.2.1)
UiUi±1Ui = Ui, when i, i± 1 ∈ {1, 2, . . . , N− 1}.
The algebra TLN(β) is sometimes referred to as a connectivity algebra. A connec-
tivity is a diagram made of a rectangular box with N marked points on the top
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segment and as many marked points on the bottom. Inside the box, the 2N points
are connected pairwise by non intersecting curves. To the generatorUi, we associate
the connectivity
Ui =
. . . . . .
1 2 . . .i−1 i i+1 . . . N
Diagrammatically, the product UiUj amounts to gluing the diagram of Uj over
the diagram of Ui. The resulting connectivity is obtained by reading the connec-
tions between the top and bottom marked points. With this identification, the first
equation of (3.2.1) is
U2i =
. . . . . .
. . . . . .
= βUi,
so that the free parameter β is the weight given to loops closed in the process. The
other two equations in (3.2.1) have similar interpretations. Any connectivity can be
obtained by a product of the generators, and the product of any two connectivities
c1 and c2 in TLN(β) is given by the same concatenation rule. The algebra TLN(β)
is the algebra of connectivities endowed with the product just described and is of
dimension 1
n+1
( 2nn ).
A useful representation is the representation ρ on link states (or link patterns).
A link pattern is a set of N marked points on a horizontal segment. The points
are connected pairwise, or to infinity, by non intersecting curves that lay above
the segment. Points connected to infinity are called defects. The set of link states of
lengthNwith d defects is denoted BdN and their linear span by V
d
N, with dim(V
d
N) =(
N
(N−d)/2
)
−
(
N
(N−d−2)/2
)
. The set of all link states of size N is noted BN (and VN the
corresponding vector space). Let v ∈ BN and c a connectivity. The product cv is
obtained by connecting the marked points of v to the top marked points of c, by
reading the resulting link pattern given by the new connections at the bottom of c,
and by adding a multiplicative factor of β for each closed loop. Here is an example :
= β2
The matrix representing c in the link representation is denoted ρ(c). It is of size
dim(VN) and obtained by acting on c with all the link patterns of BN. Because the
143
number of defects can never increase, ρ(c) is upper block-triangular and we will
note by ρ(c)|d the blocks on the diagonal of ρ(c), that restrict the domain and image
to elements in VdN. The matrices ρ(c)|d also generate representations of TLN(β).
We introduce the double-row matrix DN(u) as an element of TLN(β = 0). It is
defined diagrammatically by
DN(u) =
1
sin 2u
N︷ ︸︸ ︷
u u u
π
2
− u π
2
− u π
2
− u
where each box is given by
u = cosu + sinu = π2 − u
and u ∈ [0, π
2
] is the anisotropy parameter (for a definition of DN(u) for general β,
see [45]). From the definition, it can easily be shown thatDN(u) = DN(π/2−u) and
DN(0) = DN(π/2) = id are satisfied, where id is the unique connectivity connecting
every point on top to the corresponding point on the bottom. In [46], it is also shown
thatDN(u) satisfies the following inversion identity :
DN(u)DN(u+
π
2
) =
(
cos2Nu − sin2Nu
cos2u − sin2u
)2
id,
from which is it possible to retrieve a closed expression for the eigenvalues of
DN(u), which we note dN(u) :
N odd : dN(u) =
1
2N−1
N−1
2∏
j=1
(
1
sin (2j−1)π
2N
+ ǫj sin 2u
)(
1
sin (2j−1)π
2N
+ µj sin 2u
)
,
(3.2.2)
N even : dN(u) =
N
2N−1
N−2
2∏
j=1
(
1
sin jπ
N
+ ǫj sin 2u
)(
1
sin jπ
N
+ µj sin 2u
)
, (3.2.3)
where ǫj, µj = ±1 for every j. Fixing values for each ǫj and each µj, the set of zeroes
of dN(u) is
{u|dN(u) = 0} =
⋃
ν=ǫ,µ
⋃
j
{
(2+ νj)
π
4
± i
2
ln tan
tj
2
+ πk, k ∈ Z
}
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where
N odd : tj =
(2j− 1)π
2N
,
N even : tj =
jπ
N
.
Given a fixed dN(u), every zero in the above set appears 0, 1 or 2 times, and the
number of zeroes with imaginary value i/2 ln tan tj/2 is always 2. There are N− 1
zeroes for N odd and N− 2 for N even, which results in a total of 2N−1 and 2N−2
choices, respectively, for the eigenvalues dN(u). The set of possible solutions for
eigenvalues of ρ(DN(u)) is too large and one must identity which ones are relevant.
This will be the subject of the next section.
DN(u) can be developed in a Taylor series around the point u = 0, yielding
DN(u) = id+ 2uHN+O(u2) with HN =
N−1∑
i=1
Ui. (3.2.4)
To understand and prove the selection rules, we will calculate the eigenvalues of
HN. Using the expansions of (3.2.2) and (3.2.3) around u = 0, and using dN(0) = 1,
i.e.
1
2N−1
N−1
2∏
j=1
1
sin2 (2j−1)π
2N
= 1 and
N
2N−1
N−2
2∏
j=1
1
sin2 jπ
N
= 1
for N odd and N even respectively, one finds that eigenvalues of HN, denoted hN,
are
N odd : hN =
N−1
2∑
j=1
cos
(
πj
N
)
(ǫN+1
2
−j + µN+1
2
−j), (3.2.5)
N even : hN =
N−2
2∑
j=1
cos
(
πj
N
)
(ǫN
2
−j + µN
2
−j), (3.2.6)
and the ǫjs and µjs are those of dN(u).
3.2.2 Two-column configurations
The selection rules given in [46] have been formulated in terms of column confi-
gurations. This section is a quick review of their definitions.
DEFINITION 3.2.1 A one-column configuration of heightM is a configuration ofM sites
disposed in a column and labeled from 1 to M, starting from the top. In a column confi-
guration, every site is either occupied or unoccupied and we define its signature, S =
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{S1, S2, ..., Sm}, where the Sis are the labels of the occupied sites in ascending order (and
m ≤M is their number and will be called the length of the signature). We identify unoccu-
pied sites with white circles “ ” and occupied sites with blue circles “ ”.
DEFINITION 3.2.2 A two-column configuration of heightM is a pair of one-column confi-
gurations, both of height M, and is usually depicted as in Figure 3.1. Its signature is
S = (L, R), where L and R are the respective signatures of the left and right column configu-
rations and may have different lengths m and n. A two-column configuration will be said
to be admissible if 0 ≤ m ≤ n ≤ M and Li ≥ Ri for all i = 1, ...,m. We denote by AMm,n
the set of admissible two-column configurations of height M and signature lengths m and
n. Whenm, n andM are such that the previous constraint is violated, AMm,n ≡ ∅.
→
ǫ8 = −1 µ8 = −1
ǫ7 = +1 µ7 = −1
ǫ6 = +1 µ6 = −1
ǫ5 = −1 µ5 = −1
ǫ4 = +1 µ4 = +1
ǫ3 = −1 µ3 = +1
ǫ2 = −1 µ2 = −1
ǫ1 = +1 µ1 = −1
FIGURE 3.1 – An admissible two-column configuration in A84,6 with L = (2, 3, 5, 8)
and R = (1, 2, 5, 6, 7, 8) : blue sites are occupied and white sites unoccupied. To its
right, the corresponding values of the ǫjs and µjs.
The graphical interpretation of this last definition is simple. Fix a two-column
configuration. To see if it is admissible, we draw on the two-column configuration
segments connecting sites with label Li from the left column to sites with label Ri
from the right column, for i = 1, ...,m (the remaining sites at positions Rj with
m < j ≤ n are not connected to any other site). If all the segments have positive or
null slopes, the configuration is admissible.
DEFINITION 3.2.3 The reduced set A˜x+yx,y of admissible two-column configurations is the
subset of configurations of Ax+yx,y that have one and only one excitation for every j.
Evaluating |A˜x+yx,y | is simple, as there exists bijections between reduced configura-
tions in A˜x+yx,y , Dyck paths ~x ∈ DPx+yy−x (see definition 3.5.2) and link states in Vy−xx+y :
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– From an element of A˜x+yx,y , we set ǫj = +1 if the site of the left one-column
configuration at height j is unoccupied, and −1 otherwise. ~x = (ǫ1, ..., ǫx+y)
is a Dyck path of length x + y as, from the definition of reduced admissible
configurations,
∑k
i=1ǫi ≥ 0 for every k in 1, ..., x+ y. Since there are, in total,
y “+1”s and x “−1”s, the endpoint of the Dyck Path is at y− x. This transfor-
mation is bijective.
– The bijection between Dyck paths and link states is given by the following.
To each of the entries of the link state, we associate the integer j in 1, ..., N
from left to right and build pairings (j ′, j) (the positions where the bubbles
connect). Starting from the left, for every xj = −1, we pair j to the closest
available j ′ such that xj′ = +1 and j > j ′. When every jwith xj = −1 is paired,
the remaining y − x unpaired sites are chosen to be defects. The link state v
obtained from a given Dyck path ~x by the previous procedure will be noted
v = B(~x).
From this bijection,
|A˜x+yx,y | = dimV
y−x
x+y =
(
x+ y
x
)
−
(
x + y
x − 1
)
. (3.2.7)
→
FIGURE 3.2 – A two-column admissible configuration in A˜83,5 and, to the right, the
corresponding Dyck path ∈ DP82 and link state ∈ V28.
3.2.3 Conjectured degeneracies and selection rules
In this section, we state the conjecture of [46] and use the definitions of AMm,n
to translate it in terms of degeneracies in the spectrum of ρ(HN(u)). To each two-
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column configuration corresponds a choice of ǫj and µj. The rules are the following :
– A white circle “ ” corresponds to +1 and a blue circle “ ” to a −1.
– The left column corresponds to ǫ excitations, and the right to µ excitations.
– As before, j grows from top to bottom.
Pearce and Rasmussen [46] give the following conjecture :
CONJECTURE 3.2.1 In the sector with d defects, the set of choices of the ǫjs and µjs belon-
ging to
N odd :
N−d
2⋃
p=0
A
N−1
2
p,p+d−1
2
, N even :
N−d
2⋃
p=0
(
A
N−2
2
p,p+d−2
2
∪A
N−2
2
p,p+d
2
)
, (3.2.8)
forms the spectra of ρ(DN(u)) and ρ(HN).
Recall that when some indices ofAMm,ndo not satisfy the constraint 0 ≤ m ≤ n ≤M,
the set AMm,n is empty. In this sense, the case d = 0 is special, as the selection rule
reduces to
N−2
2⋃
p=0
A
N−2
2
p,p . (3.2.9)
DEFINITION 3.2.4 The set of eigenvalues of ρ(HN) in the sector with d defects, as given
by the selection rules (3.2.8) and eqs (3.2.5) and (3.2.6), will be noted HdN. An eigenvalue
λ will be said to belong to AMm,n if it can be obtained by a choice of ǫjs and µjs represented
by an element of AMm,n. For N even, we distinguish between H
d
N,0 and H
d
N,1, the sets of
eigenvalues λ obtained from admissible two-column configurations in ∪
N−d
2
p=0 A
N−2
2
p,p+d−2
2
and
∪
N−d
2
p=0 A
N−2
2
p,p+d
2
respectively.
In the following, the casesN odd andN even will often be treated separately. In
preparation, we give the following two definitions.
DEFINITION 3.2.5 Let δ = 0, 1, we define the set Λnδ of λs given by
λ = 2
m∑
i=1
ηki cos
πki
N
, where (3.2.10)
– ηi = ±1 for all i ;
– m may take all values satisfying both 0 ≤ m ≤ n and n−m ≡ δ mod 2 ;
– ki ∈ N, 1 ≤ k1 < k2 < ... < km ≤ F(N) with F(N) =
{
(N− 1)/2, Nodd,
(N− 2)/2, Neven.
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Let λ ∈ Λnδ . We also define
– K+ : the set of ks in {k1, ..., km} with ηki = +1,
– K− : the set of ks in {k1, ..., km} with ηki = −1,
– Kc : the set of ks in {1, ..., F(N)} that are neither in K+ nor K−.
To each λ ∈ Λnδ we associate the smallest number m such that λ can be written
as (3.2.10), ignoring accidental cancellations. For instance, with N = 9, λ1 = 0 has
m = 0 and λ2 = 2 cosπ/9 − 2 cos 2π/9 − 2 cos 4π/9 has m = 3, even though λ2
evaluates to 0. The accidental degeneracies like the one given previously will not
be considered, as they are degeneracies of ρ(HN), but not of ρ(DN(u)).
3.2.4 N odd
PROPOSITION 3.2.2 The two sets HdN and Λ
(N−d)/2
0 are equal.
PROOF First, let h ∈ HdN. It is obvious that h can be written as (3.2.10), for a certain
0 ≤ m ≤ (N− 1)/2. Here are the rules : if at level j
(a) there are two white circles, put kj in K+ ;
(b) there are two blue circles, put kj in K− ;
(c) there is one white and one blue circle, put kj in Kc.
To prove that h ∈ Λ(N−d)/20 , one must show two things : that the top bound form
can be lowered from (N− 1)/2 to (N− d)/2, and that n−m = 0mod 2. To do this,
note first that if h ∈ A(N−1)/2
p,p+(d−1)/2
, the maximal number of elements in K− and K+ are
p and (N− d)/2− p respectively (and these two events occur simultaneously). The
maximal value ofm ≡ |K+∪K−| is (N−d)/2 ; it never goes beyond n. The valuesm
takes make jumps of 2 and are n, n− 2, n− 4, ..., 0 : n−m = 0mod 2 as expected.
Second, let λ ∈ Λn0 withm fixed. We show that λ ∈ HN−2nN . The rule is the following :
(a) if kj ∈ K+, put two white circles at level j ;
(b) if kj ∈ K−, put two blue circles at level j ;
(c) if kj ∈ Kc, put one circle of each color at level j.
One must then choose carefully the position of the pairs of colored circles in (c), to
ensure that the two-column configuration is admissible and that it is in A(N−1)/2
p,p+(d−1)/2
for some p. Among all kj in Kc, one must put a1 blue circles in the left column
and a2 in the right column, and impose that a1 + a2 = |Kc| = (N − 1)/2 − m and
a2 − a1 = (N − 1)/2 − n. This is always possible, with the choice a1 = (n − m)/2
and a2 = (N − n − m − 1)/2 (note that a1 and a2 are integers). λ is then contained
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in A(N−1)/2
p,p+(d−1)/2
with p = |K−| + (n−m)/2. 
From the previous proof, all the eigenvalues of ρ(HN) are in Λn0 , and we need
not worry about values in Λn1 . For a given element of Λ
n
0 , we can now calculate its
degeneracy in ρ(HN) in the sector with d defects, as given by the selection rules. The
following statement is therefore equivalent to conjecture 3.2.1 for N odd (omitting
accidental degeneracies) :
CONJECTURE 3.2.3 Let λ ∈ Λn0 with a fixed value of m (and n − m ≡ 0 mod 2). Its
degeneracy in ρ(HN) in the sector withN− 2n defects, as conjectured in [46], is
degH(λ) =
(
N−1
2
−m
n−m
2
)
−
(
N−1
2
−m
n−m−2
2
)
, 0 ≤ m ≤ n. (3.2.11)
PROOF In the second part of the previous proof, for every kj in Kc, there was a free-
dom in the choice of admissible configurations. To count the degeneracies, one has
to count these possible choices, as a pair of occupied and unoccupied sites at height
j gives contribution 0 to eigenvalues of ρ(HN), regardless of j. For a given two-
column configuration, whether it is admissible does not depend on levels with two
blue circles or two white circles. These can be removed. The configuration resulting
from this operation is in the reduced set A˜(N−1)/2−m
(n−m)/2,(N−1−n−m)/2
whose dimension, gi-
ven by (3.2.7), is the desired result (3.2.11). 
→
FIGURE 3.3 – A two-column admissible configuration in A84,6 and its correspon-
ding reduced configuration in A˜41,3. It corresponds to the eigenvalue −2 cosπ/17 −
2 cos 4π/17+ 2 cos 5π/17− 2 cos 7π/17 of ρ(HN=17) and has degeneracy 3.
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3.2.5 N even
The case N even is analogous to the case N odd, though the selection rule is
more complicated.
PROPOSITION 3.2.4 Let δ = 0, 1. Then HdN,δ = Λ
(N−d)/2
δ .
PROOF We start by showing that for δ = 0, 1, HdN,δ ⊂ Λ(N−d)/2δ . The beginning of
this proof is identical to that of proposition 3.2.2. The arguments for lowering the
upper bound for m from (N − 2)/2 to (N − d)/2 and for the parity of n − m must
be repeated. (Note that in the case d = 0, it seems that this raises the upper bound,
but since the selection rule is given in (3.2.9), this is not the case.) For δ = 0, K− has
at most p elements and K+, at most (N − d)/2 − p. Then,m = |K+ ∪ K−| is at most
n = (N − d)/2 and m takes values n, n − 2, ... ; this is the case n − m = 0mod 2.
For δ = 1, max m = max|K−| = p, max|K+| = (N − d)/2 − p − 1, max(|K+ ∪ K−|) =
(N− d)/2− 1 = n− 1, and n−m = 1mod 2.
In the other direction, we show that Λ(N−d)/20 ⊂ HdN,0. The rules are those of
proposition 3.2.2. The positions of the pairs in Kc is as follows :
– If λ ∈ Λn0 , the constraints are a1+a2 = (N−2)/2−m and a2−a1 = (N−2)/2−n.
Among the kjs in Kc, we put a1 = (n−m)/2 excitations in the left column and
a2 = (N− n −m − 2)/2 in the right column.
– If λ ∈ Λn1 , the constraints are a1+ a2 = (N− 2)/2−m and a2− a1 = N/2−n.
Among the kjs in Kc, we put a1 = (n−m− 1)/2 excitations in the left column
and a2 = (N− n−m− 1)/2 in the right column.

For N even, the following is the translation of the conjecture 3.2.1 :
CONJECTURE 3.2.5 The conjectured degeneracy of λ ∈ Λnδ , m fixed (and n − m ≡ δ
mod 2), in the sector d = N− 2n, is given by
δ = 0 : degH(λ) =
(
N−2
2
−m
n−m
2
)
−
(
N−2
2
−m
n−m−2
2
)
, 0 ≤ m ≤ n, (3.2.12)
δ = 1 : degH(λ) =
(
N−2
2
−m
n−m−1
2
)
−
(
N−2
2
−m
n−m−3
2
)
, 0 ≤ m ≤ n− 1. (3.2.13)
The proof is identical to that of 3.2.3 and left to the reader. One can also verify that
these formulae are valid for d = 0 and that degH(λ) = 0 for δ = 0, as expected. The
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results of the conjectures 3.2.3 and 3.2.5 are statements equivalent to (3.2.8) : they
provide a conjecture for degeneracies of eigenvalues of ρ(HN) in the sector with
d = N− 2n defects (in fact, the statement is not as strong because of the accidental
degeneracies due to exceptional trigonometric identities, but these will be ignored).
To prove the selection rules, we will show that degeneracies of ρ(HN) are indeed
given by eqs (3.2.11), (3.2.12) and (3.2.13).
3.3 The XXZ Hamiltonian
On the finite (non-periodic) lattice, the well-studied [35] XXZ Hamiltonian for spin-
1
2
particles is
H
q
XXZ =
1
2
(
N−1∑
j=1
(σxjσ
x
j+1 + σ
y
jσ
y
j+1 +
q+ q−1
2
σzjσ
z
j+1) −
q− q−1
2
(σz1 − σ
z
N)
)
, (3.3.1)
where
σaj = id2⊗ id2⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1
⊗σa⊗ id2⊗ id2⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j
.
This Hamiltonian acts on (C2)⊗N and can also be written as
H
q
XXZ =
N−1∑
j=1
(
q + q−1
4
I + ei
)
, where
ej =
1
2
(
σxjσ
x
j+1 + σ
y
jσ
y
j+1 +
q+ q−1
2
(σzjσ
z
j+1 − id) −
q − q−1
2
(σzj − σ
z
j+1)
)
= id2⊗ id2⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1
⊗ e˜⊗ id2⊗ id2⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j−1
(3.3.2)
and e˜ =


0 0 0 0
0 −q 1 0
0 1 −q−1 0
0 0 0 0

 . (3.3.3)
The matrices ejs form a representation of TLN(β) with β = −(q + q−1). We will be
interested in diagonalizing this Hamiltonian when q = i. More precisely, we will
show that Hq=iXXZ can be diagonalized when N is odd, but not when N is even, in
which case we shall give its Jordan form. We start with
H ≡ Hq=iXXZ =
1
2
(
N−1∑
j=1
(σxjσ
x
j+1 + σ
y
j σ
y
j+1) − i (σ
z
1 − σ
z
N)
)
.
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3.3.1 Free fermions
Ideas in this section are similar to those found in [81], [82] and [83]. TheHamiltonian
H can be transformed by writing σxj , σ
y
j and σ
z
j in terms of σ
±
j = (σ
x
j ± iσyj )/2 :
H =
N−1∑
j=1
(
σ+j σ
−
j+1 + σ
−
j σ
+
j+1
)
− i(σ+1σ
−
1 − σ
+
Nσ
−
N).
We perform the celebrated Jordan-Wigner transformation by passing to creation
and annihilation operators cj and c
†
j,
cj =
(
j−1∏
k=1
(−σzk)
)
σ−j , σ
−
j =
(
j−1∏
k=1
(−σzk)
)
cj,
c
†
j =
(
j−1∏
k=1
(−σzk)
)
σ+j , σ
+
j =
(
j−1∏
k=1
(−σzk)
)
c
†
j,
which satisfy the usual anti-commutation relations for fermions,
{c
†
j, cj′} = δj,j′, {cj, cj′} = {c
†
j, c
†
j′} = 0.
The cj and c
†
j are real matrices and are indeed conjugate to one another. With this
transformation,
H =
N−1∑
j=1
(
c
†
jcj+1 + c
†
j+1cj
)
− i(c
†
1c1 − c
†
NcN),
which can also be written as
H =
∑
k1,k2
c
†
k1
ck2 Nk1,k2 , (3.3.4)
where
N =


−i 1 0 0 . . . 0 0 0
1 0 1 0 . . . 0 0 0
0 1 0 1 . . . 0 0 0
0 0 1 0 . . . 0 0 0
...
...
...
... . . .
...
...
...
0 0 0 0 . . . 0 1 0
0 0 0 0 . . . 1 0 1
0 0 0 0 . . . 0 1 i


is a symmetric matrix (but not a hermitian matrix) of size N. We want to perform a
Bogoliubov transformation
bn =
∑
j
fjnc
†
j, an =
∑
j
gjncj, (3.3.5)
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that will make H as simple as possible in terms of these new operators. We also
require that the ans and bns satisfy the fermionic anticommutation relations
{bn, an′} = δn,n′, {bn, bn′} = {an, an′} = 0. (3.3.6)
To this intent, we want to diagonalizeN . Define the matrix KL, of dimensions L× L
KL =


0 1 0 0 . . . 0 0 0
1 0 1 0 . . . 0 0 0
0 1 0 1 . . . 0 0 0
0 0 1 0 . . . 0 0 0
...
...
...
... . . .
...
...
...
0 0 0 0 . . . 0 1 0
0 0 0 0 . . . 1 0 1
0 0 0 0 . . . 0 1 0


.
Also, let N˜ = N −ξidN and K˜L = KL−ξidL. The eigenvalues ofN are ξs for which
det(N˜ ) = 0. Summing over the first and last line, we find
det(N˜ ) = (ξ2 + 1)det(K˜N−2) + 2ξ det(K˜N−3) + det(K˜N−4)
and, similarly,
det(K˜L) = −ξdet(K˜L−1) − det(K˜L−2)
with initial conditions det(K˜1) = −ξ and det(K˜2) = ξ2−1 (or, more simply, det(K˜0) =
1). These are Chebyshev polynomials of the second type, with recursion relations
Uk+1(x) = 2xUk(x) −Uk−1(x)
and initial conditionsU0 = 1 andU1(x) = 2x. They can be written in a simple closed
form :
Uk(cos v) =
sin(k+ 1)v
sin v
.
With ξ = −2 cos v, one finds det(K˜L) = sin(L+ 1)v/ sin v and
det(N˜ ) = (4 cos
2 v+ 1) sin(N− 1)v
sin v
−
4 cos v sin(N− 2)v
sin v
+
sin(N− 3)v
sin v
=
2 cos v sinNv
sin v
. (3.3.7)
Eigenvalues of N satisfy one of the two conditions :
– sinNv/ sin v = 0. Solutions for ξ are ξn = 2 cosπn/N with n = 1, ..., N − 1.
(The minus sign has disappeared because we changed n↔ N−n.) The values
n = 0 and n = N are absent because of the sin v in the denominator of (3.3.7).
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– cos v = 0, with solution ξN/2 = 0 (even when N is not even).
When N is odd, vn = πn/N is never π/2. All eigenvalues are distinct and N is
diagonalizable. WhenN is even however, the eigenvalue ξ = 0 appears twice.
For a fixed value of n in the interval 1, ..., N− 1, we now look for un = (u1n, ..., u
N
n),
the eigenvector of N with eigenvalue ξn. Its components satisfy the constraints
(−i− ξn)u
1
n+ u
2
n = 0,
ujn− ξnu
j+1
n + u
j+2
n = 0, for j = 1, ..., N− 2,
uN−1n + (i− ξn)u
N
n = 0.
Let xn be such that ξn = xn + x−1n (and xn = e
iπn/N). One can easily verify that the
ansatz
ujn = Kn(αnx
j
n+ γnx
−j
n ) with αn = −(1+ ix
−1
n ) and γn = 1+ ixn
(3.3.8)
satisfies all three constraints. For reasons that will be soon clear, when n 6= N/2, we
fix the constant Kn to (2αnγnN)−1/2 ensuring that uTnun = 1. Indeed,
uTnun =
N∑
j=1
(ujn)
2 =
1
2αnγnN
N∑
j=1
(αnx
j
n+ γnx
−j
n )
2
= 1+
α2n
2αnγnN
x2n(1− x
2N
n )
1− x2n
+
γ2n
2αnγnN
x−2n (1− x
−2N
n )
1− x−2n
= 1,
because x±2Nn = 1. Notice that we have
αnγn = −i(xn+ x
−1
n ) = −iξn.
For the states with ξ = 0, the casesN odd andN have to be treated separately.
3.3.2 N odd
For the eigenvector with ξ = 0, the ansatz (3.3.8) still works with x = i. Then,
γn = 0, αn = −2 and we can write u
j
N/2
= K ′N/2i
j.
uTN/2uN/2 = (K
′
N/2)
2
N∑
j=1
(−1)j = −(K ′N/2)
2
and K ′N/2 = i is the correct choice. When N is odd, N is diagonalizable and from
(3.3.5), H can be written as H =
∑N−1
k=0 Λkbkak, and
[H, am] =
N−1∑
k=0
Λk[bkak, am] = −Λmam, {c
†
i, [H, am]} = −Λm
∑
j
gjm{c
†
i, cj} = −Λmg
i
m,
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but because of (3.3.4), we also have
[H, am] =
∑
k1,k2
∑
j
Nk1,k2 gjm[c†k1ck2 , cj] = −
∑
k1,k2
Nk1,k2 gk1mck2 ,
{c
†
i, [H, am]} = −
∑
k1,k2
Nk1,k2 gk1m{ci, ck2 } = −
∑
k1
Ni,k1gk1m ,
where we used Ni,j = Nj,i. We can write
N~gm = Λm~gm, where ~gm =


g1m
g2m
...
gNm

 . (3.3.9)
The gjms are the components of the eigenvectors of N and the Λms, its eigenvalues.
The same process can be carried out for the bms, yielding
N ~fm = Λm~fm, where ~fm =


f1m
f2m
...
fNm

 . (3.3.10)
The labeling of the as and bs is as follows.
– For n = 1, ..., N− 1, we choose Λn = ξn and fjn = g
j
n = u
j
n . This gives
an = Kn
N∑
j=1
(αnx
j
n+ γnx
−j
n )cj, bn = Kn
N∑
j=1
(αnx
j
n+ γnx
−j
n )c
†
j, (3.3.11)
with Kn, αn and γn given previously.
– For the eigenvector with eigenvalue zero, Λ0 = ξN/2 = 0, f
j
0 = g
j
0 = u
j
N/2
=
ij+1, and
a0 =
N∑
j=1
ij+1cj, b0 =
N∑
j=1
ij+1c
†
j. (3.3.12)
Because fjk has a non zero imaginary part and f
j
k = g
j
k, bn 6= a†n. Instead, c†j = cTj
gives bn = aTn. In terms of f
j
k and g
j
k, the constraint given by the anticommutation
relation is
δn,n′ = {bn, an′} =
∑
j,j′
gjng
j′
n′{c
†
j, cj′} =
∑
j
gjng
j
n′ = ~g
T
n~gn′.
When n 6= n ′, this is trivial, because
0 = ~gTn(N −N T)~gn′ = ~gTn~gn′(ξn′ − ξn) and ξn 6= ξn′.
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However when n = n ′, ~gTn~gn = 1 explains our previous choice for the Kns. Finally,
one finds that H can be written as H = 2
∑N−1
k=1 cos(πk/N)bkak. If we denote by |0〉
the state | ↑↑ . . . ↑ 〉 with all spins up, then eigenvectors of H in the sector Sz =
N/2− n are
|γ〉 = ak1ak2 . . . akn |0〉, (3.3.13)
where the k1, ..., kn are in the interval 0, ..., N−1 and appear at most once. When the
a0 excitation is present, we decide to set it at the end, kn = 0. With this convention,
the eigenvalue of |γ〉 is
γ =
{
2
∑n
i=1 cos(πki/N), if kn 6= 0,
2
∑n−1
i=1 cos(πki/N), if kn = 0.
3.3.3 N even
ForN even, the eigenvalue 0 appears twice andN is not diagonalizable. To show
this, we study N 2 :
N 2 =


0 −i 1 0 0 0 . . . 0 0 0 0 0 0
−i 2 0 1 0 0 . . . 0 0 0 0 0 0
1 0 2 0 1 0 . . . 0 0 0 0 0 0
0 1 0 2 0 1 . . . 0 0 0 0 0 0
0 0 1 0 2 0 . . . 0 0 0 0 0 0
0 0 0 1 0 2 . . . 0 0 0 0 0 0
...
...
...
...
...
... . . .
...
...
...
...
...
...
0 0 0 0 0 0 . . . 2 0 1 0 0 0
0 0 0 0 0 0 . . . 0 2 0 1 0 0
0 0 0 0 0 0 . . . 1 0 2 0 1 0
0 0 0 0 0 0 . . . 0 1 0 2 0 1
0 0 0 0 0 0 . . . 0 0 1 0 2 i
0 0 0 0 0 0 . . . 0 0 0 1 i 0


and check that
w
j
1 = i
j
⌊N− j − 1
2
⌋
and wj2 = i
j
⌊N− j+ 1
2
⌋
are two independent eigenvectors ofN 2with eigenvalue 0. The eigenvector uj
N/2
=
K ′N/2i
j of N is given by the linear combination wj2 − wj1 = ij (though the constant
K ′N/2will be different from the N odd constant). Also,
(Nw1)j = ij−1, (Nw2)j = ij−1, (3.3.14)
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and any linear combination w = β1w1 + β2w2 satisfies Nw ∝ uN/2 ; N is therefore
not diagonalizable. Nevertheless, it is possible to write H in the following manner :
H = b0a−1 +
N−1∑
n=1
n6=N/2
Λnbnan (3.3.15)
where all the as and bs obey (3.3.6). The identification for N even is slightly modi-
fied :
– For the N − 2 eigenvecteurs with ξ 6= 0, (3.3.9) and (3.3.10) stay valid and the
same identification is made : Λn = ξn = 2 cosπn/N and fjn = g
j
n = u
j
n (for
n = 1, 2, ..., N− 1, except n = N/2). The operators a and b are then given by
the solution (3.3.11).
– For the two remaining modes, a new feature appears :
0 = −[H, a−1] =
∑
k1,k2
gk1−1Nk1,k2 ck2 → N~g−1 = 0,
a−1 = −[H, a0] =
∑
k1,k2
gk10 Nk1,k2 ck2 → N~g0 = ~g−1,
0 = [H, b0] =
∑
k1,k2
fk10 Nk1,k2 ck2 → N ~f0 = 0,
b0 = [H, b−1] =
∑
k1,k2
fk1−1Nk1,k2 ck2 → N ~f−1 = ~f0,
where the equations on the right are obtained by anti-commuting the equa-
tions on the left with ci and writing the result as matrix products. The result
is fj0 = g
j
−1 = u
j
N/2
= K ′N/2i
j and fj−1 = g
j
0 = w
j = β1w
j
1+β2w
j
2, where K
′
N/2, β1
and β2 are constants that remain to be fixed. The relation Nw = uN/2, along
with the commutation relations (3.3.6), fixes these constants (this is done in
appendix 3.A). The final result is
a0 =
N∑
j=1
(β1w
j
1 + β2w
j
2)cj, b0 = K
′
N/2
N∑
j=1
ijc
†
j, (3.3.16)
a−1 = K
′
N/2
N∑
j=1
ijcj, b−1 =
N∑
j=1
(β1w
j
1 + β2w
j
2)c
†
j,
with K ′N/2 = (2i/N)
1/2, β1 = −12KN/2 and β2 = −
N−4
N
β1. The new feature here is
the pairing aT0 = b−1 and a
T
−1 = b0.
Finally, the canonical expression for the Hamiltonian is
H = b0a−1 + 2
N−1∑
k=1
k6=N/2
cos(πk/N)bkak.
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In the sector Sz = N/2 − n, the states |γ〉 given in eq. (3.3.13) are tied to the eigen-
values
γ =

2
∑n
i=1 cos(πki/N), if a0 and a−1 are absent,
2
∑n−1
i=1 cos(πki/N), if only one of a0 or a−1 is present,
2
∑n−2
i=1 cos(πki/N), if both a0 and a−1 are present.
All the kis are in the set {−1, 0, ..., N−1}\{N/2} and, as in theN odd case, the a0 and
a−1 are always set to the last kis when present. Not all the states |γ〉 are eigenstates
of H. The generalized eigenvectors are those with the a0 excitation, but not a−1. In
total, there are 2N−2 such states, while all others are eigenvectors.
3.4 The algebra Uq(sl2)
The algebra Uq(sl2) is generated by the three generators qS
z , S+ and S− that
satisfy the relations
qS
z
S±q−S
z
= q±1S± and [S+, S−] =
q2S
z
− q−2S
z
q− q−1
.
PROPOSITION 3.4.1 The representation
qS
z
= qσ
z/2⊗ qσz/2⊗ · · · ⊗ qσz/2 =
N∏
j=1
qσ
z
j /2,
Sz =
N∑
j=1
σzj/2,
S± =
N∑
j=1
S±j =
N∑
j=1
q−σ
z/2⊗ ...⊗ q−σz/2⊗ σ± ⊗ qσz/2⊗ · · · ⊗ qσz/2
=
N∑
j=1
(
j−1∏
k=1
q−σ
z
k/2
)
σ±j
(
N∏
k′=j+1
qσ
z
k/2
)
of Uq(sl2) commutes with the ei matrices given in (3.3.2).
PROOF The commutation of qSz , S+ and S− with ei arises from the relations
[e˜, qσ
z/2⊗ qσz/2] = 0 and [e˜, q−σz/2⊗ σ± + σ± ⊗ qσz/2] = 0,
where e˜ is the 4× 4matrix given in (3.3.3). 
This property, first noticed in [35], will be used thoroughly. Note also that S− =
(S+)T. Some particularities occur when q2P = 1. Let qc be a 2P-th root of unity. Then
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(S±)P|q=qc = 0. For these values qc, the generators (S±)P can be replaced by ([84],
[35]) :
S±(P) ≡ lim
q→qc
(S±)P
[P]q!
, where [n]q! =
n∏
k=1
[n]q and [n]q =
qn − q−n
q − q−1
.
For q = qc a root or unity, S±(P) is non zero and commutes with ei, because
[S±(P), ei] = lim
q→qc
[(S±)P, ei]
[P]q
= lim
q→qc
0
[P]q
= 0.
We are interested in the case qc = i, P = 2, and calculate S±(2). The square of S± is
(S±)2 =
∑
j1,j2
S±j1S
±
j2
=
(∑
j1<j2
+
∑
j2<j1
)
S±j1S
±
j2
=
∑
j1<j2
(S±j1S
±
j2
+ S±j2S
±
j1
).
When j1 < j2,
S±j1S
±
j2
=
(
j1−1∏
k1=1
q
−σzk1
)
σ±j1q
−σzj1
/2
q
σzj2
/2
σ±j2
(
N∏
k2=j2+1
q
σzk2
)
= q±1
(
j1−1∏
k1=1
q
−σzk1
)
σ±j1σ
±
j2
(
N∏
k2=j2+1
q
σzk2
)
,
but
S±j2S
±
j1
= q∓1
(
j1−1∏
k1=1
q
−σzk1
)
σ±j1σ
±
j2
(
N∏
k2=j2+1
q
σzk2
)
and finally,
(S±)2
[2]q
=
∑
j1<j2
(
j1−1∏
k1=1
q
−σzk1
)
σ±j1σ
±
j2
(
N∏
k2=j2+1
q
σzk2
)
︸ ︷︷ ︸
S
±(2)
j1 ,j2
(q)
.
3.4.1 S± and S±(2) for free fermions
The next step is to write S± and S±(2) first in terms of operators cj and c
†
j, and
then of the ans and bns calculated in section 3.3 (Deguchi et al. did this for the
160
periodic case [82]). We start with S+ and S−,
S± =
(
N∏
k=1
qσ
z
k/2
)
N∑
j=1
(
j−1∏
k=1
q−σ
z
k
)
q−σ
z
j /2σ±j
= qS
z
q∓1/2
N∑
j=1
(
j−1∏
k=1
q−σ
z
k
)
σ±j
= iS
z∓1/2
N∑
j=1
(
j−1∏
k=1
−iσzk
)
σ±j
= iS
z∓1/2−1
N∑
j=1
ij
(
j−1∏
k=1
−σzk
)
σ±j
and this yields
S+ = iS
z−3/2
N∑
j=1
ijc
†
j =
iS
z−3/2
K ′
N/2
N∑
j=1
u
j
N/2
c
†
j, S
− = iS
z−1/2
N∑
j=1
ijcj =
iS
z−1/2
K ′
N/2
N∑
j=1
u
j
N/2
cj.
(3.4.1)
We can repeat the computation for S+(2) and S−(2) :
S+(2) = i−1(−1)S
z
∑
j1<j2
ij1+j2c
†
j1
c
†
j2
, S−(2) = −i−1(−1)S
z
∑
j1<j2
ij1+j2cj1cj2 .
Though it is less apparent than before, both S− = (S+)T and S−(2) = (S+(2))T still
hold. Our ultimate goal is to write S+(2) and S−(2) as
S+(2) =
∑
k1,k2
A(k1, k2)bk1bk2 , S
−(2) = −
∑
k1,k2
A(k1, k2)b
T
k1
bTk2 ,
where A(k1, k2) = −A(k2, k1). To do this calculation, we need to find the inverse
formula
c
†
j =
∑
k
dkjbk, cj =
∑
k
ekjak.
To do so, we calculate {c†j, ak} and {cj, bk} in the two possible ways, to find d
k
j = e
k
j =
g
j
k. This allows us to pursue the computation,
S+(2) =
i−1(−1)S
z
2
∑
j1<j2
ij1+j2(c
†
j1
c
†
j2
− c
†
j2
c
†
j1
)
=
i−1(−1)S
z
2
∑
k1,k2
bk1bk2
(∑
j1<j2
ij1+j2(gj1k1g
j2
k2
− gj2k1g
j1
k2
)
)
︸ ︷︷ ︸
B(k1,k2)
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and B(k1, k2) can be calculated directly. For any k1, k2with ξ 6= 0,
B(k1, k2) = Kk1Kk2
∑
j1<j2
ij1+j2
(
αk1αk2(x
j1
k1
x
j2
k2
− x
j2
k1
x
j1
k2
) + γk1γk2(x
−j1
k1
x
−j2
k2
− x
−j2
k1
x
−j1
k2
)
+ αk1γk2(x
j1
k1
x
−j2
k2
− x
j2
k1
x
−j1
k2
) + αk2γk1(x
−j1
k1
x
j2
k2
− x
−j2
k1
x
j1
k2
)
)
= Kk1Kk2
(
g(xk1 , xk2) + g(x
−1
k1
, x−1k2 ) − g(xk1 , x
−1
k2
) − g(x−1k1 , xk2)
)
where g(z,w) = (f(z,w)−f(w, z))(1+iz−1)(1+iw−1) and f(z,w) =
∑
j1<j2
(iz)j1(iw)j2 .
After simplification, one finds
g(z,w) =
(
(iz)N− (iw)N
)
+
(iw− iz)
(
1− (−zw)N
)
1+ zw
and
B(k1, k2) =
i(−1)NKk1Kk2
(xk2 + xk1)(1+ xk2xk1)(xk2xk1 )
N
(3.4.2)
× ((x2Nk1 − x2Nk2 )(1− x2k1x2k2) + (1− x2Nk2 x2Nk1 )(x2k2 − x2k1))
Because xki = e
iπki/N, x2Nki = 1 and B(k1, k2) = 0 in general. There is an exception
when xk1xk2 = −1, i.e. when k1 + k2 = N. B(k1, N − k1) is calculated by taking the
limit
B(k1, N− k1) = lim
xk2→−1/xk1 B(k1, k2).
The first term of (3.4.2) is zero, but not the second,
B(k,N− k) = −2NiKkKN−k(xk+ x
−1
k ) = −2NiKkKN−kξk.
This simplifies even more, because when k < N/2,
KkKN−k =
1
2N(αkγkαN−kγN−k)1/2
=
1
2N(−ξkξN−k)1/2
=
1
2Nξk
,
and finally,
B(k1, k2) =
{
−iδk1+k2,N k1 < N/2,
iδk1+k2,N k1 > N/2.
(3.4.3)
3.4.2 N odd
From (3.3.12) and (3.4.1), one finds directly
S+ = iS
z+3/2b0 and S− = iS
z−3/2a0. (3.4.4)
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For S+(2), B(k1, k2) has been calculated except when k1 = 0. The result (3.4.2) for
B(k1, k2) is also valid for k1 = 0 (as the eigenstate is still given by (3.3.8)) ; replacing
xk1 = i gives B(0, k) = 0 for all values of k in 1, ..., N− 1, and
S+(2) =
(−1)S
z+1
2

(N−1)/2∑
k=1
bkbN−k−
N−1∑
k=(N+1)/2
bkbN−k

 = (−1)Sz+1 (N−1)/2∑
k=1
bkbN−k,
(3.4.5)
S−(2) =
(−1)S
z
2

(N−1)/2∑
k=1
akaN−k−
N−1∑
k=(N+1)/2
akaN−k

 = (−1)Sz (N−1)/2∑
k=1
akaN−k.
Because the operators bkbN−k and akaN−k commute with H, S+(2) and S−(2) also do,
as expected.
3.4.3 N even
The caseN even is again different because of the Jordan cell of size 2 inN related
to the eigenvalue 0. From (3.3.16) and (3.4.1),
S+ =
iS
z−3/2
K ′
N/2
b0, S
− =
iS
z−1/2
K ′
N/2
a−1. (3.4.6)
For S+(2) and S−(2), B(k1, k2) has been calculated for k1, k2 in {1, ..., N − 1} \ {N/2}
in (3.4.3). When k = 0 or −1 and k ′ ∈ {1, ..., N− 1} \ {N/2}, as before we can show
that B(0, k ′) = B(−1, k ′) = 0. A quick argument consists in noticing that operators
b0bk′ and b−1bk′ do not commute withH and that S+(2) could not have a component
along these operators. But there is a component b0b−1 :
B(0,−1) = K ′N/2β1
∑
j1<j2
(−1)j1+j2
(⌊N− j1 − 1
2
⌋
−
N− 4
N
⌊N− j1 + 1
2
⌋
−
⌊N− j2 − 1
2
⌋
+
N− 4
N
⌊N− j2 + 1
2
⌋)
.
To evaluate these sums (for N even), note that∑
j1<j2
(−1)j1+j2
⌊N− j1 − 1
2
⌋
=
N∑
j1=1
(−1)j1
⌊N− j1 − 1
2
⌋ N∑
j2=j1+1
(−1)j2
=
N∑
j1=1
(−1)j1
⌊N− j1 − 1
2
⌋
δ1,j1mod2
= −
N/2∑
j=1
(N/2− j) = −
N(N− 2)
8
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and in a similar fashion,
∑
j1<j2
(−1)j1+j2
⌊N− j1 + 1
2
⌋
= −
N(N− 2)
8
−
N
2
,
∑
j1<j2
(−1)j1+j2
⌊N− j2 − 1
2
⌋
= −
N(N− 2)
8
+
N
2
,
∑
j1<j2
(−1)j1+j2
⌊N− j2 + 1
2
⌋
= −
N(N− 2)
8
.
After simplification, B(0,−1) = −2K ′N/2β1 = 1, and
S+(2) =
(−1)S
z
2

i(b−1b0 − b0b−1) − (N−2)/2∑
k=1
bkbN−k+
N−1∑
k=(N+2)/2
bkbN−k


= (−1)S
z

ib−1b0− (N−2)/2∑
k=1
bkbN−k

 , (3.4.7)
S−(2) = (−1)S
z

ia−1a0+ (N−1)/2∑
k=1
akaN−k

 .
3.5 The relation between H andHN
In this section, we make explicit the relation between the XXZ model and the
loop model. The results in this section hold for all q.
3.5.1 The homomorphism
We start by introducing a notation for link states. Let v be a link state in BdNwith
n = (N − d)/2 bubbles and let ψ(v) = {(p1, q1), (p2, q2), ..., (pn, qn)}, where the pis
are the positions where the bubbles of v start and qis the positions where they end.
In ψ(v), the (pi, qi) pairs are ordered in ascending order of pi, though this choice
will play no role.
DEFINITION 3.5.1 The linear transformation idN : V
d
N → (C2)⊗N|Sz=d/2 (the subset of
(C2)⊗N of spin configurations with n = (N− d)/2 down spins) is defined by its action on
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the basis elements of BdN,
idN(v) =

 ∏
(i,j)∈ψ(v)
Ti,j

 |0〉, where Ti,j = wσ−j +w−1σ−i , (3.5.1)
w =
√
−q and |0〉 = ( 10)⊗ ( 10)⊗ · · · ⊗ ( 10) = | ↑↑ . . . ↑ 〉 as before.
This definition can seem complex, but its graphical interpretation is not. In the sim-
plest cases,
i02
( )
= w | ↑↓ 〉+w−1| ↓↑ 〉, i11( ) = | ↑ 〉, (3.5.2)
and when a link state v has more than one bubble or more than one defect, they are
replaced recursively by the rule (3.5.2). For instance,
i26
( )
= w2 | ↑↑↓↑↑↓ 〉+ | ↑↓↑↑↑↓ 〉+ | ↑↑↓↑↓↑ 〉+w−2 | ↑↓↑↑↓↑ 〉,
i26
( )
= w2 | ↑↑↑↓↓↑ 〉+ | ↑↑↓↑↓↑ 〉+ | ↑↓↑↓↑↑ 〉+w−2 | ↑↓↓↑↑↑ 〉.
The order of pairs (i, j) in ψ(v) is unimportant, as indices in the product (3.5.1) are
never repeated and [Ti,j, Tk,l] = 0when i, j, k, l are all different.
PROPOSITION 3.5.1 For any c ∈ TLN(−(q+q−1)) and any v ∈ VdN, idN(cv|d) = X(c)idN(v)
where X(c) is the matrix of c in the representation on (C2)⊗N as given in (3.3.2), and where
|d means that all components with less than d defects are set to 0.
PROOF To prove the proposition, one must show that the action of the matrix ei
on idN(v) is equal to i
d
N(Uiv|d) for any v ∈ BdN. (We can also restrict to the Uis and
eis only, as other connectivities are products of these.) More precisely, let Y(v) =∏
(m,n)∈ψ′(v) Tm,n and ψ
′(v) be the subset of ψ(v) that only contains positions of
bubbles in v that do not touch the positions i, i + 1, j and k. We first give a list
of properties sufficient to prove idN(cv|d) = X(c)i
d
N(v) for any v. For each entry of the
list, we give a diagrammatic property followed by the algebraic identity that needs
to be checked.
1) X
(
i
)
idN(
i
) = idN
(
i
|d
)
= 0
→ eiY(v)|0〉 = 0,
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2) X
(
i
)
idN(
i
) = −(q+ q−1)idN(
i
)
→ eiTi,i+1Y(v)|0〉 = −(q + q−1)Ti,i+1Y(v)|0〉,
3) X
(
i j
. . .
. . .
)
idN( . . .
i j
) = idN(
i j
. . . )
→ eiTi+1,jY(v)|0〉 = Ti,i+1Y(v)|0〉,
4) X
(
ij
. . .
. . .
)
idN(
ij
. . . ) = idN(
ij
. . . )
→ eiTj,iY(v)|0〉 = Ti,i+1Y(v)|0〉,
5) X
(
. . .
. . .
. . .
. . .
i j k
)
idN(
i j k
. . . . . . ) = idN(
i j k
. . . . . . )
→ eiTi,kTi+1,jY(v)|0〉 = Ti,i+1Tj,kY(v)|0〉,
6) X
(
. . .
. . .
. . .
. . .
ij k
)
idN( . . . . . .
ij k
) = idN( . . . . . .
ij k
)
→ eiTj,iTi+1,kY(v)|0〉 = Ti,i+1Tj,kY(v)|0〉,
7) X
(
. . .
. . .
. . .
. . .
ij k
)
idN( . . . . . .
ij k
) = idN( . . . . . .
ij k
)
→ eiTj,i+1Tk,iY(v)|0〉 = Ti,i+1Tj,kY(v)|0〉.
We now verify that each algebraic identity holds. Since Y(v) commutes with ei and
with Ti,j, Ti,k, ..., we can ignore it in our calculations. Because of (3.3.2), one can write
ej = σ
−
j σ
+
j+1 + σ
+
j σ
−
j+1 + (q+ q
−1)σ+j σ
−
j σ
+
j+1σ
−
j+1 − qσ
+
j σ
−
j − q
−1σ+j+1σ
−
j+1.
Since σ+j σ
−
j |0〉 = |0〉 and σ+j |0〉 = 0, it is obvious that 1) is satisfied. As opposed to
the ρ representation, here the number of defects is conserved, which explains the
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restriction |d given in the proposition. Similarly, for 2), 3) and 5),
eiTi,i+1|0〉 =
(
w(σ−i σ
+
i+1σ
−
i+1 − qσ
+
i σ
−
i σ
−
i+1) +w
−1(σ+i σ
−
i+1σ
−
i − q
−1σ+i+1σ
−
i+1σ
−
i )
)
|0〉
= −(q+ q−1)(wσ−i+1 +w
−1σ−i )|0〉 = −(q + q−1)Ti,i+1|0〉,
eiTi+1,j|0〉 =
(
w(0) +w−1(σ−i σ
+
i+1σ
−
i+1 − qσ
+
i σ
−
i σ
−
i+1)
)
|0〉
= (w−1σ−i +wσ
−
i+1)|0〉 = Ti,i+1|0〉,
eiTi,kTi+1,j|0〉 =
(
w2(0) +w−2(0) +w0(σ−i+1σ
−
j − q
−1σ−i σ
−
j + σ
−
i σ
−
k − qσ
−
kσ
−
i+1)
)
|0〉
= (wσ−i+1 +w
−1σ−i )(wσ
−
k +w
−1σ−j )|0〉 = Ti,i+1Tj,k|0〉.
The proofs of 4), 6) and 7) do not require any new ideas and are left to the reader. 
The only difference between the action of the Temperley-Lieb algebra element c
on VdN and that of the matrix X(c) on i
d
N(V
d
N) is that connected defects always give
0 in the second case. Nevertheless, for any connectivity c, the diagonal blocks of
ρ(c)|d can be calculated from those of X(c)|Sz=d/2. Any information in non diagonal
blocks in the loop model is lost in the XXZ model.
3.5.2 The injectivity of idN
DEFINITION 3.5.2 Path, Dyck path and order.
(a) The set of paths with endpoint distance y, PNy , is the set of ~x = {x1, x2, ..., xN}, where
xi = ±1 ∀ i and
∑N
i=1xi = y.
(b) The set of Dyck paths with endpoint distance y, DPNy , is the subset of ~x in P
N
y
satisfying
∑k
i=1xi ≥ 0 for all k in {1, ..., N}.
(c) We define an order for elements of ~x ∈ PNy : ~x1 < ~x2 if O(~x1) < O(~x2), with
O(~x) =∑Ni=12iδxi,−1.
Dyck paths inDPNy are paths starting from (0, 0) and ending at (N, y) using steps
(1, 1) and (1,−1), that never venture in the lower half of the plane. The largest Dyck
paths with respect to the ordering are those where the steps (1,−1) are at the end
of the path. One can easily be convinced that there are no ~x1,~x2 in DPNy such that
O(~x1) = O(~x2) and ~x1 6= ~x2.
Basis elements of (C2)⊗N|Sz=N/2−n, labeled |α〉, are vectors of lengthNwith every
component ∈ {+1,−1}, indicating up and down spins. There exists a simple bijec-
tion between elements ~x in PNN−2n and spin configurations |α〉. To each path ~x, we
associate a configuration C(~x) : the i-th spin is ↑when xi = +1 and ↓ when xi = −1.
PROPOSITION 3.5.2 idN is injective.
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PROOF Let the vs be elements of Bd=N−2nN and the |α〉s as before. To show that idN is
injective, we must show that
Pα,v = 〈α|idN(v)〉,
a rectangular matrix of dimensions (Nn ) by (Nn )−
(
N
n−1
)
(and again n = (N−d)/2 is
the number of bubbles), is of maximal rank. For this, we study a square matrix P˜α,v,
of size (Nn ) −
(
N
n−1
)
, with the same definition as Pα,v, except we make a restriction
on the spin configurations |α〉. We will show that this matrix is of maximal rank.
To this intent, we will order the vs of the link basis in decreasing order of their
corresponding Dyck path, O(B−1(v)) (B has been introduced in definition 3.2.3).
For the |α〉s, we choose the subset of spin configurations |α〉 = C(~x) for ~x in DPNy ,
and order them, again, in decreasing order of O(~x).
For a given v ∈ BdN, C(B−1(v)) is the state in (C2)⊗N|Sz=d/2 whose component in
idN(v) has the biggest power ofw : n. Indeed, C(B−1(v)) is the configuration obtained
by replacing every bubble of v byw ↑↓ . All other components of idN(v) are obtained
from the first by replacing certain pairs ↑↓ by ↓↑ and by diminishing the power
of w by two for each pair changed. We conclude that in P˜α,v, every element on the
diagonal is wn and is non zero (except for w = 0, which is an unphysical case).
Every component |α〉 of idN(v) has a O(C−1(|α〉)) smaller or equal to O(B−1(v)), and
P˜α,vmatrix is therefore lower triangular. From the previous remark, the rank of P˜α,v,
and therefore of Pα,v, is maximal.

For example, with N = 5, n = 2 and d = 1 :
~x ∈ DP51 :
O(~x) 24 + 25 23 + 25 22 + 25 23 + 24 22 + 24
B(~x) ∈ V15 :
C(~x) ∈ (C2)⊗5 : | ↑↑↑↓↓ 〉 | ↑↑↓↑↓ 〉 | ↑↓↑↑↓ 〉 | ↑↑↓↓↑ 〉 | ↑↓↑↓↑ 〉
P˜α,v =


w2 0 0 0 0
1 w2 0 0 0
0 1 w2 0 0
0 1 0 w2 0
1 w−2 1 1 w2

 .
From propositions 3.5.1 and 3.5.2, idN(V
d
N) is a subspace of dimV
d
N of (C
2)⊗N|Sz=d/2,
invariant under the action of the eis of XXZ. The eigenvectors of ρ(HN) (for any β),
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restricted to the sector with d defects, are in correspondence with eigenvectors of
HXXZ in the Sz = d/2 sector. For N odd, because idN is injective and H has no Jordan
blocks, ρ(HN)|dmust share this property. We will find at the end of section 3.6.2 that
ρ(HN)|d is also diagonalizable whenN is even.
3.5.3 The relation between Uq(sl2) and idN(V
d
N)
In this section, we establish the relation between the homomorphism idN and the
algebra Uq(sl2).
PROPOSITION 3.5.3 For all v ∈ VdN, idN(v) ∈ ker S+.
PROOF We start by restricting the proof to link patterns with only simple bubbles,
i.e. to vs for which every (i, j) ∈ ψ(v) is of the form (i, i + 1). We notice that, in
general, whenever k does not appear in any of the pairs (i, j) in ψ(v), S+ki
d
N(v) = 0.
Indeed, when i 6= j,
S+i σ
−
j = q
si,jσ−j S
+
i where si,j =
{
+1, if i > j,
−1, if i < j.
and, when k is not in any of the pairs of ψ(v),
S+ki
d
N(v) = S
+
k

 ∏
(i,i+1)∈ψ(v)
(wσ−i+1 +w
−1σ−i )

 |0〉
=

 ∏
(i,i+1)∈ψ(v)
(qsk,i+1wσ−i+1 + q
sk,iw−1σ−i )

 S+k |0〉 = 0.
All that is left to calculate is S+idN(v) =
∑
(k,k+1)∈ψ(v)(S
+
k + S
+
k+1)i
d
N(v),
(S+k + S
+
k+1)i
d
N(v) =

 ∏
(i,i+1)∈ψ(v)
i6=k
(qsk,i+1wσ−i+1 + q
sk,iw−1σ−i )

 S+k(wσ−k+1 +w−1σ−k)|0〉
+

 ∏
(i,i+1)∈ψ(v)
i6=k
(qsk+1,i+1wσ−i+1 + q
sk+1,iw−1σ−i )

 S+k+1(wσ−k+1 +w−1σ−k)|0〉
=

 ∏
(i,i+1)∈ψ(v)
i6=k
qsk,i(wσ−i+1 +w
−1σ−i )

 (S+k + S+k+1)(wσ−k+1+w−1σ−k)|0〉.
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When v has only simple bubbles, sk,i = sk+1,i = sk,i+1 = sk+1,i+1. This has been used
at the last equality. Finally,
(S+k+S
+
k+1)(wσ
−
k+1+w
−1σ−k)|0〉 = w−1S+kσ−k |0〉+wS+k+1σ−k+1|0〉
= w−1
(
k−1∏
i=1
q−σ
z
i /2
)
σ+kσ
−
k
(
N∏
j=k+1
qσ
z
j /2
)
|0〉
+w
(
k∏
i=1
q−σ
z
i /2
)
σ+k+1σ
−
k+1
(
N∏
j=k+2
qσ
z
j /2
)
|0〉
= w−1
(
q(N−2k+1)/2+w2q(N−2k−1)/2
)
|0〉 = 0.
For w ∈ BdN with bubbles that are not simple, from proposition 3.5.1, one can
write idN(w) = (
∏
j∈J ej)i
d
n(v) for some set J and for v a link state with only simple
bubbles. Since [S+, ej] = 0 by proposition 3.4.1, S+idN(w) = 0 for allw ∈ BdN.

From this proposition, it follows that for q = qc and (qc)2P = 1, idN(V
d
N) is also
⊂ ker S+(P) :
S+(P)idN(v) = lim
q→qc
(S+)PidN(v)
[P]q
= lim
q→qc
0
[P]q
= 0.
3.6 The reduction of state space and the degeneracies
In the last sections, we found that the set of eigenvalues of ρ(HN) in the sector
with n bubbles was a subset of the eigenvalues of H in the sector Sz = N/2 − n.
For β = 0, this will allow us to prove the selection rules of section 3.2 : we will
calculate the degeneracies of every eigenvalue in H, remove those that are tied to
eigenvectors not in idN(V
d
N) and show that the degeneracies obtained match those of
the loop model, given by eqs (3.2.11), (3.2.12) and (3.2.13). The two corresponding
vector spaces (C2)⊗N|Sz=N/2−n andVN−2nN have respective dimensions (Nn ) and (Nn )−(
N
n−1
)
. To get only states in idN(V
N−2n
N ), we will need to remove
(
N
n−1
)
independent
states from (C2)⊗N|Sz=N/2−n.
DEFINITION 3.6.1 Let O = ∑~iα~iO~i with~i = (i1, i2, ...i|~i|), where α~i ∈ C and O~i is the
product of some annihilation operators : O~i =
∏|~i|
k=1bik . We define O ′ with the following
two rules :
– O ′ =∑~iα∗~iO ′~i,
– O ′
~i
=
∏|~i|
k=1a
′
i
|~i|+1−k
,
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where the product of non-commuting elements is always taken from left to right.
The sum over ~i is a sum over multi-indexes that could potentially have different
lengths, but the only Os we will need have O~is with a unique fixed length. For
example,
(b3b6b1)
′ = a1a6a3,
(3ib2+ (5i+ 1)b7b4+ 12b0b2b1b12)
′ = −3ia2 + (−5i+ 1)a4a7 + 12a12a1a2a0.
PROPOSITION 3.6.1 Let an operator O 6= 0 that satisfies OidN(v) = 0 for all v ∈ VdN.
Then O ′|0〉 /∈ idN(VdN).
PROOF There does not exist a set of constants γvs such that
O ′|0〉+
∑
v∈VdN
γvi
d
N(v) = 0.
Indeed, multiplying this equation from the left with O, the second term is zero by
hypothesis and
OO ′|0〉 =
∑
~i
|α~i|
2|0〉 = 0,
which contradicts the hypothesis O 6= 0. 
By proposition 3.5.3, the operators S+ and S+(2) are two such operators O satis-
fyingOidN(v) = 0, ∀ v ∈ VdN. To find eigenvectors ofH not in idN(VdN) and that we will
have to remove from all the states of the form ai1ai2 ...ain |0〉 (with n = (N − d)/2),
we look for operatorsO =∑~iα~iO~i for which everyO~i is a product of n annihilation
operators. They are :
– O = S+bj1bj2 ...bjn−1 where jk 6= 0 for k = 1, ..., n− 1 (b0 is the generator cor-
responding to S+, see eqs (3.4.4) and (3.4.6), andOmust be non zero). Because
{b0, bj} = 0 for all j, OidN(v) = 0 for all v. All the states ajn−1ajn−2 ...aj1a0|0〉
must be removed. They will be referred to as states of the first kind. There are(
N−1
n−1
)
such states.
– O = S+(2)bk1bk2 ...bkn−2 , and OidN(v) = 0 for all v by the same argument. The
states to be removed are of the form akn−2akn−3 ...ak1(S
+(2)) ′|0〉, where the akis
can be any of the N− 1 remaining operators (not a0, as we want to avoid any
overlap with states of the first kind). They will be referred to as states of the
second kind. There are
(
N−1
n−2
)
such states.
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Of course,
(
N−1
n−1
)
+
(
N−1
n−2
)
=
(
N
n−1
)
, precisely the number of states we need to re-
move. That all these states are independent is non trivial and shown in appendix
3.B. Having succeeded in finding a rule that removes all eigenstates of H not in
idN(V
d
N), we can now calculate the degeneracies.
3.6.1 N odd
As seen in section 3.3.2, when N is odd, the eigenvectors of H, restricted to the
Sz = N/2− n sector, are of the form
|γ〉 =
(
n∏
i=1
aki
)
|0〉 (3.6.1)
for ki ∈ {0, 1, ..., N− 1}. If one of the kis is 0, we put is at the end and set akn = a0.
The eigenvalues are
(a) γ = 2
∑n
i=1 cos(πki/N), if kn 6= 0,
(b) γ = 2
∑n−1
i=1 cos(πki/N), if kn 6= 0.
We call Γn0 and Γ
n
1 respectively the set of all γs for (a) and (b).
PROPOSITION 3.6.2 Λnδ = Γ
n
δ for both δ = 0 and 1.
PROOF Let γ ∈ Γnδ . To show that γ ∈ Λnδ , we construct the three subsets K+, K− and
Kc. For all k ∈ {1, ..., (N− 1)/2},
(i) if k ∈ {k1, ..., kn} and N− k /∈ {k1, ..., kn}, we put k in K+ ;
(ii) if k /∈ {k1, ..., kn} and N− k ∈ {k1, ..., kn}, we put k in K− ;
(iii) if k ∈ {k1, ..., kn} and N− k ∈ {k1, ..., kn}, we put k in Kc ;
(iv) if k /∈ {k1, ..., kn} and N− k /∈ {k1, ..., kn}, we put k in Kc ;
We stress that when kn = 0, 0 is not in any of K+, K− or Kc, but for fixed n, its
presence or absence changes the number of elements in K+ ∪ K−. The case δ = 0 is
when the a0 creation operator is absent : n−m = n− |K+∪ K−| counts the number
of elements in (iii) and is even. When δ = 1, the last momentum is kn = 0 and the
number of elements in (iii) is still even, but now given by n − 1 − m, so n − m is
odd.
Now, let λ ∈ Λnδ with a fixed m. To see it is also in Γnδ , we construct the set of
momenta as follows
(i) if k is in K+, we put k in {k1, ..., kn}, but notN− k ;
(ii) if k is in K−, we putN− k in {k1, ..., kn}, but not k ;
(iii) if δ = 1, we set kn = 0,
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(iv) For all the ks that are in Kc, we choose (n−m−δ)/2 among the (N−1)/2−m
remaining values and put, for each, k andN− k in {k1, ..., kn}.

From the previous construction, an eigenvalue λ of H has eigenvector
(∏
i
aN−iai
)
∏
j∈K−
aN−j


(∏
k∈K+
ak
)
|0〉, if δ = 0, (3.6.2)
(∏
i
aN−iai
)
∏
j∈K−
aN−j


(∏
k∈K+
ak
)
a0|0〉, if δ = 1. (3.6.3)
where the product on i has (n − m − δ)/2 terms, all different, with i ∈ Kc. The
degeneracy comes from all the possibilities for the product on i, and is given by
deg
H
(λ) =
(
N−1
2
−m
n−m−δ
2
)
.
To obtain the degeneracies of these eigenvalues in ρ(HN), we remove the states of
(3.6.3) (they are all of the first kind) and from (3.6.2), all the states of the second
kind, (∏
i′
aN−i′ai′
)∏
j∈K−
aN−j

(∏
k∈K+
ak
)
(
(N−1)/2∑
l=1
alaN−l)|0〉, (3.6.4)
where the products on i ′ has (n−m− 2)/2 terms and where the constant (−1)S
z
of
(3.4.5) has been dropped for convenience. For some λwith a fixed value ofm, there
are
(
N−1
2
−m
n−m−2
2
)
such possible choices, each corresponding to an eigenvector. The set
of corresponding eigenvectors is linearly independent (see appendix 3.B) and the
result is
– For λ ∈ Λn0 , degH(λ) =
(
N−1
2
−m
n−m
2
)
−
(
N−1
2
−m
n−m−2
2
)
,
– For λ ∈ Λn1 , degH(λ) = 0.
This is precisely the content of conjecture 3.2.3, which is now proved.
3.6.2 N even
As in section 3.3.2, eigenvectors and generalized eigenvectors of H, for Sz =
N/2− n, are given in (3.6.1), but with ki ∈ {−1, 0, 1, ..., N− 1} \ {N/2}. When the a0
and/or a−1 excitations are present, we set them to the last kis (kn and kn−1, when
both are present). Eigenvalues are
(a) γ = 2
∑n
i=1 cos(πki/N) if a0, a−1 are not in the ais ;
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(b) γ = 2
∑n−1
i=1 cos(πki/N) if
(i) a−1 is not in the ais, but a0 is ;
(ii) a0 is not in the ais, but a−1 is ;
(c) γ = 2
∑n−2
i=1 cos(πki/N) if a0 and a−1 are both among the ais.
We refer to the sets of eigenvalues in the cases (a), (b) and (c) as Γna , Γ
n
b and Γ
n
c .
PROPOSITION 3.6.3 Based on the definition of 3.2.5 for Λn0 and Λ
n
1 , Γ
n
a = Λ
n
0 , Γ
n
b = Λ
n
1
and Γnc ⊂ Λn0 .
The proof is identical to the proof of proposition 3.6.2, with a few subtleties. The first
is that whenever γ has the a−1 excitation, the a0 excitation or both, their momenta
are not in either K+, K− or Kc, but their absence changes the number of elements
in K+ ∪ K−. The second concerns the fact that Γnc is only a subset of Λn0 . Indeed,
the elements of Λn0 with m = n are not contained in Γ
n
c . The rest of the proof is
not repeated. Note that the number of pairs (k,N− k) to be fixed (among the (N−
2)/2−m possible choices) and the degeneracies of the eigenvalues are different for
the three cases (a), (b) and (c) :
(a) (n−m)/2 pairs to be fixed and deg
H
(λ) =
(
N−2
2
−m
n−m
2
)
;
(b) (n−m− 1)/2 pairs to be fixed and deg
H
(λ) =
(
N−2
2
−m
n−m−1
2
)
;
(c) (n−m− 2)/2 pairs to be fixed and deg
H
(λ) =
(
N−2
2
−m
n−m−2
2
)
.
States to be removed are those of the first kind, see (3.6.3), and those of the second
kind, (∏
i′
aN−i′ai′
)∏
j∈K−
aN−j

(∏
k∈K+
ak
)
(
(N−2)/2∑
l=1
alaN−l)|0〉,
and the product on i ′ has (n−m− 2)/2 terms. The a0a−1 contribution from (S+(2)) ′
has been removed because this caused an overlap with states of the first kind. The
degeneracies are
(a) degH(λ) =
(
N−2
2
−m
n−m
2
)
−
(
N−2
2
−m
n−m−2
2
)
,
(b)
(i) degH(λ) = 0,
(ii) degH(λ) =
(
N−2
2
−m
n−m−1
2
)
−
(
N−2
2
−m
n−m−3
2
)
,
(c) degH(λ) = 0.
The cases (a) and (c) correspond to Λn0 , while (b) (i) and (b) (ii) correspond to Λ
n
1 .
This is the result of conjecture 3.2.5 and concludes the proof of the selection rules.
Note that Jordan partners were the states of (b) (i). Since they have all been
removed, ρ(HN) is diagonalizable.
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3.7 Conclusion
In this paper, we proved that the degeneracies of the eigenvalues of ρ(HN), as
given by the selection rules, are correct. Wemust stress however that the proof igno-
red the problem of accidental degeneracies resulting from accidental trigonometric
identities. Another problem is the case of loopmodels on other geometries. A recent
paper [47] solved the model of critical dense polymers on the cylinder. An inversion
relation was computed, eigenvalues were found and degeneracies conjectured by
selection rules different from the ones here. The method proposed here might also
lead to a proof of these conjectures.
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Appendices
3.A The computation of K ′N/2, β1 and β2 (forN even)
The goal of this section is to calculate the three constants K ′N/2, β1 and β2 that fix
the two states (the eigenstate and its Jordan partner) tied to the eigenvalues ξ = 0
of N . The anticommutation relations, in terms of uN/2 and w, are rewritten as
{b−1, a−1} = ~f
T
−1~g−1 =
N∑
j=1
u
j
N/2
wj = 1,
{b0, a−1} = ~f
T
0~g−1 =
N∑
j=1
(u
j
N/2
)2 = 0,
{b−1, a0} = ~f
T
−1~g0 =
N∑
j=1
(wj)2 = 0,
{b0, a0} = ~f
T
0~g0 =
N∑
j=1
wju
j
N/2
= 1.
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The second relation is trivially satisfied, since
∑N
j=1(−1)
j = 0 for N even. The third
constraint reads
β21w
T
1w1 + β
2
2w
T
2w2 + 2β1β2w
T
1w2 = 0. (3.A.1)
To calculate wT1w1,
wT1w1 =
N∑
j=1
(−1)j
⌊N− j− 1
2
⌋2
=
N/2∑
k=1
(
(−1)2k
⌊N− 2k− 1
2
⌋2
+ (−1)2k−1
⌊N− 2k
2
⌋2)
=
N/2∑
k=1
(N/2− k − 1)2 −
N/2∑
k=1
(N/2− k)2 = −N(N− 4)/4,
and one can also find wT2w2 = −N
2/4, wT1w2 = −N(N − 2)/4, and, from (3.A.1),
β2/β1 = −(N − 4)/N. Tthe second solution, β2/β1 = −1, is not retained, because
it corresponds to the eigenvector uj
N/2
= K ′N/2(w
j
2 − w
j
1) = K
′
N/2i
j that we already
found. It remains to fulfill the first constraint (the fourth one is identical) :
1 =
N∑
j=1
u
j
N/2
wj = K ′N/2β1(−w
T
1w1 −
N− 4
N
wT2w2 + (
N− 4
N
+ 1)wT2w1)
= K ′N/2β1
(
N(N− 4)
4
+
N(N− 4)
4
− (
N− 4
N
+ 1)
N(N− 2)
4
)
= −2K ′N/2β1
which gives K ′N/2β1 = −1/2. Finally, a last constraint is obtained from N~g0 = ~g−1,
which is equivalent to imposing that the coefficient in front of b0a−1 is 1 in equation
(3.3.15) :
K ′N/2i
j = g
j
−1 = (N~g0)j = β1(N (w1−w2(N− 4)/N))j
= β1i
j−1(1− (N− 4)/N) = β1i
j(−4i/N)
where eq. (3.3.14) has been used at the fourth equality. This gives K ′N/2/β1 = −4i/N
and the calculation of the three constants is complete.
3.B Independence of states not in idN(V
d
N)
In section 3.6, we have identified states to be removed from (C2)⊗N|Sz=d/2 and
that should form a basis for the complement of idN(V
d
N). In this section, we show that
these states are non zero and independant.
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DEFINITION 3.B.1 Let |v1〉 and |v2〉 be any vector that can be written as O1|0〉 and O2|0〉,
whereO1 andO2 are multi-indexes as in definition 3.6.1. We introduce a scalar product bet-
ween such states by defining (|v1〉, |v2〉) = 〈0|O ′1O2|0〉. We will denote this scalar product
by 〈v1|v2〉.
The fact that states of the first kind |w〉 = ajn−1ajn−2 ...aj1a0|0〉 (with j1 < j2 <
... < jn−1) are independent and non zero is trivial, as the scalar product restricted
to such states is just 〈w1|w2〉 = δw1,w2 : they all have length one and are mutually
orthogonal. There are
(
N−1
n−1
)
such vectors.
The proof for vectors of the second kind is more involved. It requires the follo-
wing definition ([85], [86]).
DEFINITION 3.B.2 Let v and k be positive integers, with v > k. The Johnson graph J(v, k)
is the following :
– its vertices θ are the subsets of length k of {1, 2, ..., v}, their number is ( vk) ;
– two vertices θ1 and θ2 are connected by an edge if and only if |θ1 ∩ θ2| = k − 1.
The adjacency matrix A(v, k) of the Johnson graph J(v, k) is the matrix with entries
A(v, k)θ1,θ2 =
{
1 if θ1 and θ2 are connected by an edge,
0 otherwise (even if θ1 = θ2).
Johnson graphs have been thoroughly studied ([85], [86], [87]). In particular, the
eigenvalues ofA(v, k) are k(v−k)−j(v−j+1)with j = 0, ..., kwith degeneracy ( vj )−
( vj−1) [87]. Some pathologies occur when v ≤ 2k − 1, as some of the degeneracies
become negative or zero. We will see that in our cases, v will always be larger than
2k− 1.
For N odd, we write in full generality the states of the second kind as
|w〉 =
∏
i∈Iw
aiaN−i
∏
j1∈Jw+
aj1
∏
j2∈Jw−
aN−j2
∑
k∈Kw
akaN−k|0〉 =
∑
k∈Kw
|wk〉. (3.B.1)
In the previous formula, Iw is the set of integers i in the interval 1, ..., (N− 1)/2
such that w contains both the ai and the aN−i excitation. Jw+ (J
w
−) is the set of inte-
gers j1 (j2), also in the interval 1, ..., (N − 1)/2, such that the aj1 (aN−j2) excitation
is present but the aN−j1 (aj2 ) is not (in fact, the sets J
±
w are just the sets K
± in the
definition 3.2.5). The sets Iw, Jw+ and J
w
− are all disjoint. Finally, the sum over k in
(3.6.4), was over all integers in 1, ..., (N− 1)/2, but since the square of any of the as
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is zero, the sum really is on Kw = {1, ..., (N− 1)/2} \ (Iw ∪ Jw+ ∪ Jw−). We also define
Lw = {1, ..., (N− 1)/2} \ (Jw+ ∪ Jw−).
Not all states (3.B.1) are non zero. In fact, because 〈wk|wk′〉 = δk,k′ , 〈w|w〉 = |Kw|.
If Iw ∪ Jw+ ∪ Jw− = {1, ..., (N − 1)/2}, Kw is empty and the state is zero, as can be
seen more easily on (3.6.4). Recall that we are interested in states that have at most
(N − 1)/2 excitations for N odd, as the number of excitations corresponds to the
number of bubbles in the link states, n. This imposes that 2|Iw| + |Jw+| + |J
w
−| + 2 =
n ≤ (N− 1)/2 (or equivalently, |L| − 2|I| ≥ 2) and Iw ∪ Jw+ ∪ Jw− 6= {1, ..., (N− 1)/2}.
Two states |w1〉 and |w2〉 are orthogonal unless Jw1± = Jw2± . We can restrict the
study of independence to sets of states with Jw1± = J
w2± ≡ J± and |Iw1 | = |Iw2 | ≡ |I|
(and so Lw1 = Lw2 ≡ L). In such a set, the states differ only by their Iw1 and Iw2 , and
the set has dimension
(
|L|
|I|
)
. The scalar product of two states w1 and w2 belonging
to this set is
〈w1|w2〉 =

|Kw1 | if w1 = w2,
1 if |Iw1 ∩ Iw2 | = |I| − 1,
0 otherwise.
(3.B.2)
ThematrixM(L, |I|) of this scalar product is simplyM(L, |I|) = |K|id+A(|L|, |I|) : |w〉,
with Iw = {i1, i2, ..., i|I|}, is represented by a subset of length |I| of L and is identified
to a vertex of the Johnson graph J(|L|, |I|). The eigenvalues are given by
|L| − |I|︸ ︷︷ ︸
|K|
+|I|(|L| − |I|) − j(|L| + 1− j), j = 0, ..., |I|.
Because−j(|L|+1−j) is a strictly decreasing function of j on the interval [0, |I|], the
extrema are on the boundaries ; they are (1+ |I|)(|L|− |I|) and |L|−2|I|, both positive.
Also because |L| − 2|I| > 1, every degeneracy is positive. As all the eigenvalues are
positive, there are no null states, and the independence is proved.
For N even, the proof requires a few subtleties. (S+(2)) ′ has a b0b−1 contribution
which can be ignored. We therefore consider vectors like (3.B.1), but with Iw ∪ Jw+ ∪
Jw− ∪ Kw = 1, ..., (N− 2)/2, and the possibility to have the a−1 excitation. Lw is then
defined as {1, ..., (N − 2)/2} \ (Jw+ ∪ Jw+). The sets of states with and without this
excitation, say S1 and S2, can be treated separately because, for any w1 ∈ S1 and
w2 ∈ S2, 〈w1|w2〉 = 0. For S1, |L| − 2|I| ≥ 1, and for S2, |L| − 2|I| ≥ 2. In both cases, all
eigenvalues are positive.
The case d = 0 is particular. States of the second kind in S2 are
|w〉 =
∏
i
ai
∑
k∈Kw
akaN−k|0〉, (3.B.3)
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and the product on i hasN/2− 2 terms, all in {1, ..., N− 1} \ {N/2}. Their number is(
N−2
N/2−2
)
. These are removed from the states
|w〉 =
∏
i′
ai′ |0〉, (3.B.4)
where the product on i ′ hasN/2 terms, also in {1, ..., N−1} \ {N/2}. Their number is(
N−2
N/2
)
. But these two numbers are equal and all states from (3.B.3) are independent
from the previous argument. In other words, all the states (3.B.4) are removed, lea-
ving no degeneracy in ρ(HN). This is the result of proposition 3.2.5. 
CHAPITRE 4: LA STRUCTUREDE JORDAN
DESMODÈLES DE BOUCLES
AVEC CONDITIONS PÉRIODIQUES
Objectifs et méthodologie
Le calcul de la fonction de partition du modèle de Fortuin-Kasteleyn sur le tore
peut aussi être faite au moyen d’une matrice de transfert de boucles, TN(λ, ν) (ν
est l’anisotropie, notée u dans les chapitres précédents). Deux représentations ρ et
ωd de vecteurs de connectivités joueront un rôle ici ; elles sont différentes de celles
sur le ruban puisqu’il faut considérer la possibilité des enroulements autour du cy-
lindre. Comparativement au cas sur le ruban, les représentations ωd dépendent de
deux paramètres supplémentaires : le poids α pour les boucles non contractiles en-
tourant le cylindre et le paramètre de torsion (twist parameter) v qui tient compte
de l’enroulement des défauts. La représentation ρ est introduite dans l’article de
Pearce, Rasmussen et Villani [47], qui trouvent les valeurs propres de la matrice de
transfert TN(π/2, ν) dumodèle de polymères denses critique (β = 0) sur le cylindre,
émettent les conjectures à propos des règles de sélection et étudient les propriétés
du spectre dans la limite thermodynamique. Ils observent que, pour de petits N,
dans certaines représentations les matrices de transfert et les hamiltoniens sont non
diagonalisables et ont des blocs de Jordan qui apparaissent entre les secteurs étique-
tés par d, le nombre de défauts, mais aussi à l’intérieur même des secteurs. Dans cet
article, nous procédons à l’étude de la structure des blocs de Jordan intrasectoriels
et intersectoriels de TN(λ, ν). Voici la méthode utilisée et les résultats :
• Nous rappelons les définitions de l’algèbre de Temperley-Lieb périodique et
introduisons ses représentations ρ et celles avec torsion ωd.
• Pour étudier les blocs de Jordan intersectoriels de ρ, nous nous inspirons de
l’argument fait au chapitre 2 : nous étudions l’élément central FN et les sin-
gularités dans les composantes de ses vecteurs propres. Cela nous permet de
prouver, dans certains cas, l’existence de blocs de Jordan dont le rang est su-
périeur à 2 et grandit sans cesse avec la taille du réseau N. Nous identifions
les circonstances nécessaires à leur présence.
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• L’étude des blocs de Jordan intrasectoriels est beaucoup plus ardue, elle se
fait à l’aide de l’hamiltonien de boucles. Nous introduisons une autre repré-
sentation de l’algèbre de Temperley-Lieb périodique, qui agit sur les spins des
modèles XXZ et inclut le paramètre de torsion v, dans laquelle l’hamiltonien
est hermitien. Nous montrons qu’il existe un homomorphisme i˜dN entre les re-
présentations de boucles et celles des spins XXZ, et que les représentations de
part et d’autre sont de grandeurs identiques.
• Nous répondons alors à la question suivante : quand cet homomorphisme est-
il un isomorphisme ? C’est là une question cruciale puisque, lorsque deux re-
présentations sont isomorphes, elles ont le même spectre et la même structure
de Jordan. Nous introduisons alors une forme bilinéaire, le produit de Gram,
sur l’espace des vecteurs de connectivités et montrons qu’il y a un isomor-
phisme lorsque le déterminant de la matrice de cette forme bilinéaire est non
nul. Nous montrons que la matrice de Gram se factorise en un produit de
deux copies de i˜dN. Le calcul des déterminants de Gram et de i˜
d
N (exprimées
dans des bases appropriées) est ardu, mais possible. Le résultat montre qu’il y
a un isomorphisme sauf sur certaines courbes dans le plan (q, v). Dans ces cas,
les valeurs propres des deux représentations sont identiques, et un argument
de continuité permet d’étendre ce résultat aux courbes où l’isomorphisme est
brisé.
• Enfin, nous utilisons la transformation i˜dN aux points où elle est singulière
(c’est-à-dire où elle n’est pas un isomorphisme) et l’invariance de l’hamilto-
nien XXZ sous l’algèbre Uq(sl2) pour certaines valeurs de q et v pour
construire certains vecteurs de Jordan de rang 2 de l’hamiltonien de boucles
associés à la valeur propre nulle.
• Nous terminons en discutant la présence de blocs de Jordan intrasectoriels dé-
celés par nos explorations par ordinateur, qui peuvent être reliés à des valeurs
propres autres que 0 et avoir des rangs plus grands que 2.
Au moment du dépôt de la thèse, cet article était prêt à être soumis dans une
revue spécialisée à déterminer. La référence incomplète est :
→ A. Morin-Duchesne, Y. Saint-Aubin, Jordan cells of periodic loop models.
Ma contribution à cet article comprend la quasi-totalité des résultats qui sont
présentés et énumérés ci-dessus, soit :
– Le développement des représentations de vecteurs de connectivités et des re-
présentations XXZ avec torsion (sections 4.2.3 et 4.3.1) ;
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– Le calcul des valeurs propres de FN, des singularités des composantes de ses
vecteurs propres et des blocs de Jordan de FN et TN(λ, ν) (section 4.4) ;
– L’identification de l’homomorphisme entre les représentations XXZ et des
vecteurs de connectivité (section 4.3.2) ;
– La factorisation de la matrice de Gram, le calcul de son déterminant et de celui
de la matrice IdN de l’homomorphisme (sections 4.3.3 et 4.5) ;
– Les propriétés d’invariance de l’hamiltonien H du modèle XXZ sous Uq(sl2)
(section 4.6.2) ;
– L’utilisation de sous-espaces caractéristiques de i˜dN autour des valeurs cri-
tiques (qc, vc) dans le construction explicite des vecteurs de Jordan intersecto-
riels (sections 4.6.1, 4.6.3 et 4.6.4).
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Abstract
We study finite loop models on a lattice wrapped around a cylinder. A sec-
tion of the cylinder has N sites. We use a family of link modules of the periodic
Temperley-Lieb algebra ETLPN(β, α) introduced by Martin and Saleur, and Gra-
ham and Lehrer. These extend the link modules V˜dN (standard modules) that are
labeled by the numbers of sites N and of defects d. Beside the defining parameters
β = u2 + u−2 with u = eiλ/2 (weight of contractible loops) and α (weight of non-
contractible loops), this family also depends on a twist parameter v that keeps track
of how the defects wind around the cylinder. The transfer matrix TN(λ, ν) depends
on an anisotropy parameter ν and the number λ that fixes the model. (The ther-
modynamic limit of TN is believed to describe a conformal field theory of central
charge c = 1− 6λ2/(π(λ− π)).)
The family of periodic XXZ Hamiltonians is extended to depend on this new
parameter v and the relationship between this family and the loop models is esta-
blished. The Gram determinant for the natural bilinear form on these link modules
is shown to factorize in terms of a linear map i˜dN between these link modules and
the eigenspaces of Sz of the XXZ models. This map is shown to be an isomorphism
for generic values of u and v and the critical curves in the plane of these parame-
ters for which i˜dN fails to be an isomorphism are given. The singular behavior of i˜
d
N
around critical points is shown to provide information about Jordan cells of loop
models. An explicit example for an infinite family is constructed.
Keywords : periodic Temperley-Lieb algebra, cylinder Temperley-Lieb algebra, af-
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fine Temperley-Lieb algebra, loopmodels, Gram determinant, Grammatrix, Hamil-
tonian XXZ, Jordan structure, indecomposable representations, standard modules,
Ising model, percolation, Potts models.
4.1 Introduction
Starting from the seminal work of Belavin, Polyakov and Zamolodchikov [16],
the description of conformal field theory has been rooted in the representation
theory of the Virasoro algebra. The Schramm-Loewner description of critical pheno-
mena, despite its enormous successes, has not provided an easy way to understand
the emergence of these representations. (Some efforts were devoted to this problem.
See for example [88].) How the Virasoro algebra appears through a limiting process
starting from finite lattice models remains an outstanding question of the field.
A while ago, Koo and Saleur [89] proposed a program to build the Virasoro
generators Ln starting from lattice models. This program is now being fleshed out
in a series of papers by Gainutdinov, Read and Saleur [90, 91] for the gl(1|1) spin
chain. Its extension to other models is even more ambitious and will likely require
new techniques in the representation theory of the periodic Temperley-Lieb algebra,
whose study has been launched byMartin and Saleur [92], Graham and Lehrer [93],
and Green and Erdmann [94, 95].
The XXZ Hamiltonians and loop models, with their natural link to Potts mo-
dels, provide a natural setting to study the emergence of the Virasoro algebra. Both
families of models can be formulated using an evolution operator, either a trans-
fer matrix or a Hamiltonian. The linear operators act on natural vector spaces (link
modules for the loop models and a tensor product of copies of C2 for the XXZs).
These vector spaces carry representations of the Temperley-Lieb algebra and the
evolution operator can be seen to be an element of this structure.
One of the key elements in identifying the Virasoro representations that may
appear in the limiting conformal field theory (CFT) is the Jordan structure of the
transfer matrix (or Hamiltonian) of the finite model. Since the generator L0 of the
Virasoro algebra usually arises from some scaling limit of these matrix or Hamil-
tonian, a non-trivial Jordan structure in them, if it survives the limiting process,
would rule out, as building blocks of the underlying CFT, highest-weight repre-
sentations where L0 acts diagonally. Many before us have argued that such Jordan
cells are a signature of logarithmic conformal field theories. If this is so, a better un-
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derstanding of these cells might also reveal physical observables that are genuinely
logarithmic, that is, observables that do not appear in usual CFT.
For specific boundary conditions, Pearce, Rasmussen and Zuber [45] showed
that, at least in a few specific cases, the transfer matrix of the loop models has Jor-
dan blocks. In [77] a general analysis of these transfer matrices for open boundary
conditions led to a precise criterion on the closed loop weight β = 2 cos λ (the cen-
tral charge is then c = 1 − 6λ2/(π(λ − π))) and the size of the lattice N for such
Jordan blocks to exist. In the case of the XXZ models, the algebra Uq(sl2) also acts
on the vector space and the presence of indecomposable representations of the latter
structure gave early in [35] a clear indication of non-diagonalizability of the Hamil-
tonians. It is clear that precise criteria for other models and boundary conditions
need to be proved.
In this paper we start putting together tools to study the loop models on the cy-
linder. It is first useful to survey the tools that were previously successful for other
boundary conditions. One of them is a central element of the Temperley-Lieb al-
gebra (called the braid transfer matrix in [45, 47] and FN in [77]) that appears as a
Fourier coefficient of the transfer matrix. Since this central element is non-diagonal
on certain representations, it allows one to identify some Jordan blocks of the trans-
fer matrix. Unfortunately, the analogous element in the periodic case turns out to
be diagonal on many of the representations of interest. One other tool is the ho-
momorphism, hereafter denoted by i˜dN, of some submodules of the loop models
into eigensubspaces of Sz used for the XXZ models. This will be particularly useful
in the periodic case because, for generic values of the parameters, this map turns
out to be an isomorphism of modules. This tool is intimately related to one other :
the Gram matrix. There is a bilinear form on link modules that is invariant under
the action of the Temperley-Lieb algebra. The Gram matrix represents this bilinear
form in the link state basis. The radical of this bilinear form, that is the set of vectors
that have a zero pairing with any other, is easily shown to be a submodule. It is
non-trivial if and only if the determinant of the Gram matrix vanishes [96, 64, 97].
Non-trivial Jordan structure are often related to the radical being non-zero and it
would be useful to know for which values of the parameters the Gram determinant
vanishes. However the map i˜dNwill soon appear to be a finer tool.
The Jordan structure of the transfer matrix is of course not the only relevant
property of this object. The transfer matrix can also be used in partition functions
to compute physical properties. For example periodic boundary conditions are of
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course relevant for a cylindrical geometry. Then winding properties of clusters as
they evolve along the cylinder should be somehow computable from this transfer
matrix. If the two ends of a finite cylinder are joined, the homotopy properties of
the clusters on the torus may also be considered [98, 99]. However the link modules
used to describe loop models (also known as standard modules) do not keep track
of the winding of loops. One way to circumvent this problem was proposed by
Richard and Jacobsen [55]. We propose here another one. We choose to use modules
[92, 93] that depend on one more parameter than the usual link modules. As will
be seen, the new parameter, called the twist parameter v, is related to the winding
of loops. Most results in this paper characterize this family of modules and the
homomorphism i˜dN.
The paper is organized as follows. Section 4.2 defines the periodic Temperley-
Lieb algebras, the transfer matrix for the loop models and the family of representa-
tions depending on a twist parameter. Section 4.3 extends the periodic XXZ Hamilto-
nians into a family that, like the representations, depends on one more parameter.
It is then possible to introduce a linear map i˜dN between link modules and the vec-
tor spaces upon which the XXZ Hamiltonians act. The factorization of the Gram
matrix in terms of the map i˜dN is proven there. Section 4.4 tackles the problem of
Jordan blocks between sectors of link modules, that is sectors characterized by dif-
ferent numbers of defects (see subsection 4.2.3 for the definition of defects). The
techniques used there were developed in [77] and do not require the homomor-
phism i˜dN. (The sections that follow are independent of it.) The rest of the paper is
aimed at probing Jordan cells within a given sector, one with a fixed number of de-
fects. Section 4.5 gives a new computation of the Gram determinant, one that leads
to the identification of the critical curves where the map i˜dN becomes singular. This
is where the proof that i˜dN is actually an homomorphism ends. Finally section 4.6
analyzes the behavior of the map i˜dN as a function of its parameters, in a neighbo-
rhood of a point on a critical curve. The information around such a point is shown
to provide explicit expressions for Jordan cells in an infinite family of loop models.
Though limited this example gives a glimpse of the power of these new tools.
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4.2 Periodic Temperley-Lieb algebras and loop models
4.2.1 Periodic Temperley-Lieb algebras
On a vertical cylinder, we draw N equidistant points (or entries) on each of two
parallel sections and label them 1 to N. A connectivity is a set of N curves connec-
ting points pairwise by non-intersecting curves. Two connectivities are equivalent
(or equal) if the curves of the first can be continuously deformed into those of the
second. Clearly a rotation of 2π/N of the cylinder maps a connectivity onto ano-
ther ; these two connectivities, the original and the rotated, are usually distinct as
their patterns of connections are then different.
Throughout this article we will depict connectivities by planar diagrams on a
periodic strip, as in the following
.
The leftmost point on the top and bottom slices bears the label 1, the rightmost the
label N. The cut along a line parallel to the cylinder axis that allows this planar
representation is depicted using dotted lines at x = 1/2 and x = N + 1/2. These
lines will be called imaginary boundaries.
A product between two connectivities c1 and c2 with N entries is now defined.
The product c1c2 is obtained by drawing c2 on top of c1 and connecting theN points
on the bottom of c2with those at the top of c1. The result is the connectivity obtained
from this new diagram, with a multiplicative factor of βnβαnα where nβ and nα are
respectively the numbers of contractible and non-contractible loops closed in the
process. For instance,
= α2β .
The two non-contractible loops, responsible for the factor α2, are drawn thicker
here. Because curves can wind around the cylinder indefinitely, the number of
connectivities is infinite.
DEFINITION 4.2.1 The algebra T LPN(β, α) is the vector space generated by connectivi-
ties and endowed with the product just defined and extended linearly to linear combinations
of connectivities. The unit in T LPN(β, α) is the connectivity that connects the point i on
the bottom to the point i on the top, for all i, with no winding.
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We now define an abstract algebra, the periodic Temperley-Lieb algebra. Note
that we use capital letters to denote it, instead of calligraphic ones for the algebra
of connectivities.
DEFINITION 4.2.2 The periodic Temperley-Lieb algebra TLPN(β) is the algebra generated
by a unit id and the generators ei, i = 1, ..., N, constrained by the following relations
e2i = βei,
eiej = ejei, for |i− j| > 1 (4.2.1)
eiei±1ei = ei.
The indices are understood to be taken, moduloN, in the range 1, ..., N, and therefore e0 ≡
eN and eN+1 ≡ e1.
DEFINITION 4.2.3 The enlargement of TLPN(β), denoted ETLPN(β), is generated by id,
the eis and two more generators,Ω and Ω
−1, satisfying (4.2.1) together with
ΩeiΩ
−1 = ei−1,
ΩΩ−1 = Ω−1Ω = id, (4.2.2)
(Ω±1eN)N−1 = Ω±N(Ω±1eN)
with, again, the indices i of the eis taken moduloN. The last relation can also be written as
eN−1...e1 = Ω
2e1 and e1...eN−1 = Ω
−2eN−1.
The generatorΩwill be referred to as the translation operator. The relations (4.2.1)
can be translated in terms of three generators of ETLPN(β),
e2N = βeN,
eNΩ
jeNΩ
−j = ΩjeNΩ
−jeN, for 2 ≤ j ≤ N− 2, (4.2.3)
eNΩ
∓1eNΩ±1eN = eN.
The identification of eN and e0 is simply ΩNeNΩ−N = eN. The algebra ETLPN(β) is
then just 〈eN, Ω,Ω−1〉 constrained by these relations. Finally a last algebra will be
used.
DEFINITION 4.2.4 ForN even, we define ETLPN(β, α) to be the quotient of ETLPN(β) by
the relation
EΩ±1E = αE, where E = e2e4...eN−2eN. (4.2.4)
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From this quotient, it also follows that FΩ±1F = αF, where F = e1e3e5...eN−1. Des-
pite this quotient, the algebra ETLPN(β, α) is still infinite as it contains the infinite
subalgebra 〈Ω〉. For N odd, we take no further quotient, but, for simplicity, we will
still write ETLPN(β, α) for the enlargement of the TLPN(β) algebra.
To each g ∈ ETLPN(β, α), we associate a connectivity c = φ(g) ∈ T LP(β, α) as
follows : to each generator we associate
φ(id) = . . . , φ(ei) = . . . . . .
i
,
φ(Ω) = . . . , φ(Ω−1) = . . . ,
and for any g =
∏
i fi a product of the generators of ETLPN(β, α) (with fi ∈ {e1, ...,
eN, Ω,Ω
−1}), we set φ(g) =
∏
iφ(fi), with the same product of diagrams defi-
ned for T LPN(β, α). One can verify that equations (4.2.1) and (4.2.2) are satisfied
if we replace ei, Ω and Ω−1 by φ(ei), φ(Ω) and φ(Ω−1). So φ : ETPLN(β, α) →
T LPN(β, α) is a homomorphism of algebras. It is clearly surjective as all genera-
tors of T LPN(β, α) have preimages. Moreover, Green and Fan [100] have shown
that φ is injective. In this sense, ETLPN(β, α) and T LPN(β, α) are isomorphic, and
throughout the rest of this paper wewill use ETLPN(β, α) to denote both the algebra
of connectivities and 〈eN, Ω,Ω−1〉/(relations (4.2.2), (4.2.3), (4.2.4)).
4.2.2 The loop transfer matrix TN(λ, ν)
DEFINITION 4.2.5 The loop transfer matrix TN(λ, ν) is an element of ETLPN(β, α) defi-
ned by
TN(λ, ν) =
N︷ ︸︸ ︷
ν ν ν
where the boxes are given by
ν = sin(λ− ν) + sinν = λ− ν ,
β = 2 cos λ, ν is the anisotropy and the leftmost and rightmost boxes are connected.
The loop transfer matrix, or simply transfer matrix, is related to the Fortuin-Kasteleyn
description of two-dimensional lattice models and has many crucial mathematical
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properties. (Several of the following properties were proved in a general context in
[63]. Proofs and discussion of these properties in a context similar to the present
one can be found in [45, 47]. The tie with lattice models is found in [52] or, for a
presentation similar to the one here, in [77] for example.)
(i) It satisfies the Yang-Baxter equation : [TN(λ, ν1), TN(λ, ν2)] = 0 for all ν1 and
ν2.
(ii) It satisfies a crossing-reflection symmetry : TN(λ, λ− ν) = R−1TN(λ, ν)Rwhere
R is the left-right reflection : ei = R−1eN−iR.
(iii) It is invariant under translation : [TN(λ, ν), Ω] = 0.
(iv) Its expansion around ν = 0 is
TN(λ, ν) ≃ Ω sinNλ [(1− νN cot λ)id+ νH/ sin λ] +O(ν2)
where
H =
N∑
i=1
ei. (4.2.5)
It is this transfer matrix whose properties we seek to elucidate. In many situations,
we shall have to settle for the simpler task of studying the linear termHwhich will
be called the Hamiltonian for loop models.
4.2.3 Link states and representations of ETLPN(β,α)
In the following, we will work with link representations of ETLPN(β, α) similar
to those introduced in [47]. They extend to the periodic case the link representations
of the (original) Temperley-Lieb algebra introduced for models on a strip [58, 64].
(See also [45, 77].)
Again N points (sometimes called entries) are aligned equidistant on a section
of a vertical cylinder. A link state w (or link pattern) is a graph where the N points
are either connected pairwise by non-intersecting curves or connected by a straight
line to +∞. The non-intersecting curves and half-lines are drawn above the section,
that is, on one side of it. A point connected to infinity will be called a defect and the
number of defects of a link state will usually be denoted by d. The set B˜N of link
states withN entries is naturally partitioned in the subsets B˜dNs of link states withN
entries and d defects (with N ≡ d mod 2), each containing ( N(N−d)/2) elements. The
vector spaces generated by B˜N and B˜dN are noted V˜N and V˜
d
N respectively.
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By convention, the elements of B˜N are ordered in ascending number of defects.
When drawn in the plane, entries are placed on the horizontal axis at points of
coordinates (1, 0), (2, 0), ..., (N, 0), and the diagram for link states is taken to be
periodic in the x direction with x + N ≡ x. The curves connecting the entries can
connect through the imaginary boundary line at x = 1/2 and x = N + 1/2. We will
call these curves boundary curves or boundary bubbles. Here are the three subsets B˜dN
for N = 4 :
B˜04 =
{
, , , , ,
}
, (4.2.6)
B˜24 =
{
, , ,
}
, B˜44 =
{ }
.
The sets BdN and BN, without “˜ ”, will refer to the subsets of B˜
d
N and B˜N containing
link patterns with no boundary curves (and similarly for VN and VdN, the vector
spaces they span). These form the sets of link states used for representations of the
(original) Temperley-Lieb algebra. We note that the set B˜dN corresponds to the set
of distinct link states used by Pearce, Rasmussen and Villani [47]. (We shall not use
their set of identified link states.)
DEFINITION 4.2.6 (THE MAP ωd : ETLPN(β, α)→ END(V˜dN)) Let c be a connectivity
in ETLPN(β, α) and w ∈ B˜dN. An action of the diagram c on w is defined by joining the N
entries of the link state w to the N top entries of c. The resulting link pattern is found by
reading the new connections at the bottom N points of c. The result is then multiplied by
the following factors : weights related to closed loops (a factor of β for each contractible loop
and one of α for each non-contractible one) and weights due to the lateral twist of defects.
These are computed as follows. First, if two defects are connected in the diagram cw, the
result is set to 0. Second, for each defect in w, a multiplicative factor of v∆ is added, where
∆ is the distance the defect has traveled toward the left, that is, its position in the original
state w minus its new one in the resulting cw. (Again, consecutive positions in w are at
distance of 1.) The constant v is the twist parameter. The map ωd is obtained by extending
this action linearly to all elements in ETLPN(β, α) and depends on v :ωd = ωd(v).
DEFINITION 4.2.7 (THE MAP ρ : ETLPN(β, α)→ END(V˜N)) The action of a connecti-
vity c is defined as for ωd except that defects may be connected. Consequently the number
of defects may stay the same or decrease. The multiplicative factors of α and β are computed
as forωd, but no powers of v is added (or v is set to 1).
Examples are useful in understanding the product just defined. Here are computa-
tions for ωd.
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= β2v−2
= 0
= α2β
In the first example, the first defect has ∆1 = 2 and the second ∆2 = −4, resulting
in an overall factor of v∆1+∆2 = v−2. As a last example, note that Ω shifts the link
pattern w one position to the left and therefore multiplies the resulting state by a
factor vd. Had we used the action of ρ instead, the results of the first and second
examples would have been β2 and β while that of the
third example would have remained unchanged.
PROPOSITION 4.2.1 ωd and ρ are representations of ETLPN(β, α).
We do not give the details of this proof as the verification is standard, though
tedious. It suffices to show that the defining relations (4.2.1), (4.2.2) and (4.2.4) hold
when acting on any link state w ∈ B˜dN. The relations (4.2.1) and (4.2.2) involve at
most four entries of the link state (except for the last one of (4.2.2)) so that, for these,
one may concentrate on the two, three or four connections changed. The other two
equations can also be seen to hold, and we leave the verifications to the reader. The
result is nevertheless non-trivial. Indeed, imposing that connecting defects give 0 is
essential, as the map ωd would not be a representation of ETLPN(β, α) otherwise.
For example,
e3e1
( )
= = v−2 = v−2
e1e3
( )
= = v2 = v2
192
Because e1e3 = e3e1 in ETLPN, N ≥ 4, this would not have been a representation.
This also means that, to define an action of the whole link space V˜N like that of ρ, the
twist v should solve some algebraic constraints, like the above v4 = 1. The choice
v = 1 works for all ETLPN.
The usefulness of the representation ωd with its twist parameter v stems form
the fact that ωd(ΩN) = vNd id and not simply id. It therefore allows one to keep
track of the winding number of Fortuin-Kasteleyn clusters along the cylinder, a
physical property that plays an important role in the mathematical description of
these models [98, 99, 38]. Another appropriate name for the parameter v would
have been the momentum parameter. IndeedΩ acts as a translation operator around
the cylinder, or a rotation operator. Clearly its eigenvalues are expressed in terms
of v and should be interpreted as the possible values of the momentum.
4.3 The loop transfermatrix and theHamiltoniansHXXZ
On the strip, the loop models are intimately related to another family of physi-
cally relevant ones. Both models are defined by an “evolution operator” : the trans-
fer matrix for the loop models and a Hamiltonian for the XXZmodels. Even though
the vector spaces upon which the evolution operators act do not have the same di-
mensions, they both carry a representation of the (original) Temperley-Lieb algebra.
Often properties of one of the models can teach us something about the properties
of the other and we therefore introduce in this section a similar relation between
loop models and the XXZ Hamiltonians on the cylinder.
4.3.1 An extended family of XXZ models
Instead of working with the full transfer matrix, we concentrate on the first non-
trivial term in its expansion around u = 0, given in (4.2.5) :H =∑1≤i≤Nei. Since the
usual XXZ Hamiltonians are maps of (C2)⊗N onto itself, we need to define a repre-
sentation of ETLP(β, α) on this vector space, or at least of TLPN(β). Then the XXZ
Hamiltonians will simply be H =
∑
1≤i≤N e¯iwhere e¯i are the matrices representing
the generators ei of ETLPN(β, α).
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We use the usual notation
σaj = id2⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1
⊗σa⊗ id2⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j
for 1 ≤ j ≤ N and a ∈ {x, y, z,+,−}, and we set σaN+1 ≡ σa1. The tensor product
contains N two-by-two matrices and σa is the j-th factor in this product. The ma-
trices e¯j ∈ End((C2)⊗N) are
e¯j =
1
2
(v2 + v−2
2
(σxjσ
x
j+1 + σ
y
jσ
y
j+1) +
v2 − v−2
2i
(σxjσ
y
j+1 − σ
y
jσ
x
j+1)
−
u2 + u−2
2
(σzjσ
z
j+1 − id) +
u2 − u−2
2
(σzj − σ
z
j+1)
)
= v−2σ−j σ
+
j+1 + v
2σ+j σ
−
j+1 − (u
2 + u−2)σ+j σ
−
j σ
+
j+1σ
−
j+1 + u
2σ+j σ
−
j + u
−2σ+j+1σ
−
j+1
(4.3.1)
= id2⊗ id2⊗ · · · ⊗ id2︸ ︷︷ ︸
j−1
⊗ e¯⊗ id2⊗ id2⊗ · · · ⊗ id2︸ ︷︷ ︸
N−j−1
with
e¯ =


0 0 0 0
0 u2 v2 0
0 v−2 u−2 0
0 0 0 0

 ,
where the allowed values for j are from 1 to N for the first two forms and from
1 to N − 1 for the last. The periodic XXZ Hamiltonian found in [35] also depends
upon a twist parameter (named eiϕ therein) which only enters in the definition of
first generator e¯N. We note however that a similarity transformation Oe¯iO−1, with
O = v
∑N
j=1 jσ
z
j , maps our generators to theirs if eiϕ = v2N.
If Sz = 1
2
∑
1≤i≤Nσ
z
i, it is clear from the second form that each e¯j commutes
with Sz. The matrices e¯j are not hermitian. But, when u and v are on the unit circle,
the first three terms of the first form in (4.3.1) are clearly hermitian. Only the term
1
2
(u2 − u−2)(σzj − σ
z
j+1) is not. Finally one can verify that these matrices satisfy the
relations (4.2.1), with e¯N+1 ≡ e¯1 and β = u2 + u−2. Therefore
PROPOSITION 4.3.1 The matrices e¯i, 1 ≤ i ≤ N, form a representation of TLPN(β =
u2 + u−2) for all v ∈ C×.
We shall often use the following parametrization for u and v : u = eiλ/2, v = eiµ.
When µ and λ are real, the Hamiltonian H = H(u, v) =
∑N
i=1 e¯i is therefore hermi-
tian, since the sum
∑
j(σ
z
j − σ
z
j+1) then vanishes. The usual XXZ model corresponds
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to the case v2 = 1 (for the case with boundary see for example [35] and also [101]
where the interplay between loop models and XXZ Hamiltonian has been exploi-
ted).
We finally introduce the matrices t±1 and Ω¯±1. The operators t and t−1 are left
and right translations around the cylinder. In the basis |x1, x2, ..., xN〉 where every
xi ∈ {+1,−1}, they act as
t |x1, x2, ..., xN〉 = |x2, x3, ..., xN, x1〉
t−1|x1, x2, ..., xN〉 = |xN, x1, x2, ..., xN−1〉
and satisfy t±1σaj = σ
a
j∓1t
±1. Then we define Ω¯±1 = v±2S
z
t±1. Because te¯j = e¯j−1t
and [v2Sz , e¯j] = 0, the first and second equations of (4.2.2), Ω¯e¯jΩ¯−1 = e¯j−1 and
Ω¯Ω¯−1 = Ω¯−1Ω¯ = id, are both satisfied. That
(Ω¯±1e¯N)N−1 = Ω¯±N(Ω¯±1e¯N) (4.3.2)
holds is far less trivial. Moreover, to check that the matrices e¯i and Ω¯±1 form a
representation of ETLP(β, α), we would have also to check that, when N is even,
E¯Ω¯±1E¯ = αE¯ (4.3.3)
for E¯ = e¯2e¯4e¯6...e¯N and some α = α(u, v). There might be a way to prove (4.3.2)
and (4.3.3) by direct computation. We prefer a more roundabout way. Let us denote
by X the map defined on the generators by ei 7→ e¯i and Ω± 7→ Ω¯±. This map is
a representation of TLPN(β) and satisfies also the two first relations in (4.2.2). In
section 4.5.5 we shall show that there exists an isomorphism i˜dN of vector spaces, for
generic values of u and v, between the XXZ and the link state representations that
intertwines the Ω and Ω¯ : i˜dN ◦ Ω±1 = Ω¯±1 ◦ i˜dN. It will then follow that equations
(4.3.2) and (4.3.3) are satisfied for all values of u and v and that X is a representation
of ETLPN(β, α) where the parameter α is equal to vN+ v−N. Thus v comes into play
both as a twist parameter and in the weight of non-contractible loops wrapping
around the cylinder.
4.3.2 The map i˜dN between link and spin states
Let w ∈ B˜dN be a link state containing n = (N − d)/2 bubbles and let ψ(w) =
{(p1, q1), (p2, q2), ..., (pn, qn)}, where the pis are positions where bubbles start and
the qis the positions where they end. The pis are chosen in the interval 1, ..., Nwhile
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the qis satisfy pi + 1 ≤ qi ≤ N+ pi − 1. In ψ(w), the pairs (pi, qi) are ordered such
that the pis increase, even though this will play no role.
DEFINITION 4.3.1 Let w ∈ B˜dN. We define the linear transformation i˜dN : V˜dN →
(C2)⊗N
∣∣
Sz=d/2
whose action on the basis elements of B˜dN is :
i˜dN(w) =
∏
(i,j)∈ψ(w)
T˜i,j|0〉 where T˜i,j = vj−iuσ−j + v−(j−i)u−1σ−i , (4.3.4)
and |0〉 = |+,+, . . . ,+ 〉 is the unique state with all spins up.
Some states have boundary bubbles, that is bubbles that cross the imaginary
boundaries at x = 1/2 and x = N + 1/2. This happens when a point i is connected
to a point j ≥ N+ 1. As usual we then use the convention that σ±j ≡ σ±jmodN.
PROPOSITION 4.3.2 For all c ∈ ETLPN(β, α) and all w ∈ V˜dN, i˜dN(cw) = X(c)i˜dN(w),
where β = u2 + u−2, α = vN + v−N, the twist parameter is v and the action on V˜dN is that
of the representationωd.
Once equations (4.3.2) and (4.3.3) have been established, this proposition will
simply state that i˜dN is an intertwiner between the representations ωd and X when
the parameters of ETLPN(β, α) are chosen to be β = u2 + u−2 and α = vN+ v−N.
PROOF It actually suffices to check that i˜dN(cw) = X(c)i˜
d
N(w) holds when c is one of
the generators ei,Ω orΩ−1, andw ∈ B˜dN. Let Y(w) =
∏
(m,n)∈ψ′(w) T˜m,n andψ
′(w) be
the part of ψ(w) that does not touch points i, i+ 1, j and k (see the diagrams below
for the meaning of these indices). We give below a list of relations that are sufficient
to establish the result. For each element of this list, we give the diagrammatic re-
lation and its algebraic counterpart to be checked explicitly. For the diagrammatic
relations, we draw in w only the positions that play a role in the verification. For
example, in the first, the check is for all vectors w whose positions i and i + 1 are
defects and, because ei acts only on these positions, they are the only ones drawn.
1) X
(
i
)
i˜dN(
i
) = i˜dN
(
i
)
= 0
→ e¯iY(w)|0〉 = 0,
2) X
(
i
)
i˜dN(
i
) = (u2+ u−2) i˜dN(
i
)
→ e¯iT˜i,i+1Y(w)|0〉 = (u2 + u−2) T˜i,i+1Y(w)|0〉,
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3) X
(
i j
. . .
. . .
)
i˜dN( . . .
i j
) = vi−ji˜dN(
i j
. . . )
→ e¯iT˜i+1,jY(w)|0〉 = vi−jT˜i,i+1Y(w)|0〉,
4) X
(
ij
. . .
. . .
)
i˜dN(
ij
. . . ) = vi+1−ji˜dN(
ij
. . . )
→ e¯iT˜j,iY(w)|0〉 = vi+1−jT˜i,i+1Y(w)|0〉,
5) X
(
. . .
. . .
. . .
. . .
i j k
)
i˜dN(
i j k
. . . . . . ) = i˜dN(
i j k
. . . . . . )
→ e¯iT˜i,kT˜i+1,jY(w)|0〉 = T˜i,i+1T˜j,kY(w)|0〉,
6) X
(
. . .
. . .
. . .
. . .
ij k
)
i˜dN( . . . . . .
ij k
) = i˜dN( . . . . . .
ij k
)
→ e¯iT˜j,iT˜i+1,kY(w)|0〉 = T˜i,i+1T˜j,kY(w)|0〉,
7) X
(
. . .
. . .
. . .
. . .
ij k
)
i˜dN( . . . . . .
ij k
) = i˜dN( . . . . . .
ij k
)
→ e¯iT˜j,i+1T˜k,iY(w)|0〉 = T˜i,i+1T˜j,kY(w)|0〉,
8) X
(
. . .
. . .
. . .
. . .
i
)
i˜dN( . . . . . .
i
) = (vN+ v−N)i˜dN( . . . . . .
i
)
→ e¯iT˜i+1,N+iY(w)|0〉 = (vN+ v−N)T˜i,i+1Y(w)|0〉,
9) X
(
. . .
)
i˜dN(w) = i˜
d
N
(
. . . w
)
→ Ω¯±1i˜dN(w) = i˜dN(Ω±1w).
A few observations are useful. First, if the four indices of T˜i,j and T˜k,l are distinct,
then these two linear maps commute. Second, because Y(w) commutes with e¯i and
with those T˜s with indices in {i, i + 1, j, k}, we can ignore it in our calculation. And
third, the usual σ+j σ
−
j |0〉 = |0〉 and σ+j |0〉 = 0 are keys in the computations to fol-
low. Because of the latter identities, the relation 1) is trivially satisfied. Under the
action of X, the number of defects is conserved, as it is in the representationωd. The
computations for the elements 2), 3) and 5) are
e¯iT˜i,i+1|0〉 =
(
uv−1σ−i + u
3vσ−i+1 + u
−1vσ−i+1 + u
−3v−1σ−i
)
|0〉
= (u2 + u−2)(uvσ−i+1 + (uv)
−1σ−i )|0〉 = (u2 + u−2)T˜i,i+1|0〉,
e¯iT˜i+1,j|0〉 = u−1v−j+i+1(v−2σ−i + u2σ−i+1)|0〉 = vi−jT˜i,i+1|0〉,
e¯iT˜i,kT˜i+1,j|0〉 =
(
(vk−iu)(v−(j−i−1)u−1)(v−2σ−i σ
−
k + u
2σ−kσ
−
i+1)
+ (v−(k−i)u−1)(vj−i−1u(v2σ−i+1σ
−
j + u
−2σ−i σ
−
j )
)
|0〉,
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=
(
uvσ−i+1(uv
k−jσ−k + u
−1v−(k−j)σ−j ) + (uv)
−1σ−i (uv
k−jσ−k + u
−1v−(k−j)σ−j )
)
|0〉
= T˜i,i+1T˜j,k|0〉,
and for 8), the link state w has a boundary bubble connecting positions i + 1 and
i+N and
e¯iT˜i+1,N+i|0〉 = (uvN−1(v2σ−i+1 + u−2σ−i ) + u−1v1−N(v−2σ−i + u2σ−i+1))|0〉
= (vN+ v−N)T˜i,i+1|0〉.
The proofs of 4), 6) and 7) are similar. For 9), from the definition of Ω¯±1, we have
Ω¯±1T˜i,j = v∓2T˜i∓1,j∓1Ω¯±1 and v±2S
z
|0〉 = v±N|0〉. In the subspace with d defects, the
number |ψ(w)| of pairs (pi, qi) in ψ is (N− d)/2 and
Ω¯±1i˜dN(w) = Ω¯
±1
( ∏
(i,j)∈ψ(w)
T˜i,j
)
|0〉 = v∓2|ψ(w)|
( ∏
(i,j)∈ψ(w)
T˜i∓1,j∓1
)
Ω¯±1|0〉
= v∓(N−d)v±N
( ∏
(i,j)∈ψ(w)
T˜i∓1,j∓1
)
|0〉 = i˜dN(Ω±1w),
as required. 
The proofs of equations (4.3.2) and (4.3.3) have been left out. To complete these,
we will show that i˜dN is an isomorphism between V˜
d
N and the eigenspace where S
z =
d/2, except for some critical values of u and v. Because the analogs of equations
(4.3.2) and (4.3.3) hold in the link state representation, then they will also hold in
the spin eigenspace since the previous proposition showed that i˜dn◦Ω±1 = Ω¯±1◦ i˜dN.
4.3.3 The factorization of the Gram matrix in terms of the map i˜dN
Let INd be the matrix of the transformation i˜
d
N expressed in the bases of link states
for the domain and of spin states for (C2)⊗N
∣∣
Sz=d/2
: {~x = |x1, ..., xN〉, xi ∈ {+1,−1}
and
∑
i xi = d}, so that i˜
d
N(w) =
∑
~x |~x〉(IdN)~x,w for the basis vector w ∈ B˜dN. The
matrix IdN is square of size
(
N
(N−d)/2
)
, and the linear map i˜dN is an isomorphism if
and only if detIdN 6= 0.
Letw1 andw2 be link states ∈ B˜N. The Gram diagramDG(w1, w2) is obtained by
taking the mirror image of w2 by a horizontal axis and by connecting the entries of
this state to those of w1.
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DEFINITION 4.3.2 The Gram product 〈·|·〉G : V˜N× V˜N→ C is a bilinear form defined on
w1 and w2 ∈ B˜N by
〈w1|w2〉G =
{
0 if inDG(w1, w2), two defects of w1 (or w2) are connected,
αnαβnβvnv otherwise,
where nβ and nα are respectively the numbers of contractible and non-contractible closed
loops in DG(w1, w2), and nv =
∑
l∆l where ∆l is the displacement (to the left) of defect l
of w1 connecting to another defect of w2. Of course, only one of nα or nv can be non-zero.
Thus, when w1 ∈ B˜d1N and w2 ∈ B˜d2N , 〈w1|w2〉G = 0 if d1 6= d2. The matrix of the
Gram product restricted to B˜dN is noted G˜dN. Here are a few examples.
1) w1 = , w2 = , DG(w1, w2) = , 〈w1|w2〉 = βv8,
2) w1 = , w2 = , DG(w1, w2) = , 〈w1|w2〉 = 0,
3) w1 = , w2 = , DG(w1, w2) = , 〈w1|w2〉 = α2β3.
For simplicity, we will sometimes denote 〈w1|w2〉G by the corresponding Gram
diagram. With this convention, example 3) becomes
= α2β3.
Here are some remarks on this bilinear form. First the Gram product verifies
〈w1|eiw2〉G = 〈eiw1|w2〉G for 1 ≤ i ≤ N and w1, w2 ∈ B˜N, where the eis act as
ωd(v) on the first entry of the bilinear form and as ωd(v−1) on the second. It is
then natural to define the adjoint u† of a word u = ei1 . . . eik−1eik in the genera-
tors as eikeik−1 . . . ei1 . With that definition, 〈w1|uw2〉G = 〈u†w1|w2〉G for all words
u and w1, w2. The second remark follows from the first : the radical of Gram bili-
near form RaddN = {w ∈ V˜dN|〈v|w〉G = 0, for all v ∈ V˜dN} is a subspace of V˜dN stable
under the action of ETLPN. Third the matrix G˜dN is symmetric for d = 0. For d > 0,
the Gram product is not symmetric but still satisfies 〈w1|w2〉G = 〈w2|w1〉G|v→v−1 for
w1, w2 ∈ B˜N. Finally it will be useful to consider the Gram matrix restricted to link
states in BdN. This matrix will be noted GdNwithout the “ ˜ ”.
The relation between IdN and the Gram product is given by the following propo-
sition.
THEOREM 4.3.3 Let QdN = (I
d
N(u, v
−1))TIdN(u, v). Then Q
d
N = G˜dN with β = u2 + u−2,
α = vN + v−N and twist parameter v.
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Note that the v−1 in (IdN(u, v
−1))T is consistent with the previous remark that G˜dN =
(G˜dN)T
∣∣
v→v−1 . Here is a simple example of this remarkable factorization for N = 4
and d = 0. The bases are ordered as
{ | + − + −〉, | + + − −〉, | − + + −〉, | − + − +〉, | + − − +〉, | − − + +〉 }
for the spin basis and as (4.2.6) for the link state basis. The matrices are
I04(u, v) =


u2v2 v2 v−2 u−2v−2 v−2 v2
0 u2v4 0 1 0 u−2v−4
1 0 u2v4 0 u−2v−4 0
u−2v−2 v−2 v2 u2v2 v2 v−2
1 0 u−2v−4 0 u2v4 0
0 u−2v−4 0 1 0 u2v4

 , G˜24 =


β2 β αβ α αβ β
β β2 α αβ α α2
αβ α β2 β α2 α
α αβ β β2 β αβ
αβ α α2 β β2 α
β α2 α αβ α β2

 .
(4.3.5)
The equality can be checked by doing the product (I04(u, v
−1))TI04(u, v) and replacing
in G˜24 the two variables α and β by v4 + v−4 and u2 + u−2 respectively. Clearly this
factorization is non-trivial.
PROOF We see QdN as an endomorphism of V˜
d
N whose matrix elements in the link
state basis are
(QdN)w1,w2 =
∑
~x
(IdN(u, v
−1))Tw1,~x(I
d
N(u, v))~x,w2 .
With the usual scalar product on spin states (〈s1s2 . . . sN|t1t2 . . . tN〉 =
∏
iδsi,ti for
si, ti ∈ {+1,−1}), matrix elements can be rewritten as
(IdN(u, v
−1))Tw1,~x = (I
d
N(u, v
−1))~x,w1 = 〈~x|
∏
(i,j)∈ψ(w1)
T˜i,j(u, v
−1)|0〉
= 〈0|
∏
(i,j)∈ψ(w1)
T˜Ti,j(u, v
−1)|~x〉,
and then
(QdN)w1,w2 =
∑
~x
〈0|
∏
(i,j)∈ψ(w1)
T˜Ti,j(u, v
−1)|~x〉〈~x|
∏
(k,l)∈ψ(w2)
T˜k,l(u, v)|0〉
= 〈0|
∏
(i,j)∈ψ(w1)
T˜Ti,j(u, v
−1)
∏
(i,j)∈ψ(w2)
T˜i,j(u, v)|0〉.
Notice that all the elements of the second product commute among each other, and
the same goes for those of the first. However, elements of the first product do not
commute with some elements of the second. More precisely, an element T˜i,j of the
first product does not commute with a T˜k,l of the second if {i, j} ∩ {k, l} 6= ∅. This
suggests to break down the above products into clusters, namely subsets of indices
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corresponding to connected components of the Gram diagram DG(w1, w2). Such a
cluster is the set of labels visited by one loop or one defect in the diagram. Then
(QdN)w1,w2 factors as a product over clusters :
(QdN)w1,w2 = 〈0|
nc∏
m=1
( ∏
(i,j)∈ψ(w1)∩cm
T˜Ti,j(u, v
−1)
∏
(k,l)∈ψ(w2)∩cm
T˜k,l(u, v)
)
|0〉,
where the cms are the clusters and nc is their number in DG(w1, w2). We want to
show that
(QdN)w1,w2 =
{
0 if defects of w1 or w2 are connected,
(vN+ v−N)nα(u2 + u−2)nβvnv otherwise,
(4.3.6)
where nα, nβ and nv have been defined in definition 4.3.2. To show this, we can
concentrate on a single cluster, say the one containing the point i, and simplify it
by removing pairs of indices recursively. More precisely, we proceed as in propo-
sition 4.3.2 : we identify local relations between the T˜s and T˜Ts that, if true, would
show that each cluster gives rise to its proper contribution in the final result of
(4.3.6). Here are these local relations where the u and v dependence of T˜i,j(u, v)
and T˜Ti,j(u, v
−1) has been removed and therefore Ti,j and TTi,j stand for T˜i,j(u, v) and
T˜Ti,j(u, v
−1) respectively.
1)
i j
= u2 + u−2 → TTi,jTi,j|0〉 = (u2 + u−2)|0〉,
2)
i j
= vN+ v−N → TTi,jTj,i+N|0〉 = (vN+ v−N)|0〉,
3)
i j
= 0 =
i j → TTi,j|0〉 = 0 = 〈0|Ti,j,
4)
i j k l
=
i j k l
→ TTj,kTi,jTk,l|0〉 ≃ Ti,l|0〉,
5)
i j k l
=
i j k l
→ TTi,jTi,lTj,k|0〉 ≃ Tk,l|0〉,
6)
i j k l
=
i j k l
→ TTk,lTi,lTj,k|0〉 ≃ Ti,j|0〉,
7)
i j k
= vi−k
i j k
→ TTi,jTj,k|0〉 = vi−k|0〉,
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8)
i j k
= vk−i
i j k
→ TTj,kTi,j|0〉 = vk−i|0〉,
9)
. . . = 1 → 〈0|0〉 = 1,
where ≃ means the equality holds modulo terms that will be 0 when the product
with 〈0| is computed. For instance, relation 4) is checked as follows
TTj,kTi,jTk,l|0〉 = (uvj−kσ+k + u−1vk−jσ+j )(uvj−iσ−j + u−1vi−jσ−i )(uvl−kσ−l + u−1vk−lσ−k)|0〉
= (uv2j−i−lσ−j + u
−1vi−lσ−i + uv
l−iσ−l + u
−1v2k−i−lσ−k)|0〉
= (Ti,l + uv
2j−i−lσ−j + u
−1v2k−i−lσ−k)|0〉 ≃ Ti,l|0〉
where, in the last step, we used the fact that in what remains of
∏
TT
∏
T , every-
thing commutes with σ−k and σ
−
j and 〈0|σ−j = 〈0|σ−k = 0. Relation 9) is trivial and the
seven others are proved in a similar fashion. Finally, we note that the case
i k l
does not need to be studied because there has to be a j (with i < j < k) for which
the diagram reads
i j k l
,
and then relation 6) (or rather its transpose) may be used first. In conclusion, in
calculating (QdN)w1,w2 , each cluster gives rise to a factor through relations 1), 2), 7)
and 8) that is equal to the factor obtained from the corresponding closed loop in the
Gram diagram and the proof is complete. 
From the previous proposition, det IdN(u, v)det I
d
N(u, v
−1) = det G˜dN. The compu-
tation of these determinants will be done in section 4.5, that of G˜dN leading naturally
to that of IdN. The latter will reveal when the map i˜
d
N is actually an isomorphism.
4.4 Jordan blocks between sectors of loop models
In this section, the action of the periodic Temperley-Lieb algebra on the space V˜N spanned
by all link states is that of representation ρ. The following sections are independent of the
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present one. The following notation will be used extensively :
Cn = cosnΛ, Sn = sinnΛ, with Λ = π− λ.
The double-row transfer matrixDN on the strip with open boundary conditions
was studied in [77] where Jordan blocks were shown to exist between VdN and V
d′
N
for specific values of β, N and pairs d, d ′. Although a proof is still missing, it is
believed that this double-row transfer matrix does not have Jordan blocks when
restricted to a given VdN. As opposed to the case with open boundaries, the transfer
matrix TN(λ, u) introduced in Definition 4.2.5 can have two types of Jordan blocks :
within a sector with a given number of defects d and between sectors with distinct
d and d ′. Jordan blocks of the transfer matrix between sectors may be seen only if
the action allows for an increase in the number of bubbles or, equivalently, for a
change in the number of defects. This is why the representation ρ, introduced in
Definition 4.2.7, will be used throughout this section.
In this section, we use the top Fourier coefficient fN of TN(λ, u) to study the Jor-
dan structure between sectors of TN(λ, u). We follow ideas developed in [77] and
use the following conventions. Let c ∈ ETLPN(β, α) and v,w ∈ B˜N. In a link pattern
v, a 1-bubble is a bubble that does not surround any other bubble and an n-bubble
one that contains at least one (n − 1)-bubble. The link state with N defects is noted
vN. A state with m bubbles is labeled by integers k1, ..., km, with 1 ≤ ki ≤ N, that
stand for midpoints of the bubbles that have to be closed (starting with k1, then k2,
...) to create the link state v. (Note that the kis actually label the edges between the
tiles of TN.) Such a state is denoted vNk1,...,km . The matrix element ρ(c)w,v will often
be denoted by 〈w|cv〉. (There should be no confusion with Gram products, denoted
by 〈.|.〉G.) Graphically, the exiting state w in ρ(c)w,v is depicted by dashed curves.
Restrictions of the matrix ρ(c) to V˜dN is noted by ρ(c)|d ; similarly ρ(c)|[d,d′] is the res-
triction to ⊕d′e=dV˜eN. Finally we shall be using the subspace UpTod = ⊕e≤dV˜eN (direct
sum of vector spaces). Under the action of the representation ρ, the subspaces V˜dN
are not stable, but the subspaces UpTod are.
DEFINITION 4.4.1 The element FN(Λ) ∈ ETLPN(β, α) is
FN(Λ) =
N︷ ︸︸ ︷
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where
= −ieiλ/2 lim
u→+i∞
1
sin(λ− u)
u = e−iΛ/2 + eiΛ/2
and Λ = π− λ.
FN(Λ) possesses two crucial properties [77]. First eiFN(Λ) = FN(Λ)ei for all 1 ≤ i ≤
N. Since [FN(Λ), Ω] = [FN(Λ), Ω−1] = 0, FN is in the center of ETLPN(β, α). Second
the transfer matrix TN(λ, u) can be expanded into a Fourier series : TN(λ, z+ λ/2) =∑N
k=−N fke
ikzwith the Fourier coefficients fk ∈ ETLPN(β, α). Then FN(Λ) = 2NfN.
The rest of the section is devoted to the study of Jordan cells in FN(Λ). In fact
lemma 4.1 and proposition 4.10 of [77] shows that, because of the commuting pro-
perty (i) of the transfer matrix TN (see paragraph 4.2.2), any Jordan cells in one of its
Fourier modes will be present in TN(λ, ν) for all but a finite set of values of ν.
PROPOSITION 4.4.1 In the representation ρ, the central element FN(Λ) acts as an upper
block-triangular matrix (in a basis ordered with increasing defect number) and its spectrum
can be read from its restrictions to the subspaces V˜dN :
ρ(FN(Λ))|d = 2Cd/2 id, for d > 0, and ρ(FN(Λ))|d=0 = α id.
PROOF The proof rests upon the deceivingly simple identity
= , (4.4.1)
that can be shown by expanding the two tiles. Thus the (n−d)/2 bubbles of anyw ∈
B˜dN pass through FN unchanged and the component of ρ(FN(Λ))w in V˜
d
N is along w
itself. Its coefficient 〈w|FN(Λ)w〉 is then 〈vd|Fd(Λ)vd〉. This constant is computed
diagrammatically
〈vd|Fd(Λ)vd〉 =
d︷ ︸︸ ︷
= eidΛ/2 + e−idΛ/2
= 2 cos
dΛ
2
.
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The case d = 0 is particular : all N/2 bubbles go through FN and a non-contractible
loop is created, giving rise to a factor of α. 
Because of the identity (4.4.1), all matrix elements of ρ(FN(Λ)) can be compu-
ted. Indeed, once the bubbles of a link state v ∈ B˜dN have been pushed through
FN, it remains only to compute Fdvd. It is thus sufficient to calculate the column of
ρ(Fs(Λ)) corresponding to the components of the vector Fsvs, for 0 ≤ s ≤ N and
N ≡ smod 2, that is, the elements 〈w|Fs(Λ)vs〉. Because Fs(Λ) has only one row of
boxes, any w with n-bubbles with n ≥ 2 has 〈w|Fs(Λ)vs〉 = 0.
LEMMA 4.4.2 Let vsk1,...,km ∈ B˜ds be a link state with only 1-bubbles centered at k1, . . . , km,
ki+1 > ki + 1 and ki ∈ [1, s] for all i. Then,
〈vsk1,...,km |Fs(Λ)vs〉 =
m∏
i=1
S(ki+1−ki−1)/2/S1/2
where km+1 = k1 +N.
PROOF As noted before, dashed segments (curves) under Fs(Λ) indicate that the
outgoing state must contain a defect (a bubble) at this position. Because Fs(Λ) has
only one row of tiles, the only way to close a bubble is to force both tiles adjacent
to the edge ki to draw a 1-bubble. With these remarks, the direct calculation of
〈vsk1,...,km |Fs(Λ)vs〉 is straightforward and yields
〈vsk1,...,km |Fs(Λ)vs〉 =
s︷ ︸︸ ︷
=
= A(N+ k1 − km)
m−1∏
i=1
A(ki+1 − ki)
where
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A(n) =
n︷ ︸︸ ︷
= ei(n−2)Λ/2 + ei(n−4)Λ/2
+ ei(n−6)Λ/2 + ...+ e−i(n−2)Λ/2
= e−i(n−2)Λ/2
n−2∑
j=0
eijΛ =
S(n−1)/2
S1/2
.

We now construct a basis of eigenstates of ρ(FN(Λ)). By the same argument as
before, it is sufficient to find the unique eigenstate ψs of ρ(Fs(Λ)) that has a non-
zero component in V˜ss. This vector has eigenvalue 2Cs/2. By convention, we choose
〈vs|ψs〉 = 1. In the next proposition, we calculate other components of ψs.
Jordan blocks between sectors occur only when Λ = πa/b with a ∈ Z, b ∈ Z×.
For the purpose of the next propositions, a genericΛ is π times any complex number
that is not a (real) rational number of the form a/b with gcd(a, b) = 1 and b ≤ N.
We shall note soon that this definition is too restrictive.
LEMMA 4.4.3 Let vsmm be the state ∈ B˜s−2ms with m concentric bubbles against the left
imaginary boundary and let Xsm = 〈vsmm |ψs〉. Then, for generic Λ, the components Xsm are
Xsm = (−1)
m
m∏
k=1
S(s+1−2k)/2
4S1/2Sk/2S(s−k)/2
, form = 0 up to
{
(s− 1)/2 for s odd,
(s− 2)/2 for s even,
(4.4.2)
Xss/2 =
(−1)s/2
α− 2Cs/2
s/2−1∏
k=1
S(s+1−2k)/2
4S1/2Sk/2S(s−k)/2
. (4.4.3)
PROOF Because Fs(Λ) commutes with the translation operatorΩ, the eigenstateψs
is invariant under translation. The component along vsmm of the equation Fs(Λ)ψ
s =
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2Cs/2ψ
s for the eigenvector ψs is then
2Cs/2X
s
m = 〈vsmm |Fs(Λ)ψs〉
= 〈vsmm |Fs(Λ)vsmm〉〈vsmm |ψs〉+ 〈vsmm |Fs(Λ)vsmm−1〉〈vsmm−1 |ψs〉
= 〈vs−2m|Fs−2m(Λ)vs−2m〉〈vsmm |ψs〉+ 〈vs−2m+21 |Fs−2m+2(Λ)vs−2m+2〉〈vsmm−1 |ψs〉
= 2Cs/2−m〈vsmm |ψs〉+A(s− 2m+ 2)〈vs(m−1)m−1 |ψs〉
= 2Cs/2−mX
s
m+
S(s−2m+1)/2
S1/2
Xsm−1.
To obtain the second equality, we have used the fact that the only two link states w
with non-zero contribution to 〈vsmm |Fs(Λ)w〉 are vsmm and vsmm−1 . And for the third
equality, the identity (4.4.1) allows for the removal of all bubbles entering Fs. Finally,
for the fourth, we used the invariance under translation of ψs to write 〈vs
mm−1
|ψs〉 =
〈vs
(m−1)m−1
|ψs〉. The result is a recurrence relation for Xsm :
Xsm = −
Xsm−1S(s−2m+1)/2
4S1/2Sm/2S(s−m)/2
which can be used, along with the initial condition Xs0 = 1, to complete the proof of
the first part. When s is even, 〈vs
(s/2)s/2
|Fs(Λ)v
s
(s/2)s/2
〉 = α and the recurrence relation
reads instead
2Cs/2X
s
s/2 = αX
s
s/2 + X
s
s/2−1
and the rest of the argument is identical. 
It is clear that the coefficients Xsm in (4.4.2) and (4.4.3) are valid as long as they
are finite for the value of Λ of interest. The definition of genericity for Λ should
therefore be partially relaxed to allow rational numbers a/b for which no zeroes
appear in the denominators of these expressions or, even better, to allow for rational
numbers such that the zeroes in the denominators are cancelled by those in the
numerators.
Calculating other components is also possible. However, the Xsms will be suffi-
cient to probe the Jordan structure of FN(Λ) and of TN.
LEMMA 4.4.4 For generic Λ, the eigenvector ψs satisfies eiψs = 0 for all i = 1, ..., s.
PROOF Because Fs(Λ)(eiψs) = eiFs(Λ)ψs = 2Cs/2eiψs, the vector eiψs is an eigens-
tate of Fs(Λ) with eigenvalue 2Cs/2. But eiψs ∈ UpTos−2 and, on this subspace, the
eigenvalues of Fs are 2Ck/2, 0 ≤ k ≤ s − 2, which are all different from 2Cs/2 for a
generic Λ. 
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DEFINITION 4.4.2 We define the linear transformation Ψd : V˜dN → UpTod whose action
on link states v ∈ B˜dN is given by the following rule. We first remove all bubbles of v and
then replace the d defects of v by the linear combination ψd. We finally reinsert the bubbles
in their original locations. The result is a linear combination of link states in UpTod. The
set of link states obtained by acting with Ψd on the states of B˜dN will be noted ΨB˜
d
N.
From the previous construction, ΨB˜dN is a basis of eigenvectors of FN(Λ) for ge-
neric Λ.
PROPOSITION 4.4.5 For Λ generic, the set ΨB˜dN is stable under ETLPN(β, α).
PROOF When ei acts on any state in ΨB˜dN, the result is always in ΨB˜
d
N. Indeed,
let w ∈ B˜dN and let consider the action of ei on Ψdw. Only three cases need to be
considered :
– If ei acts on two positions where w had defects, the result is zero by the pre-
vious lemma.
– If ei acts on one position where w had a defect and a bubble, the resulting
link state is simply Ψd(eiw) and one of the position where w had a defect has
moved.
– If ei does not act on any positions where w had defects, the result is still in
ΨB˜dN. Indeed the positions where w had defects are unchanged, but the pat-
tern of bubbles might be different, with a possible overall factor of β. Again,
eiΨ
d(w) = Ψd(eiw).

From the first case of the last proposition, any c ∈ ETLPN(β, α) has ρ ′(c)d,d′ = 0
for d 6= d ′, where ρ ′(c) is the matrix representing c in the basis ΨB˜dN. For Λ generic,
there are no Jordan blocks between sectors.
The next proposition proves the existence of Jordan blocks for some non-generic
values Λ. For this proof, we will denote γd the (unique) eigenvalue of ρ(FN(Λ))|d
(computed in proposition 4.4.1).
PROPOSITION 4.4.6 Let Λ (non-generic) and d1, ..., dn be integers such that 0 ≤ d1 <
... < dn ≤ N, N − di ≡ 0 mod 2 for i = 1, ..., n, γ ≡ γd1 = γd2 = ... = γdn and
A(d1+2), A(d1+4)..., A(dn) 6= 0. Then there is at least one Jordan cell of size n in FN(Λ)
connecting sectors d1, ..., dn.
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PROOF We are interested in the Jordan structure between sectors d1, d2, ..., dn, so
we restrict our study to ρ(FN)|[d1,dn]. In this matrix, some eigenvalues are (usually)
different from γ. We call them γi, i = 1, ...,m, and each appears in ni different
sectors. Because Jordan blocks can only occur between sectors, ρ(FN)|[d1 ,dn] satisfies
the polynomial equation
(ρ(FN− γ · id)|[d1,dn])n×
m∏
i=1
(ρ(FN− γi · id)|[d1,dn ])ni = 0.
To prove that a Jordan block of size n exists, we show that
ρ(G)|[d1,dn ] 6= 0 for G ≡ (FN− γ · id)n−1×
m∏
i=1
(FN− γi · id)ni ,
by computing one non-zero matrix element. Taking for simplicity N/2 < x < N,
we will show indeed that 〈vN
x(N−d1)/2
|GvN
x(N−dn)/2
〉 is non-zero. From its definition, G
is a polynomial in FN with degree (dn − d1)/2 and leading coefficient 1. Both the
initial and final states have been chosen to have only concentric bubbles, so each
application of FN adds one concentric bubbles and the only term contributing is
F
(dn−d1)/2
N :
〈vN
x(N−d1)/2
|GvN
x(N−dn)/2
〉 = 〈vN
x(N−d1)/2
|F
(dn−d1)/2
N v
N
x(N−dn)/2
〉
= 〈vdn
y(dn−d1)/2
|F
(dn−d1)/2
dn
vdn〉 with y = x − (N− dn)/2
=
(dn−d1−2)/2∏
i=0
〈vdn
yi+1
|Fdnv
dn
yi
〉 =
(dn−d1−2)/2∏
i=0
〈vdn−2iy−i |Fdn−2ivdn−2i〉
=
(dn−d1−2)/2∏
i=0
A(dn− 2i) =
(dn−d1−2)/2∏
i=0
S(dn−2i−1)/2
S1/2
6= 0.

In this proof, we used a starting state with only concentric bubbles, but in fact for
any initial state w1 in VdnN , one can find a state in w2 in V
d1
N such that 〈w2|Gw1〉 6= 0.
In general our numerical exploration shows that, whenever dn 6= N, there is more
than one Jordan blocks connecting the sectors dn and d1.
In the derivation of (4.4.2), we found that
Xdn
(dn−d1)/2
=
(dn−d1−2)/2∏
i=0
A(dn− 2i)∏
d=d1 ,d1+2,...,dn−2
(γdn − γd)
.
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The condition that A(d1+ 2), A(d1+ 4)..., A(dn) be non-zero is therefore equivalent
to requiring that Xdn
(dn−d1)/2
has a pole (γdn − γdi)
−1 for each di = d1, d2, ..., dn−1.
The constraint
∏(dn−d1−2)/2
i=0 A(dn − 2i) 6= 0 appears to be the simplest formula-
tion of the condition for Jordan blocks to appear, but it can be translated in terms of
constraints for N, d and Λ. The following corollary is obtained by first identifying,
for a given parity of N, the numbers n for which A(n) vanishes (for n ≡ Nmod 2)
and then selecting a maximal consecutive range of ns such that the A(n)s do not
vanish. The second step consists in choosing sectors d, d ′, d ′′, ... in this range that
share the same eigenvalue γd. Note that γd = γd′ if and only if (d ′ + d)Λ/4 or
(d ′ − d)Λ/4 is π times an integer.
COROLLARY 4.4.7 Let Λ = πa/b with a and b coprime integers. Then
(a) if N is even :
(i) a odd : A(n) with n an even integer is never zero. A given sector d, with 0 ≤
d ≤ 2b and d even, is coupled to all sectors 4bj − d, 4bj + d, for j ≥ 1, with at
least one high-rank Jordan block. The sector d = 0 also couples to these sectors if
α = 2Cd/2.
(ii) a even (and b odd) : A(n) with n even is zero if and only if n = (2s+ 1)b+ 1
for some integer s ≥ 0. Sectors can be tied in a Jordan cell if they are labeled by
even numbers in the range
[
(2s + 1)b + 1, (2s + 3)b + 1
[
for some fixed s ≥ 0.
In the above range, this occurs only for pairs (d, d ′) with d ′ = 4(s+ 1)b− d and
the Jordan cell is of rank 2. The sector d = 0 couples to the sector d ′ with a rank 2
Jordan cell if α = 2Cd′/2 and d
′ < b.
(b) if N is odd : A(n) with n odd is zero if and only if n = 2sb + 1 for some integer
s ≥ 0. Sectors can be tied in a Jordan cell if they are labeled by odd integers in the
range
[
2sb+ 1, 2(s+ 1)b+ 1
[
for some fixed s ≥ 0.
(i) a odd : all eigenvalues for the sectors in this range are distinct and there are no
Jordan blocks.
(ii) a even (and b odd) : In the above range, this occurs only for pairs (d, d ′) with
d ′ = 2(2s+ 1)b− d and the Jordan cell is of rank 2.
Of course a given sector can never couple to itself even when d = d ′.
4.5 The intertwiner i˜dN and its critical curves
All equalities involving det G˜dN or det IdN are valid up to a sign.
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The goal of this section is (partially) to finish the proof that the map i˜dN is a
ETLPN-homomorphism, therefore proving that it intertwines loop and spin repre-
sentations (theorem 4.5.6). But the crucial result of the section is theorem 4.5.5 which
gives the critical curves in the complex plane (u, v) where i˜dN stops being an isomor-
phism. As section 4.6 shall prove, only on these curves may the loop Hamiltonian
H have non-trivial Jordan cells. The identification of these critical curves amounts
to computing the determinant of i˜dN in some appropriate bases. We shall recover,
along the way, the determinant of the Gram matrix.
The computation of det G˜dN and det IdN is technical. Fortunately it is significantly
simplified by a change of bases. In this new basis, the determinant for the periodic
Grammatrix G˜dN can be seen to be related to that of the Grammatrix GdN for the open
boundary case, that is the restriction of G˜dN to BdN. For v = 1, the latter determinant
is already known (see for example [102] and [64]) :
detGdN =
(N−d)/2∏
k=1
(Sd+k+1/Sk)
dimVd+2kN (4.5.1)
where the following notation is used :
Sk = sin(kΛ), Ck = cos(kΛ), Λ = π− λ, β = −2C1
and, as usual, dimVdN =
(
N
(N−d)/2
)
−
(
N
(N−d−2)/2
)
. Section 4.5.1 is devoted to genera-
lizing this result for arbitrary values of v. In section 4.5.2, we show that an appro-
priate change of bases allows for the factorization of the Gram determinant in the
periodic case in terms of Gram determinants on the strip and factors Kd,r. The com-
putation of these new factors Kd,rwill be the following step. It will require treating
the subspaces with d = 0 and d > 0 separately, as non-contractible loops yield fac-
tors of α in the former, while in the latter defects are twisted, yielding powers of the
twist parameter v. We shall then be able to prove the following theorem (theorem
4.5.3) and characterize when i˜dN is singular (theorem 4.5.5).
THEOREM The determinant of the Gram matrices G˜dN are
det G˜0N =
N/2∏
k=1
(α2− 4C2k)
“
N
N/2−k
”
, (4.5.2)
and det G˜dN =
(N−d)/2∏
k=1
(4 cos2(µN) − 4C2k+d/2)
“
N
(N−d)/2−k
”
, when d > 0,
(4.5.3)
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where v = eiµ. Trivially, when d = N, det G˜NN = 1.
Formulas (4.5.2) and (4.5.3) have been proved in various contexts before. To our
knowledge, they first appeared in Martin and Saleur’s work [92] on the repre-
sentation theory of the full Temperley-Lieb algebra on a graph G. (The periodic
Temperley-Lieb corresponds to choosing the graph G to be the affine A^N.) Graham
and Lehrer [93] gave a full description of the representation theory of the periodic
Temperley-Lieb algebra (affine Temperley-Lieb algebra) within the context of cate-
gory theory. Their work provides detailed proofs and includes the formulas above.
Their affine cell representationWt,z is introduced as a functor between two catego-
ries. For a given n (ourN), their modulesWt,z(n) are related to ourωd, with their t
fixing our d. Their parameter z is tied to our parameter v, though the exact relation-
ship depends on d. Their proof is (very) different from ours. Chen and Przytycki
[103] recovered recently the case d = 0 in still another way. Clearly this result is
crucial and different proofs will bring into light different properties of the problem.
Ours rests upon the Wenzl-Jones projectors and underlines a remarkable property
of the Gram determinant for the (original) Temperley-Lieb to be proved next.
4.5.1 The Gram determinant on the strip
The goal of this section is to show that equation (4.5.1), which gives det(GdN) for
v = 1, actually holds for any value of the twist parameter. In fact, we will pursue an
even more ambitious goal. Let 〈·|·〉vG : VdN× VdN→ C, with v = (v1, v2, ..., vd), be the
bilinear form defined for w1, w2 ∈ BdN as
〈w1|w2〉vG =
{
0 if, in DG(w1, w2), defects of w1 (or w2) are connected,
αnαβnβ
∏
i v
∆i
i otherwise,
where now ∆i denotes the displacement, towards the left, of defect iwith the index
i labelling defects from left to right. Note that this new bilinear form coincides with
the usual one on VdNwhen d = 0. Becausew1 andw2 are in B
d
N, 〈w1|w2〉vG is non zero
only when defect i from w1 is connected to defect i of w2. In this section we show
that the determinant of the matrix Gd,vN of this bilinear form is independent of the
vis and therefore
detGd,vN = detGdN. (4.5.4)
The main tool will be the Wenzl-Jones projector (see [57, 67]).
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DEFINITION 4.5.1 For each 1 ≤ n ≤ N, the Wenzl-Jones projectorWJn ∈ ETLPN(β, α)
is defined asWJ1 = id and for n > 1 as
WJn =
1
1
1
1
1
1
2
2
2
2
2
3
3
3
3
n−2
n−2
n−1
where each box is
k = +
Sk
Sk+1
=
(−1)k
Sk+1
−kλ . (4.5.5)
The projectorWJn acts on n of the N positions of ETLPN. If these positions are cho-
sen to be 1 to n, thenWJn satisfies the three properties [57, 67, 60] :
(i) WJnei = eiWJn = 0 for n ≥ 2 and i = 1, 2, ..., n− 1.
(ii) (WJn)2 = WJn.
(iii) the reflection through a horizontal mirror of the diagram defining WJn is
equal to WJn. Equivalently WJn = (WJn)†. (See the definition of “†” before
theorem 4.3.3.)
(iv) WJn is also unchanged if the diagram defining the projector is reflected
through a vertical mirror. This follows from the unicity of the projector de-
fined by (i) and (ii), as proved for example in [60].
IfWJn is chosen to act on positions k to k+n−1 or, even, on a subset of {1, 2, . . . , N}
of n elements, then (ii), (iii) and (iv) still stand, but (i) then needs to be replaced
by the statement that any bubble joining neighboring positions on WJn gives zero
[45, 77]. The property (iii) implies that 〈v|WJnw〉G = 〈WJnv|w〉G for v,w ∈ V˜N.
Note that the projector WJ is defined only when none of the sine functions in the
denominators (equation (4.5.5)) vanish ; this requirement is clearly a condition on
Λ.
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To show equation (4.5.4), we partition BdN asW1∪W2 :W1 contains all link states
in BdN with a defect in first position, while W2 contains link states with a bubble
starting in first position. For N = 5, d = 1,
B15 =
{
,︸ ︷︷ ︸
W1
, , ,︸ ︷︷ ︸
W2
}
.
The next step is to replace the elements ofW2. To eachw ∈ W2, we do the following
manipulations : remove all arcs except the one in first position, apply a projector
WJd+1 on the d defects and on the right part of the arc in first position and, finally,
restore the (N − d − 2)/2 arcs into their original positions. We note by V(w) ∈ VdN
the resulting vector and by VW2 the new set.
Note that the action of the projectorWJ on the link states with d defects is that of
definition 4.2.6, but with d different twist parameters, one for each defect. Such an
action is a representation of the (usual) Temperley-Lieb algebra (generated by eis,
with i = 1, ..., N− 1, satisfying equation (4.2.1)). The proof of this claim is identical
to that of proposition 4.2.1. Again one can check that the relations (4.2.1) are always
satisfied (each involves at most four entries of the link state) and that a given defect
i is always associated with the same twist parameter vi, a property that is lost for
the periodic case.
For the above example, we get
VW2 =
{ 1
,
1
,
1 }
.
To compute the twist factor
∏
i v
∆i
i in a Gram diagram, one has to be cautious to
identify correctly the position of the defects. For example, the second element of
VW2 above will be a sum of two link states. The (only) defect is at position 1 in one
of the two link states (with an added factor v41) and at position 5 in the other (with
no factor added).
By construction, when Λ is chosen such that WJd+1 exists, the vector V(w) for
w ∈ W2 has the form w + w ′ for some w ′ inW1. ThereforeW1 ∪ VW2 is a basis of
VdN and the determinant of the change of bases is 1.
Our interest in this new basis is that forw1 ∈ W1 andw2 ∈ W2, 〈w1|V(w2)〉vG = 0.
Indeed, the entries at positions 2 toN− 1 in V(w2) are connected to d+ 1 entries of
aWJd+1 and (N−d− 2)/2 bubbles, while those ofw1 are connected to d− 1 defects
and (N − d)/2 bubbles. In DG(w1,V(w2)), two entries of the projector are tied by
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bubbles and the result is 0. The new Gram product 〈u1|w1〉vG between two states u1
andw1 inW1 is just the Gram product between states in Vd−1N−1 obtained from u1 and
w1 by removing the defect at the first position, and with v ′ = (v2, ..., vd).
The product 〈V(u2)|V(w2)〉vG for u2, w2 ∈ W2 can be seen to factor into a constant
Ld independent of v times 〈Y(u2)|Y(w2)〉v ′′G where Y(w) stands for the link states
in Bd+1N−1 obtained by removing the bubble connecting positions 1 and x, putting a
defect at x and removing position 1 altogether. The added defect is considered to
have i = 0, and we must impose v0 = 1 for the twist factor to be evaluated correctly,
so v ′′ = (1, v1, ..., vd). The vi dependence in the original 〈V(u2)|V(w2)〉vG is contained
in 〈Y(u2)|Y(w2)〉v ′′G . Finally, the constant Ld is given by
Ld =
d
d
d=
d−1
= −
Sd+2
Sd+1
= −
Sd+2
Sd+1
,
where, at the last step, the only configuration contributing has all tiles set to .
From the previous remarks, up to a sign, the Gram determinants obey the recursion
relation
det(Gd,vN ) = det(Gd−1,v
′
N−1 )×
(
Sd+2
Sd+1
)dimVd+1N−1
det(Gd+1,v ′′N−1 ). (4.5.6)
Two limiting cases are known :
detG0,vN = detG0N and detGN,vN = 1. (4.5.7)
The use of (4.5.6) lowers the bottom index N. Its repeated use will lead either to an
upper index d = 0 through the first term of the right side or to equal upper and
lower indices through its second term. Thus equations (4.5.6) and (4.5.7) determine
det(Gd,vN ) completely. The expression given in equation (4.5.1) satisfies all these and
must thus be the solution. Even though the matrices GdN explicitly depend upon the
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twist parameters vi, their determinants do not ! Again, for the previous example,
the Gram matrix is
G1,v5 =


β2 β βv−2 v−4 βv−4
β β2 v−2 βv−4 v−4
βv2 v2 β2 βv−2 v−2
v4 βv4 βv2 β2 β
βv4 v4 v2 β β2


and a direct computation gives
det(G1,v5 ) = (β2 − 1)4(β2 − 2) = (S3/S1)dimV
3
5 (S4/S2)
dimV55 .
4.5.2 The relation between the open and the periodic cases
DEFINITION 4.5.2 The subset B˜d,rN ⊂ B˜dN contains the link patterns that have precisely
r bubbles crossing the imaginary boundaries at x = 1
2
and x = N + 1
2
. Then B˜dN =
∪0≤r≤(N−d)/2B˜d,rN is a partition of B˜dN and V˜d,rN ⊂ V˜dN is the subspace spanned by B˜d,rN .
A bijection C between B˜d,rN and Bd+2rN is defined by identifyingw ∈ B˜d,rN to C(w) ∈ Bd+2rN
obtained by replacing the r boundary bubbles of w by defects, and leaving the rest of w
unchanged. When r = 0, C(w) = w.
From now on, the basis B˜dNwill be (partially) ordered in ascending order of r. Here
are examples of pairs w↔ C(w) :
C( ) = , C( ) = .
Wenow introduce a linear transformation U such that, in the newbasis {U(w), w ∈
B˜dN}, the Gram matrix is block-diagonal.
DEFINITION 4.5.3 The linear transformation U : V˜dN → V˜dN is defined by its action on
elements w of each B˜d,rN . If r > 0, U(w) is obtained by first removing all arcs of w that do
not cross the boundary, acting with WJd+2r on the r remaining bubbles and the d defects,
and then inserting back the bubbles that were first removed at their original positions. If
r = 0, U(w) = w.
Here is an example for w ∈ B˜4,18 :
U( ) =
5
.
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The Wenzl-Jones projector WJn is a product of terms of the form (id + eiSk/Sk+1)
and therefore its expansion contains words ei1ei2 . . . eiℓ in the (n − 1) first genera-
tors of ETLPN. The identity id, that is the empty word, occurs with a factor one. The
removal of the bubbles that do not cross the boundary in w ∈ B˜d,rN gives a state in
B˜d,rd+2r. But the non-empty words ei1ei2 . . . eiℓ cannot create new bubbles, they can
only move them around. So these words either act as zero or give, up to a constant,
a vector in B˜d,r
′
d+2rwith r
′ < r. Thus U(w) = w+w ′ where w ′ is a linear combination
of vectors in the B˜d,r′N s with r
′ < r. The matrix UdN representing the linear trans-
formation U in the basis B˜dN, ordered with increasing rs, is therefore upper block
triangular with identity matrices along the diagonal. For Λs where the projectors
WJ exist, the matrix U exists, is invertible and U(B˜dN) = {U(w)|w ∈ B˜dN} is a basis
of V˜dN. The matrix elements of U
d
N depend on β, through Λ, and on v. When N is
even and d = 0, some words of WJ may close non-contractible loops and α may
also appear.
Here are the new bases of the three V˜dN for N = 4 :
U(B˜04) =
{
, ,
1
,
1
,
1
,
3 }
,
U(B˜24) =
{
, , ,
3 }
, U(B˜44) =
{ }
.
The Gram matrix is much simpler in these new bases for the VdNs.
PROPOSITION 4.5.1 For w1 ∈ B˜d,r1N , w2 ∈ B˜d,r2N
〈U(w2)|U(w1)〉G = δr1,r2 Kd,r1 〈C(w2)|C(w1)〉vG, with Kd,r = 〈wd,r|WJd+2rwd,r〉G
(4.5.8)
wherewd,r is the (unique) link state ∈ B˜d,rd+2r and v = (1, ..., 1︸ ︷︷ ︸
r
, v, ..., v︸ ︷︷ ︸
d
, 1, ..., 1︸ ︷︷ ︸
r
).
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PROOF The only statesw3 that can potentially satisfy 〈w3|U(w1)〉G 6= 0 are those in
VdN. This is why w1 and w2 have been taken with the same number of defects.
What happens when we calculate explicitly 〈U(w2)|U(w1)〉G ? If r1 > r2, in the
Gram diagram,WJd+2r1 has more entries thanWJd+2r2 and some entries ofWJd+2r1
are necessarily connected pairwise by some (non-boundary) bubbles of the original
w2. From the property (i) of the WJ projector, the result is zero when r1 > r2, so
we restrict our study to r1 = r2 ≡ r. Two scenarios may occur for the diagram
DG(U(w2),U(w1)).
In the first, the bottom d + 2r points of the top projector are not all connected
to entries of the bottom projector. When this happens, the top WJ has some of its
N points connected to non-boundary bubbles and the result is 0, by the same ar-
gument used above for r1 6= r2. Under these conditions, 〈C(w2)|C(w1)〉vG vanishes.
Indeed, the bubbles connecting entry points of the Wenzl-Jones projector, say in
U(w1), now connect two defects of C(w1) inDG(C(w2), C(w1)) and the result is zero.
In the second scenario, the d + 2r entries of the top Wenzl-Jones projector coin-
cide with those of the bottom one. Then the pattern of contractible bubbles is the
same in DG(U(w2),U(w1)) and DG(C(w2), C(w1)) and the corresponding factors of
β are equal. Let us then concentrate on the d defects and r boundary bubbles of
each diagram. The d + 2r corresponding entries of the diagram DG(U(w2),U(w1))
start, from the top, as a state with d defects and r boundary bubbles, that is wd,r,
go through two copies of the Wenzl-Jones projector WJd+2r and then connect with
a second wd,r, as in the following example,
〈U( )|U( )〉G =
3
3
= 3 = v2 3 = v2K2,1,
where properties (ii) and (iii) of the WJ projector were used at the second equa-
lity. The product 〈U(w2)|U(w1)〉G is thus βnβv∆˜Kd,r for some ∆˜, and with Kd,r given
by
Kd,r = 〈wd,r|WJd+2rwd,r〉G.
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For a given configuration of the WJ projector, each defect i will contribute a factor
v∆˜i+∆
′
i to the total weight, where ∆˜i is the displacement of the defect i + r in the
diagram DG(C(w2), C(w1)) and ∆ ′i depends upon the configuration chosen for the
WJ projector. Defects 1 to r and d + r+ 1 to d + 2r in DG(C(w2), C(w1)) correspond
to boundary bubbles of the original diagram DG(U(w2),U(w1)) and must contri-
bute v0, which justifies our choice of v in 〈C(w2)|C(w1)〉vG. For example, the diagram
above has a twist factor of v2which is exactly the twist one finds in computing
〈C( )|C( )〉vG = 〈 | 〉vG = v2
with v = (1, v, v, 1) and where ∆˜1 = 2 and ∆˜2 = 0. The factor v
∑
i ∆
′
i will depend on
the choice of configuration of the projectorWJ andwill be accounted for in the com-
putation of Kd,r. This will be apparent in section 4.5.3. The product 〈U(w2)|U(w1)〉G
is thus given by Kd,r〈C(w2)|C(w1)〉vG, as given in the proposition. 
For d = 0, the dependence on α is hidden in the constant Kd,r, while for d > 0
both Kd,r and 〈C(w2)|C(w1)〉vG have a v dependence. The calculation of Kd,r will be
done in section 4.5.3. But we can already sum up the simplification afforded by the
new basis.
COROLLARY 4.5.2
det G˜dN =
(N−d)/2∏
r=0
det(Gd+2rN )KdimV
d+2r
N
d,r (4.5.9)
PROOF For the proof, we calculate the matrix ΓdN = (U
d
N)
TG˜dNUdN, whose matrix
elements are given by
(ΓdN)w1,w2 = 〈U(w2)|U(w1)〉G.
Because UdN is upper triangular and has only 1s on the diagonal, det G˜dN = det ΓdN.
In the previous proposition, we have found ΓdN|V˜d,rN = Kd,rGd+2r,vN . But detGd+2r,vN is
independent of v and given by (4.5.1), and this completes the proof. 
Again examples are useful :
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Γ04 =


0 0 0 0
0 0 0 0
0 0
1
1
1
1
1
1
0
0 0
1
1
1
1
1
1
0
0 0
1
1
1
1
1
1
0
0 0 0 0 0
3
3


=


β2 β 0 0 0 0
β β2 0 0 0 0
0 0 βK0,1 K0,1 0 0
0 0 K0,1 βK0,1 K0,1 0
0 0 0 K0,1 βK0,1 0
0 0 0 0 0 K0,2


Γ24 =


0
0
0
0 0 0
3
3


=


β v−2 0 0
v2 β v−2 0
0 v2 β 0
0 0 0 K2,1

 , Γ44 = (1)
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with K0,1 = 1 , K0,2 = 3 , K2,1 = 3 .
The next section is devoted to the computation of Kd,r.
4.5.3 The factor Kd,r
We construct recursion relations for Kd,r and use them to find their values. For
d = 0, K0,r satisfies the relation
K0,r = K0,r−1(α
2− 4C2r)
S2r
S2rS2r−1
(4.5.10)
To show this, we sum over all configurations of the top diagonal row. Many of
these have weight 0. All configurations with give 0 from property (i) of the WJ
projector. Also, the top entries of the WJ2r are of two types : those connected to
the boundary at x = N + 1/2 and those connected to the boundary at x = 1/2.
Configurations with connecting two entries of the same type also give 0. In the
end, only two configurations have non-zero contribution :
K0,r =
2r−1
=
Sr
S2r
+ 1
In the first term, a non-contractible loop is closed and a factor of α is added. Sum-
ming over the lower diagonal row and using the same arguments as before gives a
unique contribution, and the result is
α
S2r
S2rS2r−1
2r−3
= α2
S2r
S2rS2r−1
K0,r−1.
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In the second term, we use property (iv) of theWJ projector and find
2r−2
=
2r−2
= −
S2r
S2r−1
2r−3
= −
S2r
S2r−1
2r−3
= −
S2r
S2r−1
K0,r−1
where we used
k = −
Sk+2
Sk+1
to obtain the second equality. This concludes the proof of equation (4.5.10). One can
compute the initial condition K0,1 = (α2− 4C21)
S1
S2
and find, finally,
K0,r =
r∏
k=1
S2k
S2kS2k−1
(α2− 4C2k) =
r∏
k=1
Sk
Sr+k
(α2− 4C2k). (4.5.11)
The case d > 0 depends on the twist parameter v = eiµ of which we must keep
track when writing the recurrence relation
Kd,r = Kd,r−1(4 cos2µN− 4C2r+d/2)
SrSr+d
S2r+dS2r+d−1
. (4.5.12)
The steps are otherwise similar to those of the case d = 0 :
Kd,r =
2r+d−1
=
Sr
S2r+d
+
Sr+d
S2r+d
+ 1 . (4.5.13)
Top entries of the projector are of three types : besides the left and right boundary
bubbles encountered before, they can also be connected to defects. Whenever
connects two entries of the same type, the result is 0 as before. The connections of
the first and second term of (4.5.13) are identical, but the weight due to the twist in
the defects is not and remains to be computed. When computing twist factors, we
must not forget that the original diagram hasN positions and that contractible loops
can be present between the entries of the projector WJ. The first diagram provides
222
a good example. Entries of the projectorWJ are labeled by integers i = 1, . . . , 2r+d
(defects occupy positions r+ 1 to r+ d) and correspond to some positions pi in the
original diagram. In (4.5.13), the (d − 1) leftmost defects entering the projector WJ
all connect two positions to the right of their entry point, so their contribution to
the twist factor is vpi−pi+2 , for i = r + 1, ..., r + d − 1. The rightmost defect enters
from the top at position r+d, moves right across the imaginary boundary, and then
connects at position r + 2. Because the original diagram has N positions, this last
defect contributes vpr+d−(N+pr+2). The total twist weight of the d defects of this first
diagram sums to v−(N+δ), with δ = pr+d+1−pr+1. Each defect of the second diagram
has the same entry and exit points, except for the leftmost defect that wraps around
in the left direction. This defect gives the only contribution to the second diagram,
namely v(N−δ). With these twist weights, contributions of the first and second dia-
grams combine and give
v−δ
(
vN
Sr+d
S2r+d
+ v−N
Sr
S2r+d
)
︸ ︷︷ ︸
A
2r+d−2
= A


Sr+d
S2r+d−1
2r+d−3
+
Sr
S2r+d−1
2r+d−3


= v−δ
(
vN
Sr+d
S2r+d
+ v−N
Sr
S2r+d
)
vδ
(
v−N
Sr+d
S2r+d−1
+ vN
Sr
S2r+d−1
)
Kd,r−1
=
4 cos2(µN)SrSr+d+ (2Cr+d/2Sd/2)2
S2r+dS2r+d−1
Kd,r−1,
where we have summed over configurations of the lower diagonal row and com-
puted twist weights as explained earlier. The last term in (4.5.13) can be seen to give
−(S2r+d/S2r+d−1)Kd,r−1 by the same argument as the one given for d = 0. A simple
exercise using trigonometric functions shows that the two contributions sum up to
equation (4.5.12). Because the vδs have cancelled out, Kd,r is independent of the po-
sitions of the contractible loops of the original diagram. With the initial condition
Kd,0 = 1, we find
Kd,r =
r∏
k=1
SkSk+d
S2k+dS2k+d−1
(4 cos2(µN) − 4C2k+d/2) =
r∏
k=1
Sk
Sr+d+k
(4 cos2(µN) − 4C2k+d/2).
(4.5.14)
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4.5.4 The determinant of the Gram matrix
The purpose of the previous paragraph was to compute the constants Kd,r. Note
that the result (4.5.14) for Kd,r gives the expression (4.5.11) for K0,r when d is set to
zero and 2 cosµN is replaced by α.
PROPOSITION 4.5.3 The determinant of the Gram matrix is
det G˜dN =
(N−d)/2∏
k=1
(α2− 4C2k+d/2)
„
N
N−d
2
−k
«
=
(N−d)/2∏
k=1
(〈k − d/2〉〈k+ d/2〉)
„
N
N−d
2
−k
«
(4.5.15)
where α = 2 cos(µN) for d > 0 and, in the second form, 〈x〉 = qxvN − q−xv−N with
v = eiµ and q = e−iΛ.
PROOF The results of the previous section are
Kd,r =
∏r
i=1Si∏2r+d
j=r+d+1Sj
r∏
k=1
(α2 − 4C2k+d/2)
where, for d > 0, α stands for 2 cosµN. Using (4.5.1) and (4.5.9), we get
det G˜dN =
(N−d)/2−1∏
r=0
(N−d)/2−r∏
k=1
(Sd+2r+k+1/Sk)
dimVd+2r+2kN
×
(N−d)/2∏
r=1
(
r∏
i=1
(Si/Sr+d+i)
r∏
k=1
(
α2 − 4C2k+d/2
))dimVd+2rN
.
The factors of the form (α2 − 4C2k+d/2) yield
(N−d)/2∏
r=1
r∏
k=1
(α2 − 4C2k+d/2)
dimVd+2r
N =
(N−d)/2∏
k=1
(N−d)/2∏
r=k
(α2− 4C2k+d/2)
dimVd+2r
N
=
(N−d)/2∏
k=1
(α2− 4C2k+d/2)
∑(N−d)/2
r=k dimV
d+2r
N
=
(N−d)/2∏
k=1
(α2− 4C2k+d/2)
dim V˜d+2kN
=
(N−d)/2∏
k=1
(α2− 4C2k+d/2)
“
N
(N−d)/2−k
”
.
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Thus one must show that the rest is 1. For this, the order of products is inverted in
each of the subfactors :
(N−d)/2∏
r=1
r∏
i=1
S
dimVd+2rN
i =
(N−d)/2∏
i=1
S
∑(N−d)/2
r=i dimV
d+2r
N
i ,
(N−d)/2∏
r=1
2r+d∏
j=r+d+1
S
dimVd+2rN
j =

(N+d)/2∏
j=d+2
j−d−1∏
r=⌈(j−d)/2⌉
S
dimVd+2rN
j


×

 N∏
j=(N+d)/2+1
(N−d)/2∏
r=⌈(j−d)/2⌉
S
dimVd+2rN
j


=

(N+d)/2∏
j=d+2
S
∑j−d−1
r=⌈(j−d)/2⌉
dimVd+2r
N
j



 N∏
j=(N+d)/2+1
S
∑(N−d)/2
r=⌈(j−d)/2⌉
dimVd+2r
N
j

 ,
(N−d)/2−1∏
r=0
(N−d−2r)/2∏
k=1
S
dimVd+2r+2k
N
d+2r+k+1 =
(N−d)/2−1∏
r=0
(N+d)/2+r+1∏
k′=2r+d+2
S
dimV2k
′−2r−d−2
N
k′
=

(N+d)/2∏
k=d+2
⌊(k−d−2)/2⌋∏
r=0
S
dimV2k−2r−d−2
N
k



 N∏
k=(N+d)/2+1
⌊(k−d−2)/2⌋∏
r=k−1−(N+d)/2
S
dimV2k−2r−d−2
N
k


=

(N+d)/2∏
k=d+2
S
∑⌊(k−d−2)/2⌋
r=0
dimV2k−2r−d−2
N
k



 N∏
k=(N+d)/2+1
S
∑⌊(k−d−2)/2⌋
r=k−1−(N+d)/2
dimV2k−2r−d−2N
k


=

(N+d)/2∏
k=d+2
S
∑k−d−1
s=⌈(k−d)/2⌉dimV
d+2s
N
k



 N∏
k=(N+d)/2+1
S
∑(N−d)/2
s=⌈(k−d)/2⌉
dimVd+2sN
k

 ,
(N−d)/2−1∏
r=0
(N−d−2r)/2∏
k=1
S
dimVd+2r+2kN
k =
(N−d)/2∏
k=1
(N−d)/2−k∏
r=0
S
dimVd+2r+2kN
k
=
(N−d)/2∏
k=1
S
∑(N−d)/2−k
r=0 dimV
d+2r+2k
N
k =
(N−d)/2∏
k=1
S
∑(N−d)/2
s=k dimV
d+2s
N
k .
It is then clear that everything cancels out. 
The second form of the determinant (4.5.15) shows that its zeroes all lie on curves
q2xv2N = 1 and that the structure of the action ωd depends only on the twist para-
meter through its 2N-th power. This is related to the observation made at the end
of section 4.3.1 that the two actions on the XXZ models defined
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tied by their parameters as eiϕ = v2N. The theorem 4.5.6 to be proven in the next
section will go further in showing that these two actions are generically isomorphic
to that ofωd on V˜dN.
4.5.5 The determinant of IdN(u, v)
In theorem 4.3.3, we found that det IdN(u, v)det I
d
N(u, v
−1) = det G˜dN with β =
u2 + u−2, α = vN + v−N and with v as the twist parameter. In this section, we show
how to calculate det IdN(u, v).
We first introduce paths and the height function. The set PNy of paths with end-
point y is the set of ~x = {x1, x2, ..., xN}, where each step xi is either+1 or−1 and such
that
∑N
i=1xi = y. The height H(~x) of a path ~x is H(~x) =
∑N
j=1hj with hj =
∑j
i=1xi.
ClearlyH(~x) = (N+ 1)y−
∑N
j=1 jxj. There are two natural bijections between B˜
d
N on
the one hand and PNd or P
N
−d on the other hand. (See figure 4.1 for an example.) If
w ∈ B˜dN, then B±(w) is the path ~x = {xi, 1 ≤ i ≤ N} where xi is +1 if a bubble starts
at i in w, and −1 if a bubble ends at i. Finally, if position i is a defect, then xi = +1
in B+(w) and −1 in B−(w). When d = 0, B+(w) = B−(w) ≡ B(w). The fact that both
B± are bijections is straightforward.
B+
B−
FIGURE 4.1 – A depiction of the two bijections for a link state with N = 12, d = 2
and r = 2. The link state w has ψ(w) = {(2, 3), (6, 9), (7, 8), (11, 16), (12, 13)},∑
(i,j)∈ψ(w) j− i = 11, H(B+(w)) = −2 and H(B−(w)) = −24.
LEMMA 4.5.4 Letw ∈ B˜d,rN . Then
∑
(i,j)∈ψ(w)(j− i) =
1
2
(
H(B+(w))+H(B−(w)))+Nr.
PROOF We start by considering the case d = 0. When r = 0, every i and j forming
a pair (i, j) ∈ ψ(w) are in the range 1, ..., N. A bubble that closes at position +j
(i.e. xj = −1) contributes j to the sum −
∑
ixi, and one that opens at j (xj = +1)
contributes −j. Therefore H(~x) =
∑
(i,j)∈ψ(w)(j − i). Whenever r > 0, some bubbles
close at positions j ≥ N and contribute j to∑(i,j)∈ψ(w)(j− i) but only j−N to H(w).
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For every one of these r bubbles, we must add to −
∑N
j=1 jxj a factor of N, which
yields the correct result.
For d > 0 and r = 0, the
∑
(i,j)∈ψ(w)(j− i) has contribution jwhen a bubble closes
at j, −jwhen a bubble opens at j, and 0when there is a defect at position j. This sum
is therefore −
∑
j jyjwhere ~y = (y1, y2, ..., yN) is a not a path of P
N
d or P
N
−d, but rather
the yjs are in {1, 0,−1} and obtained fromw by setting yj = +1 or −1when a bubble
starts or ends at j, and 0when a defect is at position j. In fact, ~y = 1
2
(B+(w)+B−(w))
does this exactly. Finally, generalizing to r > 0 is no harder than in the case d = 0. 
THEOREM 4.5.5 The determinant of the linear map i˜dN, expressed between the vectors of
B˜dN and the spin basis, is, up to a sign,
det IdN(u, v) =
(N−d)/2∏
k=1
(
2i sin
(
Λ(k+ d/2) − µN
))„ N
N−d
2
−k
«
=
(N−d)/2∏
k=1
〈k+d/2〉
„
N
N−d
2
−k
«
(4.5.16)
where v = eiµ, u = eiλ/2 and Λ = π − λ and, in the second form, q = e−iΛ and 〈x〉 =
qxvN − q−xv−N.
PROOF The Gram determinant allows for the following factorization :
det G˜dN =
(N−d)/2∏
k=1
(
2i sin
(
Λ(k+ d/2) − µN
))„ N
N−d
2
−k
«
×
(N−d)/2∏
k=1
(
2i sin
(
Λ(k+ d/2) + µN
))„ N
N−d
2
−k
«
and the proposition is that det IdN(u, v) is the first product and det I
d
N(u, v
−1) the
second. This is compatible with the symmetry v↔ v−1 that corresponds to µ↔ −µ.
In fact, det IdN(u, v) is a polynomial in u and v (and their negative powers), and for
each sin(Λ(k + d/2) + µN) sin(Λ(k + d/2) − µN), one factor must contribute to
det IdN(u, v) and the other to det I
d
N(u, v
−1). To understand how they are distributed,
we look at the u, v→∞ limit. From (4.3.4), we find, in this limit,
i˜dN(w)→ ( ∏
(i,j)∈ψ(w)
vj−iuσ−j
)
|0〉 = u|ψ(w)|v
∑
(i,j)∈ψ(w)(j−i)(
∏
(i,j)∈ψ(w)
σ−j )|0〉.
It is easy to show that there is a one-to-one correspondence between states of the
form (
∏
(i,j)∈ψ(w)σ
−
j )|0〉 and the link states |w〉 ∈ B˜dN. Therefore, up to sign,
det IdN −→
u,v→∞
∏
w∈B˜dN
u|ψ(w)|v
∑
(i,j)∈ψ(w)(j−i) = uX1vX2 ,
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with X1 =
∑
w∈B˜dN
|ψ(w)| = |B˜dN|
N− d
2
=
(
N
N−d
2
)
N− d
2
= N
(
N− 1
N−d
2
− 1
)
(4.5.17)
and X2 =
∑
w∈B˜d
N
∑
(i,j)∈ψ(w)
(j− i) =
(N−d)/2∑
r=0
∑
w∈B˜d,r
N
(
1
2
(
H(B+(w)) +H(B−(w)))+Nr)
=
(N−d)/2∑
r=0
Nr|B˜d,rN | =
(N−d)/2∑
r=0
Nr|Bd+2rN |
=
(N−d)/2∑
r=0
Nr
((
N
N−d
2
− r
)
−
(
N
N−d
2
− r− 1
))
=
(N−d)/2−1∑
s=0
N
(
N
s
)
(4.5.18)
where, for X2, the second equality follows from lemma 4.5.4. For the third, we used
the fact that ∑
w∈B˜d
N
(H(B+(w)) +H(B−(w))) = 0. (4.5.19)
Indeed, in terms of paths, this sum can be rewritten as
∑
~x∈PNd ∪PN−d H(~x). The sum is
thus over all paths using edges drawn in Figure 4.2, a step in the north-east (south-
east) direction corresponding to a positive xi (negative xi). Paths in PNd reach the
upper dot, those in PN−d the lower one. Because the shaded domain is symmetric
under a horizontal mirror, each path ~x ∈ PNd has a partner −~x ∈ PN−d such that
H(~x) + H(−~x) = 0 and the sum is 0. We now compare this result with the limiting
behavior of the proposed det IdN(u, v). For u, v→∞,
det IdN(u, v) =
(N−d)/2∏
k=1
(u2k+dvN− (−1)du−2k−dv−N)
„
N
N−d
2
−k
«
−→
u,v→∞ uX
′
1vX
′
2 ,
up to a sign. The constants X ′1 and X
′
2 are
X ′1 =
(N−d)/2∑
k=1
(2k+d)
(
N
N−d
2
− k
)
, X ′2 =
(N−d)/2∑
k=1
N
(
N
N−d
2
− k
)
=
(N−d)/2−1∑
s=0
N
(
N
s
)
.
X ′2 already coincides with X2 and a simple exercise with combinatorial coefficients
shows that X1 and X ′1 are also identical. Any other choice of distribution of the fac-
tors sin(Λ(k + d/2) ± µN) between IdN(u, v) and IdN(u, v−1) would have changed
either X ′1, X
′
2 or both, and the choice in (4.5.16) is the only possible one. 
Let u = eiλ/2 and v = eiµ be fixed. A pair (N, d) is critical if it belongs to
{(N, d) | sin(Λ(k+ d/2) − µN) = 0 for some k, 1 ≤ k ≤ (N− d)/2} .
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N
d
N−d
2
FIGURE 4.2 – The domain containing all paths in the sum (4.5.19).
Clearly the criticality of (N, d) depends on µ and λ = π − Λ and the matrix IdN (or
the map i˜dN) is singular if and only if (N, d) is critical. Equivalently the map i˜
d
N(q, v)
is singular if and only if the point (q, v) lies on one of the critical curves defined by
〈k+ d/2〉 = qk+d/2vN− q−(k+d/2)v−N = 0, 1 ≤ k ≤ (N− d)/2.
THEOREM 4.5.6 Let u = eiλ/2 and v = eiµ be fixed. The map X : ETLPN(β, α) →
End((C2)⊗N) defined by ei 7→ e¯i andΩ±1 7→ Ω¯±1 is a representation of ETLPN(β, α)with
β = u2 + u−2 and α = vN + v−N. Moreover, if (N, d) is not critical, then i˜dN : V˜
d
N →
(C2)⊗N
∣∣
Sz=d/2
is an isomorphism between modules of ETLPN(β, α). (The action on V˜dN is
that ofωd.)
PROOF We left out in section 4.3 the question of whether the matrices e¯is and Ω¯±1
verified equations (4.3.2) and (4.3.3). Clearly the matrix elements of
(
(Ω¯±1e¯N)N−1−
Ω¯±N(Ω¯±1e¯N)
)
and
(
E¯Ω¯±1E¯− (vN+ v−N)E¯
)
are polynomials inu, u−1, v and v−1. For
all non-critical values of (N, d), these matrices are zero since then det IdN 6= 0 and
Ω¯±1 = (i˜dN)
−1 ◦ Ω ◦ i˜dN on (C2)⊗N
∣∣
Sz=d/2
. (See the end of section 4.3.2.) Since the
critical conditions Λ(k + d/2) − µN ∈ πZ represent a finite number of surfaces in
229
the parameter space (C×)2 of (u, v), then these matrices with polynomial elements
vanish everywhere. So equations (4.3.2) and (4.3.3) and all other defining relations
are verified by the e¯is and Ω¯±1. The fact that i˜dN is an isomorphism of modules
follows from the previous discussion and theorem 4.5.5. 
4.6 Jordan blocks within sectors of loop models
The goal of this section is to show how the intertwiner i˜dN can be used to iden-
tify Jordan cells in the restriction of the loop Hamiltonian H to a given sector V˜dN.
The whole section uses the action of ωd on V˜dN. The parameter q = −u
2 = e−iΛ is
prefered here to the parameter u used in sections 4.2, 4.3 and 4.5.
Finding Jordan cells in H|V˜dN requires new techniques. The method used in sec-
tion 4.4 and based on our previous work [77] fails here, simply because the central
element FN acts diagonally in the representation ωd. The new method relies on the
singularity of i˜dN at critical pairs (qc, vc). The next subsection will show that, if H
has a Jordan cell, the eigenvector of this cell and all the first Jordan partners, except
maybe the very “last” one, must belong to the kernel of i˜dN(qc, vc). The following
subsection will show how the algebra Uq(sl2) provides, at some critical (qc, vc),
somemaps commuting with the spin HamiltonianH. These will eventually be used
to explore the (image by IdN of the) generalized eigensubspace of H. The last two
subsections describe the left nullspace of i˜dN and construct explicitly an infinite fa-
mily of Jordan cells of H for some specific values of the pair (q, v).
4.6.1 Basic observations and identities
Both H and the XXZ Hamiltonian H are representatives of the abstract element∑
1≤i≤Nei ∈ ETLPN. The spin Hamiltonian H is hermitian when q (= −u2) and
v are both on the unit circle and is therefore diagonalizable. When i˜dN : V˜
d
N →
(C2)⊗N
∣∣
Sz=d/2
is an isomorphism and therefore invertible, any eigenvector |ν〉 of
H is mapped by (i˜dN)
−1 onto an eigenvector of H with the same eigenvalue. In this
caseH is thus also diagonalizable.
Suppose now that H has a non-trivial n× n Jordan cell (n > 1) associated with
the eigenvalue λ and that vectors vi ∈ V˜dN, 1 ≤ i ≤ n, have been chosen so they
satisfy the canonical relations :
Hv1 = λv1 and Hvi = λvi + vi−1, 2 ≤ i ≤ n.
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Let |νi〉 = i˜dN(vi) be their images in (C2)⊗N. The subspaces Wi = sp {|ν1〉, |ν2〉, . . . ,
|νi〉}, 1 ≤ i ≤ n, are all stable under the action of H. Since H is diagonalizable
on any subspace stable under its action, the restrictions of H to the Wis must be
diagonalizable. For example, it must be diagonalizable onW2where its action is
(H− λ · id)|ν1〉 = 0, (H− λ · id)|ν2〉 = |ν1〉.
Since all Jordan cells inH are 1×1, |ν1〉must vanish. This argument may be repeated
for the following pairs |νi−1〉 and |νi〉. Only |νn〉 = i˜dN(vn) might thus be distinct
from zero. Our computer explorations show that this image i˜dN(vi) is indeed non-
zero in all cases we considered.
The map i˜dN is singular along curves in the complex plane (q, v) or, more preci-
sely, in (C×)2. Suppose the structure of H at a given singular point (qc, vc) is to be
studied. Fix vc once for all and consider the matrix IdN representing i˜
d
N in the link
and spin bases. It is now a polynomial in q and q−1 when (N − d)/2 is even, and
in q
1
2 and q−
1
2 when it is odd. (See equation (4.3.4) and recall that q = −u2.) For
simplicity we discuss the case when it is a polynomial in q and q−1. An expansion
is therefore possible :
IdN(q) = I
d
N(q, vc) = I0 + (q− qc)I1 + . . .
in a neighborhood of qc. (Note that multiplication by a power of q transforms IdN
into a polynomial in q and this factor does not change the singular behavior of
IdN at (qc, vc). Some expressions might be simpler with this additional factor.) The
zeroes of the determinant of IdN(q) were obtained in section 4.5.5. They occur when
〈k + d/2〉 = 0 in (4.5.16), that is when q2k+dv2Nc = 1 for some k, 1 ≤ k ≤ (N − d)/2.
Suppose ι is the degree of the zero at (qc, vc). For some q 6= qc in a neighborhood of
qc, the inverse IdN(q) can be written as A/det I
d
Nwhere A is the matrix of cofactors
which are polynomials in q. Because the polynomial det IdN has a zero at qc of a
certain (positive) degree, there must be an integer ι such that the function (IdN)
−1(q)
can be cast into the following Laurent series
(IdN)
−1(q) =
1
(q− qc)ι
M0 +
1
(q− qc)ι−1
M1 + . . .
where M0 and M1 are constant matrices and M0 is non-zero. It is important to
remember between which spaces these act :
I0, I1 : V˜
d
N→ (C2)⊗N∣∣Sz=d/2 and M0,M1 : (C2)⊗N∣∣Sz=d/2→ V˜dN.
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Here is an example, building on the expression for I04 given in (4.3.5). When v is
set to vc = 1, all non-zero elements of I04(q, v = 1) are either 1, −q or −q
−1. Its
determinant has a zero at qc = i of degree 1 and its expansion is the following
polynomial where I0, I1 and I2 can be easily read off :
q · I04(q, v = 1) =

 1 i i −1 i i0 1 0 i 0 −1i 0 1 0 −1 0
−1 i i 1 i i
i 0 −1 0 1 0
0 −1 0 i 0 1

+ (q − i)

−2i 1 1 0 1 10 −2i 0 1 0 01 0 −2i 0 0 0
0 1 1 −2i 1 1
1 0 0 0 −2i 0
0 0 0 1 0 −2i


+ (q − i)2

−1 0 0 0 0 00 −1 0 0 0 00 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1

 .
The inverse can be similarly expanded to get the firstM0 andM1 :
(q · I04(q, v = 1))−1 =
1
q− i
· 1
8

 0 0 0 0 0 0−1 i −i 1 −i i1 −i i −1 i −i
0 0 0 0 0 0
1 −i i −1 i −i
−1 i −i 1 −i i

+ 1
16

 4 −4i −4i −4 −4i −4i−3i 3 1 −i 1 −5−i 1 3 −3i −5 1
−4 −4i −4i 4 −4i −4i
−i 1 −5 −3i 3 1
−3i −5 1 −i 1 3

+ . . .
Since, in the neighborhood of qc, they satisfy
IdN(q)(I
d
N)
−1(q) = id = (IdN)
−1(q)IdN(q)
for q 6= qc, these matrices must satisfy
I0M0 = 0 = M0I0 and I1M0 + I0M1 = id = M0I1 +M1I0. (4.6.1)
We conclude from the first that im I0 ⊂ kerM0 and that imM0 ⊂ ker I0. In the fa-
mily of examples presented in section 4.6.4, these inclusions will actually be equa-
lities. This family includes the above case of I04 around (qc, vc) = (i, 1).
Finally, since both the loop and the XXZ Hamiltonians are polynomials in q,
they enjoy similar expansions around qc :
H(q) = H0 + (q− qc)H1 + . . . and H(q) = H0 + (q− qc)H1 + . . .
The intertwining property of i˜dN gives, for the leading orders in q−qc, the relations :
H0M0 = M0H0 and H0M1 +H1M0 = M1H0 +M0H1. (4.6.2)
4.6.2 An extended family of representations of Uq(sl2)
Non-trivial Jordan cells may occur only if some generalized eigenspaces are of
dimension larger than one. Therefore some eigenvalues must be degenerate. A na-
tural way to find degenerate eigenvalues of the Hamiltonian H and the correspon-
ding eigenvectors is to construct maps that commute with H. It is well-known that,
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for the open spin chain [35], the algebra Uq(sl2) provides a wealth of such com-
muting operators. The role of this quantum group is much more limited for the
periodic XXZ Hamiltonian. Still, for particular values of the pair (q, v), some maps
commuting with H can be constructed out of the elements of Uq(sl2). This section
introduces an Uq(sl2)-action on (C2)⊗N that depends on the twist parameter v. It
then gives some maps that, for specific (q, v), commute with the Hamiltonian H.
Definitions and generalities A lot of the results presented here are generaliza-
tions of results found in [82]. The algebra Uq(sl2) is generated by generators qS
z , S+
and S− that satisfy the relations
qS
z
S±q−S
z
= q±1S±, [S+, S−] =
q2S
z
− q−2S
z
q − q−1
. (4.6.3)
A v-dependent representation of this algebra is given by
qS
z
= qσ
z/2⊗ qσz/2⊗ · · · ⊗ qσz/2 =
N∏
j=1
qσ
z
j /2,
S± =
N∑
k=1
v∓1q−σ
z/2⊗ ...⊗ v∓1q−σz/2︸ ︷︷ ︸
k−1
⊗ σ± ⊗ v±1qσz/2⊗ · · · ⊗ v±1qσz/2︸ ︷︷ ︸
N−k
= v±(N+1)
N∑
k=1
v∓2k
(
k−1∏
i=1
q−σ
z
i /2
)
σ±k
(
N∏
j=k+1
qσ
z
j /2
)
≡
N∑
k=1
S±k ,
whose validity one can verify by checking equation (4.6.3) for N = 1 and by using
the coproduct
∆(qS
z
) = qS
z ⊗ qSz , ∆(S±) = v∓1q−Sz ⊗ S± + v±1S± ⊗ qSz
to build representations for N > 1. These v-dependent representations are useful
because they satisfy [S±, e¯i] = 0 for i = 1, ..., N− 1. However, [S±, e¯N] 6= 0 in general
and the commutation ofUq(sl2)with the XXZHamiltonianH that holds for the open
spin chain is lost for the periodic one. Another representation of the algebra Uq(sl2)
is obtained by replacing q by q−1 in the definition of the S± generators :
T± =
N∑
k=1
v∓1qσ
z/2⊗ ...⊗ v∓1qσz/2︸ ︷︷ ︸
k−1
⊗σ± ⊗ v±1q−σz/2⊗ · · · ⊗ v±1q−σz/2︸ ︷︷ ︸
N−k
= v±(N+1)
N∑
k=1
v∓2k
(
k−1∏
i=1
qσ
z
i /2
)
σ±k
(
N∏
j=k+1
q−σ
z
j /2
)
≡
N∑
k=1
T±k .
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In this last representation, T± no longer commutes with e¯i, i = 1, ..., N − 1, but
instead, [T±, e¯∗i] = 0, where e¯
∗
i = e¯i|q→q−1 . Taking powers of the generators S± and
T± gives
(S±)x = [x]!v±x(N+1)
∑
1≤j1<j2<...<jx≤N
v∓2
∑x
k=1 jk
{
x+1∏
i=1
(
ji−1∏
l=ji−1+1
q−(x/2+1−i)σ
z
l
)}
σ±j1σ
±
j2
...σ±jx ,
(4.6.4)
(T±)x = [x]!v±x(N+1)
∑
1≤j1<j2<...<jx≤N
v∓2
∑x
k=1 jk
{
x+1∏
i=1
(
ji−1∏
l=ji−1+1
q(x/2+1−i)σ
z
l
)}
σ±j1σ
±
j2
...σ±jx ,
where j0 ≡ 0 and jx+1 ≡ N + 1 and, as usual, [n] = (qn − q−n)/(q − q−1) and
[n]! =
∏n
k=1[k]. Because [x]! can be zero when q is a root of unity, it is usual to
introduce the renormalized generators
S±(x) = (S±)x/[x]! and T±(x) = (T±)x/[x]!
which are non-zero for every value of q. Note that the values of q for which (S±)x
and (T±)x vanish are independent of v. We finally quote the following commutation
relations without proofs (see [82] and references therein) :
[S+, T+] = [S−, T−] = 0. (4.6.5)
Some maps commuting with H The goal of this section is to construct objects
that commute with the (periodic) XXZ Hamiltonian H, for specific values of the
parameters q and v. We use the shorthand notation Sz ≡ n mod P to say that the
identities hold when the action is restricted to the subspace where Sz acts as the
identity times an integer congruent to n modulo P. For the special value v = 1, the
following result, as well as the next one, were proved in [82].
PROPOSITION 4.6.1 When q2P = 1, Sz ≡ n mod P and q2nv±2N = 1,
Ω¯S±(P)Ω¯−1 = qPS±(P), Ω¯T∓(P)Ω¯−1 = qPT∓(P), [S±(P), H] = [T∓(P), H] = 0.
(4.6.6)
PROOF The proof of the commutations with H will be a direct consequence of the
commutation or anticommutation relation with Ω¯ (as qP ∈ {+1,−1}). Indeed,
[S±(P), H] = [S±(P), e¯N] = S±(P)(Ω¯−1e¯1Ω¯) − (Ω¯−1e¯1Ω¯)S±(P) = 0
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because S±(P) commutes with e¯1. To extend the argument to T±(P), we note that
e¯∗j = e¯j +
(q− q−1)
2
(σzj − σ
z
j+1) (4.6.7)
so that H =
∑N
j=1 e¯j =
∑N
j=1 e¯
∗
j , and because [T
±(P), e¯∗1] = 0, the same argument
carries through. It only remains to prove the commutation relations with Ω¯. From
the definitions,
Ω¯S±Ω¯−1 = q−σ
z
N
(
(S± − S±N) + q
2Szv±2NS±N
)
Ω¯T±Ω¯−1 = qσ
z
N
(
(T± − T±N) + q
−2Szv±2NT±N
)
where the second is obtained from the first by changing q for q−1. A slightly tedious
computation yields
(Ω¯S±Ω¯−1)x = q−xσ
z
N
(
(S±)x+ q∓(x−1)[x](S±)x−1S±N(q
2(Sz±x)v±2N− 1)
)
(4.6.8)
(Ω¯T±Ω¯−1)x = qxσ
z
N
(
(T±)x+ q±(x−1)[x](T±)x−1T±N(q
−2(Sz±x)v±2N− 1)
)
(4.6.9)
Note that these two identities hold for all q, v and for all Sz-eigenspaces. Dividing
on both sides by [x]!, setting x = P and choosing v such that q2S
z
v±2N = 1 in the first
equation but q2Szv∓2N = 1 in the second, we obtain the correct result, as q±xσzN → qP
and the dependence on the last spin disappears. 
We immediately extend the previous statement.
PROPOSITION 4.6.2 When q2P = 1, Sz ≡ n mod P, k ∈ N
– and q2(n±k)v±2N = 1,
Ω¯
(
T∓(k)S±(k+P)
)
Ω¯−1 = qP
(
T∓(k)S±(k+P)
)
, [T∓(k)S±(k+P), H] = 0; (4.6.10)
– and q−2(n±k)v±2N = 1,
Ω¯
(
S∓(k)T±(k+P)
)
Ω¯−1 = qP
(
S∓(k)T±(k+P)
)
, [S∓(k)T±(k+P), H] = 0. (4.6.11)
PROOF To prove the first, we start with equations (4.6.8) and (4.6.9) and compute
Ω¯
(
T∓(k)S±(k+x)
)
Ω¯−1 =
(
T∓(k) + q∓(k−1)T∓(k−1)T∓N(q
−2Szv∓2N− 1)
)
q−xσ
z
N
× (S±(k+x) + q∓(x+k−1)S±(k+x−1)S±N(q2(Sz±(k+x))v±2N− 1)) .
When x = P, q2P = 1, Sz ≡ n mod P, the second term of the second parenthesis
vanishes. Because
(q−2S
z
v∓2N− 1)S±(k+x) = S±(k+x)(q−2(S
z±(k+x))v∓2N− 1)→ 0,
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the second term of the first parenthesis is also 0 and equation (4.6.10) follows. Pro-
ving the commutation withH is not as straightforward as before. For j = 1, ..., N−1,
[T∓(k)S±(k+P), e¯j] = [T∓(k), e¯j]S±(k+P) =
(q− q−1)
2
[T∓(k), σzj+1 − σ
z
j ]S
±(k+P),
where we have used (4.6.7) and [T±(P), e¯∗1] = 0 at the second equality. Then,
[T∓(k)S±(k+P),
N−1∑
j=1
e¯j] =
(q − q−1)
2
[T∓(k), σzN− σ
z
1]S
±(k+P). (4.6.12)
The term j = N is problematic and has to be treated differently,
[T∓(k)S±(k+P), e¯N] = qPΩ¯[T∓(k)S±(k+P), e¯1]Ω¯−1
= qP
(q− q−1)
2
Ω¯[T∓(k), σz2 − σ
z
1]S
±(k+P)Ω¯−1
= qP
(q− q−1)
2
[Ω¯T∓(k)Ω¯−1, σz1 − σ
z
N]Ω¯S
±(k+P)Ω¯−1.
With the conditions given in the propositions, equations (4.6.8) and (4.6.9) lead to
the following substitutions :
Ω¯S±(k+P)Ω¯−1→ qPq−kσzNS±(k+P), Ω¯T∓(k)Ω¯−1→ qkσzNT∓(k).
Then the qkσzNs cancel out and
[T∓(k)S±(k+P), e¯N] =
(q− q−1)
2
[T∓(k), σz1 − σ
z
N]S
±(k+P)
and, from (4.6.12), [T∓(k)S±(k+P), H] = 0. The equations with S∓(k)T±(k+P) are obtai-
ned by replacing q by q−1 everywhere, as H and Ω¯ are invariant under this trans-
formation. 
4.6.3 The left nullspace of i˜dN
This technical section describes partially the left nullspace of i˜dN. Its necessity
stems from the role played in the following by the mapM0, the first singular term
in the expansion of (IdN)
−1 around a critical qc. Because of the relation (4.6.1), a
vector M0x with x ∈ (C2)⊗N
∣∣
Sz=d/2
will be non-zero only if x has a component in
that left kernel.
For critical values of q and v, the linear map i˜dn is singular by theorem 4.5.5. Let
vNNy be the link state with y = (N − d)/2 concentric boundary bubbles, all centered
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at position N. Note that V˜dN, under the action of ωd, is cyclic with generator v
N
Ny .
This means that any link state w in V˜dN can be written as (
∏
ieki) v
N
Ny for some kis.
The set allowed for the indices ki can even be restricted to {1, ..., N− 1}. Because S+
commutes with all eis with 1 ≤ i ≤ N − 1, any link state w satisfies S+(x)i˜dN(w) =
(
∏
i e¯ki)S
+(x)i˜dN(v
N
Ny).
Suppose now that q and v are such that S+(x)i˜dN(v
N
Ny) is zero for some integer
x. By the previous observations, S+(x)i˜dN(w) = 0 for any link state w and there-
fore S+(x)i˜dN acts as zero on V˜
d
N. In other words, im i˜
d
N ⊂ ker S+(P) and the vectors
〈0|σ+j1σ+j2 . . . σ+jy−xS+(x), for all choices of j1, j2, . . . , jy−x, are in the left nullspace of the
matrix IN−2yN . This section is devoted to the computation of S
+(x)i˜dN(v
N
Ny).
PROPOSITION 4.6.3 For 1 ≤ x ≤ y ≤ N/2
S+(x)i˜dN(v
N
Ny) = i
yq(y−x)/2
〈d/2+ x〉!
〈d/2〉!
∑
1≤j1<j2<...<jx≤y
J≡{j1,j2,...,jx}
( ∏
1≤r≤y
r/∈J
Gr,s(r,J)
)
|0〉 (4.6.13)
where
– 〈x〉 = vNqx − v−Nq−x and 〈x〉! =∏xk=1〈k〉 if x > 0 and 〈0〉! = 1 ;
– Gj,k = q
−kv2j−1σ−j − q
k−1v−(2j−1)σ−N+1−j ;
– s(r, J) = −|{j ∈ J|j > r}|.
PROOF The proof is by induction. We start by noting that i˜dN(v
N
Ny) =
(
∏y
j=1 TN+1−j,N+j)|0〉 = (iq
1
2 )y × (∏yj=1Gj,0)|0〉. When x = 0, J is the empty set and
the sum in equation (4.6.13) is zero which is the correct answer. We now assume the
result for x. If Fi,j = q−jS+i + q
jS+N+1−i, we can then write
S+(x+1)i˜dN(v
N
Ny) =
1
[x+ 1]
( y∑
j=1
Fj,0
)
S+(x)i˜dN(v
N
Ny).
One can compute the following multiplication rules :
Fi,jGk,l =
{
Gk,lFi,j+1, i < k,
Gk,l−1Fi,j, i > k,
(4.6.14)
Fi,jGi,k|0〉 = |0〉 q−1/2〈N/2+ 1− j − k− i〉. (4.6.15)
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Then,
S+(x+1)i˜dN(v
N
Ny) =
iyq(y−x)/2
[x+ 1]
〈d/2+ x〉!
〈d/2〉!
y∑
j=1
∑
1≤j1<j2<...<jx≤y
J≡{j1,j2,...,jx}
(
Fj,0
∏
1≤r≤y
r/∈J
Gr,s(r,J)
)
|0〉
=
iyq(y−x)/2
[x + 1]
〈d/2+ x〉!
〈d/2〉!
x+1∑
t=1
∑
1≤j1<...<jt−1<j<jt<...<jx≤y
J≡{j1,j2,...,jx}
(
Fj,0
∏
1≤r≤y
r/∈J
Gr,s(r,J)
)
|0〉,
where in the last line it is implicit that j0 = 0 and jx+1 = y + 1. On the first line,
whenever j equals ji for some i = 1, ..., x, Fj,0 acts directly on |0〉 and the result is
zero. We now rename the variables
ki =

ji, i < t,
j, i = t,
ji−1, i > t.
and get
S+(x+1)i˜dN(v
N
Ny) =
iyq(y−x)/2
[x + 1]
〈d/2+ x〉!
〈d/2〉!
∑
1≤k1<k2<...<kx+1≤y
K≡{k1,...,kx+1}
x+1∑
t=1
(
Fkt,0
∏
1≤r≤y
r/∈K\{kt}
Gr,s(r,J)
)
|0〉.
Using the multiplication rules (4.6.14), we simplify the summand :(
Fkt,0
∏
1≤r≤y
r/∈K\{kt}
Gr,s(r,J)
)
|0〉 =
( ∏
1≤r≤kt−1
r/∈K
Gr,s(r,J)−1
)( ∏
kt+1≤r≤y
r/∈K
Gr,s(r,J)
)
× Fkt,y−kt−(x+1−t)Gkt,s(kt,J)|0〉
= q−1/2〈N/2+ 1− y+ 2(x+ 1− t)〉
( ∏
1≤r≤y
r/∈K
Gr,s(r,K)
)
|0〉
because s(kt, J) = −(x+ 1− t). Finally,
S+(x+1)i˜dN(v
N
Ny) =
iyq(y−x−1)/2
[x+ 1]
〈d/2+ x〉!
〈d/2〉!
∑
1≤k1<k2<...<kx+1≤y
K≡{k1,...,kx+1}
( ∏
1≤r≤y
r/∈K
Gr,s(r,K)
)
|0〉
×
x+1∑
t=1
〈N/2+ 1− y+ 2(x + 1− t)〉
which yields the correct result when we use the identity
∑x+1
t=1〈A + (x + 2 − 2t)〉 =
[x+ 1]〈A〉with A = N/2+ x− y+ 1 = d/2+ x+ 1. This completes the induction. 
238
Note that the sum over subsets J ⊂ {1, 2, . . . , y} in (4.6.13) gives a non-zero vec-
tor. Indeed S+(x)i˜dN(v
N
Ny) is in the subspace with S
z = N/2 − (y − x). Because Gj,k
changes the spin states at positions j ≤ y or j ≥ N+ 1−y only, the coefficient of the
state |− · · ·−++ · · ·+〉 starting with precisely (y−x) minus signs comes only from
the subset J = {y− x + 1, y− x + 2, . . . , y} and is non-zero.
COROLLARY 4.6.4 Let 1 ≤ x ≤ y ≤ N/2. The vector S+(x)i˜dN(vNNy) is zero if and only if
there is an integer xc in the range 1 ≤ xc ≤ x ≤ y such that 〈d/2 + xc〉 = 0. Moreover,
if q, v and the integer xc, 1 ≤ xc ≤ y, are such that 〈d/2 + xc〉 = 0, then the states
〈0|σ+j1 , ..., σ+jy−xS+(x) are in the left nullspace of i˜N−2yN , for all x ∈ {xc, xc + 1, ..., y} and all
choices 1 ≤ j1 < j2 < · · · < jy−x ≤ N.
Note that propositions 4.6.1 and 4.6.2 both require that q be a root of unity. Nei-
ther proposition 4.6.3 nor corollary 4.6.4 do.
4.6.4 A construction of Jordan generalized eigenvectors : a simple
example
We shall now construct a family of examples in a simple case. The family is
limited by the following hypotheses :
• q is a root of unity with P ∈ [2,N/2] the smallest integer such that q2P = 1 ;
• the twist parameter v satisfies (qv2)N = 1 ;
• the number of defects d isN− 2P.
The Jordan cell to be constructed will belong to the generalized eigenspace of H of
eigenvalue λ = 0 and will lie in the subspace
(
C2)⊗N
∣∣
Sz=N/2−P
. The four following
vectors, all in this subspace or its dual, will play the central role here :
〈µ1| = 〈0|T+(P), |ν1〉 = T−(P)|0〉,
〈µ2| = 〈0|S+(P), |ν2〉 = S+(P)T−(2P)|0〉.
We argued in section 4.6.1 that a non-trivial Jordan cell may occur only when i˜dN
is singular. Theorem 4.5.5 gave the determinant of the matrix IdN representing the
intertwiner i˜dN between the link and the spin bases. Up to a sign, it is
det IdN =
(N−d)/2∏
j=1
〈j+ d/2〉
“
N
(N−d)/2−j
”
=
P∏
j=1
〈j+N/2− P〉
“
N
P−j
”
if the number of defects is N − 2P. The factors 〈j + N/2 − P〉 = qj+N/2−PvN −
q−(j+N/2−P)v−N are zero if and only if q2j+N−2Pv2N = 1. With the above hypotheses,
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this happens only for the last term in the product (j = P) and the zero at q = qc is of
degree 1. All other terms are non-zero. The images and kernels of I0 = IdN(qc) and
M0 will now be explored. For the rest of the section, the twist parameter v is fixed
to one of the values vc satisfying the above hypotheses.
We know that themap S+(P) is non-zero, being a sum of σ+j1σ
+
j2
. . . σ+jP withweights
that are polynomials in q and do not vanish when qc is a primitive 2P-root of unity.
Therefore 〈µ2| = 〈0|S+(P) is non-zero for all q in a neighborhood of qc. By proposi-
tion 4.6.3, with x = y = P, we note that
〈µ2|i˜dN(vNNP ) = iP
〈N/2〉!
〈N/2− P〉!〈0|ν〉
where |ν〉 is the complicated sum and products of (4.6.13) and is non-zero. (Note
that, in the present case, S+(P)i˜dN(v
N
NP
) ∈ (C2)⊗N∣∣
Sz=N/2
and must therefore be a non-
zero multiple of |0〉.) Suppose that one of the vectors in the spin basis of
(C2)⊗N
∣∣
Sz=N/2−P
is replaced by 〈µ2| in such a way that the new set B is still a ba-
sis in a neighborhood of qc. The determinant of i˜dN in this basis B is likely to be
different, but only by a polynomial that does not vanish at qc. Since the line in IdN
corresponding to 〈µ2| has now an overall factor iP〈N/2〉!/〈N/2− P〉!, the zero at qc
of degree one is accounted for by 〈N/2〉, the only factor that vanishes in the two
factorials. Could there be another vector 〈µ|, linearly independent from 〈µ2|, in the
left nullspace of i˜dN ? If such a vector existed, it could still take the place of another
spin vector of the original basis. Again, in this new basis, the matrix would still
have polynomials entries and its determinant would have a further zero at qc. But
the zero at qc is of degree one, as seen above, and the existence of such a 〈µ| must
be ruled out. The left nullspace of i˜dN(qc) is therefore one-dimensional and spanned
by 〈µ2| = 〈0|S+(P).
The matrixM0 is non-zero because, if it were zero, the determinant of (IdN(q))
−1
would not have a pole at qc. Its rank is at least one. However, since imM0 ⊂ ker I0
by (4.6.1), this rank is bounded by dimker I0 which has just be shown to be one.
Therefore imM0 = ker I0 and, by dimension counting, kerM0 = im I0.
The image ofM0 is therefore one-dimensional. Let v0 ∈ V˜dN be a non-zero vector
in this image. ThenM0 can be written as
M0 = k · v0〈0|S+(P) (4.6.16)
where k is a non zero constant. We now show that H0v0 = 0. Because of (4.6.2),
the operatorM0maps each eigenspace of H0 with eigenvalue γ on the generalized
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eigenspace of H0 with the same eigenvalue. Because the image of v0 spans a one-
dimensional subspace, all but one of these eigenspaces are sent to 0. We will show
in the next lemma that the state |ν1〉 is such that 〈0|S+(P)|ν1〉 = (NP ) 6= 0 (see equation
(4.6.4)), so that M0 maps it to a non-zero multiple of v0. Because H0|ν1〉 = 0, then
H0v0must be zero. This closes the description ofM0.
We turn now to the study of the four vectors 〈µ1|, 〈µ2| and |ν1〉, |ν2〉. First we
know, by proposition 4.6.1 and the fact that the e¯is annihilate |0〉, that the vectors
T−(P)|0〉 and S+(P)T−(2P)|0〉 are eigenstates of H0 = H(qc), both with eigenvalue 0.
The second key property is the following.
LEMMA 4.6.5 Under the hypotheses stated at the beginning of the section, the states |v1〉
and |v2〉 ∈ (C2)⊗N
∣∣
Sz=N/2−P
are linearly independent.
PROOF We prove that the determinant of the matrix
S =
(〈µ1|ν1〉 〈µ1|ν2〉
〈µ2|ν1〉 〈µ2|ν2〉
)
is non-zero. This computation is done for a general q before the limit q → qc is
taken. To calculate these matrix elements, we will need the formula (see [82] or
[104]) :
[(S+)m, (S−)n] =
min(m,n)∑
j=1
[
m
j
] [
n
j
]
[j]!(S−)n−j(S+)m−j
j−1∏
k=0
[2Sz+m− n− k] (4.6.17)
or, in terms of the renormalized S±(m),
[S+(m), S−(n)] =
min(m,n)∑
j=1
S−(n−j)S+(m−j)
[j]!
j−1∏
k=0
[2Sz+m− n− k], (4.6.18)
where [mj ] =
[m]!
[j]![m−j]!
is the q-binomial. This equation can be derived directly from
the defining relations of Uq(sl2) and is therefore independent of the twist parame-
ter v. Because q-numbers and q-binomials are invariant under q → q−1, equation
(4.6.17) also gives [(T+)m, (T−)n] if we replace every S by a T . This allows one to
calculate
〈µ1|ν1〉 = 〈0|[T+(P), T−(P)]|0〉 = 〈0|
[
2Sz
P
]
|0〉 =
[
N
P
]
. (4.6.19)
To calculate 〈µ2|ν1〉, we note that
T−(P)|0〉 = (qv2)−(N+1)P/2
∑
1≤j1<j2<...<jP≤N
(qv2)
∑P
k=1 jkσ−j1 ...σ
−
jP
|0〉
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and
S+(P)σ−j1 ...σ
−
jP
|0〉 = (qv2)(N+1)P/2(qv2)−
∑P
k=1 jk |0〉. (4.6.20)
Combining these results, we find
〈µ2|ν1〉 =
∑
1≤j1<j2<...<jP≤N
〈0|0〉 =
(
N
P
)
where ( xy) is the usual binomial coefficient. The last two elements of S are
〈µ1|ν2〉 =
(
N
P
)[
N− P
P
]
, 〈µ2|ν2〉 =
(
N
2P
)[
2P
P
]
.
The computation of the second does not require any new argument while that of
the first starts by the exchange of T+(P) and S+(P) (see (4.6.5)). The determinant of S
is
detS =
(
N
2P
)[
2P
P
] [
N
P
]
−
(
N
P
)2[
N− P
P
]
. (4.6.21)
This determinant is zero when q = ±1, as 〈µ1|νi〉 = 〈µ2|νi〉 for both i = 1 and 2. This
was to be expected : for example, the operators T± and S± are equal when q = 1.
For P ≥ 2 and q2P = 1, we need to simplify the q-binomials by using the limiting
relation
lim
q→qc
[
Ps+ a
P
]
= sqPac ×
{
1 for s odd,
qP
2
c for s even,
(4.6.22)
that holds for integers a and s, 0 ≤ a < P and s > 0, when qc stands for a solution
of q2P = 1. Equation (4.6.21) is then
lim
q→qc detS = q2nPc ×

4r
(
N
2P
)
− (2r− 1)
(
N
P
)2
0 ≤ 2n < P,
2(2r+ 1)
(
N
2P
)
− 2r
(
N
P
)2
P ≤ 2n < 2P.
The inequalities
(2P)! > 5(P!)2, and
N!
(N− 2P)!
<
(
N!
(N− P)!
)2
,
valid for P ≥ 2 and N ≥ 2P, allows one to prove that ( N2P ) < 15 (NP )2 and that
q2nPc detS is strictly negative. This ends the proof. 
The explicit construction of the Jordan pair is our final result.
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PROPOSITION 4.6.6 Under the hypotheses stated at the beginning of the section, the state
vJ = M1|χ〉 ∈ V˜dN, where |χ〉 = x1|ν1〉− x2|ν2〉 ∈ (C2)⊗N
∣∣
Sz=N/2−P
,
with
x1 = 〈0|S+(P)|ν2〉 and x2 = 〈0|S+(P)|ν1〉,
is a (non-zero) generalized eigenvector ofH0 = H(qc) with eigenvalue 0.
PROOF The constants x1 = 〈µ2|ν2〉 and x2 = 〈µ2|ν1〉 have been chosen such that the
state |χ〉 is in kerM0. These constants have already been calculated in the preceding
proposition, and are non-zero when evaluated at q = qc :
x1 = 〈µ2|ν2〉 = 2qP2c
(
N
2P
)
, x2 = 〈µ2|ν1〉 =
(
N
P
)
.
We now proceed to prove that at qc
H0vJ 6= 0, but H20vJ = 0.
The argument studies the behavior of these vectors in the neighborhood of q =
qc. We therefore highlight the dependence on qwhenever suitable. (Again the twist
parameter v is set to one of the values vc satisfying the hypotheses.) We write H0vJ
as
H0vJ = lim
q→qcH(q)M1|χ〉 = limq→qcH(q)(i˜dN(q))−1|χ〉 = limq→qc(i˜dN(q))−1H(q)|χ〉
where we have used the intertwining property of the inverse of i˜dN in a neighbo-
rhood of qc and the fact that M0|χ〉 = 0 for the second equality. Note that H(q) is
a polynomial in q and q−1 and limq→qc H(q)|χ〉 is simply its value at q = qc. As
noted before lemma 4.6.5, the vectors |ν1〉 and |ν2〉 are both eigenvectors of H0with
eigenvalue 0. The vector H(q)|χ〉 has polynomial components in the spin basis and
vanishes at qc. Therefore limq→qc(q− qc)−1H(q)|χ〉 exists and
H0vJ = lim
q→qc
1
q − qc
M0H(q)|χ〉 = k · v0 lim
q→qc
1
q− qc
〈0|S+(P)(qc)H(q)|χ〉
where the form (4.6.16) of M0 was used. The fact that H20vJ = 0 is then a direct
consequence of H0v0 = 0.
It remains to show that H0vJ 6= 0. (This will also prove that vJ is non-zero.) For
this we compute
A ≡ lim
q→qc
1
q− qc
〈0|S+(P)(qc)H(q)|χ〉 = lim
q→qc
1
q − qc
〈0|S+(P)(q)e¯N(q)|χ〉
= lim
q→qc
1
q − qc
〈0|S+(P)(q)Ω¯−1e¯N−1(q)Ω¯|χ〉.
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where we have used the fact that [S±, e¯i] = 0 for all 1 ≤ i ≤ N − 1. We can use
proposition 4.6.1 to replace Ω¯|χ〉 by vNqPc |χ〉, and equation (4.6.8) to write
〈0|S+(P)Ω¯−1 = v−N〈0|q−PσzN (S+(P) + q−(P−1)S+(P−1)S+N(q2(Sz+P)v2Nc − 1)) . (4.6.23)
The first term is annihilated by e¯N−1(q), so that
A = qPc lim
q→qc
1
q − qc
q−(P−1)〈0|S+(P−1)(q)S+N(q)e¯N−1(q)(q2(S
z+P)v2Nc − 1)|χ〉.
Because Sz|χ〉 = (N/2− P)|χ〉, the last parenthesis gives rise to a factor
lim
q→qc(qNv2Nc − 1)/(q− qc) = Nq−1c .
The remaining terms in the limit are now polynomials in q and q−1. We therefore
omit the limit sign and any reference to q. All expressions are at qc and, when some
q-numbers are zero, appropriate limits are understood.
We can move S+(P−1) across S+Ne¯N−1 by using the identity S
+S+N = q
2S+NS
+. The
expression A is then, up to a global non-zero factor, the difference (x1A1 − x2A2),
where
A1 = 〈0|S+Ne¯N−1S+(P−1)T−(P)|0〉 and A2 = 〈0|S+Ne¯N−1S+(P−1)S+(P)T−(2P)|0〉.
Both terms can be cast in a similar form if we defineA(x) = 〈0|S+Ne¯N−1(S+)x−1(T−)x|0〉.
ThenA1 = A(P)/([P]![P−1]!) andA2 = A(2P)/([2P]![P]![P−1]!).We group the terms
in S± and T± as
S± =
N−2∑
j=1
S±j︸ ︷︷ ︸
S±
A
+ S±N−1+ S
±
N︸ ︷︷ ︸
S±
B
T± =
N−2∑
j=1
T±j︸ ︷︷ ︸
T±
A
+ T±N−1 + T
±
N︸ ︷︷ ︸
T±
B
(4.6.24)
in order to expand the powers of S± and T± :
(S±)x−1 = (S±A)
x−1 + [x− 1]q±(x−2)S±B(S
±
A)
x−2 + q±2(x−3)
[
x − 1
2
]
(S±B)
2(S±A)
x−3,
(T±)x = (T±A)
x + [x]q∓(x−1)T±B (T
±
A)
x−1 + q∓2(x−2)
[
x
2
]
(T±B )
2(T±A)
x−2. (4.6.25)
Because e¯N−1S+B = 0, [e¯N−1, S
+
A] = [e¯N−1, T
−
A] = 0 and S
+
AT
−
B = q
−2T−BS
+
A, only one
term survives :
A(x) = q−(x−1)[x] 〈0|S+Ne¯N−1T−B |0〉︸ ︷︷ ︸
=−(q−q−1)
〈0|(S+A)x−1(T−A)x−1|0〉
= −q−(x−1)[x]![x − 1]!(q− q−1)
(
N− 2
x − 1
)
.
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With the use of equation (4.6.22), A1 and A2 are found to be
A1 = −q
P+1
c (qc − q
−1
c )
(
N− 2
P − 1
)
and A2 = −qP
2+P+1
c (qc − q
−1
c )
(
N− 2
2P − 1
)
.
Showing that (x1A1− x2A2) does not vanish is now straightforward and, therefore,
H0vJ 6= 0. 
It is useful to stress that no restrictions have been put on the parity of N. The
simplest Jordan blocks obtained in proposition 4.6.6 appear when P = 2. These
(generalized) eigenspaces of H lie in the sector with Sz = 0 when N = 4 and with
Sz = 1
2
when N = 5. We close this section by giving explicitly the case of N = 4
and d = 0 at (qc, vc) = (i, 1) which corresponds to β = 0 and α = 2. These values
satisfy the hypotheses of this section whenN = 4 and d = 0. They are those used in
sections 4.3.3 and 4.6.1 to provide examples of the relation between G˜dN and IdN and
of the expansions of the latter. The HamiltonianH and its Jordan decomposition are
H =


2β 2 α 0 α 2
1 β 0 0 0 0
0 0 β 1 0 0
0 α 2 2β 2 α
0 0 0 1 β 0
1 0 0 0 0 β


and Jordan form of H|(β=0,α=2) =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 −2
√
2 0
0 0 0 0 0 2
√
2


.
4.7 Concluding remarks
The example closing the previous section shows how the tools developed in the
present paper can be put together to construct explicitly Jordan cells in loopmodels.
It shows the interplay between (i) the freedom introduced by the twist parameter in
the representation ωd = ωd(q, v) and the condition (qv2)N = 1 (hypotheses of sec-
tion 4.6.4), (ii) the necessity of the extended representations of Uq(sl2) depending
on the twist (section 4.6.2), and (iii) the crucial role played by the intertwiner i˜dN and
its characterization (section 4.3.2, and theorems 4.3.3 and 4.5.5), not only at the cri-
tical point (qc, vc), but in a neighborhood of it (section 4.6.1). The new technique is
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clearly promising. Still the example covers a family of models that, thought infinite,
is limited. Many extensions need to be considered.
First the construction has been for a generalized eigenspace of the loop Hamilto-
nianH associated to the eigenvalue zero. The choice of the two vectors |ν1〉 and |ν2〉
in section 4.6.4 forces this eigenvalue. How can one probe generalized eigenspaces
whose eigenvalue is non-zero ? Second other critical pairs (qc, vc) need to be consi-
dered. Note that proposition 4.6.2 was not used by the example. This proposition
was left in the text because it gives maps commuting with H that could explain Jor-
dan blocks seen through our computer explorations and that appear at pairs (qc, vc)
not allowed by the hypotheses of proposition 4.6.1, but included in those of propo-
sition 4.6.2. Finally a third possible extension could aim at describing larger Jordan
cells within a fixed sector V˜dN. Our computer explorations show that Jordan cells
larger than 2× 2 do exist.
Figure 4.3 shows, for the value P = 2 (q = eiπ/2, β = 0, a = −1 and b = 2, that
is Λ = −π/2), the sectors V˜dN denoted by (N, d) (with action ωd(q, v)) where our
explorations found non-trivial cells. The construction of Jordan partners of section
4.6.4 works on the diagonal N − d = 4 (the (N, d)s appear in solid boxes). On this
diagonal, our explorations suggest the appearance of Jordan blocks associated with
the eigenvalue 0 when qN−2v2N = 1 if N ≥ 6. Jordan blocks associated with other
eigenvalues are found on lower diagonals N − d > 6 (appearing within dashed
boxes) when qN−2kv2N = 1, k = 0, 1. On the diagonals N − d ≥ 8, we find Jordan
cells of rank larger than 2 and, for (N, d) = (12, 0), a Jordan cell with rank 4 appears
for the first time. The figure also shows how Jordan cells tie different sectors in the
representation ρ.
Additional techniques complementing those of section 4.6.4 will be needed in
order to explore this figure deeper. A first reason is that the kernel of I0 is larger than
one-dimensional in general. The useful form (4.6.16) ofM0 will not be available in
these cases. A second reason is that, for k 6= 0, explicit computations show that the
vector M1|χ〉 is not in the generalized eigenspace of H with eigenvalue 0. A new
component must be added to it before it can play its role as Jordan partner. Clearly
more work needs to be done before a global picture emerges.
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(1,1)
(2,0) (2,2)
(3,1) (3,3)
(4,0) (4,2) (4,4)
(5,1) (5,3) (5,5)
(6,0) (6,2) (6,4) (6,6)
(7,1) (7,3) (7,5) (7,7)
(8,0) (8,2) (8,4) (8,6) (8,8)
(9,1) (9,3) (9,5) (9,7) (9,9)
(10,0) (10,2) (10,4) (10,6) (10,8) (10,10)
(11,1) (11,3) (11,5) (11,7) (11,9) (11,11)
(12,0) (12,2) (12,4) (12,6) (12,8) (12,10) (12,12)
...
...
...
...
FIGURE 4.3 – The Bratelli diagram for q = eiπ/2. Jordan cells in ωd occur when
pairs (N, d) are contained in a box. The construction of section 4.6.4 is for boxes
with solid segments, while boxes with dashed lines are for Jordan blocks found
by our exploration on a computer. The number of multiple dashed boxes indicates
the number of Jordan partners in the largest Jordan cell of the given V˜dN. The first
occurrence of rank 4 Jordan blocks within a sector appears for (N, d) = (12, 0).
Jordan cells between sectors d and d ′ in the representation ρ are indicated by solid
segments connecting pairs (N, d). For these, α = 2 is assumed whenN is even.
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CHAPITRE 5: CONCLUSION
Les résultats de nos travaux confirment que les modèles de boucles sont des
laboratoires miniatures, sur réseau, pour les théories des champs logarithmiques.
L’existence des blocs de Jordan n’est pas une coïncidence n’apparaissant qu’aux
petites tailles du système, mais bien une caractéristique propre aux modèles de
boucles qui persiste pour toutes les tailles du réseau N. Sur le ruban, nous avons
étudié les représentations de vecteurs de connectivité ρ et avons montré que des
blocs de Jordan apparaissent pour DN(λ, u) et pour son plus haut coefficient de
Fourier FN. Les cellules de Jordan couplent des secteurs d et d ′ lorsque λ prend
des valeurs rationnelles (voir la proposition 2.4.10). Parmi les valeurs critiques se
trouvent les valeurs de λ pour lesquelles la matrice de transfert DN(λ, u) sert au
calcul des fonctions de partition des modèles de percolation, d’Ising et de Q-Potts
pourQ ≤ 4.
Le cas β = 0 est particulier puisqu’une relation d’inversion permet le calcul des
valeurs propres de DN(λ, u) pour tout N. En utilisant une correspondance entre
l’hamiltonienH de boucles et l’hamiltonien XXZ avec conditions aux frontières ou-
vertes, nos travaux ont permis de démontrer la conjecture des règles de sélection
de Pearce et Rasmussen [45] qui donne les dégénérescences de ces valeurs propres
dans le spectre de ρ(DN(λ, u)) dans le secteur à d défauts. Le calcul montre aussi
que l’hamiltonien du modèle XXZ a une structure avec des blocs de Jordan de rang
2 lorsque N est pair uniquement, et que H est diagonalisable pour les deux parités
deN.
Sur le cylindre, à cause de la possibilité d’enroulement des connectivités, les re-
présentations des vecteurs de connectivité sont de plus grandes dimensions que
celles sur le ruban. Notre étude démontre la présence de blocs de Jordan à l’in-
térieur des représentations ωd, de même que dans la représentation ρ, entre des
secteurs étiquetés par des nombres de défauts d et d ′ différents. L’approche utili-
sant les hamiltoniens XXZ, développée pour la preuve des règles de sélection sur le
ruban, a été le point de départ pour étudier les cellules de Jordan à l’intérieur des
secteurs, menant à la construction d’un isomorphisme entre les modules de spins
et de boucles. Nous montrons que les blocs de Jordan apparaissent précisément
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lorsque la transformation linéaire cesse d’être un isomorphisme et l’hamiltonien
XXZ a une invariance sous certains éléments de l’algèbre Uq(sl2). Ceci se produit
pour des valeurs particulières de q et v et nécessite entre autre que q soit une racine
de l’unité. Des cellules de Jordan d’ordre 2 associées à la valeur propre nulle de H
ont été construites explicitement. Ce sont les cas les plus simples. Nous discutons
également de l’existence de blocs de Jordan intrasectoriels de plus haut rang et as-
sociées à d’autres valeurs propres de H. Pour les blocs de Jordan entre les secteurs,
la technique développée pour sonder les blocs de Jordan entre secteurs sur le ruban
admet une généralisation qui permet de diagnostiquer des cellules de Jordan, dont
le rang devient de plus en plus grand lorsque N augmente.
Même si les avancées faites dans cette thèse sont importantes, plusieurs ques-
tions restent en suspens. Les conditions aux frontières paramétrées par deux entiers
r, s introduites dans [45], parmi lesquelles figure celle du chapitre 2, ont aussi des
structures de Jordan non triviales qui restent à être comprises, et nous avons espoir
que les techniques développées ici aient une généralisation simple. Tel que prédit
par les théories des champs conformes, la non diagonalisabilité survient toujours
pour des valeurs rationnelles de la charge centrale. Dans la limite N→∞, nous ai-
merions comprendre quelles représentations de l’algèbre de Virasoro reproduisent
les formes de Jordan des modèles de boucles que nous avons démontrées. Les re-
présentations de Virasoro émergeant à la limite N→∞ sont-elles des types propo-
sées par Rohsiepe (voir section 1.5.3) ? Ces représentations permettent peut-être de
démontrer la conjecture de Pearce et de Rasmussen des plus hauts poids des repré-
sentations de Virasoro correspondant aux conditions aux frontières r, s de lamatrice
de transfert. Existe-t-il des éléments de l’algèbre de Temperley-Lieb qui, dans la li-
mite N → ∞, reproduisent les autres générateurs de l’algèbre de Virasoro ? Une
réponse (positive) à cette dernière question a été donnée récemment pour les poly-
mères denses critique (β = 0) [90, 91], mais pour les autres valeurs de β, la question
demeure ouverte. Finalement, nous aimerions pouvoir construire des observables
pour les modèles sur réseau qui possèdent, dans la limite thermodynamique, la dé-
pendance logarithmique prédite dans les LCFTs. Une première construction a été
faite récemment pour le modèle de percolation [44], mais pour les autres valeurs de
β, le chemin qui y mène n’est pas clair.
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