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In this paper, a general variational approach for computing the rovibrational dynamics of polyatomic
molecules in the presence of external electric fields is presented. Highly accurate, full-dimensional
variational calculations provide a basis of field-free rovibrational states for evaluating the rovibra-
tional matrix elements of high-rank Cartesian tensor operators and for solving the time-dependent
Schro¨dinger equation. The effect of the external electric field is treated as a multipole moment
expansion truncated at the second hyperpolarizability interaction term. Our fully numerical and com-
putationally efficient method has been implemented in a new program, RichMol, which can simulate
the effects of multiple external fields of arbitrary strength, polarization, pulse shape, and duration.
Illustrative calculations of two-color orientation and rotational excitation with an optical centrifuge
of NH3 are discussed. Published by AIP Publishing. https://doi.org/10.1063/1.5023874
I. INTRODUCTION
The ability to monitor and control molecular systems with
strong tailored light sources has seen remarkable progress in
recent years, particularly on the experimental side.1 Generally
speaking, theoretical predictions of molecule-field interac-
tions tend to evade rigorous description and molecules are
often treated as rigid rotors with field effects approximated
by dipole and polarizability interactions (see, e.g., Ref. 2).
Such approaches are valid for moderate field strengths and
are capable of describing the rotational dynamics of quasi-
rigid molecules in well-isolated vibrational states. For non-
rigid polyatomic molecules, this no longer applies, espe-
cially in the presence of strong electric fields that can couple
several vibrational and rotational states, significantly chang-
ing the rovibrational molecular dynamics. It is desirable,
therefore, to have more sophisticated theoretical approaches
that simultaneously consider many coupled internal vibra-
tional and rotational motions and that incorporate nonlinear
effects.
In the last decade or so, a number of general-purpose
variational codes for computing the rovibrational energy lev-
els and transition probabilities of polyatomic molecules have
been developed.3–9 One of these is the nuclear motion pro-
gram TROVE7–9 which utilizes the sum-over-products rep-
resentation of the Hamiltonian and a completely numerical
procedure to generate the Hamiltonian matrix while consider-
ing all interactions between rotational and vibrational motion.
Along with its algorithmic efficiency, TROVE benefits from
a)Electronic address: andrey.yachmenev@cfel.de. URL: https://www.
controlled-molecule-imaging.org.
the use of molecular symmetry, including non-Abelian sym-
metry groups,9 curvilinear internal coordinates, and the Eckart
coordinate frame.8 The program continues to be used exten-
sively for molecular line list production10 and represents the
current state-of-the-art in time-independent rovibrational cal-
culations. With such a powerful computational tool, a natu-
ral extension of TROVE, or any other variational code for
that matter, is toward the simulation of the rovibrational
dynamics of molecules in the presence of external electric
fields.
In this work, we present a general and computationally
efficient approach for computing the effects of external elec-
tric fields, which are treated by multipole moment expansion
of order up to the second hyperpolarizability interaction ten-
sor. A fully numerical method is described for evaluating the
rovibrational matrix elements of Cartesian tensor operators
and for solving the time-dependent Schro¨dinger equation. Our
approach has been implemented in a new computer program,
RichMol, which utilizes the field-free rovibrational energies
and wavefunctions from TROVE. To our knowledge, this is
the first attempt to create a general and robust variational
approach for computing electric field effects in polyatomic
molecules with high accuracy. Illustrative calculations are
presented on the ammonia molecule of two-color, field-free
orientation dynamics and rotational excitation with an optical
centrifuge.
II. METHODOLOGY
In the Born-Oppenheimer approximation, the effects of
an external electric field can be described by a time-dependent
potential V (t) expanded in terms of molecular electric multi-
pole moments as
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V (t) = −µAEA(t) − 12αABEA(t)EB(t)
− 16 βABCEA(t)EB(t)EC(t)
− 1
24
γABCDEA(t)EB(t)EC(t)ED(t). (1)
Here, A, B, C, D are Cartesian indices denoting the x, y,
z axes in the laboratory frame, and the summation over all
Cartesian indices is implicitly assumed; EA(t) is the A Carte-
sian component of the electric field vector; and µA, αAB,
and βABC and γABCD are the electronic contributions to the
electric dipole, polarizability, and the first and second hyper-
polarizability Cartesian multipole tensors, respectively. These
tensors can be determined in the molecular frame from elec-
tronic structure calculations as functions of internal vibra-
tional coordinates of the molecule. In general, they depend
on the frequency of the applied electric field; however, for
non-resonant field frequencies, this dependence can usually be
neglected.
The rovibrational dynamics of a molecule in the presence
of an electric field is described by a Hamiltonian composed
of the field-free rovibrational Hamiltonian H rv and the field
interaction potential V (t), i.e.,
H(t) = Hrv + V (t). (2)
The eigenvalues and eigenvectors of H rv, which are the rovi-
brational energies E(rv)Jml and wavefunctions Ψ
(rv)
Jml , respectively,
can be computed to a high degree of accuracy using any
available variational code, such as TROVE. Here, J is the
quantum number of the total angular momentum operator;
m = J, . . ., J is the projection of J onto the z-axis in the
laboratory coordinate frame; and l is a running number that
identifies the rovibrational state. Note that in field-free cal-
culations, m can be omitted as the 2J + 1 energy levels are
degenerate.
The wavefunctions Ψ(rv)Jml are usually represented as lin-
ear combinations of products of vibrational wavefunctions
|v〉 (solutions of the pure vibrational J = 0 problem) and
Wang-type symmetric top functions |J , k, τ, m〉,
Ψ
(rv)
Jml =
∑
v,k,τ
c
(Jl)
vkτ |v
〉|J , k, τ, m〉, (3)
where v denotes the vibrational state number; k = 0, . . ., J is
the projection of J onto the z-axis in the molecular frame; and
τ = 0 or 1 defines the rotational parity as (1)τ . The eigenvalue
coefficients c(Jl)
vkτ , identifiable by J and l, are obtained for a set of
rovibrational states by diagonalising a matrix representation of
the rovibrational Hamiltonian, done separately for each value
of J. For details of the field-free variational solution in TROVE,
the reader is referred to Refs. 7–11.
The field-free wavefunctionsΨ(rv)Jml can be used as a basis to
represent the time-dependent solutionsΦ(t) of the Schro¨dinger
equation for the total Hamiltonian H(t), i.e.,
Φ(t) =
∑
J ,m,l
CJml(t)Ψ(rv)Jml , (4)
where the time-dependent expansion coefficients CJml(t) are
obtained from solution of the time-dependent Schro¨dinger
equation. Several numerical techniques have been devel-
oped for solving the time-dependent problem using the
time discretization method.12–14 These techniques require
multiple evaluations of matrix-vector products between the
matrix representation of the time-dependent Hamiltonian,
〈Ψ(rv)J′m′l′ |H(t)|Ψ(rv)Jml 〉 = E(rv)Jml δJ′Jδm′mδl′l + 〈Ψ(rv)J′m′l′ |V (t)|Ψ(rv)Jml 〉,
and the vector of the expansion coefficients CJml(t). To pro-
ceed, it is essential to develop a general and computationally
efficient approach for calculating the Ψ(rv)Jml -basis matrix ele-
ments of the Cartesian tensor operators in the expression for
V (t) of Eq. (1). To facilitate the linear algebra operations, a
factorization of matrix elements in terms of tensors of smaller
dimension is highly beneficial.
Derivation of the analytical expressions for the matrix
elements of the laboratory frame Cartesian tensor operators
in Eq. (1) is a formidable task, particularly for tensors of high
rank. Instead, we develop a simple numerical scheme for com-
puting the matrix elements which provides the same efficiency
as methods based on prederived analytical expressions of ten-
sors of low rank. We will consider only electric field tensor
operators, which all possess full permutational index sym-
metry. Hence, only symmetry-unique elements of the tensors
will be kept in the form of a vector, with indices denoted by
A and α for tensors in the laboratory and molecular frame,
respectively.
We define a generalized Cartesian tensor operator in the
laboratory and molecular frame, T (LF)A and T
(MF)
α , respectively,
of rankΩ, with elements A or α = x, y, z forΩ = 1, A or α = xx,
xy, xz, yy, yz, zz forΩ = 2, and so on. The relationship between
T (LF)A and T
(MF)
α is most easily established by transforming
both into the irreducible spherical tensor form,15 e.g., for the
laboratory frame tensor, this reads
T (LF)ωσ =
∑
A
U (Ω)
ωσ,AT
(LF)
A , (5)
where T (LF)ωσ is the σ component of the irreducible spherical
tensor operator (σ = ω, . . ., ω) of rank ω = 0, . . ., Ω. The
elements of matrix U (Ω)
ωσ,A (≡ U (Ω)ωσ,α) are well known for ten-
sors of low rank (see, e.g., Table I or Ref. 15). For spherical
tensor operators of high rank, U (Ω)
ωσ,A can be generated from
the spherical tensors of lower rank by a successive application
of the angular momentum coupling rule, i.e.,
U (Ω)
ωσ,A =
ω1∑
σ1=−ω1
ω2∑
σ2=−ω2
〈ω1σ1ω2σ2 |ωσ〉U (Ω1)ω1σ1,BU
(Ω2)
ω2σ2,C .
(6)
Here, 〈ω1σ1ω2σ2|ωσ〉 is the Clebsch-Gordan coefficient,
Ω = Ω1 + Ω2, and the Cartesian label A = B ⊗ C, e.g.,
A = yzx for B = yz and C = x. As an example, in Table I,
the elements of the matrix U (2) for the electric polarizability
tensor are obtained from U (1) for the dipole moment using
Eq. (6).
Spherical tensor operators in the molecule-fixed T (MF)α
frame and laboratory-fixed T (LF)A frame are related by a Wigner
rotation D-matrix.15 From Eq. (5), this relationship can be
established for the Cartesian tensor,
T (LF)A =
Ω∑
ω=0
ω∑
σ,ν=−ω
∑
α
[U (Ω)]−1A,ωσ[D(ω)σν ]∗U (Ω)ων,αT (MF)α , (7)
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TABLE I. Nonzero elements of matrix U(Ω)ωσ,α in Eq. (6). Summation over
all index-symmetric elements is performed, e.g., U(Ω)ωσ ,xy = U
(Ω)
ωσ ,xy +U
(Ω)
ωσ ,yx .
Dipole moment Ω = 1
α
(ω, σ) x y z
(1, 1) 1√
2
− i√
2
0
(1, 0) 0 0 1
(1, 1) − 1√
2
− i√
2
0
Polarizability Ω = 2
α
(ω, σ) xx xy xz yy yz zz
(0, 0) − 1√
3
0 0 − 1√
3
0 − 1√
3
(2, 2) 12 i 0 − 12 0 0
(2, 1) 0 0 1 0 i 0
(2, 0) − 1√
6
0 0 − 1√
6
0
√
2
3
(2, 1) 0 0 1 0 i 0
(2, 2) 12 i 0 − 12 0 0
where [U (Ω)]−1 is the pseudo-inverse matrix of U (Ω), the
Wigner D-matrix depends on the rotational coordinates (Euler
angles), and T (MF)α is a function of the internal vibrational coor-
dinates only. Thus, integration of T (LF)A in the product basis of
rotational and vibrational functions, given by Eq. (3), can be
carried out separately.
This leads to the following expression for the rovibrational
matrix elements:
〈Ψ(rv)J′m′l′ |T (LF)A |Ψ(rv)Jml 〉 =
Ω∑
ω=0
M(J′m′,Jm)Aω K(J
′l′,Jl)
ω , (8)
with
M(J′m′,Jm)Aω = (−1)m
′√(2J ′ + 1)(2J + 1)
×
ω∑
σ=−ω
[U (Ω)]−1A,ωσ
(
J ω J ′
m σ −m′
)
(9)
and
K(J′l′,Jl)ω =
∑
k′,τ′,v′
k,τ,v
[
c
(J′l′)
v′k′τ′
]∗
c
(Jl)
vkτ
∑
±k′,±k
[
d(τ
′)
k′
]∗
d(τ)k
× (−1)k′
ω∑
σ=−ω
∑
α
(
J ω J ′
k σ −k ′
)
×U (Ω)ωσ,α〈v ′ |T (MF)α |v〉, (10)
where the Wang coefficients d(τ)±k define the symmetric
top functions |J , k, τ, m〉 = d(τ)
+k |J , k, m〉 + d(τ)−k |J ,−k, m〉. The
matrix elements Kω are independent of the laboratory frame
and can be precomputed and stored for rovibrational states of
interest. Importantly, by prescreening the non-zero elements
in the sum of products of the 3j-symbols with the elements
of the transformation matrix U (Ω), the rigorous selection rules
are automatically fulfilled. The number of arithmetic opera-
tions required for evaluating the computationally expensive
double sum over the {k ′τ′v ′} and {kτv} quanta in Eq. (10) is
reduced to the same number as if the expressions were pred-
erived analytically. Depending on the rank of the tensor Ω
and irreducible representationω, the elements ofKω andMω
are either purely real or imaginary numbers. Complex-valued
arithmetic is therefore unnecessary if the effect of the imag-
inary unit i in real-valued operations is properly taken care
of.
The vibrational matrix elements 〈v ′ |T (MF)α |v〉 in Eq. (10)
are computed in TROVE by expanding the electric field ten-
sors as power series in terms of the coordinates describ-
ing molecular vibrations. TROVE implements expansions
around one equilibrium geometry for quasi-rigid vibrations,
as well as expansions around multiple points on a grid of
geometries describing non-rigid vibration.7,8 Some variational
approaches use a pointwise representation of operators on
multi-dimensional grids in terms of the vibrational coordi-
nates3–6; in this case, the vibrational matrix elements are
computed using numerical integration by quadratures.
For time propagation of the wavepacket Φ(t), the bot-
tleneck operation is evaluating the matrix-vector products
between the matrix representation of the total Hamiltonian
H(t) and the wavepacket coefficients CJml(t). The matrix repre-
sentation of H rv is diagonal with the elements E(rv)Jml δJ′Jδm′mδl′l,
while the matrix elements of the field potential V (t) at a time
t can be written as
〈Ψ(rv)J′m′l′ |V (t)|Ψ(rv)Jml 〉 =
∑
n
fn
Ωn∑
ω=0
˜M(J′m′,Jm)ω,n (t)K(J
′l′,Jl)
ω,n , (11)
where
˜M(J′m′,Jm)ω,n (t) =
∑
A
M(J′m′,Jm)Aω,n EA(t). (12)
We have introduced the index n = 1, 2, . . . to distinguish
between different electric multipole tensor operators in the
expansion of V (t) in Eq. (1), with f n being the respective con-
stant prefactors (e.g., f = 1/2 for the polarizability). Since
different tensor operators have different rovibrational selection
rules, it is more efficient to compute the matrix-vector prod-
ucts separately for each operator in the multipole expansion
and sum the results at the last operation.
Evaluation of the matrix-vector product of the matrix rep-
resentation of V (t) and the eigenvector coefficients CJml(t),
that is,
hJ′m′l′ =
∑
J ,m,l
〈Ψ(rv)J′m′l′ |V (t)|Ψ(rv)Jml 〉CJml(t), (13)
is best carried out in two steps as follows:
F(J
′l′,Jm)
ω,n =
∑
l
K(J′l′,Jl)ω,n CJml(t), (14)
hJ′m′l′ =
∑
n
fn
∑
ω
∑
J ,m
F(J
′l′,Jm)
ω,n
˜M(J′m′,Jm)ω,n (t). (15)
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This reduces the operation count by a factor of (2Jmax + 1)
for the first summation and by a factor of lmax for the sec-
ond summation. Here, Jmax is the maximal value of the
quantum number J and lmax is the maximal number of rovi-
brational functions (with the same J) spanned by the basis
set.
The presented method, including solution of the time-
dependent Schro¨dinger equation, has been implemented in a
new computer program, RichMol, which has been interfaced
with TROVE. In Sec. III, we present illustrative applications
involving the ammonia molecule in different electric field
scenarios.
III. APPLICATIONS
A. Analytical representation of electric field tensors
To compute the vibrational matrix elements 〈v ′ |T (MF)α |v〉
of the molecular frame electric field tensors in Eq. (10),
the property surfaces generated from the electronic struc-
ture calculations need to be represented by analytical func-
tions. For methods that use numerical integration, analytical
representations of the electric field tensors are not essential
but can be hugely rewarding in terms of reducing the num-
ber of costly electronic structure calculations. If possible, it
is also desirable to take into account the symmetry of the
molecule by using symmetry-adapted combinations of tensor
elements.
To simplify the symmetrization procedure, it is convenient
to first transform the Cartesian tensors into a coordinate sys-
tem with more straightforward symmetry properties. One of
the methods is to employ a coordinate system spanned by unit
vectors along the molecular bonds, i.e., the molecular bond
(MB) frame.16 In the MB frame, permutations of identical
atoms lead to permutations of the molecular bonds and hence
permutations of the MB unit vectors and corresponding tensor
projections. For the ammonia molecule, the MB unit vec-
tors become linearly dependent at planar configurations and
one extra vector pointing along the trisector (three-fold sym-
metry axis) has to be introduced to make the transformation
invertible.
To illustrate the idea, we consider NH3 in the D3h(M)
molecular symmetry group and aim to construct a symmetry-
adapted representation of the fully index-symmetric hyperpo-
larizability tensor β. The MB frame is spanned by three unit
vectors, one along each of the N–Hi (i = 1, 2, 3) bonds and one
unit vector pointing along the trisector. This coordinate sys-
tem has been employed previously for NH3 to represent the
electric dipole moment (first-rank tensor)16 and the N-atom
electric field gradient (second-rank tensor).11
The transformation matrix S(4 × 3) from the Cartesian to
the MB frame is defined in terms of the Cartesian coordinates
of the nuclei rHi and rN, such that
Siα =
(
rHi − rN
)
/rNHi , for i = 1, 2, 3, (16)
S4α = (S1 × S2 + S2 × S3 + S3 × S1), (17)
where rNHi is the N–Hi bond distance and the S4 vec-
tor is assumed to be normalized. The transformation of β
reads
βijk =
∑
α,β,γ=x,y,z
SiαSjβSkγ βαβγ, (18)
where α, β, γ = x, y, or z of the Cartesian frame and i, j,
k = 1, 2, 3, or 4 denote the unit vectors of the MB frame.
The symmetry properties of the projections βijk are alike for
the N–H bonds and the trisector. For example, the C3 rota-
tion symmetry operation, which is isomorphic to the nuclear
permutation (H1, H2, H3), transforms the element β124 into
β234. The operation of improper rotation S3, which is iso-
morphic to C3 followed by inverting the direction of the
trisector, transforms β124 to β234. By using the projec-
tion operator method, as described, for example, in Ref. 17,
all possible symmetry-adapted combinations of βijk can be
reconstructed.
It follows, from classification with respect to the irre-
ducible representations Dj± (j is weight and ± is parity) of
the full rotational group, that β transforms as D(1) ⊕ D(3).18
And by mapping Dj± onto the corresponding representa-
tions of D3h(M), D(1) and D(3) transform as A′′2 + E ′ and
A′1 + A
′
2 + A
′′
2 + E
′ + E ′′, respectively. The symmetry-adapted
combinations thus read
β
(A′1)
1 =
1√
3
(β111 + β222 + β333),
β
(A′2)
2 =
1√
6
(β112 − β113 − β122 + β133 + β223 − β233),
β
(A′′2 )
3 =
1√
3
(β114 + β224 + β334),
β
(A′′2 )
4 = β444,
β
(E′a)
5 =
1
2
√
3
(−β112 + 2β113 − β122 − β133 + 2β223 − β233),
β
(E′b)
5 =
1
2
(β112 − β122 − β133 + β233),
β
(E′a)
6 =
1√
6
(β144 + β244 − 2β344),
β
(E′b)
6 =
1√
2
(β144 − β244),
β
(E′′a )
7 =
1√
6
(2β124 − β134 − β234),
β
(E′′b )
7 =
1√
2
(β134 − β234). (19)
Here, the Ea and Eb symmetry components of the doubly
degenerate representations E ′ and E ′′ are connected by a sim-
ple orthogonal transformation and can be parametrized by one
set of constants. In total, seven symmetry-unique combina-
tions are sufficient to describe the hyperpolarizability tensor
for NH3, which are individually represented by analytical func-
tions determined from fitting to the electronic structure data
points. In variational calculations, the symmetry-adapted com-
binations are transformed back to the Cartesian system (e.g.,
Eckart system) by applying the inverse transformation given
by the S1 matrix.
For simulations of NH3, the electric dipole moment,
polarizability, and the first and second hyperpolarizability ten-
sors were computed ab initio at the CCSD/aug-cc-pVTZ19,20
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level of theory in the frozen-core approximation. Calcula-
tions were performed using the response-theory coupled-
cluster approach,21–24 as implemented in the Dalton pro-
gram package.25 The symmetry-unique tensor representations,
obtained via the procedure outlined above, were parametrized
using sixth-order symmetry-adapted power series expansions
through least-squares fittings. The same coordinates have been
used in a previous study to represent the dipole moment of
NH3, namely, linear displacements for the stretching coor-
dinates, symmetry-adapted combinations of three valence
bond angles, and an out-of-plane inversion coordinate.16 The
symmetry-adapted expansions were constructed using a sym-
bolic algebraic approach. The D3h(M)-group symmetry oper-
ations were applied to each product of nuclear coordinates in
the expansion individually and then multiplied by an unknown
symmetrizing coefficient or a two-element vector of coef-
ficients for doubly degenerate representations E. The sym-
metrization coefficients were determined by solving a system
of linear equations for the symmetry transformation prop-
erties of the function, i.e., the chosen irreducible represen-
tation of the symmetry group. Not all coefficients of the
sixth-order expansions were varied in the least-squares fit-
tings. Depending on the component of the tensor, some of
the (high-order) coefficients were fixed at zero to reduce
the linear dependences between different expansion coeffi-
cients and improve the quality of the fits. The root mean
square errors averaged over all symmetry-adapted compo-
nents of the tensor were 0.0001, 0.0008, and 0.008 and 0.5,
in atomic units, for the dipole, polarizability, and the first
and second hyperpolarizability tensors, respectively. The val-
ues of the optimized parameters and the Fortran 90 functions
together with the reference data points used for the fitting
are provided in the supplementary material. The field-free
basis of rovibrational wavefunctions was generated in TROVE
using the potential energy surface and computational setup of
Ref. 26.
B. Two-color orientation
Laser-assisted alignment and orientation of gas-phase
molecules is particularly important in laser-induced diffrac-
tion experiments with electrons and x-rays.27–29 Over the
years, several techniques have been developed for align-
ing and orienting molecules in space. Orientation meth-
ods include the combination of electrostatic fields and non-
resonant laser excitation,30,31 linearly polarized laser pulses
with 45◦-skewed mutual polarization,32–34 THz pulses,35–37
and two-color laser fields.38,39 To demonstrate the capabilities
of TROVE and RichMol in computing nonlinear field effects,
we perform simulations of the impulsive two-color orienta-
tion of NH3, where the interaction with the laser field occurs
through the molecular polarizability and hyperpolarizability
tensors.
The two-color laser field is modeled by the function
E(t) = E0e−4 ln 2
(t−t0)2
τ2 [cos(ω1t) + cos(ω2t)] , (20)
where E0 is the field amplitude, the carrier frequencies are kept
fixed at ω1 = 400 nm and ω2 = 800 nm, and the pulse time
profile is described by a Gaussian function with a maximum
value at t0 and a full width at half maximum (FWHM) of τ. The
field is polarized along the laboratory-fixed Z-direction, and
the external field potential in Eq. (1) includes polarizability and
hyperpolarizability interaction terms. For highly oscillatory
fields, the contribution from the dipole interaction averages
out to zero.
The time-dependent wavepacket ψ(t) is obtained in the
basis of field-free rovibrational states, where all stretching and
bending quanta are fixed at zero; the inversion motion quantum
number ν±2 ranges from 0, . . ., 2; and all rotational quanta for
J ≤ 20 are included. Calculations were performed on an initial
ground state with mixed (+ and ) inversion parity, that is,
ψ(0) = 1/√2(J , k, m, ν+2 〉 + J , k, m, ν−2 〉), with J = 1, k = 1,
m = 0, ±1, and ν2 = 0. The orientation is characterized by the
time-dependent expectation value 〈ψ(t)|cos θ|ψ(t)〉, where θ is
the Euler angle.
The time-dependent wavepacket coefficients are obtained
by numerical solution of the time-dependent Schro¨dinger
equation using the split-operator method. The time evolution
of the wavepacket from time t ′ → t is described by the time-
evolution operator U(t, t ′), such thatψ(t) = U(t, t ′)Ψ(t ′), where
U(t, t ′) is evaluated as
U(t, t ′) = exp
[
−i∆t
2~
Hrv
]
· exp
[
−i∆t
~
V
(
t + t ′
2
)]
· exp
[
−i∆t
2~
Hrv
]
, (21)
with ∆t = t  t ′. The exponential of the matrix representation
of V (t) is computed using the iterative approximation based
on Krylov subspace methods, as implemented in the Expokit
computational package.40 For the evaluated field configura-
tions (see above), we found that a discrete time step ∆t in the
range 1–10 fs worked well.
In Fig. 1(a), revivals of the time-dependent orientation of
NH3 after the two-color laser pulse are shown. In each plot,
the origin is set at the center of the Gaussian pulse t0. As
expected, increasing the pulse duration (FWHM) significantly
enhances the degree of alignment. However, by increasing
the pulse intensity and duration, the wavepacket is substan-
tially depleted due to ionization, which is discussed in detail
in Ref. 41. The periodic behavior of the orientation dynamics
follows the quantum rotational revival pattern with a rotational
period T rot = h/(2Be) = 1.67 ps, where Be ∼ 10.0 cm1 is the
rotational constant of NH3.
The influence of the laser field intensity on the orientation
dynamics is plotted in Fig. 1(b) for two initial states ψ110(0)
and ψ11±1(0). For stronger field intensities, despite neglecting
ionization depletion, the orientation revivals become weaker
due to the significant population of high, rotationally excited
states. The effect of the two-color pulse on the inversion tun-
neling dynamics of NH3 is plotted in Fig. 1(c). As can be seen,
the temporal evolution of the expectation value of the inver-
sion coordinate ρinv (ρinv = 90◦ at planar geometry) does not
notably change after the laser pulses and almost follows the
field-free tunneling path.
C. Rotational excitation with an optical centrifuge
The preparation of molecules in highly excited rotational
states has seen a range of innovative methods developed in
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FIG. 1. Two-color impulsive orientation simulations for NH3. In panel (a), the
orientation 〈ψ(t)|cos θ |ψ(t)〉 is shown for different pulse durations (FWHM);
in panel (b), the orientation is plotted for different pulse intensities (E0);
and in panel (c), the time evolution of the expectation value of the inversion
coordinate 〈ψ(t)|ρinv |ψ(t)〉 is plotted for different pulse intensities. The inset
in panel (c) shows the inversion dynamics with subtracted natural (field-free)
tunneling.
recent years.42,43 One of these is the optical centrifuge,44,45
which is a non-resonant, linearly polarized laser pulse that
undergoes accelerated rotation along the direction of propa-
gation (see Fig. 2). The complexity of the experimental setup
has limited the number of studies on centrifuged molecules,
but molecular super-rotors, as they are known in the literature,
are highly interesting objects for scattering,46 spectroscopy,47
and dynamics.48 Given that only a handful of theoretical
work on diatomic and linear triatomic molecules has been
reported,44,49–51 TROVE and RichMol provide a unique oppor-
tunity to explore new polyatomic molecules in an optical
centrifuge. Furthermore, this can be done in a fully quantum
mechanical manner.
Simulations of NH3 employed a field-free basis set con-
taining rotational states in the ground vibrational state up to
FIG. 2. Optical centrifuge simulations of NH3. In panel (a), the wavepacket
population 〈ψ(0)|ψ(t)〉 is shown as a function of J at different times during
the centrifuge pulse. Note that the rotational energy levels shown have the
quantum number m = J. In panel (b), the rotational probability density P(θ,
χ) is plotted as a function of the Euler angles θ and χ. The two-dimensional
plot has been projected on a three-dimensional sphere to illustrate how NH3,
and the molecule-fixed coordinate system, is oriented relative to the axes of
rotation.
J = 40, including both inversion-split state components. An
optical centrifuge was applied for a duration of t = 84.4 ps
along the laboratory-fixed z-axis and was represented by the
following expression:
E(t) = E0 cos(ωt)
[
ex cos(βt2) + ey sin(βt2)
]
. (22)
Here, E0 = 1.6 × 108 V/cm is the field amplitude, β = 20
cm2 is the acceleration of circular rotation, and the carrier
frequency of the field is set at ω = 800 nm. Since the electric
field is off-resonant, highly oscillating, and not very strong,
the electric field potential in Eq. (1) requires the polarizability
interaction term only.
In Fig. 2(a), snapshots of the wavepacket population
〈ψ(0)|ψ(t)〉during the centrifuge pulse have been plotted. Here,
ψ(t) is the wavepacket at time t and ψ(0) = J , k, m, ν±2 〉
= 0, 0, 0, 0−〉 is the wavepacket at t = 0 ps. We see that NH3
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FIG. 3. The effect of rotational excitation with an optical centrifuge on
the inversion tunneling dynamics of NH3, computed as the time-dependent
expectation value 〈ψ(t)|ρinv |ψ(t)〉 of the inversion motion coordinate ρinv.
steadily climbs the rotational ladder through ∆J = 2, ∆m = 2
rotational Raman transitions, and by t = 84.4 ps, the domi-
nant contribution to the wavepacket (67%) is from the J = 38,
m = 38 state. Also displayed in Fig. 2(b) is the rotational
probability density function P(θ, χ) = ∫ dV dφψ(t)∗ψ(t)sin θ,
which provides information on the orientation of the molecule
relative to the axes of rotation. The Euler angles are denoted
by θ, χ, φ, and dV is the volume element associated with the
vibrational coordinates. By the end of the pulse, six “islands”
have emerged which correspond to stable rotation axes, that
are perpendicular to the C3 molecular symmetry axis. The
embedding of NH3 into the Bloch sphere in Fig. 2(b) is used
solely for illustrative purposes. In fact, NH3 can exist simul-
taneously in both lower (shown on the figure) and upper pyra-
midal structures, since the optical centrifuge does not break
the D3h(M) symmetry of the initial wavepacket (stationary
state).
To investigate the influence of the centrifuge rotation
excitation on the inversion tunneling dynamics of NH3, we
have computed the temporal evolution of the expectation
value of the inversion coordinate 〈ψ(t)|ρinv|ψ(t)〉. We choose
a mixed inversion parity initial wavepacket, i.e., ψ(0) = 1/√2
(J , k, m, ν+2 〉 + J , k, m, ν−2 〉) (see Sec. III B). The results are
displayed in Fig. 3. In the absence of an external field, the
molecule tunnels between the two minima at ρinv ≈ 68◦ and
112◦ in about 20 ps. When the optical centrifuge is applied and
the molecule starts to populate states with higher J, the inver-
sion motion gradually slows down and becomes suppressed
with a mean value at about 90◦, which corresponds to a planar
structure of NH3. In classical terms, as the molecule rotates
faster around one of the axes perpendicular to the C3 symme-
try axis of NH3 [see Fig. 2(b)], centrifugal forces pull the
hydrogen atoms toward a planar structure to minimize the
energy.
IV. CONCLUSIONS
To our knowledge, this work represents the first attempt
at a general variational approach for computing electric field
effects in polyatomic molecules with high accuracy. Our
method utilizes a basis set of field-free rovibrational states
obtained from the nuclear motion code TROVE. The rovi-
brational matrix elements of the Cartesian tensor operators
are evaluated in this basis, which is also employed for time-
dependent simulations. External field effects are treated by
multipole moment expansion with order up to the second
hyperpolarizability interaction term. Our fully numerical and
computationally efficient method has been implemented in a
new program, RichMol. To illustrate the robustness of our
approach, example calculations were presented on NH3 of
two-color orientation and rotational excitation with an optical
centrifuge.
TROVE and RichMol provide a computational tool capa-
ble of satisfying the high accuracy demands of modern experi-
ment. With such an approach, a complete quantum mechanical
description of the rovibrational dynamics in the presence of
external electric fields is possible. Quantitative predictions,
external field parameters, and time scales can all be obtained
so that realistic experiments can be designed and also inter-
preted. Although powerful, there are limitations, namely, that
with current computational resources, variational calculations
are only possible on molecules with less than 8–10 atoms.
Extending to larger systems will require the use of reduced-
dimensional models; but as long as these are carefully chosen,
there should be no loss of predictive power.
SUPPLEMENTARY MATERIAL
See supplementary material for the expansion parame-
ters and Fortran 90 functions to construct the electric dipole
moment, polarizability, and the first and second hyperpolariz-
ability tensors of NH3.
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