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Abstract: Some families who experience a twin birth get one more child than they had 
intended and planned for. This is the reason why twin births are used to create 
instrumental variables (IVs) for the number of children in a family. In this chapter I 
introduce IV techniques in general and the use of twin births for IVs in particular. IVs 
based on parity-specific twin births can indeed, under certain circumstances, be valid 
and reliable. In this chapter I discuss what these circumstances are. I rely heavily on the 
work by Joshua Angrist and coauthors. In contrast to them I argue that it is important 
to recognize that IVs based on parity-specific twin births have “heterogenous treatment 
effects”, meaning that it is only for some families that the twin birth leads to an 
unintended and unplanned birth. Recognizing this highlights a few assumptions that are 
not always thoroughly acknowledged in previous research. We, for example, need to 
make assumptions about the possibility of unintended single births and the families 
experiencing these. It is also the case that including families that have not yet reached 
(or surpassed) their desired number of children when using IVs based on parity-specific 
twin births will lead to estimates that are biased towards zero. Most importantly we 
need to reduce the claims of estimating generalizable, causal effects when using twin 
birth instrumental variables.   
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Studies investigating how children are affected by their sibship size, i.e. the number  
of children in the family, face a serious challenge because the sibship size is endogenous in 
the model. One important reason for this endogeneity is that there are unobserved 
differences between parents that chose to have different number of children that could also 
be related to the life chances of their children. The most common method to solve the 
problems of endogeneity in this type of studies has been to use instrumental variables. 
Using parity-specific twin births to create these instrumental variables is considered the 
“gold standard” for this method. Because twin births are (assumed to be) random they 
create a “natural experiment” situation. These instrumental variables have therefore this far 
been considered relatively unproblematic. Bhalotra and Clarke (2016) have recently shown 
convincingly that we have to question the validity of instrumental variables based on twin 
births for many applications. The challenge they raise is serious enough to the method that 
we need to reevaluate the “gold standard” method for this line of research.  
To make this possible for a, hopefully, wider than usual audience I try to provide a  
non-technical introduction to instrumental variables regressions in general and instrumental 
variables based on twin births in particular. It is a basic introduction from one non-expert 
to other non-experts, so that it risk coming across as self-evident or overly simplistic to 
some readers.  
My introduction relies heavily on the work of Joshua Angrist and coauthors (Angrist, 
Imbens, and Rubin 1996; Angrist and Krueger 2001; Angrist and Pischke 2009).  While I 
otherwise follow them closely I do make an adjustment when I apply their framework to 
analyze the use of twin births for instrumental variables. Angrist and Pischke (2009) argue 
that instrumental variables based on twin births are an exception among instrumental 
variables. Their argument for why they are a special case is that the "assignment to the 
treatment"––i.e. experiencing a (parity-specific) twin birth––corresponds completely with 
the "treatment"––having an "extra" child (p. 160–161). If this is correct it reduces the 
number of assumptions needed for using twin births for instrumental variables, and it also 
improves our opportunities to interpret the estimated effect as generalizable, causal effects.  
I will argue that we should not view instrumental variables based on twin births as  
a special case, but rather acknowledge that they have "heterogenous treatment effects".  
In practice this means that I argue that we should not consider the "extra" child born as the 
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treatment. We are not interested in using twin births for instrumental variables because 
they increase the number of children born, but rather because they sometimes lead to a 
randomly assigned and unintended increase of the number of children born. I argue that we 
should therefore consider such unintended births as the treatment rather than all the 
treatments. This argument is in line with Angrist and coauthor's definitions and 
explanations of instrumental variables in general and only deviates in regard to the specific 
interpretation of how we can use twin births for instrumental variables. I argue that if we 
consider unintended births as being the treatment in the twin birth instrumental variable 
case, this in some ways facilitates the interpretation and evaluation of the instruments. But, 
it also highlights a couple of previously overlooked assumptions that are necessary for the 
analyses. We, most importantly, must consider if parents that experience an unintended 
single birth could be different from parents that experience an unintended birth because of 
a twin birth. If my interpretation of instrumental variables based on twin births is the more 
reasonable, we also have to reduce the claims regarding the estimated effect. All is of 
course not lost, but the estimated effects should be considered to be less generalizable. 
2. Presentation of the simulated data used for illustrations 
To illustrate a few key points about using twin births for instrumental variables I have run 
some simple simulations and present the results below. I simulated a very large population 
with at least one birth (N = 1’000’000).1  These families were given a fixed desired number 
of children randomly decided within a distribution. A fixed desired number of children is 
likely a too restrictive assumption, even if it is plausible that most families have some kind 
of idea of the number of children that they would like and how many would be less 
convenient. Anyway, when we use twin births for instrumental variables for sibship size we 
assume that families have a sufficiently fixed desired number of children so that some 
(especially twin) births can result in an “unwanted” birth.2   
We rarely, especially for historical populations, know anything about parents’ desired 
number of children. For the simulation I have therefore had to assume hypothetical 
distributions. I vary these distributions to illustrate how the results depend on the 
                                                 
1 The script for running the simulation using R (R Core Team 2016) is available from the author. 
2 I will call these births “unwanted” in this text. This pointed term is merely intended to make my argument 
as clear as possible. The children in reality do not have to actually be unwanted in their families for 
the instrumental variables based on twin births to work. What is needed is that some parents have one 
more child than they had intended and planned for. 
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distribution, i.e. on the investigated population and time period. I use the distributions of 
the observed number of children from four studies that investigate the association between 
sibship size and child outcomes and that, more importantly, present the distribution of 
observed number of children in the paper (Black, Devereux, and Salvanes 2005, tab. II; 
Åslund and Grönqvist 2010, tab. 1; Stradford, van Poppel, and Lumey 2017, tab. 1; 
Roberts and Warren 2017, tab. 3). This is far from perfect but does provide some empirical 
basis for the shapes of the distributions.  
All families in the simulated populations, as mentioned, have at least one birth. They 
then go on to have another birth until they reach their desired number of children. Each 
birth has a small and constant chance of being a twin birth (p=0.0175). (For simplicity, I do 
not include any other types of multiple births.) Because of twin births some families will 
exceed their desired number of children. These simulated data are of course a highly 
simplified version of reality. They are solely intended to illustrate what twin birth 
instrumental variables capture in situations when they work well. The twin births would in 
this simulated case by construction make valid instrumental variables.  
Most of the values presented from the simulation are determined by the shape of these 
distributions together with the chance for twin births. I still repeated the simulation to 
investigate how much the values would vary by chance. They turned out not to vary much 
at all. I therefore only present the median value from the simulations in the tables below. 
3. The challenge of endogeneity when studying the effect from sibship size on children 
Investigations into how children are affected by the sibship size, i.e. the number of children 
in the family, have a long history in both social sciences and public health research. A large 
number of studies have found negative associations between sibship size and different 
outcomes of the children, for example with regard to their education and social mobility 
(e.g. Blau and Duncan 1978, chap. 9; Blake 1981; 1985). These negative associations have 
later been confirmed for many populations in high-income countries (Park 2008; Xu 2008; 
Kalmijn and Werfhorst 2016). Negative associations have also been shown for a wide 
range of other outcomes, including the height of the children (see e.g. Öberg 2015 and the 
references therein). 
Understanding the causes underlying the negative associations will help us understand  
a range of other things. Influences from the sibship size could, for example, be part of  
the mechanism for the transmission of social (dis-)advantage. How children are affected  
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by their sibship size also provide insights into the costs of raising children and how families 
manage these costs in different contexts and times. This has important implications for,  
for example, theories on the fertility decline, investments in human capital and  
inter-generational transfers of resources.  
The most commonly used framework for understanding the negative associations is the 
resource dilution hypothesis (Blake 1981; 1985; Gibbs, Workman and Downey 2016). This 
provides an intuitive explanation by claiming that the cause behind the negative associations 
between sibship size and child outcomes is that parental resources are limited and hence 
diluted in families with many children. The parental resources include material resources 
but also time, energy, patience etc. These resources are limited and parents will not be able 
to counteract scarcity across all aspects when they have many children to care for.  
Resource dilution is also one of the underlying assumptions of the theoretical model 
developed by Gary Becker and colleagues on how families invest in their children  
(e.g. Becker 1993). The model posits that parents make a choice on how many children to 
have and how much to invest in them. If they have many children they can invest less in 
each, if they have fewer children they can invest more. The more the parents invest in their 
children, the more they improve their “quality”. The parents thus have to make a trade-off 
between the quantity and quality of their children.  
The complementary explanation for the negative associations between sibship size and 
child outcomes, besides resource dilution, is that parents who chose to have different 
number of children are different also in other ways. If there are differences between 
parents with different number of children this can create problems for our analyses. If 
these differences influence both the number of children and the outcomes for the children, 
they will act as confounders of the estimated association between sibship size and the 
outcome. The parents with different number of children can be different in observable 
ways. An important example of this is the socioeconomic gradients in fertility that are 
observed in many populations (Dribe et al. 2017). Such gradients could mean, for example, 
that children with many siblings also have parents with less education and lower incomes. 
To investigate the association between the sibship size and the outcomes for the children, 
in this example, we would therefore have to adjust our estimates for indicators the parents’ 
education and income.  
The parents with different number of children can also be different in unobservable 
ways, such as in their ability or preferences. Parents who are better able to care for children 
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and have a preference for spending more on their children could, for example, be more 
likely to have a larger number of children and also better outcomes for their children. Or, it 
could be that parents with a preference for child “quality” desire fewer children to be able 
to invest more in each. This is what is assumed in the theoretical quantity-quality 
framework of Becker (1993). These unobservable differences will create problems for our 
analyses if they confound the association between sibship size and the outcomes for the 
children. It is a very reasonable assumption that they will work as confounders (Figure 1), 
and so we need to take this into consideration when investigating this issue. 
FIGURE 1. Graphical representation of the association between the number of children in the family and 
the outcome for the children 
 
 
There are several reasons for why we can’t think of the number of children as being 
determined independently of the outcomes for the children. I will focus on differences 
between parents confounding the association because this is likely to be the case 
empirically and because it is assumed in one of the theoretical frameworks tested. 
Regardless of where we will end up with our analysis in regard to method, we always 
need to start by considering what plausible factors could influence the association in the 
case we are studying and how. There will always be a very large number of possible factors 
potentially influencing the outcome. What we are looking for are factors that could 
influence both the explanatory variable of interest and the outcome studied. Examples of 
such factors when studying the effect from sibship size on child outcomes are the socio-
economic status of the family and the parents’ preferences for child “quality” (Figure 1).   
The next step is to consider if we can observe and include all relevant factors in the 
model. If this is possible we proceed and estimate the effect using ordinary least squares 
regression. If it is not possible to observe and/or include all relevant factors in the model 
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we need to find a way to take this unobserved factor(s), i.e. omitted variable(s), into 
account. As long as there are differences between parents with different number of 
children that we do not (perfectly) adjust for, we cannot estimate the causal effect from the 
sibship size on the outcome from just comparing the outcomes for children from families 
with different number of children.  
If, for example, parents with a strong preference for child “quality” have fewer children 
and also invest more in each child this will create a spurious negative association between 
the number of children and child outcomes. The results are biased in the same way as from 
omitting any other relevant explanatory variable. Because we have an omitted variable that 
affects both the number of children and the studied outcome, the variable measuring the 
number of children will be correlated with the residuals from the regression. Because the 
variable is correlated with the residuals it cannot be treated as an exogenous factor. 
Problematic variables, such as the number of children, are therefore called “endogenous” 
variables. If we have endogenous variables the results from, for example, ordinary least 
squares regressions will be biased. We therefore have to find a way to deal with the endo-
genous variable(s) to be able to estimate the actual, causal effect from sibship size on child 
outcomes. The most commonly used such method is instrumental variables regressions. 
4. An introduction to instrumental variable techniques 
The most commonly used solution for estimating unbiased, including unconfounded, 
effects when the explanatory variable is endogenous is instrumental variable techniques 
(for an introduction, see: Angrist and Pischke 2009, chap. 4; see also, for example: Angrist, 
Imbens, and Rubin 1996; Angrist and Krueger 2001; Murray 2006; Bollen 2012). These 
techniques attempt to isolate “exogenous” variation in the endogenous variable and analyze 
its association with the outcome using only this variation. In practice this means using only 
the variation of the endogenous variable that is related to something that, in turn, is not 
related to the outcome studied. This "something" is the instrument or instrumental 
variable. It needs to be, in itself, not related to the outcome studied nor related to other 
aspects that cause a spurious association. This is what makes the instrumental variable 
“valid”. The instrument needs to be, in contrast, fairly closely related to the endogenous 
variable. This is what makes the instrumental variable “relevant” or “informative”.  
The most difficult requirement on an instrumental variable is that it should not be 
associated with the outcome we are studying; stated differently it should be “exogenous” to 
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the outcome. The instrumental variable can, self-evidently, not have any direct effect on the 
outcome studied. It is therefore possible to exclude (and should be excluded) from the 
model of the outcome that we estimate. This requirement on the instrumental variable and 
assumption in the method is therefore called the “exclusion restriction”. We can, sometimes, 
find an instrumental variable that doesn’t have any direct influence on the outcome. But, 
what is further required is that it should not be related to anything unobserved that is also 
related to the outcome. There should, in other words, not be any unobserved factors 
confounding the association between the instrument and the outcome. There can be 
observable factors confounding the association if we can (perfectly) adjust our models for 
these factors. If we (perfectly) adjust the models for these observables, the instrumental 
variable will be conditionally independent of the outcome. One way of achieving this is if 
the assignment to the event underlying the instrumental variable is random. In such cases 
we trust that the independence assumption holds on average and in large samples.   
We also need the instrumental variable to have an influence on the potentially 
problematic, “endogenous”, variable. If the instrumental variable does not influence the 
endogenous variable, it is not “relevant”. This might seem like a trivial requirement but 
given the difficulty in finding instrumental variables we need to check that what we use 
actually have a substantial effect on the endogenous variable. We can check this, for 
example, by regressing the endogenous variable on the instrumental variable using ordinary 
least squares. There is then a rule-of-thumb that the t-statistic of the coefficient on the 
instrumental variable should be equal to ten or higher for the instrument to have a 
sufficiently strong and systematic impact on the endogenous variable to work well  
(Staiger and Stock 1997). Instrumental variables that are only weakly associated with the 
endogenous variable are called “weak” instruments and can create a whole range of 
problems for the analysis (e.g. Stock, Wright and Yogo 2002; Murray 2006).  
The requirements that the instrumental variable should have a (fairly) strong effect on 
the endogenous variable while being (conditionally) independent of the outcome are very 
difficult in practice. What social scientists, including economists, oftentimes end up using 
are random events or decisions that are not made by the people studied but still affect 
them. The most common and best known example of an instrumental variable in the 
literature studying the influences from sibship size on child outcomes is that of twin births. 
This has in itself a long history (starting with Rosenzweig and Wolpin 1980) and is indeed, 
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under certain circumstances, a valid and reliable instrument. Below I will discuss what these 
circumstances are. 
5. An introduction to using twin births for instrumental variables 
The idea behind using twin births for instrumental variables is that some of the families 
which have a (parity-specific) twin birth are getting an “extra” child that they would not 
otherwise have had. Because twin births are (assumed to be) random events, we get a 
situation where a group of randomly chosen families are assigned an “extra” child. This is 
how we can argue that the twin births create an experiment-like situation.3  Because nature, 
through human biology, creates this situation it is included among so-called “natural 
experiments” (Rosenzweig and Wolpin 2000).  
For instrumental variables based on twin births the exclusion restriction means that 
experiencing a (parity-specific) twin birth shouldn’t in itself influence the other children in 
the family. This is, in many cases, plausible. There should also be nothing that influences 
both the chance of a twin birth and the studied outcome for the children. This is possible 
but a more difficult requirement than the first. If there are such unobserved factors this will 
lead to the instrument being only conditionally exogenous. Conditionally independent 
instrumental variables lead to biased results if we cannot (perfectly) adjust our model for 
the factors that do influence both the chance of a twin birth and the studied outcome for 
the children. Instrumental variables based on twin births are assumed to be independent of 
the outcome because they are assumed to be random events. Because the twin births are 
random events we can assume that there will, on average and in large samples, be no systematic 
differences between those indicated and not by the instrumental variable, i.e. experiencing a 
(parity-specific) twin birth or not. We can for example and importantly assume that there 
should be no association between experiencing a (parity-specific) twin birth and the desired 
number of children. This is why we can estimate the un-confounded, causal effect of 
sibship size on the outcome by comparing the average outcome and number of siblings for 
children in families who experience a (parity-specific) twin birth with children in families 
that do not. 
To uphold the assumption of random assignment of twins it is important that we 
construct the instrumental variable in a way so that the twin birth can indeed be seen as a 
                                                 
3 In reality the design is, of course, not exactly as a randomized, controlled experiment, and using 
instrumental variables adds another level of assumptions to the implied behavioral model 
(Rosenzweig and Wolpin 2000). 
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random event. What is important to keep in mind is that it is for each birth that the 
twin/not twin event can be treated as a random event. We can therefore, for example, not 
use an indicator for families that experienced any twin birth as an instrumental variable. 
The chance of this happening is, quite naturally, increasing with each birth and so this 
indicator will be positively associated with the desired number of children.  
For the instrumental variables created from twin births not to be associated with the 
desired number of children we need to create them based on parity-specific twin births. We 
then use them in “n+ samples”. This means that we use a twin birth at a specific parity as 
the instrument and include the families with that many or more births in the analysis. 
Because the twins have some special features (e.g. Silventoinen et al. 2013) they are 
themselves excluded from the analysis. We also don’t want to include other later born 
children since they are only present in the larger families. When we use twin births to create 
instrumental variables we therefore in practice study how the older, earlier born, children 
are affected by an exogenous increase in the number of younger siblings. We do this in 
families with more than two births. If we, for example, use a twin birth as the second birth 
to create our instrumental variable we study only the first-born children in families with at 
least two births. We also need to make sure that we only include families in our sample that 
have reached (or surpassed) their desired number of children. Otherwise the estimated 
effect from sibship size on the child outcomes will be biased towards zero. 
5. Understanding twin births as instrumental variables through a counterfactual analysis 
To further investigate if the necessary assumptions for an instrumental variable are met it is 
useful to use the counterfactual framework applied in, for example, Angrist, Imbens and 
Rubin (1996). This helps highlighting the assumptions required if we want to use 
instrumental variables based on twin births. The first thing that I think this framework 
helps to highlight is that there is a difference between the random event that creates the 
instrumental variables, the twin births, and what we intend for these instrumental variables 
to capture, exogenous increases of the number of children in the family.4  What a twin 
birth does is to make an unexpected increase in the number of children. Some families will 
have always wanted to have another two or even more children and just have them quicker 
than expected. For these families the twin birth thus does not lead to an exogenous 
increase of the number of children.  
                                                 
4 My analysis and conclusion here differs from that of Angrist and Pischke (2009). 
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A twin birth can only result in an “unwanted” birth if we assume that each family has a 
set desired number of children. This is most likely a too restrictive assumption, but it is 
plausible that many families have some kind of idea of the number of children that is 
convenient and what is less convenient.  
By separating the random assignment to the instrumental variable—a parity-specific 
twin birth—from its consequence—an exogenous increase of the number of children—it 
becomes easier to evaluate the necessary assumptions. Families either experienced a (parity-
specific) twin birth or not, and this resulted in an extra child being born that was either 
“wanted” (endogenous) or “unwanted” (exogenously increasing the number of children). 
To evaluate the use of (parity-specific) twin births as instrumental variables we need to 
consider differences between the four groups with the four different possible combinations 
of these outcomes. These four groups will each include two groups of families with 
different characteristics. The analysis depends on that some of these groups do not exist or 
that there are no systematic unobserved differences between these groups. 
Firstly, we have the “compliers” (see Angrist, Imbens, and Rubin 1996 for further 
discussion of these terms). The compliers are the families who had no twin birth (at the 
studied parity) and who get exactly as many children as they wanted, and the families who 
had a twin birth (at the studied parity) and therefore had one more child than they wanted. 
This is the group for which the instrumental variable works as intended.  
Secondly, we have, besides the compliers, three groups that deviate in different ways 
from the expected pattern. There are the “never-takers”, which in the twin instrumental 
variable case correspond to the families that get the exact number of children they wanted 
regardless of whether they had a twin birth or not (at the studied parity).5 Experiencing 
twin births or not should (conditionally) not be a useful predictor of the outcome for the 
children, i.e. there should be no systematic, unobserved differences between families that 
experience a twin birth and those that do not. This is the exogeneity assumption that 
makes the twin birth instrumental variables valid, and has, prior to Bhalotra and Clarke 
(2016), mostly been seen as a relatively unproblematic assumption. 
For the other groups we need to allow for “unwanted” births also among single births. 
One of the groups including “unwanted” single births are the “always-takers”, which in the 
twin birth instrumental variable case correspond to all the families that experience an 
                                                 
5 They are “never-takers” of the “treatment” of having an “unwanted” birth. 
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“unwanted” birth, single or twin. For this group the exogeneity assumption requires that 
there should not be any differences between families that experience an “unwanted” birth 
because of a twin birth and families that experience an “unwanted” birth as a result of a 
single birth. This needs to be true for the twin birth instrumental variables to be valid. It is 
not difficult to think of reasons why this might not be true, but the assumption could be 
sufficiently accurate empirically. This assumption is, anyway, much less self-evident than 
those mentioned above. An alternative assumption for making the twin birth instrumental 
variables valid would be that there are no “unwanted” single births at all. This is an even 
more strenuous assumption than what was just discussed.  
The last category we evaluate is the “defiers”, which in the twin instrumental variable 
case correspond to families that “defy” their classification in the instrumental variable. The 
“defiers” include families that change their mind about wanting a child when they have a 
single birth rather than a twin birth. They also include families with parents that are 
fundamentally changed in their preferences and behaviors regarding how many children they 
want and how they treat their children by the experience of having a twin birth. This last 
group is less implausible than the first, but both can be expected to be small if they exist. 
5. How a two-stage least squares instrumental variable regression works 
The most intuitive, and commonly used, method for using instrumental variables in 
regressions is “two-stage least squares”. For this we formulate two models: one modelling 
the influence from the problematic, endogenous explanatory variable on the outcome 
studied, and another modelling the variation in the problematic, endogenous explanatory 
variable in itself. Only the model of the problematic, endogenous explanatory variable 
includes the instrumental variable(s). The assumption is, as mentioned, that a (parity-
specific) twin birth can contribute to predicting the number of children in a family, but 
does not influence the studied outcome for the older children in these families.  
The first stage of a two-stage least squares regression is that we regress the endogenous 
variable on the instrumental variable.6  If there are other explanatory variables in the model 
of the outcome, other than the problematic variable, we include also those in this first stage 
model.7 In the second stage, we replace the observed number of children with the 
                                                 
6 The problematic, endogenous explanatory variable is thus the dependent variable in this model. 
7 The results from this first stage regression is, as mentioned, where we can check that the instrument is 
relevant and not ”weak”. We do this by looking at the size of the coefficient on the instrumental 
variable and its t-statistic. 
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predicted values from the first stage regression. When we use (parity-specific) twin births 
to create instrumental variables these are, quite naturally, binary. Either the family had a 
twin birth at the studied parity, or not. I will explain how the method works while 
assuming that there are no other explanatory variables, because it makes it so much easier 
to understand the method. The principles explained are not changed if we do include other 
explanatory variables in the first stage. 
For the second stage regression we, as mentioned, use only the variation in the number 
of children that is related to the binary instrument. In a simplified case, this, in practice, 
means that the variation in the number of children is reduced to a binary variable as well.8  
All families that experienced a twin birth at the studied parity get the same predicted value 
from the first stage. In the simplified case this corresponds to the constant (i.e. the 
conditional average number of children in the sample) plus the coefficient on the 
instrumental variable. The predicted value for families that did not experience a twin birth 
at the parity is, in the simplified case, just the constant. The difference in the average 
number of children between families experiencing a (parity-specific) twin birth and not, i.e. 
the first-stage coefficient on the twin birth variable, is the only variation in the number of 
children that is used to estimate its effect on the outcome. The instrumental variable 
regression can therefore, in this simplified case, be intuitively understood as estimating a 
regression line from the differences in means of two variables for two groups, i.e. drawing 
a line between two points in a scatter plot. We estimate the effect from the number of 
children on the outcome by how much larger the number of children, on average, are for 
families experiencing a (parity-specific) twin birth compared to those that do not, and by 
the average difference in the outcome for the children in these two groups.9   
                                                 
8 In practice we will, almost always, have also other explanatory variables in the first stage model of the 
endogenous variable. These will also influence the predicted values through their estimated coefficients. 
When we include also other explanatory variables in the first stage regression the predicted values are a 
so-called “linear combination” of the included explanatory variables and the instrumental variable. 
This means that the predicted values are a sum of the observed variable values multiplied by their 
respective coefficients. The reason for why this does not lead to issues of multicollinearity when we 
include this prediction in the model of the outcome, which also includes the other explanatory 
variables, is the instrumental variable. This creates variation in the predicted values that are not part of 
the other explanatory variables. This is another reason for why we need the instrumental variables to 
be not “weak”, i.e. add a substantive amount to the variation in the predicted values. 
9 We use instrumental variable regressions, rather than estimating the effect based on the group means 
(which is called the Wald estimator), because there are almost always relevant observable factors we 
should adjust the estimates for besides the instruments. This extension does not change the intuition of 
the method as I try to outline it here. 
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The twin birth instrumental variables will, in practice, indicate families with different 
number of children. This heterogeneous group is compared to the equally heterogeneous 
families that did not experience a twin birth at the studied parity. The heterogeneity of the 
families indicated by the instrumental variable reduce the difference between them and the 
rest of the sample. We can still get an accurate estimate of the effect because both the 
difference in the problematic explanatory variable—sibship size—and in the outcome, are 
reduced. As long as the instrumental variable is valid, there should be nothing else creating 
systematical differences between the families indicated by the instrumental variable and 
not, other than that some of the indicated families experienced an “unwanted” birth 
because of the twin birth. We can therefore still estimate the slope of the regression line 
from the two points in the scatter plot because they close in on each other along the line 
that we want to estimate the slope of. The estimated slope should be accurate as long as 
the assumptions hold, but the estimation risks becoming volatile when the points are closer 
together. This is why instrumental variable regressions become more sensitive to violations 
of the assumptions when the instrumental variable is weak, i.e. doesn’t have a substantive 
(and systematic) effect on the endogenous variable.  
Thinking about the instrumental variable regression in this way makes it more similar to 
methods we all know and have used. It might therefore be easier to see why there can be 
no systematic differences between the groups that could confound the observed difference 
in the outcome. It also becomes clear why the method does not work well when the 
difference in, for example, the number of children is small. If this difference is small, we 
don’t have much variation in the explanatory variable between the groups we are 
comparing and so the results become less robust, just as for other methods, such as 
ordinary least squares regressions. 
6. Illustrating the heterogenous treatment effect of instrumental variables based on 
twin births through the first-stage regression coefficient 
We assume that the families who experience a (parity-specific) twin birth are not in any 
systematic way different from the families that do not experience this. We, for example and 
importantly, assume that these two groups of families do not desire different number of 
children. We should therefore not expect the families experiencing a (parity-specific) twin 
birth to proceed to higher birth orders because of the twin birth. This would make these 
parents being systematically different because of the twin births. This would, in turn, make 
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it relevant to include an indicator for these families to adjust our models of the outcome, 
thus violating the exclusion restriction (making the instrumental variable not valid).   
Because we assume no systematic differences between families who do or do not 
experience a (parity-specific) twin birth, the difference in number of children between the 
groups should capture only the exogenous increase in some families, i.e. the “unwanted” 
births that exogenously increase the number of children.  
The size of the first stage coefficient corresponds to the share out of the families that 
experienced a twin birth at the studied parity, that wanted n children but got n+1 because 
of the twin birth, i.e. an “unwanted” birth (Table 1). The results in Table 1 shows that the 
twin birth instrumental variables work as intended when they are valid (as they are by 
construction in the simulation). The first stage coefficient captures the expected number of 
“unwanted” children born to a family experiencing a twin birth (at the studied parity). The 
share of the twin births that are “unwanted”, quite naturally, depends strongly on the 
hypothetical distribution of the desired number of children. Both the average and the shape 
of this distribution influence the shares “unwanted” at the different birth orders. The 
coefficient will be smaller in higher fertility desire populations because a larger share of the 
parents wants n+1, or even more, children (Table 2).  
Even if the size of the coefficient varies there is always a substantial difference in the 
number of children between families who do or do not experience a (parity-specific) twin 
birth. The coefficient from the first-stage regression is therefore often in the middle or in 
the upper half of its range between zero and plus one, and with a t-statistic well above ten 
(Table 1). And so, even if the twin births explain only a miniscule part of the variation in 
family size, these instruments are not “weak”. 
Because we intend for the twin birth instrumental variable to capture “unwanted” births 
we should expect the first-stage coefficient to always be between zero and plus one. A coef-
ficient outside this range is a clear indication that the instrument is capturing some other 
variation than the intended. The first-stage coefficient is around 0.7–0.8 in present-day 
populations (Bhalotra and Clarke 2016) which would indicate that about that share of the 
twin births leads to an “unwanted” increase of the number of children. This is high but not 
in itself implausible. But, I would still argue that it is surprisingly high if we allow for the 
possibility of “unwanted” single births. “Unwanted” single births will reduce the difference 
in final number of children between the groups of parents that do and do not experience 
the (parity-specific) twin birth, and thus reduce the size of the first-stage coefficient. 
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TABLE 1 Results regarding basic properties of instrumental variables based on parity-specific twin births 



























Distribution based on Black, Devereux, and Salvanes (2005) 
Twin as 2nd birth 0.494 0.503 0.409 0.146 0.814 0.0042 58.4 
Twin as 3rd birth 0.643 0.647 0.266 0.047 0.402 0.0086 59.2 
Twin as 4th birth 0.673 0.676 0.099 0.016 0.141 0.0094 36.5 
Twin as 5th birth 0.659 0.664 0.031 0.006 0.045 0.0083 19.4 
Distribution based on Åslund and Grönqvist (2010) 
Twin as 2nd birth 0.507 0.516 0.453 0.145 0.876 0.0043 61.8 
Twin as 3rd birth 0.660 0.666 0.287 0.048 0.422 0.0084 59.7 
Twin as 4th birth 0.663 0.668 0.097 0.018 0.140 0.0074 32.4 
Twin as 5th birth 0.622 0.627 0.030 0.007 0.046 0.0057 16.2 
Distribution based on Stradford, van Poppel and Lumey (2017) 
Twin as 2nd birth 0.390 0.400 0.269 0.233 0.678 0.0009 25.2 
Twin as 3rd birth 0.433 0.444 0.181 0.131 0.408 0.0013 22.7 
Twin as 4th birth 0.429 0.442 0.101 0.076 0.227 0.0014 17.7 
Twin as 5th birth 0.422 0.429 0.056 0.044 0.127 0.0016 14.3 
Distribution based on Roberts and Warren (2017) 
Twin as 2nd birth 0.328 0.340 0.280 0.346 0.840 0.0006 22.3 
Twin as 3rd birth 0.383 0.394 0.218 0.203 0.557 0.0009 22.6 
Twin as 4th birth 0.407 0.420 0.143 0.114 0.339 0.0012 19.9 
Twin as 5th birth 0.434 0.442 0.089 0.066 0.197 0.0015 17.3 
 
The first-stage regression coefficient will only correspond to the share of the twin births 
that are “unwanted” if we study only families that have all reached (or surpassed) their 
desired number of children.  The first-stage coefficient will therefore also depend on how 
long time has passed since the twin birth. If not that much time has passed the parents who 
always wanted more children will not have had time to realize this. The difference between 
parents who did and did not experience a parity-specific twin birth will therefore be larger if 
less time has passed since the twin birth. The argument I have outlined about how the first-
stage coefficient (almost exactly) captures the share of the births that are "unwanted" relates 
to when all families have reached or surpassed their desired number of children. The 
conceptual way of thinking about the first-stage regression coefficient presented above still 
holds, but they will not correspond exactly to the share of the births that are "unwanted". 
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TABLE 1 The accuracy of the twin birth instrumental variables 
A. Distribution based on Black, Devereux, and Salvanes (2005) 
Twin as 2nd birth,  
b, first stage = 0.494 
Accuracy = 98.3% 
Twin birth at the 
studied parity 
Twin as 3rd birth,  
b, first stage = 0.643 
Accuracy = 98.8% 
Twin birth at the 
studied parity 
No Yes No Yes 
“Unwanted 
birth” 
No 0.9739 0.0085 “Unwanted 
birth” 
No 0.9764 0.0060 
Yes 0.0087 0.0088 Yes 0.0062 0.0113 
Twin as 4th birth,  
b, first stage = 0.673 
Accuracy = 98.9% 
Twin birth at the 
studied parity 
Twin as 5th birth,  
b, first stage = 0.659 
Accuracy = 98.8% 
Twin birth at the 
studied parity 
No Yes No Yes 
“Unwanted 
birth” 
No 0.9770 0.0056 “Unwanted 
birth” 
No 0.9767 0.0058 
Yes 0.0057 0.0118 Yes 0.0059 0.0117 
B. Distribution based on Åslund and Grönqvist (2010) 
Twin as 2nd birth,  
b, first stage = 0.507 
Accuracy = 98.3% 
Twin birth at the 
studied parity 
Twin as 3rd birth,  
b, first stage = 0.660 
Accuracy = 98.8% 
Twin birth at the 
studied parity 
No Yes No Yes 
“Unwanted 
birth” 
No 0.9742 0.0085 “Unwanted 
birth” 
No 0.9768 0.0059 
Yes 0.0083 0.0090 Yes 0.0057 0.0117 
Twin as 4th birth,  
b, first stage = 0.663 
Accuracy = 98.8% 
Twin birth at the 
studied parity 
Twin as 5th birth,  
b, first stage = 0.622 
Accuracy = 98.7% 
Twin birth at the 
studied parity 
No Yes No Yes 
“Unwanted 
birth” 
No 0.9768 0.0058 “Unwanted 
birth” 
No 0.9761 0.0065 
Yes 0.0057 0.0117 Yes 0.0064 0.0110 
C. Distribution based on Stradford, van Poppel, Lumey (2017) 
Twin as 2nd birth,  
b, first stage = 0.390 
Accuracy = 97.9% 
Twin birth at the 
studied parity 
Twin as 3rd birth,  
b, first stage = 0.433 
Accuracy = 98.1% 
Twin birth at the 
studied parity 
No Yes No Yes 
“Unwanted 
birth” 
No 0.9722 0.0105 “Unwanted 
birth” 
No 0.9729 0.0097 
Yes 0.0103 0.0070 Yes 0.0096 0.0078 
Twin as 4th birth,  
b, first stage = 0.429 
Accuracy = 98.1% 
Twin birth at the 
studied parity 
Twin as 5th birth,  
b, first stage = 0.422 
Accuracy = 98.0% 
Twin birth at the 
studied parity 
No Yes No Yes 
“Unwanted 
birth” 
No 0.9729 0.0098 “Unwanted 
birth” 
No 0.9728 0.0100 
Yes 0.0096 0.0077 Yes 0.0098 0.0075 
D. Distribution based on Roberts and Warren (2017) 
Twin as 2nd birth,  
b, first stage = 0.328 
Accuracy = 97.7% 
Twin birth at the 
studied parity 
Twin as 3rd birth,  
b, first stage = 0.383 
Accuracy = 97.9% 
Twin birth at the 
studied parity 
No Yes No Yes 
“Unwanted 
birth” 
No 0.9711 0.0116 “Unwanted 
birth” 
No 0.9721 0.0106 
Yes 0.0114 0.0060 Yes 0.0104 0.0069 
Twin as 4th birth,  
b, first stage = 0.407 
Accuracy = 98.0% 
Twin birth at the 
studied parity 
Twin as 5th birth,  
b, first stage = 0.434 
Accuracy = 98.1% 
Twin birth at the 
studied parity 
No Yes No Yes 
“Unwanted 
birth” 
No 0.9725 0.0101 “Unwanted 
birth” 
No 0.9729 0.0098 
Yes 0.0100 0.0073 Yes 0.0096 0.0077 
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The first-stage coefficient would be biased if there are unobserved differences between 
mothers who do and do not experience a twin birth. Bhalotra and Clarke (2016), for 
example, suggest that mothers who experience a twin birth are, on average, somewhat 
healthier than other mothers. This would increase the size of the first-stage coefficient if 
healthier mothers also have, on average, more children than less healthy mothers. Bhalotra 
and Clarke (2016, tab. 7–8), contrary to this argument, shows that the coefficient in the 
first-stage regression increases when they add controls for the health of the mothers. What 
their results do show is that unobserved differences between mothers who do or do not 
experience a (parity-specific) twin birth will affect also the first-stage regression coefficient.  
7. The effect that is being estimated when using twin birth instrumental variables 
That not all (parity-specific) twin births lead to a both unexpected and “unwanted”,  
i.e. exogenous, increase in the number of children does not bias the results from the  
IV regression. What it does is to highlight the necessary assumptions discussed above.  
We also have to reduce the claims regarding estimating a generalizable, causal effect.  
We don’t carry out IV regressions because we are interested in if children are taller or 
shorter in families that experienced a twin birth at a specific parity or not. We want to be 
able to interpret the estimated effect as the causal effect from the number of children on 
the outcomes for the children. We get close to this but not all the way. What we estimate is 
the local average treatment effect; LATE (Angrist, Imbens, and Rubin 1996). The LATE 
effect is the effect on the outcome from increasing the number of children of parents 
"whose treatment status can be changed by the instrument" (e.g. Angrist and Pischke 2009). 
Angrist and Pischke (2009) argue that we should consider the treatment to be the "extra" 
child born because of the twin birth. But, the parents whose "treatment status", i.e. number 
of children, can be "changed by the instrument", i.e. a (parity-specific) twin birth, are the 
parents for whom the twin birth lead to an unintended increase of the number of children. 
To see why we have to use the counterfactual framework and consider what these parents 
would have done if they had not experienced a (parity-specific) twin birth. If the parents, 
for example, wanted two more children, they would (in the counterfactual absence of the 
twin birth) have continued to get another child. Their treatment status, again i.e. number of 
children, was therefore not "changed by the instrument", again i.e. the (parity-specific) twin 
birth. What we therefore estimate when we use twin births for instrumental variables is the 
local average treatment effect.  
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This is the effect on the outcome studied from an exogenous increase of the number of 
children in some families because of a (parity-specific) twin birth; the “Treatment Effect”. It 
is the effect for this subpopulation rather than for all families or for all families 
experiencing a twin birth; the “Local” effect. The estimated effect is the average of the 
effect experienced by all families in this sub-population; the “Average” effect. When we 
use twin births as second births for an instrumental variable we estimate the effect from 
increasing the number of children to three in families that only intended to have two 
children. This is different from the effect of increasing the number of children from two to 
three in any family, but could still be of interest. It is less generalizable than what is 
currently sometimes assumed in the literature.  
It is important that we only include families that have reached (or surpassed) their 
desired number of children in our sample when we use (parity-specific) twin births for 
instrumental variables. If we use (parity-specific) twin births for instrumental variables for 
families that have not yet reached (or surpassed) their desired number of children, this will 
lead to that the estimated effect from sibship size on the outcome is biased towards zero. 
As discussed above, if we study a population of parents that have not yet reached (or 
surpassed) their desired number of children we will overestimate the difference in number 
of children between families that do or do not experience a (parity-specific) twin birth, i.e. 
the first-stage regression coefficient is too large. The difference in the outcome will, in 
contrast, be a result only of the increase in the number of children in families who 
experienced an "unwanted" birth. This is what we assume in the exclusion restriction; that 
the older siblings are not (positively or negatively) affected by getting two younger siblings 
at once instead of with some time in-between. The bias toward zero is therefore a result of 
that we are overestimating the difference in sibship size but comparing this to the smaller, 
“true” effect on the outcome. The bias towards zero when we are studying families that 
have not yet reached (or surpassed) their desired number of children will therefore be 
present even if the instrument otherwise is valid.  
There are several reasons for why we should expect the estimated effect to vary across 
versions of the twin birth instrumental variables and across populations. One reason is that 
the estimated effect is a (weighted) average marginal effect across all the levels of the 
endogenous variable that are indicated by the instrumental variable. When we use twin 
births for instrumental variables the estimator will place more weight to the effect at the  
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sibship sizes for which the instrumental variable has the largest effect on the sibship size. 
Twin birth instrumental variables indicate families with a twin birth at the studied parity 
regardless of whether they have more children after that parity or not. The instrumental 
variables therefore indicate families with different number of children. While these larger 
families are also indicated by the instrumental variable, the earlier twin birth has had no 
effect on the number of children in these families. These are families that would have gone 
on to have more births if they had only had a single birth instead of the twin birth. The 
effect from sibship size on the outcome is therefore estimated from only the (exogenous) 
increase of the number of children at the studied parity. If the marginal effect from increasing 
the number of children is different at different parities, as suggested by Mogstad and 
Wiswall (2016), this will lead to different results when using instrumental variables based 
on twin births at different parities.  
There is also a reason to expect the estimated effect to vary across versions of the twin 
birth instrumental variables and across populations that is caused by the heterogenous 
treatment effect. This is related to the varying accuracy of the classification made by the 
instrumental variable. The accuracy is the extent to which the classification of the 
instrumental variables indicates (one group of) “compliers”, i.e. families that wanted n 
children but had n+1 because of the twin birth.  
The accuracy varies across distributions of desired number of children, i.e. populations, 
and across versions of the instrumental variable. The parity-specific twin birth instrumental 
variables have a high accuracy in all populations. The reason for this is that almost all births 
are single births, and therefore in the simulation are, by construction, not “unwanted”.  
The variation between populations and versions of the instrumental variable comes from 
the other, much less common categories. When we compare these other categories we see 
that the groups that are being categorized wrongly is oftentimes at least as large as the 
group correctly classified. The accuracy is especially high in the lower fertility distribution 
populations (Table 2). But the accuracy varies between the birth orders, especially between 
the second and the later births. A smaller coefficient in the first-stage regression will 
coincide with a lower accuracy of the classification of families by the instrumental variable. 
One reason for why this should have us expect different estimated effects when we use 
different instrumental variables or study different populations is that the groups studied 
will be a differently select group in the different populations. Remember that we are  
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estimating the effect of exogenously increasing the number of children in some of the 
families that wanted exactly n children. This will be a differently select group for different 
instrumental variables and populations (Table 1), thus making the estimated effect more or 
less generalizable in different applications. 
8. Negative associations, but no negative effects in instrumental variables regressions 
Researchers from many different fields are investigating the associations between sibship 
size and child outcomes, and especially the mechanisms behind the often-observed 
negative associations. The literature on this is expanding very rapidly at the moment. Much 
effort has been put into evaluating if the sibship size has a causal effect on the life chances 
of the children or not. Not the least economists have furthered this specific discussion. 
The results in most of these, and other, studies confirm the general finding of a negative 
association between the sibship size and the outcome studied. To cite a few well-known 
examples, Black, Devereux, and Salvanes (2005), Angrist, Lavy, and Schlosser (2010),  
as well as Åslund and Grönqvist (2010) do find that sibship size is negatively associated 
with education and labor market outcomes. 
The important difference with these, and many other, studies is that they then move on 
to investigate if these negative associations is the result of a causal effect or not. There are, 
as mentioned, many reasons as to why the observed association might not be the actual, 
causal effect from the sibship size on child outcomes. The three studies just mentioned 
have in common that they use parity-specific twin births as instrumental variables (IVs) for 
the sibship size.  
There has emerged a pattern in the results from these studies and many others like them. 
While these studies do find negative associations between sibship size and different child 
outcomes, they do not find any causal effect when they use twin births for instrumental 
variables to estimate this (again, for example, Black, Devereux, and Salvanes 2005; Angrist, 
Lavy, and Schlosser 2010; Åslund and Grönqvist 2010 in regard to child education and 
labor market outcomes). This pattern of finding negative associations but no causal effect 
using twin births for IVs has been reported also for other outcomes. Baranowska-Rataj,  
de Luna, and Ivarsson (2016), for example, find that having many siblings is associated 
with a reduced risk of using dermatological and respiratory systems medications, and an 
increased risk of using psycoanaleptics and psycholeptics, at age 45. These effects disappear 
when they use parity-specific twin births for IVs for the number of children.  
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This pattern of results, from a large number of studies, has called into question if there 
really is any causal effect from sibship size on child outcomes. But, there has recently been 
a number of studies that challenge the conclusions drawn from these IV regression studies. 
The well-known no-effect-results in Black, Devereux, and Salvanes (2005) are, for example, 
sensitive to the assumed linear functional form. When Mogstad and Wiswall (2016) 
estimate the effect from sibship size on education for the same population, but using a 
more flexible functional form they do find effects. Importantly they find that the effect is 
different for different sibship sizes, being positive in small families and negative in large. 
Because the estimates in Black, Devereux, and Salvanes (2005) are (weighted) averages 
across these different effects, they do not find any effect at all.  
An even more serious challenge to the pattern of results—negative associations, but no 
effect when parity-specific twin births are used for IVs—comes from Bhalotra and Clarke 
(2016). They argue that instrumental variables based on twin births are invalid for many 
applications because they are only conditionally independent of the outcomes. They show 
convincingly, across a wide range of populations, that the likelihood of experiencing a twin 
birth is associated with a large number of usually not observed characteristics of the 
mother. The likelihood of a twin birth is positively associated with the mother’s level of 
education (also in a sample not using artificial reproductive technologies), indicators of 
maternal health, health-related behaviors, access to health facilities, and height, and 
negatively associated with stress and malnutrition. If we use twin births to create 
instrumental variables without adjusting for these differences between mothers the 
instrumental variables will not be valid and the results will be biased. Bhalotra and Clarke 
(2016) also, importantly, show that the bias we should expect from the IVs not being valid 
could be part of the explanation for the pattern of results in previous research. When they 
apply the method proposed by Conley, Hansen and Rossi (2012) to adjust the results for 
the bias, this leads to the re-emergence of a statistically significant, negative effect from 
sibship size on child outcomes.  
We should, of course, not disregard the results from all these studies using IV 
regressions. But, I think the issues raised in this chapter and by Mogstad and Wiswall 
(2016), and, especially, Bhalotra and Clarke (2016) are serious enough that we might have 
to reconsider them. Future research must continue to take the possible confoundedness of 
the association seriously and try different ways to address this. Using parity-specific twin  
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births as instrumental variables for the sibship size has this far been considered the “gold 
standard” method for this line of research. The recent challenges to the method have 
highlighted the need to critically evaluate also “gold standard” methods. We should not be 
content with just one way of addressing problems with endogeneity.  
Many instrumental variables applied in social sciences are "plausibly", but likely not 
strictly exogenous (Conley, Hansen and Rossi 2012). Unfortunately plausible exogeneity is 
not enough to get accurate results. Even mild violations of the assumptions required to 
make the instrument valid leads to biased results. We therefore always need to carefully 
consider if the instrumental variables we use are truly exogenous. The results in Bhalotra 
and Clarke (2016) force us to reevaluate the validity of using twin births for instrumental 
variables for many applications. I argue in this chapter that a seemingly slight change of 
how we think about instrumental variables based on twin births conceptually actually 
highlights some previously overlooked assumptions that further question their validity. At 
the very least this change in thinking shows that we need to reduce the claims of estimating 
generalizable, causal effects when using twin birth instrumental variables.  
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