A numerical approach for solving linear integro-differential-difference equations with Boubaker polynomial bases  by Yalçınbaş, Salih & Akkaya, Tuğçe
Ain Shams Engineering Journal (2012) 3, 153–161Ain Shams University
Ain Shams Engineering Journal
www.elsevier.com/locate/asej
www.sciencedirect.comREVIEWA numerical approach for solving linear integro-diﬀerential-
diﬀerence equations with Boubaker polynomial basesSalih Yalc¸ınbas *, Tug˘c¸e AkkayaDepartment of Mathematics, Faculty of Science and Art, Celal Bayar University, Manisa, TurkeyReceived 14 December 2011; revised 14 February 2012; accepted 29 February 2012
Available online 30 March 2012*
E-
tu
20
El
Pe
htKEYWORDS
Mixed linear integro-differ-
ential-difference equations;
Collocations points;
Matrix method;
Boubaker series and
polynomialsCorresponding author.
mail addresses: salih.yalc
gce.akkaya@bayar.edu.tr (T
90-4479  2012 Ain Shams
sevier B.V. All rights reserve
er review under responsibilit
tp://dx.doi.org/10.1016/j.asej
Production and hinbas@b
. Akkaya
Universit
d.
y of Ain
.2012.02.0
osting by EAbstract In this paper, a new collocation method, which is based on Boubaker polynomials, is
introduced for the approximate solutions of mixed linear integro-differential-difference equations
under the mixed conditions. The aim of this article is to present the applicability and validity of
the technique and the comparisons are made with the existing results. The results demonstrate
the accuracy and efﬁciency of the present work.
 2012 Ain Shams University. Production and hosting by Elsevier B.V.
All rights reserved.Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
2. Fundamental relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
2.1. Matrix relations for the differential part D(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
2.2. Matrix relations for the differential-difference part F(x). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
2.3. Matrix relations for the integral part I(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
2.4. Matrix relations for the mixed conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
3. Method of solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156ayar.edu.tr (S. Yalc¸inbas),
).
y. Production and hosting by
Shams University.
04
lsevier
154 S. Yalc¸ınbas, T. Akkaya4. Illustrative examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1601. Introduction
In recent years, there has been a growing interest in the numer-
ical treatment of the integro-differential-difference equations
(IDDEs), which are combinations that the unknown functions
appear under the sign of integration and it also contain the
derivatives and functional arguments of the unknown func-
tions. The problem’s integral part can be classiﬁed into Fred-
holm and Volterra integral equation. The upper bound of
the region for integral part of Volterra type is variable, while
it is a ﬁxed point number for that of Fredholm type. In this
study, we deal with Fredholm integro-differential-difference
equations, but all algorithms in our study can be adapted to
Volterra integro-differential-difference equations with a little
modiﬁcation. Integro-differential-difference equations are sig-
niﬁcant branch of modern mathematics and arise frequently
in many applied areas including engineering, mechanics, phys-
ics, chemistry, astronomy, biology, economics, potential the-
ory, electrostatics, etc. [1–12]. The mentioned IDDEs are
usually difﬁcult to solve analytically, so the approximate meth-
ods and the numerical methods are required.
In recent years, both mathematicians and physicists have
devoted considerable effort to the study of numerical solutions
of the integro-differential-difference equations. Many power-
ful methods have been presented. For instance, Chebyshev col-
location [13,14], Taylor collocation [15] and Bessel collocation
[16], Tau method [17–20], Legendre wavelet [21], Sine–Cosine
wavelets [22], ﬁnite difference method [23], Rationalized Haar
functions method [24], Cas wavelet [25], differential transform
[26], Homotopy perturbation [27], the Monte Carlo method
[28] and the Direct method [29].
In this study, we will consider the following integro-differ-
ential-difference equation,
Xm
k¼0
PkðxÞyðkÞðxÞ þ
Pn
r¼0
Pr ðxÞyðrÞðx sÞ
¼ gðxÞ þ
Z b
a
Kðx; tÞyðtÞdt; 1 < a 6 x; t 6 b 61 ð1Þ
under the mixed conditions
Xm1
k¼0
ðaikyðkÞðaÞ þ bikyðkÞðbÞ þ cikyðkÞðcÞÞ ¼ ki;
i ¼ 0; 1; . . . ;m 1: ð2Þ
where the known functions PkðxÞ;Pr ðxÞ; gðxÞ;Kðx; tÞ are de-
ﬁned on interval a 6 x, t 6 b, y(x) is an unknown function
and also aik, bik, cik and ki are real or complex constants.
The aim of this study is to get solution of the problem (1)
and (2) as the truncated Boubaker series deﬁned by
yðxÞ ¼
XN
n¼0
bnBnðxÞ; 1 < x 6 b < 1 ð3Þ
where Bn(x), n= 0, 1, 2, . . . denote the Boubaker polynomials;
bn, 0 6 n 6 N are unknown Boubaker coefﬁcients, and N ischosen any positive integer such that NP m. To ﬁnd a nu-
meric solution in the form (3) of the problem (1) and (2), we
use the collocation points deﬁned by
xi ¼ aþ b a
N
i; i ¼ 0; 1; . . . ;N: ð4Þ
Here the standard Boubaker polynomials are deﬁned by
B0ðxÞ ¼ 1;B1ðxÞ ¼ x;B2ðxÞ ¼ x2 þ 2;
BmðxÞ ¼ xBm1ðxÞ  Bm2ðxÞ for : m > 2

and a monomial deﬁnition of these polynomials was
established by Labiadh and Boubaker [30]:
BnðxÞ ¼
XnðnÞ
p¼0
ðn 4pÞ
ðn pÞ C
p
np
 
 ð1Þp  xn2p ð5Þ
where nðnÞ ¼ n
2
 
is denotes the ﬂoor function.
2. Fundamental relations
Firstly, we can write the Boubaker polynomials Bn(x) in the
matrix form as follows
yðxÞ ¼ BðxÞb ð6Þ
where
BðxÞ ¼ ½B0ðxÞB1ðxÞ   BNðxÞ; b ¼ ½b0b1    bNT:
By using the expression (5) and taking n= 0, 1, . . . , N, we ﬁnd
the corresponding matrix relation as
BðxÞ ¼ XðxÞZT ð7Þ
where
XðxÞ ¼ ½1x    xN
and if N is odd,
Z ¼
u0;0 0 0 0    0 0
0 u1;0 0 0    0 0
u2;1 0 u2;0 0    0 0
..
. ..
. ..
. ..
. . .
. ..
. ..
.
uN1;N1
2
0 uN1;N3
2
0 . . . uN1;0 0
0 uN;N12 0 uN;N32    0 uN;0
2
666666666664
3
777777777775
if N is even,
Z ¼
u0;0 0 0 0    0 0
0 u1;0 0 0    0 0
u2;1 0 u2;0 0    0 0
..
. ..
. ..
. ..
. . .
. ..
. ..
.
0 uN1;N22 0 uN1;N42 . . . uN1;0 0
uN;N2 0 uN;N22 0    0 uN;0
2
66666666664
3
77777777775
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BnðxÞ ¼
XnðnÞ
p¼0
un;px
n2p; n ¼ 0; 1; . . . ;N; p ¼ 0; 1; . . . ; n
2
j k
:
un;p ¼
ðn 4pÞ
ðn pÞ C
p
np
 
ð1Þp:
Let us demonstrate Eq. (1) in the form
DðxÞ þ FðxÞ ¼ gðxÞ þ IðxÞ; ð8Þ
where
DðxÞ ¼
Xm
k¼0
PkðxÞyðkÞðxÞ;FðxÞ ¼
Xn
r¼0
Pr ðxÞyðrÞðx sÞ; IðxÞ
¼
Z b
a
Kðx; tÞyðtÞdt ð9Þ
We consider the solution y(x) and its kth derivative y(k)(x) de-
ﬁned by a truncated Boubaker series (3). Then we can write its
kth derivative in the matrix form
yðkÞðxÞ ¼ BðkÞðxÞb; k ¼ 0; 1; 2; . . . ð10Þ
or from relations (6), (7) and (10), we obtain the following ma-
trix forms
yðxÞ ¼ XðxÞZTb ð11Þ
and
yðkÞðxÞ ¼ XðkÞðxÞZTb: ð12Þ
To obtain the matrix X(k)(x) in terms of the matrix X(x), we
can use the following procedure:
Xð1ÞðxÞ ¼ XðxÞM1
Xð2ÞðxÞ ¼ Xð1ÞðxÞM ¼ XðxÞM2
Xð3ÞðxÞ ¼ Xð2ÞðxÞM ¼ XðxÞM3
..
.
XðkÞðxÞ ¼ Xðk1ÞðxÞM ¼ XðxÞMk
ð13Þ
where
M ¼
0 1 0    0
0 0 2    0
. . .    . . .    . . .
0 0 0    N
0 0 0    0
2
6666664
3
7777775
:
Consequently, by substituting the matrix form (12) and (13)
into (10) we have the matrix relation
yðkÞðxÞ ¼ XðxÞMkZTb: ð14Þ
By putting xﬁ x  s in the relation (6) we obtain the matrix
form
yðx sÞ ¼ Bðx sÞb ð15Þ
Similar to (13), the relation between the matrix X(x  s) and
X(x) is
Xðx sÞ ¼ XðxÞMs ð16Þwhere
Ms ¼
0
0
 
ðsÞ0 1
0
 
ðsÞ1 2
0
 
ðsÞ2    N
0
 
ðsÞN
0
1
1
 
ðsÞ0 2
1
 
ðsÞ1    N
1
 
ðsÞN1
0 0
2
2
 
ðsÞ0    N
2
 
ðsÞN2
..
. ..
. ..
. . .
. ..
.
0 0 0    N
N
 
ðsÞ0
2
66666666666666664
3
77777777777777775
:
ð17Þ
Differentiate both side of (16) with respect to x and using the
relation of (13) we get
XðrÞðx sÞ ¼ XðrÞðxÞMs ¼ XðxÞMkMs: ð18Þ
Thus, from (12) and (18), we can write
yðrÞðx sÞ ¼ XðxÞMkMsZTb: ð19Þ
To obtain the desired solution, we can use Boubaker colloca-
tion method; therefore, we substitute collocation points (4)
into Eq. (8) and obtain the system
DðxiÞ þ FðxiÞ ¼ gðxiÞ þ IðxiÞ: ð20Þ
So that
DðxiÞ ¼
Xm
k¼0
PkðxiÞyðkÞðxiÞ; FðxiÞ
¼
Xn
r¼0
Pr ðxiÞyðrÞðxi  sÞ; IðxiÞ ¼
Z b
a
Kðxi; tÞyðtÞdt ð21Þ
then we can write the system (20) in the matrix form
Dþ F ¼ Gþ I; ð22Þ
where
D ¼
Dðx0Þ
Dðx1Þ
Dðx2Þ
..
.
DðxNÞ
2
66666664
3
77777775
; F ¼
Fðx0Þ
Fðx1Þ
Fðx2Þ
..
.
FðxNÞ
2
66666664
3
77777775
; I ¼
Iðx0Þ
Iðx1Þ
Iðx2Þ
..
.
IðxNÞ
2
66666664
3
77777775
; G ¼
gðx0Þ
gðx1Þ
gðx2Þ
..
.
gðxNÞ
2
66666664
3
77777775
:
ð23Þ2.1. Matrix relations for the differential part D(x)
To reduce the part D(x) to the matrix form by means of the
collocation points (4), we ﬁrst write the matrix D deﬁned in
Eq. (23) as
D ¼
Xm
k¼0
PkY
ðkÞ ð24Þ
Pk ¼
Pkðx0Þ 0 0    0
0 Pkðx1Þ 0    0
0 0 Pkðx2Þ    0
..
. ..
. ..
. . .
. ..
.
0 0 0    PkðxNÞ
2
66666664
3
77777775
; Y ¼
yðkÞðx0Þ
yðkÞðx1Þ
yðkÞðx2Þ
..
.
yðkÞðxNÞ
2
66666664
3
77777775
: ð25Þ
By substituting collocation points (4) into Eq. (14), we have the
matrix equation
YðkÞ ¼ XMkZTb; ð26Þ
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X ¼
Xðx0Þ
Xðx1Þ
Xðx2Þ
..
.
XðxNÞ
2
6666664
3
7777775
¼
1 x0 x
2
0    xN0
1 x1 x
2
1    xN1
1 x2 x
2
2    xN2
..
. ..
. ..
. . .
. ..
.
1 xN x
2
N    xNN
2
6666664
3
7777775
: ð27Þ
Consequently, from the matrix forms (25) and (27), we obtain
the fundamental matrix relation for the differential part D(x)
D ¼
Xm
k¼0
PXMkZTb ð28Þ2.2. Matrix relations for the differential-difference part F(x)
Secondly, Let us ﬁnd the matrix F corresponding to the part
F(x). From (9) we can write F(x) in matrix form
FðxÞ ¼
Xn
r¼0
Pr ðxÞXðxÞMkMsZTb: ð29Þ
or brieﬂy
F ¼
Xn
r¼0
PrXM
kMsZ
Tb: ð30Þ
where
Pr ¼
Pr ðx0Þ 0 0    0
0 Pr ðx1Þ 0    0
0 0 Pr ðx2Þ    0
..
. ..
. ..
. . .
. ..
.
0 0 0    Pr ðxNÞ
2
6666664
3
7777775
: ð31Þ2.3. Matrix relations for the integral part I(x)
Now we ﬁnd the matrix I corresponding to the part I(x). The
kernel K(x, t) can be expanded to the truncated Boubaker ser-
ies in the form
Kðx; tÞ ¼
XN
r¼0
hrðxÞBrðtÞ
¼ h0ðxÞB0ðtÞ þ h1ðxÞB1ðtÞ þ    þ hNðxÞBNðtÞ ð32Þ
Then the matrix representation of K(x, t) can be given as
Kðx; tÞ ¼ HðxÞBTðtÞ; ð33Þ
where
H ¼ ½h0ðxÞ; h1ðxÞ; h2ðxÞ; . . . ; hNðxÞ: ð34Þ
Substituting the matrix forms (33) and (6) corresponding to the
functions K(x, t) = H(x)BT(t) and y(x) = X(x)ZTb into the
integral part I(x), we get the matrix
IðxÞ ¼
Z b
a
HðxÞBTðtÞBðtÞbdt
¼ HðxÞ
Z b
a
BTðtÞBðtÞdt
 
b ¼ HðxÞQb ð35Þ
in order to make easy the calculation of I, we use the equation
above
Q ¼
Z b
a
BTðtÞBðtÞdt ¼ ½qij; i; j ¼ 0; 1; 2; . . . ;N ð36Þwhere
qij ¼
biþjþ1  aiþjþ1
iþ jþ 1 : ð37Þ2.4. Matrix relations for the mixed conditions
We obtain the corresponding matrix forms for the conditions
(2), by means of the relations (14), as
Xm1
k¼0
½aikXðaÞ þ bikXðbÞ þ cikXðcÞMkZTb ¼ ki;
i ¼ 0; 1; . . . ;m 1 ð38Þ
brieﬂy, the matrix form for conditions (2) are
Uib ¼ ½ki; ð39Þ
where
Ui ¼
Xm1
k¼0
½aikXðaÞ þ bikXðbÞ þ cikXðcÞMkZT
¼ ½ui0; ui1; . . . ; uiN ð40Þ3. Method of solutions
We now ready to construct the fundamental matrix equation
corresponding to Eq. (1). For this purpose, substituting the
matrix relations (19), (29) and (35) into Eq. (1) and then sim-
plifying, we obtain the fundamental matrix equation
Xm
k¼0
PkðxÞXðxÞMkZT þ
Xn
r¼0
Pr ðxÞXðxÞMkMsZT HðxÞQ
( )
b
¼ G:
ð41Þ
By plugging the collocation points xi deﬁned by xi ¼ aþ
ba
N
i; i ¼ 0; 1; . . . ;N: We get the system of matrix equations
Xm
k¼0
PkðxiÞXðxiÞMkZTþ
Xn
r¼0
Pr ðxiÞXðxiÞMkMsZTHðxiÞQ
( )
b
¼G; i¼0;1; . . . ;N
or brieﬂy the fundamental matrix equation
Xm
k¼0
PXMkZT þ
Xn
r¼0
PrXM
kMsZ
T HQ
( )
b ¼ G: ð42Þ
Hence, Eq. (42) can be written in the form
Wb ¼ G or ½W;G; W ¼ ½wpq; p; q ¼ 0; 1; . . . ; n ð43Þ
where
W ¼ ½wpq ¼
Xm
k¼0
PXMkZT þ
Xn
r¼0
PrXM
kMsZ
T HQ ð44Þ
Finally, to obtain the solution of Eq. (1) under the conditions
(2), by replacing the row matrices (39) by the last m rows of the
matrix (43), we have the new augmented matrix
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w00 w01    w0N ; gðx0Þ
w10 w11    w1N ; gðx1Þ
. . . . . . . . . ; . . .
wNm;0 wNm;1    wNm;N ; gðxNmÞ
u00 u01    u0N ; k0
u10 u11    u1N ; k1
. . . . . . . . . ; . . .
um1;0 um1;1    um1;N ; km1
2
666666666666664
3
777777777777775
ð45Þ
If, rankW ¼ rank½W;G ¼ Nþ 1 then we can write
b ¼ ðWÞ1G
Thus the matrix b (thereby the coefﬁcients b0, b1, . . . , bN) is
uniquely determined. Also the Eq. (1) under the conditions
(2) has a unique solution. This solution is given by truncated
Boubaker series (3). On the other hand, when jWj ¼ 0, if
rankW ¼ rank½W;G < Nþ 1, then we may ﬁnd a particular
solution. Otherwise if rankW–rank½W;G < Nþ 1, then it is
not a solution. We can easily check the accuracy of the sug-
gested method. Since the truncated Boubaker series (3) is an
approximate solution of Eq. (1), when the solution yN(x)
and its derivatives are substituted in Eq. (1), the resulting equa-
tion must be satisﬁed approximately; that is, for x= xq 2 [0,
1], q= 0, 1, 2, . . .
EðxqÞ ¼
Xm
k¼0
PkðxÞyðkÞðxÞ þ
Xn
r¼0
Pr ðxÞyðrÞðx sÞ
					

Z b
a
Kðx; tÞyðtÞdt gðxÞ
				 ﬃ 0 ð46Þ
and EðxqÞ 6 10kq (kq positive integer). If max 10kq ¼ 10k (k
positive integer) is prescribed, then the truncation limit N is
increased until the difference E(xq) at each of the points be-
comes smaller than the prescribed 10k. On the other hand,
the error can be estimated by the function
ENðxÞ ¼
Xm
k¼0
PkðxÞyðkÞðxÞ þ
Xn
r¼0
Pr ðxÞyðrÞðx sÞ

Z b
a
Kðx; tÞyðtÞdt gðxÞ: ð47Þ
If EN(x)ﬁ 0, when N is sufﬁciently large enough, then the er-
ror decreases.
4. Illustrative examples
In this section, several numerical examples are given to illus-
trate the properties of the method and also, shown that the
absolute error and its upper bound are consistent. All the
numerical computations have been done using Maple12.
Example 1. Let us ﬁrst consider the Boubaker series solution
of second order linear integro-differential-difference equation
[14]
ðxþ 4Þ2y00ðxÞ  ðxþ 4Þy0ðxÞ þ yðx 1Þ  y0ðx 1Þ
¼ lnðxþ 3Þ  1
xþ3 þ 3 lnð3Þ  5 lnð5Þ þ
R 1
1 yðtÞdt
yð0Þ ¼ lnð4Þ; y0ð0Þ ¼ 1=4
8><
>:We assume that the problem has a Boubaker polynomial solu-
tion in the form
yðxÞ ¼
XN
n¼0
bnBnðxÞ
where
N ¼ 5; P0ðxÞ ¼ 0; P1ðxÞ ¼ ðxþ 4Þ; P2ðxÞ
¼ ðxþ 4Þ2; P0ðxÞ ¼ 1; P1ðxÞ ¼ 1;
gðxÞ ¼ lnðxþ 3Þ  1
xþ3 þ 3 lnð3Þ  5 lnð5Þ:
The collocation points are computed as
t0 ¼ 1; t1 ¼ 3=5; t2 ¼ 1=5; t3 ¼ 1=5; t4 ¼ 3=5; t5 ¼ 1f g
and from Eq. (42), the fundamental matrix equation of the
problem
P0XZ
T þ P1XMZT þ P2XM2ZT þ P0XMsZT


þP1XMMsZT  FQ

b ¼ G ð48Þ
where the matrices are deﬁned by
X ¼
1 1 1 1 1 1
1 3=5 9=25 27=125 81=625 243=3125
1 1=5 1=25 1=125 1=625 1=3125
1 1=5 1=25 1=125 1=825 1=3125
1 3=5 9=25 27=125 81=625 243=3125
1 1 1 1 1 1
2
6666666666666664
3
7777777777777775
;
P0 ¼ 0; P1 ¼
3 0 0 0 0 0
0 3:2 0 0 0 0
0 0 3:4 0 0 0
0 0 0 3:6 0 0
0 0 0 0 3:8 0
0 0 0 0 0 4
2
6666666666666664
3
7777777777777775
P2 ¼
9 0 0 0 0 0
0 10:24 0 0 0 0
0 0 11:56 0 0 0
0 0 0 12:96 0 0
0 0 0 0 14:44 0
0 0 0 0 0 16
2
666666666664
3
777777777775
;
P0 ¼
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
2
666666666664
3
777777777775
;P1 ¼
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
2
666666666664
3
777777777775
158 S. Yalc¸ınbas, T. AkkayaZT ¼
1 0 2 0 2 0
0 1 0 1 0 3
0 0 1 0 0 0
0 0 0 1 0 1
0 0 0 0 1 0
0 0 0 0 0 1
2
6666666666664
3
7777777777775
;
Ms ¼
1 1 1 1 1 1
0 1 2 3 4 5
0 0 1 3 6 10
0 0 0 1 4 10
0 0 0 0 1 5
0 0 0 0 0 1
2
6666666666664
3
7777777777775
;
F ¼
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
2
6666666666664
3
7777777777775
G ¼
4:5582
4:4174
4:2925
4:1805
4:0789
3:9861
2
666666664
3
777777775
;
Q ¼
2 0 14=3 0 18=5 0
0 2=3 0 16=15 0 74=35
14=3 0 166=15 0 866=105 0
0 16=15 0 184=105 0 152=45
18=5 0 866=105 0 298=45 0
0 74=35 0 152=45 0 23246=3465
2
666666664
3
777777775Table 1 Solutions and the absolute errors of Example 1 using Bou
xi Exact solution N= 6
y(x) = ln(x+ 4) y(xi) CM[14]
E(xi)
0 1.386294361 1.386294 0.100E5
0.1 1.360976553 1.360976 0.100E5
0.2 1.335001067 1.334999 0
0.3 1.308332820 1.308329 0.200E5
0.4 1.280933845 1.280928 0.100E5
0.5 1.252762968 1.252755 0.200E5
0.6 1.223775432 1.223766 0.100 E5
0.7 1.193922468 1.193911 0.100E5
0.8 1.163150810 1.163138 0.100E5
0.9 1.131402111 1.131387 0.100E5
1.0 1.098612289 1.098596 0.200E5H ¼ 1 0 0 0 0 0½ 
if these matrices are substituted in (48), it is obtained linear
algebraic system. This system yields the approximate solution
of the problem. The exact solution of this problem is
y(x) = ln(x+ 4). In Table 1, the computed results of present
method (PM) are compared with Chebyshev Method (CM)
[14].
Example 2. Let us ﬁnd the Boubaker solution of the following
third order mixed linear integro-differential-difference equa-
tion [31]
y000ðxÞ  y0ðxÞ ¼ 2xðcosð1Þ  sinð1ÞÞ  2 cosðxÞ þ R 11 xtyðtÞdt;
yð0Þ ¼ 0; y0ð0Þ ¼ 1; y00ð0Þ  2y0ð0Þ ¼ 2
(
and the exact solution is y(x) = sin(x).
The solution of the mixed linear integro-differential-differ-
ence equation is obtained for N= 9. For numerical results, we
compare Legendre, Chebyshev and Boubaker collocation
method for N= 9 in Table 2. We display a plot of Legendre
method, Chebyshev collocation method, Boubaker method
and Exact solution for N= 9 in Fig. 1. It seems that the
solutions almost identical. One can obtain a better approxi-
mation to the numerical solutions by adding new terms to the
series in Eq. (3).
Example 3. Consider the following linear integro-differential-
difference equation [14]
2y00ðxÞ þ 2y0ðxÞ  4yðxÞ þ y00ðx 1Þ þ y0ðx 1Þ  2yðx 1Þ ¼ 6x2 þ 10xþ 8
yð0Þ ¼ 1; y0ð0Þ ¼ 2

and the exact solution is y(x) = 2ex + x2  1.
The solution of the linear integro-differential-difference
equation is obtained for N= 8. For numerical results, we
compare Taylor matrix method, Chebyshev collocation
method and Boubaker method for N= 8 in Table 3. In
Table 4 and Fig. 2, one can see the absolute errors of Example
3 using Boubaker method for N= 8.baker method for different N values.
N= 7
PM y(xi) CM[14] PM
E(xi) E(xi) E(xi)
0 1.386294 0.100E5 0
6.930E7 1.360977 0.100E5 0
0.200E5 1.335001 0.100E5 0
0.397E5 1.308336 0.100E5 0.300E5
0.584E5 1.280939 0.100E5 0.500E5
0.774E5 1.252771 0.200E5 0.800E5
0.965E5 1.223787 0.200E5 0.120E4
0.115E4 1.193937 0.100E5 0.150E4
0.132E4 1.163173 0.300E5 0.220E4
0.150E4 1.131431 0.700E5 0.290E4
0.166E4 1.098657 0.140E4 0.450E4
Table 5 The absolute errors of Example 4 using Boubaker
method for different N values.
xi Present methodChebyshev method [14] Present method
N= 9 N= 10 N= 10 N= 11
0 0.100E9 0.400E9 0.100E10 0
0.2 0.100E10 0.500E9 0.200E10 0.300E10
0.4 0.740E9 0.120E9 0.150E9 0.190E9
0.6 0.286E8 0.270E8 0.590E9 0.730E9
0.8 0.679E8 0.600E8 0.159E8 0.199E8
1 0.122E7 0.860E8 0.333E8 0.426E8
0.00E+00
1.00E-04
2.00E-04
3.00E-04
4.00E-04
5.00E-04
6.00E-04
7.00E-04
8.00E-04
0 -0.2 -0.4 -0.6 -0.8 -1
x
E 
(x
)
Taylor method Boubaker method
Fig. 2 Comparison of the absolute errors E(xi) of Example 3.
0
0.2
0.4
0.6
0.8
1
1.2
0 -0.1 -0.2 -0.3 -0.4 -0.5 -0.6 -0.7 -0.8 -0.9 -1
x
y 
(x
)
Exact solution N=9 N=10 N=11
Fig. 3 The solutions of Example 4 using Boubaker method for
different N values.
Table 2 Comparison of the solutions for Example 2.
xi Exact solution Legendre method Chebyshev method Present method
(N= 9) (N= 9) (N= 9) (N= 9)
1.0 0.841470985 0.8414709892 0.8414709842 0.8414511755
0.8 0.717356091 0.7173560862 0.7173560898 0.7173506571
0.6 0.564642473 0.5646424722 0.5646424728 0.5646412927
0.4 0.389418342 0.3894183400 0.3894183416 0.3894181670
0.2 0.198669331 0.1986693307 0.1986693307 0.1986693199
0.0 0 1.9921875E17 0.6000000E18 1.6000000E14
0.2 0.198669331 0.1986693309 0.1986693306 0.1986693275
0.4 0.389418342 0.3894183530 0.3894183416 0.3894183266
0.6 0.564642473 0.5646424233 0.5646424696 0.5646424405
0.8 0.717356091 0.7173547372 0.7173560843 0.7173560459
1.0 0.841470985 0.8414714504 0.8414709745 0.8414709465
-1
-0.5
0
0.5
1
x
y 
(x
)
exact solution legendre method chebyshev method boubaker method
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Fig. 1 Comparison of the solutions y(xi) of Example 2.
Table 4 Comparison of the other absolute errors and present
method for Example 3.
xi Taylor method (N= 8) Present method (N= 8)
0.0 0.400E8 0
0.2 0.880E8 0.100E7
0.4 0.144E5 0.200E5
0.6 0.235E4 0.154E4
0.8 0.166E3 0.496E4
1.0 0.749E3 0.109E3
Table 3 Comparison of the solutions for Example 3.
xi Exact solutionTaylor methodChebyshev methodPresent method
(N= 8) (N= 8) (N= 8) (N= 8)
0.01.000000 1.000000 1.000000 1.000000
0.20.677461 0.677453 0.677455 0.677462
0.40.500640 0.500599 0.500625 0.500638
0.60.457623 0.457516 0.457580 0.457607
0.80.538653 0.538445 0.538491 0.538608
1.00.735741 0.735403 0.735682 0.735649
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differential-difference equation [14]
y000 ðxÞ  ðx 1Þy00 ðxÞ þ ðx 1Þy0 ðxÞ  yðxÞ þ y0 ðx 1Þ ¼ eðx1Þ þ x ex 1
e
x 2 1
e
 þ R 11ðxt  x2ÞyðtÞdt;
yð0Þ ¼ y0 ð0Þ ¼ y00 ð0Þ ¼ 1
(
The exact solution of this problem is y(x) = ex.
160 S. Yalc¸ınbas, T. AkkayaUsing the procedure in Section 3 and taking N= 9, 10 and
11 the matrices in Eq. (41) are computed. Hence linear
algebraic system is gained. This system is approximately solved
using the Maple12. The solution of the linear integro-differ-
ential-difference equation is obtained for N= 9, 10, 11. In
Table 5, It is indicated the absolute errors of Example 5 using
Boubaker method for different N values. We also display a
plot of the solutions of Boubaker method for N = 9, 10, 11
and exact solution in Fig. 3. One can see clearly that when we
increase the truncation limit N, we have less error (see Figs. 2
and 3).5. Conclusion
In recent years, the studies of high-order linear integro-differ-
ential difference equation are of signiﬁcance in branch of
mathematics and physics. The Boubaker collocation methods
are used to solve the linear integro-differential-difference equa-
tion numerically. It is observed that the method has the best
advantage when the known functions in equation can be ex-
panded to Boubaker series. Another considerable advantage
of the method is that the Boubaker polynomial coefﬁcients
of the solution are found very easily by using computer pro-
grams. Illustrative examples are included to demonstrate the
validity and applicability of the technique, and performed on
the computer using a program written in Maple12. For numer-
ical purposes we write the following computer programme in
Maple, and proceed as in Appendix. To obtain the best
approximating solution of the equation, we take more forms
from the Boubaker expansion of functions, that is, the trunca-
tion limit N must be chosen large enough. In addition to these,
an interesting feature of this method is to ﬁnd the analytical
solutions if the equation has an exact solution that is a polyno-
mial functions. Illustrative examples with the satisfactory re-
sults are used to demonstrate the application of this method.
Suggested approximations make this method very attractive
and contributed to the good agreement between approximate
and exact values in the numerical example.
As a result, the mentioned method is conﬁrmed. We assured
the correctness of the obtained solutions by putting them back
into the original equation with the aid of Maple, it provides an
extra measure of conﬁdence in the results. We predict that the
Boubaker collocation method will be a promising method for
investigating exact analytic solutions to linear integro-differen-
tial-difference equation. The method can also be extended to
the system of linear integro-differential difference equation
with variable coefﬁcients, but some modiﬁcations are needed.
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