In this paper, we employ the empirical likelihood method to estimate the unknown parameters in Poisson autoregressive model in the presence of auxiliary information. It is shown that our approach proposed, compared to the maximum likelihood estimator, the least squares estimator, and the weighted least squares estimator, yields more efficient estimators. Some simulation studies are also conducted to investigate the finite sample performance of the proposed method.
Introduction
Integer-valued time series occur in many different situations. They arise, for example, as the number of births at a hospital in successive months, the number of bases of DNA sequences, the number of road accidents and the number of diseases in a certain area in successive months. Therefore, in recent years, there has been growing interest in studying integer-valued time series [-] . In order to model the number of cases of campylobacterosis infections from January  to the end of October  in the north of the Province of Québec, Ferland et al. [] proposed the following Poisson autoregressive model:
X t |F t- : P(λ t ); ∀t ∈ Z,
where F t- is the σ field generated by (X t- , X t- , . . .), α  > , α i ≥  (i = , , . . . , p), and α = (α  , α  , . . . , α p ) is an unknown parameter vector.
For model (.), Zhu and Wang [] gave the condition for ergodicity and a necessary and sufficient condition for the existence of moments. They also established the asymptotics for the maximum likelihood estimator and the least squares estimators. The problem of interest here is to estimate the unknown parameter in model (.) by using the empirical likelihood method when auxiliary information is available. In practice, some auxiliary information can often be obtained, such as that the unknown distribution is symmetric or the variance of population is a function of the mean. By making full use of the auxiliary information, we can increase the precision of statistical inference. Here, we assume that we have some auxiliary information that can be represented as the following conditional moment restrictions:
for each t = , , , . . . , where the unknown parameter vector
. . . , X t-p ) and g(x; θ ) ∈ R r is some function with r ≥ d. In order to simplify the notation, we further denote g(X t , . . . , X t-p ; θ ) by g t (θ ). We note here that θ can be different from α and the notion g t (θ ) contains a broad class of information that can be formulated from the knowledge on the probability distribution of X t , e.g. the moment and their generalizations [] . By using the conditional moment restrictions, as we expect, we can increase the efficiency of the resulting estimator [-].
The EL as an alternative to the bootstrap for constructing confidence regions was introduced by Owen [, ]. The method defines an EL ratio function to construct confidence regions. Important features of the empirical likelihood method are its automatic determination of the shape and orientation of the confidence region by the data. These attractive properties have motivated various authors to extend the empirical likelihood methodology to other situations. To use the auxiliary information, some statisticians have also developed some statistical inference methods under the framework of empirical likelihood method [-] . In this paper, we further generalize these methods to the statistical inference of time series models. Specifically, based on the empirical likelihood method, we consider the parameter estimation problem for Poisson autoregressive model with conditional moment restrictions. Our approach yields more efficient estimates compared to the maximum likelihood estimator, the least squares estimator and the weighted least squares estimator, which do not utilize the conditional moment restrictions. Based on the mean square errors, a comparison is also made by simulation. Our simulation indicates that the use of auxiliary information provides improved inferences.
The rest of this paper is organized as follows. In Section , we introduce the methodology and the main results. Simulation results are reported in Section . Section  provides the proofs of the main results. 
Methodology and main results
In this section, we will first discuss how to apply the empirical likelihood method [, ] to estimate the unknown parameter α when auxiliary information is available.
Before we state our main results, the following assumptions will be made: 
is positive definite at θ  , ∂g(x; θ )/∂θ is continuous in a neighborhood of the true value θ  , ∂g(x; θ )/∂θ and g(x; θ )  are bounded by some integrable functionW (x) in this neighborhood, and the rank of E(∂g t (θ )/∂θ) is d.
First, the conditional moment restrictions in (.) imply that E(g t (θ  )) = . Further, by using the empirical likelihood method, we can obtain data adaptive weights ω t through
where θ  is an unknown parameter. By using the auxiliary information combining with the least squares method, we propose to estimate α bŷ
where
. By introducing a Lagrange multiplier λ ∈ R r , standard derivations in the empirical likelihood lead to
Utilizing the weights given by (.), we obtain the estimate of α:
In the following, we will give the asymptotic properties ofα.
Zhu and Wang [] prove that the asymptotic variance of the ordinary least squares estimatorᾱ = ( 
where λθ is the solution to
where {ω t (θ)} and we shall show that this scheme provides an efficiency gain over the conventional least squares estimator.
In order to study the estimator (.), we define (θ  ) = E(
, where I is the identity matrix. The limiting distribution ofα  is given in the following theorem.
Theorem . Assume that (A  ) and (
The matrix B is non-negative definite. Hence the asymptotic variance ofα  is no greater than that of the least squares estimator. When B is positive definite, variance reduction is attained. This implies that having much more auxiliary information can improve the least squares estimator.
Simulation study
In this section we conduct some simulation studies which show that our proposed methods perform very well. Consider the following one order Poisson autoregressive model:
In order to compare the performance of the estimator (denoted by ALS) given by (.) with those of the ordinary least squares estimator (LS), the weighted least squares estimator (WLS), and the maximum likelihood estimation (MLE), we compute the mean square errors based on the four methods: the ALS, the LS, the WLS, and the MLE. We use the
as the conditional moment restrictions in (.). Specifically, for a particular pair of (α  , α  ) τ , we generate realizations from (.)
with n = ,  and ,. Further, based on , repetitions, we compute the mean square errors of the above four kinds of estimators. The simulation results for α  =  are summarized in Table  . Table  presents the simulation results for α  = .
From Tables  and , we see that the mean square errors obtained by the estimator (.) are less than those of the maximum likelihood estimator, the least squares estimator and the weighted least squares estimator. This indicates that using the conditional moment restrictions, the estimates are more accurate, regardless of the samples size and the different unknown parameter.
Proofs of the main results
In order to prove Theorem ., we first present several lemmas. Observe that
Lemma . Assume that (A  ) and (A  ) hold. Then
Using (.) and (.), we complete the proof of (.).
Next we prove that 
Thus, again by (.), (.) can be proved. Finally we prove (.). Note that
Therefore, for all m ≥ ,
showing (.). The proof of Lemma . is thus completed.
Lemma . Assume that (A  ) and (
Proof By the Cramer-Wold device, it suffices to show that, for all c ∈ R (p++r) \ (, . . . , ),
For simplicity, we write c This proves that (.). Thus, we complete the proof of Lemma ..
