A partitional model of knowledge is monotonic if there exists a linear order on the state space such that, for every player, each element of her partition contains only a sequence of consecutive states. In monotonic models, the absence of alternating cycles is equivalent to the property that, for every pair of players, the join of their partitions contains only singletons. Under these equivalent conditions any set of posterior beliefs for the players is consistent (i.e., there is a common prior). We describe the lattice properties of monotonic models, develop a test to check if a model is monotonic, propose a simple su¢ cient condition for non-monotonicity, and provide some examples. We also study models having circular orders, a weakening of monotonicity.
Introduction
This paper studies discrete information structures, which are usually used in games of incomplete information. It investigates the implications of imposing a new condition on players' knowledge partitions, named monotonicity. It also searches for alternative characterizations of monotonicity. The goal is to provide general results for situations that can be modeled with monotonic models, helping researchers to identify properties from particular information structures in each application, and to obtain more insights, using general techniques. Part of this paper focuses on the problem of common prior existence and the connections between monotonicity and acyclicity. 1 The results suggest that these connections are non-trivial.
A model refers to a non-empty, …nite state space, a non-empty, …nite set of players, and their respective partitions of the state space. 2 A monotonic model is one such that its state space admits a linear order and all players'partitions respect this order in the sense that, for each player, each element of her partition consists of consecutive states.
Concepts and results here do not depend on any probabilistic information. However, the analysis is, at least in part, motivated by the question of consistency (common prior existence), a problem which is related to players'beliefs and, consequently, to probabilities. How is monotonicity linked to the consistency problem? From the literature, we know that the only potential di¢ culty in obtaining consistency in …nite space models arises from the existence of cycles in the meet-join diagram. 3 Each cycle is associated to a cycle equation. Posteriors are consistent if and only if all cycle equations are satis…ed. Hence, in acyclic models, consistency holds regardless of the speci…c values of the posteriors. In monotonic models, the absence of alternating cycles is equivalent to the property that all joins of two players at a time contain only singletons. The join of two players is composed of singletons if and only if the knowledge (at any state) obtained by performing direct communication among these players completely reveals the true state. In monotonic models where all joins of two players have only singletons, every collection of players' posteriors is consistent, i.e., there is a common prior. Developing procedures to check for monotonicity is important because, in general, checking for monotonicity is neither easy nor simple; yet one may wish to take advantage of the common properties of this class of models. It may be helpful to quickly learn that 1 See Rodrigues-Neto [7] and [8] for more details on cycles and common prior existence. 2 For details of how partitions can represent knowledge of players, see Aumann [1] . 3 For more on the common prior assumption and the consistency problem, see Harsanyi [4] , Feinberg [3] , and the references therein. The meet-join diagram and cycle equations are introduced by Rodrigues-Neto [7] . a model is not monotonic. We investigate which models are monotonic and present a su¢ cient condition that guarantees that a given model is not monotonic. It is useful to merge all states in the same element of the join. We argue that this should be the …rst step in investigating the possible monotonicity of a model. This is true because the reduced model obtained by merging all states in each element of the join is monotonic if and only if the original model is monotonic. Because the reduced model has at most as many states as the original model, using a reduced model may simplify the test for monotonicity. When there are exactly two players and the reduced model contains an alternating cycle, then neither the reduced model, nor the original model is monotonic.
In some applications, the states have a concrete interpretation; that is, a strict linear order appears naturally. States could represent time or money; they could be a parameter such as marginal cost or initial endowment of a particular player. Then, it is not surprising that partitions respect this natural order. In other applications, the monotonicity is not obvious, but it may still be a valid property. In this case, the researcher could still bene…t from the special properties of monotonic models, if she can check that her framework is really a monotonic model.
Mathematically, the reason why monotonic models are simpler than generic partitional models is that monotonic partitions have a Boolean algebra structure. Generic partitions also form a lattice, but not a modular lattice and, therefore, not a distributive lattice. There is a simple lattice isomorphism between monotonic partitions in the state space and subsets of this state space without one element, f!g. This isomorphism transforms joins and meets of monotonic partitions into the usual operations of set union and set intersection. Using this isomorphism, it becomes easy to understand how the classical properties of set theory such as De Morgan's Law and the Inclusion-Exclusion Principle are translated into the world of monotonic models.
The monotonicity property helps us to check for consistency, as Rodrigues-Neto [9] shows, by decreasing the computational complexity of the checking procedure. This result provides further evidence that it may be valuable to study monotonic models.
We weaken the monotonicity hypothesis and consider models where partitions respect a circular order, what we refer to as c-monotonic models. For instance, states could be locations on a circular city as in Salop's model [12] . In any such model, if there is no alternating cycle, then all joins of two players at a time contain only singletons. To …nd a common prior in a model where partitions respect a circular order, posteriors must satisfy at least one razor edge condition (a non-trivial cycle equation), or all joins of two players at a time contain only singletons.
In a seminal contribution, Harsanyi [4] develops the basic ideas that allow us to study games of incomplete information. Aumann [1] introduces the partitional approach to studying knowledge and common knowledge. Morris [6] has the …rst converse to Aumann's agreement theorem. Samet [13] and [14] bring other necessary and su¢ cient conditions for consistency, while Feinberg [3] presents the syntactic characterization of common priors. The next section describes knowledge, partitions, orders, and monotonic models. Section 3 develops the lattice structure of monotonic models. Section 4 establishes the links between monotonic models and cycles. Section 5 provides tests for checking if a model is monotonic or not. It also introduces the concepts of reduced models and sub models. Appendix A presents all proofs. Appendix B describes c-monotonic models and relates this concept to the existence of alternating cycles.
Partitions, Orders, and Monotonic Models
The state space is a …nite set with n 2 elements, denoted . There is a non-empty, …nite set J of players. Each player j's knowledge is characterized by her partition j = Let A be an arbitrary non-empty set. A partial order % on set A is any binary relation on A that is re ‡exive, antisymmetric and transitive. A linear order on the set A is any partial order on A such that we can always compare any two points of A. A strict linear order on A refers to the strict version (i.e., the non-re ‡exive part) of a linear order %; that is, for any a; b 2 A: a b if and only if a % b and it is not the case that b % a.
Let (A; ) be a strictly linearly ordered set, and a; b 2 A. Any model of a single player is monotonic. Any model of two players, where one of the players has full information (i.e., her partition has singletons only), is an example of monotonic model because the partition of the fully informed player does not impose any restriction to the relative order of states. In general, any model of exactly z + 1 players, where z players have full information, is monotonic.
Lattices

Brief Review of Lattice Theory
There are two equivalent ways of de…ning a lattice: starting from a partially ordered set and then de…ning the meet and join from the partial order, or starting from the join and meet operations and then de…ning the partial order. The following de…nitions are standard in lattice theory. 4 A set X together with two operations, denoted _ : X X ! X and^: X X ! X, is a lattice if and only if for every x, y, z 2 X, x_y = y_x, x^y = y^x, (x_y)_z = x_(y_z), (x^y)^z = x^(y^z), x _ (x^y) = x, and x^(x _ y) = x.
Given a lattice (X; _;^), de…ne a partial order on X, denoted , as follows. For every x; y 2 X:
x y , y = x^y.
Equivalently (by Lemma 1), for every x; y 2 X:
A lattice (X; _;^) is distributive if for every x, y, z 2 X, x_(y^z) = (x_y)^(x_z). A lattice (X; _;^) is modular if for every x, y, z 2 X, with x z, then x^(y_z) = (x^y)_z. Lemma 1 brings standard results of lattice theory.
Lemma 1 Fix a lattice (X; _;^). In this case:
(a) Both de…nitions of the binary relation in the above de…nition of partial order agree with each other. Formally: y = x^y if and only if x = x _ y.
(b) The binary relation is a partial order on set X. (c) Every distributive lattice is modular. In general, the converse is not true.
(d) Suppose that X is a partially ordered set such that there are supfx; yg and inffx; yg, for every x; y 2 X. In this case, (X; _;^) is a lattice if we de…ne operations _ : X X ! X and^: X X ! X as follows. For every x; y 2 X:
x _ y = supfx; yg, x^y = inffx; yg.
The partial order induced by (X; _;^) coincides with the original partial order .
A lattice (X; _;^) is complete if every subset of X has a sup and a inf, according to the de…nition above of partial orders. Lattices (X 1 ; _ 1 ;^1) and (X 2 ; _ 2 ;^2) are isomorphic if and only if there is a bijective function b : X 1 ! X 2 such that for every x; y 2 X 1 :
and
In this case, the function b : (1) for every x; y 2 X 1 , but is not bijective, we call it a lattice morphism.
Lattices and Monotonic Models
Let =( ) denote the set of all possible partitions of . This set together with the partial order de…ned by the re…nement relation is a lattice. Actually, it is a complete lattice because every subset of =( ) has a supremum and an in…mum. However, the re…nement order is not a complete order because there are some partitions that cannot be compared (ordered). The lattice =( ) together with the re…nement relation, is not a modular lattice. Consequently, it is not a distributive lattice. Fix a strict linear order on the state space . We will prove that the set of all monotonic partitions of ( ; ), denoted = M ( ; ), is a distributive (and therefore modular) lattice. The weak order on lattice = M ( ; ) is the usual re…nement relation of partitions, and the lattice operations _ and^are, respectively, the usual join and meet of partitions.
There is a lattice isomorphism f : = M ( ; ) ! 2 , where = f!g, for any ! 2 . For convenience, we usually remove from its largest element, according to the strict linear order . Function f : = M ( ; ) ! 2 takes every monotonic partition
; L g and "marks" the end states (formally sup( i )) of every i , with i 2 f1; 2;
; L 1g, except for the last state ! = n. For instance, under the usual order of the integer numbers, if = ff1; 2g; f3g; f4; 5; 6g; f7; 8gg, then: f ( ) = fsupf1; 2g; supf3g; supf4; 5; 6gg = f2; 3; 6g.
Proposition 1 Let = f1; 2; 3;
; ng be the state space. De…ne the strict linear order on as usual: n n 1 2 1. Let = fng. Consider the following function f : = M ( ; ) ! 2 , from the set of all monotonic partitions of ( ; ) to the power set of :
Then, f : = M ( ; ) ! 2 is bijective, and for all partitions ; 2 = M ( ; ):
Furthermore, for any A and B 2 2 :
Moreover, if we de…ne the complement (in ) function, h : 2 ! 2 , by h(A) = A, for every A 2 2 , then the composed function g :
, is also a lattice isomorphism, but the join is transformed into the intersection operation and the meet into the union, and conversely. Mathematically, for every ; 2 = M ( ; ), and every A; B 2 2 :
The operator f : = M ( ; ) ! 2 takes joins of partitions in = M ( ; ) into set unions, and meets into set intersections. Proposition 1 characterizes = M ( ; ). The join and meet operations correspond to, respectively, union and intersection, which are more familiar operations. In intuitive terms, Proposition 1 tells us that the set of monotonic partitions over a …nite state space is "essentially equal to" the set of all subsets of = fng. It is necessary to remove one element from the original state space in order to have a perfect match between monotonic partitions and subsets. Example 2 provides some intuition.
The lattice isomorphism allows us to translate every property of set theory to the context of monotonic partitions. The set of monotonic partitions is endowed with a Boolean algebra structure; it is a power set, a simple algebraic object. The distributive property of set theory implies that the collection of all monotonic partitions of the state space is a distributive lattice. 5 The corresponding result is not valid for the set of all partitions of a set, which is a lattice, but not a distributive lattice.
Corollary 1
The set of monotonic partitions, = M ( ; ), together with the re…nement relation, is a distributive lattice, and therefore, a modular lattice.
Given an arbitrary monotonic partition 2 = M ( ; ), de…ne its complement in
Corollary 2 (De Morgan's Law) Fix the space . For any collection f j g j2J of monotonic partitions of :
Example 2 Let = f1; 2; 3; 4g, and = f4g = f1; 2; 3g. De…ne the strict linear order on as usual:
taking monotonic partitions of into subsets of , according to:
f (ff1; 2; 3; 4gg) = ?, f (ff1g ; f2; 3; 4gg) = f1g, f (ff1; 2g ; f3; 4gg) = f2g, f (ff1; 2; 3g ; f4gg) = f3g, f (ff1; 2g ; f3g ; f4gg) = f2; 3g, f (ff1g ; f2; 3g ; f4gg) = f1; 3g, f (ff1g ; f2g ; f3; 4gg) = f1; 2g, f (ff1g ; f2g ; f3g ; f4gg) = f1; 2; 3g.
It is easy to verify that f is a lattice morphism; that is, f transforms the join operation of partitions into the union of subsets of , and the meet operation into the intersection of subsets of . It is also straightforward to see that f is one-to-one and onto, in other words, bijective. Hence, there is an inverse function f 1 : 2 ! = M ( ; ). It is easy to prove that function f 1 is also a lattice morphism.
The isomorphism f work as follows: given a partition, say 1 = ff1; 2g ; f3g ; f4gg, the set f ( 1 ) marks the positions where there is a change (separation) of subsets of 1 .
Separations appear after states 2, 3, and 4. However, there is always a separation after 's last element, so this last separation is never used. Consequently, f ( 1 ) = f2; 3g. Algebraically speaking, the sets 2 and = M ( ; ) are equal. Figure 4 shows the Hasse diagram associated with = f1; 2; 3g.
The level of a partition is equal to its number of elements. Mathematically, the level is a function L : =( ) ! Z, taking any partition j and counting in how many non-empty parts j decomposes the state space.
Corollary 3 Fix the state space . The level function de…ned over monotonic partitions is modular. Formally, for any partitions
The join 1 _ 2 is related to direct communication between players 1 and 2, and the meet 1^ 2 represents their common knowledge. Corollary 3 suggests that, once we …x L( 1 ) and L( 2 ), direct communication takes both 1 and 2 to relatively higher knowledge levels, the smallest is L( 1^ 2 ).
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Corollary 3 is the analogous of the Inclusion-Exclusion Principle on the set = fng. The modularity of the level function on monotonic partitions is a translation of the Inclusion-Exclusion Principle applied for two subsets. Clearly, we may apply this principle for any arbitrary …nite number of subsets, and immediately generalize Corollary 3, as in the following example.
Example 3 Fix the state space and consider players in J = f1; 2; 3g on a monotonic model, where is the strict linear order. Using the primal and dual forms of the InclusionExclusion Principle applied for three subsets, we can prove that if
then:
4 Monotonicity, Joins, and Alternating Cycles
Given a model M = ( ; J; f j j j 2 Jg), de…ne an oriented graph G 0 , named the meetjoin diagram, as follows: the set of nodes is . An oriented j-edge hj; ! 1 ; ! 2 i is a triple composed of a player j 2 J and an ordered pair of distinct states ! 1 6 = ! 2 belonging to the same element of j's partition. For any i; j 2 J, the edge hj; ! 3 ; ! 4 i is said to be consecutive to the edge hi; ! 1 ; ! 2 i if and only if ! 3 = ! 2 . De…ne the opposite of the j-edge hj; ! 1 ; ! 2 i, denoted hj; ! 1 ; ! 2 i, as the j-edge that switches the orders of the states; that is, hj; ! 1 ; ! 2 i = hj; ! 2 ; ! 1 i. As usual, a path p is a collection of consecutive edges. Let p denote the opposite path of p; that is, the path obtained from p by considering the opposites of all of its edges.
A path c = fhj 1 ;
; k 1g. An acyclic model is one having no cycle.
Cycles and alternating cycles are important because they provide necessary and suf…cient conditions for consistency (i.e., existence of a common prior). Rodrigues-Neto [7] associates a cycle equation to each cycle in G 0 . Posteriors are consistent if and only if all cycle equations hold. 7 In any monotonic model of two players, cycles may only occur inside elements of the join. In a monotonic model of two players where the join has only singletons, there are no cycles. The information structure of Rubinstein's e-mail game (see Rubinstein [10] ) is a monotonic model whose join is made of singletons only. If there is a cycle in a model of two players, then it is the case that this cycle is contained in an element of the join, or that the model is not monotonic.
The property that joins of two players contain only singletons means that if the two players act cooperatively by performing direct communication, then, at any state, they will …nd out the true state. In other words, a pair of players obtains complete information by performing direct communication if and only if their join has only singletons.
Proposition 2 Assume that ( ; J; f j j j 2 Jg) is a monotonic model with two or more players. The meet-join diagram of this model has no alternating cycle if and only if all 7 To obtain consistency it su¢ ces to check the cycle equations associated with alternating cycles because if all cycle equations in this subset hold, then all other cycle equations must also hold. Indeed, every cycle equation associated to a cycle that is not alternating has one or more common factors on both sides. After cancelling out all of these factors, the equation becomes equal to a cycle equation of an alternating cycle, or it becomes an identity. Either way, the cycle equation holds. joins of two players at a time contain singletons only; that is, for every j 1 ; j 2 2 J, if
Remark 1 The proof of Proposition 2 does not use the fact that is …nite in a crucial way. It requires only the …niteness of the number of edges in alternating cycles.
In a monotonic model of two players, the join has only singletons if and only if there is no alternating cycle. Thus, a natural intuition would be that monotonic models and models with no alternating cycle are closely related. This intuition may prove to be tricky, as the next two examples suggest.
Example 4 Let = fa; b; c; dg, 1 = ffag ; fb; c; dgg, 2 = ffa; bg ; fc; dgg, and 3 = ffa; b; cg ; fdgg. This is a monotonic model. The join, denoted 1 _ 2 _ 3 , contains only singletons, but there are at least 3 alternating cycles:
fh1; c; di ; h2; d; cig, fh1; b; ci ; h3; c; big, and fh2; a; bi ; h3; b; aig.
Example 5 Consider a model with exactly two players with partitions 1 = ffa; b; cg, fdg, feg, ff gg and 2 = ffa; dg ; fb; eg ; fc; f gg. The meet-join diagram, in Figure 3 , reveals that there is no alternating cycle and that the join contains only singletons. If this model were monotonic, states a, b and c would have to be consecutive because they are together in partition 1 , but this is impossible given their location in partition 2 . Hence, the model is not monotonic.
Checking for Monotonicity
It is important to develop procedures to check for monotonicity because, in general, checking for monotonicity is not an easy task. When checking if a given model ( ; J; f j j j 2 Jg)
is monotonic or not, we may assume, without loss of generality, that the meet is trivial; that is:ĵ 
If the model M were monotonic, then, by Proposition 2, M would be acyclic. However, there is an alternating cycle, namely: p = fh3; a; bi ; h1; b; ci ; h2; c; aig. Hence, the model M is not monotonic.
Reduced Models
Consider the model M = ( ; J; f j j j 2 Jg). Let _ (!) denote the subset of all states ! 0 2 such that ! 0 and ! belong to the same element of the join. De…ne the reduced model, denoted <, corresponding to M as follows: merge all states in each element _ r of the join, to de…ne a single "new state"!. Formally, for every element of the join, say 
Sub Models
Consider a model M = ( ; J; f j j j 2 Jg). Then, N is a sub model of M , if N is a model obtained from M by removing some players (and their respective partitions) from the set J. In this case, if M is monotonic, then N is also monotonic. The same strict linear order on the space that makes M monotonic will also make N monotonic.
To prove that a model M is not monotonic, it su¢ ces to …nd a non-monotonic sub model N of M . Given Proposition 3, it su¢ ces to prove that the reduced model corresponding to N is not monotonic. Because N is a sub model of M , the join of partitions in N is a coarsening of the join of partitions in M . Hence, the reduced model corresponding to N may have far fewer states than the reduced model corresponding to M . This observation suggests the following algorithm to check that a model M is not monotonic.
Algorithm 1 Given a model M = ( ; J; f j j j 2 Jg), consider the sub models obtained from M by taking k players in J at a time, starting with k = 2, then k = 3, and so on. For each sub model N k of exactly k players, consider the corresponding reduced model
Combining Propositions 2 and 3, the following result emerges.
Proposition 4 Consider a model M = ( ; J; f j j j 2 Jg) and its corresponding reduced model < = ^ ; J;
. If, in model <, all joins of two players contain singletons only, and there exists an alternating cycle in the meet-join diagram of <, then neither model <, nor model M is monotonic.
If the model has two players only, the condition that in the reduced model all joins of two players contain only singletons is trivially satis…ed.
Corollary 4 Let J = f1; 2g and M = ( ; J; f j j j 2 Jg) be a model of two players.
Consider its corresponding reduced model < = ^ ; J;
If < has an alternating cycle, then neither model <, nor model M is monotonic. Hence, every monotonic and reduced model of two players is acyclic. Equivalently, if the two-player model M is monotonic and has an alternating cycle, then M is not reduced. ; a L such that:
; a 1 g ; fa 1 + 1; ; a 1 + a 2 g ; ;
; a L are equal to the number of states in each one of the L elements of partition , and therefore, uniquely de…ned. The largest value of each element i of is
It is straightforward to check that f is one-to-one; if two monotonic partitions have coincident values a k , then they must be the same. The function f is surjective; given a 1 , a 2 , , a d , with 1 d n 1, there is an unique partition , with exactly L = d + 1 elements, such that:
;
If d = 0; that is, no value a i is given, then f ( ) = ?. Therefore, f is bijective. Furthermore, one may check also that for any monotonic partitions and :
It is easy to check that f 1 : 2 fng ! = M ( ; ) must also be a lattice morphism.
Proof of Corollary 1: Let set A 2 2 be such that A = f ( 1 ). The lattice isomorphism of Proposition 1 guarantees existence and uniqueness of such set A. Analogously, let B = f ( 2 ), and C = f ( 3 ).
(i) Apply the distributive property of set theory and Proposition 1:
(ii) Apply part (i) of this Corollary, and then, use the standard result of lattice theory that all distributive lattices are modular (Lemma 1, part c), to conclude.
Proof of Corollary 2:
Let set A j 2 2 be de…ned by
The lattice isomorphism of Proposition 1 guarantees existence and uniqueness of each set A j . We know that for every monotonic partition, C = f 1 (h(f ( ))). Using this, applying the traditional De Morgan's Laws of set theory and Proposition 1:
Switching symbols _ with^, and \ with [, the proof of the second part is analogous. Proof of Corollary 3: Suppose that partition 1 is:
, where, of course, n = 
The intermediate equality is true because of the Inclusion-Exclusion Principle. Proof of Proposition 2: Assume that for every j 1 ; j 2 2 J, with j 1 6 = j 2 , the join j 1 _ j 2 has only singletons. Suppose by contradiction that there is an alternating cycle, But, ! 3 ; ! 2 are not in the same element of j 3 because j 3 6 = j 2 and these states are in the same element of j 2 (using the fact that c is alternating).
The only possibility is that ! 4 ! 3 ! 2 . Continuing this recursive argument, we can prove that
By transitivity of the strict order (which is a well-known property), then ! 1 ! 1 . This is clearly an absurdity because a linear strict order is irre ‡exive.
Conversely, suppose that there is no alternating cycle. Let j 1 6 = j 2 2 J be two arbitrary players. Suppose by contradiction that there are two distinct states ! 1 and ! 2 in the same element of the join
Because the join is a re…nement of j 1 , then, ! 1 and ! 2 belong to the same element of j 1 . Hence, the meet-join diagram has the j 1 -edge
Similarly, states ! 1 and ! 2 are in the same element of j 2 , and the meet-join diagram has the j 2 -edge hj 2 ; ! 2 ; ! 1 i. Consider the path c = fhj 1 ; ! 1 ; ! 2 i ; hj 2 ; ! 2 ; ! 1 ig. Clearly, c is an alternating cycle, which contradicts the hypothesis. If the model M is monotonic, then the corresponding reduced model must also be monotonic. The strict linear order on^ is a restriction of the one in . Conversely, if the reduced model < is monotonic, then the model M is also monotonic. This is true because starting from any strict linear order on^ we will always be able to extend this strict linear order to all states in by ranking states inside the same element of the join in any arbitrary way.
Proof of Proposition 4: Suppose that there is an alternating cycle in the reduced model <, and that all joins of two players at a time contain only singletons. By Proposition 2, the reduced model < is not monotonic. By Proposition 3, the model ( ; J; f j j j 2 Jg)
is also not monotonic. Proof of Corollary 4: Suppose that there is an alternating cycle in the reduced model <. Because there are only two players, the join of every pair of distinct players coincides with the join of all players. Hence, all joins of two players at a time contain only singletons. By Proposition 2, the reduced model < is not monotonic. By Proposition 3, the model ( ; J; f j j j 2 Jg) is also not monotonic.
B Appendix: Circular Orders and C-monotonicity
We can weaken the monotonicity hypothesis as follows. Suppose that has exactly n 2 states. Space has a strict circular order, denoted , if there is a bijective function f : ! f1; 2;
; ng such that for any pair of states ! 1 and ! 2 :
! 2 ! 1 if and only if f (! 2 ) = f (! 1 ) + 1 (mod n).
In this case, we say that ! 2 is consecutive to ! 1 . Because f is bijective, each state has a unique consecutive. Moreover, each state is the consecutive of exactly one state.
Suppose that is …nite and has a strict linear order . It is possible to de…ne a strict circular order in the following way: for any pair of states ! 1 and ! 2 , we say that ! 2 is consecutive to ! 1 according to the strict circular order, and denote this by ! 2 ! 1 , if and only if: (i) ! 2 is consecutive to ! 1 according to the strict linear order ; or (ii) ! 1 is the maximum element and ! 2 is the minimum element of according to . In this case, the strict circular order expands the strict linear order.
Given any strict linear order on , the expansion exists and is unique. To create a circular order, we are just taking a linear order and imposing the condition that the minimum point is consecutive to the maximum point.
The model ( ; J; f j j j 2 Jg) is c-monotonic if there is a strict circular order on the space such that partitions respect this strict circular order. More precisely, for any player j 2 J and for any pair of states! and ! such that! 2 j ( !), there is a …nite sequence of states ! 0 ; ! 1 ; ! 2 ; ; ! k 2 j ( !) satisfying ! 0 =!; ! k = !; and (i) ! s is consecutive to ! s+1 , for every s 2 f0; 1; ; k 1g, or (ii) ! s+1 is consecutive to ! s , for every s 2 f0; 1;
; k 1g.
Remark 2 If a model ( ; J; f j j j 2 Jg) is monotonic, then it is also c-monotonic. The strict circular order is the unique expansion of the strict linear order.
Part of the proof of Proposition 2 does not use the monotonicity hypothesis in full. The next result explores this observation.
Proposition 5 Assume that is …nite, ( ; J; f j j j 2 Jg) is a c-monotonic model with two or more players. If the meet-join diagram of this model has no alternating cycle, then all joins of two players contain only singletons; that is, j 1 _ j 2 = ff!g j ! 2 g whenever j 1 6 = j 2 .
Proof of Proposition 5:
This proof in the c-monotonic case follows the analogous steps of the corresponding part of the proof of Proposition 2.
Example 8 A very common model in applications is as follows. There are two players and each has a "type", which can be either G or B. Players know their own type, but do not know the opponent's type. To model this, let = fBB; BG; GB; GGg, J = f1; 2g, 1 = ffBB; BGg; fGB; GGgg, and 2 = ffBB; GBg; fBG; GGgg. This model is not monotonic, but it is c-monotonic. To see why, de…ne the strict circular order by GB GG BG BB GB.
The converse of Proposition 5 does not hold under the (weaker) hypothesis of cmonotonicity. The model in Example 8 is c-monotonic, but not monotonic. The join has only singletons, and yet, its meet-join diagram has an alternating cycle.
Finally, the model in Example 5 has no alternating cycle and the join of the two players contains only singletons. This model is neither monotonic nor c-monotonic.
