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Abstract
The C2 molecule is very important astrophysically as well as terrestrially. Its spectrum 
is known from the comets, the interstellar mediums and the atmospheres of cool carbon 
stars. C2 is present in flames and electric discharges through carbon-containing materi­
als, and could be important at the edge of fusion plasmas. Nevertheless, there seem to 
be no preceding published studies of electron collisions with neutral C2. On the other 
hand, there are a number of studies available for C2 ion.
The challenge of studying electron collisions with C2 is the unusually large number of 
low-lying electronic states, which are themselves difficult to represent using standard ab 
initio methods. Furthermore, the C^ T system supports several bound states even though 
the exact number is not firmly established.
This thesis describe the electron collision processes with the dicarbon molecule and 
its anion at the energies up to 10 eV. Specific attention is given to determine the for­
mation of the bound states of C2 and a low-lying resonance of C%~ as a function of 
internuclear separation. While the calculations on the C^ " system used the standard 
implementation of the UK /2-matrix method, those on 0\~  required both the molec­
ular /2-matrix method with pseudo-states and the partitioned /2-matrix method to be 
employed. The effectiveness of these procedures for this problem is discussed.
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Introduction
1.1 Overview
Electrons are present in all phases of m atter and in all areas of the Universe. The 
electron-molecule scattering processes can be found in a number of natural procedures 
in different fields of physics and plays an important role in the development of many 
new technologies.
Electron collisions with molecules and molecular ions are important in cold plasmas 
such as planetary atmospheres and interstellar medium. For example, rotational elec­
tron excitation of interstellar molecules is an important technique in the cooling down of 
electrons. This technique determines the populations of rotational states and so estab­
lishes the intensities in the emission lines of the molecules (Dalgarno and McCray, 1972). 
The equally important cooling mechanism is the electron impact resonant vibrational 
excitation of N2 in the earth’s ionosphere (Hines et al., 1965).
Electron scattering is used in industry, the molecular lasers such as the CO2 lasers 
require electron impact excitation of vibrational and rotational states of CO2 and N2 
to provide the energy necessary for population inversion (Demaria, 1973). An accurate 
knowledge of the electron vibronic cross sections is essential in order to model and opti­
mise the laser performance. The next area where the electron scattering plays significant 
role is material science. It is used to probe the structure of materials such as molecular 
crystals (Dorset, 1996). Electron collision cross sections are necessary for designing and 
optimisation of procedures involving plasmas, for example plasma etching (Pearton and 
Ren, 1994), producing of magnetohydrodynamic power (Spence and Phelps, 1976) and
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thin film chemical vapour deposition mechanisms (Springer et al., 1997).
Electron-molecule collision processes are essential in fusion plasmas. The electron 
impact dissociation of molecules has been cited as the most important electron impact 
cross section because it determines the radical densities in the plasma (Kushner, 1998). 
The vibrationally excited molecules in detached divertor plasmas enhance plasma re­
combination due to dissociative attachment which takes place by mutual neutralisation 
and ion conversion. The molecular ions existent in these cold plasmas are destroyed by 
dissociative recombination, which is a dominant process (Fantz et al., 1999; Behringer 
and Fantz, 2000; Fantz et al., 2001; Heger et al., 2001; Hey et al., 2000).
The experimental data for developments in many of the above mentioned areas are 
not available. Consequently theoretical calculations of electron-molecule scattering pro­
cesses are essential in providing the necessary data. The electron-molecule system, with 
its many degrees of freedom, presents a challenging test of current quantum mechanical 
techniques and contributes to the development of new methods.
1.2 Carbon dimer
C2 molecule as well as C and C3 are the primary components of equilibrium carbon 
vapour at temperatures in the range of 2000 - 5000 K. These species are reaction inter­
mediates in a wide variety of chemical system involving hydrocarbons, including pho­
tolysis, electric discharges, and combustion systems. The largest fraction of the carbon 
present in the universe is in the form of C or one of its ions, while the molecular form of 
CO accounts for the second largest fraction. C2 and C3 are also present in astrophysical 
sources and are thought to be important reactants in the chemistry of the interstellar 
medium. The spectroscopy of these species has been studied for decades, making C2 
and C3 the most well characterised of all the carbon clusters.
The C2 molecule is extensively studied and its spectrum is well known from comets, 
the interstellar medium and atmospheres of cool carbon stars (see chapter 4). C2 is abun­
dant in flames and electric discharges through carbon-containing materials. It is also used 
in production of synthetic diamonds (for example http://www.chm.bris.ac.uk/pt/diamond 
/end.htm).
The C2 molecule has X  ground electronic state. There are three low lying 
electronic states that have also been characterised, the a 3n u state, lying 0.089 eV above 
the ground state, the b 3S~ state at 0.798 eV, and the A state at 1.040 eV. In
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addition to these low-lying states, about 14 other electronic states have been identified. 
Since C2 is most often produced in an emissive state, many well-known band systems 
have been characterised. The most prominent of these is the Swan system (d 3II5 <— 
a 3nu) at 2.41 eV. Others includes the Phillips bands (A  1IIU <— X  x£ + ) and Mulliken 
band (D  1E„ <— X  1E^') at 5.36 eV. The structural and spectroscopic properties of C2 
known up to 1979 were tabulated by Huber and Herzberg (1979). Recently, a new band 
system of C2 (d 3n 9 <— c 3E+) was observed by laser induced fluorescence spectroscopy 
(Kokkin et al., 2006). This was the first direct detection of the c 3£+ state of C2 . The 
spectroscopy and kinetics of all the C2 electronic states studied up to 1992 were reviewed 
by Martin (1992). Calculated and experimental constants, vibronic frequencies, excited 
states lifetimes, oscillator strengths and electronic transition moments for most of the 
observed electronic states are reported in these references.
In the recent years there have been an increase in interest in the study of C2 caused by 
employment of the car bon-based materials such as graphite in fusion experiments (Stark 
et al., 2005; Fantz et al., 2005). The chemical erosion of carbon-contained materials 
are often used as a wall material in fusion experiments. The advantages of the carbon 
composites are the excellent thermal and mechanical properties such as the capability to 
endure high heat loads. On the other hand sputtering and chemical erosion of the carbon 
material in hydrogen edge plasmas lead to consumption of the material and in carbon 
and hydrocarbon impurities. The chemical erosion of carbon is commonly quantified 
by the erosion yield which is the ratio of the carbon flux to the incident hydrogen flux. 
Fantz et al. (2005) suggested a technique using the intensity ratios (C2/CH molecular 
bands) to be used as a monitor for particle ratios (C2Hy/CH 4). The correlation factors 
from the photon fluxes to the particle fluxes were established from experiments in the 
divertor of ASDEX Upgrade (Gruber et al., 2001).
The ASDEX Upgrade shown in a figure 1.1 (http://www.ipp.mpg.de/eng/for/projekte 
/asdex/for_proj_asdex.html) is, compared to other international tokamaks, a mid-size 
tokamak experiment. A tokamak is a machine producing a toroidal (doughnut-shaped) 
magnetic field for confining a plasma. It is one of several types of magnetic confinement 
devices and the leading candidate for producing fusion energy. ASDEX Upgrade started 
in 1990 as a sequel of its successful predecessor ASDEX, which was in operation from 
1980 until 1990. Its name is derived from Axial Symmetric Divertor Experiment. Like 
ASDEX, ASDEX Upgrade has a poloidal divertor, which was optimised to meet the
11
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Figure 1.1: The ASDEX Upgrade divertor tokamak: inside view of the vacuum vessel with 
divertor II.
requirements of a future fusion reactor.
The plasma is controlled through a system of 12 vertical field coils and kept in its 
elliptical shape with an X-point above the bottom divertor. The purely toroidal field is 
usually held constant during the entire discharge (figure 1.2). Nevertheless it can also 
be varied during the discharge to some degree, if the physical requirements need such a 
field variation. Additionally there are two vertical field coils close to the plasma for fast 
control of the plasma.
1.3 C2 ion
Production of neutral carbon clusters is often accompanied by the formation of carbon 
cluster ions. Although the relative abundances of these ions is usually much lower than 
those of the neutrals. Their high chemical reactivity makes them important components 
in the growth and annealing of carbon clusters. is the most characterised of all the 
carbon cluster ions. This molecule is particularly interesting because it possesses excited 
valence electronic states which are bound with respect to electron autodetachment.
CJ is the best studied diatomic negative ion. Herzberg and Lagerqvist (1968) ob­
served very simple E — E bands which after extensive studies were assigned to the 2E+
12
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Figure 1.2: The ASDEX Upgrade divertor tokamak: picture of a typical plasma discharge.
- 2£+ transition of C2 . These bands were previously assigned to C2 by McCarty and 
Robinson (1959). Further studies of this band system using carbon vapour trapped 
in inert gas matrices confirmed the new explanation of these bands (Milligan and Ja- 
cox, 1969; Frosch, 1971; Bondybey and Nibler, 1972). Photodetachment spectroscopy 
experiments on C2 were conducted by Lineberger and Patterson (1972), Jones et al. 
(1980) and Hefter et al. (1983). Jones et al. (1980) and Hefter et al. (1983) observed 
autodetaching resonance states of C2 . However these resonances are associated with 
vibrational excited states of the bound C2 electronic states, which have sufficient energy 
to autodetach.
There have been few theoretical studies performed on C2 . A b initio electronic struc­
ture calculations include: multireference configuration-interaction (MRD-CI) calcula­
tions by Zeitz et al. (1979), multiconfiguration-self-consistent field (MCSCF) calcula­
tions by Rosmus and Werner (1984), quadratic configuration interaction with single and 
double excitations (QCISD) calculations by Wang et al. (2001) and coupled-cluster with 
single and double excitations (CCSD) calculations by Watts and Bartlett (1992). In 
these references the following values were calculated: the equilibrium bond length, the 
vibrational frequency, the dissociation energy and molecular constants for the X  2E+ 
ground state and the A 2 Uu and B  2E+ excited state. They will be discussed further in
13
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chapter 5.
Experimental studies of electron collisions with C2 were published by Andersen et al. 
(1996) and Pedersen et al. (1998, 1999). These measured the electron impact detachment 
cross section of C^- They observed a resonance structure in the e~ -f — ► C2 + 2e~~
detachment channel at the energy about 10 eV. In addition to the pure detachment 
cross section, they measured the cross section for electron impact dissociation of C2 
e~ +C 2 — > C T C~ T e— and observed a resonance structure at approximately the same 
energy as in the detachment channels, but broader. Similar resonances were observed 
in several other diatomic anions such as B2 (Pedersen et al., 1998), O2 , BN- , OH~ 
(Pedersen et al., 1999) and Cl^ " (Collins et al., 2005)
These experiments were carried on the Aarhus STorage Ring in Denmark (ASTRID) 
which can store negative ions (Andersen et al., 1996). The ring has a circumference 
of 40 m and two dipole magnets in each of its four corners illustrated in figure 1.3. 
The negative ions are directed into ASTRID from an injector at 150 kV. Several fiA 
of C2 beam current are generated by a sputter ion source. The ions are accelerated 
by an RF cavity up to the energy of 4.4 MeV. This acceleration is achieved after few 
seconds. After being accelerated, the storage lifetime of the beam is about 1 s. The 
electrons are distributed by an electron cooler which can produce an electron beam of 
several mA at the energy range 50 and 2000 eV. The electrons and negative ions are 
merged in the straight section of the electron cooler. In order to identify the detachment 
and dissociation reactions by detection of the neutral particles after interaction with the 
electrons, an energy-sensitive solid state detector was placed behind the dipole magnets.
1.4 Objectives
In order to achieve the best representation of low energy electron collisions with dicarbon 
molecule and its negative ion, the objectives of this work are as follow:
• To design target models for C2 and C2 to ensure that the vertical excitation 
energies and ground state energy are sufficient.
• To run R-matrix electron collision calculations for the C2 molecule on a desktop 
PC and obtain excitation cross sections.
• To look for low lying resonances and determine bound states.
14
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Figure 1.3: ASTRID (Aarhus STorage Ring in Denmark): a dual-mode ring which can store 
electrons or ions of either polarity (http://www.isa.au.dk/animations/pictures/pic-index.html).
• To run R -matrix electron collision calculations for C2 anion on a Sun Cluster 
(supercomputer) and obtain ionisation cross sections.
• To search for bound states and low lying resonances.
1.5 Layout of the thesis
Chapter 2 describes some approximations used in order to solve the electron-molecule 
scattering problem. The Born-Oppenheimer approximation, Hartree-Fock self consistent 
field method, configuration interaction and fixed-nuclei formulation are introduced.
The molecular /^-matrix method for polyatomic molecules and various implemen­
tations are explained in chapter 3. The programs used for these calculations are also 
introduced.
Chapter 4 describes the electron collisions with C2 molecule as a function of inter- 
nuclear distance, R. These calculations focus on determing the low-lying resonances 
(below 10 eV) and electron impact electronic excitation cross sections for the two lowest 
states. The lowest 26 singlet and triplet target states were coupled, all of which lie less
15
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than 10 eV above the ground state at the C2 equilibrium geometry. This is significantly 
more physical states than were required to obtain stable results for electron-molecule 
collisions studied previously using standard close-coupled expansion.
In chapter 5 results are presented for bound states of the system. These calcula­
tions were performed for 20  C2 internuclear distances and 16 symmetries.
Chapter 6 describes the employment of the i?-matrix method to the electron collisions 
with C2 anion at its equilibrium geometry. The various scattering models are described. 
These calculations concentrate on obtaining low-lying resonances (below 15 eV) and 
electron impact detachment cross sections.
Chapter 7 summarises the results and gives suggestions for improvements to the 
calculations. Possible future directions of the work are discussed.
16
Chapter
Theoretical background
2.1 Introduction
This chapter describes the use of some approximations used in order to solve the electron- 
molecule scattering problem. The first approximate method for solving the multiple- 
electron Schrodinger equation, the Born-Oppenheimer approximation is introduced in 
section 2.2. Born and Oppenheimer (1927) presented a solution of the molecular Hamil­
tonian as separate solutions of the nuclear and the electronic motions for a system of 
N n nuclei and N e electrons. In chapter 2.3, the Hartree-Fock method is described. This 
method was developed by Hartree (1928) and later refined to include electron exchange 
effects by Fock (1930). In order to include the correlation between electrons in the 
multiple-electron Schrodinger equation, the configuration interaction is introduced after 
the Hartree-Fock approximation. This method is described in section 2.4. Detailed ex­
planations for these methods can be found, for example, in Szabo and Ostlund (1996) 
from which much of the material below is taken. Finally, the fixed-nuclei formulation is 
presented (in section 2.5), and used to further simplify the scattering problem.
17
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2.2 Born-Oppenheim er approxim ation
The molecular Hamiltonian for N e electrons and N n nuclei in the non-relativistic time- 
independent Schrodinger equation can be written in atomic units as
. Ne Nn Nn Ne ry Ne Ne Nn Nn ry ry
j = l  c = l l M a  Q= U = l | r > ± t “ l . = 1  j > i  | r ‘ r -’ 1 Q=1 /3 > o  QP
(2.1)
where M a represents the ratio of the mass of nucleus a  to the mass of an electron, Za is 
the atomic number of the nucleus a , | r ; — R a | is the distance between the j -th electron 
and the o  nucleus, | rj — r0 | is the distance between the i-th and j- th  electrons and 
R a/? is the distance between the a  and the [3 nuclei (see figure 2.1). The first term is 
the operator for the kinetic energy of the electrons and the second one is the operator 
for the kinetic energy of the nuclei. The third term represents the coulomb attraction 
between the electrons and the nuclei. The remaining two terms stand for the repulsion 
between the electrons and between the nuclei, respectively.
In order to solve the equation 2.1, to a good approximation, one has to separate the 
nuclear and the electronic motions. The Born-Oppenheimer approximation allows this 
separation to be made meaning one can consider the electrons in a molecule to be moving 
in the field of fixed nuclei. In order to solve the electronic problem, the second term in 
equation 2 .1 , the kinetic energy of the nuclei can be neglected and the last term, the 
repulsion between the nuclei, can be regarded as constant. The remaining Hamiltonian 
describes the motion of N  electrons in the field of Nn point charges. This electronic
Hamiltonian can be written
Ne Nn Ne Ne Ne
^  =  + (2 -2 )
j  =  1 a— 1 j  — \  3 i —1 j > i  ^
The Schrodinger equation including the electronic Hamiltonian, Heiecipeiec(rj-,Ha ) =  
£eZec0e/ec(rj; Ra), and its solutions depend explicitly on the electronic coordinates, i j  
and parametrically on the nuclear coordinates, R Q. This means that for a different ar­
rangement of the nuclei, the electronic wave function ^ e;ec is a different function of the 
electronic coordinates. The total energy for fixed nuclei includes the constant repulsion 
between the nuclei, V = Seiec + Yla^l Yl!^ >a TT^f which can be calculated independently 
after solving the electronic problem. This energy, in bound state problems, is known as 
the electronic potential. The nuclear motion can be solved under the same assumptions 
as in the electronic problem. Due to the much faster motion of the electrons, the elec­
tronic coordinates in the equation 2.1 can be replaced by their average values averaged
18
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Figure 2.1: A molecular coordinate system: i, j =  electrons; a , ft = nuclei (Szabo and Ostlund, 
1996).
over the electronic wave function. The nuclear Hamiltonian for the motion of the nuclei 
in the average field of the electrons can be written as
! Nn /  JVe , Nn Ne „  Ne Ne - \
Nn N„
+ E E ZgZfi 
a=l (3>a ^
1 Nn Nn Nn ry ry
- E ’l+ w iy + E E g
a=l a=l /3>a
=  - s E ^ .  +  W  (2-3)
a=l
The total energy V  (Ra ) provides a potential for nuclear motion. This function gives a po­
tential energy surface as a function of nuclear geometries, R a . In the Born-Oppenheimer 
approximation the nuclei move on a potential energy surface obtained by solving the 
electronic problem.
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2.3 Hartree-Fock self consistent field m ethod
Even within Born-Oppenheimer approximation, the electronic Hamiltonian (2.2) cannot 
be solved. The standard first step in a solution is to involve the Hartree-Fock (HF) 
approximation. This approximation treats the motion of each electron in the attractive 
field of the nuclei and the averaged field of the remaining electrons. Each electron is 
described by a spin orbital which is a wave function defining the spatial distribution 
of an electron and its spin
where 0(x) is the spatial orbital and x(w) ls fhe spin function. The simplest wave func­
tion to describe an iV-electron system, which neglects the electron-electron interactions, 
can be written as a Slater determinant
where N  electrons occupy N  spin orbitals without specifying which electrons lie in which 
orbital. From the variational principle the best wave function is the one which gives the 
lowest electronic energy E q with the condition that the spin orbitals remain orthonormal. 
The HF equation can be derived by minimising Eq, this gives
where f ( i ) is an effective one-electron operator, called the Fock operator, is the
spin orbital of the z-th electron and ea is the orbital energy of the spin orbital (f>a. The 
Fock operator is determined as the sum of a core-Hamiltonian operator h(i) and an 
effective one-electron potential operator G(i), called the HF potential
V’(x) = 0(x)x(w), (2.4)
^o (N )  =  (JV!) *det|0i(xi)02(x2)---0w(JCiv)| (2.5)
=  £ a l0 o ( i ) > (2 .6 )
/(«) = h(i) +  G(i) (2.7)
where h(i) is the kinetic energy and potential energy for attraction to the nuclei of a 
single electron
and the HF potential can be written as
(2.9)
b^a
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where Jf,(i) and K ^ i )  represent the Coulomb and exchange operators respectively. They 
can be defined as
= /  <l>bti)<l>b(J)— dxj <t>a(i) (2 .10)
J  rij
Kb(i)<t>a{i) = [  <t>bU)((>a{j)— dxj 4>b{i) (2 .11)
J  rij
The Coulomb term is described as an average of the interactions between the i-th and 
j- th  electrons over all the coordinates of the j - th  electron. The exchange operator takes 
into account the interactions between the orbital and the (N  — 1) other orbitals. The HF 
potential G(i) depends on the spin orbitals so the nonlinear HF equation can be solved 
iteratively using the self-consistent field (SCF) approach. The main idea is to guess 
the initial set of spin orbitals, obtain the one-electron HF potential and solve the HF 
equation to get a new improved set of spin orbitals. The procedure has to be repeated 
until the self-consistency is reached. Two types of spin orbitals are obtained this way: 
occupied, the N  spin orbitals with the lowest energies, and virtual,which lie at higher 
energies and are not occupied. The variational HF ground state 'ko is described by a 
single Slater determinant, which arises from a set of occupied spin orbitals. The spatial 
molecular orbitals imposed in the HF method correspond to a linear combination of 
atomic orbitals
K
0 (r) =  ^ C > M(r) (2 .1 2 )
n=l
where <^M(r) is a basis set of K  spatial functions.
Two types of functions can be used for an atomic orbitals: Slater-type orbitals 
(STOs) introduced by Slater (1960) and Gaussian-type orbitals (GTOs) suggested by 
Boys (1950). These can be written as
0»'i'm(r) =  i n i n r ’, l e ~c’T 'm (M ) (213)
=  N r n- ' e - ar2Ylm(e,<t>) (2.14)
Both functions are the product of radial (r describe the distance between the electron 
and the nucleus) and angular functions (the Yim(9,(f>) are spherical harmonics). £ and
a  are the orbital exponents which determine the size of the basis function and N  is the
normalisation constant. STOs are based on solutions of the hydrogenic atom problem. 
GTOs have the computational advantage that the product of two GTOs centred on two 
different atoms is a single GTO centred on a point between the two atomic centres along
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the axis connecting them. Thus the two-electron integrals on three or four atomic centres 
can be reduced to the sums of the two centre integrals.
Most of the properties of molecule which can be evaluated from a molecular wave 
function, such as dipole moment, are described by sum of one-electron operators. These 
can be written in the general form
N
0 1  = £ > ( * )  <215 )
i= 1
where h(i) is not necessarily the core-Hamiltonian, but any operator depending only on 
the coordinates of a single electron. The value for such operators will have a form
N /2
(0!> = (*o|Ol|*0) = (2-16)
a jiv
so that, in addition to the density matrix P o n l y  the set of one-electron integrals 
{v\h\ii) has to be evaluated to calculate one-electron expectation value.
The classical definition of the dipole moment for a collection of charges qi with 
position vectors i** is
$ = Y l qiri (2-17)
i
The quantum mechanical definition of the dipole moment can be written as
N
i=l A
where the first term is the quantum mechanical contribution of the electrons and the 
second term is classical contribution of the nuclei of charge Z a to the dipole moment. 
The electronic dipole operator is — Ylu=i r *’ a sum one-electron operators. The dipole 
moment can be rewritten by using equation 2.16 as
a=~YZZp^ v w\i*)+'Z,ZaRa <2-19)M v A
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The solution obtained with HF approximation is not the exact solution of the non- 
relativistic time-independent electronic Schrodinger equation. The HF approximation is 
useful in many cases but it has its limitations since the motion of electrons with opposite 
spin is not correlated. The difference between the exact non-relativistic energy of the 
system, Eq, and the HF energy, E h f , is known as the correlation energy, Ecorr
E c o rr  — E q — E h f  ( 2 .20 )
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This energy can be obtained by the configuration interaction (Cl) method. The basic 
idea is to diagonalise the iV-electron Hamiltonian in a basis of iV-electron functions. In 
other words, the correlation effects can be calculated by the variational method with 
the exact wave function written as a linear combination of either Slater determinants 
or configuration state functions (CSFs). CSFs are spin-adapted antisymmetrised linear 
combinations of Slater determinants. The variational function can be written as
$  =  00*0 + £ «  + ^  + ■ • ■ (2.21)
a r  abrs
where 4^ is a singly excited configuration with an electron excited from the occupied 
orbital a in to a virtual orbital r, is a doubly occupied configuration with two 
electrons excited from the occupied orbitals a and b to the virtual ones r and s. The 
factorial before the summation assure that a given excitation is included only once. The 
complete solution for a given basis of the non-relativistic Schrodinger equation can be 
obtained if the expansion includes n-tuply excited configuration. In this case the Cl is 
called full Cl (FCI) and produces a complete solution of the non-relativistic Schrodinger 
equation. The size of Hamiltonian matrix expands with the size of the basis set so the 
FCI calculations are achievable for a few small molecules using a proper basis set. A 
couple of the modifications can be introduced to shorten the Cl function for example by 
using only singly and doubly excited configurations.
Another possibility is to use the complete active space Cl (CASCI), which was used 
in the calculations described in chapter 4. In CASCI the orbitals can be divided into 
core, virtual and active orbitals. The lowest energy core orbitals are doubly occupied 
in all CSFs, the higher energy virtual orbitals are unoccupied and the medium energy 
active orbitals vary in occupancy (Shimamura, 1998). The CASCI is an FCI expansion 
within the active orbitals.
Another set of orbitals for use in a Cl calculation were introduced by Lowdin (1955). 
They are called natural orbitals (NOs). The Cl expansion with NOs is faster converging 
than with the HF orbitals. The NOs are the elements of an orthonormal basis which is 
related to the HF orbitals by a unitary transformation where the one electron reduced 
density matrix is diagonal and can be written as (Szabo and Ostlund, 1996)
7 ( x i ,x i ) = N  J  dx2 • • • dx7v^(xi, x 2, , x N)$*(x[,  x 2, • • • , x N) (2.22)
The one electron reduced density matrix can be expanded in the orthonormal basis of
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HF spin orbitals ipi as
7 (x i,x i)  =  5 ^ ^ * (x i)7 ij^ j‘(xi) (2.23)
i j
where
7 i j  =  / , x i , x > ; ( x i ) 7 ( x i , x '1) ^ ( x '1) (2.24)
When $  is the HF ground state wave function 4!o, the one electron reduced density 
matrix can be written as
7 / / f (x i,x '1) =  ^ ^ a (x i)t/> * (x i)  (2.25)
a
In general, when $  is not 4>o, the one electron reduced density matrix in the basis of HF 
spin orbitals is not diagonal. Since 7  is Hermitian, an orthonormal basis rfr in which the 
one electron reduced density matrix is diagonal can be defined and can be written as
7(xi,xi) = ^Air7i(xi)77*(xi) (2.26)
i
where A* is the occupation number of the NOs in the wave function $  and describes 
the average number of electrons in each NO. The NOs used in this work were obtained 
using approximate wave functions. They are therefore known as pseudo natural orbitals 
and are generated using single and double excitations into the orbital space of the target 
basis functions. The starting molecular orbitals used in the target calculations are the 
NOs with the largest occupation numbers, which are usually the ones with the lowest 
energy. The pseudo natural orbitals are averaged by giving different weights to target 
states. These orbitals are state-averaged NOs (see chapter 4).
2.5 Fixed-nuclei formulation
To describe electron-molecule collisions it is important to distinguish between electronic 
and nuclear coordinates within the molecule. A convenient reference frame can simplify 
the equations describing the collision process. Two reference frames can be determined 
(Lane, 1980): the laboratory (LAB) frame for the description of the collisions and the 
BODY frame which are shown in figures 2.2 and 2.3 respectively. The BODY frame has 
a system of coordinates fixed with respect to the molecule and by convention the body- 
fixed 2 axis is chosen along the maximum symmetry axis of the molecule. The BODY 
frame was used in the calculations in this thesis. In the LAB frame the 2 axis is usually 
fixed along the initial momentum ko of the incident electron. Both coordinate systems
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have the common origin at the centre of mass of the molecule, r and R  correspond to 
the electronic and nuclear coordinates of the molecule and 7  represents the scattering 
electron coordinate in the BODY frame and the primed coordinates refer to the LAB 
frame. The electronic contribution to Hamiltonian for the electron-molecule system can 
be written as
where is the Laplacian in the BODY frame. H f f c is the target Hamiltonian and 
Vem is the electron-target molecule interaction potential energy. For a molecule with N e 
electrons and N n nuclei they can be written as
For a diatomic target molecule the electronic states are described by ?/^ec(r,R), where 
a  represents the electronic quantum numbers and r all the electron coordinates of the 
target. These wave functions must satisfy the electronic Schrodinger equation
where E ^ ec(TV) are the electronic states of the molecule. In the Schrodinger equation 
for Ne +  1 system the nuclear Hamiltonian is neglected
The fixed-nuclei approximation is accurate in the region where the electrons are close 
to the nuclei and their motion can be regarded as dominant in the interaction potential 
energy Vem. In the frame transformation procedure (Chang and Fano, 1972) the config­
uration space is divided into several regions. These depend on the distance between the 
scattered electron and the target molecule. Within the BODY frame the fixed-nuclei 
method is used only in the region where the short range interactions are strong but the 
electron spend, in this region, a small part of the collision time. At some boundary, 
the solutions can be transformed to the LAB frame and continued into the asymptotic 
region by introducing the nuclear Hamiltonian, H n. A suitable radius can be found in 
order to ignore H n in the inner region and difficult short range interactions in the outer 
region. The nuclear contribution to the molecular Hamiltonian can be written as
(2.27)
Ne Nn Ne „ Ne Ne
(2.28)
(2.29)
(2.30)
- £ )> f fAr(7 ,r ;R ) = 0 (2.31)
Hn (r',R) = R)HJJ(R) (2.32)
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In the adiabatic approximation for the motion of the nuclei, the inner region can be 
extended to infinity and the problem can be solved in the BODY frame ignoring H n.
26
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z
electron i
Figure 2.2: A molecular coordinate system in the LAB frame: i = electron; 1, 2, 3 = nuclei 
(Lane, 1980).
y
Figure 2.3: A molecular coordinate system in the BODY frame (Lane, 1980).
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Chapter
//-matrix theory
3.1 General overview
The /2-matrix approach was originally used for the study of nuclear collisions by Wigner 
(1946) and Wigner and Eisenbud (1947). Burke et al. (1971), Burke and Robb (1975) 
and Burke (1976) later developed this method for electron-atom collisions. Electron- 
molecule collisions were first implemented to the method by Schneider (1975); Schneider 
and Hay (1976) and further developed for diatomic molecules by Burke et al. (1977). 
Nestmann et al. (1994) and later Morgan et al. (1997) extended the method to polyatomic 
molecules.
The //-matrix theory is based on dividing configuration space into two regions: the 
inner region and the outer region (figures 3.1). The boundary between these regions 
is defined by a sphere of radius a centred at the centre of mass of the molecule. The 
sphere is chosen to just enclose the target charge distribution. In the inner region the 
potential is strong and multicentred, therefore exchange and correlation between the 
scattered electron and the electrons of the target molecule are important. The wave 
functions can be found by using adapted quantum chemistry methods. In the outer 
region exchange and correlation effects are neglected. Only the long range multipole 
potential is important and the single centre expansion of the wave function can be used.
In the internal region, a series of energy independent eigenfunctions and eigenval­
ues are calculated for the (N + 1) electron system using a close coupling expansion, 
equation 3.5. The final inner region wave function is a linear combination of these
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outer region 
e-
14
R-matrix boundary
Figure 3.1: Division of configuration space in the fixed nuclei /2-matrix theory.
with coefficients obtained by matching with the computed outer region functions at the 
boundary using the /2-matrix. This is a sum over quantities, connected to the overlap 
integrals of the internal and external wave functions, assessed at the surface of the sphere 
and the eigenenergies of the internal states (Burke et al., 1977).
In the external region, the /2-matrix constructed on the boundary is propagated 
outwards (Baluja et al., 1982; Morgan, 1984) until the internal solutions can be matched 
with asymptotic solutions. Asymptotic expansion methods (Noble and Nesbet, 1984) 
are applied to obtain the K-matrix from which eigenphase sums and T-matrix can be 
computed. The scattering informations, such as cross sections, can be derived from the 
T-matrix.
The /2-matrix method for electron-atom and electron-molecule scattering is well sum­
marised by Burke and Berrington (1993). The following sections discuss the Z?-matrix 
method as applied to polyatomic molecules based upon employing the UK /2-matrix 
code which is in turn documented by Morgan et al. (1998) and Tennyson and Morgan 
(1999).
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3.2 The inner region
The energy-independent (N  +  l)-electrons scattering eigenfunctions are obtained by 
diagonalising the inner region Hamiltonian using CSFs as the basis in a close coupling 
expansion. The CSFs are described in section 2.3.
The quality of the scattering model depends on a representation of the target molecule. 
The target molecular orbitals are built up from atomic orbitals (section 2.3). These or­
bitals describe the molecular charge distribution which must be insignificantly small on 
the R -matrix surface. As described in section 2.3, two types of basis functions: STOs 
and GTOs are in use for representation of molecular structure. In general, the UK R- 
matrix codes use STOs for diatomic molecules and GTOs for polyatomic molecules. In 
order to obtained good target properties, such as vertical excitation energies and the 
ground state dipole moment, NOs (described in section 2.3) can be used throughout the 
calculations.
The target molecular orbitals are enhanced with a set of continuum orbitals, centred 
on the centre of gravity of the molecule. These orbitals have a longer range then the 
orbitals centred on the nuclei. They describe the scattered electron and do not vanish 
on the .R-matrix boundary. The continuum functions can be written as
where the Yim are complex spherical harmonics for the diatomic code. The polyatomic 
code uses real or ’’tesseral” spherical harmonics. r G are the electron coordinates relative 
to the centre of gravity of the target molecule and the uu are effective atomic orbitals. 
In the diatomic code, these are obtained by solving the model single channel scattering 
problem (Gillan et al., 1995)
where in equation (3.2) k2 are the eigenenergies in Rydbergs, Vo is an arbitrary spherical 
potential and b in equation (3.4) is an arbitrary constant.
Vik( r e )
1
uu{rG)Yiimi{ rG) (3.1)
d2 1(1 +  1) +  2 V0(r) + k2 uu(r) = 0 (3.2)dr2 r2
subject to the boundary condition
ua(0) = 0 (3.3)
and
1 dun (3.4)
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The continuum basis functions used in polyatomic /2-matrix calculations are the 
Gaussian functions and do not depend upon fixed boundary condition. Originally, the 
Gaussian continuum basis functions were found by fitting a GTO basis set to Bessel 
functions within the /2-matrix sphere (Nestmann and Peyerimfoff, 1990). Subsequently 
using this method Faure et al. (2 0 0 2 ) produced a program which constructs GTO con­
tinuum basis sets for representing both Bessel and Coulomb functions. The integrals 
including continuum basis functions are performed over the whole configuration space 
and the contribution from the region outside the / 2-matrix sphere is subtracted from the 
integrals over infinite range (Morgan et al., 1997). The continuum molecular orbitals 
are orthogonalised to the target orbitals using Schmidt orthogonalisation. Afterwards, 
symmetric or Lowdin orthogonalisation is used to orthogonalised continuum molecular 
orbitals among themselves and eliminate linearly dependent functions (Nestmann et al., 
1994; Morgan et al., 1997).
The inner region scattering energy independent eigenfunctions of the (N-f l)-electron 
system can be represented by
< +‘ .X w) X ) I j ( X w+i)a/jt + X;xm(Xi.--- , X N , X N+l )bmk
I  j  m
(3.5)
where A  is the anti-symmetrisation operator, X n =  (rn, an) with rn the spatial coordi­
nate and crn the spin state of the n th electron, £ • is a continuum molecular orbital spin 
coupled with the scattered electron and ajj^ and bmk are variational coefficients.
The first summation runs over Cl target states. It represents one electron in a contin­
uum state with the remaining electrons in a target state, known as a ’target+continuum’ 
configuration.
The summation in the second term runs over configurations Xm in which all the 
electrons occupy target molecular orbitals and are known as L2 functions. Considering 
the fact that the molecular orbitals are orthogonal, the L2 functions are required to 
guarantee that important regions of configuration space are included. These configura­
tions also account for correlation effects, including virtual excitation to higher electronic 
states, excluded in the first expansion.
As stated above, in the polyatomic /2-matrix computations the continuum orbitals 
are not limited by the spherical boundary conditions at r = a. In order to make the 
Hamiltonian matrix Hermitian inside the /2-matrix sphere, the surface or Bloch (Bloch,
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1957) operator is included. This operator can be written as
-I N+l   y , i _
L N +1  =  2 S  ( f i ) ) 6 ( r i  -  a )  f  —  -  J  ( ^ Y l j m i j  ( f i ) |  (3.6)
i=1 j \ * * /
where a is the radius of the .R-matrix sphere and b is an arbitrary constant defined by 
equation 3.4. The variational coefficients from equation 3.5 are determined by diagonal- 
ising the modified internal region Hamiltonian
(0 " +1|/ /« + i + Z,w+1|fi"+1> (3.7)
where the t t p +l are the basis configurations, in order to derive the internal region (N + 1) 
eigenfunctions ip^+l-
The variational coefficients a j j k  and b m k  are obtained by diagonalisation of the Born- 
Oppenheimer Hamiltonian matrix. The matrix elements are determined as the individ­
ual target configurations and are reconstructed to ones written as the Cl target wave 
functions given by equation 3.5. The size of the transformed Hamiltonian matrix is sig­
nificantly reduced as the number of the target states is usually smaller than the number 
of terms in the Cl expansion. This process is called Cl contraction (Tennyson, 1996).
The .R-matrix on the boundary can be defined from the solutions of the Hamiltonian 
matrix. The .R-matrix contains a complete description of the scattering problem in the 
internal region and provides the boundary conditions necessary to match the inner and 
outer regions wave functions, and solve the problem in the outer region.
The Schrodinger equation of the (N  +  l)-electron system can be written as
H n +1\V) = E\V)  (3.8)
where 4/ is the total (N  +  l)-electron wave function and E  is the total energy of the 
system. The R-matrix on the boundary can be obtained by the method developed by 
Shimamura (1977) using the Bloch operator. The equation 3.8 can be rewritten as
(Hn +i + T/v+i — =  L n +1\V) (3.9)
simply by adding and subtracting the Bloch operator. This operator projects the total 
wave function onto all the available products of the .R-matrix surface. This projection 
is a wave function in the relative coordinate system of the scattered fragments. The 
equation 3.9 can be written in form of
|\P) = (Hn + i + Ln+ i -  £ )~ 1Liv+i|'I/). (3.10)
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Considering the fact that the internal region ?pf?+l are the eigenfunctions of the (Hn +i + 
L n +i ) Hamiltonian matrix with eigenvalues e*,, the inverse operator can take the form 
of an expansion over these functions to get
i*>^ +i>i r i r * ) ( 3 - n )
with
( ^ +1\LN+, m  =  i  £ f > ( r )  -  6 F ,(r )^   ^ (3.12)
where Fj(r)  are the truncated radial functions evaluated on the /2-matrix sphere and 
calculated as
=  (3.i3)
In order to define the scattering wave function entirely it is essential to construct Fj(r)
and their derivatives at the /2-matrix sphere. This can be done by substituting in the
Bloch operator from equation 3.6 (Gillan et al., 1995)
Fi(r) =  £  R ^ E )  - < > * ) ) _  (3-14)
where Rij(E)  is the /2-matrix determined as
Rii(E) =  i .  £  (3.15)
ZCL 6f~ h/
The sum 3.15 is over the surface amplitudes and subsequently over the eigenfunctions
^Ar+i surface amplitudes can be written as
= (3.16)
where are channel functions.
3.3 The outer region
The /2-matrix from equation 3.15 is propagated to an appropriate radius (Morgan, 1984), 
where the interaction between the target molecule and scattered electron is considered 
to be small. Eventually the solutions to the scattering problem are produced by using 
a Gailitis expansion (Gailitis, 1976). In the external region the exchange and detailed 
electron-electron correlation between the scattering electron and the target electrons 
are negligible. The physical interactions dictate the scattering. The scattering electron
33
3.3 The outer region
moves in the long-range multipole potential of the target molecule and a single centre 
close coupling expansion of the scattering wave function can be used (Gillan et al., 1995)
*  = E  4>i(x 1 • • • XjV, CT/V+1) r ^ 1+ 1Fi(rAr+1) ^ m,i (fw+i) (3.17)
i
where Xj =  (rj,&j), is the position and spin of the j th target electron. The functions 
are produced by coupling the scattering electron spin a^+i  with the target state 
and the F; are reduced radial wave functions. The equation 3.17 can be introduced 
into the Schrodinger equation and projected onto the channel functions A set
of coupled homogeneous differential equations for the radial wave functions Fi can be 
written as
( £ i  -  +  *?) =  2 E  Vv(r)F,(r)  (3.18)
j
where V*j is the potential matrix in the outer region which determines the coupling 
between the channels i and j.  The quantity kf  is defined as
kf  = 2(E-<ii). (3.19)
where e; is the eigenenergy of the target state ipi and E  is the total energy of the 
system. Equation 3.18 can be solved by propagating the F-matrix from the boundary to 
the adequately large distances where the interaction between the scattering electron and 
target molecule can be treated as negligible (Baluja et al., 1982; Morgan, 1984). Gailitis 
(1976) asymptotic expansion methods are then used to solved the outer region problem 
(Noble and Nesbet, 1984). In the limit case r  —> oo the reduced radial functions Fi in 
the equation 3.18 have asymptotic solutions j  for each open channel i
Fij ~  -^=  ^sin{ktr -  +  cos(A:ir  -  ^hn)K i j ^  (3.20)
and Fij ~  0 for closed channels. The coefficients Kij  describe the real symmetric K- 
matrix, which contains all the scattering information. The radial function decays expo­
nentially in the closed channels
~  e~|fcl|r (3.21)
which suggest that there is no flux lost at infinity. Equation (3.21) is only valid if 
there are no long-range potentials coupling open and closed channels. If all n  scattering 
channels are open, the asymptotic form of the radial functions Fj(r) may be written in 
the form
F(r) ~ k ~ l/2(F + GK)  (3.22)
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where the channel momenta, k, are written as a diagonal matrix. The diagonal matrices 
F  and G correspond to regular and irregular Coulomb (or Riccatti-Bessel) functions 
in each scattering channel. The asymptotic expression (3.22) defines the reaction K-  
matrix, K , appropriate for standing wave boundary conditions. The eigenphase sums, 
S, can be obtained straight from the diagonalised K-matrix K®
where the sum is over the channels. The eigenphase sums can be used to search for reso­
nances and will be discussed later. The K-matrix can be transformed into the scattering 
matrix S
The T-matrix is obtained from the S matrix, T =  S — 1, and can be employed to get 
the integral and differential cross sections. The integral cross section for excitation from 
the state i to i! can be written as (Burke, 1982)
momentum, T runs over symmetry, I and I' are orbital angular momentum quantum
cross section can be very large as the interaction potential includes long range multipole 
potentials. The partial waves, which lie above a certain minimum angular momentum 
Lm, are only weakly scattered. The partial wave expansion of the scattering amplitude 
is cut off at some value Lm. So the integral cross section (equation 3.25) includes 
contributions from a finite number of angular momenta L. The remaining terms can 
be gained by the first Born approximation (FBA) (Chu and Dalgarno, 1974; Gibson 
et al., 1987). The FBA cross section can be obtained in closed form (Watson and 
McKoy, 1979; Fliflet and McKoy, 1980) without turning to a partial wave expansion 
and includes contributions from all angular momenta. The final integral cross section is
6 = ^ 2  arctan (Kg) (3.23)
S =  (1 +  iK )(l — iK )-1 . (3.24)
(3.25)
where Si is the spin angular momentum of the ith target state, S  is the total spin angular
numbers related to i and i! states. The number of partial waves required to converge the
crB(i —> i') =  crR(i —» i') +  Act (3.26)
where a R(i —> i') is the approximate cross section gained by the i?-matrix approach and 
A a is the Born correction defined by
FBA (3.27)
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where aFBA is the plane wave Born approximation cross section and ^ l^ A is the cross
section derived from a finite expansion of the first Born cross section containing the same
3 .3 .1  R eson an ces
The eigenphase sum as well as the cross section mostly varies slowly as a function of the 
energy. Nonetheless in some cases the eigenphase sum increases quickly in some energy 
intervals of width V about a given energy E r. This causes a change in the corresponding 
partial cross section in the crucial energy range. This phenomenon is called a resonance. 
A resonance can be thought of as a long lived metastable state of the target molecule into 
which the scattering electron is temporarily trapped. The lifetime r  of this metastable 
state is longer than the usual collision time.
A resonance which occurs when many channels are open is described by its position, 
El,  and its partial decay widths, IT, into the open channels. The eigenphase sum is fitted 
to a Breit-Wigner profile (for example Atkins and Friedman (1997)) and the resonance 
parameters are obtained
where aj(E)  is the background eigenphase and rj(E) is eigenphase sum. The resonances 
in C2 electron scattering are found and fitted by a computer program RESON (Tennyson 
and Noble, 1984). Some of the fits can prove difficult, for example if the resonance lies 
near a threshold. In these cases another computer program TIMEDEL (Stibbe and 
Tennyson, 1998) can be used. The relationship between the lifetime r  and the resonance 
width T can be express by Heisenberg uncertainty A t A E  > h/2. Therefore with At ~  r  
and A E  ~  T the lifetime can be written as
Fitting a resonance to a simple analitic form in a multi-channel situation is difficult due
and Taylor, 1964).
Another method for fitting the resonances is the time-delay method (Stibbe and 
Tennyson, 1996). The time-delay matrix (Smith, 1960) is used to find the extra time 
of flight of the projectile due to its interaction with the target. A resonance appears
number of partial waves as crR(i —> i').
(3.28)
h
r (3.29)
to the possible presence of shadow poles in the .S-matrix on other Riemann sheets (Eden
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in a characteristic Lorentzian form in the longest time-delay, which can be fitted to 
find the relevant parameters. The resonances dominate the longest time-delay so much 
that the background can be treated as constant. This is important in case of collisions 
with molecules which have many degenerate channels. All of these contribute to the 
eigenphase sum. The time-delay is calculated by TIMEDEL as a function of energy 
from /^-matrices and then the resultant time-delay is fitted to a Lorentzian profile to 
find the resonance.
Resonances can be categorised into three types: shape, core-excited and nuclear- 
excited resonances. The first two species can be found in atoms and molecules. The 
nuclear-excited resonances occur only in molecules.
Shape resonances are defined as a one-electron event and happen when the scattering 
electron is captured by the effective potential, created by the target molecule, before 
tunnelling out. This potential is a combination of the attractive polarisation potential 
and centrifugal repulsive potential (/(/ -f 1 ) / r 2). This type of resonance is are usually 
linked with the ground state of the target molecule and lies a few eV above the ground 
state. They are normally broad and have short lifetimes as they can easily decay back 
into the ground state. They cannot be found in s-waves, I — 0. Low lying shape reso­
nances can become a bound state when the molecular bond lengths are increased; this 
happens in dissociative attachment: A B  +  e~ — > A  +  B~  or A~ + B.
Core-excited resonances appear when the scattering electron excites the target molecule 
and is captured or forms a quasi bound state. This type of resonance is linked with ex­
cited states where the captured electron is in an orbital of the field generated by the 
excited target state. The core-excited resonances can be classified either as Feshbach or 
core-excited shape resonances.
Closed-channel resonances are known as Feshbach resonances (Feshbach, 1958, 1962) and 
are associated with parent single excited states which have a positive electron affinity. 
This type of resonance lies below the parent and the resonance energy curve follows the 
parent potential energy curve. This way energy restrictions do not allow the resonance 
to decay into its parent and it must decay into a lower state. Feshbach resonances are 
usually long lived and narrow. They are possible for all partial waves but cannot be 
obtained from models with a frozen target molecule.
Core-excited shape resonances are associated with parents of negative electron affinity. 
This type of resonances lies above its parent state. These resonances are similar to the
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ground state shape resonances because they decay into all lower target states but usually 
preferably into their parent excited state.
N uclear-excited resonances can be found at low energy, when the ( N  + l)-electron 
system has a weakly bound state. In this case the nuclear excitation is vibrational exci­
tation or nuclear motion rather then excitation of a nucleus. This type of resonance is 
usually very narrow and low in energy. They always appear when a target molecule is an 
ion and can only be examined by going beyond the Born-Oppenheimer approximation. 
They will not be considered in this work.
3 .3 .2  B ou n d  s ta te s
The total wave function of the bound ( N  + l)-electron system 'I/* in the internal region 
can be expanded in term of the complete set of functions of equation 3.5
where Ckj  are the bound state coefficients. To obtain the bound states the external 
region functions must lead to zero as the distance of the scattered electron tend to infinity 
and must match the internal region functions at the R-matrix boundary. These external 
region functions are obtained by first using the Gailitis expansion method (Noble and 
Nesbet, 1984) and then propagated inwards to the .R-matrix boundary using the Runge- 
Kutta-Nystrom method to solve numerically the asymptotic equations (NAG library 
routine D02LAF).
The matching conditions at the R-matrix boundary for bound state can be written 
as (Seaton, 1985)
where the iq are the reduced radial functions specified in section 3.2, the Pij are the 
outer region functions and X j  is a column vector necessary to produce the bound state 
coefficients Ckj  defined by the equation
(3.30)
k
(3.31)
J
and
(3.32)
j
(3.33)
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The standard form of matching condition can be obtained by combining equations 3.14, 
3.31 and 3.32
E  Rik(E)Qkj X j = 0
where
Q k j  —dPkj (3Pki •
(3.34)
(3.35)*3 dr ^  *3-
The equation 3.34 only has solutions at discrete values of energy E,  the bound state 
energies, where the determinant of the Bij matrix is zero. At the energies near to the 
.R-matrix pole energies ejt the R-matrix in the equation 3.15 is not clearly defined and 
consequently neither is BlJ. These poles are eliminated using the method described by 
Burke and Seaton (1984). The Bij matrix can be represented in a form where only for 
i = I  has energy dependent terms. This last row can be multiplied by (e^ — E). K  
is the index of the R-matrix pole which lies closest to the total energy of the system 
in order to eliminate any computational errors caused by the closeness of the R-matrix 
pole. The K  is determined by looking through the R-matrix poles to identify the pole 
closest to E. The equation for R-matrix (3.15) can be rewritten in a form
where
and
D   _____lJ______ L 'T
K i j ~  2a{eK - E ) + U <
k^K
The next step is to find the solution of the eigenvalue problem
^   ^SijUik — ^   ^UikSk 
j k
Burke and Seaton (1984) showed that this equation is satisfied when Uij is defined as
(3.36)
(3.37)
(3.38)
(3.39)
Ui
fiK /(j + l)/c/FjTj + l i — 1, • • • , j
-T j /T j+ i  i = j  + 1 j  = 1 , . . . , ( / -  1) 
0 i > ( j  + l)
(3.40)
and
U u
f i K
T/
(3.41)
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where I  is the total number of channels and
/  i
\  2=1
Then the Uij matrix is normalised to the form
' E u « u ‘i = 6i
(3.42)
(3.43)
where the Ujj is the transpose of Uij. The solution for sk can be written as
Sk = SkiT 2j. (3.44)
The matching condition can be obtained by compounding equations 3.34 and 3.36 and
by multiplying by the Ujj matrix
y t Lu>Xi> = 0  i =  1, . . . , ( / — 1)
i' = 1
and
where
and
E
i' = 1
L w  -
2a(eK -  E)
T2M H' Xi> = 0
E ^ ^  ^TimQmj
M i j ^ y u T i Q i j .
(3.45)
(3.46)
(3.47)
(3.48)
Now the quantity (ex  — E)  occurs only in the equation 3.38. To exclude any singularities 
the Bij matrix can be redefined by multiplying this equation by this quantity
Ba> La> i ! , . . . , ( /  l) (3.49)
and
Bn'  =  ieK — E ) L hi — T2Mji>. (3.50)
In the atomic case there is only a small number of bound states associated with each 
value of a principal quantum number n  for a given total symmetry. In general, this is not 
true in molecular cases. Hence a method of searching for arbitrary numbers of bound 
state poles for a given principal quantum number was introduced (Sarpal et al., 1991). 
The search for zeros in the determinant Bij can be finalised by using a quantum defect 
grid. The effective quantum number u can be written as (Seaton, 1985)
v =  n — Sn 
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where n  is the principal quantum number and 5n is the quantum defect. An equally 
spaced grid of effective quantum number is determined around the lowest value of the 
principal quantum number considered. The determinant Bij is calculated at energies 
which correspond to the effective quantum number grid points. Zeros of the determinant 
are detected by a change in sign of the determinant from one grid point to the next. 
If no change of sign is found, a search for two poles between grid points is initiated by 
fitting the determinant to a quadratic function. Once the energy region of a bound 
state is found, a Newton-Raphson search is carried out to gain an initial estimate of the 
bound state energy. This energy E \  is considered to be very close to the true value Eq 
and the first two terms of a Taylor series expansion are taken to establish the standard 
eigenvalue equation
£  B i j W X j  =  ( B' j (£ i) + (£ o -  £ i ) d g ^ g l ) )  x i  = 0 - (3-52)
3 3
This relation is applied recursively until the required accuracy in Eq is achieved (ap­
pendix 3 of Seaton (1985)). This generates the bound state energy and eigenvector 
required to construct the bound state wave function.
3.4 Molecular R -m atrix w ith pseudostates m ethod
The standard close-coupling expansions used in the standard R-matrix method are in­
complete since they cannot include all excited target states and they do not account for 
the continuum of the target. Intermediate energy processes, where the collision energy 
lies near to or above the ionisation threshold (IT), cannot be treated by the standard 
R-matrix approach. Bartschat et al. (1996) developed the atomic R-matrix with pseu­
dostates (RMPS) method. This method was later adapted and implemented as a part 
of the UK R-matrix polyatomic code (Morgan et al., 1998) by Gorfinkiel and Tennyson 
(2004) and it is called molecular RMPS (MRMPS).
The basic idea of the RMPS method is to include in the close-coupling expansion 
a number of wave functions (pi which correspond to pseudostates. These are not true 
eigenstates of the target molecule but they can describe the electronic continuum if 
selected correctly. The pseudostates are usually acquired by diagonalising the target 
Hamiltonian matrix described in a suitable basis of configurations. If the pseudostates 
are suppose to represent the continuum, some of the configurations used in the Cl 
expansion correspond to the electronic density of an ionised state. This can be achieved
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by the suitable selection of the target orbitals and particular configurations in the Cl 
expansion must be involved.
Gorfinkiel and Tennyson (2004) introduced a new set of orbitals called pseudo­
continuum orbitals (PCOs) to be able to obtain configurations which describe an ionised 
target. So in the Cl expansion two sets of configurations are enclosed: the typical one 
where all the electrons occupy molecular orbitals and the new one in which one of the 
electrons occupies a PCO. For example in the calculations of Gorfinkiel and Tennyson 
(2004) for H3" using the notation for irreducible representations of C2t, the configurations 
can be written as 
(1 - 5ai 1 - 3bi 1 - 3b2 la 2)2 
la }(6  - 35ai 4 - 17bi 4 - 18b2 2 - 8a2)x
where the orbital in the first line are MOs and orbitals (6 - 35ai 4 - 17bi 4 - 18b2 
2 - 8a2) in the second line represent PCOs. Only excitations from the main ground 
state configuration are permitted. Selected this way, the configurations do not allow 
for excitation-ionisation but make the computation of the pure ionisation cross section 
easier. Gorfinkiel and Tennyson (2004) represented the PCOs using an even-tempered 
basis set (Schmidt and Ruedenberg, 1979) of GTOs centred at the centre of mass of the 
system. The exponents of the GTOs in this type of basis sets are
ai = a 0P{i~l) i = I , . . . ,  L. (3.53)
Different basis sets can be produced by changing the parameters o p  and p. This gen­
eration of different basis sets is very useful when an averaging process is used to omit 
emerging pseaudoresonances (see below). In any case, the parameters 0 0  and P must 
be chosen sensibly so that the electronic density of all the target states involved in the 
close-coupling expansion (3.5) is included inside the R-matrix box. In other words, the 
amplitudes of the basis functions used to expand the MOs must be vanishingly small at 
the boundary. This must also be valid for the GTOs expanding the PCOs hence impos­
ing a lower limit on the values of ao that can be applied. Smaller values of P produce 
a more complete set of pseudostate but make it difficult to avoid linear dependence, so 
the P must be selected very carefully. It is essential to confirm that
a PC°* > a c°ntinuum (3 ^
in order to avoid unnecessary complications in the orthogonalisation.
Gorfinkiel and Tennyson (2004) included an extra orthogonalisation step in order to
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include PCOs. The PCOs are first Schmidt orthogonalised to the target MOs and then 
symmetric orthogonalised among themselves. The final set of MOs and PCOs is then 
handled as the target MOs set in the standard calculation.
The (N  +  1) wave functions must be constructed inside the T-matrix sphere. In
the (N  +  1) expansion Gorfinkiel and Tennyson (2004) took into account the following
configurations
(1 - 5ai 1 - 3bi 1 - 3b2 la 2)2 (COs) 1
la j (6 - 35ai 4 - 17bi 4 - 18b2 2 - 8a2) 1 (COs) 1
where COs are continuum orbitals and the L 2 functions can be written as 
(1 - 5ai 1 - 3bi 1 - 3b2 la 2)3
(1 - 5ai 1 - 3bi 1 - 3b2 la 2)2 (6  - 35ai 4 - 17bi 4 - 18b2 2 - 8a2)!
la} (6  - 35ai 4 - 17bi 4 - 18b2 2 - 8a2) 2
so the N  and (N + 1) calculations are consistent. In this work it was necessary to 
generalise these to a problem involving a multiple electron target, see chapter 6 .
In the standard T-matrix calculation, computationally the most challenging step 
is the diagonalisation of the (N  +  1) Hamiltonian matrix in order to define the wave 
functions of equation 3.5. In the MRMPS method, the number of channels increases and 
the propagation step takes longer. As the pseudostates are included in the calculation, 
unphysical resonances may appear above IT. To deal with the pseudoresonances above 
the IT, Gorfinkiel and Tennyson (2004) suggested a convolution process followed by an 
averaging of the convoluted results. The final cross section can be then written in a form
a ION(E ) = —  V  /  e - ^ iE' - E)2aion(Ef;a0i)dEf (3.55)
V *  i jE -
where Em is a given value 0.5 smaller than IT and E m  is at least 0.5 greater than 
the maximum energy for which the cross section is introduced. This technique smooths 
all resonances but will lead to errors. An correct procedure is to average the T-matrix 
(Burke et al., 1987; Slim and Stelbovics, 1987, 1988) although this has yet to be tried 
for MRMPS calculations.
3.5 Partitioned jR-matrix
In the standard T-matrix theory all the solutions (eigenvalues and eigenvectors) of the 
Hamiltonian matrix (3.7) must be calculated explicitly. Problems arise when large con­
figuration interaction expansions are required for the target molecule. In this case the
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Hamiltonian matrix is usually too large to be diagonalised. Berrington and Ballance 
(2002) suggested a partitioned i?-matrix theory in which only a proportion, P, of the 
solutions of the Hamiltonian matrix of dimension M  are explicitly required. To save 
a significant amount of the computational time, P  must be considerably smaller then 
M.  Two quantities need to be defined in partitioned i?-matrix theory (Berrington and 
Ballance, 2002). The first one is an effective energy Eq for the poles excluded when only 
the lowest P  solutions are explicitly acknowledge. This energy was determined as
F _  (E i=i »/./ -  E L :  E„)
m - P  (3'56)
where the first sum runs over all the diagonal elements of the Hamiltonian matrix. The 
second quantity necessary in this method is the total probability distribution of a given 
channel on the i?-matrix boundary
Tli
Si =  ^ 2 ( u u(a))2 (3.57)
i=i
where uuj is a continuum orbital which explicitly depends on partial wave expansion. 
Berrington and Ballance (2002) then derived the equation for the partition /^-matrix
= ^Tfiik(a)fi ' ik(a) -  ^  + <Wit' +  +
U~l (3.58)
where E  is the electron collision energy, R ^  is the Buttle correction (Buttle, 1967) and 
Rft is the error correction define be Berrington and Ballance (2002) as
Uil /  1 1 \
*£ = g (“*«(“))2 ( ^ T T E -  E ^ J  (3 59)
where Enj is the energy of the continuum basis function uuj. The sum in the error 
correction term starts from This point is chosen such that Euj > Ep,  where Ep  is 
the highest l?-matrix pole explicitly enclosed in the summation in equation (3.58).
Three problems were detected by Tennyson (2004) when the theory described above 
was applied to the molecular case. The first problem was related to the definition of the 
energy of individual continuum orbitals Euj. The numerical process for the generation 
of Gaussian type orbitals to describe the continuum for scattering from polyatomic 
molecules (Faure et al., 2002) provides a well defined energy for the continuum orbitals. 
Nevertheless, after the continuum orbitals and the molecular orbitals are orthonormalised 
(Morgan et al., 1998), the energy of the resultant continuum molecular orbital is not
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well determined. The error correction term can be redefined by using the appropriate 
diagonal element of the Hamiltonian m atrix H j j
nu  / I  1 \
(3-60)3 —
The second problem which appears, is linked with the definition of the effective 
energy Eo, equation 3.56. This characterisation averages over all diagonal elements of the 
Hamiltonian matrix without considering whether the configuration involved makes any 
contribution to the boundary amplitude. In this sense, many high-lying L 2 configurations 
add to the value Eo but do not contribute to the boundary amplitude. The number of the 
L2 configurations increases with the systematic improvement of the Cl representation of 
the target molecule. Due to this, Eo will continuously rise even if all the other parameters 
in the calculation do not change. So Eo must be defined in such way that only those 
configurations which contribute directly to the boundary amplitudes and consequently to 
the /^-matrix are considered. Generally, the Hamiltonian matrix is diagonally dominant 
so the lowest P  diagonal elements can be identified with the lowest P  i?-matrix poles. 
So Eo can be obtained by averaging those diagonal elements of the Hamiltonian matrix, 
Hiij,Ujj which are not among the lowest P  diagonal elements. This process is suitable 
even when the values of higher lying i?-matrix poles are not dominated by the diagonal 
elements. This is possible for the large Cl expansion.
The last problem is linked to the error correction term in equation 3.59. The appli­
ance of the whole boundary amplitude of the higher lying continuum orbitals (uuj{a))2, 
will cause an over correction in the case when this orbital contributes to the lowest P  
states provided in the first summation in equation 3.58. The contribution of the con­
tinuum orbital to the states which are not explicitly included in this summation can be 
estimated (Tennyson, 2004) as
p
Xuj  =  1 ~  ailjk• (3.61)
k= 1
Then the final error correction term can be written as
nu / l  1 \
(3'62)J—Ji
Implementing the partitioned /^-matrix method requires significant changes to the outer 
region program code. These changes were performed as part of this thesis combined with 
testing the method for problems significantly larger than those previously considered.
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3.6 Com putational im plem entation
The UK Molecular R-matrix scattering package has been developed over many years 
by many people. R-matrix calculations can be divided into a few basic computational 
stages. These are the generation of integrals, the generation of a set of molecular or­
bitals, the construction and diagonalisation of the inner region Hamiltonian matrix, the 
calculation of the target properties and the solution of the outer region scattering.
The inner region polyatomic suite is built on the quantum chemistry ’Molecule- 
Sweden’ codes generated by Almlof and Taylor (1984). In the initial quantum chemistry 
program the range of integration is over an infinite region, while in the inner (N  +  1) 
R-matrix calculations the range of spatial integration must be restricted to the finite 
sphere. To minimise the computational efforts, the contribution from the region outside 
the sphere was subtracted from the integrals over an infinite range. This was carried out 
in the program GAUSTAIL developed by Morgan et al. (1997, 1998). The figures 3.2 
and 3.3 display respectively flow diagrams for the inner region N  and (N  +  l)-electron 
calculations.
SWMOL3 generates one and two electron atomic integrals. It provides the necessary 
integrals to be used by the module SWORD. SWMOL3 was developed from a Cray 
version of the integral generator ’MOL3’.
GAUSTAIL analyses the contribution to each integral from outside the R-matrix 
sphere. This has to be subtracted from the integrals over an infinite range. This program 
also modifies the Hamiltonian matrix by adding matrix elements of a Bloch operator, 
to make it Hermitian. These matrix elements are surface terms which contribute in the 
’tail’ integrals.
SW ORD first subtracts the ’tail’ integrals from the atomic integrals output from 
SWMOL3 and then carries out reordering of the integrals.
SW FJK  builds up combinations of Coulomb and exchange integrals for the Fock 
matrix to be used in an SCF calculation.
SW SCF carries out a self consistent field calculation to produce target orbitals from 
linear combinations of atomic orbitals. This module is virtually unchanged version of 
the equivalent in the Molecule-Sweden package.
SW EDM OS forms orthogonal molecular orbitals. First, it uses the Schmidt method 
to orthogonalise each of the continuum orbital to all the target orbitals. Then it applies 
the symmetric method to orthogonalise the continuum orbitals among themselves and
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SWORDSWM0L3
f SWFJKSWSCF
SCF orbitals
SWEDMOS
SWTRMO
CONGEN
SCATC
target Cl vectors
GAUSPROP
DENPROP
target properties
Figure 3.2: Flow diagram for the inner region target state calculation. Red arrows indicate an 
input required by the outer region programs. If NOs are used then the modules SWFJK and 
SWSCF are skipped.
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NOs
SCF orbitals
Boundary amplitudes
target Cl vectors
(N +l) Cl vectors
SWMOL3
CONGEN
SWEDMOS
SCATCI
SWORD
SWTRMO
GAUSTAIL
Figure 3.3: Flow diagram for the inner region scattering calculation. Red arrows indicate an 
input required by the outer region programs.
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throws out those orbitals which correspond to very small eigenvalues of the overlap 
matrices. It is run twice for MRMPS calculations. Once to orthogonalise the PCOs and 
again to orthogonalise the COs.
S W T R M O  implements the four-index transformation of ordered integrals generated 
by SWMOL3.
G A U SPR O P analyses the property integrals demanded by DENPROP. It is based 
on GAUSTAIL.
CO N G EN  generates configuration state functions (CSFs) with appropriate spin 
and symmetry coupling. The code can produce configurations in the abelian group D2h 
and its subgroup, and non-abelian groups D^  and Coo,,. The molecular orbitals have 
to be chosen by the user manually. The program also calculates a phase factor for 
each target orbital, to keep the phases between the target and (N  +  l)-electron system 
consistent (Tennyson, 1996). CONGEN has been adjusted for scattering calculations 
to allow explicit coupling of the continuum electron to individual target state (Noble, 
1982).
SCATCI builds and diagonalises the Hamiltonian matrix for both N  and (N  +  1)- 
electron calculations, to find the eigenvalues and eigenvectors. This program is the 
slowest for large calculations, as the Hamiltonian can become large. It takes config­
urations obtained by CONGEN and molecular integrals generated by SWTRMO to 
construct the Hamiltonian matrix. A special algorithm, the use of prototype CSFs to 
do the contraction, which is described in section (3.2), is used to reduce the size of 
the (N  +  l)-electron Hamiltonian matrix. After the contraction SCATCI multiplies 
by 'ipj1 in equation 3.5. The use of the contraction speeds up the construction of the 
Hamiltonian matrix, but the diagonalisation of very large Hamiltonian matrices is still 
expensive. SCATCI also produces Cl target wave functions. A-electron calculations 
require only one or two eigenvalues and eigenvectors from a large matrix. In this case 
the iterative Davidson diagonalisation procedure is employed via subroutine DVDSON, 
written by Stathopoulos and Fisher (1982). For (N  +  l)-electron calculations all eigen­
values and eigenvectors are required and in-core Givens-Householder diagonalisation is 
applied via LAPACK subroutine dsyev. In case of the partitioned implementation, the 
diagonalisation is handled by the ARPACK diagonaliser (Lehoucq et al., 1996).
D E N PR O P computes properties such as permanent dipoles, transition moments 
and polarizabilities from input target wave functions obtained by SCATCI and the prop­
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erty integrals generated by SWMOL3. The target properties are then used in the outer 
region scattering calculation.
PSN  produces pseudo-natural orbitals by diagonalising the density matrices supplied 
by DENPROP. These are averaged by giving different weights to target states and hence 
the PSN can generate state-averaged NOs. This module is added to the end of the N-  
electron target calculation. Then a second target calculation is carried out (as shown in 
figure 3.2 indicated by the dashed arrows). This time there is no need to include in the 
calculation modules SWSCF and SWFJK. Hence the module SWEDMOS uses as input 
the newly obtained NOs.
The outer region programs for the electron scattering have been developed by Morgan 
unless specified otherwise. The figure 3.4 gives a flow diagram for the outer region 
calculations reported in these thesis. Other modules also exist.
SW IN TER F supplies the interface between the inner and outer regions. This pro­
gram uses three input files obtained in the inner region calculations: boundary ampli­
tudes (SWEDMOS), eigenvalues and eigenvectors of the (N  +  l)-electron Hamiltonian 
(SCATCI), target data (DENPROP). Two output files from SWINTERF are required 
for other outer region calculations. The first file holds target properties, channel data 
and overall symmetry of the system. The second one contains data for the construction 
of the R-matrix and the coefficients of a multipole expansion of the long range scattering 
potentials. Saving these files allows calculations to be ported between computers and 
archived.
RSOLVE uses the outputs files from SWINTERF and builds up the /^-matrix, 
solves the outer region scattering equation (3.18) and constructs K-matrices for specified 
energies. Within the subroutine RPROP (Baluja et al., 1982; Morgan, 1984) propagates 
the original R-matrix out to the asymptotic region and the subroutine CFASYM (Noble 
and Nesbet, 1984) calculates the K-matrices.
EIG EN P diagonalises the K-matrices from RSOLVE in order to obtain eigenphase 
sums in equation 3.23.
RESO N looks for resonances in eigenphase sums (Tennyson and Noble, 1984). It 
reads energy points and corresponding eigenphases. Then it numerically builds up the 
second derivative d2E/dr]2 and looks for changes of its sign from positive to negative. 
Then a grid of points on which to calculate eigenphases is constructed and the eigenphase 
sums are fitted to Breit-Wigner profile.
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i (N+1) Cl 
! vectors
i boundary 
| amplitudesproperties
bound states 
energies
eigenphase sums
resonance parameters
resonance parameters
TIMEDEL
IXSEC
BOUNDRSOLVE
TMATRX
RESON
EIGENP
SWINTERF
integral cross section
Figure 3.4: Flow diagram for the outer region scattering calculation.
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Modules SWINTERF, RSOLVE and RESON have to be modified as part of this 
thesis to implement the R-matrix method.
TM A TRX computes the T-matrices from the K-matrix and these can be passed on 
the IXSECS.
B O U N D  solves the scattering problem with bound state boundary conditions to 
obtain true bound state energies and wave functions of the ( N + 1) system. The algorithm 
for this program (Sarpal et al., 1991; Branchett and Tennyson, 1992) was adapted from 
the one developed for atomic problem by Seaton (1985).
IXSECS computes the integral cross sections from the T-matrices supplied by TMA­
TRX
BO RN CR O S was written by K. L. Baluja and implemented into the outer region 
R-matrix codes (Baluja et al., 2001). It calculates the Born correction and adds them 
to the total integral cross section. It has an option to sum the integral cross sections of 
different total symmetries calculated by module IXSECS to produce the total integral 
cross section.
TIM EDEL takes the K-matrices from a scattering calculation and computes the 
time-delay matrix (Stibbe and Tennyson, 1998). The K-matrices can be supplied from 
RSOLVE or calculated on a dynamically adjusted grid by TIMEDEL. Then the program 
searches the time-delay for maxima and computes the resonance properties. TIMEDEL 
was brought up to date with the other outer region programs in this work.
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Chapter
Collisions of the C2 molecule with 
electrons
4.1 Introduction
In this chapter electron collisions with C2 molecule are studied as a function of internu- 
clear distance, R. These calculations focus on obtaining the low-lying resonances (below 
10 eV) and electronic excitation cross sections of two lowest states. The lowest 26 sin­
glet and triplet target states were coupled, all of which lie less than 10 eV above the 
ground state at the C2 equilibrium geometry. This is significantly more physical states 
than have been needed to obtain stable results for electron-molecule collisions studied 
previously using a standard close-coupled expansion.
The spectrum of the dicarbon molecule is well known from the comets, the interstellar 
clouds and the atmospheres of the Sun and cool carbon stars. C2 is observed in most 
comets. The emission bands of the C2 known as the Swan system (d 3II5 <— a 3IIU) result 
from C2 molecules fluorescing in sunlight. Between their creation from a large or parent 
molecule and their destruction by solar ultraviolet photons, the C2 molecules fluoresce 
in the sunlight for about 105 s and attain statistical equilibrium. Interstellar C2 was 
first detected by Souza and Lutz (1977). The C2 molecule is especially important in the 
study of conditions in the clouds which produce the interstellar absorption lines because 
the relative population of its long-lived ground-state rotational levels are measurable.
C2 is present in flames and electric discharges through carbon-containing materials.
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Recently the study of C2 has become of particular interest because of the (possible) use 
of graphite walls in fusion devices (Stark et al., 2005; Fantz et al., 2005). An ability to 
understand electron collision cross sections is important for this and other applications. 
However there appears to be no previous published studies of electron collisions with 
neutral C2 .
The study of electron collisions with C2 is challenging due to the unusually large 
number of low-lying electronic states of the system which are themselves difficult to 
represent using standard ab initio methods (Abrams and Sherrill, 2004).
4.2 Target calculation
The ground state electronic configuration of C2 (X  ) is well known to be 1 a 2 1 a 2 2ag 
2a2 l 7Ty. Alternating depopulations of l 7ru and excitation of 3ag lead to configurations 
1<72 l a 2 2cr2 2cr2 I7r3 3ag, producing the terms a 3nu and A  1nu, and 1 a2 1 a2 2ag 2a2 
I7r2 3ag with the states b 3£~ , B  1A 5 and B'
To obtain the potential curves, calculations were performed at a series of C2 fixed 
internuclear separations. Within the Born-Oppenheimer approximation these fixed cal­
culations can be used as the input for solving nuclear problems on the underlying curves.
In this work the UK polyatomic i2-matrix codes (Morgan et al., 1997) were used. 
This is because the main aim of this work is to study electron collisions with C2 using 
the MRMPS method (see section 3.4). So far this method is implemented only as part of 
the polyatomic code as it is based on the use of GTOs. The highest symmetry available 
in the polyatomic code is D2h which is a subgroup of the true symmetry of C2 . All 
the calculation in this work were performed in D2h symmetries. The table 4.1 shows the 
transformation of irreducible representations from point group to D2h point group. 
Therefore in order to identify resonances in point group one has to examined all 
adequate symmetries in D2* point group. For example, if there is a resonance for 2A g 
symmetry one has to look for corresponding resonance for 2Big symmetry. If there is 
one the resonance is 2A g resonance and if there is none the resonance is 2E+ resonance.
Fixed-nuclei calculations were performed for 20 C2 internuclear distances in the range 
from 1.648 ao to 3.548 ao (with a 0.1 ao step). The measured equilibrium geometry for 
the ground state is 2.348 ao (Huber and Herzberg, 1979). In the target calculation, 26 
states (in symmetry or 39 in D2h symmetry) were used. Their potential energy 
curves are shown in figure 4.1.
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Table 4.1: Character table for transformation of irreducible representations from point 
group to D2/1 point group.
Dooh &2h
A9
Et B iu
Big
A u
n  9 B2g+B3g
nu B2u+B 3u
^ 9 Ag+Big
A u Au+ B iu
In order to determine the target electronic wave functions and energies, a Hartree- 
Fock self-consistent-field (HF-SCF) calculation was performed first using the double- 
zeta plus polarisation (DZP) Gaussian basis set of Dunning (1970) for C. The molecular 
orbitals generated this way were used to obtain pseudo-natural orbitals (NOs). These 
were gained by diagonalising the first order density matrix for all target states included 
in the calculation. To retrieve a set of NOs that gives a good representation of the 
26 target states included in the close-coupling expansion, a weighted averaging of the 
density matrices was carried out. Large singles and doubles configuration interaction 
(CAS-CISD) calculations (using around 70000 and 110000 configurations for the singlet 
and triplet states respectively) were performed to obtain the matrices. After a number 
of tests the best results (ie. the best threshold energies) were obtained when 13 states; 
1Ag  (2 states), 3B2u, 3B3u, 3Biff (2 states), 1B2u, 1B3xt, 3B iu (2 states), 3AU, 3A g 
were averaged with weights 20, 5, 20, 20, 15, 5, 10, 10, 5, 20, 5, 20, 5 respectively. The 
same state-averaging procedure was used for all molecular geometries.
Finally, a complete active space configuration interaction (CASCI) calculation, which 
builds all the possible configurations by distributing the electrons among the orbitals in 
the active space, was performed. In this model the four Is electrons were frozen in the 
1 og and 1 au orbitals, and the remaining eight electrons were freely distributed among 
the 2<jg, 3crg, 2au, 3<ru, l 7ru and l 7rg orbitals giving configurations which can be written 
(1 Og 1(7U)4 (2a g 3 Og 2a u 3au l7ru l7r9)8.
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Figure 4.1: Potential energy curves for the 26 states of C2 used in the calculations.
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The ground state (X  energy obtained for our equilibrium geometry R e =
2.448 ao is —75.55448 in comparison with the value from full Cl calculation of 
Christiansen et al. (1996), —75.730209 for their R e = 2.348 ao- Table 4.2 shows 
the energy differences between the ground and excited states and compares them with 
multi-reference Cl (MRCI) calculations (Boggio-Pasqua et al., 2000), Slater orbital Cl 
calculations (Kirby and Liu, 1979) and experimental data.
In present calculations, as in the C2 curves constructed from constants in Huber and 
Herzberg (1979) (see figure in Jones et al. (1980)), the ground state and the first excited 
state (a 3nu) cross as a function of internuclear separation, R. This crossing occurs near 
R = 2.5 ao which is comparable with the results of Rosmus and Werner (1984). The first 
excited state a 3n u lies 0.066 eV lower than the ground state X  1E+ (negative value) for 
internuclear distance R  =  2.548 ao- Kirby and Liu (1979) found the a 3n u state 0.03 eV 
lower than the ground state. This energy difference is smaller than the accuracy of the 
electronic structure method used, which is in turn  constrained by the need to use this 
calculation as part of a scattering study.
For other excitation energies the agreement with previous data, where available, can 
be considered good. Table 4.2 does not give CASCI values for the /  3£ “ state since this 
state seems to be purely repulsive. In the case of the highest-lying excited state included 
in the close-coupling expansion (g 3A ff), CASCI calculations in this work suggest that this 
state has a double minimum. The adiabatic excitation energy of 8.678 eV corresponds 
to a minimum at R = 2.648 ao, whereas the observed value quoted (Herzberg et al., 
1969) is for a much larger bond length; a local maximum was found in the curve at 
R  =  3.048 ao after which the energy of the curve decreases up to the last geometry we 
consider, at R  = 3.548 ao-
4.3 Scattering calculation
The scattered electron was described by continuum orbitals which were represented by 
GTOs with I < 4 centred at the dicarbon centre of mass. Various /2-matrix radii, a, and 
continuum basis sets were tested. Computations were performed for an /2-matrix radius 
of a=10 ao and a=13 ao and variety of continuum basis sets (Sarpal et al., 1996; Faure 
et al., 2002). The continuum basis of Sarpal et al. (1996) contains orbital with I < 3 
and I < 4 partial waves, and orbitals of Faure et al. (2002) up to I < 4 partial waves. 
For testing purposes, 15 lowest electronic states were used in close-coupling expansion.
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Table 4.2: C2 adiabatic excitation energies obtained from CASCI target calculations compared 
with those from an MRCI calculation, a Cl calculation and experiments. Excitation energies, 
Te, are given in eV. Re are the internuclear separations for equilibrium geometry in ao-
M od els C A S C I M R C P c r O b s .a>6
T e /e V I4e/ 30 T e /e V Be/ao T e /e V R e /a o T e /e V R e /a o
a 3n u -0.066 2.548 0.099 2.477 -0.03 2.53 0.089“ 2.479“
0.809 2.648 0.804 2.595 0.80 2.65 0.798“ 2.587“
a  ! n u 1.052 2.548 1.076 2.500 1.14 2.53 1.040“ 2.491“
c 3E+ 1.206 2.348 1.178 2.285 1.09 2.32 1.131“ 2.283“
B ' A g 1.662 2.748 1.521 2.627 1.59 2.66 1.498“ 2.617“
B'  % + 1.879 2.648 1.922 2.612 1.81 2.66 1.910“ 2.602“
d*Ug 2.507 2.448 2.531 2.400 2.47 2.44 2.483“ 2.392“
c ' n g 4.789 2.448 4.388 2.379 4.81 2.40 4.248“ 2.372“
1 ^ U 5.067 2.948 4.961 3.258
e 3n g 5.135 2.948 5.51 3.17 5.0586 2.9016
2 3S+ 5.182 3.248
1 3AU 5.291 3.248 5.098 3.262
3 3H9 5.693 3.048 6.47 3.00
1 3E - 5.953 2.948
4 3n , 6.079 2.948
6.092 2.448 6.23 2.38 5.361b 2.3396
5 3H9 6.472 2.948
2 1n ff 6.581 3.048
E 6.928 2.548 7.18 2.46 6.8236 2.368b
2 'S - 6.930 2.848 7.92 3.00
3 lU9 7.128 2.748
2 7.225 2.848
1 3E J 7.788 2.648
- - 8.8096 2.6326
9 3*g 8.678 2.648 9.0746 2.5666
ft BoggioPasqua et al. (2000) 
b Huber and Herzberg (1979) 
c Kirby and Liu (1979)
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Figure 4.2 gives a comparison of eigenphases obtained for 2A g symmetry for different 
continuum basis sets and /^-matrix radius. The eigenphase sums shows good agreement 
between the various models. The final calculations used R -matrix radius of a=10 ao and 
the basis of Faure et al. (2002) because these gave the highest and smoothest eigenphase 
sums.
Three different models for the scattering calculation were tested. The first included, 
in the close-coupling expansion, the 15 lowest electronic states of C2 (15,15), the second 
included the 26 lowest states (26,26) and third included 26 states in inner region and 
15 in outer (26,15). All tests were performed for C2 at its equilibrium bond length. 
Eigenphase sums were obtained by propagating the R-matrix to 100 ao (Baluja et al., 
1982; Morgan, 1984). These are used to search for resonances. Resonance positions 
and widths were determined by fitting the eigenphase sum to a Breit-Wigner profile 
(Tennyson and Noble, 1984). For the lower energy resonances the differences between 
(15,15), (26,26) and (26,15) models is slight (see table 4.3). Results reported below are 
for the (26,26) model.
Table 4.3: C2 resonance energies for different doublet spin sym m etries at the equilibrium bond  
length for (15,15) and (26,26) models.
Symmetry E (1 5 ,1 5 )/e V E (26,26) / eV E (15 ,15)-E (2 6 ,2 6 )/e V
% 6.176 6.119 0.057
2B lg 7.634 7.577 0.057
2B lu 3.577 3.650 0.073
2B 3g 4.319 4.261 0.058
2A U 3.671 3.726 0.055
59
4.3 Scattering calculation
0
-2
Ij=c-=660
-4
. s.
0 2 4 6 8 10
Energy (eV)
Figure 4.2: The eigenphase sums (in radians) for 2Ag (2£^ + 2 A5) symmetry of the low-energy 
electron collisions with C2 • The solid red line represents the eigenphase sum calculated for 
/2-matrix radius of o=10 ao and continuum basis of Faure et al. (2002); the dashed blue line 
represents the eigenphase sum calculated for /2-matrix radius of o=13 ao and continuum basis 
of Faure et al. (2002) and the dot-dashed green line represents the eigenphase sum calculated for 
/2-matrix radius of a=10 ao and continuum basis of Sarpal et al. (1996).
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4 .4 .1  R eso n a n ces
Autodetaching resonance states of C2 have been observed experimentally (Jones et al., 
1980; Hefter et al., 1983). However these resonances are all associated with vibrational 
excited states of the bound C2 electronic states discussed below, which have sufficient 
energy to autodetach. The interest of this work does not lie with such nuclear excited 
Feshbach resonances, but resonance states associated with electronic states of C2 which 
lie in the continuum.
The vertical ionisation energy of C2 is about 14.8 eV (Wang et al., 2001). Closer 
to this threshold, a large (infinite) numbers of very diffuse electronically excited states 
are present. For this reason the scattering calculations concentrated on energies below 
about 10 eV. Many resonances were identified in the computations. However the density 
of C2 target states made it difficult to study systematically the behaviour of these as 
a function of internuclear separation. This is due to the difficulty of fitting resonances 
which lie very close to a target state and the possibility of a resonance disappearing when 
it crosses a target state. Therefore close attention is laid to the low-lying resonances 
which are, in any case, probably the most important ones for problems concerned with 
thermal or quasi-thermal electron collisions. Data for resonances which appeared in the 
calculations in the energy region of or greater than 10 eV are shown in the figures 4.3 
- 4.5 as red triangles without a line connection (such as those with 2HU symmetry). 
Nevertheless they cannot be considered reliable.
All resonance energies are relative to the target energies of the ground state of C2 at 
the same R. For this reason the second column of the table 5.1 shows these as a function 
of R. The resonance energies for 2A g (2£<j~ +  2A g), 2Biu (2£+  +  2A U) and 2B35 (2n 5) 
symmetries are shown in figure 4.3 and in tables 4.4 and 4.5. The resonance energies for 
2b 3„ (2n„), 2b 19 (2e 9 +  2A g) and 2A U (2S U +  2A U) symmetries are shown in figure 4.4 
and in table 4.6 (except for 2B3u symmetry). The corresponding resonance widths are 
given in the figure 4.7 and tables 4.4 - 4.6. No systematic attempt was made to track 
resonances above 10 eV. Many of the resonances stopped at small internuclear distances. 
This is due to high density of C2 target states. The resonance widths go to zero when the 
resonance becomes a bound state. The low-lying resonances for doublet spin symmetry, 
2AU (2S “ + 2Au) and 2Big (2£ “ + 2Ag) are the same as in the case of 2Biu (2E+ 4 - 2A U) 
and 2Ag (2D<j~ + 2A9) symmetries (respectively) so we can identify this resonance as 2A U
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and 2 A g. The quartet spin symmetry resonances and the corresponding resonance widths 
are given in the figures 4.5 - 4.8 and tables 4.7 - 4.12. Again the widths decrease to zero 
as the resonances become bound. Data on the high-lying resonance must be considered 
less reliable. On three occasions the low-lying resonances become bound states for larger 
internuclear distances. This can be seen for doublet spin symmetry resonance 2B33 (2IIg) 
shown in figure 4.3. The quartet spin symmetry resonances 4Biu (4£ u ) and 4B33 (4II3) 
demonstrate the same behaviour (see figure 4.6).
The widths of the resonances do not vary as smoothly with geometry as the positions. 
There are a number of reasons for this. Firstly the resonances are characterised by fitting 
with experience showing that the resonance width is much more sensitive to details of 
the fit, and has a larger fitting error, than the position. Secondly there are many cases 
where the resonances cross target curves and, under these circumstances the resonance 
width can and does change significantly. Finally there are several symmetries which 
have nearby resonances which interact and this is well known to considerably effect the 
resonance width (Collins et al., 1986).
4 .4 .2  C ross sec tio n s
Given the closeness of the X  1E 4' and the a 3nu states, and the fact that the latter is 
metastable, electron impact electronic excitation cross sections from both of these states 
were calculated. Figure 4.9 gives electron impact cross sections for both of these states 
at the C2 equilibrium geometry of R = 2.448 ao- These cross sections are only given for 
electron impact energies up to 10 eV since the close-coupling expansion is not complete 
above this value. Neglect of states can lead to spurious effects such as pseudo-resonances 
at higher energies.
The top row of graphs (figure 4.9) presents the fixed-nuclei total cross sections, 
which are very similar to the elastic cross sections. The total cross sections, and indeed 
the electronic excitation cross sections also shown, display a pronounced peak at about 
3.5 eV; this corresponds to the low-lying 2II9 (2B29 +  2B39) and 2A U (2Biu +  2AU) 
resonances.
The middle row displays cross sections for the excitation to d 3n g state. This excited 
state was selected because the system (a 3IIU <— d 3II3) is well known as Swan bands, 
whose emission is used to monitor C2 in plasmas (Stark et al., 2005; Fantz et al., 2005). 
This is smaller then the others because of forbidden dipole moment. The peak at 6 eV in
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Table 4.4: C2 resonance energies and w idths for 2Ag and 2Bju sym m etries as a function of the  
bond length.
to > <0 2B iu
Re/ao Eo/eV T/eV Re/ao Eo/eV T/eV
1.748 18.594 0.068 2.348 4.532 1.107
1.848 15.244 1.616 2.448 3.945 1.062
1.948 12.446 1.373 2.548 3.507 0.929
2.048 10.179 1.098 2.648 3.271 0.797
2.148 8.549 0.836 2.748 3.199 0.603
2.248 7.391 0.631 2.848 3.292 0.536
2.448 6.119 0.380 2.948 3.650 0.403
2.548 5.864 0.307 3.048 3.978 0.386
2.648 5.746 0.256 3.148 4.167 0.377
2.748 5.728 0.239 3.248 4.392 0.243
2.848 5.724 0.294 3.348 4.522 0.152
2.948 5.695 0.386 3.448 4.630 0.116
3.048 5.586 0.469 3.548 4.740 0.096
3.248 5.465 0.306
the (X  *1;+ d 3n g) cross section is caused by the 2A g (2Ag and 2Big) resonance which 
is not visible in the other cross sections reported and which are significantly larger due 
to allowance for dipole moment. The (a3IIu <— d 3II9) cross section where the optical 
transitions are allowed, could be corrected for higher partial waves. This would make 
the cross section somewhat larger.
The bottom row gives the cross sections for the electron impact excitation to the 
five electronic states of C2 lying between the two initial states and d 3II3 state. The 
correction for higher partial waves would make the cross section for the electron impact 
excitation to the five electronic states of C2 lying between the a 3IIu and d 3II5 states 
larger.
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Figure 4.3: C2  bound state and resonance energies for 2A g (2£+ +  2A ?), 2B lu (2E+ +  2A U)
and 2B3 S (2n s) symmetries as a function of the bond length. The energies of the C2  electronic
states used in our calculations are shown in the background.
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Figure 4.4: C2  bound state and resonance energies for 2B$U (2IIU), 2B j g (2E~ +  2AS) and
2 Au (2E“ +  2A U) symmetries as a function of the bond length. The energies of the C2  electronic
states used in our calculations are shown in the background.
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Figure 4.5: C2  resonance energies for 4A g (4£+ +  4AS), 4Bgu (4IIU) and 4Bi9 (4H“ +  4A S)
symmetries as a function of the bond length. The energies of the C2  electronic states used in
our calculations are shown in the background.
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Figure 4.6: Cj bound state and resonance energies for 4Bju (4£+  +  4AU), 4B3g (4I19) and
4AU (4E~ -|- 4AU) symmetries as a function of the bond length. The energies of the C2  electronic
states used in our calculations are shown in the background.
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Figure 4.7: C2 resonance widths for 2Aff (2£+ + 2A5), 2Blu (2£+ + 2AU), 2AU (2£ “ + 2AU), 
2BJff (2£ “ + 2A9), 2B5s (2n ff), 4Ag (4£+ + 4Ag) and 4B2u (4IIU) symmetries as a function of 
the bond length.
68
4.4 Results
>
.c*-»T3
£
<u3
c
c
oC/J<U
&
* — ^  the lowest resonance 
the 2nd resonance 
▼ the 3r resonance 
* “  * the 4  resonance
3
2
1
0
2
0
2.5 3.5 2.5 3.5
B ond length (a„)
Figure 4.8: C2 resonance widths for *Blg (4£ ff + 4A3), ABlu (4E+ + 4AU), *B3g (4I1?) and 
4AU (4E“ + 4AU) symmetries as a function of the bond length.
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Table 4.5: C2 resonance energies and w idths for 2B 3g sym m etry as a function of the bond length.
Re/ ao Eo/eV r/e V Re/ao Eo/eV r/e V Re/ao Eo/eV r/e V
2.348 5.221 0.790 2.348 5.931 0.793 2.048 11.475 0.621
2.448 4.261 0.892 2.548 4.746 1.513 2.148 9.255 0.591
2.548 3.543 0.691 2.648 4.119 0.946 2.248 8.032 0.415
2.648 3.020 0.469 2.748 3.840 0 .6 8 6 2.348 6.857 0.377
2.748 2.716 0.238 2.848 3.556 0.447 2.548 5.407 0.314
2.848 2.525 0.152 2.948 3.396 0.226 2.648 5.024 0.314
2.948 2.393 0.083 3.048 3.393 0.177 2.748 4.752 0.274
3.048 2.386 0.041 3.148 3.484 0.119 2.848 4.585 0.263
3.148 2.485 0.019 3.248 3.637 0.079 2.948 4.359 0.235
3.248 2.648 0.007 3.348 3.916 0.027 3.048 4.282 0.196
3.448 3.999 0.015 3.148 4.410 0.156
3.548 4.084 0.007 3.248 4.598 0.114
3.348 4.714 0.050
3.448 4.811 0.037
3.548 4.917 0.030
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Table 4.6: C2 resonance energies and widths for 2Bjg and 2AU symmetries as a function of the 
bond length.
2B lg 2AU
Re/ao Eo/eV r /e V Re/ao Eo/eV r/e V
1.848 15.782 2.289 1.748 18.676 0.103
1.948 12.674 2.150 1.948 12.169 3.079
2.048 10.445 1.916 2.048 9.208 2.620
2.148 9.083 2.581 2.148 7.272 2.309
2.348 7.646 1.828 2.448 4.150 1.080
2.448 7.577 1.565 2.548 3.726 0.883
2.748 7.261 0.523 2.648 3.517 0.741
2.848 7.130 0.480 2.748 3.424 0.658
2.948 6.844 0.681 2.948 3.463 0.766
3.048 6.582 0.345 3.148 4.129 0.500
3.148 6.472 0.169 3.248 4.111 0.420
3.248 6.412 0.090 3.348 4.256 0.230
3.348 6.232 0.034 3.448 4.382 0.186
3.448 6.114 0.031 3.548 4.514 0.149
3.548 6.018 0.033
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Table 4.7: C2 resonance energies and widths for 4Aff symmetry as a function of the bond length.
R e/ao Eo/eV r/e V R e/ao Eo/eV r/e V
1.848 13.087 2.174 2.148 6.645 1.025
1.948 9.835 1.680 2.548 4.777 0.836
2.048 7.430 1.342 2.648 4.757 0.663
2.248 4.634 0.756 2.748 4.846 0.528
2.348 4.189 0.552 2.848 4.973 0.419
2.448 4.000 0.408 3.148 5.090 0.127
2.548 3.815 0.290 3.248 5.064 0.083
2.648 3.745 0 .212 3.348 5.021 0.049
2.748 3.785 0.150 3.448 4.940 0.041
2.848 3.924 0.115 3.548 4.879 0.038
2.948 4.105 0.084
3.048 4.339 0.062
3.148 4.546 0.046
3.248 4.734 0.031
3.348 4.722 0.015
3.448 4.680 0.009
3.548 4.638 0.005
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Table 4.8: C2 resonance energies and widths for ABsu symmetry as a function of the bond length.
R e / ao Eo/eV r/e V R e / ao Eo/eV r/e V R e/ao Eo/eV r/e V
2.148 4.549 2.099 2.648 9.326 0.093 2.748 7.395 0.597
2.248 4.001 1.533 2.748 8.360 0.308 2.948 7.431 0.183
2.348 3.832 1.272 2.848 7.751 0.292 3.048 7.381 0.138
2.448 3.911 1.062 2.948 6.922 0.466 3.148 7.444 0.144
2.548 3.974 0.885 3.048 6.586 0.361 3.248 7.662 0.178
2.648 4.136 0.732 3.148 6.350 0.307 3.348 7.931 0.208
2.748 4.431 0.617 3.348 5.949 0.181 3.448 8.008 0.244
2.848 4.773 0.528 3.448 5.798 0.160 3.548 8.365 0.305
2.948 5.173 0.460 3.548 5.6448 0.129
3.148 5.878 0.343
3.248 6.061 0.266
3.348 6.178 0.227
3.448 6.177 0.156
3.548 6.180 0.126
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Table 4.9: C2 resonance energies and widths for 4Big symmetry as a function of the bond length.
Re/ao Eo/eV r /e V Eo/eV r/e V Eo/eV r/e V Eo/eV r/e V
1.748 19.233 3.327
1.948 10.955 2.288
2.048 8.439 1.882
2.148 6.657 1.565
2.248 5.769 1.341
2.348 5.359 1.160
2.448 5.175 0.990 9.508 0.455
2.548 4.986 0.847
2.648 4.903 0.715 7.134 0.240 7.919 0.290
2.748 4.886 0.559 5.387 0.678 6.606 0.189 7.417 0.232
2.848 4.967 0.402 6.285 0.170 7.089 0.192
2.948 5.053 0.288 6.151 0.173 6.912 0.166
3.048 5.087 0.193 5.613 0.346 6.233 0.199 6.911 0.161
3.148 5.066 0.124 5.620 0.239 6.477 0.214 7.065 0.163
3.248 5.041 0.080 5.621 0.174 6.811 0.219 7.315 0.172
3.348 4.996 0.046 5.610 0.116 7.184 0.221 7.538 0.198
3.448 4.919 0.039 5.530 0.093 7.392 0.259 7.668 0.225
3.548 5.469 0.078 7.604 0.322 7.725 0.874
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Table 4.10: C2 resonance energies and widths for 4B lu symmetry as a function of the bond length.
R e/ao Eo/eV r/e V R e/ao Eo/eV r /e V R e/ao Eo/eV r/e V
1.748 16.502 2.601 2.548 1.175 0.214 2.848 9.603 0 .2 1 2
1.848 11.951 2.114 2.748 1.887 0.409 2.948 9.456 0.229
1.948 8.502 1.775 2.848 1.978 0.324 3.048 9.458 0.255
2.048 5.888 1.637 2.948 2.152 0.255 3.148 9.843 1.013
2.148 3.713 1.420 3.048 2.364 0.195 3.248 9.485 0.322
2.248 2.522 0.904 3.148 2.564 0.133 3.348 9.558 0.373
2.348 1.953 0.631 3.248 2.794 0.085 3.448 9.428 0.401
2.448 1.543 0.418 3.348 2.986 0.024 3.548 9.290 0.497
2.548 1.175 0.214 3.448 3.129 0 .010
2.648 0.946 0.130 3.548 3.267 0.003
2.748 0.864 0.067
2.848 0.896 0.029
2.948 1.032 0.009
3.048 1.230 0 .001
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Table 4.11: C2 resonance energies and widths for 4Ba5 symmetry as a function of the bond length.
Re/ao Eo/eV r /e V Re/ao Eo/eV T/eV
1.748 18.480 0.182 2.348 9.962 0.331
1.848 14.580 2.154 2.448 9.575 0.268
1.948 10.830 1.659 2.548 9.200 0.235
2.048 7.954 1.348 2.648 8.958 0.228
2.148 5.698 1.088 2.748 8.864 0.242
2.248 4.341 0.858 2.848 8.858 0.262
2.348 3.529 0.656 2.948 8.934 0.308
2.448 2.497 0.488 3.048 9.061 0.344
2.648 2.188 0.249 3.248 9.249 0.449
2.748 1.935 0.149 3.348 9.121 0.430
2.848 1.837 0.091 3.448 8.986 0.421
2.948 1.781 0.039 3.548 8.837 0.431
3.048 1.844 0.013
3.148 2.004 0.003
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Table 4.12: C2 resonance energies and w idths for 4A U sym m etry as a function o f the bond length.
Re/ao Eo/eV r/e V Re/ ao Eo/eV r/e V Re/ao Eo/eV r/e V
1.748 15.563 0.226 2.748 2.506 0.698 2.748 9.860 0.195
2.048 6.752 1.722 2.848 2.579 0.727 2.848 9.606 0 .212
2.148 4.765 1.515 2.948 2.630 0.439 2.948 9.457 0.229
2.248 3.637 1.362 3.048 2.801 0.335 3.048 9.453 0.252
2.348 2.945 1.286 3.148 2.995 0.248 3.148 9.415 0.273
2.548 2.223 0.655 3.248 3.220 0.183 3.248 9.460 0.308
2.648 1.955 0.731 3.348 3.425 0.092 3.348 9.604 0.609
2.748 1.887 0.411 3.448 3.566 0.062 3.448 9.956 0.280
2.848 1.921 0.307 3.548 3.704 0.041 3.548 9.852 0.248
2.948 2.044 0.226
3.048 2.255 0.169
3.148 2.462 0 .112
3.248 2.700 0.069
3.348 2.878 0.014
3.448 3.026 0.005
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Figure 4.9: Electronic excitation cross sections from ground state (X  *£+) and first excited state 
(a 3IIU) of C2 at its equilibrium geometry. The first row represents the fixed-nuclei total cross 
sections. The second row represents cross sections for the excitation to d 3IIg state. The third 
row represents the cross sections for the electron impact excitation to the five electronic states 
of C2 lying between the two initial states and d 3fls state.
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Bound states of Cn
5.1 Introduction
In this chapter the results for bound states of the system are presented. As noted in 
the previous chapter, the calculations were performed for 20  C2 internuclear distances 
and 16 symmetries.
C2 is isoelectronic to the group of species with 13 electrons CN, and CO+. The 
optical spectra of this species have been studied extensively (Huber and Herzberg, 1979). 
Herzberg and Lagerqvist (1968) tried to observe the absorption spectra of carbon-ions 
CH^, CH^, C H j and CH+ in a flash discharge of methane. They observed new very 
simple £  — £  bands. After extensive studied these bands were assigned to the 2£+  - 
2£+ transition of C2 • Milligan and Jacox (1969) concluded that this band system of 
carbon vapour trapped in inert gas matrices, which had previously been assigned to C2 
by McCarty and Robinson (1959), were E — E transition of C2 • More matrix isolation 
studies were carried out (Frosch, 1971; Bondybey and Nibler, 1972) and they supported 
the new interpretation of these bands. Two-photon photodetachment spectroscopy of 
C2 was conducted by Lineberger and Patterson (1972) which showed definitely that 
the spectrum was of C2 • Later further photodetachment studies were conducted (Jones 
et al., 1980; Hefter et al., 1983).
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5.2 Calculation
Bound states energies were obtained using the method described by Sarpal et al. (1991). 
In this method, the eigenvalue problem is reduced to finding the roots of a determinant, 
which depend on the energy of the system. A Gailitis expansion was applied at radius 
of 30 ao and 50 ao- The model with radius of 50 ao did not yield good results therefore 
the radius of 30 ao was used through out the calculations. Then the wave functions 
were propagated inwards to the 72-matrix boundary. The (15,15) and (26,15) models 
showed better results for 2£+ symmetry than the (26,26) model. The results in table 5.1 
are for the (15,15) model which did not differ from the (26,15) model. These bound 
state studies, unlike the scattering ones, require calculation of the wave function in the 
outer region. This makes the calculations numerically sensitive to the inclusion of very 
strongly closed channels in the outer region. As a test the bound state energies were 
computed simply by diagonalising a Hamiltonian based on inner region wave function. 
This test was performed for the equilibrium geometry R e =  2.448 ao and gave energies 
very similar, but slightly (less than 0.01 eV) higher. For 2£+ symmetry the value is 
-75.67194 Eft compared with -75.67213 Eft. For 2£+ symmetry it is -75.58443 Eft in 
comparison with -75.58459 Eft.
5.3 Results
Three bound states of C2 were detected. They are X  2E+, A  2n u and B  2E+. Their 
energies are shown in table 5.1 as a function of internuclear distance. These energies are 
all relative to the energy of the ground state of C2- The comparison between calculations 
and experiments are presented in table 5.2. The agreement can be considered good. 
The bound state potential energy curves are shown in figure 5.1 along with the ground 
state potential energy curve of C2 and in figures 4.3 and 4.4 along with the energies of 
resonances of the same symmetry. The calculations found, somewhat unusually, that 
the B  2£+ bound state becomes a resonance in the region between 2.648 and 3.348 ao- 
All the bound states of C2 discussed above are of doublet spin symmetry. However 
Bondybey and Brus (1975) also reported the observation of a 4£+ bound state. As 
shown in figure 4.6, at short internuclear distance R  this state is a low-lying resonance 
which only becomes a bound state for R  > 3.1 ao- Since the Bondybey and Brus’ spec­
tra were recorded in a Noble gas matrix, it is possible that matrix effects could have
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led to this state becoming bound. The similar behaviour is also formed for the lowest 
resonance of 4IIff symmetry. This resonance becomes a bound state for R  > 3.4 ao-
15
10
5
0
2 3
Bond length (a^
Figure 5.1: Bound states of C j : X  2£+, A 2n u and B  2X1+ as a function of the bond length 
compared with the ground state of C2 X
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Table 5.1: Bound states of C2 : X  A 2I4U and B 2£+ as a function of the bond length
compared with the ground state of C2 X
x ' v * a 2 n u B 2 £+
R e/ao Te/eV Te/eV T €/ e V T e / e V
1.648 14.220 11.936 12.694
1.748 9.474 7.115 8.694
1.848 6.067 5.419
1.948 3.672 0.996 2.536 2.297
2.048 2.040 -0.769 0.491 0.757
2.148 0.982 -1.954 -0.916 -0.203
2.248 0.357 -2.694 -0.696
2.348 0.058 -3.103 -2.381 -0.906
2.448 0 -3.259 -0.877
2.548 0.121 -3.225 -2.702 -0.676
2.648 0.370 -3.046 -2.587 -0.355
2.748 0.720 -2.745
2.848 1.116 -2.364
2.948 1.540 -1.809 -1.526
3.048 1.970 -1.230 -1.048
3.148 2.386 -0.723 -0.556
3.248 2.781 -0.203 -0.054
3.348 3.247 0.149 0.399 2.369
3.448 3.529 0.478 0.708 2.525
3.548 3.779 0.784 0.997 2.660
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Table 5.2: Bound states of from various methods and observation compared with the 
calculations from this thesis. IP is ionisation potential for the ground state and Te is the 
adiabatic excitation threshold for the excited states.
X ^ 9 A 2nu B 2y+u
Re/ ao IP/eV Re/ao Te/eV Re/ ao Te/eV
MRD-CI a 2.415 ~  3.4 2.491 0.403 2.309 2.335
M CSC Fb 2.411 ~  3.3 2.491 0.435 2.326 2.348
QCISD c 2.414 2.74
CCSD d 2.394 3.09 2.470 0.553 2.309 2.453
Obs. e 2.397 ~  3.45 2.471-f 0.494-f 2.312 2.280
This work 2.448 3.26 2.548 0.557 2.348 2.355
a Zeitz et al. (1979) 
b Rosmus and Werner (1984) 
c Wang et al. (2001) 
d Watts and Bartlett (1992) 
e Huber and Herzberg (1979) 
f  Rehfuss et al. (1988)
9 Jones et al. (1980)
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Chapter 6
Electron collisions with Co anions
6.1 Introduction
In this chapter, the /2-matrix method with pseudostates is used to study electron colli­
sions with the C2 anion at its equilibrium geometry. These calculations concentrate on 
obtaining the low-lying resonances (from the ionisation threshold to 15 eV) and ionisa­
tion cross sections. Electronic excitation cross sections are also obtained.
The negative molecular ion is one of few molecular anions which has bound 
electronic excited states. This special feature of is due to the high electronic affinity 
of C2 and the low electronic excited states of C^- The unusual stability of C2 was first 
noted by Honig (1954) when he observed the emission of neutral and charged carbon 
molecules from pure graphite filaments. He determined the electron affinity of C2 to be
3.1 or 4 eV depending on the method of determination. The latest values published by 
Jones et al. (1980) are in the range 3.374 and 3.408 eV.
A number of studies of electron-impact detachment cross sections of C2 was per­
formed by Andersen et al. (1996)and Pedersen et al. (1998, 1999). Andersen et al. 
(1996) discovered a structure in the electron-impact detachment cross section of C2 and 
suggested the possibility of the existence of temporary C\~ dianion. They constructed a 
potential curve of as the sum of the isoelectronic N2 potential curve and Coulomb 
repulsion e2/R .  They concluded that the position of the observed resonance structure 
(about 10 eV) agreed with a prediction based on the constructed potential curve of C^- . 
Later Sommerfeld et al. (1997) calculated the metastable ground state of C2~ at about
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3 eV above the negative ion ground state therefore it could not be the origin of the 10 eV 
resonance. The new measurement of Pedersen et al. (1998) where they bombarded singly 
charged negative ions of and C2 with electrons reproduced the resonance structure 
of Andersen et al. (1996) for C2 in the detachment cross section and discovered a signifi­
cant peak in the dissociation cross section at about the same energy where the structure 
appeared in the detachment channel. They performed ab initio L2 electronic structure 
calculations which suggested that excited states of C%~ of 1IIg and 3n ff symmetries lie 
about 8 eV above the ground state of C2 • They concluded that the calculated excited 
states have energies of the right order and magnitude to explain the observed resonances. 
In the latest experiment (Pedersen et al., 1999) the electron collisions with negative ions 
of B ^ , C j , O2 , BN-  and OH-  were performed. Two resonance features of the same 
positions but with different widths were identified. The resonance from the detachment 
cross section had a width of 2.1 eV and the one from the dissociation cross section with 
a width of 3-4 eV. They calculated that the *£+ ground state of is around 3.8 eV 
above the ground state of C2 and excited states of of £ u symmetry at ~  6.3 eV and 
of IIg symmetry at ~  7.6 eV. Sommerfeld et al. (2000) carried out an ab initio absorbing 
potential calculation of the energies and lifetimes of metastable resonance and found 
the resonance state at 3.5 eV.
The study of resonances is challenging since the resonances lie above the low 
ionisation threshold. The standard close-coupling techniques cannot be used to investi­
gate the behaviour of these resonances. The calculations describe in the next sections 
were performed using i?-matrix method with pseudostates (see chapter 3.4).
6.2 Target calculations
C2 is an open shell diatomic anion with 13 electrons. The ground state of the C2 is a 
X  2E g state with the electronic configuration lcr2 lcr2 2cr2 2cr2 In* 3ag. The next two 
lowest electron configurations of C2 should be lcr2 lcr2 2cr2 2cr2 l 7r3 3cr2 and 1<t2 lcr2 
2cr2 2cru l 7r  ^ 3 cr2 producing the states A 2Iiu and B  2E+.
All previous MRMPS calculations (Gorfinkiel and Tennyson, 2004) were performed 
for 2e~ targets. In the case of a system with 13 electrons, considerable experimentation 
was required to make the calculations both tractable and reliable. Target calculations 
were performed for C2 in its equilibrium geometry at 2.396 ao (Huber and Herzberg, 
1979). First, a Hartree-Fock self-consistent field (HF SCF) calculation was carried out
85
6.2 Target calculations
-75
-75.1
-75.2
g -75.3at
>>oo
S3 -75.4
£
-75.5
-75.7
- a  =0.14 -- a  =0.15 -- a  =0.16 -- a  =0.17 -- a  =0.18 -- a  =0.19
Figure 6.1: Target state distribution for C2 for (3=1.3 and the ao values indicated in the figure. 
The red line represents the ionisation threshold and the blue arrow indicates the location of the 
ground state of C J .
using the double zeta plus polarisation (DZP) Gaussian basis set of Dunning (1970) for C 
to obtain the SCF molecular orbitals (MOs). Second, to create the pseudo-continuum or­
bitals (PCOs) the Cl calculation was performed with the deletion threshold S = 4x 10-6 . 
These orbitals axe used to describe the ionised electron. Therefore, along with the usual 
configurations, one needs to add another set in which one of the electrons occupies a 
PCOs within the Cl expansion. In the calculations a 10s lOp 6d PCOs set of basis 
functions were used. The PCOs are expanded in terms of an even-tempered basis set 
(Schmidt and Ruedenberg, 1979) of GTOs centred at the centre of mass of the system. 
The exponents of the GTOs in this type of basis sets (see equation 3.53) are calculated 
for different (ao,/?) values and so different basis sets can be systematically generated. 
In order to avoid linear dependence problems, several PCO bases were tested (with ao 
=  0.13, 0.14, 0.15, 0.16 0.17, 0.18, 0.19 and (3 = 1.3, 1.4, 1.5) for model 1. The en­
ergy distribution of bound states and pseudo states for different (ao,/?) values is shown 
in figures 6.1  - 6.3. The deviation in the state distributions for different (ao,/?) values 
is fairly small which suggests that the calculations are trustworthy. The (ao,/?) values 
were chosen from the middle of the tested scale (ao =  0.17 and /? = 1.4). Due to the 
computational limitations the PCO basis sets were restricted to I < 2.
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The red line represents the ionisation threshold and the blue arrow indicates the location of the 
ground state of C2 •
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In order to build all the possible configurations by distributing the electrons among 
the orbitals in the active space, several different models of a complete active space con­
figuration interaction (CASCI) calculation were tested. The purpose of these tests was 
to achieve good agreement with previously found bound states of C^. Using the notation 
for the Dock point group these models can be written in the following way: 
model 1
(lag lcru )4 (2ag 3ag 4ag 2au 3au l 7ru l 7r3) 9 
(1 ag 2ag 1 au 2au ln u)12 (PCOs) 1 
model 2
(1 ag 2ag la u 2au)8 l7ru4 (3ag 3au h T g ) 1
( lag 2ag 1 au 2au)8 l 7ru 3 (3ag 3au ln g)2
( lag 2ag la u 2au)8 l7ru4 (PCOs) 1
( lag 2ag 1 au 2au)8 liru3 (3ag 3au 1 ng)1 (PCOs) 1
model 3
(lag lau 2ag)6 ln u4 (2au 3ag 3au ln g)3
(lag 1 au 2ag)6 17ru3 (2au 3ag 3au ln g )4
( lag 1 au 2ag)6 l 7ru4 (2au 3ag 3au ln g)2 (PCOs) 1
( lag la u 2ag)6 l 7Tu 3 (2au 3ag 3au ln g)3 (PCOs) 1
model 4
(lag 1<7U)4 (2ag 3ag 2au 3au ln u l 7r5 ) 9
( lag 2ag 1 au 2au)8 l 7ru 4 (PCOs) 1
( lag 2ag 1 au 2au)8 ln u3 (3ag 3au lng)1 (PCOs) 1
model 5
(lag 1 au)4 (2ag 3ag 2au 3au l 7ru l 7rg )9
( lag 1 au)4 (2ag 2au ln u)8 (PCOs) 1
( lag 1 au)4 (2ag 2au l 7ru ) 7 (3ag 3au lng)1 (PCOs) 1
model 6
(lag 1 au)4 (2ag 3ag 2au 3au l 7ru l 7r9 )9
( lag 1 au)4 (2ag 2au l 7ru )8 (PCOs) 1
( lag lcru )4 (2ag 2a u l 7ru ) 7 (3ag 3au l n g ) 1 (PCOs) 1
( lag 1 au)4 (2ag 2au l 7ru )6 (3ag 3au ln g)2 (PCOs) 1
model 7
(lcTy 1 au 2ag) (2au 3ag 3au 1 ng l 7Tu)
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( la g 1 au 2O gf (2au 3ag 3au l7rg l7ru)6 (PCOs)1 
model 8
(la g 1 <tu)4 (2ag 3ag 4ag 2au 3au l7ru ln g)9
(la g la u)4 (2ag 3ag Aag 2au 3au I ttu l7rg)8 (PCOs)1
Table 6.1: The dim ension of final H am iltonian for N  and (N +  l)-e lectron  calculations for 
different m odels for lAg and 2Ag sym m etry (respectively).
N (N +l)
Model 1 1100 21705
Model 2 140 6447
Model 3 1600 52270
Model 4 425 6575
Model 5 597 12283
Model 6 3111 12283
Model 7 20454 823823
Model 8 97500 too big
In these models, the first set of configuration represent CAS CSFs constructed from 
target MOs and the second part represent configurations involving PCOs. Two different 
sets of PCOs were tested:
4-14ag 2-7&2u 2-7&3U 1-4&ig 4-8b\u 2-3b^g 2-5&2g 1 au 
4-24ag 2-1062u 2-10&3U l-lb \g 4-126iu 2-8b^g 2-8&2g 1 au
using the notation for the irreducible representations of D2h point group. The eigenphase 
sum calculated with the larger PCO set was slightly higher then the ones which used 
fewer PCOs, therefore the final calculations used the larger PCO set. This set spans an 
energy range from ~6 eV to 16 eV for all models except the model 4, 5 and 6 where this 
range runs from ~5.2 eV to 19 eV.
The first criteria for choosing amongst the models was the size of Hamiltonian matrix 
due to the computational limitations. The table 6.1 shows the dimensions of the final 
Hamiltonian matrix for all models. The second criteria was to gain a good agreement 
with the previous calculations of electron collisions with C2 . The values of the bound 
states X  2E ^ , A  2n u and B  2£ j  obtained from these calculations were -75.672128 E^,
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Figure 6.4: Target state distribution for C2 for various models and orbitals as indicated in the 
figure. Two red lines represent the two lowest excited states obtained from (C2 + e_) calculation.
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Table 6.2: C2 ground state energies (in Hartree) and excitation energies (in eV) for different 
models and orbitals.
X 2S+ A 2n u B 2E+
SCF MOs C2 NOs SCF MOs C2 NOs SCF MOs C2 NOs
Model 1 -75.61166 - 0.729 - 2.673 -
Model 2 1.951 -75.53709 -75.56659 0.850 7.955 5.813
Model 4 -75.60956 -75.60944 0.468 0.419 2.734 2.506
Model 5 -75.62675 - 0.883 - 2.717 -
Model 6 -75.65777 - 0.912 - 2.908 -
Model 7 0.123 -75.71419 -75.66055 0.686 1.823 2.621
Model 8 -75.72075 - 0.689 - 2.621 -
(C2 + e") - -75.67213 - 0.557 - 2.355
Table 6.3: C2 ground state energies (in Hartree) and excitation energies (in eV) for different 
orbitals for model 3.
x 2e + a 2n u B 2E+
C2~ SCF MOs 0.23220 -75.58408 1.87910
C2 NOs -75.58782 0.61069 2.54949
C2 SCF MOs -75.5948 0.59687 3.11503
0.557 eV and 2.355 eV respectively. Tables 6.2 and 6.3 show the energies for these states 
for all the models tested. Model 1 was fairly big (1100 configurations for the target) and 
the energies of the bound states were in relatively good agreement but the target MO 
and PCO CSFs were not consistent. In this case MOs for four Is electrons were frozen 
in the 1 crg and 1 au orbitals, and remaining nine electrons were freely distributed among 
2ag 3ag 4ag 2a u 3au l7ru 17rg orbitals. In the second configuration twelve electrons were 
frozen in 1 ag 2ag la u 2au l7ru orbitals and the remaining electron was put into the 
PCOs. Hence the more consistent model 2 was designed. In this model, eight electrons 
were frozen in the core and therefore the size of the Hamiltonian matrix decreased (140).
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However the ground state changed to A  2n u and the energies of two lowest excited states 
did not agree with the values calculated above. In order to improve these and to increase 
the size of the Hamiltonian matrix two electrons were freed from the core. This led to 
1600 configurations in model 3. This slightly improved the energies but unfortunately 
A  2nu still remained the ground state, model 4 was conceived by using MO CSFs 
from model 1 and PCO CSFs from model 2. W ith a size of 425 for the Hamiltonian 
matrix, the model was suitable for testing purposes. The ground state for this model 
was X  2E+ and better values of energies were obtained. The next step was to design 
bigger models for testing the partitioned i?-matrix method. Therefore model 5 used MO 
CSFs from model 4 and two configurations for PCO CSFs were obtained from these MO 
CSFs making the model consistent. The size of Hamiltonian matrix increased (4464) 
but still did not required the use of the partitioned R -matrix method. Nevertheless the 
energies of the ground state and first excited state are better then in model 4■ So model 6 
was constructed from model 5 by adding one more configuration for MO CSFs which 
increased the Hamiltonian matrix to 23152. Model 7 and 8 were designed to use the 
partitioned i?-matrix method in the target calculations, so the Hamiltonian matrices are 
already reduced.
Three different sets of molecular orbitals were tested with the various models: SCF 
MOs of CJ, natural orbitals (NOs) of C2 and SCF MOs of C2 . Table 6.2 shows the 
energies of the ground state X  2£+  and two lowest excited states A  2n u and B  2£+ 
of C2 for the model 1, 2, 4, 5, 6, 7 and 8. Two sets of molecular orbitals have been 
used: SCF MOs and NOs of C2 . Table 6.3 shows the energies for the same states as 
table 6.2 but just for model 3. In this model, three sets of molecular orbitals have been 
used: SCF MOs, NOs of C2 and SCF MOs of C2 . Figure 6.4 shows the target state 
distributions for different models using various orbitals. The best agreement with the 
previous calculations was found for the model 4 and 5.
6.3 Scattering calculations
The final calculations used 114 states in the close-coupling expansion of which 66 are 
doublets and only the 3 lowest state are real physical states {X  2£ + , A  2n u and B  2E^), 
the rest being pseudo states. The range of scattering energies was restricted to energies 
below 19 eV. The deletion threshold 5 for COs was 2x 10~6. The (N+l)-electron calcula­
tions used the models which balance the ones for the C2~ target. The L2 functions Xm in
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equation 3.5 are constructed from the target orbitals. Using the notation for irreducible 
representations of T>ooh, the Cl models can be expressed following way: 
model 1
(lag la u)A (2ag 3ag 4ag 2au 3au ln u l7rg)9 (COs)1
(1 ag 2ag 1 au 2au ln u)12 (PCOs)1 (COs)1
( la g lcru)4 (2ag 3ag 4ag 2au 3au l7ru l7rg)10
(1 ag 2ag 1 au 2au Inu)12 (PCOs)2
(lag 2ag ia u 2au ln u)12 (3ag 4ag 3au ln g)1 (PCOs)1
model 2
(la g 2ag 1 au 2au)8 l7ru4 (3ag 3au ln g)1 (COs)1
(la g 2ag la u 2au)8 l7ru3 (3ag 3au ln g)2 (COs)1
(lag 2ag la u 2auf  ln uA (PCOs)1 (COs)1
(lag 2ag la u 2au)8 ln u3 (3ag 3au ln g)1 (PCOs)1 (COs)1
(lag 2ag la u 2au)8 l7ru4 (3ag 3au ln g)2
(1 ag 2ag la u 2au)s ln uA (3ag 3au ln g)1 (PCOs)1
(1 ag 2ag 1 au 2au8 l7ru4 (PCOs)2
(lag 2ag 1 au 2cru)8 l7ru3 (3ag 3au ln g)2 (PCOs)1
(lag 2ag 1 au 2au)8 l7ru3 ( 3 ^  3cru l ^ ) 1 (PCOs)2
model 3
(la g 1 au 2ag)6 ln u4 (2au 3ag 3au l7rg)3 (COs)1
( la g 1 au 2ag)6 l7ru3 (2au 3ag 3au ln g)A (COs)1
(lag 1 au 2ag)6 l7ru4 (2au 3ag 3au ln g)2 (PCOs)1 (COs)1
(1 ag la u 2ag)6 liru3 (2au 3ag 3au ln g)3 (PCOs)1 (COs)1
( la g 1 au 2ag)6 liru4 (2au 3ag 3au ln g)A
(la g 1 au 2ag)6 ln uA (2au 3ag 3au ln g)3 (PCOs)1
( la g la u 2ag)6 l7ru4 (2au 3ag 3au ln g)2 (PCOs)2
(lag 1 au 2ag)& ln u3 (2au 3ag 3au ln g)A (PCOs)1
(la g 1 au 2ag)6 ln u3 (2<ru 3ag 3au ln g)3 (PCOs)2
model 4
(la g 1 au)A (2ag 3ag 2au 3au ln u ln g)9 (COs)1
( la g 2ag 1 au 2au)8 ln uA (PCOs)1 (COs)1
(la g 2ag la u 2au)8 l7ru3 (3ag 3au l ^ ) 1 (PCOs)1 (COs)1
(la g la u)A (2ag 3ag 2au 3au ln u l7rff)10
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i 1(r9 2ag
(la 9 2ag
(l^g 2a g
model 5
(icrg lo u)
(l^g 1 Ou)
(l(T9 l^u)
(1 (Tg lcr u)
( ^ 9 1 Ou)
(l °9 1 Ou)
(lPg 1 cru)
modeI 6
(l^g lcru)
(icrg lcru)
(l^g 1 cru)
(l^g 1 ou)
(i(7g lcru)
(l^g lv U)
(1(Jg l(Ju)
(lCTg 1°u)
modeI 7
(l^g 1 Ou
(lag 1 &u
(lcrg 1 Ou
(l^g 1 Ou
(lcrg lcr u
(l^g lO’u)
(1(Tg 1 <?u)
(la g l°u)
(la g lcru)
modeI 8
(la g 1 °u)
(lag 1 °u)
'g oug
*9 2^  u
'g u ±nuJ \u u g uu u ±ngj
r Q/r 0 /t Q/t 1 nr 1 nr\*w9
\4 (2crp 2^U Ittu) (PCOs)2
a )4 (2og 2au l7ru)7 (3ag 3au 1k9)2 (PCOs)1
o A (2og 2au l7rw)7 (3og 3au l ^ ) 1 (PCOs)2
' 4 ^°CTg 2<JU l7Tu ) 8 (PCOs)2
•g u *-hu) vJUg ,^u u ■L / , gy
Tg 2cru I 7ru) (3ctg 3au l7fg ^
gj \^uu 'JUg g •L/lu7
Tg)6 (2au 3cr? 3cru lirg l7ru)6 (PCOs)1
rg)6 (2au 3og 3cru 1k9 l7ru)8
a  2(7g)6 (2<ru 3<t5 3<tu l7rff l7ru)7 (PCOs)1
a  2ag)6 (2au 3ag 3au Ikg 1ku)q (PCOs)2
4 (2ag 3ag 2au 3au l7ru l7r9)10
\4 / O O r^ 1^- \8  / D P A n \2
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(1 Og 1 <TU)4 (2 Og 3a g Ao g 2 ou 3a u hTu l7Tg)10
( la g 1 au)4 {2ag 3ag 4ag 2au 3au l7ru l7rg)9 (PCOs)1 
{lag 1 au)4 {2ag 3ag 4ag 2au 3au ln u lirg)8 (PCOs)2
Three different types of L2 functions were used in these calculations. Firstly, all four­
teen electrons were placed into a configuration which represent the MOs. Secondly, the 
configurations with the PCOs for target is taken and instead of one electron in PCOs
two are put in. Thirdly, the second type of L2 function is adopted but one electron from
PCOs is taken out and distributed into orbitals,in order to maintain consistency with the 
configuration of MOs. The incident electron was described by continuum orbitals which 
were represented as described in chapter 4.3. The continuum basis set of Faure et al. 
(2002) was used in the calculations. Two different .ft-matrix radii were tested: a=10 ao 
and a=13 ao- Figure 6.5 gives a comparison of the eigenphase sums obtained for the 
2Ag symmetry for model 4 using different 72-matrix radii. Due to the larger radius of 
the C2 target states compared with the C2 target states, a larger integral region radius 
than used for e~ - C2 collisions would be necessary. Using too small radius may explain 
the large differences between the eigenphase sums at low energies in figure 6.5 and the 
lack of pseudostates near threshold (shown in the target state distribution figure 6.7) 
leading to a negligible ionization cross section below 7 eV, seen in figures 6.8 and 6.9. 
The final calculations used the i?-matrix radius of 10 ao because the eigenphase sums 
are smoother and lie higher. They were propagated to a radius 100 ao- This model does 
not give any linear dependence.
In order to decrease the computational time the partitioned i?-matrix method was 
introduced as described in chapter 3.5. Figure 6.6 shows the eigenphase sums for 2A g 
symmetry for model 4 using different number of eigenvalues and eigenvectors in calcula­
tions. The eigenphase sums show good agreement between the full calculation and the 
partitioned once. These calculations indicate that use of only 10% of the i?-matrix poles 
from the full calculation is sufficient to give good results.
6.4 Results
The target calculations described in section 6.2 provided the properties of C2 target such 
as energies and transition moments. These were used to obtain the polarizabilities for 
different models which are shown in the table 6.4. It can be noticed that the models with 
worst target energy distribution have very inconsistent polarizability. Model 4, which
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Figure 6.5: The eigenphase sums for 2Ag symmetry of the (Cj + e~) system at equilibrium 
geometry as a function of energy for model 4■ The solid red line represents the eigenphase sum 
calculated for /2-matrix radius a=10 ao and the dashed blueline represents the eigenphase sum 
calculated for a=13 ao-
was considered good, shows consistency in polarizabilities tested for different (ccq,0) 
values. This model gives a large C2 isotropic polarizability of about 32 a$ depending 
slightly on the (ao,/3) values. A large polarizability is to be expected for a system 
with weakly bound and relatively diffuse outer electrons. This value decreases about 
0.02 a$ when only states up to 16 eV are included. However the polarizability given by 
just considering the physical states is only 9.5 ag. This indicate the importance of the 
pseudostates included in the calculations. Figure 6.7 shows the target state distribution 
for model 4 with different (oto,/3) values and orbitals.
6.4 .1  C ross section s
The electron collisions with the were studied with the MRMPS method. Hence the 
problem of possible unphysical resonances arose as the pseudostates were included in 
the calculations. In order to eliminate these pseudo resonances and to identify the real 
ones, the cross sections have to be examined. As established above, the best model for 
testing was model 4, hence the tests were performed within this model for various values
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full (6575)
nstat=6000
nstat=5000
nstat=4000
nstat=3000
nstat=2000
nstat=1000
nstat=900
nstat=800
nstat=700
nstat=650
0  1 2 3 4  5 6 7
Energy (eV)
Figure 6.6: The eigenphase sums for 2Ag symmetry of the (C^ T + e~) system at equilibrium 
geometry as a function of energy using the partitioned 72-matrix method for model 4■ The 
different dimensions of Hamiltonian were tested as indicated in the legend.
Table 6.4: Polarizabilities of C2 in a$ for different models with various (<*o>0) values and orbitals.
ao=0.17 0=1.4 <*o=0.15 0=1.4 <*o=0.17 0=1.5 <*o=0.17 0=1.3
SCF MOs C2 NOs SCF MOs SCF MOs SCF MOs C2 NOs
Model 1 
Model 2 
Model 3
26.4237
28.5816
67.4873
109.5147
12.2408
Model 4 
Model 5 
Model 6
32.2385
24.9989
24.5477
32.4776 31.2402 31.9813 18.7999
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Figure 6.7: Target state distribution for C2 for model 4 for (ao,/?) values as indicated in the 
figure. The SCF MOs of C2 were used in the calculations except where indicated otherwise.
of (ao,/?)- The partial ionisation cross sections for all spin symmetries were studied and 
the consistency in the peaks in the partial ionisation cross sections were discovered in 
and 3Ilg symmetries as shown in figure 6.8. From this figure it is apparent that the 
calculation with ao=0.17 and /?=1.3 can be considered as best because the cross sections 
do not show as many pseudo resonances in comparison with ao=0.17 and f3= 1.5.
Figure 6.9 shows the ionisation cross sections for different (ao,/?) values. Two calcu­
lations proved not reliable, one already mentioned above with ao=0.17 and /3= 1.5 and 
the calculations which uses NOs of C2 . The rest of the calculations show a good agree­
ment as to peaks (about 10 and 11 eV). This is why all the other cross sections shown 
will be taken from the calculation with ao=0.17 and /?=1.3. These electron impact elec­
tron detachment cross sections are much smaller than those observed by Pedersen et al.
(1999). This can be expected since the dominant, non-resonant, detachment process will 
be through long range collisions which are favoured by dominant Coulomb interaction. 
Therefore it is necessary to include such collisions which are almost entirely associated 
with higher partial waves (I > 4) not allowed for in the CO basis set used in this work. 
Higher partial waves were established by applying a Born correction to all the cross sec­
tions arising from dipole allowed electronic excitation channels associated with states of
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2£+ and 2IIU symmetry. Figures 6.10 and 6.11 display the electronic excitation cross sec­
tions to the A  2IIU and B  2E+ states with and without Born correction. These pictures 
show as expected that the corrected cross section are of bigger magnitude (by factor 
20). Figure 6.12 displays three ionisation cross sections. The ionisation cross section 
without the Born correction is significantly smaller then the other two cross sections. 
The ionisation cross section with the Born correction shows a reasonable agreement with 
the experimental data of Pedersen et al. (1999). The red arrow in the figure indicate 
the ionisation threshold. Finally, the larger models were tested and the ionisation cross 
sections with and without the Born correction fot model 5 and model 6 were calcu­
lated. They are shown in figures 6.13 and 6.14 and compared with experimental data of 
Pedersen et al. (1999). model 5 shows the best agreement amongst the tested models.
6 .4 .2  R eso n a n ces
The scattering calculations for model 4 identified three low-lying resonances. The relia­
bility of the resonances were tested within the model 4 by changing (ao,(3) values. This 
way any pseudo resonances arising from use of the MRMPS method would be eliminated. 
Table 6.5 compares the resonance positions for different (oio,(3) values. The worst agree­
ment is for the lowest lying resonance 1£^‘. The difference between the values is 0.16 eV 
which is within the accuracy of the method. The resonances shown in table 6.6 are from 
previous works and compared with values obtained from this work for the model 4 with 
ao=0.17 (3=1.3. The lowest resonance was identified as *£+ resonance which is in 
agreement with all the previous work. In comparison with value of Sommerfeld et al.
(2000), the value from the presented calculations lies higher and is broader. This maybe 
due to the fact that it lies very near the ionisation threshold.
Two higher lying resonances are the ones which were observed by Andersen et al. 
(1996) and Pedersen et al. (1998, 1999). The first one was determined in the detachment 
cross section and the authors fitted the peak with Lorentzian profile at 10 eV and width 
of 2.1 eV. The second resonance peak was observed in the dissociation cross section 
around the same position but with width of 3 - 4 eV. The symmetry of these resonances 
were not identified. However Andersen et al. (1996) and Pedersen et al. (1998, 1999) 
have performed ab initio calculation which showed that state of C2- are of and 3n g 
symmetry and lie about 8 eV above the 2£+  ground state of C2 • Scattering calculations 
from this thesis show that these two resonances are of 1II3 and 3n g symmetry and lie
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Table 6.5: Resonances of C\ for different (c*o,f3) values used in model 4■ The resonance 
parameters are in eV.
ly+  
^ 9 l n <1 3n 9
Er/eV r/eV Er/eV r/eV Er/eV r/eV
(0.17,1.4) 5.01 0.58 10.95 0.45 9.68 0.94
(0.15,1.4) 4.99 0.61 10.91 0.39 9.70 0.92
(0.17,1.5) 5.02 0.55 10.98 0.52 9.76 0.99
(0.17,1.3) 4.86 0.65 10.92 0.48 9.71 1.04
Table 6.6: Resonances of C2 from previous work and observation compared with calculations 
from this thesis. The resonance parameters are in eV.
Previous work This work
Symmetry Position W idth Symmetry Position W idth
iy;+(a)
9 3.5 0.3 % + 4.86 0.65
(b) 10.0 2.1 ln9 10.92 0.52
(b) 10.0 3-4 3rig 9.71 1.14
Sommerfeld et al. (2000) - theory 
^  Andersen et al. (1996); Pedersen et al. (1998, 1999) - experiment
at 10.92 eV and 9.71 eV respectively. These resonances are visible in partial ionisation 
cross sections for and 3IIg symmetries which are shown in figure 6.8. These cross 
sections were calculated for model 4 and different (ao,@) values. These resonances are 
consistent within the i?-matrix box (for lower (ao,/3) values). They are also visible in the 
total ionisation cross sections shown in figure 6.9. Figures 6.12, 6.13 and 6.14 shows the 
comparison between the experimental values and the values obtained from calculations 
for this thesis for different models. The agreement can be considered as good once the 
theoretical data is augmented with Born correction. In later calculations Pedersen et al. 
(1999) identified another state of of the Eu symmetry. Calculations presented in 
this thesis show no evidence of this additional state.
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Due to the fact that a range of diatomic anions appear to temporarily attach an 
extra electron, a major aim of this study is to establish the binding mechanism for 
this. As previously suggested by Collins et al. (2005), these calculations show that these 
resonances can be classified as shape resonances in the sense that the extra electron is 
temporarily bound by a potential given by the C2 ground state. These quasibound shape 
resonances of the C\~ system are significantly different than the usual shape resonances 
as they also require a good representation of the long range polarisation potential in 
order to achieve the temporary binding of the extra electron. As demonstrated here, 
this can be done using pseudostates to give a discretised representation of the continuum 
in the geometric region close to the target.
The resonances of the C^-  system detected in this work do not conform to a standard 
pattern of shape resonances as the dominant repulsive term is not an angular momentum 
barrier but the Coulomb repulsion between the anion and the scattering electron. A local 
minimum which is deep enough to temporarily bind an electron, is caused by polarisation 
interactions between the C^ " anion and the scattering electron. This dip in the potential 
does not depend on the partial wave of the scattering electron and can therefore bind 
an s-wave, hence the resonance.
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Figure 6.8: Partial ionisation cross sections of C2 for model 4 for 2B35 symmetry for different 
values of (ao,/3).
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Figure 6.9: Electron impact ionisation cross sections of C2 for model 4 with different values of
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Figure 6.10: Electronic excitation cross sections to the A 2IIU and B  2E+ states without any 
corrections for model 4 with qo=0.17 and /3=1.3.
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Figure 6.11: Electronic excitation cross sections to the A 2IIU and B 2E+ states with Born 
correction for model 4 with ao=0.17 and /3= 1.3.
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Figure 6.12: Ionisation cross sections of C2 for model 4 with ao=0.17 and /?=1.3. The exper­
imental data (Pedersen et al., 1999) is indicated with full magenta circles (without dissociative 
channels) and black squares (with dissociative channels); the dashed line represents cross section 
without Born correction; the solid line represents cross section with Born correction and the red 
arrow indicate the location of the ionisation threshold.
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Figure 6.13: Ionisation cross sections of C j for model 5 with c*o=0.17 and /3=1.3. The ex­
perimental data (Pedersen et al., 1999) is indicated with full black squares (with dissociative 
channels); the dashed line represents cross section without Born correction and the solid line 
represents cross section with Born correction.
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Figure 6.14: Ionisation cross sections of C2 for model 6 with c*o=0.17 and /?=1.3. The ex­
perimental data (Pedersen et al., 1999) is indicated with full black squares (with dissociative 
channels); the dashed line represents cross section without Born correction and the solid line 
represents cross section with Born correction.
108
Chapter
Conclusion
7.1 Summary of results
Electron molecule collisions with the C2 molecule were studied at low energies (up to 
10 eV) using the UK molecular i?-matrix suite. The calculations concentrated on the 
search for low-lying resonances and bound states. The MRMPS method, which is imple­
mented for the UK molecular R-matrix suite, was used to study electron collisions with 
the C2 anion. These calculations were carried out in the energy region below 20 eV and 
focused on resonances around 10 eV.
The C2 target was modelled using natural orbitals. A CASCI calculation was per­
formed to obtained all the possible configurations by distributing the electrons among 
the orbitals in the active space. The potential curves of C2 were calculated as a func­
tion of internuclear distance in the region from 1.648 ao to 3.548 ao. The energies for 
the equilibrium geometries of lowest states are in good agreement with the available 
experimental and theoretical values.
The scattering calculations identified many resonances lying in the energy region up 
to 10 eV. However the high density of the C2 target states made it difficult to study the 
behaviour of many of these resonances. Therefore the emphasis was given to the low- 
lying resonances. Resonances were found with both doublet and quartet spin symmetries. 
The low-lying resonances of 2n g, 4E+ and 4n g symmetry became bound states for larger 
internuclear distances. The excitation cross sections from the ground state (X  and 
first excited state (A 3n u) for C2 were calculated at its equilibrium geometry. They 
showed evidence for the low-lying resonances at 3.5 and 6 eV. Resonances associated
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with excited vibrational states of electronically bound states of have been observed 
using high-resolution techniques (Jones et al., 1980; Hefter et al., 1983). However, there 
appears to have been no previous study of electronically excited resonance states. These 
resonances are important because they enhance the elastic and electronically inelastic 
cross sections. They also provide the route to dissociative electron attachment and are 
the dominant means for electron impact vibrational excitation.
Three truly bound states were detected: X  2£ ^ , A 2HU and B  2£ + , in good agree­
ment with the different methods and observations. The bound 4£+  state observed by 
Bondybey and Brus (1975) in a matrix isolation experiment is a low-lying resonance 
which becomes bound state for internuclear distance R  > 3.1 ao-
The C2 target was described using the pseudo-continuum orbitals. Because all the 
previous MRMPS calculations (Gorfinkiel and Tennyson, 2004) were performed for two 
electron targets, different CASCI calculations had to be performed. This way the con­
sistence with (C2 +  e_ ) calculation was guaranteed. The scattering calculations were 
balanced with the target once.
The target calculations produced the polarizability of C^ " of about 32 a$ which de­
pends slightly on (op ,P) values. There is no available value for this property in literature. 
However a large isotropic polarizability can be expected for anion.
The scattering calculations for energies about 6 eV give a number of resonances 
which is usual for the MRMPS method. Most of these resonances are narrow and change 
significantly with different PCOs. Nevertheless two much broader resonances have been 
obtained which do not vary with changing PCOs. They are of !n g and 3n 5 symmetry 
and sit at 10.92 and 9.71 eV respectively. These resonances are visible in the partial 
ionisation cross sections of corresponding symmetries as well as in the total electron 
impact ionisation cross sections. Pedersen et al. (1999) observed two resonance features 
both at around 10 eV. The structure visible in the electron impact detachment cross 
section was 2.1 eV wide and the one in dissociative channels was 3 to 4 eV wide. The 
resonances obtained in this work were considerably narrower but this may be due to the 
exclusion of nuclear motion. Another low-lying resonance of symmetry at 4.86 eV 
was obtained from the calculations. This resonance has been identified by Sommerfeld 
et al. (2000) at slightly lower energy 3.5 eV. Calculations by Pedersen et al. (1999) 
suggested existence of a resonance of ”£ u” symmetry at 6.8 eV. However the present 
calculations showed no evidence of this.
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7.2 Future outlook
In order to verify the results of presented calculations there is a need for more experimen­
tal and theoretical data. Further calculations using the partitioned R-matrix method 
should be carried out.
The calculation of the cross sections of the electron collisions with the C.J anion ex­
tended the range of opportunities for future calculations. The resonances in the experi­
ment were observed in several channels. The presented calculations do not differentiate 
between the electron impact detachment cross section and dissociation cross section. The 
separation of these two processes would provide better comparison with the experimental 
values.
The resonance structures in the electron impact detachment cross section of other 
diatomic anions were observed B2 , 0<T, BN-  and OH~ by Pedersen et al. (1998, 1999), 
CN-  and BO" by Andersen et al. (2001) and CL  ^ by Collins et al. (2005). These 
observations led to a number of theoretical calculations. However, the bound state 
electronic structure calculations performed by Pedersen et al. (1999) cannot be taken as 
the reliable way for describing resonances (Stibbe and Tennyson, 1999). More qualitative 
theoretical models were proposed by Andersen et al. (1996) and Collins et al. (2005). 
Nevertheless there is still need for more theoretical interpretation of these resonance 
structures. The latest observed electron collision were with the Cl^ anion by Collins 
et al. (2005). This open shell system with 35 electrons could be the next potential 
candidate for investigation with the partitioned MRMPS method. Due to the absence of 
value for the polarizability of C2 in the literature, another future work prospect could 
be independent electronic structure calculations on the polarizability of C^ and for the 
other anions studied as most current procedures are probably not really designed for 
anions.
Ill
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