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Introduction
Reliable information about various population characteristics of interest are needed by policy and decision makers for planning. Therefore, there is a great need to estimate these characteristics of interest via survey sampling, not only for the total target population, but also for local sub-population units (domains). However, most sampling surveys are designed to target much larger populations. Then, the derived direct survey estimators obtained using data only from the target small domain of interest have been found to be with lack of precision due to small sample size connected to this domain. The development of estimation techniques that provide reliable estimates for such a small domain or small area and standard errors of estimates have been a big concern in recent years. These techniques are commonly known as Small Area Estimation (SAE) methods. For comprehensive reviews of SAE, one can refer to Rao (2003) ; Rao and Isabel (2015) ; Pfeffermann (2002 Pfeffermann ( , 2013 .
Longitudinal surveys with repeated measures data over time are developed to study pattern of changes and trends over time. The demand for SAE statistics is not only for cross-sectional data, but also for repeated measures data. Ngaruye et al. (2017) have proposed a multivariate linear model for repeated measures data within small area estimation settings which accounts for grouped response units and random effects variations. One of the methods to ensure the precision of model-based estimators is the assessment of its mean-squared error (MSE). There is an extensive literature about the approaches used for the estimation of MSE of model-based small area estimators. The second-order approximation of asymptotically unbiased MSE based on Taylor series expansion has been considered by various authors such as Kackar and Harville (1984) ; Prasad and Rao (1990) ; Datta et al. (1999) ; Das et al. (2004) ; Baillo and Molina (2009) , among others. However, as pointed out by Kubokawa and Nagashima (2012) , the Taylor series expansion is sometimes complicated to implement for complicated models with many unknown parameters since it requires the computation of asymptotic bias and asymptotic variance and covariance for estimators of unknown parameters.
In this paper, we aim to derive first and second moments of the proposed estimators for unknown parameters in a special case of the model considered by Ngaruye et al. (2017) and we use these moments to derive the MSE for the predicted small area means. Further, following Butar and Lahiri (2003) ; Kubokawa and Nagashima (2012) we propose an unbiased estimator of MSE based on the parametric bootstrap method.
The article is organized as follows. In Section 2, the description of the considered model is reviewed. In Section 3, the approach used for estimation and prediction is presented. In Section 4, some preliminary basic results that are referred to in the next sections are provided. The first and second moments of the proposed estimators are presented in Section 5 and in Section 6 an unbiased estimator of MSE of predicted small area means under a multivariate linear model for repeated measures data is derived.
Description of the model
Consider the multivariate linear regression model for repeated measurements as defined in Ngaruye et al. (2017) . Assume that a p-vector of measurements over time for a finite population of size N divided into m non-overlapping small areas of size N i , i = 1, . . . , m together with r -vector of auxiliary variables are available for all units in the population. Suppose also that the target population is composed of k group units and denote by N i g the population size of the g -th group units, g = 1, . . . , k such that k g =1 N i g = N i and that the mean growth of the j th unit, j = 1, . . . , N i , in area i for each group to be a polynomial in time of degree q − 1. Then, the unit level regression model for the j -th unit coming from the small area i at time t which applies for each one of all k group units can be expressed by
where the random errors e i j t and random effects u i t are independent and assumed to be i.i.d. normal with mean zero and variance σ 2 e and σ 2 ut , respectively. The γ is a vector of fixed regression coefficients representing the effects of auxiliary variables. The β 0 , . . . , β q are unknown parameters. For all time points, the model can be written in matrix form as
where 1 p is a p-vector of ones and u i is assumed to be multivariate normally distributed with zero mean and unknown positive definite covariance matrix Σ u . In this article we assume A = I p , meaning that we do not consider trends over time.
Hence, the associated multivariate linear regression model for all units coming from the i -th small area belonging to the g -th group units can be expressed by
and the model at small area level for all k group units together, belonging to the i -th small area can be expressed as
where Y i = (Y i 1 , · · · , Y i k ); B = (β 1 , · · · , β k ); X i = (X i 1 , · · · , X i k ); z i = 1 N i 1 N i ; E i = (e i 1 , · · · , e i k );
and C i = blkdiag(1 N i 1 , . . . , 1 N i k ), where the notation blkdiag(A 1 , . . . , A k ) is a block diagonal matrix with the given matrices A i on the diagonal. The corresponding model combining all disjoint m small areas and all N units divided into k non-overlapping group units is given by
. . ,C m ); X = (X 1 , · · · , X m ); U = (u 1 , · · · , u m ); E = (E 1 , · · · , E m ); Z = blkdiag(z 1 , . . . , z m ) and
with p ≤ m and Σ u is an arbitrary positive definite matrix. The symbol ⊗ denotes the Kronecker product. It can be worth to point out that the matrix C D (index D for diagonal) is used later for an orthogonal transformation and partitioning of the model for estimation purpose.
The matrices Z ,C ,C D are of full row rank, C (Z ) ⊆ C (C D ) and Z Z = I m , where where C (A) denotes the column vector space generated by the columns of an arbitrary matrix A.
In model ( 
Estimation and prediction
Model (3) is considered as a random effects model with covariates. For a comprehensive review of different considerations of the random effects model, see for e.g., Yokoyama and Fujikoshi (1992) ; Yokoyama (1995) ; Nummi (1997) ; Pan et al. (2002) . We make an orthogonal transformation of model (3) and partition it into three independent models. This partition is based on orthogonal diagonalization of the idempotent matrix
the orthogonal matrix of eigenvectors for m
and N − m elements. We use the following notations to shorten matrix expressions:
With this orthogonal transformation, we obtain the three independently distributed models
In the following the estimation of mean and covariance is performed using a likelihood based approach while the prediction of random effect is performed using Henderson's approach consisting of the maximization of the joint density f (Y ,U ) with respect to U under the assumption of known Σ e and Σ u (Henderson, 1973) . We now have the following theorem for the estimators and predictor.
Theorem 3.1. (Ngaruye et al. (2017) ) Consider the model (3). Assume that the matrices X and K o 2 K 1 are of full rank. Then the estimators for γ, Σ u , the linear combination BC and the predictor of U are given by
and
assumed to be positive definite,
For the details of the proof we refer to Ngaruye et al. (2017) . Here we have corrected the estimator Σ u to be an unbiased estimator for Σ u . We note that the estimators given in Theorem 3.1 are unique. The following two lemmas discuss the uniqueness of estimators BC and U , the proof of the uniqueness of other estimators is straightforward.
Lemma 3.1. The estimator BC given in Theorem 3.1 is invariant with respect to the choice of generalized inverse.
Proof. By replacing W with its expression in the Theorem 3.1, we can rewrite BC as
We can put
Therefore,
is unique, which completes the proof of the lemma. Proof. From the expression of U in Theorem 3.1, inserting the value of Σ u yields
First observe that
From relation (5), it follows that
does not depend on a choice of a generalized inverse and the uniqueness of
implies the uniqueness of U .
Prediction of small area means
The prediction of small area means is based on the prediction approach to finite population under model-based theory. By this approach, the target population under study is considered as a random sample from a larger population characterized by a suitable model and the predictive distribution of the values for non sampled units is obtained given the realized values of sampled units (Bolfarine and Zacks, 1992) . The model (3) For k group units in all small areas, we consider the partition of N i units into N i g , g = 1, ..., k, and n i sampled units into n i g such that N i = k g =1 N i g and n i = k g =1 n i g and similarly for Y i
Then the corresponding target small area means at each time point for each group unit are given by
where Y (s) i = (y i 1 , · · · , y i n i ) : p ×n i , standing for the sampled n i observations from the i -th small area and Y (r ) i = (y i n i +1 , · · · , y i N i ) : p × (N i − n i ), corresponds to the predicted values for nonsampled (N i −n i ) units from the i -th small area. The first term of the expression (6) on the right side is known from the sampled observations and the second term is the prediction of nonsampled observations obtained using the considered model (Henderson, 1975) and is given by
where X (r ) i g stands for the matrix of auxiliary information of non-sampled units in the i -th area belonging to the group units g .
Note that β g is the estimator of β g which is the g -th column of the estimated matrix B and u i is the i -th column of the predicted matrix U . Throughout this article, we are interested in the estimation of mean-squared errors (MSE) for the predicted small area means given in above relation (7). Therefore, we need to calculate the moments of the proposed estimators in order to derive an estimate of the MSE.
Preparations for moments calculation
In this section a lemma is given for some technical results that are referred to later on for the moment derivations and other calculations. The following standard definition of the covariance between two random matrices, will be used:
where vec is the usual columnwise vectorization. Note that the dispersion matrix D[X ] is defined by D[X ] = cov(X , X ).
To simplify our calculations later we present the next technical results.
Lemma 4.1. From the definition of the matrices K 1 , K 2 , R 1 and R 2 given in (4) together with the fact that C (Z ) ⊆ C (C D ) and Z Z = I m , the following identities hold:
Proof. We prove the first three identities, the others are obtained by straightforward calculations. From the orthogonal diagonalization
It follows that
Furthermore, since Z Z = R 1 R 1 = I m , it follows that Z Z Z = R 1 R 1 Z = Z . Similarly, from R 1 Z Z R 1 = R 1 R 1 , we deduce that Z Z R 1 = R 1 . Moreover, since K 1 is a full row rank, then
Moments of proposed estimators
In this section, we present the first and second moments of the proposed estimators. All proofs will be given in the end of this article in an Appendix.
Theoretical moments with known Σ u
For the purpose of moment calculations, from now on, we suppose that we have complete knowledge on the covariance matrix Σ u or it has been estimated previously so that it is taken to be as known. In that regard, we use the following predictor of U
Theorem 5.1. Given the estimators in Theorem 3.1. Then,
The following two theorems give the main results of the paper about moments of the proposed estimators. 
In Theorem 5.2 the dispersion matrices for the estimators and predictor are given. However, for prediction purposes, it is also of interest to derive the covariances between them. 
In the next section we will use Theorem 5.2 and Theorem 5.3 to derive the mean-squared errors of predicted small area means.
Simulation study with the empirical moments
To put some light on the moment expressions in Section 5.1 we provide a simulation study comparing the first and second moments of B and γ. Assume we have 8 small areas, i.e, m = 8 with k = 3 groups and given sample sizes n 11 = 2, n 12 = 3, n 13 = 6, n 21 = 7, n 22 = 9, n 23 = 13, n 31 = 10, n 32 = 4, n 33 = 5, n 41 = 3, n 42 = 9, n 43 = 7, n 51 = 4, n 52 = 6, n 53 = 2, n 61 = 10, n 62 = 11, n 63 = 18, n 71 = 7, n 72 = 4, n 73 = 4, n 81 = 6, n 82 = 9, n 83 = 5.
Furthermore, let p = q = 2 with and D[·]) given in Section 5.1. As we can see in Table 1 , the estimates are close to the true values and getting better when the sample sizes increases (i.e., estimators seems to be consistent).
Factor 6 Mean-squared errors of predicted small area means 6.1 Derivation of MSE( τ i g )
In this section, following Butar and Lahiri (2003) we estimate the mean squared error for predicted small area means in two steps. At the first step, under the assumption of known covariance matrices Σ e and Σ u , the derivation of MSE is presented. At the second step, a parametric bootstrap approach is proposed for bias correction and approximation of the uncertainty due to the estimation of Σ u . Put
i = 1, ..., m, g = 1, ..., k.
Then, the linear prediction and empirical linear prediction quantities from small area means given in (7) can be written by = 1, ..., m, g = 1, . .., k.
Let e g : k × 1 and f i : m × 1 be the unit basis vectors, i.e., k and m vectors with 1 in the g th and i th position, respectively, and 0 elsewhere. Put α g = C (CC ) −1 e g so that β g = BC α g , u i = U f i and u i = U f i .
Furthermore, let us write τ i g − τ i g = ( τ i g − τ i g ) + ( τ i g − τ i g ) and the MSE of τ i g can be obtained by
The first term of the right hand side of (11) has the form
Observe that, from the definitions given to β g = BC α g , u i = U f i and u i = U f i the covariances presented in equation (12) are expressed by
Similarly, the dispersion matrices presented in equation (12) are expressed by
Altogether we can give the following theorem.
Theorem 6.1. The MSE of the linear prediction from small area means τ i g is given as 
Estimation of MSE( τ i g )
The second two terms of the right hand side of equation (11) are intractable and need to be approximated. It is important to note that in practice, the covariance matrix Σ u is unknown.
As pointed out by different authors (see for example Das et al. (2004) ), a naive estimator of MSE obtained by replacing the unknown covariance matrix Σ u by its estimator Σ u in (13) that ignores the variability associated with Σ u can lead to underestimation of the true MSE. There-fore, we propose a parametric bootstrap method to estimate the MSE when Σ u is replaced by its estimator.
The approximate estimator of MSE( τ i g ) given in equation (11) can be decomposed as
where
For known Σ u , the quantity G 1i (Σ u ) + G 2i (Σ u ) is given in equation (13). When Σ u is replaced by its estimator, the quantity G 1i ( Σ u ) + G 2i ( Σ u ) introduces an additional bias related to Σ u , i.e., E[ Σ u ] − Σ u (see Datta and Lahiri (2000) ). Following Butar and Lahiri (2003) ; Kubokawa and Nagashima (2012) , we propose a parametric bootstrap method to estimate the first two terms of (14) by correcting the bias of G 1i ( Σ u ) + G 2i ( Σ u ) when Σ u is replaced by its estimator Σ u in equation (13) and secondly for estimating the third term G 3i (Σ u ) of equation (14).
Consider the bootstrap model
where u * i ∼ N p (0, Σ u ). If we put
then the quantity G 1i (Σ u ) +G 2i (Σ u ) can be estimated by
and the quantity G 3i (Σ u ) estimated by
where E * is the expectation with respect to model (15), and the calculation of γ * , β * g , Σ * u is performed similarly to that of γ, β g , Σ u except that γ * , β *
Thus, when the unknown covariance Σ u is replaced by its estimator in MSE( τ i g ) of equation (14), we obtain the proposed estimator of MSE whose results are summarized in the following theorem. 
where G 1i ( Σ u )+G 2i ( Σ u ) and G 1i ( Σ * u )+G 2i ( Σ * u ) are given by equation (13) with Σ u replaced by Σ u and Σ Proof of Theorem 5.1. First we show that γ is an unbiased estimator. We have
Therefore, E[1 p γ X ] = 1 p γ X . Moreover, from the expression of BC given in Theorem 3.1 and (5), it follows that
Hence, also BC is an unbiased estimator. Finally, we have for U given in (8) the mean
since from the expression of W , it follows that
Recall that from the proof of Lemma 3.2, we have
and plugin this expression into E[ U Z ], given in (20), leads to
Hence, it is straightforward to see that
which completes the proof of the theorem.
In what follows, we use the notation (A)Q() instead of (A)Q(A) when it is possible and no confusions, in order to shorten the matrix expressions.
Proof of Theorem 5.2. Recall that γ = 1 p (X P 1 X ) −1 X P 1 Y 1 p . Hence, it follows that
σ 2 e p ⊗ (X P 1 X ) −1 X P 1 X (X P 1 X ) −1 = σ 2 e p (X P 1 X ) −1 , since P 1 Z = 0. Moreover, replacing W by its expression in the Theorem 3.1, we can rewrite BC by BC = Y − 1 p 1 p 1 p Y P 1 X (X P 1 X ) −1 X R 2 K 2 (K 2 K 2 ) − +GR 1 K 1 P 2 C and therefore, the dispersion matrix D[ BC ] is given by
Using the results from Lemma 4.1, we obtain D[ BC ] =C P 2 C ⊗ Σ u + Σ e + C I k − P 2 K 1 K 1 (K 2 K 2 ) − × I k − K 1 K 1 P 2 C ⊗ Σ e + σ 2 e p C (K 2 K 2 ) − K 2 R 2 + P 2 K 1 R 1 G × X (X P 1 X ) −1 X R 2 K 2 (K 2 K 2 ) − +GR 1 K 1 P 2 C ⊗ 1 p 1 p .
Moreover, from U = Σ u (Σ e + Σ u ) −1 W Q K 1 K o 2 R 1 Z , and replacing W by its expression, we can rewrite
Given this, the dispersion matrix D[ U ] has the form
Proof of Theorem 5.3. By using the results from Lemma 4.1, we get
Similarly we have the last covariance as cov[ BC , γ] = C (K 2 K 2 ) − K 2 R 2 + P 2 K 1 R 1 G ⊗ I p − 1 p C (K 2 K 2 ) − K 2 R 2 + P 2 K 1 R 1 G X (X P 1 X ) −1 X P 1 ⊗ 1 p 1 p × Z Z ⊗ Σ u + I N ⊗ Σ e 1 p P 1 X (X P 1 X ) −1 ⊗ 1 p = − σ 2 e p C (K 2 K 2 ) − K 2 R 2 + P 2 K 1 R 1 G X (X P 1 X ) −1 ⊗ 1 p .
