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 INTRODUCTION 
         Control over the detailed operations of manufactur-
ing processes has recently become a subject of basic research. 
Manufacturing processes may be described as production 
lines including continuous production or assembly operation. 
Each line may consist of a series of processing stages or 
facilities where either raw or partly finished materials are 
transformed or assembled into a relatively finished product. 
Three major problems in the design and operation of produc-
tion lines in order to reduce costs and to improve productiv-
ity are : 
 (1) The sequencing of jobs into stations and the determi-
nation of the number of stations, 
 (2) The location of bunkers or storage spaces for in-proc-
ess inventory, 
 (3) The size or capacity of these pulsating stores. 
This kind of activity to make better decisions about these-
problems is called 'sequencing and in-process inventory con- 
trol of production lines.' 
        This dissertation presents systems engineering ap-
proaches t,o these problems in order to aid management in 
decision-making for the development of highly efficient pro-
duction lines. Such studies are essential for the advent 
- i -
of truly automated production control systems. 
        PART I of the dissertation is primarily concerned 
with the first problem, and PART II gives an exposition of 
the second and the third problems, mentioned above.
 -  IL  -
CONTENTS
 INTRODUCTION






ESTABLISHMENT OF LINEAR SEQUENCES
PROBLEM DEFINITION
ANALYSIS OF PRECEDENCE RELATIONSHIPS AND
INTRODUCTION OF A FUNDAMENTAL MATRIX






Sequential Multiplication of Matrices















DECISIONS OF OPTIMUM LINEAR SEQUENCES
THREE PROBLEMS
SEQUENCING A SET OF JOBS TO MINIMIZE MEAN
































2.3 SEQUENCING A SET OF JOBS TO MINIMIZE
THE SUM OF SEQUENCE-DEPENDENT












SEQUENCING A SET OF JOBS TO MINIMIZE THE















ESTABLISHMENT OF COMPOUND SEQUENCES
PROBLEM DEFINITION
DEFINITIONS AND NOTATIONS

















































DECISIONS OF OPTIMUM COMPOUND
SEQUENCES
TWO PROBLEMS-
























Flow chart of the algorithm




Evaluation of total idle time


































Efficiency of a Single Stage Line












OPTIMUM BUFFER INSTALLATION POLICY
FOR TWO STAGE LINES
INTRODUCTION























The Line Efficiency for the Case N1=0
The Effect of Installing a Buffer
between the Stages
The Effects of Variation of Repair
Rates with Identical Breakdown Rates
The Effects of Variation of Breakdown
Rates with Identical Repair Rates
The System Parameters Which Classify
Line Efficiency Curves into Three Types














Interchanging the Two Stages Which
Have Different Parameters








SIMULATIONS FOR ANALYZING THE EFFECTS
OF BUFFER STORAGE CAPACITY
INTRODUCTION
SIMULATION MODEL BASED ON THE PREVIOUS
MARKOV PROCESS ANALYSIS
AN INVESTIGATION ON STAGE BEHAVIOR






THE BEHAVIOR OF MULTI-STAGE LINES
WITH BUFFERS
INTRODUCTION
A COMPLEMENT TO THE BEHAVIOR OF A TWO
STAGE LINE













AND PROVIDING THE BACK BUFFER AMONG
8.4
THREE STAGES
THE EFFECTS OF THE NUMBER OF STAGES ON
235





EFFICIENCY AND BUFFER CAPACITY
ALLOCATION OF GIVEN BUFFER CAPACITY
AMONG THE STAGES
THE EFFECTS OF VARIATION OF BREAKDOWN
RATES IN MULTI-STAGE LINES


















OF PRODUCTION LI NES

 INTRODUCTION 
         Sequencing problems are very commonly encountered. 
They are encountered whenever there is a choice as to the 
order in which a number of jobs can be processed. Especially 
in machine industry, they are quite important because the pro-
ductibity is one of the objectives in machine shops and it 
may be significantly influenced by sequence. •In practice 
there are many problems in a manufacturing organization in 
which the results of sequence are nontrivial and systematic 
1) 
consideration is worth while. The chapters in this part of 
the dissertation are concerned mainly with exploring certain 
ways of finding sequences which are in some sense optimal. 
        Sequencing problems obviously get solved: Most of the 
problems are solved by intuition and experience without explic--
                                       2) 
it recognition that a problem even existed. It will be 
demonstrated in the following chapters, by analytical argu-
ments and numerical examples, that there are significant dif-
ferences between alternative sequences. 
        The difficulty in studying sequencing problems in 
applications is that the problems are not often independent 
and separable. They are-interrelated with other types of 
decisions. If the problems are interrelated with the deci-
sions as to what is to be done and how it is to be done, they 
are inextricably intractable. The solution is to neglect 
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the possibility of changes in such decisions as what jobs 
have to be processed, the detailed character of the job, the 
procedure that will be used for performance and so forth, and 
consider only the simplified sequencing problems which attract 
theoretical attention. From a practical point of view such 
problems might be unrealistic in the sense that they do not 
represent any individual practical situations. But they do 
represent the way of thinking that should be followed in having 
a better insight into practical problems. 
        In what follows, the problems in which all the deci-
sions relating to what and how have previously been made are 
considered provided that these decisions were entirely inde-
pendent of the selection of sequence. To be more explicit, 
the following assumptions are made: 
  (1) All jobs to be performed are well defined and completely 
known, and are ready to start processing before the period 
under consideration begins . 
  (2) All the jobs must be performed. 
  (3) The facilities or the resources that are used in the 
execution of the jobs have been entirel
y specified. 
 (4) The method of performing each of the op
erations is en-
tirely known and there is at least 
one of the set of facilities 
capable of performing the operati
ons. 
  (5) A known and finite time is requir ed to perform each 
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 operation. 
  (6) Each operation, once started, must be performed to 
completion. 
  (7) Partially ordered technological restrictions, called 
precedence constraints, imposed on the operations are entirely 
known, including any restrictions on the order in which these 
must be performed. 
        The method of establishing sequences which satisfy 
various technological restrictions and how to select a suitable 
sequence from numerous feasible solutions are substantial to 
solve a sequencing problem. In machine industry there exist 
two characteristic types of sequences, classically identified 
as the. linear sequence and the compound sequence. In the 
former, operations are performed one by one. While, in the 
latter a feasible subset of operations is assumed to be per-
formed at a time. 
        Chapter 1 deals with the problem of establishing all 
of the feasible linear sequences which satisfy required pre-
cedence relationships. The essentials to analyze it are as 
follows: 
  (1) A suitable way of representing required' precedence 
relationships. 
  (2) A systematical method of establishing all of the feasible 
linear sequences without overlapping. 
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   (3) The total mumber of feasible linear sequences which 
 satisfy required precedence relationships. 
         Chapter 2 is mainly concerned with the problems of 
defining a subset of the technologically feasible sequences 
that are preferred according to some criterion. There are 
three principal types of costs that can be affected by the 
 3) 
decisions of pure sequence. These are the costs of inventory
, 
facility utilization, and lateness. Associated with these 
three basic cost factors, three problems are discussed in this 
chapter. These are the ones to sequence a set of jobs to 
minimize: 
  (1) Mean weighted flow-time with precedence restrictions . 
  (2) The sum of sequence-dependent setup-times with preced-
ence restrictions. 
  (3) The total  deferral  cost associated with completion times 
with precedence restrictions . 
        The purpose of Chapter 3 is to find a systematic 
method 
to establish all of the feasible compound sequences which are 
composed of feasible subsets of operations
. 
Mainly the following are considered: 
  (1) A feasible subset of operations and its 
precedence rela-
tionships. 
  (2) The suitable way of constructing feasibl
e subsets of 
operations without overlapping . 
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  (3) The systematic way of establishing compound sequences. 
        Chapter 4 discusses the following two problems by the 
method of establishing compound sequences developed in 
Chapter 3: 
  (1) The problem of  determining  an optimum compound sequence 
which is composed of subsets of operations to minimize the 
sum of subset values associated with them with prececence 
restrictions. 
  (2) The line balancing problem. 
         The sequencing problems are essentially combinatorial 
and therefore the total number of feasible solutions is gener-
ally astronomical. Combinatorial problems might be charac-
terized by the existence in most cases of a simply stated 
algorithm for enumerating all possible solutions, and by a 
factorial growth in the amount of computation required to 
carry out that enumeration as problem size increases. For 
particular problems it is possible to develop sophisticated 
enumerative methods that tend to produce satisfactory answers. 
In some cases it is even possible to find procedures to guar-
antee an optimum solution with a reasonable amount of com-
putation. In what follows, effective algorithms to each of 
the above-mentioned problems will be developed after intro-
duction of pertinent problem definition. 
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CHAPTER  I  ESTABLISHMENT OF LINEAR SEQUENCES 
        The purpose of this chapter is to find a systematic 
method to establish all of the feasible linear sequences which 
satisfy required precedence relationships. To answer the 
problem mainly the following are considered: 
  (1) A suitable way of representing required precedence rela-
tionships. 
  (2) A systematical method of establishing all of the feasible 
linear sequences without overlapping. 
  (3) The total number of feasible linear sequences which 
satisfy required precedence relationships. 
After several definitions and notations are introduced, the 
first problem is tackled analytically in Section 1.2, and then 
based on the result of Section 1.2 the second problem is con-
sidered to develop sequential product and sequential multipli-
cation in Section 1.3. There is no formula or prescription 
on hand to determine the total number of feasible linear se-
quences so far. Section 1.4 presents several methods for 
counting them which are answers to the third problem . 
1. 1 PROBLEM DEFINITION 
         The basic unit of the production process is th
e oper-
ation. There is for each operation a partial ord
ering rela-
tionship with other operations by technolo
gical constraints 
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or by some externally imposed policy. This partial ordering 
between operations is given by a binary relationship called 
precedence. If for some reason the processing of  xi must 
begin before the processing of xj , then xi is said to precede 
xj and is written xi< xj , 
The precedence relationship is transitive: 
       xi <•and x<xk implies xi < xk, 
A special case of this relationship exists when there are no 
intervening 'operations. It is said that operation xi direct-
ly precedes operation xj and is written xi < xj if xi< xj 
and there is no operation, xk, such that xi< xk < xj• 
Sometimes it is useful to use notation xi <x-jto mean that 
xi directly or indirectly precedesx•jaccording to some reason. 
 It is often convenient to display required precedence relation-
                        1) 
ships on a precedence graph. The nodes of the precedence 
graph represent the operations and the directed arrows repre-
sent "directly-preceds" relationships. The precedence rela-
tionship exists between two nodes if there is a path of direct-
ed arrows between them. It is assumed throughout that 
after ranking the nodes if the precedence diagram has more 
than one node whose rank is 1, an imaginary node should be 
added to the given precedence diagram to represent the begin-
ning node. The precedence diagram whose nodes have been 
ranked already and which has only one beginning node is called 
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the arranged precedence diagram. 
         The arranged precedence diagram can be represented by 
G =  [X, A], where, 
X = {x1, x2, ....., xn} A set of the nodes, i.e., operations. 
A: A subset of the arrows, i.e., the ordered pairs (xi, xj) 
taken from X, associated with required precedence relationships., 
It is assumed throughout hat X is a finite set, since the 
construction of computational procedures is mainly concerned. 
Notation IXI represents the size of X, i.e., the number of 
elements forming X. A member, say, axp,xq of A represents 
the arrow directing from node xp to node xq. 
         A linearly ordered arrangement of the nodes that can 
be performed in that order is called a feasible linear se-
quence. Now, n nodes can be arranged in n: distinct sequences. 
Because of required precedence relationships, only some of 
these n! will be feasible. Let n(xl.x2..... xm_l.xm) or 
(xl, x2)(...)(xm_1, xm) denote a feasible linear sequence of 
distinct nodes of a precedence diagram. The notations may be 
shortened and are refered unambiguously to the sequence xl. x2 
xn-l.xn or 'v. Sometimes it is convenient to use notation 
mr, (xl,xp) to represent the partial linear sequence of cardinal 
number m which passes m nodes from the beginning node x1 to 
node xp without breaking the precedence restrictio ns. 
Since there are generally more than one sequence which 
passes 
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m nodes from  x1 to xp, pshould be added for distinction. 
mr (x
l,xp) represents all of the linear sequences of cardinal 
number m which pass m nodes from xl to xp : 
mir(x
l,xp) = Vmrv(x1,xp) , 
where V is the notation of sequential union. In case the 
cardinal number covers all of the nodes, the sequence is called 
complete linear sequence.Let S{mn„(x1,xp)}represent a set of 
the nodes which are contained in the sequence mn„(xl,xp) , and 
{mnv(xi, xP)} , a section of mmv(x1, xp) by xp 
Q{m7lv(xl, xp) } = {xi l xi <xp, xi e S {m7l(xl, p)}}. 
        The purpose of this chapter is to find all of the 
feasible complete linear sequences for a given precedence 
diagram. They are nothing but Hamiltonian paths in a network 
diagram and may be obtained by using the multiplication-lathine 
of matrices. This procedure, unfortunately, leads to serious 
difficulties. First, the given precedence diagram must be re-
written to the corresponding network diagram by adding nec-
essary arrows since a transition is possible where there exists 
an arrow in the network diagram. By this operation the pre-
cedence diagram may, however, become much more complicated and 
lose the merit of expressing conveniently required precedence 
relationships among the operations. Second, sequences which 
do not satisfy given precedence relationships may be produced 
with proper sequences, in obtaining feasible linear sequences 
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from partial to complete step by step by the mulplication- 
lathine of matrices.This is a fatal defect for establishing 
feasible linear sequences systematically. The difficulties 
are due to the fact that the network diagram has been used for 
representing required precedence relationships without taking 
the essential differences into consideration between the pre-
cedence diagram and the network diagram. The precedence 
diagram has the following characteristics in comparison with 
the network diagram. 
  (1) It is a convenient display of precedence relationships, 
and does not indicate a path along which nodes should be passed.. 
In other words, as far as given precedence relationships are 
not disturbed transitions are possible whether arrows exists 
or not. 
  (2) All arrows are directed in one direction (generally from 
left to right). 
A systematical method of establishing feasible  linear sequences 
will be proposed in the following, based on the result of the 
analysis of these characteristics of the precedence diagram. 
1.2 ANALYSIS OF PRECEDENCE RELATIONSHIPS AND INTRODUCTION 
      OF A FUNDAMENTAL MATRIX 
         The basic method to establish feasible linear sequences 
will be to produce feasible linear sequences of high cardinal 
numbers from ones of lower by adding possible nodes to th
em 
                               - 10 -
without disturbing given precedence relationships. It will, 
first of all, be clarified how a sequence of high cardinal 
number can be produced from one of lower by one without break-
ing required precedence relationships. It will, then, be 
considered how to establish all of the feasible linear sequence 
systematically without overlapping. 
         It is necessary for the first purpose to analyse the 
precedence diagram which has the following  characteristics 
as mentioned above : A path can be made by transition, if 
required precedence relationships are not disturbed whether 
arrows exists or not. This results in making the conditions 
clear under which a transition from one node to another is 
possible. 
A matrix equivalent to the precedence diagram will, then, be 
introduced since the precedence diagram itself is not properly 
used for mathematical analysis. Up to the present various 
matrices equivalent to the precedence diagram are known, but 
these are not usable for establishing feasible linear sequences 
systematically, because these show only the possiblity of 
transition. For the above purpose, the conditions under 
which a transition is possible should be made clear, too. 
From this point of view, the conditions will be given under 
which a transition from one node to another directly is possi-
ble. After careful consideration they are summarized as 
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 follows:- 
 I.  If  there exists an arrowctxp ,xqdirecting from node xp 
  to node xq : 
 (1) In case there is only one arrow which directs to node 
xq, i.e., d xp,xq, the transition from xp to xq is possible. 
 (2) In case there are more than one arrows which direct to 
    node xq, say, d xr, xq,xs,xthe transition from 
                                  q 
    xpto xqis possible conditionally, i.e., under the con- 
    ditions that all of the nodes xr, ... , xs must be passed 
    through before transiting from xp to xq. 
II. If there exists no arrow directing from node xp to node 
xq . 
 (3) In case any nodes preceding xp correspond to all of the 
    nodes directing to xq, the transition from x to xq is
     possible. 
 (4) In case any nodes preceding xp do not correspond to all 
    of the nodes directing to xq, the transition from x
p to 
xq is possible conditionally , i.e., under the conditions 
    that all of the nodes directing to x
q must be passed 
    through before transiting from x
pto xq. 
The direct transition from x
p to xq is not possible if none 
of (1), (2), (3), (4) above is applicable . 
      A matrix equivalent to the precedence diagram can be 
formed by making use of the above analysis . The matrix 
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is called fundamental matrix. 
        Fundamental matrix : Lo = (ap,q) • 
List the nodes of required precedence diagram vertically in 
ranking order, and then horizontally in the same order, and 
record ap ,q in the column corresponding to the node q in the 
row corresponding to the node p, where, 
        xq:I~ncase the direct transition from x
p to xq is ap,q =1possible. 
         0 :Otherwise. 
Furthermore, the following c(p,q) must be indicated to give 
the information on conditional transition :
c(p,q) =








2,5 and 6 in ad 
[(1), (2), 
case direct 0 : In case of unconditional transition.            A set of the nodes that must be passed through            in advance : In conditional ransition. willwri te  in a quarter-circlemade at the rn cc
 of a box of each row and each column. 
information about the structure of a precedence 
died in its fundamental matrix. For example, 
tal matrix for the precedence diagram shown in 
given in Fig.1.2. In Fig.1.2 the box, say, at 
has the information that the direct transition 
7 to node 8 is possible after passing through nodes 
 vance. Fig.1.3 shows into which categories 
      (4)] the ways of direct transition enter in 
tr nsitions are possible. 
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Fig. 1.1. Precedence diagram.
 L0=
Fig.
 1 2 3 4 5 6 7 8 9
 
10
1 0 2 3 0 0 0 0 0 0 0
2 0 0 3 4 5 6 7
e,s
8 0 0
3 0 2 0
J4
5 6 7 0 0 0
4 0 0 3 0 5 6
J7 6,66/11647.d
0





6 0 2 0
J
4 5 0 7
!,e •e
9 0
7 0 2 0
V
4 5 6 0
Espi84,s 6
9 0
8 0 0 0 4 0 0 7 0 9
J
I0
9 0 0 0 0 0 0 0 8 0 10
10 0 0 0 0 0 0 0 0 0 0
1.2. The fundamental matrix.
 1 2 3 4 5 6 7 8 9  10
1 I 1
2 3 1 4 4 4 2
3 3 4 1 I 1
4 3 4 4 4 4 2
5 3 4 3 3 2 2
6 3 4 3 3 2 2
7 3 4 3 3 4 2
8 3 3 4 4
9 3 4
I0
Fig. 1.3. Classification of direct transitions.
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        By arranging precedence relationships with the concept 
of direct transition, it becomes much easier to handle 
them analytically. 
1. 3 SEQUENTIAL PRODUCT AND SEQUENTIAL MULTIPLICATION OF 
 MATRICES 
1. 3. 1 Sequential Product 
        The next problem to be discussed will be to clarify 
the process how a feasible linear sequence of high cardinal 
number is made from a feasible linear sequence of lower one. 
For this purpose remember the difficulties that have 
been encountered when the network diagram is adopted in 
order to establish feasible linear sequences systematically. 
That is, consider the following to prevent from 
producing infeasible linear sequences : 
  (1) Not to disturb required precedence relationships. 
  (2) To prohibit to get a cycle. 
The former (1) will be settled by making use of the funda-
mental matrix introduced in Section 1.2 since it has all the 
information on direct transition. The latter (2) is easy to 
be settled. Taking these into consideration and arranging 
the process of establishing a feasible linear sequence from 
lower to higher with the fundamental matrix, results in 
the definition of sequential product whose flow chart is shown 
in Fig. 1.4. 






prytxI.waw=o 1, 77y(xi.x))1 
                Fig. 1.4. Sequential product. 
In the Figure, if the direct transition from xi of m7C„(x1, xi) 
to xj is not possible, the product of mr„(x1, xi) and aio 
leads to zero as shown in 1. If the direct transition from 
xi to xj is possible, i.e., ai
~j = xj, and if xjiscontained 
in S{m2l„(x1 xi)}, then the product also leads to zero to 
prohibit a cycle as shown in 2. If x. is not contained in 
S{m7C„(xl , xi) } and if c (i , j) is not contained in o{m7C„(xl , xi)/ 
then the product leads to zero to-exclude a sequence which 
violates required precedence relationships . A new higher 
feasible linear sequence is obtained if 4 or 5 is s
atisfied. 
The operation is called sequential product . Sequential 
product makes it possible to excludes all the difficulties 
                             - 16 -
that have been encountered. 
1.3.2 Sequential Multiplication of Matrices 
     The basic operations for establishing a feasible linear 
sequence have been settled so far. The next problem to be 
discussed is to introduce a proper way of establishing all of 
the feasible linear sequences systematically. For this 
purpose the operation of multiplication of matrices may be 
useful. 
        Definition of sequential multiplication of  matrices:-
       [M]m+l = [M]m•Lo .(1.1) 
The product of a (1,n) matrix [M]m by an (n,n) fundamental 
matrix Lo is a (l,n) matrix[M]m+l whose element in row 1, 
column j is the sequential product of [M]m by the j th column 
•of L
o•To illustrate, let 
xl x2xixn 
[MJm = xl[OmJr (xl,x2) ... m2r(xl,xi) ... "ir (xl,xn)].(1.2 
Then, by definition, 
   m+lr(xlxj) =Vm+7ry (xi,xj)=\/()'7ry(xi,xi)•ai,j). (1.3) 
    1l 
The row of the beginning node is adopted as[!J1, and the 
matrix, as[MJ2, whose element in row 1, column j is the se- 
quential product of the elements of the beginning node by [M]1. 
    It is possible to obtain feasible linear sequences of 
high cardinal number by the equation (1,1) and finally com- 
plete linear sequences by[M]n if IX0=n. 
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(a) Precedence diagram.
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1.5. Illustration
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         For the precedence diagram as shown in Fig. 1.5(a) 
whose fundamental matrix is given in Fig. 1.5(b), for example, 
five complete linear sequences will be obtained by the steps in 
Fig. 1.5(c). In the  next  section it will be clarified that 
there are no more feasible linear sequences other than these 
five sequences for the given precedence diagram, but it may be 
obvious from the definition of sequential product. 
         The characteristics of sequential multiplication are 
that feasible linear sequences of high cardinal number can 
easily be established successively without producing infeasible 
linear sequences since the product of an element of a matrix 
by an element of a fundamental matrix follows sequential pro-
duct and that feasible linear sequences are made out systemat-
ically without overlapping by the operation of sequential mul-
tiplication of matrices. 
1.4 THE TOTAL NUMBER OF FEASIBLE COMPLETE LINEAR SEQUENCES 
         It will be discussed as to how many feasible linear 
sequences there are in relation to the problem of establish-
ing feasible linear sequences satisfying required precedence 
relationships. This problem is not necessarily a fundamental 
problem for the sequencing problem, but this total number may 
give a good measure while performing calculation. 
Klein2), Ignall3) and others have considered the same kind of 
problem, but did not propose any effective method. 
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         The basic method will be to apply combinatorial theory 
to the problem by dividing  required•precedence relationships 
into groups and rearranging them in such a way that the 
number of feasible linear sequences in each group can be 
calculated more easily. From this point of view, one basic 
method will be introduced. It is called the box method. 
1.4.1 The Box Method 
        This method seeks the total number of feasible complete 
linear sequences by making as many boxes as the number of the 
nodes and considers the ways of putting them into the boxes 
without disturbing required precedence relationships. 
Elementary lemmas used for the method are as follows. 
Lemma 1.1. In a set of nodes, assume that the original n nodes 
have been grouped into k strings with hs, it, ..., ju as the 
number of nodes in the various strings
      P: xhl<xh2 •.. <xh
s 
      Q: x•l <x•...<xit 
     R: x~<xj ...<x4 
      1 2 
Assume that the membership of ea 
P, Q, ••• , R are mutually exclu 
node in common. Then the total 
sequences N is 









••• +us n . 
is fixed, and that 
 is, no two have a 
 feasible linear
                     n! 
    N
s:  t!...(1.4) u: 
(Proof) Self-evident. 
Lemma 1.2. Divide all of the nodes in X into the fixed order 
nodes that must be performed in specific locations and the 
variable order nodes that may be done in any location : 
    Fixed order nodes: xkl, ... , xk V 
where, 
    Variable order nodes: xel, ... , xew, v + w = n. 
Then, the total number of feasible linear sequences N is 
N = nCv • (n-v)! • (the possible number of feasible sub-
sequences among the fixed order nodes} .(1.5) 
(Proof) There are nCv kinds of ways of putting the fixed 
order nodes into the boxes, and (n-v)! kinds of ways for the 
variable order nodes since the order of the set is quite 
unrestricted. Also some possible combinations exist among. 
the fixed order nodes. Taking these into consideration, 
results in the above equation (1.5). 
        The method is applicable to the cases where required 
precedence relationships can be divided into some mutually 
exclusive groups by proper ingenuity. If the given prece-
dence relationships are too complicated to be divided into 
groups, some supplementary methods should be used. Some of 
them will be developed in the following. 
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1.4.2 The Fixing Method 
         The method partitions the given complicated precedence 
relationships into several groupa, which have simpler prece-
dence relationships, by fixing  a.certain node to a specific 
position of the boxes. As a fixing node, the node that is 
going to make given precedence relationships simpler by its 
fixing or the one that has a small number of ways of putting 
it into the boxes is to be selected. 
         For example, the total number of feasible linear 
sequences for the precedence diagram shown in Fig. 1.1 is 
calculated by the method:- Following the box method ten boxes 
are made. Then node 1 enters the first box, and node 10 the 
last box. If attention is fixed to node 9, this enters 
the eighth or the ninth box. Divide the precedence 
relationships into two cases. There are 90 feasible complete 
linear sequences in the first case in which node 9 enters the 
eighth box and 156 in the second case in which node 9 enters 
the ninth box. Since there are no linear sequences in common 
between the first 90 linear sequences and the second 156 lin-
ear sequences, there are totally 246 feasible complete linear 
sequences. 
         However complicated required precedence relati
onships 
are, the method is quite effective for calculati
ng the total 
number of feasible linear sequences. 
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1.4.3 The Inverse Arrow Method 
             This method abbreviates for a while a 
certain arrow, say,  d  x,x which is rendering the box method 
             P q 
unsuitable, and seeks the number of complete linear sequences 
N(d) in the case where there is no arrow between x and xq. 
Among N(d) complete linear sequences, let the number of linear 
sequences satisfying the condition xp< xq be denoted by 
N(dxp,xq),and the number of linear sequences satisfying the 
condition xq<xpbyN(dx
q,xp). Then, 
          N(d)=N(dx
p,xq)+N(dxq,xp). 
Therefore, 
        N(dx
p, xq)=N(d)-N(xq, xp).(1.6) 
In some cases of precedence diagrams, N(dxq, xp) might be 
more easily calculated than N(X
p,xq). In such cases the 
method is quite effective. Even if it is necessary to abbreviate 
two or more arrows, the method is still applicable. 
Abbreviating two arrows, say, d xp,xqand dxr, xs,results 
in the following: 
N(dx
p,xq.dxr,xs)=N(d)-N(dxq,xp)-N(dxs,xr)+N(dxq,xp.dxs,xr),(1.7) 
where, as far as the notations in the above equation (1.7) 
are concerned, they are assumed to be easily understood. 
- 23 -
               Fig. 1.6. Precedence diagram. 
             For example, abbreviating arrows  d3,4 and d2,5 
for the precedence diagram shown in Fig. 1.6,results in 
N(d)=6, N(d4,3)=N(d)=,2)=1, N(d4,3.d5,2)=0 . 
Therefore, 
N(d3 ,4.d2,5) = 6-1-1+0 = 4 . 
This is the total number of feasible complete linear sequences 
for the precedence diagram Fig. 1.6. 
1.4.4 The Grouping Method 
         From an analytical point of view it is often conven-
ient and useful to divide the given nodes into several groups. 
The method developed here is applicable to such a case. 
It tries to make given precedence relationships simpler by 
dividing the nodes into several subgroups without breaking the 
precedence relationships and seeks the number of complete 
 linear sequences satisfying the simpler precedence relation-
 ships, and then counts the complete linear sequences lost by 
 dividing into groups. It is assumed that a transition from 
 one subgroup to another is possible only when it is not break-
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ing the precedence relationship between two subgroups and only 
after all of the nodes of the former subgroup are passed through. 
       Under this assumption, the following situations occur:
If  there  .exists an arrow from a node, say, xp, to a node, say, 
xq in a subgroup, a direct transition from node xp to any node 
in other subgroups is not possible. Moreover a direct transi-
tion from any node in other subgroups to node xq is not pos-
sible . These facts are used to count the number of complete 
linear sequences lost by grouping. Attention should be paid 
to the following: According to improper grouping, no complete 
linear sequences may exist. In simple cases it can be judged 
from personal observation whether the grouping is proper or 
not, but in complicated cases, the following may be useful: 
Suppose that a set of the nodes X are divided into m subgroups 
W1, W2, ..• , Wm. Make an ( m x m ) matrix whose element in 
row i, column j is 1 in case there exists at least one arrow 
directing from a node of Wi to a node of Wj, and 0 otherwise. 
Then, rank subgroups W1, W2, ... , Wm by the matrix. If there 
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              Fig. 1.7. Precedence diagram. 
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               Fig. 1.8. Fundamental matrix. 
        The grouping method is applied, for example, to the 
precedence diagram shown in Fig. 1.1. Let the precedence 
diagram be divided into two subgroups W1, W,2 as shown in 
Fig. 1.7- In this case there is a precedence relationship 
Wl <W2 between the two subgroups. The number of complete 
linear sequences satisfying the resulting precedence relation-
ships including W1 < W2 is as follows : 
          N1 = 90 x 2 = 180 . 
                            - 26 -
3 4 5 6 7
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5 6 7
3 0 2 0 4 5 6
















0 O 101010 ,
8 9  10
8 0 9 10
9 8 0 10
10 0 0
The fundamental matrix of this case is shown in Fig. 1.8, 
where, 
    M1 : The fundamental matrix of subgroup  WI . 
    M2 : The fundamental matrix of subgroup W2 .
    M1
,2 : The transition matrix from W1 to W2 . 
M2
,1 : The transition matrix from W1 to W2 . 
The arrows d8 ,4 and d8,7 in the transition matrix M2,1 and 
d2 ,8 in M1,2 get lost by the grouping. Let 
    N2 The number of complete linear sequences including 
         the direct transition from node 2 to node 8. 
  N3 : """ from node 8 to 
          node 4. 
 N4 :""Itfrom node 8 to 
          node 7. 
N2
,3 • "" the direct transitions from 
           node 2 to node 8 and from node 8 to node 4. 
N2 ,4 :It from node 
            to node 4 and from node 2 to node 8. 
N3,4 ItVI node 
           to node 7 and from node 8 to node 4. 
  N2
,3,4It"from node•2,3,4 
              to node 8, from node 8 to node 4 and from node8
               to node 7. 
Then, the total number of complete linear sequences for the 




precedence diagram Fig. 2.1 is 
   N =  Nl+N2+N3+N4-N2,3-N2,4-N3,4+N2,3,4 
     = 180+10+38+28-8-2-0+0 = 246 . 
This number corresponds with the one sought previously. The 
























Fig. 1.9. Precedence diagram.
        An application of the above methods to the more prac-
tical precedence diagram shown in Fig. 1.9 results in 
1, 762, 551, 451, 584 (  _ 1.8 X 1012) complete linear sequences. 
       The precedence relationships reduce the 29!( 8.8X1030) 
possible permutations to about 1.8 X 1012 feasible complete 
linear sequences which are about 2.0 X 10-19 of all the per-
mutations.
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This indicates that it is quite important to establish 
feasible sequences without producing any improper sequence 
and  systematically. As sequential multiplications never count 
the sequences which do not satisfy required precedence rela-
tionships, it may be well understood how effective and useful 
sequential multiplications are for establishing feasible 
linear sequences.
-29-
 CHAPTER 2 DECISION OF OPTIMUM LINEAR SEQUENCES 
2.1 Three Problems 
        This chapter is mainly concerned with the case of the 
sequencing problem in which each job consists of a single 
operation. Since the set of jobs can be partitioned depend-
ing on the machine required to perform the operation, each 
machine in the shop is independent of the others and can be 
scheduled separately. Therefore attention can be limited 
to a single machine, and to the set of jobs to be 
processed on that machine. 
         The sequencing problem of single machine systems is 
not only the base for solving more complex sequencing problems, 
but also is a quite interesting problem in itself. From a 
practical point of view this model will find direct appli-
cations frequently. Mechanical manufacturing industries, 
for instance, with increasing automation are headed in this 
direction. As the use of automatic-control equipment and 
complex transfer machines increases, production facilities 
tend to a system which is, or is predominated by
, a single unit 
of equipment. There are also situations in which
, although 
each job actually consists of several operations to b
e per-
formed on different machines, there is one particular machine 
whose value and function so dominates the pr
ocess that it is 
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sequenced as if the other machines did not exist. 
        It will be assumed throughout this chapter that the 
number of jobs n is finite, that n is known in advance of 
sequencing, and that all the n jobs must be processed. 
Furthermore, it will be assumed that the machine is to have 
no other obligations and that it will be continuously avail-
able, without breakdown, until all the jobs are completed. 
The processing-times are arbitrary, determined by some process 
independent of the scheduling procedure, and are assumed known 
at the time of scheduling. 
        The costs directly associated with the sequencing pro-
blem of single machine systems are restricted. It  is assumed 
throughout this chapter that the method and the efficiency 
with which they will be employed are unaffected by scheduling 
decisions. The assumption is not unnatural since the costs 
that may be attributed to decisions of pure sequence are usu-
ally what would be classified as facility costs rather than 
product costs. 
        There are three principal types of costs that can be 
affected by the decisions of pure sequence. These are the 
costs of inventory, facility utilization, and lateness. 
     In general it can be said that there are strong economic 
reasons in reducing average inventories. Under the above 
assumptions, the costs of inventory provide the incentive for 
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minimizing average flow-time, since they are directly related 
 to average inventory.In Section 2.2 the problem to sequence 
a set of jobs to minimize mean weighted flow-time with prece-
dence restrictions will be tackled. It will be assumed in 
the section that all the n jobs are available for processing 
simultaneously so that the schedule could begin with any one 
of them, and that there is either no setup-time required for 
the jobs, or that the setup-time does not depend on the nature 
of the preceding job on the machine. In the latter case the 
setup-time for a particular job depends only on the character-
istics of that job and may, for present purposes, be included 
in the processing-time for the job. 
        Facility utilization is a very important economic con-
sequence of sequencing decisions. The ability to compact the 
busy intervals and produce a short schedule-time simply implies 
a procedure that will permit a given work load to be accom- 
plished with a smaller aggregate demand on facilities. The 
costs of facility utilization provide the incentive for mini -
mizing the total amount of time required to process all the 
jobs. Where setup is assumed to be independent of sequence 
as in Section 2.2, setup-time can be included in th
e process-
ing time, and therefore the total amount of ti
me required is 
a constant, independent of sequence . While in the cases in 
which the setup-time is sequence dep
endent, the circumstances 
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are considerably altered as compared with the case of Section 
2.2 and the total amount of time required depends on how the 
jobs are ordered. The sum of the processing-times is still 
a constant, and may be ignored; the maximum flow-time  is mini-
mized by minimizing the sum of the n setup-times. In fact, 
there are many situations in which it is simply not acceptable 
to assume that the time required to set up the machine for the 
next job is independent of the job that was the immediate 
predecessor on the machine. In Section 3.3 the problem of 
sequencing a set of jobs to minimize the sum of sequence-
dependent setup-times with precedence restrictions will be 
tackled. In the section the assumption that the jobs arrive 
simultaneously will not be required. 
        In some situations, especially construction projects, 
the cost of lateness is obvious and explicit. In Section 2.4 
the problem to sequence a set of jobs to minimize the total 
deferral cost associated with completion times with precedence 
restrictions will be considered. The assumptions introduced 
in Section 2.4 will be required in the section. 
2.2 SEQUENCING A SET OF JOBS TO MINIMIZE MEAN WEIGHTED 
FLOW-TIME WITH PRECEDENCE RESTRICTIONS 
2.2.1 Problem Statement 
        The jobs to be processed are identified by the integers 
1, 2, ..., n. The relevant attributes of job i that are given 
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as part of the problem description are denoted by the follow-
ing variables  : 
 Piis the processing-time, the amount of time that will 
        be required to perform the job i . 
  ut (>0) is given for each job to describe relative im- 
       portance and used as coefficient in performance measures. 
The problem is to minimize mean weighted flow-time without 
violating required precedence restrictions :-
      F = 1 Min l ui tc(2.1) 
n i=1 
where ti is the flow-time of job i : the total time that 
the job spends in the shop. 
Generally seeking an optimum solution for a combinatorial 
problem requires a troublesome caluculation of the order of 
factorial. It is desired by the discovery of useful theorems 
to reduce the calculation to exponential order, hopefully, 
to polynomial order. The above problem has been a matter of 
academic concern in the last two decades. The special case 
in which precedence restrictions are not imposed was solved by 
polynomial order by Mcnaughton (1959)V, and Smith (1956)2) . 
Gapp , Mankekar, Mitten(1965)a) , and Bowden (1969)4)have tried 
to solve the case in which precedence restricti
ons are imposed, 
but no effective method has been found so f
ar in the case 
where arbitrary precedence relationships ar
e imposed. The 
purpose of this section is to develop an effective algo rithm 
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for solving the general case which permits the existence of 
arbitrary precedence restrictions. 
2.2.2 Analysis 
        The most proper approach to be taken in the first 
place, in order to solve a combinatorial problem, if a spe-
cial effective method cannot be found, is to try to reduce 
by some  methods the existential range of an optimum solution. 
It will be considered in the following what methods are 
effective to reduce the existential range of an optimum solution 
         In the case in which precedence relationships are
not imposed, McNaughtonl), and Smith shown that mean 
flow-time is minimized by sequencing jobs according to the 
ratio PL/u1 , with the job having the smallest ratio being 
performed first. 





Fig. 2.1. Precedence diagram . 
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         Let this theorem apply to the case in which  prece-
dence relationships are imposed, for example, to the prece- 
dence diagram shown in Fig. 2.1.The numbers inside the 
circles identify jobs. Job 4 is a break point at which the 
problem can be partitioned. Jobs 1, 2, and 3 are effective-
ly independent, and therefore the above theorem applies. 
Job 9 is also a break point, and so jobs 5, 6, and 8 which 
precede job 9 are considered. The processing times of jobs 
5, 6, 7, and 8 are shown outside the circles. The relative 
importance of eachjob is assumed to be 1. The first job to be 
handled is 5, 6, or 7. According to the above theorem, 
job 6 is performed first since job 6 has the smallest ratio 
pi/ui among jobs 5, 6, and 7. Then, jobs 5, 7, and 8 are 
processed in this order. Putting jobs 5, 6, 7, and 8 in 
executable order, results in twelve feasible sequences, 
among these sequences, 7 • 8 • 6 • 5 gives the minimum mean weight-
ed flow-time instead of sequence 6 '5 • 7 -8 obtained above 
by the application of the theorem . This indicates that the 
theorem is not applicable to such a case as in Fig . 2.1. 
On second thoughts it is noticed that job 8 has th
e smallest 
processing-time among jobs 5, 6, 7, and 8 , and therefore it 
should be processed as early as possible . The optimum se-
quence is surely the feasible sequence which processes job 8 
as early as possible. Let jobs 7 and 8 be 
combined into 
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one job denoted 7 8 and let its processing-time be the sum 
of the processing-times of job 7 and job 8. Also let the 
sum of the relative importance of job 7 and job 8 be that of 
job 7 8. Then the ratios of jobs 7 8 , 5, and 6 become 
larger in this order. The theorem by Smith is applicable to 
this case, and an optimum sequence 7 8  • 5 • 6 which corre- 
spondsto the optimum sequence obtained before will be obtained. 
         It is surmised from the above analysis that 
E(pi)/E(ui)plays more important role than the indivi-
dual job ratiopi/ ui , when precedence restrictions are 
imposed. The job or the set of jobs to be performed in the 
first place among jobs are 5, 6, 7, or 7 . 8 . To consider 
E(pi )/ E (ui ) generally, let 
8p(i) A set of job i and jobs which follow i . Since 
there are usually more than one set which satisfies this 
condition, v should be added for distinction. For example, 
(31(7) = 7, 62(7) = 7 8. 
ri,,: _ E(pi)/ I(u1) . For example, 
       it(V*i)j€SV(i) 
r71 = (Pi)/ E (uj) = 6/1= 6 , 
le 61(7)J6i(7) 
r72= E (pi)/ E (u1) _ (6+1)/(1+1) =3.5. 
ies2(7)IE82(7) 
ri*: = Min {riy}, For example, r7* =Min {r7,, r72}=3.5. 
Following these notations, it can be.said that in case the 
set of jobs can be divided without disturbing required 
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precedence relationships into mutually exclusive independent 
subset of jobs, mean weighted flow-time is minimized by se-
quencing the jobs according to the ratio ri * with the set 
of jobs having the smallest ratio being performed first. 
For the purpose of giving a proof to this, the characteristics 
of  ri * will be investigated forst. 
Theorem 2. 1. In the set of jobs that constitute a chain 
which occurs when precedence constraints give each job at 
most one predecessor and at most one successor, compute ri * 
  (i is the first job in the chain), and then rj *(j is the 
first job in the resulting chain after deleting the jobs 
constituting ri * from the original chain),etc., then, 
ri * < ri * G .
n• n•
Fig. 2.2. A chain .
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(Proof) The chain can conveniently be shown as in Fig. 
Suppose that jobs  il, i2, ... , and i
m constitute ri 
and jobs ji, j2, •••, and j
n,rj* as shown in Fig. 
From the definition of ri * , 
 r
rnmn   G Pi•E piX+Piq 
* 9=1qpiPiq+Piz4=1q4=1                                                                  P'q
 r i == Min    m[u1 Ilii+ulzinn 
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k > 1 .
mn 




Since a/b = c/d (where b  X d) implies c/d = (c-a)/(d-b) 
without loss of generality, 
mnmnmnm 
  9piq+9pigqpiq+g1 Pjq -k9Piqq1 Piq9pjq ------- — (k-1)----------(2 .4) 
m nmn mnn 
  9uiq+9•ul99Piq+uj4 -kquL99uj99uiq 
Fr om (2.2), (2.3), and (2.4) , 
mnamn 
  rL c4Piq+qpjq-qPjq-k-qiPiq<qPjq     mna(1)n nrj• 
     q~ uiq~ujqIUjqujqqujq 
Although Theorem 2.1 describes a characteristic of ri * of the 
jobs which constitute a chain, it applies to the case in which 
the given jobs have precedence relationships of tree-type, 
as shown in Fig 2.3, which occur where precedence constraints 
give each job at most one predecessor. The proof of this 
case is almost the same as above and therefore is omitted . 
Theorem 2.2. When the jobs constituting r
i*is divided into 
the preceding part and the following part
, 
ri * (the following part) - _ri*_ri (the preceding part) , 
where ri * (the following part) is the tot al sum of the 
processing-times of the following part divided by the sum of 
the relative importance of each job of the f ollowing part , 
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preceding part) is the same value of the pre-





r;•(preceding part) ri•(following part)
 Fig. 2.4. The jobs constituting ri*  • 
(Proof) Suppose r * is constituted by jobs il, i2, 
ik _l, ik, , in, as shown in Fig. 2.4. Let the 
divided into ii,i2,•.•,ik _i(the preceding part), 
ik, ... , im (the following part). Then, 
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jobs be 
 and
 m m k-1 
X piqI Piq E Pig 
q=kq=1 4=1 
inm ^ k-1 
Fi uiq E ui4 I uiq 
9= k 9=1 q=1
is to be shown. The latter part of the above 
is self-evident from the definition of ri * . 
former part into an equation, let 
    m
Ck-1        L' Pi
q£ Piq        4=1
_l4=1    mk-1 , 
      E uiqE uiq 
    4=1q=1 
then0<l<1 . 
Therefore 
   m mk-1 m k-1 
          E piaI piq —1 q piq 2' piq+ (1-1) 2' piq               =1     qq=1 9=1 4"q=1 
mm k-1m 
     2'u•Eu•EuIu 
         T-1Lq9=1Lq9=1tqq=kLq
inequalities 
To put the
   mk-1 m 
       9piq9pia4Piq 
+ (1-1) 
mm m• 
        2' u iI uiI ui 
       4=k99=kq9"9 
        After the above prerarations, it will be 
Theorem 2.3 that ri * plays an important role in 
dence relationships are imposed on a set of jobs. 








p chains within which job order is specified, but which may 
be preempted between jobs, compute  ri * in each chain, and 
select the job or the set of jobs which gives the minimum 
ratiori* (denoted r1 *), and then delete it from the orig- 
inal chains. In the resulting chains, continue the same 
procedure and obtain r2 * , etc. Then the mean weighted 
flow-time can be minimized by sequencing the job or the set 
of jobs constituting r1 * first and then r2 * , etc.
© 
-- -- ---<>40 
---------------
tJ ~J 
                         Fig. 2.5. Chains. 
(Proof) Note that r1 * < r2* < ...from Theorem 2.1 
Suppose that Fig. 2.5 shows given p chains and that jobs 
11 , 12, • • • , lk-1 , 1k, • • • , lm constitute r1 * • Suppose 
that by some procedure a feasible sequence Sa has been obtain-
ed already, and let Sfl be the sequence obtained from changing 
the order of the jobs in Sa in such a way that the set of the 
jobs constituting r1 * comes in the first place and the order 
of the other jobs is the same as Sa . Since the total num-
                          - 43 -
 0  0  --  IP  0
ber of jobs to be performed is fixed, minimizing mean weighted 
flow-time is equivalent to minimizing total weighted flow-time 
the difference of the total weighted flow-times between Sa 
and  Sfi is considered. In what follows, The total weighted 
flow-time of Sa the total weighted flow-time of Sfi is to 
be shown. For example, Fig. 2.6 shows that sequence S
a has 
the set of jobs il, i2, ... , i
n first; the preceding part 
of the jobs constituting ri * , 11 , 12, • ° ° , and 1k-1 
second; j1, j2, ... , j
n third; and then the resulting 
following part of the jobs constituting r
1 *, lk, ••• , 1m ; 
and after jobs in the same order as Sfi . 
5 
0 risequence S. 
J2 
/ E F ~®© 
AID 
              (~Time 
                        IH\
 Sequence S.
Time 
 Fig. 2.6. Comparison of tot
al weighted flow -times of S
a and Sfi 
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Though this shows only the case in which the jobs constitut-
ing  rt* , are divided into two parts, the same argument can 
be applied to any case however the jobs are divided. 
Therefore the case as in Fig. 2.6 is regarded as the proof of 
the general case without loss of generality. The different 
parts of sequences Sa and Sp are represented graphically in 
the manner of Fig. 2.6. The total area of this graph - both 
labeled blocks and shaded portion - represents the sum of 
the job flow-times of the different part. Notice that the 
area represented by the labeled blocks A, B, ... is common 
to Sa and Si!? . 
The total weighted flow-time of Sa - the total weighted flow-
time of S,l = (pil+...+Pih) (Ull+... +ulm)+(PJ1+...+Pjn) (ulk+... f Ulm) 
(p11+...+P1m) (ui+...+uih)—(P1k+...+P1m) (ujl+...+uin) 
Pi1+...+PihP11+... Pim 1 
     (ail uih)                                                L~yll+...+uihu11+...+ u1n1 
                    uJk)11----------------                           rPi1+...+PinP1k+...+P1ml +(ulk+...-~-ulm)(uj1+...+—
J UJ1+...+UJn ulk ...+U1m 
   (By Theorem 2.2) 
                                     CPi1+...+Pih— P11+...+P1mJ >(u11+...1u1m)(u1+..•+uih)                                                     ui1+...+uihu11+... +ulm 
                                  C Pj1+...+Pin—PY1+...+pim 1     + (ulu            k+...+ulm)(ui1+...jk) uJ1-f-...-.~-uJn ull+•••+u, 
        = (> 0) (> 0)(0)+ (>0) (>0) (>0) >0 
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                      ] of the right hand side of the inequal-   The first term [
  ity is easily shown to be non-negative, but it needs an 
  explanation to show that the second term [ ] is  non-negative, 
  It is to be shown that if a, c, d 0 ; b, d, f > 0 ; 
  and a/b < c/d, a/b S e/f, then a/b < (c+e)/(d+f), where, 
a =Ph+...+Pim , b = c = pii+...+Pih 
d = uil +...+ u ih , e = pii +...+ p~ , f•+...+ u1 
 Leta/b = ki(c/d) = k2(e/f), then 0<ki<1, 0<k2 <l, 
  anda-ki c+k2 e_c+e-(1-ki) c+(1-k2) ec+e          b• 
      d+f d+f d+f - d+f 
  Therefore, the right hand side of the above inequality is 
  non-negative. This indicates that Sa dominates Sft , and 
  therefore it can be concluded that it is necessary to perform 
  the set of jobs constituting rl*, first to minimize the total 
  weighted flow-time. With the same argument r2*, r3*, ... 
  should be performed in this order. 
          It has been shown by Theorem 2.3 that ri* plays an 
  important role under precedence ordering restrictions. 
  Actually Theorem 2.3 is applicable to some more general case 
  in which a set of jobs can be divided into mutually exclusive 
  independent subsets of jobs. In Fig. 2.1, for instance, jobs 
  4 and 9 are break points and so jobs 1,2, and 3, or jobs 
  5, 6, 7, and 8 are considered as mutually exclusive independ-
  ent subsets to which Theorem 2.3 is applied. But jobs 
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10, 11, 12, 13, and 14 are hardly divided into mutually 
exclusive independent subsets and therefore Theorem 2.3 is 
not  applicable.. One way to overcome the difficulty is to 
manage somehow to segment the set of jobs into mutually 
exclusive independent subsets. By adding a precedence 
relationship 12 <13, or 13 <12 as shown in Fig. 2.7 to the 
original precedence diagram, the jobs 10, 11, 12, 13, and 14 
can be divided into mutually exclusive independent subsets. 
Notice that no sequence is lost by this operation. The 
optimum solution is selected by taking the better one from 
the optimum solutions obtained from applying Theorem 2.3 to 








Diving the jobs 10, 11, 12, 13, 
and 14 into two cases.
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         The same argument as Theorem 2.3 is applicable to 
the precedence diagram of tree-type as shown in Fig.  2.3. 
It matters little to calculate ri* for small scale problems, 
but it requires a large amount of calculation for large scale 
problems. It is hoped that this will economize effort for 
calculation. Fortunately, the following easier way of cal-
culation is found in this case : Parallel jobs following 
each job are rewritten in series in such a way that the ratio 
* reach job is minimized, starting from the jobs of the last rank 
to the jobs of the earlier rank step by step, as shown in 
Fig. 2.8 (a), (b), and (c). By this operation effort for 




• • • 
(.)(b) 
2.8. Rewriting precedence relationships of tree t
ype      into series in such a way that r'
P*aohjob is minimized.
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         From the above analysis, Theorem 2.3 plays an essen-
tial role in the case when a set of jobs can be divided into 
mutually exclusive independent subsets of jobs without vio-
lating required precedence relationships. Theorem 2.3 reduce 
to the theorem introduced by Smith in case precedence 
ordering restrictions are not imposed. 
         Unfortunately, Theorem 2.3 is not applicable to more 
complex precedence diagrams, for example, as in Fig. 2.9. 
In Fig.  2.9, the numbers inside the circles identify jobs, 
and the number outside the circles give the processing-times. 






Fig. 2.9. An example to which Theorem 2 .4 is not applicable.
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                 3) 
        Gapp et al insist that the following theorem is 
effective  in the case where precedence relationships are im-
posed 
Theorem 2.4If i < j is imposed and pi/ui > pi/u1 , then 
the optimal feasible sequence will contain i and j as an 
ordered adjacent pair (i, j) unless there exists an operation 
(or equivalent operation) k such that either 
     (a) i <k and k<j , or 
     (b) k < j and p i/u i < pk/uk , or 
     (c) i <k and pi/ui>Pir./uk 
(Proof) Omitted. See reference (3). 
         Theorem 2.4 is, however, hardly applied to the-prece-
dence diagram shown in Fig. 2.9. As far as job 1 is concern-
ed there is no problem since it is performed first anyway. 
The next job or set of jobs to be processed are 2 [10], 3 [9], 
(2.4) [8], (3.5) [9], (3.6) [9.5], (3.7) [10.5], (3.5.6) [9.3], 
(3-5.7) [10], (3-6,7) [10.3], (3.5.6.7) [10]. Square bracket 
[ I after each job or set of jobs shows ri . After serious 
thought the possibility that the optimum solution can be 
obtained from selecting the job or the set of jobs which gives 
the minimum value among these r
i ' s will be considered. 
To discuss the possibility generally
, let
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•  F{i} : ={jI i <j ; i, jEX}. 
• F({i} :={jlj=i or i<j
; i, jEX}. 
• FA{i} : ={Iji <j ; i, /EX} 
• FA'{i} : ={jI j=i , or i <j ; i, j E XI. 
                                     • F{i, j,•••, k} : ={lIl <m; l,mEF{i}+F{j}+•••+F{k}}• 
• FA{i, j,..., k} : FA{i}+ FA( j}+-...+FA{k}} . 
• FA/ {i/j,•••,k}:=FA{i}-FA{j}--•.-FA{k}, The set of jobs 
  which include job i and jobs following i , and do not 
  include the jobs following the jobs j , ... , k. 
 ['Pi •r/~,.•kMin/uiFor instance , 8v(i)EFA{0,...,k) i 6(Mi) iEBv(i) 
for jobs 2 and 3 in Fig. 2.9 , FA{2/3}=(2,4) , S1(2)= 2 , 
         o2(2)= (2,4) and rz/a =Min [pz/uz, (Pz+P4)/(u2+u4) J= 8 . 
• A{riv}. The set of jobs constituting rip. 
• X(i)The job or the set of jobs assigned in the i th 
            position of an obtained sequence. 
        The problem is to discuss the possibility whether 
optimum sequence can be obtained from selecting the job or 
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an 
the
 set of jobs which gives the minimum value among ri142,...,  im, 
   #given an optimum partial   r
i2/il,•-•,im,...... ,rim/ii,i2,••-,im-1, 
 sequence { X(1), X(2), X (i —1) } and that jobs it , i2, • .. , i 
 can be processed next. In what follows this is proved sub-
 ject to certain conditions. 
 Theorem 2.5. Suppose that an optimum partial sequence {X(1), 
 X(2), X(i-1) } has been obtained already, and that jobs 
     i2, ... , im can be performed next. After deleting the 
 jobs included in {X(i), X(2), X(i-1)}from the original prece-
 dence diagram, if the following conditions : 
(i) F'{2(r 1/iz,... im) }EFA{2(r 2/il,..., im) } 
(i) ri2/ii, •-•,im < til/i2_j.., im 
 are satisfied, (r /~, , im)dominates A (11,A2,..., im) 
(I) A A(rh/~,...,im) B 2(1.iz/h • •, im) C 
(~~) SBii42 • A B d(ri27k ,•...,i,n) 2(r4/2 ,....,i, ) C 
    
•-----------------------------------------------------------------------------------------IBI  (4S1-2413A1(riz/h,....,im)a(rith,....,im)G I 
               Fig. 2.10. Proof of Theorem 2
.5.
 (rh/h --•,im) B
A(rzz/k • , i  )
A  B  Acri2/4 ,...•,im) z<ry/h m 
A  A(ri,A ....int  ) a(r4 A ,....,im B C
 m
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(Proof) The assumption (i) means that the precedence rela- 
tionsh
)ips which A(r2/1,...,im) has are tighter than those      A of  (ri,/i2,..., im) , that is, positions of (ri,/i2••• im) 
and A(ri2/i, ..., im)can be interchanged without disturbing 
precedence relationships in any sequence in which 
* 
  (ri,/i2, ...,im) precedes ~ (ri2/i,,..,but the converse isim)~ 
not always possible. Let Si1Bi2 denote the best sequence 
in which (ri,/i2,..., im) precedes A (r 2/i,, •. , im) as 
shown in Fig. 2.10.(i). Also let A, B, and C denote the 
jobs which precede A (r/i2,..., i) , the jobs which are 
betweenA (11,A,..., im) and A (112/i„..., im) , and the jobs 
which follow (r 2/i,,im) , respectively. As shown 
in Fig. 2.10.(ii), and (iii), let SBi2i,, and Si, i,B be the 
sequence which processes A, B A (r 2/i,, ..., im), A (r/i2,..., im) 
and C in this order, and the sequence which performs A, 
  (r72/i, ,..., im) ,(ri*                   ,/i2, ..., im) ,B and C in this 
order, respectively, then these two sequences SBizii and 
Si, ijB are also feasible. Let PB, P21 , denote the total 
                                           * processing-times of B, (ri,/i2j•••, im) and uB, u,k, the 
total processing-times of B, A (r/i2, •••, im) , etc. 
 (i) If PB/uB < P,12/uA2 = ri2/i,,•••,im , then 
PB/uB < (PB+P22)/(us+u22) < P22/ua2 
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therefore, 
the total weighted flow-time of  Si1Bi2 - the total weighted 
flow-time of S B i1 i2 
Pz, PB+ Pz 2 - ------------  
U21 uB+U2
2 
(ii) If PB/uB > -Pzz/uz2 , then 
the total weighted flow-time of Si1Bi2 - the total weighted 
flow-time of SBi1i2 
            =(z+B)z                    [PB+Pzl _ 221>0               uluu2 UB+ U21 U 2
For the sequence as shown in Fig. 2.10.(i), a better sequence 
as in either Fig. 2.10(ii), or (iii), can always be found and 
therefore it can be concluded that 2(rZ/il, im                                                              dominates 
               im) . 
        An application of Theorem 2.5 to the precedence dia-
gram shown in Fig. 2.9 results in the optimum solution 
r = 1-2-4-3-5-6-8-7-9-10 [The total weighted flow-time is 
459]. 
        Notice that the assumption (i) in Theorem 2.5 is essen-
tial. The job which can be performed next among 10
, 11, 12, 
13 and 14 in Fig. 2.1 is either 10, or 11, or 12.. The rela-
tive importance of each job is assumed to be 1. The optimum 
sub-sequence of jobs 10, 11, 12, and 13 is is = 10.11.13.12 
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although job 12 has the smallest processing-time. This is 
due to the fact that the assumption (i) is not satisfied in 
this case, which can be solved by the operation of rewriting 
the precedence diagram. To think it generally, it is consi-
dered why the set of jobs which gives the minimum ratio among 
 im, ..., rim/il, i2, ..•, 
can not always be chosen given that il, i2, ... , and im 
can be processed next. Among job 10, 11, 12, 13, and 14 in 
Fig. 2.1, the set of jobs (11, 13) can be performed after 
job 10 has been processed, and r11* = 2.1 < r12* = 3 • 
This fact prevents processing job 12 earlier from being 
optimum. It is well understood since the optimality in 
Theorem 2.3 has been dependent on the non-decreasing property 
of r.*. From this discussion, the following theorem will 
be established : 
Theorem 2.6. Under the same assumptions of the first half 
of Theorem 2.5, if 
** * 
r/i2,...,im<Min(r*im,ri~il...im,...,rim/ii,-.., im_t, ri2, ri2, ..., rim )
then 2(r /i2i..., im) should be performed next. 
(Proof) Let S4 be the optimum sequence obtained by per-
forming 2 (ri1/i2i •••, im) next. Also let 2 (rj/il, •••, im, except j) 
[where j e {i2,••, im } J represent the jobs which follow 
A (r /i2, ... im) in sequence Si, and which can be performed 
beforeA (r1/i2,..., im) by interchanging positions without 
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disturbing precedence relationships.Let  Si be the sequence 
inwhich 2 (r1/t1,...,i„L,except j)precedes(ri,/i,, im 
Then, from the assumption, it is easily shown that 
the total weighted flow-time of Si - the total weighted flow-
time of 0. 
Suppose,- for instance, that the processing-time of 
job 13 in Fig. 2.1 is 3 instead of 1, then, Theorem 2.6 insists 
on processing job 12 first among job 10, 11, and 12. However, 
if the processing-time of job 13 is 1 as it was before, 
Theorem 2.6 does not insist on processing job 12 first, nor 
give further information. In this case, it should be decided 
whether job 12 should be processed first or not according to 
the sign of the following expression : 
ulo•u12(no- r12)+(uii+ui3)•1112•(ru,13—riz) (=0) . 
        A new theorem could be established by considering the 
case generally, but as is easily understood, checking whether 
assumptions of theorems are satisfiedor not for such cases 
would become quite troublesome for large scale problems . 
From this point of view, it is surmised that Theorem 2
.1-'2.6 
should be used as far as they can apply and that if th
ey are 
not applicable, given precedence relationships sh
ould be re-
written by adding more precedence constraints
.
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2.2.4 The  Algorithm 
         The algorithm is now developed. 
         Algorithm. 
Step 1-A. For the given precedence diagram, pick up the job 
or construct the set of jobs which can be performed first. 
Step 1-B. Reduce the existential range of an optimum solutio: 
by applying Theorem 2.1-2.6 to the collection obtained in 
Step 1-A. 
Step 1-C. Write List 1, the list of partial sequences {X(1)} 
of a set of jobs, with X(1) in the collection obtained in 
Step 1-B. 
Step i-A, i > 2. For each sequence {x(1), • •. X (i -1) } of 
sets of jobs on List (n-1), pick up the job or construct the 
set of jobs which can be performed next after 
{ X(1), X(i-1) }. 
Step i-B. Delete jobs or sets of jobs dominated by other 
jobs or sets of jobs from the collection obtained in Step i-A. 
Step i-C. Write List i-C, the list of sequences {X(1), •, X(01 
with {X(1), • . X(i-1) } on List (i-1), and X(i) in the collec-
tion of next assignments after {x(1), • , X(i71) } . 
Step i-D. Obtain List i from List i-C, by successively 
crossing off redundant sequences for which there is another 
sequence (X(1), X(i)1 on the list (still not crossed 
off) ; such that each job included in a redundant sequence 
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is included in some X(j) and that the total weighted  flow-
time of the sequence is greater than or equal to that of 
{x(1), ..., X(i) } . 
Repeat the steps as many times as necessary. 
        Notice that rewriting given precedence relationships 
corresponds to listing possible sequences. 
        The optimum sequences for the precedence diagrams 
shown in Fig. 2.1 and Fig. 2.9 are obtained quite easily by 
the algorithm, but for large scale problems the following 
heuristic algorithm should be used. 
        The heuristic algorithm. 
Step 1-A. For the given precedence diagram, pick up the 
job or construct the set of jobs which can be performed first. 
Step 1-B. Calculate r jj, ..., k for each job, or set of 
jobs obtained in Step 1-A and select the job, or set of jobs 
which gives the minimum ratio among ra/1, ..., k . 
Step i-A, i i 2. Cross off from the given precedence diagram 
the jobs included in the selected partial sequence obtained 
in Step (i-1), and pick up the job or construct the set of 
jobs which can be performed next. 
Step i-B. Calculate r jj , ..., k for each job, or set 
of jobs obtained in Step i-A and select th
e job, or set of 
jobs which gives the minimum ratio among r :
//j, k 
Repeat the steps as many times as necess
ary. 
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This heuristic algorithm, of course, does not always give 
optimum solutions. 
Z.2.5 Discussions 
         By developing several useful theorems, it has been 
made clear that when precedence relations are imposed, it is 
more essential and important to consider 
     I (processing time) / I (weighted coefficient) 
of the jobs related to each other instead of 
        (processing time) / (weighted coefficient) 
of each job, and that there is still limitation in applying 
the above value to an arbitrary precedence diagram. Instead 
of establishing more theorems by introducing complicated 
assumptions requiring time and pains for examining if the 
assumptions are satisfied, a method has been  introduced by 
which an arbitrary precedence diagram is changed into independ----
ent precedence relations to which the above value can be 
applied, and an effective new algorithm to minimize mean 
weighted flow time with precedence restrictions has been 
developed.
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2. 3 SEQUENCING A SET OF JOBS TO MINIMIZE THE SUM OF 
 SEQUENCE-DEPENDENT SETUP-TIMES WITH PRECEDENCE 
RESTRICTIONS 
2.3.1 Problem Statement 
        This section considers the case in which the setup-
time is sequence dependent---and the jobs have required 
precedence relationships. In fact, there are many situa-
tions in which the variation of setup-time with sequence 
provides the dominated criterion for evaluating a sequence. 
Suppose there is a facility which operates on one product 
at a time, but on distinctly different products in sequence. 
Certain jobs can have similar setups so that changing from 
one to another is simply a matter of adjusting stops and 
perhaps changing tools. The other jobs on the same facility 
could require an entirely different setup. Let the jobs be 
indexed by i = 1, 2, ... , n. The precedence relationships 
among the jobs are displayed on a precedence diagram and are 
represented analytically by the fundamental matrix L
0.Notation 
s (i,j) represents the times to change over fro
m job i to 
job j. Setup-times between all possible job pairs 
are pre-
sumed known. When the jobs have r
equired precedence rela-
tionships, s (i,j) is given to an ord
ered pair whose transi-
tion is possible. These s (i
,j) form a matrix. The matrix 
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is generally nonsymmetric, for the time to change over from 
job i to job j is, in general, different from the time to 
change over from job j to job i. In what order should the 
jobs be performed to minimize the total setup-times consumed 
without breaking required precedence  relationships. A solu-
tion to the problem, i.e., a linear sequence is given by a 
set of (n-1) ordered job pairs, e.g., 
r = (1,2) (2,3) ... (n-1,n) 
        The value of a solution r , is the sum of the matrix 
elements picked out by n and will be denoted by z(s) 
         z (7)= s(i,j) . 
                (&,JEr 
Sequence r always picks out one and only one value in each 
column and in each row without breaking required precedence 
relationships. 
        The problem reduces to the traveling salesman problem 
if it does not have required precedence relationships. The 
traveling salesman problem is noted for its difficulty which 
is entirely computational, since a solution obviously exists. 
In recent years a number of methods for solving the traveling 
                                         5)-17) 
salesman problem have been put forward ' 
        The problem is more difficult than the traveling 
salesman problem since it has required precedence relation-
ships in addition to the difficulty of the traveling salesman 
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problem. 
         In case of the traveling salesman problem which has 
no required precedence relationships there are  (n-l): possi-
ble sequences, assuming that the beginning job (i.e. city) 
is fixed, while in the problem tackled in this section, only 
some of these (n-l): possible sequences will be feasible 
because of required precedence relationships, as discussed 
already in Chapter 1. This fact should be used to reduce 
computational efforts to find one or more optimum sequences 
which must give minimum time. Based on the fact, two effec-
tive algorithms, computationally feasible, will be formulated 
in the following. 
2.3.2 The Two Algorithms 
        The algorithms are based on the Branch and Bound 
approach. The practical success of applying a branch and 
bound approach to solve an actual combinatorial problem 
depends considerably on exploiting the special structure of 
its model. 
        The basic idea of the algorithms developed in the 
following is to break up the set of all linear sequences into 
smaller and smaller subsets without disturbing required pre-
cedence relationships and to calculate for each of them a 
lower bound on the time of the best linear sequence therein . 
Two main problems are how to break up the set of alllinear 
                             - 62 -
sequences without violating the precedence relationships and 
how to get for each subset of linear sequences a good lower 
bound which is hopefully close to the time that the best 
linear sequence in that subset has. Two algorithms will be 
developed in the following, to one of which the consideration 
of  getting a good lower bound is given more weight than that 
of not disturbing required precedence relationships and to 
another, vs. 
        The algorithm will simultaneously be explained and 
illustrated by a numerical example. It is shown in Fig. 
2. 11.(a). The fundamental matrix Lo with setup-times is 
given in Fig. 2. 11_. (b). The numbers written in quarter-
circles made at the southeastern corners of the boxes of rows 
and columns show the setup-times. 
        (1) Algorithm 1.
        In this algorithm the consideration of not violating 
required precedence relationships is given more weight than 
that of getting a good lower bound. The characteristics of 
the algorithm are as follows : 
(i) Sequential multiplication applies correspondingly to 
    the process of branching. 
  (ii) Obtaining lower bounds is based on the assignment model 
    optimization. 
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         It is necessary to employ•the notation of a partial 
sequence, which was defined in Chapter 1 as a sequence  of 
less than n distinct jobs, starting with job 1. Extending 
a partial sequence from job i, which is the last job in the 
partial sequence, to job j is subject to sequential product. 
        The process of branching which splits the set of all 
feasible complete linear sequences into disjoint subsets 
which indicate partial sequences will be represented by a 
tree-like diagram as illustrated in Fig. 2. 12 : The knot 
"1 represents the set of all feasible linear sequences. 
Consider how much time is necessary to complete all of the 
jobs without violating given precedence relationaships. The 
time, which is called lower bound on time, may be obtained 
by reducing rows and columns in Lo . The process of subtract-
ing the smallest element of a row (column) from each ele-
ment in the row (column) will be called reducing the row 
(column). By this operation, each row and each column in 
Lo has non-negative elements and at least one zero as far as 
setup-times are concerned. This transformed matrix is 
called the reduced matrix of Lo and denoted by L1 . In what 
follows, reduced matrices which give only setup-times for the 
sake of convenience are shown by —notation -L with its suffix . 
The reduced matrix for Fig. 2. 11 is shown in Fig .2.15. 
However, maximum independent 0 's can not always be obtained 
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 Fig.2.11 . (a) Precedence diagram.
(b)
L.=
 Fundamental matrix with setup-times.
Fig.2.12. Illustration of a 
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tree-like  diagram.
by this operation, as is easily understood.It means that 
it might be possible to have a higher lower bound.It is 
hopeful to have as high a lower bound as possible so that 
the algorithm  willconvergesquickly, disregarding calculation 
time. By the assignment model optimization maximum independ-
ent 0' s can be obtained. Fig. 2. 14 is obtained by apply-
ing the assignment model optimization to Fig. 2. 13. The 
transformed matrix is denoted by Li with ' ' ' . The knot 
7
1 has a lower bound 1(P1) on the optimal value of the 
objective function. In the example, summing up the reduced 
constants used for reducing the matrix and for obtaining 
matrix independent 0's by the assignment model optimization, 
results in 
1(r1) = 11+5+6+20+15+29+8+7+2+4+5+18 = 130 
The next operation is to check by sequential product whether 
or not the solution of the assignment model optimization 
satisfies the required precedence relationships. If it 
satisfies them, it surely is an optimum solution .
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1 2 3 4 5 6 7 8 9 10
1 0 77
2 48 1 0 6 0 87
3 0 91 23 88 18
4 0 4 4 69 54 50
5  i 46 0 4 59 52 3
6 52 54 0 69 0 34
7 60 74 22 0 75 49
8 35  0 0 56
9 59 0
10
 Fig.2.13. Reduced matrix of Lo : L1 .
1 2 3 4 5 6 7 8 9 10
1  (0) 59
2 48 1 (0 ) 6 0 87
3 0 73 5 70 (0)
4 (0) 4 4 69 54 50
5 64 (0 ) 4 59 52 3
6 70 54 0 69 (0) 34
7 78 74 22 (0 ) 75 49
8 35 0 (0 ) 56




. Transformed matrix by 
  optimization : L1' . 
- 67 -
the assignment model
 In the example, the solution is 
 n = 1.2.3.4.5.6.7.8.9.10  . 
 This 7E is not feasible. Therefore-, it is necessary to make 
 branching from knot `[.'. Knot '(xl, xi)' represents the set 
 of all complete linear sequences composed from a partial se-
quence from xl to xj . The number of the knots branched from 
'I'
1' is equal to that, of the jobs capable of direct transition 
from x1-The cardinal number of the set represented by ' (xl ,xi)' 
denotes the total number of all complete linear sequences pro-
 duced from partial sequence r (xl, xi) . Therefore, the 
 sum of the cardinal numbers of the sets represented by the 
 knots after branching is equal to the cardinal number of the 
 knot before branching. This means- there is no sequence lost 
 by branching. At any stage of the process of branching,the 
 union of the sets represented by the terminal knots, which 
 are defined as the unbranched knot, is the set of all feasible 
 complete linear sequences. 
 Suppose that the direct transition from xl to xi is possible. 
 Then, the lower bound l{(x1, xi)}, which knot '(x1, xi) will 
 have, gets an increase of the time from xl to xi in matrix 
 Li i.e., S , xi), in addition to 1(1'1) . Since the 
 job pair (xl, xi) is now committed to the sequences, row x1 
 and column xi are no longer needed and are deleted from L
11. 
 If c(i,p) in row xi and in column p does not satisfy the 
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following condition  : 
      c(i,p)  E S {(xi, xi)} 
then the transition from x1 to x should be forbidden for it 
would create an infeasible sequence.Therefore, set 
          s ,(i,p) = 
4 
The resulting (n-1, n-l) matrix is transformed to the reduced 
matrix L2(xi), and then by the assignment model optimization 
L2'(xi). The sum of reducing constants, RL1(xl,xi), used 
for reducing the matrix and for obtaining maximum independent 
O's by the assignment model optimization also increases the 
lower bound. Therefore, 
l {(xi, xi)}= l (ri) 45L, (xl, xi) +RL~ (xi, xi) 
In general there are more than one jobs which are reached by 
direct transition from xi . The lower bound for each of 
them must be calculated in the same manner. The partial 
sequence (xi, xi) which has the minimum lower bound among 
these is selected • There is no guarantee of the optimality 
of the complete linear sequence whose part is a partial se-
quence (xi, xi), but, at this step, (xi, xi) has the highest 
possibility of going to the optimum. 
        For the example, the jobs which are reached by direct 
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 transition from 1 are 2 and 3. Deleting row 1 and column 2, 
or row 1 and column 3, from L1' and applying_ the assignment 
model optimization to them result in L2,2, , L2,3, respec-
tively as shown in Fig. 2.15. Notice that the times in row 
2 and in column 5,6,7 and 8 in L2,2, , and the time in row 3 
and in column 4 in L 2, 3, are set to 00 . 
l (1,2) = 157 













6 7 8 9 10
2 21 (0)
3 99 5 92 (0 )
4 (0 ) 4 26 69 54 73
5 0 (0 ) 33 26 0
6 80 0 69 (0 ) 57
7 78 (0) 0 53 50
8 38 (0 ) 33
9 0 59 10
10
1 2 4 5 6 7 8 9 10
2 1 0 6 (0 ) 87
3 (0 ) 23 88 18
4 (0 ) 0 65 50 46
5 46 (0 ) 4 59 52 3
6 52 54 0 69 (0 ) 34
7 60 74 22 (0 ) 75 49
8 35 0 (0 ) 56
9 59 (0 )
10
 Fig.2. 15. L991and L 
   ,2,3 
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Checking the solution by sequential  product  makes it clear 
that it is feasible and therefore is optimal. The tree-like 
diagram is shown in Fig. 2.16. For reference, the tree-like 
diagram of the case in which the assignment model optimization 
is not used is shown in Fig. 2.17. 
        From the above discussion, an algorithm can be devel-
oped. 
        Algorithm 1  
Step 1-A. Construct the fundamental matrix Lo for the given 
set of jobs X = { 1, 2, ... , n1 . Make knot 'I ' in a tree-
like diagram. 
Step 1-B. Reduce Lo with respect to the setup-times and 
obtain the reduced matrix L1 • Apply the assignment model 
optimization to L1 and obtain L1' . Obtain the first solu-
tion, and calculate the lower bound, 1(J) Give the value 
to knot f  . 
Step 1-C. Check by sequential product whether or not the 
solution satisfies the required precedence relationships. 
If feasible, stop, since the solution is an optimal feasible 






Fig.2.16. Tree-like diagram for the example.
Fig.2.17.
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Step  m-A, m ) 2 . Extend the selected partial sequence n , 
from job i, which is the last job in is , to jobs j, which are 
reached from i by direct transition. Make branches of knot 
Step m-B. Perform for each of the jobs j the following (1), 
(h), and (iii) 
(i) Cross off row i and column j from the matrix Lm-1,i', 
where suffix (m-1) shows a matrix produced at step (m-1), 
and in addition to this, i should be added for distinction 
since generally more than one matrix are produced at step (m-1). 
(ii) If for c(j,q) in row j and in column q, 
             c(j,q) e S{ir} 
    then set S Lm-i , i (j , q )_00 
(iii) Reduce the matrix and obtain the reduced matrix Lm,j . 
Apply the assignment optimization model to Lm,j and obtain 
Lm,•f • Obtain the solution, and calculate the lower bound, 
47r(x1...xi.xj)} 
Z{1C(x1-.'xi•xi}=L{ir(xi...xi)}+SLm-li' (xi ,xj)+RL1 i(xi, . 
Give the value to knot '(i,j)' . 
(iv) Select the solution associated with the job pair (i,j) 
which.gives the minimum lower bound. 
Step m-C. Check by sequential product whether or not the 
solution satisfies the required precedence relationships. 
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(i) If feasible, terminate branching thereafter from knot 
 '(i,j)'. 
  ODIf the lower bound of knot '(i,j)' does-not exceed any 
  lower bound of the unbranched knots, stop, since the solu-
  tion is an optimal feasible sequence. 
® Otherwise, select the unbranched knot which has the mini-
  mum lower bound. 
® If the knot is terminated, stop, the solution is an 
   optimum feasible sequence ; 
® otherwise, go to step m-A. 
(n) If not feasible, go to step m A. 
 If the steps are carried far enough, an optimum feasible 
 sequence will eventually be produced. 
 (2) Algorithm 2 . 
                                                        14) 
         In this algorithm the value which Little et al 
 introduced is used 
0(i,j) = the time of the smallest- element in row i, exclu-
            ding s(i,j) + the time of the smallest element 
             in column j, excluding s(i,j). 
         In the tree-like diagram associated with Algorithm 2, 
 a knot either branches into two further knots
, or does not 
 branch. The knot containing (i ,j) represents all sequences 
 which include the job pair (i ,j), while the knot containing 
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(i,j) represents all sequences which do not. 
        In general, by tracing from a knot back to the start, 
it can be shown which job pairs are committed to appear in 
the sequences of the knot and which are forbidden from  appear-
ing. After branching according to the time, with the job 
pair having the smallest value being sequenced first, the 
lower bounds on the knot with the newly committed job pair 
and on the knot with the newly forbidden job pair, are cal-
culated. If the solution associated with the newly committed 
job pair satisfies required precedence relationships, it is 
unnecessary to branch thereafter ; Otherwise it is necessary 
to branch further. To do it without producing infeasible 
sequences, some logical operation is required. For this 
the following fact is effectively used : 
         "If there exists an arrow from a node , say. xP, to 
a node, say, xq in a subgroup, a direct transition from node xp 
to any node in other subgroups is not possible. Moreover 
a direct transition from any node in other subgroups to node 
xq is not possible." 
Either a job pair, or some of the job pairs which are commit-
ted to appear in the sequences of a knot may construct a 
subgroup. For the example, B(i,j) are given in Fig. 2.18 
for L1' shown in Fig. 2.14 . According to the time, the 
job pair (9,10) is picked up, and two knots, (9,10) and (9,10) 
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are branched from the start as shown in 
Fig. 2.19.  By selecting the job pair 
which are forbidden from appearing will
the upper part 




1 2 3 4 5 6 7 8 9 10
1  (0/8 59





73 5 70 (0 )0
4 (052 4 4 69 54 50










Fig.2.18. Calculation of 0 (i,j) for L1'  .
They are found by investigating 
of 9 and the directly following 
mental matrix as mentioned above 
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the 
jobs
directly preceding jobs 
 of 10 under the funda-
 r. 130 
 1 
    245130 
   9.109.10 
      214130 
    8.98.9 
                           189 
0157 
                                                                        optimum 
,r= (1.2).4.3.7.5.6. (8.9.10) 
   Fig.2.19. Tree-like diagram by the algorithm 2 . 
There is no job directly following 10. The directly preced-
ing jobs of 9 are found to be 4, 5, 6, 7, and 8 from the 
fundamental matrix. Since there are two precedence relation-
ships, 5 < 8 and 64=8  among the jobs 5, 6, and 8, the direct 
transitions from 5, and 6 to 9 become impossible. Changing 
the times from 5 to 9, and from 6 to 9, to co and applying 
the assignment model optimization to the resultant matrix 
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 results in Fig. 2.20.
1 2 3 4 5 6
7 8 9 10
(059 591
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5 64 (0 )5 4 59 52
6 70 54
00 (012




 Fig.2.20. Resultant matrix and 0  (i,j). Note the values 
            of (5,9) and (6,9) elements are set to oo. 
Since the solution by applying the assignixrnt model optimiza-
tion to Fig. 2.20 does not give a feasible sequence, more 
branching is required. Carrying branching far enough to get 
an optimum sequence, results in the tree-like diagram shown 
in Fig. 2.19. From the above discussion, another algorithm 
can be developed. 
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    Algorithm 2  
Step 1. The same as Step 1 of Algorithm 1. 
Step  m-A, m > 2 . 
 (i) Calculate B (i,j) for 0 elements in matrix Lm-1 • 
 Since only two matrices are produced at Step (m-1)-B, they 
 are denoted by Lm_i and Lm-1 . 
(ii) Pick up the job pair (i,j) which gives the minimum 
B (i,j). Branch from I'm_1, I'm=(i, j), andEn j). 
 (iii) Give the following lower bound to Im=(i, j) : 
l (rm) = l (rm_1) +6+ (i, j) 
Step m-B. 
(i) Cross off row i and column j from matrix Lm-1, • 
 (ii) Find the job pairs which are forbidden from appearing, 
and set the values associated with them to 00 . 
(iii) Reduce the resultant matrix and obtain the reduced 
matrix Lm . Apply the assignment model optimization to 
Lm , and obtain Lm'. Obtain the solution and calculate 
the lower bound, I(L) . 
l (TO= 1 (rm-1)+R. im_1(i, j) 
where, RLm_i(i,j) is the sum of reducing constants to 
obtain Lm' from Lm_1' . Give the value to knot 'Z(Tm)' . 
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Step  m-C. Check by sequential product whether or not the 
solution satisfies required precedence relationships. 
 (i) If feasible, terminate branching thereafter from knot 
D If the lower bound of r~ does not exceed any lower bound 
 of the unbranched knots, stop, since the solution is an 
 optimal feasible sequence ; 
® Otherwise, select the unbranched knot which has the mini-
 mum lower bound. 
    (A) If the knot is terminated, stop, the solution is an 
  optimum feasible sequence. 
    (B) Otherwise, let the knot be newly denoted by Ib,-1 
  and go to Step m-B . 
(n) If not feasible, go to Step m-A. 
Step m-D. 
 (i) Find the job pairs (i,j) which are committed to appear 
 in the sequence of the knot, and calculate the sum of the 
 times s(i,j), and cross off row i, and column j, associated 
 with the job pairs (i,j) : 
             s = E s(i,j)
(i, i)6 partial sequence of the knot 
(ii) Find the job pairs which are forbidden from appearing 
 in the sequences of the knot , and set the times associated 
 with the job pairs to cc . 
 (iii) Reduce the resultant matrix and obtain the reduc
ed 
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 matrix Lm  . Apply the assignment model optimization to Lm, 
 and obtain Lm'•.Calculate the lower bound 1(g) 
 l(Tm)= s + (the sum of reducing constants to obtain Lm') 
 Give the value to 'Tm' . Obtain the solution, and go to 
 Step m-C. 
         If the Steps are carried to a sufficient degree, an 
Optimum feasible sequence will eventually be produced. 
2.3.3 Discussions 
         The prcedence diagram shown in Fig. 2.11 has 246 
feasible linear sequences. The steps needed to obtain an 
optimum feasible sequence are two, and four by Algorithms 1, 
and 2, respectively. If the problem had no precedence re-
strictions,there would be more than 3,600,000 permutation, 
and therefore probably much more steps would be required to 
obtain an optimum permutation. To solve the traveling 
salesman problem by the branch and bound algorithm requires 
an extensive memory. The two algorithms introduced in the 
section needs somewhat less computational burden, depending 
on required precedence relationships, but requires some logi-
cal operation so as not to violate given precedence restric-
tions. ,The blocking of subsequences is a way of introduc-
ing the precedence restrictions into what is otherwise an 
assignment problem and is accomplished rather successfully 
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by sequential multiplication  in Algorithm 1 and by using the 
fact in Algorithm 2, respectively. From a point of view of 
logical operation for precedence relationships, Algorithm 1 
is more applicable and less burdensome, compared with 
Algorithm 2. Under loose precedence restrictions Algorithm 
2 may be more useful than Algorithm 1. 
2.4 SEQUENCING A SET OF JOBS TO MINIMIZE THE TOTAL 
     DEFERRAL COST ASSOCIATED WITH COMPLETION TIMES 
     WITH PRECEDENCE RESTRICTIONS 
2.4.1 Problem Statement 
         The problem is characterized as follows : 
There are n jobs, precedence relationships imposed on them, 
and a facility to process them. For each job i (i=1,2,...,n), 
there is a fixed processing time P1 that does not depend upon 
which jobs precede or follow the job on the facility . Associat-
ed with job i is a deferal cost ci(ti), where ti is the 
flow time of the job. It is desired to find a feasible se-
quence for the jobs such that the total deferral cost, 
n 
                       c. (ti) 
is as small as possible . 
         The problem discussed in Section 2 .2 is the special 
case of this : 
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      c.
1(t) =  u.t u.1z0 (i = 1,2,..., n) .     1^ 
2.4.2 Algorithm 
        In what follows, it is assumed further that the pro-
cessing-time of each job is 1. If-precedence relationships 
are not imposed on the jobs, then the problem reduces to an 
assignment problem and therefore it can be solved quite easily. 
If the jobs have required precedence relationships and defer-
ral costs are nonlinear but monotonically nondecreasing with 
time, and if max ci(ti) is to be minimized, then the problem 
can also be solved in calculation of polynomial order of n. 
But as far as the auther knows, no effective method for the 
above problem except a dynamic programming method which re-
quires about n2n arithmetic operations without regard to 
required precedence relationships has been proposed so far. 
In this section the problem is tackled by one of the previous 
methods. Since the processing-time of each job is 1, make 
an (n x n) square matrix and record ap,q in the column cor-
responding to the job q in the row corresponding to the com-
pletion time p of the job q . For the same precedence dia-
gram shown in Fig. 2.11, consider the deferral costs shown 
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Fig.2.21. Deferral costs associated with the completion 
          times of the jobs  .
        Since precedence relationships are imposed in  addi-
tion to the completion times of the jobs, Algorithm 2 is 
almost unapplicable. Logical operations for not violating 
precedence relationships are too complecated to be handled. 
        Sequential multiplication applies correspondingly to 
the process of branching when branching is required further 
after the first branching. The different consideration 
from Algorithm 1 should be paid to take completion times and 
required precedence restrictions into account simultaneously. 
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This is settled by introducing the concept of ' the degree 
of freedom ' that indicates the interval in which the com-
pletion time of a job appears. This point is the essential 
difference between Algorithm 1 and the algorithm developed 
in the following. The calculation of the degree of freedom 
of a job can be done by the following equation  : 
The degree of freedom of a job  = The total completion time 
of all jobs - the number of preceding jobs of the job - 
the number of following jobs of the job. 
For example, in the figure, jobs 1 and 10 have 1 degree of 
freedom since job 1 should be processed first and job 10 
last. Job 2 has 5 degrees of freedom since the preceding 
job of job 2 is 1, and the following jobs are 4, 8, 9, and 
10, and therefore 10 - 1 - 4 = 5 . The earliest completion 
time of job 2 is 2 and the latest completion time is 6 . 
        Since the process of branching follows sequential
multiplication, checking the decrease of degrees of freedom 
after branching can be restricted to the decrease of the 
degree of forward freedom. Suppose that (i,j) is selected 
as the i th knot and that after crossing off i th row, j th 
column, jobs hl, h2, ... , and hk are in the (i+l) st row. 
If there are precedence relationships among hl, h2, ..., and 
hk , then the following jobs among them can not be completed 
at time (i+  1) and therefore corresponding values are set 
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to  00 . By this simple operation checking the decrease of 
degrees of freedom is performed.Now the algorithm to solve 
the problem can be developed. 
     Algorithm 3  
Step 1-A. For a given preceslence diagram,_-calculate the 
degrees of freedom for each job in a given set of jobs 
X = {1, 2, ... , n} , and-then construct the deferral cost 
matrix Lo • Draw a knot Vf in a tree-like diagram. 
Step 1-B. Reduce Lo and obtain L1 . Apply the assignment 
model optimization to L1 and obtain L1'. Get the first solu-
tion, and calculate the lower bound /CM • Give the value 
to knot 'Ij' . 
Step 1-C. Check by sequential product whether or not the 
solution satisfies required precedence relationships. If 
feasible, stop, since the solution is an optimal feasible 
sequence ; Otherwise let ir = 1 (assumed that the first job 
to be processed is 1) and go to Step m-A. 
Step m-A, (m 2). Extend the selected partial sequence r , 
from job i which is the last job in r , to job j which are 
reached from i by direct transition . Make branches of knot 
' (m,j )' . 
Step m-B. Perform for each of the jobs j the follo wing (i), 
(ii), and (iii) : 
 (i) Cross off row m, column j from the matrix L
m-1,i' 
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where suffix  (m-1) shows a matrix produced at Step (m-1), and 
in addition to this, i should be added for distinction since 
generally more than one matrix is produced at Step (m-1). 
(A) Check the de-crease of the degrees of freedom for each 
job in the row (m+1). The jobs which can not be processed 
at time (m+l), set the values associated with them to co 
 (iii) Reduce the matrix and obtain the reduced matrixLm,3. 
Apply the assignment model optimization to Lm,j and obtain 
L' . Obtain the solution, and calculate the lower bound. 
   Give the value to knot '(m,j)'. 
 (iv) Select the solution associated with (m,j) which gives 
the minimum lower bound. 
Step m-C. Check by sequential product whether or not the 
solution satisfies the required precedence relationships. 
QiIf feasible, terminate branching thereafter from knot '(m,j)' 
 (i) If the lower bound of knot '(m,j)' does not exceed 
any lower bound of the unbranched knots, stop, since the so-
lution is an optimal feasible sequence ; 
(ii) Otherwise, select the unbranched knot which has the 
minimum lower bound. 
    (A) If the knot is terminated, stop, the solutions is 
       an optimum feasible sequence ; 
    (B) Otherwise, go to Step m-A. 
aD If not feasible, go to Step m-A. 
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 If the step are carried to aysufficient-degree, an optimum 
feasible, sequence will eventually be produced. 
„For the example shown in Fig. 2.21,Athe Application 
 of the)algorithm Step 1-A and1B results in an infeasible,solu-
 tion and therefore branching is needed..(The result of carry-
 ing out,branching,far,enough is_shown in;Fig„. rq 
                                                       27:1,mrtfl •/1qqA 
20(); qiBJdO                                                                               ma
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                   Fig.2.22. Tree-like diagram.
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 cessing-time of each job is not necessaril
y one, but an arbi- 
 tr-    aryinteger.              26),.,1-1,1C4(b:                  Lawler showed that th
e case in which no 
                                                                   lew$-)1rgurlstaif precedence relationshi
ps are imposed can,"il                                                  sometimes , be solved 
                            30ME f (A) by    ythetransport
ation algorithm. His method is 
not generally 
e J27  applicable at all . In what follows it Is gOin-g It-o'be shown 
                                     Li   that Algorithm 3 can be extended to-thiS:'Moregeneralcase 
                                   ,A-mq9J?o„)-crg,oldti,;6)1on                                                    1:easily
. 
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 Suppose thei total processsing-time for,performing all 
the jobs_ is n, and, make an ,.(n x, n). matrix. ._ Assign 
each job as manyfcolumns,\.as, the processing-time of the job, 
and as many rows as the difference between, the .earliest start-
ing time and the latest ,completion time. The earliest 
starting time is calculated by summing_ up the processing-times 
of -precedence jobs, the latest completion, time, the processing-
times of following_; jobs. .,. For instance if the processing-time 
of.a_ job .is 1, the_ earliest starting is k, the latest com-
pletion time i s.. 1, , then,- l - (,k - 1) } rows _,and i columns are 
assigned to. the ;_job. Deferral costs,_are written in the box-
es in, the last column of, i column from (k-1+Mt.h row to l th row. 
For each box having a deferal cost, assign 0 to the boxes_,-, 
which stand on.the diagonal from first to (i-1) st columns. 
The deferral cost matrix is prepared for the given, 
jobs in this manner. In order to obtain lower bound on times, 
the following assumption is established : In applying the 
assignment model optimization, suppose that a certain box is 
chosen as the completion time_ cif .a .;job. Then the 0's on the 
diagonal to the ,_box in the ,submatrix assigned to the job must 
always be chosen., Under this assumption the assignment 
model optimization might not be able to be completed, 
This does not cause, much inconvenience. In such a case hav-
ing ,a ,l  ightly worse ,,lower bound should satisfy. ., From the 
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above  discussion the algorithm to solve the general problem 
can be developed. But it is almost the same as Algorithm 3 
and therefore is omitted to avoid repetition. 
2.4.3. Discussions 
        The problem of sequencing a set of jobs to minimize 
the total deferral cost associated with completion times with 
precedence restrictions can be solved by a dydamic program-
ming approaching. The similar formulation as the formulation 
for solving the traveling salesman problem can be made, sub-
ject to precedence restrictions which are handled by-consid-
ering sequential product. The method developed in this 
section can handle more jobs than the dynamic programming 
approach can. It also makes use of the information which 
unassigned jobs have, while the dynamic programming approach 
does not, but uses only the information which assigned jobs 
have. 
2. 5 CONCLUSIONS 
         This chapter dealt with three sequencing problems 
whose objective functions are strongly related to minimizing 
the costs of inventory, facility utilization and lateness , 
respectively. 
        For the problem of sequencing a set of jobs to mini-
mize mean weighted flow-time with precedence restrictions
, 
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associated with minimizing the cost of inventory, several 
effective theorems were developed to reduce the existential 
range of optimum solutions. It is surmised that these theo-
rems should be used as far as they can apply and that if they 
are not applicable, given precedence relationships should be 
rewritten by adding more precedence constraints, whose tech-
nique is somewhat similar to the branch and bound technique. 
        For the problem of sequencing a set of jobs to mini-
mize the sum of sequence-dependent setup-times with precedence 
restrictions, associated with minimizing the cost of fa-
cility utilization, two algorithms were developed, to one of 
which the consideration of not violating given precedence 
relationships was given more weight than that of obtaining 
a good lower bound and to another, vs. Anyhow two algorithms 
are based on the method of establishing linear sequences, 
and the branch and bound technique. The first algorithm is 
more general subject to precedence relationships. 
        For the problem of sequencing a set of jobs to mini-
mize the total deferral cost associated with completion time 
with precedence restrictions, with the aim of minimizing the 
cost of lateness, it has been shown that the first algorithm 
for the second problem can also be applied to this problem 
with a slight modification. 
                            - 91 -
 CHAPTER 3 ESTABLISHMENT OF COMPOUND SEQUENCES 
3. 1 Problem Definition 
         The purpose of this chapter is to find a systematic 
method to establish all of the feasible compound sequences 
which are composed of feasible subsets of operations. In 
compound sequences a feasible subset of operations is assum-
ed to be performed at a time. Establishment of compound 
sequences of linear type can be done by using linear product 
which was introduced in Chapter 1. In this chapter the 
following method will be established for several reasons. 
         In order to establish feasible complete compound 
sequences, feasible subsets of operations will be produced 
as elements of compound sequences first, and then 
the systematic way of establishing all of the feasible com-
pound sequences in terms of feasible subsets of operations 
will be discussed. The main reason that the method will be 
introduccd is that the establishment of compound sequences in 
terms of feasible subsets of operations is more effective rather 
than that of compound sequences in terms of operations. Also 
various practical restrictions such as positional and combinat-
orial restrictions are easily imposed on subsets of operations, 
otherwise they are burdensome and difficult to be handled . 
       Mainly the following are considered 
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 (1) A feasible subset of operations and its precedence 
relationships. 
 (2) The suitable way of constructing feasible subsets of 
operations without overlapping. 
 (3) The systematic way of establishing compound sequences. 
After several definitions and notations are introduced, the 
first problem is tackled in Section 3.3 to develop a subse-
quential product. Based on the result of Section 3.3 the 
second problem is considered in Section 3.4 to introduce a 
combinatorial matrix approach. Moreover the consideration 
of minimum-time arrays  for compound sequences of overlap 
type results in the formulation of several effective theorems 
for finding minimum-time arrays in the section. Then in 
Section 3.5 the third problem considered is that of develop-
ment of subsequential multiplication. This leads to easy 
and systematic establishment of compound sequences. 
3.2 DEFINITIONS AND NOTATIONS 
        Compound sequences may be classified into the follow-
ing two types as illustrated in Fig. 3.1, according to the 
procedure of processing a subset of operations. 
 (1) Compound sequences of linear type 
        An individual operation in a subset of operations is 
processed one at a time. 








          a2 
x2 
a,• 
            x. S, a2
in a subset 
with other
 of operations 
operations in the
(a) time
                             (b) time 
Fig.3.1. (1) Compound sequence of linear type , 
                 (2) Compound sequence of overlap type.
Of course, type (1) can be said to be a special case of type 
(2). Establishment of type (2) is much more difficult than 
that of type (1). This chapter develops the common method 
for establishing type (1) and type (2). 
        The following definitions and notations are used in 
addition to those introduced in the previous chapters : 
x1> xj•There exists a precedence relationship between 
xi and x~ . 
xi / xj : There exists no precedence relationship between 
          xiand x~ 
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Transition of type 1  : If there exists an arrow from xi 
tox-j, the transition is called the transition of type 1 
and is denoted by ct(xi,x.) = I . 
Transition of type 2 : If there exists no arrow from xi to 
x.j,the transition is called the transition of type 2 and 
denoted by ct (xi , xj) = II . 
. P {xi} : _{x.(xi~x~,xi,x~EX 1. 
A set of operations which directly precede xi . 
. F { xi}: = { x. x.«x~,xi,xj6X}  . 
A set of operations which directly follow xi . 
. PA1xixxi,x. E X} . 
A set of all operations which precede xi . 
. FA{xi}:={x.x_< x.,x., x. EX} . 
           jI1J1 
A set of all operations which follow xi . 
• . A subset of operations. Subsets of operations of 
linear type make a one-dimensional array. Subsets of oper-
ations of overlap type, a multi-dimensional array. "Ar" is 
used to denote an explicit array if necessary. In case of 
multi-dimensions, a subset of operations arrayed in a row 
(column) is called a row (column) array and is denoted by 
c,(,tJ), In general the cardinal numbers of row arrays in an 
array are different, the subset of the operations which 
stand in the first (last) place in the rows is called initial 
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(last) column array. 
•  it (x.under Ar 
A subset of operations which can be processed next from xi 
which belongs to the last column array of Ar. 
The letter m represents the cardinal number of the subset 2, 
viz., the number of operations which construct 2i . 
In case of necessity for distinction, i may be added. 
In some cases, i represents the i th position of a compound 
sequence. 
• e. : A compound sequence. 
• m~i 
The letter m represents the cardinal number of the sequence 
`i , viz., the number of subsets of operations which con-
struct ei . In case of necessity for distinction, i may 
be added. 
• mei (,tr, 2.) 
The compound sequence of cardinal number m which processes 
from 21 to Am . 
• s{e} . 
A set of operations which are contained in B The letter 
e may denote either an operation, or a subset of operations
, 
or a compound sequence. 
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. vx(x e  S{B}) 
For x, the proposition : XE S{o } is valid. 
. t(0) The time necessary to process 0 . 
• t(xi...X.)in Ar : The time necessary to perform the row 
array (xi ... xj) in Ar.
3.3 CONSTRUCTION OF FEASIBLE SUBSETS OF OPERATIONS 
         First, construction of subsets of operations of 
linear type is discussed. 
3.3.1 Linear Type 
 (1) A subset of operations and its precedence relationships. 
A subset of operations is, in general, composed of operations, 
but an operation is also assumed to be a subset of operations 
for the sake of convenience. If the total number of oper-
ations is n, the total number of subset of operations is 
theoretically 2Ci = 2n-1. The feasible subsets of 
operations may decrease due to required precedence relation-
ships, various technological restrictions and so forth. In 
what follows, it is assumed that a transition from a subset 
of operations to another is possible only when it is not 
breaking the precedence relationship between two subsets and 
only after all of the operations of the preceding subset of 
operations have been performed. Under this assumption, the 
following subset of operations becomes infeasible, viz., 
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 the subset of operations on some of which precedence  rela-
 tionships are imposed through an operation that is not con-
 tained in the subset of operations. It must be crossed off 
from a set of feasible subsets of operations. The subsets 
 of operations which do not satisfy various other technologi-
 cal restrictions must be crossed off from the set of feasible 
 subsets of operations. 
          In what follows, a subset of operations and its pre-
 cedence relationships will be discussed, assuming that it is 
 feasible, and then how to treat other various technological 
restrictions will be considered. 
         In order to perform a subset of operations without 
violating given precedence relationships, all of the opera 
tions that precede each operation contained in the subset 
must be performed in advance. Hereupon the following defi-
nitions are introduced for a subset of operation 2 
• P{2}_ {xi lxi xk,xj,xkx.UP{xi}, xj42}(3.1) 
• F{A} _ {xil xi < xk, xj, xk LJ F{xi}, xi A} (3.2) 
xiC 
• PAM= {xjlxjE-JPA{xi}, xi42}(3.3) 
xie 
      •FA{A}= {xjlxie ~FA{xi}, xi 2}(3.4) 
 E P{2} represents a set of operations which directly precede 
the operations contained in 2 and which do not belong to 2 ; 
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F{2} set  'Of dPeratiOnS Which -direCtly fdllow the opera-" 
OinS ained4 in 42 'and -Whi Ch do not belong to2•I'.{2}'                                                       pA 
                       - a set df 'Operation's which preCede -the' operations contain-` 
ed in 2 - and which do not belong to A ; F::{2} , set of all 
                                                                                    „ operations which follow the operations 'Contained in 2-u and 
which 'do hot' belong to 2 respectively. 
6 ' The precedence 'relatiiinsliiPt of 2 can- be represented 
by P-0 1, F121 pApy, and -FA{21 .'P{2} reduces to 
C (1,j) in case of linear sequeriCe and is usually good enough 
to show the 'precedence relatinnShips df- 2 I 
In the abOite discussion, the feasibility of subset 2 
was as'suiiied.lc' Ned-W",' it' is time to clarify how to con'Struct 
                                       
, •:E: feasible SUbSet-S of'operations.1- 
- 
 (2) SUbsequential Product 
'It will be considered on What conditions an operation 
x is not Conealned in the subset can' be added to a 
subset of operations 
For an arbitrary operation xk contained- in m21' and - 
x .IJ 1L.rL a x t.em 11.F.3-f;e•ftr..Bliciul,33.1-:no -fit  J. 
(I) If there exists ' no precedence relationship between 
andx ‘: X7' can be addeetd'mli ana Make' a new subset' of 
operations' 18+12i, This is denoted by m2 
(II) If-therejexists a1precedence relationship between xk 
and x belOngs to either- FfmAi 
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that is, if xj does not precede or  follow xk indirectly 
through other operation or operations which are not contained 
in , xj can be added_ to m!~i , and makes a new subset 
of operations "qp, 
(III) Otherwise x cannot be added to 
This insists that x has a di,rect transitional, relationship 
with an operation in m2i if xj can be added to it. The con-
ditions on direct transition are represented by a fundamental 
matrix which wasintroduced inChapter1,.Directtransition- 
al relationships between an operation x~. , and an operation 
xk in "Qi will be represented by the fundamental matrix. 
For this purpose it is desired to fix the order of the opera-
tions in "a2i . It is also necessary for constructing 
feasible subsets of operations without overlapping. In what 
follows, it is assumed that the order of the operations in 
"'Ai i s subject to the order of their ranked numbers. Under 
this assumption, the operations directly transitionable from 
the last element in the permutation of ,a subset of operations 
are picked up from the fundamental matrix. Suppose that-the last 
element in Ni is xi . Row xi in the fundamental matrix 
shows the operations which directly precede xi,Fix.  
and the operations which have no precedence relationships 
withxi. Of all the operation directly transitionable .from 
xi , what operation can be added to make a new subset of 
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 operations ? After careful consideration, the conditions 
under which an operation can be added to  mAi are summarized 
 as follows : 
(I) If xi is included in S{mAi} , x. can not be added to mA 
 (II) If c(x., xj) = 0 , x~can be added to mAi , and makes 
 a new subset of 
1operationsm+12i' . In this case      P{m+1/li,}-P{m2i}(3 .5) 
(III) Let 
      c(x.,x.)-S{mAi}=c'(x.,xj)(3 .6) 
then if 0(x 1,xj)==0  , x~can be added to "Ai , and makes 
a new subset of operations m+12i, since the operations which 
must be processed earlier than x
jto process xare includ- 
ed in S{"'A} . In this case (3.5) also holds. 
(IV) Ifc'(xi,xj)O , and if 
  x(xec'(xi,xj)) < each of the operations included in S{m20 
(3.7) 
then x .can be added to m)i and makes a new subset of oper- 
     J 
ations. Relation (3.7) means that x . belongs to F{mAi} 
In this case, 
P{m+12,}= {xklxk>x1;xk,x1EP{mAi}Uc' (xi ,xj)}(3.8) 
(V) Otherwise, x~ can not be added to mAi 
Taking these into consideration and arranging the process of 
constructing a feasible subset of operations from lower to 
higher cardinal number with the fundamental matrix, results 
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         Now it is time to consider how to constructfeasible 
subsets of -oPerations .-sygtenidticaIly without overlapping 'by'1 
subseqnsential product. f 
 (3) Combinatorial matrix,S8S3 _tact- fa 
To congider' the' suhSeqUential product between "'Ai and 
x, systematically, a ccimbinatOrial7 Matrixi_ is introdhee'd, in 
 which operation Xi is arranged, in column, in the ranking: Order 
and a subset of operations 2i in- row. -i-efi91-.',1::Ar11° 
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 Fig.3.3. Precedence diagram. 
 Fig.3.4. Illustration of a 
                                         combinatorial matrix. 
Attention should be paid to prevent the same subsets of opera-
tions from being produced. For the purpose, only the sub-
sequential product between mdi and the operation x
~ whose 
ranked number is higher than the number of any of the opera-
tions which construct should be considered. For the 
example whose precedence diagram is shown in Fig. 3.3, the 
combinatorial matrix lists operations 1,2,3,4,5, and 6 in row 
and in column according to their ranked orders as illustrated 
in Fig. 3.4. Then subsets of operations of cardinal number 
2, i.e., 22i, are constructed in the upper triangular matrix. 
Resultant subsets of operations are successively added in the 
extended rows. Then subsets of operations of cardinal number 
3 are constructed and so forth. In the figure, subsets of 
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operations up to cardinal number 3 are constructed.The 
first column shows the operations which must be processed 
earlier than the subsets of operations listed in the second 
column, called the precedence operations. The operations 
shown in the upperwestern corner in each row and in each col-
umn show the precedence operations associated with the subset 
of operations in the box. For example, look at the third 
row. The results of operations constructed from this row are 
2.3, 2.4, and 2.5. Their precedence operations are 1,1, and 
3 by equation (3.5) and (3.8). Now, look at the eighth row. 
The subset of operations listed in the row and in the second 
column is 1.2. Since the transitions from 2 to 3, and 4 are 
possible unconditionally, the subsets of operations, whose 
cardinal number is 3, 1.2.3 and 1.2.4  are  constructed,respectively.,,, 
Although the transition from 2 to 5 is possible subject that 
operation 3 is processed earlier than 5, subset of operations 
1.2.5 can not be constructed since the transition does not 
satisfy the condition. Subsets of operations of high cardi-
nal number are successively constructed in the same manner. 
 (4) A Subset of Operations and Other Restrictions . 
         From economical or technological point of view , vari-
ous other relationships are imposed on subsets of operations . 
They also reduce the number of possible subsets of op
erations. 
For instance, in assembly lines the processing -time given to 
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a station that performs a subset of operations is limited. 
These restrictions are also taken into consideration at the 
same time when the subsequential product of operations in a 
combinatorial matrix is considered. 
3.3.2 Overlap Type 
 (1) The arraying problem  . 
         In case of linear type, the array of operations in a 
subset of operations can be fixed according to their ranked 
numbers subject that the transition-time is sequence-indepen-
dent, while in case of overlap type, the array of operations 
in a subset of operations comes into question since the 
processing-time of a subset of operations depends on the way of 
arraying the operations in the subset. In what follows, 
subsequences which involve either preemption or inserted idle-
time are not considered. In what way multi-dimensional 
arrays should be obtained and an array which gives a minimum 
time, called a minimum time  array,  can be found ? Two proce-
dures can be considered to construct a subset of operations 
of overlap type : 
0) The first procedure pays much attention to the consider-
ation of precedence relationships. As an initial condition, 
the first column array is given and then operations are added 
to it successively without violating given precedence relation-
ships. The minimum-time array is determined among the 
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arrays which include the same operations.As its modifica- 
tion, if all of the operations which construct a subset of 
operations are first given, then the minimum-time array can 
be determined more easily. 
 ® It is well speculated that the number of feasible subsets 
of operations may be enormous as the number of operations 
increases. In order to reduce the total number of possible 
combinations, row arrays are first constructed as elements of 
multi-dimensional arrays beforehand and then they are combined 
without disturbing precedence relationships to construct multi-
dimensional arrays. The minimum-time array is considered at 
the time of combining row arrays. 
        In ® the consideration of precedence relationships 
is given more weight, and inthe consideration of reducing 
possible combinations. After careful consideration, it is 
concluded that procedure ® should be rejected. The demerit 
of procedure ® is that the logical operations to combine 
row arrays are too complicated to be handled due to required 
precedence relationships, and therefore require enormous memo-
ry. Since by this procedure arrays which include the same 
operations and which have different row arrays are produced
, 
finding minimum-time arrays is also troublesome . For this 
discussion, multi-dimensional arrays are constructed by proce -
dure ® in this dissertation . For the sake of explanation 
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 the modification of procedure  Q is adopted in the following . 
The difference of procedure Q and its modification is that 
 the latter requires easier comparison to get the minimum-
 time array. The operations of obtaining multi-dimensional 
arrays are the same in both the procedures. To obtain multi-
dimensional arrays by subsequential product using a funda-
mental matrix requires the following consideration , i.e., 
it is necessary to know the conditions of indirect transition . 
For the example shown in Fig. 3.5, the fundamental matrix 
with the conditions of indirect transition is given in Fig .3.6 
                    1 2 3 4 5 6 
1 2 3 4                                                             3,4)52,4) 6
                   -
©112 11)31)4 3,4)54),6 
©9~93.244)524)6 
©•4 2 33)5 46 
        5 246 
010O7633)5 
 Fig.3.5. Precedence diagram Fig .3.6. Fundamental matrix 
 with processing-times.
with the conditions of 
                                        indirect transition .
In the figure, the conditions of indirect transition are 
shown by drawing underlines. In case of multi-dimensional 
arrays indirect transitions are possible, and therefore the 
operations which can be added to an operation in the last 
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column array can also be added to any operation is the last 
column array. 
          In case of P -dimensional array, given p -dimensional 
initial column array all of the feasible subsets of opera-
tions can be obtained systematically using subsequential 
product in the following manner. The operations which can 
be added to the  i  th  row of the p -dimensional initial column 
array are the ones which are transitionable from the opera-
tion of the i th row of the p-dimensional initial column 
array and which require as precedence operations no opera-
tions except the p operations of the initial column array. 
Subsets of operations of high cardinal number can be obtain-
ed successively in this manner. But this procedure leads 
to a trouble of producing subsets of operations with over-
lapping. Avoiding this is the essential matter to con-
struct feasible subsets of operations. 
      The way to avoid overlapping. 
         Suppose that the rows in a combinatorial matrix are 
extended up to subsets of operations of cardinal number m . 
In the array Ar 1 — { •.. / p ... x / ... } , suppose z can 
be added to x. (each portion divided by / denotes a row 
array).Overlapping occurs if the row array p...x.z 
has been already constructed before in the steps listed 
before Ar 1. Therefore in this case the array 
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Ar  2=  {  /  p•••x•Z  / } should be rejected. By this 
consideration, overlapping of producing the same subsets of 
operations can be avoided and therefore all of the feasible 
subsets of operations are constructed. 
 (2) Minimum - time arrays. 
        In case of finding minimum-time arrays, the differ-
ence of procedure ODand its modification is that the latter 
requires easier comparison to get minimum-time arrays, but 
at the same time it requires that the operations which con-
struct a subset of operations should be fixed beforehand. 
To find minimum-time arrays there is no essential difference 
between these, and the same theorems to reject dominated 
arrays are used. In what follows, the modification of pro-
cedure iO is assumed for the sake of explanation. 
        What transitions are superior to others and what 
arrays dominate others should be considered in order to find 
effective theorems to discard inferior arrays. To answer 
the former results in the formulation of the following theo-
rem. 
Dominance Theorem 3.1 In a fundamental matrix, suppose 
that transitions from x to y, and from y to x are possible. 
If PA(x)EPA(y)and FA(x)FA(y), then the time 
of the row array which includes x.y does not exceed that of 
row array which has y•x . Therefore in this case x,y 
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dominates  y.x - 
(Proof ) F'
, (x)
 x . y.
------I





 FA  (y)
                       Fig.3.7. Proof of Theorem 3.1.. 
 This is the problem of possibility for row arrays x.y and 
 y.x to have shorter time in performing. First consider 
 the condition PA(x)E PA(y) . As shown in the-upper 
 part of Fig. 3.7, in order-to process x.y - (PA(y)-PA(x)) 
 should be performed by the completion time of x, while in-
 the lower part of-Fig. 3.7, PA(y) should be processed by 
 the completion-time of y. Therefore the array which includes 
x.y has the possibility of becoming more compact than 
 the one which includes y.x . The same argument can be ap-
plied to FA (x)aFA(Y) . II 
         The application of the theorem to a fundamental ma-
trix makes it easier to be handled. For example, Fig. 2.8' 
 resulted from Fig. 2.6. In the figure, the elements crossed 
Off by X are the ones deleted by the theorem. By the-appli-
 cation of the theorem it can not be said that the operation 
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which can be added to an operation in the 
can also be added to any operations in 
array. 
        Identification of dominant arrays
 next,
 last column array 








4) 5 2,4) 6
3) 5 2)_6 
     2) E 
3) _
Fig.3.8. Application of Theorem 3.1. 
 Dominance Theorem 3.2. In the array Ar3 = { /p...x/... 
/q...y/...}, suppose that z can be added to x and y and that 
t(p...x) > t (q...y). If x E c(y,z) , then the 
 array Ar 4 = {../p...x.z/.../q...y/..} dominates the 
 other. 
 (Proof) As illustrated in Fig. 3.9 (b) the broken line 
 portion becomes idle, while in (a) there is the possibility 
 that the portion can be used. Arrays (a) and (b) affect 
 thereafter the same way except the broken line portion. 
 Therefore array (a) dominates the other. 
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                             (a) 
            
~ I I 
 Q  ---y ~I 
        
I I               
I I 
            1II
                 I;j(b)
            'II
Q---y)1___ I 
  
I I ~             I I I 
                Fig.3.9. Proof of Theorem 3.2.
Corollary. In the array Ar 5 ={.../p...x/.../q...y/...} 
suppose that u and v can be added to x and y and that 
t(p...x)> t(q...y) . If either c(x,u)_ q5 or c(x,u) y, 
and if c(y,v) ~x, then Ar6 ={../p...x.v/.../q...y.0/..~ 
dominates the other. 
(Proof) The application of the same argument as the proof 
of Theorem 3.2 to illustrated Fig. 3.10 results in the corol-
lary.
    p---x 
 Fig.3.10. Proof 
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  1'  
1  1  
1 
  7vy 
       (b) 
u of the corollary.
 Dominance Theorem 3.3. Under the same assumptions as 
 Theorem  3.  2, if 11(x) under Ar 3 = it (y) underAr 3= z then 
Ar 7={..•/p•••x/•••q...y.z/...dominates the other. 
 (Proof) As illustrated in Fig. 3.11, only Z can be added 
 to y from the assumptions. Even if some operation can be 
 added to p...x.z as in (a), the portion of the bold bro-
ken line becomes idle. In (b) or (c) idle portions do not 




                                                   (b) 
--1  
((a) 
Fig.3.11. Proof of Theorem 3.3. and 3.4. 
Dominance Theorem 3.4. Under the same assumptions as 
Theorem 3.2, if ,a (y) under Ar 3 = z and ct. (Y,z) = I 
then Ar 8 ={.../p...x/.../q...y.z/...} dominates the other. 
(Proof) As illustrated in Fig. 3.11, array (a.) has the idl( 
portion shown by a bold broken line since the transition 
from y to z is type 1. Arrays (b) or (c) has the less idle 
portion than (c). Therefore Ar 8 dominates the other. 
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        To use Theorem  3.4 effectively the fundamental matrix 
should indicate which type transitions are. In Fig. 3.6, 
underlines are drawn to the cases of type I - 
Dominance Theorem 3.5.In the array Ar 9 ={••./P•••x.••z/.••/q.••y/...} 
suppose w can be added to z and y and that 
t(p...x) > t(q...y). 
If ,u(Y)under Ar9—{a,b,...c} and if c(y,a)3x,c(y,b)ax,•••,c(y,c)ex 
then the array Ar10={•••/p•••x...z.w/.../q...y/».}is dominated. 
     I—,. 


















                Fig.3.12. Proof of  Theorem 
(Proof) As illustrated in Fig. 3.12 
portion becomes idle. In the case 
the idle part of (b) is less than that 
(c), where ( ... z ) can be added to 
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       (a) 
(b) 
(c) 
      (d)
 l  2.9 
     the
there 
      (a). 
y .
bold broken line 
t(p...x)>t(q-.y)+t(w), 
   In the case 
w without idle
time, the idle portion of (c) is still less than that of (b). 
In the case (d), where  t(p...x)<  t(q..=y)+t(w),if (...z) 
is added to q ... y . w as in (c), less idle time is obtained. 
Therefore (a) is dominated. 
Dominance Theorem 3.6. Suppose that there are two arrays 
AT 11, and Ar 12 whose last column arrays are A, and /62, re-
spectively, and that 
S{Ar11}= S{Ar 12} and S{,6Y}=S{,B2} 
For the completion times of xi belonging to A1f and those of 
xi belonging to /92, if 
     t (...xi)inAr11<t(...x
i)inAr 12, 
then Ar 11 dominates Ar 12. 
(Proof) Self-evident . 
        By the theorems the existential range of the minimum-
time array can be reduced. Then, the minimum-time array 
should be found among resultant arrays. 
        In the final analysis it will be considered how to 
give initial column arrays. In a one-dimensional array, there 
is no problem since each operation can be an initial operation. 
In an p-dimensional array, p parallel operations should be 
given as an initial column array, but due to given precedence 
relationships, sometimes only less than p parallel operations 
can be found. In this case, the portion which has no opera-
tions as an initial operation becomes idle. On the other 
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hand, if there are conceivably more than p operations as 
initial operations in a subset of operations, there are many 
ways of choosing p initial operations. For this case the 
following theorem can reduce unnecessary inferior combinations. 
Dominance Theorem 3.7.Suppose that  in  a p-dimensional initial 
column arrays ,B3 and N4 , (p-1) operations are common to f3 
and N4 and that ,B3 has x which is not included in N4 , and 
that ,4 has y which is not included in . If t(x)>t(y) 
and if FA(x)3FA(y), then A dominates ,B4 . 
(Proof) This is to be proved later in Chapter 4. 
        For the example shown in Fig. 3.7, the minimum-time 
arrays are found in the following way. Suppose that subsets 
of operations of two-dimensions are constructed. The initial 
column array is {fl . By the subsequential product whose 
chart is shown in Fig. 3.2, four subsets of operations whose 
cardinal number is 3 are constructed as shown in Fig. 3.13.
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 Fig.3.13. Illustration of obtaining the minimum-time array. 
Since it(i) under { 2 } = {3,4  } , subsets of operations {3'2 }and 
{12..41 are constructed from {11  . Since /a (2) under {2 } = 3,4 , 
{2.3}and {2.4} are constructed. These four subsets are added 
to the extended rows.From {2•3} subset {N} is constructed 
since a(3) under {2'3}= and ,u(2) under {2'3}={4}. From {1.31, 
{N} is constructed in the same manner.From {2'4} in the third 
column, {12'4'3/and {U} are constructed. The former is inferior 
to{2:3}by Dominance Theorem 3.5 since /i(2) under {24'3}—{5,6}, 
c(2, 5)={3, 4} and c(2,6)={4}. 
The latter is also crossed off from consideration of avoiding 
overlapping. From {4.2} in the sixth column {2'4'6} and {2'416} are 
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  constructed,  wherelmeans operation 6 can be processed after 
  4 has been done. 
  The latter is crossed off by Dominance Theorem 3.2. The 
 former is also deleted from consideration of avoiding over-
 lapping since it (6) under {2'4's}=~, 
(2) under {2.4.6}- { 3 } and row array { 2.3} has been already 
 constructed. Now look at the row of {2,4} . Subset {2.4} 
 dominates {2.4.3} since u(1) under {2.4.3}= {3,6} and for 
 3 E u(1) by Theorem 3.4, and for 6 E u (1) [ note c(1,6) 4 2,4J 
 by Theorem 3.2. Subset {2.4} is crossed off from consideration 
 of avoiding overlapping. In the case of arrays {2.4I6} and 
{2.4.6} , the latter dominates the former. The latter is 
 also crossed off from consideration of avoiding ov
erlapping 
 since A(1) underf2 .4.6}= 3, u(6) under {2.4.6}=ci and 
 the row array 1.3 has been already constr
ucted. Even-
tually subsets of operations {2:4} and {2:3} are left as subsets 
of operations of cardinal number 4 . From these subsets of 
operations, subsets of operations of 
cardinal number 5 are 
constructed as shown in the fig
ure. Among these , 
11.1.5.61, {2.3.5.61, {2:L5.6}, and {216.51 are crossed off by 
Theorem 3.3 since they are dominated by {2:4:S}, 12.3•51' 
1.3.51 .4.5  2.4.6}, and{2.3.61 respectively. Subsets all} , }, and 
{1.3.5 2.4.6} are also deleted by Theorem 3.6 since they are 
dominated by {2.3.51 , and {2•31} , respectively. 
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In the final analysis, either  {21.5} or {ffl} will be the 
minimum-time array. After easy calculation, it is concluded 
that both of these are the minimum-time array. 
3. 4 ESTABLISHMENT OF COMPOUND SEQUENCES 
        The problem is to find collections of subsets of oper-
ations which satisfy the following three conditions : 
  (1) U 2i =x 
  (2) Ai fl A; = (i s ) 
(3) If x•1ES{2i}, x.ESP•} andX.4 x., then2i~~/. 
     J1J 
As has been discussed before, the concept of direct trans-
tion between subsets of operations is important for the estab-
lishment of linear sequences without violating precedence 
relationships. On the other hand for the establishment of 
compound sequences, the concept of direct transition between 
subsets of operations comes into question. For the former, 
c(i,j) represents conditions of direct transition, while for 
the latter, p{A} . Taking these into consideration and 
arranging
)the process for establishinga new compound sequen- ce mG
i(2,,2m) fromm-1Lti (n1, 2m-1) and Am without 
violating precedence relationships, results in the definition 
of subsequential multiplication whose flow chart is shown in 
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Fig.  3.14.
1










           Fig.3.14.  Subsequential multiplication. 
Box 1 checks whether Yx in S{Am} is contained in 
S {m-lEt (~~ ,2m } , Box 2 checks whether or not the 
precedence operations, ppm}, are included in 
(Ai, Am) } . If the answers of Box 1 and Box 2 
are "YES," then a new compound sequence is constructed. 
        The establishment of compound sequences is carried 
out in the following manner with subsequential multiplica-
tion. The subsets of operations which require no precedence 
operations are picked up first. They are denoted by X(l). 
Then the subsets of operations which require no precedence 
operations except X(1) are listed to construct compound 
sequences {X(1), X(2)} . The step is carried out successive-
ly. If 1Xl= n, all of the compound sequences can be 
obtained at most by n steps. 
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3. 5 CONCLUSIONS 
        This chapter introduced a method of establishing 
compound sequences. Compound sequences were considered by 
first constructing feasible subsets of operations, and this 
approach was found to be advantageous from the point of view 
 of being able to handle various technological restrictions 
and conditions otherwise difficult to formulate, to say noth-
ing of precedence relationships. It is also meritorious 
in that appreciable reduction in calculation times necessary 
for determining an optimum sequence was possible. From the 
viewpoint of the above method, subsequential product was 
introduced for constructing a feasible subset of operations, 
and to prevent the overlapping of a set of these subsets the 
combinatorial matrix approach was tried. Moreover consider-
ation of the problem of the minimum-time array for overlap 
type compound sequences resulted in the formulation of sev- 
eraleffective theorems. Then subsequential multiplication 
of subsets of operations was introduced for the establishment 
of compound sequences. This leads to easy, systematic 
establishment of compound sequences.
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CHAPTER 4 DECISIONS OF OPTIMUM COMPOUND SEQUENCES 
4. 1 TWO PROBLEMS 
        This chapter deals with the following two problems 
by the method of establishing compound sequences developed 
in Chapter 3. 
   (1) The problem of determining an optimum compound sequence 
which is composed of subsets of operations to minimize 
the sum of subset values associated with them having preced-
ence restrictions. 
   (2) The line balancing problem. 
        The first problem is going to be formulated to com-
bine desirable subsets of operations into a compound sequence 
to lend itself to designing transfer machines, etc. 
In view of one or more specified criteria, some value, term-
ed subset value, is given to each of subsets of operations. 
It is expected to minimize the sum of subset values associat-
ed with subsets of operations which construct a compound 
sequence. The algorithm similar to the one developed for 
the problem of minimizing the sum of sequence-dependent setup-
times with precedence restrictions is to be introduced for 
the  first problem in Section 4.2. 
        The second problem exists where a number of operations 
must be performed sequentially with certain constraints. 
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These constraints are concerned with the ordering of opera-
tions, the organization of the line, and the required produc-
tion rate. Given an output rate to flow from the line,  hoW 
can the operations be grouped and wholly assigned to stations 
so that a minimum number of stations are required ? By in-
troducing the concept of lower bound on idle time the problem 
is tackled in Section 4.3. The goal is first to develop an 
optimum procedure for the assignment, and them for large 
scale problems to develop an acceptable procedure using cer-
tain new problem-solving techniques. 
4. 2 DECISION OF AN OPTIMUM COMPOUND SEQUENCE 
      TO MINIMIZE THE SUM OF SUBSET VALUES WITH 
      PRECEDENCE RESTRICTIONS 
4.2.1 Problem Statement 
        The operations to be performed are identified by the 
integers X = { 1, 2, ... , n } . Subsets of operations are 
constructed from the set X . It is desired to combine 
desirable subsets of operations into a compound sequence. 
What subsets of operations should be used to complete the 
operations ? One or more specified criteria to evaluate 
subsets of operations could be combined into one criterion 
by giving weight to each of the criteria according to their 
importance. The resultant criterion is to be optimized. 
The value which is given to a subset of operations k is 
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• 
•
called a subset value, and is denoted by  r(Ai) . Therefore, 
the problem is to find, for a set of subsets of operations 
constructed from a finite set X, a collection of subsets of 
operations of X, satisfying the following three conditions : 
   (1) U 2i = X 
   (2) Ai Aj = 5 (iX1) 
   (3) If xS{2 }, yES{,fd and x-4y, then 
and minimizing the following function : 
   (4) Min I r(20 . 
4.2.2. Algorithm 
        A branch and bound approach is used in this section 
for the reasons that it can guarantee optimality, seems 
reasonable to program and is generally applicable. 
Furthermore, the Algorithm 1 developed in Section-2'.2 for 
the problem of sequencing a set of jobs to minimize the sum 
of sequence-dependent setup-times with precedence restric-
tions can, fortunately, be applied with amendments. Neces-
sary amendments are shown in the following : 
Linear sequence mr, (x
l,x)• Compound sequence,"Ly(21, 2m) 
Setup-time s(xi,xj)• Subset value r(2i) 
Fundamental matrix with.Table of subsets of operations 
 setup-timeswith subset values 
Reduction of matrices.Reduction of tables 
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 • Crossing off row  xi and • Crossing off subsets of 
   column x after selecting operations which include 
(xi, xj)some of xi, xj,..., xkc 
                                        after selecting subset of 
                                         operations 
                                       {x,i, x,...x } 
                                             k Reduction of matrices by assignment model optimization is not 
applied to the problem. 
         To avoid redundancy, the amended algorithm is illus-
trated by a numerical example. For the precedence diagram 
shown in Fig. 1.1, suppose that a table of subsets of operat-
ions is given as in Table 4.1. There might be more subsets 
of operations but anyhow suppose that feasible subsets of 
operations are only those listed in the table. The first 
column shows subsets of operations : the second, subset values 
; the third, reduced values ; the fourth, p{2J . Reduced 
values change according to the order of reducing. The reduced 
values in the table were obtained reducing in the order of 
operations 1, 2, ... , 10. The total sum of reducing cons-
tants is 1(f) = 283. After this problem statement, the 
amended algorithm is applied to the problem. The result is 
shown in Fig. 4.1. From the table, the subsets of operations 
which can be performed first are (1), (1,2), and (1,3) . 
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As to (1), the subsets of operations which include (1)  are 
crossed off from the table and it is reduced with regard to 
the resultant operations 2,3, ... , 10 in such a way that 
each operation can be processed with a zero reduced value. 
The result is shown in Table 4.2(a). As to (1.2) and (1.3) 
reduction is done in the same manner. The result of case 
(1.2) is shown in Table 4.20b). Since subset of operations 
(1.3) has the smallest lower bound, it is going to be branch-
ed further. Carrying out branching well enough to get an 
optimum sequence results in Fig. 4.1. The optimum sequence 
is E _ (1.3)(5)(2.6)(8)(4.7)(9•lo) 
Checking optimality is much easier in this case than that of 
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by lower bounds has smaller lower bounds than the lower 
bound of an optimum sequence. Branching these knots further 
is omitted for avoiding complexity since the order of subsets 
of operations in a compound sequence can be changed as far 
as given precedence relationships are not violated. 
        A large scale problem might require  compromise on an 
approximate solution which can be obtained by branching only 
in one direction and omitting to check optimality. The 
Algorithm 1 can extensively be used for the problem. It is 
quite interesting that different problems can be solved by 
the same way of thinking, which indicates that the way of 
thinking is quite useful.
4.3 THE LINE BALANCING PROBLEM 
4.3.1 Problem Statement 
         The manufacturing of a certain commodity is accom- 
plished by the use of a series production lines . The basic 
components of such a line are n indivisible
, elemental oper-
ations X = {1, 2, ... , n } for which the processing-times 
are assumed to be known constants
. These times are also 
assumed to be independent of the sequenc
e in which the opera-
tions are performed . The technology of such processes 
usually imposes a set of constraints
, called precedence rela-
tionships and zoing restrictions and 
so forth, on these 
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operations. Zoing restrictions occur when certain operat-
ions are physically incompatible and can not be assigned to 
the same station. A series production line is designed by 
aggregating elemental operations at work stations in such a 
way that these constraints are not violated. The time 
required by the station taking the longest to complete the 
operations assigned to it is called the cycle time of the 
line and is denoted by C. 
        Formally, the problem is to find, for a set of sub-
sets of elemental operations constructed from a finite set 
X, a collection of subsets of operations of X, satisfying 
the following four conditions  : 
   (1)  U  Ai  =X , 
(2) 2i n2j=(i 1) 
   (3) If x 6 S{Ail , y 6 S{2;} and if x 6y, then Ai < 2j, 
(4) t(Ai) <C. 
and optimizing some criterion. 
        The purpose of determining a sequence of a line is 
to expect to minimize the total cost necessary per unit. 
The cost items which affect the total cost include direct 
labor cost, inventory cost, facility cost, breakdown cost, 
etc. A number of approaches1 ) — 1 8)have been made to 
finding a solution that minimizes the total number of work 
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 stations in expectation of minimizing direct labor cost. 
 Although the objective function brings out a question, it is 
 of practical interest since there is no explicit criterion 
 which  includes  those  cost  items  simultaneously  so as  to  sat-
 isfy  the  aim  of  determining  a  sequence  of  the  line.  As  it  is 
not necessarily the only one that minimizes the total number 
 of work stations, those cost items could be considered after 
 as many sequences as necessary which minimize the total 
 number of work stations have been established. 
         From this discussion, in what follows an algorithm 
which raises the efficiency of the line by minimizing the 
total idle time will be established. 
         The difference between the time required by any sta-
tion to complete its operations and the cycle time is called 
the idle time of the station. It is conventional to take 
the sum of all station idle times (called total idle time) 
as a measure of the efficiency of the design of 
a line. 
A subset of operations which is performed at th
e i th station 
is denoted by 2iPi , where pi represents the dimension of 
the array and is omitted if not necessary
. 
' Processi
ng-time of Mi : r(AiPi)= t (x
k)(4.1) ke2iPi 
• Idle time of 2iP` : d (2
i") = pi -C _ z- (2iPi) (4 .2) 
The efficiency of the i th station E
i is as follows : 
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 T(AiPi) 
• Ei - X 100(%)(4 .3)        P
iC 
The efficiency of the line E is, 
     E2'-------Ei 
- N(4.4) 
assuming that the total number of work stations is N. 
Total idle time d is 
   d = Ed(AiPi)(4.5) 
Since Et(xi) is constant, to maximize the line effi-
ciency is equivalent to minimizing (pl+p
2+ ... +pi) • C or 
total idle time d. 
        In what follows, the algorithm will be established to 
maximize the line efficiency (4.4) first and them to minimize 
N so as to make the line as compact as possible. Since 
there are conceivably more than one combination which minimize 
N, to minimize N itself is not a good criterion. From a 
practical point of view, the array dimensions of the work 
stations are desired to be the same as far as a good balance 
is obtained. Otherwise the array dimension of the work sta-
tion which has a lower efficiency should be decreased. So 
the problem is to determine array dimension, which is deter-
mined by technological and economic restrictions. Therefore 
the main problem is to minimize the total idle time. 
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4.3.2 The Algorithm 
        The most proper approach to be taken in the first 
place, in order to solve a combinatorial problem, if a spe-
cial effective method can not be found, is to try to reduce 
by some methods the existential range of an optimum solution. 
For the purpose the following fact is effectively used  : 
         In case there are more than one subset of operations
which can be assigned to a  work station, if it can be conclud--
ed , without going any further-, that subset Ai must be at 
least as good as 2, , for the reason that if 2j yields the 
minimum number of work stations, and that 2i must do so also , 
then 2i need not be considered. The endeavor to make use 
of the fact results in the following theorem . 
Theorem 4.1 Suppose that an optimum partial sequence 
1e(2
1, 2,-1) whose subsets of operations are 21,22 ,—, 
         has been obtained already and that subsets operations 
Ai/ and diz can be assigned to the i th station . Let 
operations which are not common to 2
1and 2i2be x11 , x12, 
and x1 p ; and x21, x22, ••• , and x zy, respectively . 
Suppose further that there exist subs
ets of operations which 
do not includex2 1 , x22, , and xz q at all , but include 
some or all ofx 11, x12, , and x1pLet 2A be the 
set of such subsets of operatio
ns which wholly include all 
of the operations x
11, x12, , and xjp . For possible 
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  2A exchanging the operations  x11  , x„, •••, and x dA 
 and the operations x21 , x22, •••, and x29 , results in 
(1) a set of feasible subsets of operations, 
and
{r     (2) F{x21, x22, 'x29JElxl1, x12, ..., x1P} UFA{xjl, x12, •••, x1p} 
 then All should be assigned to the i th station. 
 (Proof) Suppose that a complete compound sequence has been 
 obtained by assigning to the i th station. Then the 
 operationsx11,x19,•••,x1and FA{x11, x12,•••, x1p} have 
 been assigned to the stations after the i th station. 
 From the conditions (1) and (2), the operations x21,•••, x29 
 and the operations ; , •••, x1p can be exchanged without violatin , 
 required precedence relationships and exceeding given cycle 
 time. That is, the sequence which assigns All to the ith 
 station can be always obtained from the sequence which as- 
signs2i2 to the same station. But the converse is not always 
 true. After all, if 2i1 and 2i2 which satisfy the above 
 conditions (1) and (2) can be assigned to the i th station, 
All should always be selected. 
         Notice that in this theorem the restriction on time 
 is not being expressed explicitly. The two rules, dominance 
and duplication, which Jackson pointed out in his paper 
are the special cases of this theorem. 
        For the example whose precedence diagram is shown in 
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Fig. 4.2, where numbers outside the circles represent 
processing-times, suppose that C  = 19 and that sequence is 
required to be of linear type. A subset of operations (1.4) 
is chosen as a set of the operations assigned to the first 
station. Then 75 subsets of operations can be considered 
as a set of the operations assigned to the second station. 
An application of the theorem results in 10 subsets of oper-
ations as shown in the second steps of Fig. 4.3. 
        By the theorem the existential range of possible 
assignments to stations can be reduced, but it is quite usual 
that for practical large scale problem the number of pDssible 
subsets to be assigned to stations become intractable. 
Therefore, consider the merits and demerits of selecting a 
certain subset of operations among subsets of operations as 
a candidate to be assigned to the i th station. This suggests 
investigating the influence of the selected subset on 
performing the unfinished operations, in reference to the 
other candidates. The previous theorem offers quite a use-
ful and effective means to cross off unnecessary candidates
, 
but has a limitation that it does not make use of the i
nforma-
tion effectively which the unfinished operations have . 
Ranked2)        positional weight techniqueby Helgeson and Birnie 
is one of the endeavors to make use of th e information. But 
the technique has , unfortunately, not succeeded in making 










































use of the information fully. 
        One method which utilizes the information almost 
perfectly is to calculate the  sum of the idle time which 
each unfinished operation requires at least. For this pur-
pose the concept of lower bound on idle time is introduced. 
        Suppose that a partial sequence (A1, Ai)has
been obtained. The lower bound on idle time which d(i (42q 
has is d' plus d " , where, 
   d' is the sum of idle times of iC(,1 2i), 
d" is the sum of idle times at least necessary to assign 
the unfinished operations to stations thereafter, 
d{ ie (21, Ai) } = d' + d'' 
The value d" of the selected sequence can be obtained by 
calculating for each unfinished operation the least idle time 
among subsets of operations which include the operation and 
which does not include any of the operations included already 
in 2, 2, •••, and Ai . On this occasion the following 
notice is necessary to avoid concurrence of summing the least 
idle times. That is, if some unfinished operation included 
in a certain subset of operations requires a positive idle 
time, then the idle times of the other unfinished operations 
in the subset should not be calculated any more. This con-
sideration might be ambiguous, but it is adequate for calcu-
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lating lower bound on time. For the example, Fig. 4.4 
shows the result of the combinatorial analysis of the result-
ant 10 subsets of operations in the second step of Fig. 4.3. 
        As there are conceivably more than one subset to be
assigned next to  Ai , the lower bound for each of candidates 
should be calculated in this manner. As the next assignment 
Ai, the subset of operations which has the minimum lower 
bound among these is selected.
 d 2 3 5 8 9  10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 2E27 2829 d' dj.aodldat„ 6 7
,4)
(2.)4) 1 x x 0
(2,3.9) 0 x x x 2 2 2
(2.5,15)0 x x x 2 2 2
(2,6, 9) 1 x x x 2 2 3
(2.8,12 0 x x x ir 1 0 1
(3.6) 0 x x 0 0
(3,8,9) 0 x x x 2 2 2
(5.9.11)0 x x x 2 2 2
(6,8.9) 1 x x x 2 2 3
(6,9.12)0 x x x 2 2 2
^ ^ ^ ^
             Fig. 4.4. Combinatorial analysis. 
Selecting it at this step because it has the highest possibil-
ity to yield the minimum total idle time does not assure 
 optimality- Therefore when total idle time exceeds an allow- 
able+ value afterwards, return to this step and reselect 
another subset of operations as the next assignment. In 
some cases there exist still several subsets of operations 
which have the minimum lower bound. In such cases, select 
one anyway preferably the one composed of a fewer operations 
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with strict precedence relationships. 
         For the previous example, subset of operations (3.6) 
is selected as the assignment to the second station. 
  (1) Flow chart of the algorithm. 
         From the above analysis an algorithm can be developed. 
The flow chart of linear type is shown in Fig. 4.5. Block 
1 constructs a set of feasible subsets of operations for a 
given precedence diagram and the cycle time. Calculate 
       dopt = Nnes•C —~'t (X.) (4.7) 
                       i=1 1 
where dopt is the total idle time allowed to an optimum 
sequence, Noes is the number of stations necessary to com-
 plete X ; 
      It(x) 
i  1 
Niles — (4 .8) 
Nnes can be determined from the desirable efficiency of the 
3) 
line . In case of overlap type , instead of (4.7), 
n 
    dopt (p1 ~pz+... I pN
ne3)• C —F.,t (x, )(4.9)   
i=1 
For the example , dopt = 5 • Block 2 lists the subsets 
of operations to be assigned to the first st
ation and arrives 
at List 1-A by crossing off unnecessary 
subsets of operations 
by the theorem. Block 3 selects as th
e assignment to the 
first station the subsets of operations 
which give the minimum 
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idle time in case List 1-A has 
operations. Block 4 checks if 
set of operations which give the 
answer is YES, go to Block 5 and 
operations. Block 6 checks if 
selected partial sequence has is 
If not, Block 7 sets
more than one subset of 
there are more than one sub-
 minimum idle time. If the 
 select only one subset of 
the idle time which the 
 less than or equal to  d0t.
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 d  opt = d opt + C . 
Block 8 to Block 13 makes a loop. Passing through the loop 
successively proceeds branching processes. Block 8,9,10 
and 11 correspond to Block 2,3,4, and 5, respectively_ 
They are also the same for overlap type. In case the sum 
of idle times d exceeds the dopt , the dimension should be 
decreased by one. Block 12 checks if the time which the 
selected partial sequence"+1 ( 2/> 2.„ ) is less than or 
equal to dopt . If the answer is YES, go to Block 13, 
which checks the completeness of the selected sequence. 
If the answer is NO, go to Block 8 and make further branch-
ing. If the answer is YES, stop, since the selected se-
quence is an optimum sequence. In Block 12, if the idle time 
of the selected sequence exceeeds dopt , go to Block 14, 
which looks for an unbranched sequence which has the sum of 
idle times which is less than or equal to d opt . If there 
exists such a sequence, select in Block 16
, among sequences 
which have the sum of idle times less than or equal to d opt 
and which have branched farthest , a sequence which has the 
minimum idle time. In case of overlap type
, select a sequence 
which has the minimum idle time among sequences which 
have the highest value of (p
1+ ... +pi) and which have idle 
time less than or equal to d opt • In Block 14, if there 
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Fig. 4.5. Flow chart.

exists no sequence which has an idle time less than or equal 
to  dopt, set dopt = d opt + C in Block 15. Block 16 
checks if there are more than one sequence which gives the 
minimum idle time. If the answer is zero, go to Block 17, 
which selects only one sequence. Block 19 checks if the 
selected sequence either in Block 17 or in Block 18 satisfies 
the completeness. If the answer is NO, return to Block 8. 
If the answer is YES, stop, since the solution is optimum. 
        An application of the algorithm to the previous exam-
ple shown in Fig. 4.2, results in the tree-like diagram 
shown in Fig. 4.3. The subsets of operations shown at each 
step are the ones which have not been crossed off by the theo-
rem. The numbers outside the boxes show the sum of idle 
times. Block 14 to Block 18 were not used for this example. 
 (2) Characteristics of the algorithm. 
        The characteristics of the algorithm are in elimina-
tion of unnecessary inferior subsets of operations and utili-
zation of the concept of lower bound on idle time. These 
can reduce the number of trial and error to find an optimum 
sequence and make up for the lack of criterion of assigning 
subsets of operations to stations. The algorithm can assure 
optimality and find alternative sequences if necessary. 
4.3.3 Discussions 
 (1) Evaluation of total idle time . 
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       The problem of applying the algorithm is how to deter-
mine proper cycle time and evaluate total idle time. The 
larger the scale of a problem becomes, the more total idle 
time should be assumed. 
       If an optimum sequence will be determined after con-
structing all of the feasible subsets of operations, then 
the total number of all feasible subsets of operations is 
another problem. The total number of all feasible subsets 
of  operations  depends on the number of operations, the pro-
cessing-times, given cycle times, required precedence rela-
tionships and so on. The total number of all feasible sub-
sets of operations for the previous example is 331 [Note : 
The example has about 1,800,000,000,000 linear sequences as 
discussed in Chapter 1] . There is no problem in the case 
of such a small-scale problem, but as is easily understood, 
the computation becomes intractable for large scale problems. 
The algorithm does not necessarily require that all of feasi-
ble subsets of operations be constructed . It is sufficient 
to make only desirable feasible subsets of operations if they 
cover all of the operations to be performed , and the algorithm 
can find an optimum sequence among them. 
  (2) Introduction of a time chart. 
        It is necessary to evaluate total idle time effective-
ly for a large-scale problem . One way of doing this is to 
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perform the following operation when the theorem can not be 
applied : Note that each operation included in a candidate 
to be assigned to a station has limited influence on the un-
finished operation from the viewpoint of line balancing. 
The solution is to restrict the calculation of idle time to 
the unfinished operations under the influence. Of course 
as estimation of  idle time becomes approximate, the convergence 
of the algorithm will become slow. 
        It is convenient to introduce a time chart to make 
a rough estimation of idle times of unfinished operations. 
In the time chart, the X-axis is taken in the direction of 
the time and is divided by cycle time C. Each operation is 
expressed in the time chart according to its earliest start-
ing time. For example, Fig. 4.6 shows a time chart after 
selecting partial sequence 7C = {(1,4), (3,6)} . In the 
figure, note that operation 17 is expressed after 6 in the 
second division since the precedence operations are 5,7, and 
8 and balancing 5,7, and 8 anyhow results in expressing 
operation 17 at least after 6 in the second division, but as 
to operation 28, the calculation of the earliest starting 
time is difficult. To take an easy way of calculation is 
to divide the sum of the processing-times of the precedence 
operations by C. This method is not accurate but the utili-
zation of a time chart itself is just an easy way of making 
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an estimation of 
compromise should
total idle time, and therefore the above 
 be admitted.
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good balance, they are deleted, otherwise they are combined 
with operations in other portions so as to have a better 
balance. Fig. 4.6 and Fig. 4.8.(a) and (b) show manner 
in which this is done. In Fig. 4.6, an optimum solution 
can, fortunately, be found quite easily by looking at it and 
performing calculations by trial and error. In Fig. 8 (a), 
and  (b) more calculation is necessary to know which of sub-
sets of operations (1,2,5) and (1,3,6) yields a better balance. 
For the purpose, cross off the operations which have 
good balance from the chart and check whether or not the 
resultant operations can have good balance. For the example, 
case (a) yields a good balance but (b) does not. 
     If both cases (a) and (b) do not yield good balance, 
either (1) allowable total idle time should be altered, or 
(2) the way of combining unfinished operations into good ba-
lance has been inefficient. For such a case , branch farther 
and decide which subset of operations should be taken . 
        For the example, subset of operations (1 ,2,5) is 
assigned to the first station since case (a) yields good 
balance. Continuing the necessary branching to obt
ain an 
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  Fig. 4.9. Tree diagram. The numbers outside boxes show 
             upper bound on total idle time. 
The optimum solution is 
e _ (1, 2, 5) /l48)(f11,1215 
 
, 19 
/f9, 13, 17, 22f20, 23, 25'\ 
110, 14, 18121, 24, 27(26,28) 
$y the method of introducing a time chart, upper bound on 
total idle time is looked for, that is , minimax strategy 
is taken since a sequence which minimizes upper bound on total 
idle time is sought. Therefore in case upper bound is equal 
to dopt , then there is no problem, but if it exceeds dopt , 
the checking of optimality becomes rather difficult. In the 
previous algorithm if it goes into box 15, that is, if dopt 
which was first set is not suitable and must be altered, then 
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the checking of optimality requires extraordinary pains. 
Therefore, for the previous algorithm it is essential to set 
proper  d  0  t • By introducing the time chart, d opt can be 
roughly estimated quite easily. 
4. 4 CONCLUSIONS 
    This chapter dealt with two problems which are encountered 
often in production lines : The problem of minimizing the 
sum of subset values with precedence restrictions, and the 
line balancing problem. 
        The algorithm similar to the one developed for the 
problem of minimizing the sum of setup-times with precedence 
restrictions has been proposed for the first problem. 
        The algorithm of the line balancing problem has been 
developed based on elimination of unnecessary inferior sub-
sets of operations and utilization of the concept of lower 
on idle time. 
By combining the two algorithms a more general line 
balancing problem to minimize the total cost necessary for 
manufacturing one commodity unit could be solved .
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PART  II
IN-PROCESS INVENTORY CONTROL 
            OF 




        The utilization of production lines associated with 
high volume production is a common characteristic of modern 
machine industry. The production line provides less flex-
ibility than the job shop ; however its advantages are less 
material handling, improved man and equipment utilization, 
reduction of inventory and time in process, flow-space saving, 
ease and simplification of production control-, etc. These 
advantages all help to lower production costs. 
        The complete specification of a production line de-
sign contains a rather large number of decisions and consid-
erations. The production line consists of a number of 
interconnected stations or stages (a stage : a group of sta-
tions) at which operations are performed on workpieces in 
order to convert the inputs to the system into outputs of the 
system. The operations in the system are performed by some 
equipment which is liable to failure or breakdown. Break-
downs must be repaired and production from the station is 
lost during repairs. By linking the stages to form a line, 
the efficiency of it is decreased significantly compared to 
the use of an individual machine with the consequence that 
if any one station stops, all other stations in the line are 
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forced to shut down.One way of improving the line efficien- 
cy is to provide buffer stocks between certain stages or 
sections of the line. A storage facility between two succes- 
sivestages is called a buffer. A group of stations locat- 
ed between two in-process inventory banks, but having no 
in-process inventory storage within the group is regarded as 
a stage. The in-process buffers decouple the production 
stages and diminish the forced down effect caused by stage 
breakdown. Such buffer storage occupies valuable space, 
the workpieces kept in it has high storage cost and associat-
ed with handling the unit into and out of these in-process 
inventory banks is the storage facility cost. The purpose 
of this PART  II is to give better guidance on how much inter-
stage storage capacity should be provided, what the effect 
of given buffer capacity on the line efficiency is , how the 
stages should be placed, and how to allocate the storage 
capacity among the stages 
        Each of the above decisions is subject to technical 
and economic constraints . Within them all of these deci-
sions should be made so as to maximize the profit m
argin 
realized from the line or minimize the c
apital expenditure 
and operating costs of the production li
ne. 
        It will be assumed throughout this PART TI that in -
process inventory storage can be provided in between some or 
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all of the stations of the production line. In general, 
in-process inventory storage has limited capacity for opera-
tional and economic reasons. It will be assumed further 
that the system is processing only one commodity. 
        The purpose of Chapter 5 is to gain insight into the 
problem on the role of buffer stocks in production lines 
and present the results of a theoretical study of the problem. 
 After reviewing earlier theoretical work on the problem, the 
formulation of the problem is given, and then a Markovian 
process model of production buffer systems is proposed. It 
is shown that the model is a useful tool to analyze the role 
of in-process inventory banks in production lines in improv-
ing the line efficiency. 
        A two stage line consists of two groups of stations 
separated by a buffer. The reasons for installing buffers 
can be illustrated most simply by considering two stages. 
Based on the analysis developed in Chapter 5 , for two stage 
lines Chapter 6 presents answers to the following : 
 (1) Should buffer stocks be used ? 
 (2) What is the effect of given buffer capacity on the line 
   efficiency, or on the number of mean buffer stocks ? 
 (3) What is the effect of variation of breakdown rates, 
   repair rates, or stage efficiencies ? 
After answering these questions, cost analysis of a product-
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ion line is made to help the system designer make a better 
decision so as to maximize the system profit. 
        From a computational point of view, three and more 
stage models tend to be intractable. This observation de-
mands other problem-solving procedures, one of which is com-
puter simulation. The obvious limitation of simulation is 
that it does not give mathematically proven solutions. 
However interpretation of simulation results with the aid of 
the results obtained in the previous chapters can provide 
significant insight into the behavior of multi-stage lines 
with buffers. Chapter 7 presents a very useful computer 
simulation model to investigate the behavior of production 
lines having any number of production stages, any size buffer 
inventory, and any breakdown time and repair time distribu-
tions at any stage. 
        Based on the simulation model developed in Chapter 7, 
Chapter 8 provides answers  for  'mainly the following questions 
regarding multi-stage lines : 
  (1) How are the effects of the number of stages on the re-
lationship between the line efficiency and buffer capacity ? 
  (2) How should given buffer capacity be allocated among 
the stages ? 
  (3) In which order should the stages be placed ? 
Thus, this PART If gives an exposition of in -process inven-
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tory control of production lines  .
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 CHAPTER 5 ANALYSIS OF THE EFFECTS OF BUFFER STORAGE 
           CAPACITY 
5. 1 INTRODUCTION 
        The purpose of this chapter is to gain insight into-the 
problem on the role of buffer stocks in production lines and 
present the results of a theoretical study of the problem. 
        A Markovian process model of production buffer sys-
tems is proposed, and it is shown that it is a useful tool 
to analyze the role of in-process inventory banks in produc-
tion lines in improving the line efficiency. 
       As to previous work on the problem, the work in queue-
ing theory by Hunt should be mentioned. He provided the 
initial studies on the behavior of the production line and 
analyzed the maximum utilization and expected number of units 
of a two-stage model under different assumptions with re-
spect to the storage size between the stages. For a review 
                                                     2) 
of earlier theoretical work on the problem see Koenigsberg . 
He quotes an unpublished study of the two stage line by 
Finch, who assumes that the breakdown rate of a forced down 
stage equals the breakdown rate of an operating stage . 
This does not seem to be a reasonable assumption . Others 
who have worked on the problem analytically are Morse 3) 
Elmaghraby, Buchan and Koenigsberg , Patterson 
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 7),  8) 
and Hillier and Boling These works have utilized for 
computational tractability the Poisson arrival and exponential 
service time assumption which does not represent, the major-
ity of actual automated production lines, and the results 
are, in general, limited to small production lines. Love9) 
analyzed a two stage line by coupling two backlogging models 
together. For the three stage model with exponential service 
            10) 
time, Hatcher has developed the closed-form expressions for 
the steady state probabilities. Models for more than three 
stages have caused considerable trouble since the effects of 
blocking of the system when one or more of the storages are 
11) 
full are difficult to formulate. Buzacott discussed the 
general effect of in-process inventory for automatic transfer 
                                 12), 13)14) 
lines. For related studies see Buzacott and Knott 
   15) 
Kay has described a case study of an automated bottling 
plant in a brewery. 
5. 2 PROBLEM STATEMENT 
        While production lines can take various forms, the 
following presents a picture of actual production lines : 
The line produces one kind of commodity, consisting of a 
number of stages at each of which an operation is carried out 
on a workpiece. The stages are arranged serially so that 
each workpiece enters the line at the same stage and trans-
fers from one stage to the next till it has passed through 
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the final stage. All workpieces begin to transfer from one 
stage to the next at the same instant. The interval be-
tween successive transfers is called the cycle time. There 
is always a supply of workpieces available to the first stage 
of the production line. The final stage will deposit the 
completed workpiece into a storage area which has an infinite 
capacity. Each storage point has a fixed capacity ; the 
capacity of the storage point between stage i and stage 1+1 
is denoted by  Ni while the total capacity of the (n-1) stor-
age points is denoted by N. 
         In the following analysis, unit production time, viz., 
cycle time is taken as a time unit, and transport time be-
tween stages is assumed to be negligible or subsumed by the 
unit production times. 
5. 3 DEFINITIONS AND ASSUMPTIONS 
         The performance of a.particular station or stage is 
described by whether it is : 
Operating : in working order and carrying out its fu
nction 
              [abbrev. 1] 
Broken down and under repair : Each stage in th
e line is 
subject to breakdowns which are random in both 
                occurrence and duration . These breakdowns 
               may be the result of a malfunction
, or time 
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                required to change or adjust tools
, settings, 
               and so forth [ abbrev. : 0 
Foreced down ( type  1 ) in working order but unable 
               to operate because it has no workpiece
               to process. The stage is said to be idle or 
               starved. [ abbrev. : I ] 
It is assumed that if a stage can not transfer it completed 
workpiece to the next station or has no place to eject it 
into the buffer store, then the stage holds the workpiece. 
Forced down ( type 2 ) the stage is physically able 
               to produce but it can not transfer its com-
               pleted workpiece to the next station or into
               the buffer store. The stage is then said to
             be blocked. [  abbrev. B ] 
The role that a buffer plays is to diminish or eliminate the 
transmission of forced breakdown by means of its storing and 
replenishing functions. Forced breakdowns transmit either 
forward or backward. Forward transmission occurs in the 
case in which a stage cannot operate because it has no work-
piece to process, and the forced breakdown of type 1 trans-
mission occurs in the case in which a stage cannot transfer 
its completed workpiece to the next station or into the buff-
er store, and the forced breakdown of type 2'transmits 
simultaneously to the preceding stages. The transmission 
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speed of the former, or conversely speaking, the buffer 
effect of the former, depends on the number of stocks pres-
ent in the buffer space. The transmission speed of the 
latter relates to the spare space in the buffer space. The 
stages under forced breakdowns of type 1 begin operating 
successively as repair of the broken down stage is completed. 
All the stages under forced breakdowns of type 2 begin operat-
ing simultaneously as soon as repair of the broken down 
stage is completed. 
        The following states describing the line  behavior 
are defined : 
 Up The line is considered to be producing whenever the 
      last stage is turning out finished workpieces. 
 Down Otherwise it is said that the line is down either 
        because it has had a breakdown or because some other 
        station in the line has a breakdown and the last 
         station is forced down. 
The efficiency and the mean buffer stocks are defined in the 
following way : The efficiency of the line is the proba -
bility that at the steady state the last stage is up
. The 
mean buffer stocks are the expected number of workpi
eces in 
the buffer space at the steady state
. 
        On the characteristics of breakdown and repair of the 
stages, the following fundamental 
assumptions are made : 
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  (1) On the characteristic of breakdown of the stages  : 
 It is assumed that the probability that the stage  i breaks 
 down in a cycle given that it was working at the end of the 
 previous cycle is 2i, which is called breakdown rate. The 
 breakdown rate of a forced down stage is assumed to be zero . 
(2) On the characteristic of repair of the stages : 
It is assumed that the probability that repair of the broken 
down stage i is completed in a cycle given that it was bro -
ken down and under repair at the previous cycle is Ai , which 
is called repair rate. 
 (3) It is assumed that the stage i does not hold its work-
piece when it is broken down. 
         In order to analyze the effect of buffer storage capac-
ity for the production lines satisfying the above assumptions, 
the problem might be dealt with by considering the number of 
buffer stocks as a state variable as a most convenient ap-
proach since the change of buffer stocks implies the change 
of the stage state. But, the probability that the number of 
buffer stocks changes cannot be fixed since the cause that 
the number of buffer stocks changes does not imply only one 
definite state change. Therefore, this approach can not, 
unfortunately, be adopted. In this presentation, the state 
of the line by (1,0,B,I) of each stage and the number of buff-
er stocks in each buffer will be defined. Also evaluation 
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 of the line by seeking the stationary probabilities at the 
steady state and calculating the line efficiency and the mean 
buffer stocks will be explored. 
 5.  4 ANALYSIS 
5.4.1 Efficiency of a Single Stage Line 
         There are two states for a single stage line, viz., 
an operating state, and a broken down and under repair state. 
As the stationary probabilities of the two states of the line 
in the long run are sought (the steady state) the initial 
 state of the line is immaterial.
A  LL
 IL 
  Fig. 5.1. Transition diagram of 
a single stage line. 
Fig. 5.1 shows a schematic transition diagram of th
e single 
stage line, where S1 and S2 show the states that th
e stage 
is operating, broken down and under repair
, respectively. 
Let r _ (7r1,2r2) denote the statio
nary probabilities of the 
states S1 and S2 . The matrix of transition probabilities 
assumes the simple from
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             2)  2+1=1 0<2<1 
  T=(5.1) 
u,11+1=1 0<,#<1 
where 0<2<1, 0<u<1, 2+7=1 and . 
Then, 
    1  d1(1-2u)` ( 2 —,ul          T =2
+u,uu2j—                     2+u`\u2) (5.2) 
where factors common to all four elements have been taken 
out as factors to the matrices. Since 11-2-uI<1 , the 
second matrix tends to zero as t—>0.  . Therefore, 
           1 tTt—2+,u(,u2)(5.3) 
For an arbitrary initial distribution 
7r(o) (7c;°), 9c2(o)) , IrP)+7c2(°)= 1 
7r(t) = lim 1C(0)Tt u .Z )
Therefore, the limiting probabilities of the states do not 
depend on the initial distribution. Eventually the efficien-
cy of the single line is 
     _ u _ 1(5.5)         E2
+u i+o 
where 40=2//L . 
How many cycles are necessary for the line to converge to 
the above efficiency ? It needs 66 cycles in the case 
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 A  = 1/200 and ,u = 1/20 , if the second term in equation 
(5.2) can be considered negligible when it becomes less than 
10-3 . This indicates that the line usually converges to 
the above efficiency quickly. 
        Now instead of the assumption (2) suppose that it 
takes a constant time r for the stage to change from the 
broken down state to the operating state. A transition dia-
gram can be easily obtained for this case by constructing 
instead of S2 the states S21 , S22 , ... , and S27- , and the 
line efficiency can be arrived at in the same manner : 
E = 1  1+2
r(5.6) 
       Assuming that the time necessary for the line to change 
from the broken down state to the operating state follows 
a normal distribution (u ,a ) results in the same.Consid-
er some long period during which the stage is operating for 
a total of H cycles. During the period the stage will b
e 
broken down for about 2H occasions . The total time that 
the stage is broken down in the period is expect
ed to be 2H7 . 
Hence the efficiency is 
      E = ----------_ 1  H
+ 2H7 1+2r ' 
which is the same as (5 .6) . 
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        This way of thinking is quite convenient and can 
also apply to the case in which there are n stages without 
buffers. 
5.4.2 Efficiency of a Two Stage Line 
 (1) N1 = 0  . 
There are six possible states which are illustrated in 
Fig. 5.2 for a two stage line without a buffer. 
 SI:I1I  I S2:  1 1  










The matrix of 
form :
T.
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Since the Markov process is normal,  there 
probabilities = (7r1.7 1.21 ••, 7r6 ) of 
and S6. The solution of the equation : 
7r=nT 
or6 
lrj =v.PYi,j=1, 2,...,6 
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   (5.8) 
   (5.9)
(1+401)(r -,01s2)+(1— 21)2,02r 
(1 - 21)2,612r
(1+,00 (r - Pis 2)+ (1- 21)2,02r 
,oi (r-p1s2)-21q
(1 +401) (r -,01s2)+(1- 11)2,02r 
P=1-(1-A1)(1-n2) , 4=(1-21)22 
r = 1—(1 Thai) (1 , s =p1(1—,a2)






The efficiency of the line is 
 (1-p) (r —pis2)          E —(5
.12)                  (1—,00 (r—^002)-E (1— 202,02r 
and the mean buffer stocks are 
M= 0 . 
        Assuming further that no two stages shut down simul-
taneously results in the reduction of the states from S1, S2, 
 ... , and S6 to S1 ,S2 , S4 , and S5 • The schematic 
transition diagram is shown in Fig. 5.3 . 















 diagram of states 
 the following form 1-2i 0 21 } 
1-21-22 22 21 
/2 1-112 0 
 0 0 1--/ti
 1-,1,  -,12
S1, S2, S4 and S5.
(5.13)
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Carrying out computation in the same manner results in 
        _   1-p     E-(1+,00+(1-21),02}(5.14) 
 M=0 
 (2) N1 E. (0,00) . 
First of all, consideration is given to what kinds of states 
and how many states are possible in a case where the buffer 
capacity is N1 . For the previous case in which the buffer 
capacity is zero, there are six possible states . When there 
are buffer stocks between the stages , the following stage can 
continue operating with the buffer stocks
, and therefore 
there are seven basic states which are schematic
ally shown 
in Fig. 5.4 . 
(i) (ii) ©E 
O 
(iii) © 0 (iv)[ B 0 I 
©N, 
            (v) 0 I (vi) 0 1 
(vii) 0 0 
     Fig. 5.4 . Seven basic st ates of                with buffer ca
pacity N1•two stage line 
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In general if a production line consists of n stages, the 
number of basic states of the line B(n) is given by the 
following : 
 B(n) = (4~/2 +1)(2+\/2)"-1-(4./-1  )(2 V2)n-1 • (5.15) 
 (Proof) Note that three states 1, B, and 0 are possible 
for the first stage, four states I, 1, B, and 0 for the 
second - (n-1) st stages, and three states I, 1, and 0 
for.the last stage and that combinations (B ,I) 
and (B ,1) are prohibited for two consecutive stages. Let 
B(n-1) denote the totalnumber of the basic states for an (n-1) 
stage line. Suppose that an n stage line consists of the 
(n-1) stages and in addition to them the n th stage . There 
exist at least 3 B (n-1) states since the stages I, 1, and 
0 can be added as the n th stage to each of B (n-1) states 
of the (n-1) stages. Now the (n-1) st stage can be blocked 
in the n stage line. In this case the n th stage is not 
operating. The above value 3 B(n-l) does not include this 
case. The state in which the (n-1) st stage is blocked and 
the n th stage is not operating can be added to each of 
B (n-2) states of the (n-2) stages. But the value B (n-2) 
does not include the case in which the (n-2) nd stage is 
blocked, the (n-1) st stage is also blocked and the n th 
stage is not operating. Continuing in the same manner 
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results in the following recurrence formula  : 
 B  (n)  =  3B(n-1)+B(n-2)+•••+B(1)+1 .(5.16) 
The value in the right hand side of the above equation corres-
ponds to the case in which the first - (n-1) st stages are 
blocked and the last stage is not operating. From (5.16), 
B(n)-(2-f)B(n-1)=(2+-/2){B(n-1)-(2--VDB(n-2)} 
        _• _ (2+\/2)"-2(3-2\12-) ,(5.17) 
where B(1)=2. From (5.17) the above equation (5.15) 
can be easily obtained. 
        Taking the number of buffer stocks into consideration 
in addition to the above basic states results in construction 
of various possible states. The case of a two stage line 
with buffer capacity N1 will be considered next. In Fig.5.4, 
the cases (i) and (v) in which the second stage is starved 
occur only when there exists no buffer stock . The case (iv) 
in which the first stage is blocked happens only when the 
buffer space is full of buffer stocks. The cases (ii), (hi), 
and (vii) arise no matter how many buffer stocks there are. 
The case (vi) also occurs no matter how many buffer stocks 
there are except for the case that the buffer is full of buff-
er stocks. Therefore, the total number of possible states 
is 2(2N1+3) for the two stage line case with buffer capacity 
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  N1 . It is quite an easy job to obtain th
e transitional 
  matrix of the case. For example , the possible states and 
  the transitional matrices for the cases of buffer c
apacity 1 
  and 2 are shown in Fig. 5.5 and Fig . 5.6, respectively . 
      s,:Os::Os,;©s,:Os::Os,:FriHEI 
        S, :ElO S5.OS.:1  B  0S,:11
.3  I J6•OS1:13 S8 'I B1 O  
V S,:I 0 II S9: 0EllS9: 0©S ,u: 0©S: 0E C
o)00 0 
s, :I 0 I 0 I s,o: 0 0s„:1 0 0 Is.: 0 0 S„: 0 0 C
o) 0 0 
         (a) Buffer capacity 1 (b) Buffer capacity 2 
 Fig. 5.5. Possible states of two stage lines with Buffers. 
' 0 ii 0 0 0 0 A, 0 0 0• 0 ,i, 0 0 0 0 0 0 A, 0 0 0 0 0 0 Li, 0 0 A,A2 0 A,IIx 0A,A, 0 0 X, A, 0 0 0 A,As 0 0 A,;I; 0 0 A,A: 0 0   0 0 a1X2 0 0 a^Az 0 A,A: 0A,Az 0 0 J,.4: 0 0 0 X'„i, 0 0 A,A 0 0 A,A, 0   0 A,pz 0 0 a,pz 0Ai /It 0 Alp, 00 0 0 a',A, 0 0 0 -A; A: 0 0 AiA, 0 0 At Az  0 0 A pz 0 0 i, pz 0 A, pz 0 A, pz 0 a, p: 0 0 0 A, iv: 0 0 A, p: 0 0 A1172 0 0 0 0 Po 0 0 pz 0 0 0 0 0 0 a,pz 0 0 0 A,p: 0 0 A,p: 0 0 A, IT: 0 
PI 0 0 0 0 0 µ, 0 0 0 0 0 0 a,p: 0 0 0 ;,N, 0 0 Aim 0 0 Ai-pa PiIz 0 0 p,A, 0 0 7,,7, 0p,A, 0 T= 0 0 0 pz 0 0 0 1-;:0 0 0 0 0 0 
Pik0 0 p,µ,0 0p,p, 0 p,p:0p, 0 0 0 0 0 0 0;740  0 0 0 0 
 0 pith 0 0 Piz 0 0 Eyps 0p,pz.p,as0 0 0 piAz 0 0 0p,a, 0 0,11•12 0 0 
0 AI: 0 0 O p,A, 0 00 74,12 0 0 p,A: 0 
p, p: 0 0 001140  0/71p20  0p,µ,0 0 
0 p,p: 0 0 0 p,p: 0 0 0 p,p, 0 0 p,/73 0 
. 0 0 p,p: 0 0 0 Ai; 0 0 0 p,ps 0 0 ',p: 
 (a) Buffer capacity 1(b) Buffer capacity 2 
Fig. 5.6. Transition matrices of two stage lines with buffers. 
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The objective of displaying these two cases is to show that 
construction of the possible states for the case of a two 
stage line with arbitrary buffer capacity N and its transi-
tional matrix are made systematically. After checking the 
normality of the Markov process and looking for the station-
ary probabilities 2r= ('r , 2V2, z4N+6) ' the line efficiency 
and the mean buffer stocks can be obtained,
For
N 
E= (1-2)( 1 ri+2+.7r2N+5+i ), 
i=0t=1 
   N
+NN-1 N 
         G        M= iXi+2+ 2' irN+3+i+N•7C2N+4+ 2' i7C2N+6+i+ E 7G3N+6+i 
t=1 t=1t=1t=1 
the case of buffer capacity 1, 
E(1) = (1- 21) (r2+7c3+7GS) 
          (1—p){(r—p1g2) u(14 P29v(1) Gel 9r }   -
(1+p1){ (r—p192) u(1)+ p gv(1)+d19r}+cc'1t (1-21)2pzr 
M(1)= 1 •7c3+1.7r5+1.7c6+1.7cjo 
Cli 9r+{ (1- A1)2r+pl,ut Gt2(1— A') }ct1 tp2— 
(1+py) { (r— p19 2) u (1)_,u29v(1)-I-crl gr} I t (1— 71)2p2r 
the value in the parentheses represent 











   (5.20) 
   (5.21) 
buffer capac-
(1+pi){(r-pls2) u(2)+/ 2qz(2)+,%i(Sgr+,uigt)I+cit(1—.i,)2 p2r ' 
algr{8+2-(1-21) Si)}- ,uigzv(1)-I-{ 2(1-21)2r+2pi,uLa2 (1-A')+(1-20puuau28 }altp2
(5 .22)
(1+pi) {(r—p, s 2) u(2)-I-,uz02)-4-ctl (Sqr+ /.e1 qt) }+at t (1-202P2 pz r
                  - 171 -
(5.23)
where 1-2i  
ai = 
2i 
              p1-/ti      Hi =
                t= Pl{92+051021itig2 = Ai+A2-21(A2+14.2) 
                                               (5.24) 
u(1)= 1 s • t 
r ' 
v(1) = 1 _ /if t  
= 1  J  Alu(1)+gv(1)l-1p 1-A11tJ1-2,1 t r J' 
u(2) =Js — .5122 17L(1)+ /11.5222                 I
192r J92r 
          v(2)={S— (1— -----22)}v(1)                    rJ 
The efficiency E and mean buffer stocks M of a two stage line 
can be expressed as functions of buffer capacity in this 
manner. 
         Given buffer capacity, breakdown probabilities, and 
repair probabilities, of a two stage line,looking for the line 
efficiency and the mean buffer stocks is to solve a set of 
simultaneous linear equations. In case of buffer capacity 
N, a set of simultaneous linear equations of (4N+6) variables 
must be solved. By FACOM 236-60, up to N=36 can be solved 
from the restriction 4N+6 150. If the line efficiency 
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for buffer capacity more than 36 is wanted, it should be ob-
tained by means of extrapolation. Therefore, the conclusion 
is that seeking line efficiency and the mean buffer stocks 
for a two stage line is an easy job. 
5.4.3 Efficiency of a Three Stage Line 
        First, consider how many possible states can be con-
structed. In general the total number of possible states 
for an n-stage line with  Ni buffer capacity between i th 
stage and (i+l) st stage (i=1, ... , n-1) is given by the 
following : 
    P(n) = 2(2N1+3)(2N2+3) ... (2Nn-1+3)(5.25) 
(Proof by mathematical induction) 
        Suppose that an n stage line consists of the (n-1) 
stages and the n th stage. Let PI(k), P1(k), PB(k), and 
P0(k) denote the number of possible states up to the k th 
stage in an n stage line when the k th stage is I, 1, B, and 
0, respectively. 
         Then, following expression is obtained : 
   P(n) = (2Nn_1+3) P1(n-1)+(2N2_1+3) P1 (n-1) 
+(2Nn_1+2)Po(n-1)+PB(n-1) ,(5 .26) 
where the coefficients of Pi (n-1) , P1(n-1), Po(n-1), and PB(n-1) 
are obtained by considering how the possible number is increas-
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 ed by adding I, 1 and 0 states as the n th stage to the 
 (n-1) stages when the (n-1) st stage is I, 1, and 0, respec-
 tively. By mathematical induction
, the following may easily 
 be shown : 
PI (n-1) _ (2N1+3) ••• (2N,3+3)-2 
        P1 (n-1) _ (2N1+3) ... (2Nn-3+3) • (2N.--2+ 1) 
                                                                                                                                                • Po (n-1) = (2N1+3) ••• (2Nn_3+3) • (2Nn-2+3)(5.27) 
P02,-1) _ (2N1+3) (2Nn_3+3) • (2Nn-2+3) 
By substituting these into (5.26), the equation (5 .25) is 
obtained. 
        Now, for a three stage line there are 2(2N1+3)(2N2+3) 
possible states from the above analysis. It is an easy job 
to seek the transition matrix for the case. In case of a 
three stage line with a buffer, the line efficiency and the 
mean buffer stocks up to buffer capacity of 12 can be obtain-
ed by means of FACOM 230-60. 
5. 5 CONCLUSIONS 
        The same argument can be applied to lines with more 
than 4 stages. Therefore, from an analytical point of view, 
it is an easy (but tiresome) job to obtain the line efficiency 
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and the mean buffer stocks for a line provided that the num-
ber of stages, the probability of breakdown, the probability 
of repair of each stage, and buffer capacities between stages 
are known. But from a computational point of view, the task 
becomes quite horrendous even by means of a modern computer 
as the number of stages and buffer capacity increase . The 
observation demands other problem-solving techniques, one of 
which will be designed and run in Chapter 7  .
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CHAPTER 6  OPTIMUM BUFFER INSTALLATION POLICY 
           FOR TWO STAGE LINES 
6. 1 INTRODUCTION 
         Based on the analysis developed in the previous chap-
ter, this chapter will address itself to mainly the following 
problems about two stage lines. 
 (1) Should buffer stocks be used ? 
 (2) What is the effect of given buffer capacity on the line 
    efficiency ? 
 (3) What is the effect of given buffer capacity on the num-
    ber of mean buffer stocks ? 
 (4) What is the effect of variation of breakdown rates with 
    identical repair rates ? 
 (5) What is the effect of variation of repair rates with 
    identical breakdown rates ? 
 (6) What is the effect of variation of stage efficiencies? 
6. 2 THE LINE EFFICIENCY CURVE AND THE MEAN BUFFER STOCK 
     CURVE AS FUNCTIONS OF BUFFER CAPACITY 
        In order to get a primary knowledge of the effects of 
system parameters on the line efficiency and the mean buffer 
stocks, first balanced systems( 21= A2 2, LLi=pz=/1, 
and thereforePi = P2 --=1)  ) are investigated and then un-
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balanced systems are  considered.  For 
the following qualitative adjectives 







  Table 6.1. Qualitative adjectives to express A, u, p. 
1/1 0 0 0 0-i—i1/1000a a.1/100E—> 1 /1 0 +—I.1. 0<
 A : very low  lir low  remedium 
I : --------- very low  x low - 
p : --------- very low  rc low _ 
6.2.1 The Line Efficiency fo 
        The line efficiency o
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Table 6.2. Efficiency of two stage lines with no buffer
 P 1/1000 more than 99 % 1/10 more than 80 %
1/100 more t han 97% 1/5 around 70 %
1/50 around 95% 1/2 around 50%





6.1. Effect of breakdown rates 
     of two-stage lines with no
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Fig. 6.2. Effect of repair rates on the line efficiency 
           of two-stage lines with no buffer. 
The effect of installing a buffer on such a line will be 
investigated in the following. 
 6.2%2 The Effect of Installing a Buffer Between the Stages. 
        The line efficiency and the mean buffer stocks of a 
two stage line with a buffer can be calculated by equations 
(5.18) and (5.19). Selecting as the values of Pt 1/1000, 
1/100, 1/10, 1/5 and 1, and choosing as the values of A 
and u the values shown in Table 6.3 and then calculating 
the line efficiency and the mean buffer stocks by the equa-
tions results in Fig. 6.3. 
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The curves which show the line efficiency, and the mean buff-
er stocks as functions of buffer capacity are termed the 
line efficiency curve, and the mean buffer stock curve, 
respectively. 
In the case (1), the efficiency increases by providing buffer 
capacity of 10, 20, and 30 are  0.01t(%), 0.05(%), and 0.06(%), 
respectively- The effect of improving the line efficiency 
is a result of the initial buffer capacity of 10, but the 
efficiency increase itself is quite low. 




Efficiency with Buffer Stocks
10 20 30 10 20 30B. R. R.R. P
(1) 1/10000 1/10 1/1000 99.78


















































































































































































The numbers of mean buffer stocks for buffer capacity of 10, 
20, and 30 are  4.77 (units), 9.46 (units), and 14.08 (units), 
respectively, and the mean buffer stock curve is almost 
linear. The case (2)-1, in which this time the repair rates 
are 1/10 instead of 1, shows almost the same tendency as the 
case (1). The case (2)-2 shows slightly better efficiency 
improvements but the increase is only 0.62 (%) by providing 
buffer capacity of 30, and also shows the same tendency as 
the cases (1) and (2)-1. It can be said for such lines that 
there is little hope of improving the line efficiency and 
that if efficiency improvement is still required, then a 
huge amount of buffer capacity must be provided. In the 
case (2)-3, the efficiency increases by providing buffer ca-
pacity of 10, 20, and 30 are 0.85 (%), 0.95 (%), and 0.97(%), 
respectively. The effect of efficiency improvement is due 
mainly to the provision of initial buffer capacity of 10. 
The mean buffer stock curve is markedly different from (1) , 
(2)-1, and (2)-2, and is concave. 
       The number of mean buffer stocks by providing buffer 
capacity of 30 is less than 6 (units) which is quite differ-
ent from about 14 (units) as has been seen in the cases (1)
, 
(2)-1, and (2)-2. It can be seen from the figure that the 
line efficiency curve becomes smooth as the mean buffer stock 
curve become smooth. This indicates that the repair rates 
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are so high that it is useless to provide a large amount of 
buffer capacity to such a line, although the breakdown rates 
are medium. From this indication it is surmised that it 
suffices for such a line to provide buffer capacity equal to 
eight times the mean repair time in order to bring about the 
effect of installing a buffer in case the breakdown rates 
are medium. Case  (3)-1 is similar to the cases (1) , (2)-1, 
and (2)-2, although the gradient of the line efficiency curve 
increases slightly higher. In the case (3)-2, the line effi-
ciency curve is concave and shows high efficiency increase . 
The increases by providing buffer capacity of 10, 20, and 30 
are 1.56 (%), 2.61 (%), and 3.34 (%), respectively. 
The value of efficiency in case of (3)-2, which has five times 
higher breakdown rates but five times lesser mean repair 
time than (3)-1, is greater than that of (3)-1 for buffer 
capacities more than 6. This means that an unsophisticated 
line that breaks down often but can be repaired in a short 
time may achieve higher line efficiency by providing buffer 
stocks than a sophisticated line that has reduced breakdown 
rates but required much longer mean repair time. The mean 
buffer stock curve of (3)-2 is similar to (1), (2)-1, (2)-2_, 
and (3)-1, and is almost linear. The mean buffer stocks 
for buffer capacity of 30 are around 14. In the case (3)-3, 
the efficiency increases by providing buffer capacity of 10, 
                            - 182 -
20, and 30 are 4.04  (%), 5.35 (%), and 5.95 (%), respectively. 
       The effect of providing a larger amount of buffer 
stock on improvement in line efficiency is marginal. Most 
of the efficiency is due to the provision of initial buffer 
capacity of 10. It can be said that it is sufficient to 
have buffer capacity equal to eight times the mean repair 
time in order to bring about the effect of providing a buffer 
when the breakdown rates are high, say, around 1/50. When 
it comes to the case (3)-4, buffer stocks are hardly saved 
due to the high breakdown rates of the two stages. The mean 
buffer stocks for buffer capacity of 30 are around 2 to 3 
(units), which is quite low. The efficiency improvement can 
not be achieved in this case. The stage efficiency of both 
the stages is 90.9 (%), but linking the two stages causes a 
remarkable efficiency decrease and gains only 78.6 (%) even 
by providing buffer storage. The effect of efficiency 
improvement is due mainly to the provision of initial buffer 
capacity of 10. From the viewpoint of efficiency, linking 
stages for such a case should be definitely avoided. 
       Case (4)-1 shows the same tendency as (1), (2)-1, 
(2)-2, and (3)-1. In the case (4)-2, the line efficiency 
curve is near linear and concave, which the mean buffer stock 
curve is similar to (1) , (2)-1, and (3)-1. In the case 
(4)-3, whose tendency is almost the same as (3)-2 , the effici-
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ency increases by providing buffer capacity of 10, 20, and 30 
are 2.34  (%), 3.98 (J), and 5.12 (%), respectively. Case 
(4)-4 shows almost the same tendency as (3)-2 and (4)-3. 
In the case (4)-5, whose breakdown rates are high and whose 
repair rates are also high, it shows the similar tendency as 
(2)-3,(3)-3, and (3)-4. The cases (5)-1 and (5)-2 show the 
same tendency as (1), (2)-1, (2)-2, (3)-1, and (4)-1 ; the 
case (5)-3, show the same tendency as (3)-2, (4)-2, (4)-3, 
and (4)-4, the case (5)-4, show the same tencency as (2)-3, 
(3)-3, (3)-4 and (4)-5. It suffices to provide buffer 
capacity equal to ten times the mean repair time in order to 
produce the effect of installing a buffer in case the break-
down rates are as high as 1/20 or higher than this. 
      From this investigation, the following two useful re-
sults are obtained. 
 (1) There are three kinds of line efficiency curves and 
two kinds of mean buffer stock curves in case of balanced 
two stage lines. In Fig. 6:.4 type E-1 represents the case 
in which the line efficiency curve is approximately linear 
at first then tends to turn to be smooth concave and finally 
converges to a certain value. 
       In such a line it is almost hopeless to improve the 
line efficiency by providing a buffer. Type E-2 is the case 












































Fig. 6 .3. The line efficiency curves 
    stock curves whose system 
    in Table 6.3. 
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and the mean buffer 
parameters are shown
For such a line the question of buffer capacity arises. 
Type E-3 shows the case in which at some initial increase of 
buffer capacity the line efficiency improves markedly, but 
thereafter the improvements get progressively smaller. 
The initial buffer capacity which brings about the remarkable 
efficiency increase depends on the breakdown rates and the 
repair rates of the two stages, but generally speaking, the 
initial buffer capacity should equal five times the mean 
repair time in case the breakdown rates are medium and almost 
eitht to ten times the mean repair time in case the breakdown 
rates are high. 
       i3 
         L1 1-21-3 
 Duffer CapacityBUSfl. C.p..ibHefter 0.5.4157 
        111 H~3 
                                           e.ff.r 0.5..152DUff.r0•50.152/afterC.p.117 
 Fig. 6.4. Classification of line efficiency curves and 
             mean buffer stock curves. 
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         The mean buffer stock curves which appear in Fig.6.3 
belong to either type  B-2 or type B-3 in Fig. 6.4. It will 
be shown later that type B-1 exists, but for the sake of con-
 sistency , type B-1 is explained here with B-2 and B-3. 
Type B-1 appears when the efficiency of stage 2 is lower 
 than that of stage 1. The mean buffer stocks increase line-
 arly as buffer capacity increases. Type B-2 shows the case 
in which the mean buffer stock curve is almost linear at first 
and then turns to be concave and finally tends to converge 
to a certain value. In the linear portion of the line the 
mean buffer stocks are about half of the buffer capacity. 
In case the mean buffer stock curve exceeds this half buffer 
capacity line, it tends to be of type B-1 and if the mean buffer 
stock curve goes down the half buffer capacity line , it tends 
to be of type B-3. Type B-3 represents the case in which 
at each increase of buffer capacity the rate of increase of 
the mean buffer stocks gets progressively smaller
, and the 
mean buffer stock curve tends to converge to a certain value . 
Cases (1), (2)-1, (2)-2, (3)-1 , (3)-2, (4)-1, (4)-2, (4)-3, 
(4)-4, (5)-1, (5)-2, (5)-3 in Fig. 6.3 belong to type B-2, 
while others, to B-3. 
       The line efficiency curves and the mean buffer stock 
curves for buffer capacities up to 35 have been prese
nted 
before. These calculations revealed that there ar
e three 
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kinds of line efficiency curves and two kinds of mean buffer 
stock curves subject that both the stages have identical 
system parameters. 
        In what follows, buffer capacity of 30 is taken as 
a measure to investigate the effect of installing a buffer 
since it suffices to get the line efficiency curve up to buff-
er capacity 30 in order to judge which type the two stage 
line concerned belongs to. 
 (2) Subject to the identical  p's of two stages, if there is 
no buffer between the two stages, sophisticated lines having low 
breakdown rates and long mean repair time have higher line 
efficiency than unsophisticated lines having higher breakdown 
rates and shorter mean repair time. But by providing a buffer 
between the stages, unsophisticated lines may have higher line 
efficiency than sophisticated lines. However, when it comes 
to cases such as (3)-4 and (4)-5 in Fig. 6.3 which have high 
breakdown rates and high repair rates, the line efficiency 
without buffer is constitutionally low, and therefore expect-
ed line efficiency improvement is hardly achieved even pro-
viding much buffer capacity. 
      Now, the line efficiency for buffer capacity of 30 will 
be investigated. The results are shown in Fig. 6.5, and 
Fig. 6.6. To compare with the case of no buffer, the cases. 
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of no buffer are shown by the broken lines, and the cases of 
having buffer capacity of 30 are shown by the solid lines in 
the figures. From the figures, it can be said that the posi-
tive effects of installing a buffer between stages are rela-
tively certain in case breakdown rates are high and the mean 
repair time is short. 
      Fig. 6.7 shows the effects of repair rates on the effi-
ciency increase by buffer capacity of 30. While, Fig. 6.8 
shows the effects of breakdown rates on the efficiency increase 
for buffer capacity of  30i From Fig. 6.7, the effect of 
providing a buffer is brought about in case breakdown rates 
are high. From Fig. 6.8, the buffer effect seems to appear 
mostly when the repair rates are around 1/10, although it 
depends on the breakdown rates. 
6.2.3 The Effects of Variation of Repair Rates with 
       Identical Breakdown Rates 
        Setting the breakdown rates to be 1/200, and changing 
the repair rates from 1/2 to 1/200 (Table 6.4.(a), and calcu-
lating the line efficiency curves and the mean buffer stock 
curves results in Fig. 6.9(a). As the value of A decreases, 
type E-3 [(1),(2),(3)1, then type E-2 [(4),(5)I and finally 
type E-1 [(6),(7)] characteristically appear. The efficiency 
increase resulting from providing buffer capacity of 30 gets 
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the maximum value  3.34 ('r) when the repair rates are around 
1/20. The mean buffer stock curve E-3 shows up, correspond-
ingly with line efficiency curve B-3 ; and E-2 and E-1 
appear, correspondingly with B-2. 
6.2.4 The Effects of Variation of Breakdown Rates with 
       Identical Repair Rates. 
        The results by setting the repair rates to be 1/20, 
and changing the breakdown rates from 1/2000 to 1/20 (Table 
6.4.(b)) are shown in Fig. 6.9.(b). As the value A increas-
es, type E-1 [(l),(2)] appears first and then type E-2 [(3), 
(4),(5),(6),(7)J shows up characteristically. In this case 
type E-3 does not turn up. The mean buffer stock curves 
B-1, and B-2 appear correspondingly with E-1, and E-2, re-
spectively. 
 Table 6.4. System parameters for variations of repair 
             rates (a) and breakdown rates (b). 
                    Conditions Effi— Efficiencywith Buffer Stocks  
            B.R. R.R. p ciency 10 r 20 30 10 20 30
(1)1/2 1/100 9 7.0 7 0.83 0.92 0.94 3 .4 5.2 6.0 
        (2)1/4 1/50 95.21 1.18 1.50 1.64 4 3 8.2 11.5
         (3)1/10 1/20 90.03 1.53 2.29 2.74 4.8 9.3 14.0 (





Efficiency with Buffer Stocks





97.07 0.8 3 0.9 2 0.9 4 3 .4
5.2 6.0




90.03 1.53 2.2 9 2.7 4 4.8
9.3 14.0
82.55 1.56 2.6 1 3.3 4 4.9 9.7
 .5
)  /2 0 1 /10
(5) 1/40 1/5 70.79
1.3 7 2.4 5 3.3 3 4.9 9.7
1 4.7
(e) 1/100 1/2 4 9.5 9 089
1.6 9 2.4 2 5.0 1 0.0 14.9
1/200 1.0 3 3.0 8 10.54 1.0 4
1.5 2 5.0 1 0.0 1 4.9
(7)
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6.2.5 The System Parameters Which Classify Line Efficiency 
        Curves into Three Types. 
         It was shown in the previous section that there are 
three kinds of line efficiency curves. It should be clari-
fied how the system parameters determine these three types . 
The previous data after classifying them into three types 
are plotted in Fig. 6.10. In the figure the abscissa  repre-
sents the breakdown rates, the ordinate, the repair rates. 
It can be said from the figure that type E-1 (.mark) shows up 
in case the product of A and u is less than 1/104, and that 
type E-3 (o mark) appears in case the repair rates are less 
than 1/10 and the breakdown rates are relatively high, and 
that otherwise type E-2 turns up. When a two stage line has 
breakdown rates 1/1000 and repair rates 1/10, it becomes type 
E-l. In this case, as shown in Fig. 6.3, the efficiency 
increases by providing buffer capacity of 10, 20, and 30 are 
0.04 (%), 0.05 (%), and 0.06 (%), respectively, and the effect 
of improving the line efficiency is mostly due to the provi-
sion of initial buffer capacity of 10. From the viewpoint 
of efficiency increase, the line is of type E-1, but from a 
relative point of view it has the characteristic of type E-3 






 1/loo0O 0/1000 1/100
1.0
Fig. 6.10. Classification of line 
system parameters, 
40 : type E-1 
4) : type E-2 
     0 : type E-3 .
efficiency curves by
- 195 -
6.2.6 The Effect of Variation of Stage Efficiencies. 
        The primal knowledge on the line efficiency curve and 
the mean buffer stock curve in the case of a balanced two 
stage line was obtained in the above. Now the line effi - 
ciency curve and the mean buffer stock curve in the case of an 
unbalanced two stage line will be investigated. 
        Fig. 6.11(a) shows an example in which both the stages 
have identical repair rates 1/20 but different breakdown rates 
 1/400 and 1/200. The detailed system parameters are shown 
in Table 6.5.(a). For the sake of comparison, the cases 
where both stages have identical breakdown rates 1/400, and 
1/200 are also shown in the figure.
- 196 -
Table 6.5. System parameters for the 
different breakdown rates. 






Efficiency with Buffer Stocks
B. R. R. R. p 10 20 30 10 20 30
(1)
1




1/200 1/20 1/10 8 2.5 5 1.5 6 2.6 1 3.34 4.9 9.7 14.5
2
(3)
1 1/400 1/20 1/2 0
8 6.1 2 1.34 2.0 7 2.58 6.6 13.4 20.3
2 1/200 1/20 1 /10
(4)
1 1/200 1/20 1/10
86.12 1.32 1.94 2.53 3.2 6.2 9.0
2 1/400 1/20 1/10
 (b  )
(1)
1
1/200 1/20  1/10 82.55 1.56 2.6 1 3.34 4.9 9.7 1 4.52
(2)
1
1/100 1/20 1/5 70.3 6 2.4 8 4.1 0 5.52 4.9 9.7 14.52
(3)
1 1/200 1/20 1/10
75.48 1.92 3.12 3.9 5 6.6 13.4 2 0.42 1/100 1/20 1/5
(4)
1 1/100 1/20 1/5




 1/200 1/20 1/10 8 2.5 5 1.56 2.6 1 3.3 4 4.9 9.7 14.52
(2)
1
1/2 0 1/20 1. 0 30.87 5.7 2 8.0 7 8.33 4.7 9.4 13.92
(3)
1 1/200 1/20 1/10
4 5.1 8 1.14 1.7 1 2.00 9.2 1 8.7 28.32 1/20 1/20 1. 0
(4)
1 1/20 1/20 1. 0



















































It can be observed first that from the viewpoint of line effi-
ciency the effects of interchanging stage 1 and stage 2 having 
different breakdown rates are almost negligible. On the 
other hand, the mean buffer stock curve in the case (3) in 
which stage 2 has the higher breakdown rate than stage 1, 
shows type  B-1, the mean buffer stocks by the provision of 
buffer capacity of 30 being about 20 which is quite high. 
In the converse case (4), the mean buffer stock curve shows 
type B-3, the mean buffer stocks by buffer capacity of 30 being 
around 9 which is quite low. It can be said that in case both 
stages with identical repair rates have different breakdown 
rates, the difference between which is not large, the line 
efficiency takes theintermediate value between the line effi-
ciency gained in the case both the stages have the lower break-
down rates and that gained in the case both the stages have 
the higher breakdown rates. 
        Fig. 6.11.(b) shows another example, whose system 
pareters are shown in Table 6.5.(b). For reference, the 
cases that both the stages have identical breakdown rates 
1/200, and 1/100 are also shown in the figure. From the 
figure, the difference between the cases (3) and (4) can be 
neglected. If there is no buffer line efficiency of the cases 
(3) and (4) takes the intermediate value between the line 
efficiencies of the cases (1) and (2) . If there is a buffer 
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between the stages, the line efficiency of the case (3) or 
(4) is affected to a greater extent by the higher breakdown 
rates. It is quite interesting that both the line effici-
ency curves of the cases (1) and (2) are of type E-2, but 
the line efficiency curves of the cases (3) and (4) are of 
type  E-1. According to the classification of line effici-
ency curves, the breakdown rates and repair rates concerned 
do not enter into the region that produces E-1 type. It 
seems to be reasonable that combining two stages which have 
different breakdown rates results in reducing the effects of 
installing a buffer. To investigate this matter in detail 
the case in which two stages with different breakdown rates, 
the difference between which is large will be examined next. The 
system parameters are shown in Table 6.5.(c). The results 
are shown in Fig. 6.11.(c). It can be read from the figure 
that in case there is a large difference between the two break-
down rates the line efficiency is influenced to a greater 
extent by the higher breakdown rate, and that the effects of 
providing a buffer are reduced due to different breakdown 
rates. The line efficiency curves of the cases (3) and (4) 
tend to be of type E-3, the gradient of the curve being more 
smooth than those of the efficiency curves of the cases (1) 
and (2). Furthermore, it is better for such a line to lo-
cate the stage with the lower breakdown rate first. 
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        Finally  the following can be concluded for a two stage 
line with identicalrepair rates. If the difference of breakdown 
rates is small, the line efficiency takes the intermediate ' 
value between the line efficiency gained in the case where both 
the stages have the lower breakdown rates and that gained in the 
case where both the stages have the higher breakdown rates, 
and the mean buffer stock curve shows type B-1 in the case_, 
stage 1 has the lower breakdown rate, and type B-3, otherwise. 
As the difference increases, the line efficiency is affected 
to a greater extent by the higher breakdown rate, and the 
effects of installing a buffer is reduced. 
        Fig. 12(a),(b), and (c) show three examples in which 
both the stages have identical breakdown rates 1/200 but 
different repair rates. The system parameters are shown in 
Table 6.(a),(b), and (c), respectively. From the figure, 
the following can be concluded for a two stage line with iden-
tical breakdown rates : 
    If the difference of the repair rates is small, the effi-
ciency takes the intermediate value between the efficiency 
gained in the case where both the stages have lower repair rates 
and that gained in the case where both the stages have higher 
repair rates. As the difference increases , the line effi-
ciency tends to be affected to a greater extent by the lower repair 
rate, but the effects of installing a buffer are not reduced, 
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Efficiency with Buffer Stocks
B. R. R. R. p 10 20 30 10 20 30
(1)
1




1/200 1/20 1/10 82.55 1.5 6 2.6 1 3.34 4.9 9.7 14.5
2
(3)
1 1/200 1/10 1/20
86.14 1.55 2.42 2.9 6 5.5 18.3
2 1/200 1/20 1/10
(4)
1 1/200 1/20 1/10
86.12 1.50 2.32 2.82 4.2 10.5




 1/200 1/20 1/10 8 2.5 5 1.56 2.6 1 3.34 4.9 9.7 14.5
2
1
1/200 1/4 0 1/5 7 0.7 9 1.37 2.4 5 3.33 4 .9 9.7 1 4.7
2
(3)
1 1/200 1/20 1/1 0
7 62 1 1.42 2.43 3.1 8 4.3 82 1 1.7
2 1/200 1/40 1/5
(4)
1 1/200 1/40 1/5
7 6.2 3 1.45 2.4 9 3.26 5.5 1 1.4 17.7




1/200 1/2 0 1/10 8 2.5 5 1.56 2.6 1




1/200 1/200 1 .0 33.08 0.54 1.04
L52 5.0 10.0 14.9
2
(3)
1 1/200 1/20 1/10 4 72 7 0.59 1.04 128 7.4 152 23.6
2 1/200 1/200 1 .0
(4)
1/200 1/200 1.0 47.17 0.57 1.0 0 1.33 2.5
4.5 6.1












































































6. 12. Variations of different repair
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rates.
as is seen in the case of two stages with different  breakdown 
rates. 
         From the above, it can be also said that variation 
of breakdown rates affects the line efficiency more strongly 
than that of repair rates. 
6.2.7 Interchanging the Two Stages Which Have Different 
         Parameters. 
        As has been seen in Fig. 6.11.(a), (b), and (c), 
Fig. 6.12. (a),(b), and (c) in Section 6.2.6, from the view-
point of the line efficiency, the effects of interchanging 
the two stages which have different parameters are almost 
negligible. When there is a large difference between two 
breakdown rates or between two repair rates it is better to 
locate the stages with the higher stage efficiency first. 
On the other hand, the mean buffer stock curve is of type B-1 
in the case where stage 1 has the higher stage efficiency, 
and type B -3 in the converse case. The investigation on 
the line efficiency curve and the mean buffer stock curve for 
a two stage line is now concluded and an optimal buffer capac-
ity model is to be developed.
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6. 3 COST  ANALYSIS OF A TWO STAGE LINE 
        The purpose of this section is to analyze the prob-
lem of determining the optimal buffer capacity with respect 
to the appropriate costs for a two stage line. In order to 
formulate an optimal buffer capacity model, the following 
assumptions are introduced. 
(1) The revenue from the system is proportional to the line 
efficiency. 
 (2) The following two costs are incurred by providing a buff-
er . 
   (i) The inventory holding cost, which is proportional to 
     the mean buffer stocks in the buffer storage. 
(ii) The storage facility cost, which is the cost to ini-
     tially install a storage facility plus the cost propor-
     tional to buffer capacity. 
 (3) The profit from the system is given by the following 
equation : 
 Profit=Revenue-Inventory holding cost-Storage facility cost. 
In order to find the optimal buffer capacity, the line effi-
ciency curve and the mean buffer stock curve as functions of 
buffer capacity must be known. In the case of two stage 
lines they are easily obtained as shown in the previous 
chapter . That is, the line efficiency curve and the mean 
buffer stock curve up to N
1 = 36 are obtained by computer 
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and thereafter they are easily extrapolated, assuming that 
the line efficiency curve is concave and that the mean buffer 
stock curve is linear or approximately concave, depending 
upon the mean buffer stock curve up to N1 = 36. In some 
cases, however, it is difficult to extrapolate them even with 
the help of their curves up to N1 = 36. For such cases, 
they may be obtained by computer simulation to which an 
approach will be introduced in the next chapter. 
        Given the line efficiency curve and the mean buffer 
stock curve, the revenue f(N) and the inventory holding cost 
h(N) are expressed by the following  . 
          f(N) = A  • E(N)[N is buffer capacity] (6.1) 
      h(N) = B • MW(N)(6.2) 
where, A : the fixed revenue in releasing a completed 
             workpiece from the system, 
       B : the fixed inventory carrying cost per workpiece 
             per time unit, 
       F(N) : the line efficiency as a function of buffer 
             capacity N, 
MW(N) : the mean buffer stocks as a function of buff-
              er capacity N. 
The storage facility cost s(N) is expressed by the follow-
ing : 
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 s  (N)  = 0for N = 0 (6
.3) 
C+D,N for N > 0 
where, C : the fixed cost per unit time of initially instal-
            ling an inventory storage facility, 
       D : the fixed cost per workpiece per unit time of 
            maintaining an inventory storage facility. 
Therefore, the system profit per unit time k(N) is, then 
            k(N) = f (N) - h (N) - s (N) (6.4)
The profit curve  as a function of  buffe: 
drawn as shown in 
gives the maximum of the profit functio: 
 er capacity. The 
consideration only 
        Now assume further that the inv 
is a linear function 
 er stocks are proportional 
timating the mean buffer stocks higher 
in case the mean buffer 
type B-3 . 
                k(N) = B'• N 
Then,dk(N) = df(N) - B' - N 
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te  i i i i
 f ( ) -  ( ) - s ( ) ( . ) 
= A •E(0) - B• MW(0) for N=0 (6.5) 
 = A • E(N) - B- MW(N) - C - D•N for N> 0 
 r capacity can be 
er capacity No which 
f t  r fit n is the optimal butt-
problem of               installing a buffer comes into 
y in the case 0)> C. 
 entory holding cost 
on of buffer capacity, viz., the mean buff- 
portional to buffer capacity, which is es- 
i than the actual values 
ff r stock curve is either type B-2 or
      (6.3') 
for N >0 (6. 5')
Since function f(N) can be assumed to be concave, 
 df(N-l)  > 4f(N)(6.6) 
Therefore, the buffer capacity which satisfies the following: 
dk(N
o-l) > 0 > 4k(No)(6.7) 
4f(No) B' + D(6.8) 
gives the optimal buffer capacity. In other words, the 
value No which satisfies the following on the line efficiency 
curve 
                         B' + D 
     E(N0)_ --------------(6.9) 
is the optimal buffer capacity. The equation (6.9) gives 
a sort of measure up to how much buffer capacity the line 
efficiency curve should be calculated. 
6. 4 CONCLUSIONS 
        By carrying out investigation on the line efficiency 
and the mean buffer stocks for various system parameters of 
two stage lines, the following were obtained :
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Fig. 6.13. Profit curve as a function of buffer capacity.
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 (1) In what case should buffer stocks be used ? 
         There are three kinds of line efficiency curves 
 E-1, E-2, and E-3. In case of two stage lines with iden-
tical breakdown rates and identical repair rates, type E-1 
appears when the product of 2 and j is less than 1/104 and 
it is hopeless to improve the line efficiency by providing 
a buffer in this case ; type E-3 shows up when the repair 
rates are less than 1/10 and the breakdown rates are relative-
ly high, and in this case the line efficiency improves remark-
ably at some initial increase of buffer capacity, but there-
after the improvements get progressively much smaller. The 
initial buffer capacity which brings about the remarkable 
efficiency increase depends on the breakdown rates and the 
repair rates of the two stages, but, generally speaking, 
the initial buffer capacity should be five times the mean 
repair time in case the breakdown rates are medium, and about 
eitht to ten times the mean repair time in case the break-
down rates are high ; and otherwise type E-2 turns up, which 
is clearly concave. In this case the question of how much 
buffer capacity should be prepared arises and careful cost 
analysis is required. 
 (2) As to the mean buffer stocks. 
        There are three kinds of mean buffer stock curves 
B-1, B-2, and B-3. Type B-1 represents the case in which 
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the mean buffer stocks increase linearly as buffer capacity 
increases,  Type B-2, the case in which the mean buffer stock 
curve is almost linear at first and then turns to be smooth 
concave and finally tends to converge to a certain value. 
In the linear portion of the line the mean buffer stocks are 
about half of the buffer capacity ; Type B-3, the case 
in which at each increase of buffer capacity the increase 
rate of the mean buffer stocks gets progressively smaller, 
and the mean buffer stock curve tends to converge to a certain 
value. 
 (3) System parameters which demands in-process inventory 
banks. 
        Installing buffer storage is most effective when the 
breakdown rates are high and the mean repair time is short. 
 (4) The effects of variation of repair rates and breakdown 
rates. 
       Variation of breakdown rates affects the line efficiency 
more st~ongly than that of repair rates. Therefore, the stages 
should be designed to have approximately the same breakdown rate. 
 (5) The effects of variation of stage efficiencies 
        If the difference of breakdown rates (repair rates) 
is small, the line efficiency takes the intermediate value 
between the line efficiency gained in the case where both the 
stages have the lower breakdown rates (repair rates) and 
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that gained in the case in which both the stages have the 
higher breakdown rates (repair rates). As the difference 
increases, the line efficiency is affected to a greater  ex- 
tent by the higher breakdown rate (lower repair rate) . 
The variation of breakdown rates reduces the effects of 
installing a buffer , while that of repair rates does not. 
  Cost analysis has revealed the following 
 (6) Under the assumption that the mean buffer stock curve 
is approximately linear, the buffer capacity at which the 
line efficiency improvement by a unit increase of buffer,capac-
ity is equal to (the fixed inventory carrying cost per work-
piece per time unit+the fixed cost per workpiece per unit time 
of maintaining an inventory storage facility) / (the fixed 
revenue in releasing a completed workpiece from the system) 
gives the optimum buffer capacity to maximize the system prof-
it. 
 (7) Since the line efficiency curve is assumed to be a con-
cave function, the system does not demand in-process inven-
tory banks if the line efficiency improvement by providing 
buffer capacity of 1 does not exceed the above value in (6).
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CHAPTER 7 SIMULATIONS FOR ANALYZING THE EFFECTS OF 
          BUFFER STORAGE CAPACITY 
7. 1 INTRODUCTION 
        As has been discussed already, three and more stage 
model tend to be computationally intractable by the Markov 
process analysis which was  introduced in Chapter 5. The 
observation establishes the need for other problem-solving 
approaches, one of which is computer simulation. The obvi-
ous limitation of simulation is that it does not provide math-
ematically proven solutions. However as in the models to 
be developed in this chapter, the analysis based on the model 
introduced in Chapter 5 and interpretation of simulation re-
sults can provide significant insight into the behavior of 
multi-stage lines with buffers. 
        Some initial work involving a simulation approach was 
1) 
performed by Barten . Other research was reported by Free-
man2) , Young3) , and Anderson and Moodie4). Freeman has 
described a computer simulation of a three stage line to devel-
op an empirical formula which describes the output rate of 
particular series of identical finite queue. Anderson and 
Moodie have developed formulae applicable to their particular 
simulation studies, but no basis is provided for extrapolating 
beyond the particular situation studies . 
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        In what follows, the simulation model for production 
lines having any number of production stages,any size buffer 
inventory, any breakdown time distribution, and any repair 
time distribution at any stage, will be developed. 
 7. 2 SIMULATION MODEL BASED ON THE PREVIOUS MARKOV PROCESS 
ANALYSIS 
        To begin with, simulation of the model developed in 
chapter 5 will be attempted. Simulation for two stage lines 
is illustrated in the following. Simulations for more than 
two stage lines are performed in the same manner: 
        Given the number of stages of a line, the number of 
basic states of the line is determined. As has been proven 
in Chapter 5, there are seven basic states of the line. The 
problem of how the state of a stage is going to change accord-
ing to the breakdown rate A and the repair A , will be tack-
led first. 




        whered+X=1, u+u=1, and 0<2, ,u<1, 
suppose 2= 1/200 and u=1/20 : 
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       7, r 0.995 0.005  1  L .05 0.95  f 
How does the state of the stage change according to the prob-
abilities in each row ? For this case uniform random num-
bers of three digits for A and two digits for u are provided 
and these are assigned according to the probabilities in the 
matrix as in the following . 
r 0--994 995-999  T-LJ 
           0-4 5-99 
By generating a suitable random number and evaluating it, 
the state of each stage is transited into a suitable state. 
Prepairing the transition matrices for the stages and generat-
ing proper random numbers (at most two random numbers for a 
two stage line) according to the probabilities in the matrices, 
results in transiting the state of the line. 
        The next problem is how many simulation runs are nec-
 essary to get reliable results. In general, to obtain suf-
ficient statistical accuracy for reliable results, a consid-
erable amount of simulation runs are usually necessary. 
In this representation for each simulation the efficiency of 
each stage is recorded every 1,000 units. When this value 
approaches the theoretical efficiency, the simulation runs 
are assumed to be the necessary simulation runs to evaluate 
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the stage. The maximum  value of those is taken to be the 
necessary simulation runs to evaluate the line efficiency and 
the mean buffer stocks of the line. 
         The flow chart of the simulation model for a two stage 
line is now shown in Fig. 7.1. The following notations and 
statement are introduced. 
o NS: The number of stages in a line. 
o MI: The state of stage i. 
o NC(I): The buffer capacity in the i th buffer. 
o MW(I): The number of buffer stocks in the i th buffer. 
o MW(I,J): The number of times that the buffer stocks are J 
           in the i th buffer. J=0,1,...,NC(I). 
o R(I): The upper bound to be determined by [1-the breakdown 
       rate 2i I. For example if 2,=1/200, then R(1)=994. 
o P(I): The upper bound to be determined by repair rate Ai. 
       For example if Al=1/20, then P(1)=4. 
o N(I): The output of stage i. 
o ITM: The timer of simulation runs. 
o ITMS: Required simulation runs. For example ITMS=l0,000. 
o JI: The number of times that the line is in the basic state i. 
     For a two stage line, i=1,2,...,7. 1:(1,I), 2:(1,1), 
    3:(1,0), 4:(B4O), 5:(0,I), 6:(0,1), 7:(0,0). 
o RAND: Random number. The necessary digits of random 
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        numbers are varied according to  2 and  A . For 
        simplicity all the random numbers are denoted by
        RAND. 
o STA: ITM <_ ITMS ? 
o STB: ITM = ITM + 1 
o SMW(I): J = MW(I) and MW(I,J) = MW(I,J)+l, J = 0,...,NC(I). 
o SRR(I): RAND < R(I). 
o SRP(I): RAND < P(I). 
o SNC(I): NC(I) = NC(I)+1 . 
o SJI: JI = JI + 1, For a two stage line I = 1,...,7. 
o SMW(I )G: NW(I) > 0 ? 
o SMW(I)L: MW(I) <NC(I) ? 
o SMW(I)N: MW(I) = MW(I) - 1. 
o SMW(I)P: MW(I) = MW(I) + 1. 
         In Fig. 7.1, Block 1 reads in parameters of the line 
for this test: R(1), R(2); P(1), P(2); ITMS; NC(1), once 
established, are, of course, fixed and constant for the spe-
cific test. Block 2 establishes the initial conditions of 
the line, 
    ITM = 0, MW(1) = 0; N(1) = N(2) = 0; MW(1,J) = 0, 
    J = 0,1,..., NC(1); JI = 0, I = 1,..., 7. The initial 
state of the line is assumed to take the form M1 = 1, M2 = I, 
and MW(1) = 0. As far as Block 3 is concerned, to avoid 
redundancy, explanation is limited to the transitions of 





















Fig. 7.1. Flow chart
of a two stage line.
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state 2 of the line, in which the number of buffer stocks is 
 MW(1), according to generated random numbers. First, by the 
statement STA, it is checked whether the timer exceeds the 
established simulation runs or not. If the answer is YES 
(Y), the line efficiency and the mean buffer stocks are cal-
culated in Block 4. If the answer is NO (N). simulation 
is still continued. Statement STB adds 1 to the timer, SJ2, 
to the timer of state 2 of the line. Statement SMW(1) per-
forms the same thing about the mean buffer stocks. State-
ment SRR(2) judges whether or not stage 2 breaks down in the 
unit time concerned. If the generated random number does 
not exceed R(2), then stage 2 does not break down and releases 
one workpiece, which is expressed by SNC(2). SRR(1) performs 
the same thing about stage 1. If the stage 1 does not break 
down, the stage releases one workpiece which is expressed by 
SNC(1), and the state of the line returns to the same state 
of the line. If the stage breaks down, statement SMW(1)G 
checks whether or not MW(1) is positive . If MW(1) is posi-
tive, then stage 2 can operate in the next cycle . SMW(1)N 
decreases the number of buffer stocks by 1 and the state of 
the line changes to state 6. If MW(1) is zero , stage 2' is 
going to be idle in the next cycle, so the state of the line 
changes to state 5. Now return to statement SRR(2) . If the 
generated random number exceeds R(2), then stage 2 breaks 
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down in the concerned cycle.  SRR(1) checks whether stage 1 
breaks down or not. If the generated random number exceeds 
R(1), stage 1 also breaks down and the state of the line 
changes to state 7. If the generated random number does not 
exceed R(1), SMWL judges whether stage 1 can operate without 
being blocked. If there is not full of buffer stocks in the 
buffer space, both of MW(1) and the output of stage 1 are 
increased by 1, and the state of the line shifts to state 3. 
If the space is full of buffer stocks and there is no room 
for a new workpiece to be provisioned, stage 1 is blocked and 
the state of the line goes to state 4. The basic state 2 
shifts in this manner to either 2, or 3, or 4, or 5, or 6, or 
7 according to random numbers to be generated and the value 
of mean buffer stocks. The detailed explanation of the shifts 
of the other basic states is omitted. Block 3 is repeated 
as many times as required for simulation runs. Block 4 cal-
culates the line efficiency and the mean buffer stocks by the 
following : 
N(2) 
. The line efficiency =--------- X 100 (%) 
                            ITMS 
Nc(i) J . Mw(i,J)  
. The mean buffer stocks =EMITS(unit) 
                     J=0 
This is the simulation program for a two stage line. 
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7. 3 AN INVESTIGATION ON STAGE BEHAVIOR 
        The only problem of extending this simulation model 
to more than three stages is that it is quite troublesome to 
prepare for each state of a line the sub-flow chart of its 
possible changes. For a two stage line, the sub-flow  chartmust 
be drawn for each of the seven basic states of the line to examine 
shifts of basic states. Recall that there are 82 basic 
states for a four stage line, and 280 basic states for a five 
stage line. This stipulates the development of a new simu-
lation model easily appliable to lines with more than four 
stages. To avoid this trouble, it is necessary to know pre-
cisely how the behavior of a stage is affected by the preced-
ing stage, the succeeding stage, and the situations in the 
front buffer and in the back buffer-
         The stages of a line can be classified into three 
groups, the first stage, the second to (n-1)st stages, and 
the last stage, as shown is the following table . 
       Table 7.1. Classification of stages.
stage possible states  for the stage
1 0, 1, B
2-'(n-1) I , 0, 1, B
n I, 0, 1
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The following is a summary  of the stage behavior, according 
to the classification of stages. 
CO The final stage : 
  (1) In case the state of the stage is I at time t : (This 
implies that there is no buffer stock in the (n-1)st buffer). 
QQ If the (n-1)st stage is not producing in the interval 
 between t and (t+l), then the state of the final stage at 
 time (t+l) will remain I. 
     If the (n-1)st stage is producing in the interval, then 
the state of the final stage at time (t+l) will become 1. 
  (2) In case the state of the stage is 1 at time t : 
    (i) If the stage does not break down in the interval, then 
   the stage produces one unit. 
If the (n-1)st stage is not producing in the interval, 
  and if there is no buffer stock in the (n-1)st buffer, 
  then the state of the final stage at time (t+1) will 
   becomes I.
If either the (n-1)st stage is producing in the interval, 
  or there are buffer stocks in the (n-1)st buffer, then the 
  state of the final stage at time (t+l) will remain 1. 
   (ii) Otherwise, 
®the state of the final stage at time (t+l) will become 
0. 
 (3) In case the state of the stage is 0 at time t : 
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    (i) If the stage is repaired in the interval ; and 
 ®If the (n-l)st stage is not producing in the in-
    terval, and if there is no buffer stock in the (n-l)st 
   buffer, then the state of the final stage at time (t+1) 
    will become 1 . 
©If either the (n-1)st stage is producing in the interval 
    or there are buffer stocks in the (n-1)st buffer, then 
    the state of the final stage at time (t+l) will become 1. 
(n) Otherwise, 
®the state of the final stage at time (t+l) will remain 0 
® The i th stage, i E [2,3,..., (n-1)] : 
  (1) In case the state of the stage is I at time t : (This 
implies that there is no buffer stock in the (i-1)st buffer) 
If the (i-1)st stage is not producing in the interval, 
  the state of the i th stage at time (t+1) will remain I. 
If the (i-1)st stage is producing in the interval, the 
   state of the i th stage at time (t+l) will become 1. 
  (2) In case the state of the stage is 1 at time t : 
    (i) U the stage does not break down in the interval ; 
and (a) If either the (i+l)st stage is operating or idle in 
the interval, or there is spare space in the i th buffer; 
and 
® If the (i-1)st stage is not producing in the interval , 
   and if there is no buffer stock in the (i-1)st buffer, 
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  then, although the i th stage produces one unit , the state 
  of the  i th stage at time  (t+l) will become I. 
© If either the (i-1)st stage is producing in the interval, 
  or there are buffer stocks in the (i-1)st buffer , 
  then the i th stage produces one unit and the state of the 
  i th stage at time (t+l) will remain 1. 
   (b) If the (i+l)st stage is neither operating nor idle in 
  the interval and if there is no spare space in the i th 
  buffer : 
© then the state of the i th stage at time (t+l) will be 
  blocked. 
  (ii) Otherwise, 
® the state of the i th stage at time (t+1) will become 0. 
(3) In case the state of the stage is B at time t : (This 
implies that there is no spare space in the i th buffer and 
that the (i+l)st stage is neither operating nor idle in the 
previous interval from time (t-1) to t ). 
  (a) If the (i+l)st stage is operating in the interval, 
@ then the stage releases one unit and the state of the 
  i th stage will become 1. 
 (b) If the (i+l)st stage is not operating in the interval, 
® then the state of the i th stage at time (t+l) will 
    remain B. 
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(4) In case the state of the stage is 0 at time t  : 
  (i) If the stage is repaired in the interval  : and 
     If the (i-1)st stage is not producing in the interval, 
 and if there is no buffer stock in the (i-1)st buffer, then 
 the state of the i th -stage at time (t+l) will become I.
® If either the (i-1)st stage is producing in the interval, 
 or there are buffer stocks in the (n 1)st buffer, then the 
 state of the i th stage at time (t+l) will become 1. 
(ii) Otherwise, 
O the state of the i th stage at time (t+l) will remain 0. 
HP The first stage : 
 (1) In case the state of the stage is 1 at time t : 
  (i) If the stage does not break down in the interval ; 
 and (a) If either the second stage is operating or idle in 
 the interval, or there is spare space in the first buffer ; 
  @ then the first stage produces one unit and the state of 
 the first stage at time (t+l) will remain 1. 
     (b) If the second stage is neither operating nor idle in 
 the interval and if there is no spare space in the second 
 buffer : 
al then the state of the first stage at line (t+l) will be 
 blocked . 
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 (n) Otherwise, 
 4~ the state of the first stage at time (t+1) will become 0. 
(2) In case the state of the stage is B at time t : (This 
implies that there is no spare space in the first buffer and 
that the second stage is neither operating nor idle). 
 (a) the second stage is operating in the interval, 
    then the stage releases one unit and the state of the 
    first stage will become 1. 
 (b) If the second stage is not operating in the interval, 
e+ then the state of the first stage at time (t+1) will 
     remain B. 
(3) In case the state of the first stage is 0 : 
 (i) If the stage is repaired in the interval ; 
S then the state of the first stage at time (t+1) will 
    become 1 . 
(ii) Otherwise; 
    the state of the first stage at time (t+l) will remain 0. 
This investigation reveals the important fact that to know 
whether or not a stage can keep operating, mainly the follow-
ing two should be examined : 
 (1) Whether or not can the stage release a completed work-
piece ? 
  (This depends upon the stuations of the succeeding stage 
and the back buffer ). 
                             - 226 -
  (2) Whether or not can the stage receive a new workpiece ? 
    (This depends upon the situations of the  preceding stage
  and the front buffer ). 
Note that question (1) does not come up as far as the final 
stage is concerned since the final stage will deposit the 
completed workpiece into a storage area which has an infinite 
capacity, and that question (2) does not arise as far as the 
first stage is concerned since there is always a supply of 
workpieces available to the first stage. 
7. 4 THE NEW SIMULATION METHOD AND ITS FLOW CHART 
        Making good use of the investigation renders it un-
necessary to prepare for each state of a line the sub-flow 
chart of its possible changes. Instead , the behavior of 
each stage should be examined one by one from the succeeding 
stages to the preceding stages. Let kl(I), and k21I) denote 
the state of the i th stage at the beginning of the t th 
cycle, and the state of the i th stage at the end of the t th 
cycle, respectively. Based on the above investigation
, the 
flow charts on the shifts from Kl(I) to k2(I) are shown in 
Fig. 7.2. In the figure, (a) shows the case that kl(I) is 
0 at time t; (b) , the case that kl(I) is 1 at time t; (c) , 
the case that kl(I) is B at time t ; (d)
, the case that 
kl(I) is I, respectively . In the figure (a), Box 5000 and 
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thereafter up to Box 5053 examine whether or not the stage 
can receive a new workpiece to process. Box 9000 and there-
after represent the  state of the stage at the end of the 
cycle concerned. In the figure (b) Box 4000 and thereafter 
up to Box 4035 check if the stage can release the completed 
workpiece, and the Box 5000 and thereafter are exactly the 
same as Box 5000 and thereafter in the figure (a). In gen-
eralquestion (1) should precede question (2). As far as (c) 
and (d) are concerned, they are assumed to be easily under-
stood. 
       From the viewpoint of simulation, letting kl(I)=k2(I), 
I = 1,2,..., NS, then means adding 1 to the simulation timer. 
Then carrying out iterations as many times as required becomes 





























Fig. 7.2. The shi ft from  K1 (I t 0 K2 (I )•
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 Tips the simulation model for production lines having any 
number of production stages, and any size buffer inventory 
could be developed. Note that in this simulation model, 
no assumptions were made on the breakdown time distribution 
and the repair time distribution of each stage. This means 
that simulation model can also apply to any breakdown time 
distribution and any repair time distribution at any stage. 
For reference a computer simulation program written in 
FORTRAN for up to 10 stages is given in the appendix. 
The program is based on the assumptions introduced in Section 
5. 2 on the breakdown time distribution and the repair time 
distribution of each stage. 
7. 5 CONCLUSION 
        It is hoped that the model developed here will help 
the production line designer make better decisions about 
the role of buffer stocks in production lines since it is 
general in the sence that most production lines can be 








DIMENSION  MW(9,401),NC(9),N(10),MB(9),K1(10),K2(10),R(10),P(10),WA(9) 
DIMENSION JR(10,2) 
FORMAT (1 0F8. 4/10E8.4) 
FORMAT(20F6. 3 ) 
FORMAT(I2,9I4) 
FORMAT(1H0,10X,I2,6HSTAGES, 5X,15HBUFNIEIR CAPACITY,5X,915) 
FORMAT (1H0, 2 0X, 2IIE=, F6 . 3 ,/(1H , 20X, 5 (3HWA (, II , 2H)=, F8, 3,, 6X)) ) 
M=100000000 
ITMS=20000 
1 READ(5,1003) NS, (NC(I ), I=1,NS-1 ) 
IF(NS_F.O_111 an TO tnnnn 
X=FLOAT(JR(I,1))/FLOAT(M) 
IF(X.OT,P(I)) GO TO 35 
00 TO 45 
35 K2(I)=0 











        LI 
_ k.K1(1)-1) 100,200,300 
IF(K2(I).EQ.0) 500,5000 
IF(K2(I ),EQ.0) 500, 4000 
IF(K1(I).EQ.2) 4011,5020 
IF(I.EQ.NS) 4005, 4010 
N(I)=N(1)+1 
OO TO 5010 










 IF  (K2  (1+1 ). EQ. 2.OR.K2(I+1 ).EQ.0) 
N(I)=N(I )+1 
GO TO 5000 
IF(MB(I).EQ.NC(I )) 9002,,4035 
MB(I)=MB(I )+1 
GO TO 4015 
IF(I.EQ.1 ) 9001,5010 



















CHAPTER 8 THE BEHAVIOR OF MULTI-STAGE LINES WITH BUFFERS 
8. 1 INTRODUCTION 
        Based on the simulation model developed in the pre-
vious chapter, this chapter is to answer mainly the following 
questions for multi-stage lines  : 
 (1) What are the effects  of the number of stages on the rela-
tionship between the line efficiency and buffer capacity ? 
 (2) How should given buffer capacity be allocated among the 
stages ?-
 (3) In which order should the stages be placed ? 
8. 2 A COMPLEMENT TO THE BEHAVIOR OF A TWO-STAGE LINE 
        As has been shown in Section 6.2 by calculating the 
line efficiency curve and the mean buffer stock curve up to 
buffer capacity N(1)=35 for the two stage line, there are 
three kinds of line efficiency curves, viz., E-1, E-2, and 
E-3; and three kinds of mean buffer stock curves, viz., 
B-1, B-2, and B-3. There, under various system parameters 
curves E-1, E-2, E-3, B-1, and B-3 seem to have already shown 
up to buffer capacity of 35 their shapes fully enough to 
extrapolate thereafter, but curve B-2 has shown up to 
buffer capacity of 35 only the linear part of it. The 
purpose of this section is to investigate the mean 
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buffer stock curve thereafter by the first simulation method 
developed in the previous chapter. Fig. 8.1 shows the case 
in which both the stages have medium breakdown rates 1/200 
and medium repair rates 1/20. It goes without saying that 
the line efficiency curve shows E-2, the buffer stock curve, 
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The buffer stock curve finishes its linear part at about 
buffer capacity of 120, then turns to becoming smooth con-
cave, and finally tends to converge to a certain value after 
about buffer capacity of 200. 
      On the other hand, the line efficiency curve changes 
accordingly as the mean buffer stock curve changes. From 
this, it can be said that in case the mean buffer stock curve 
shows either B-2, or B-3, there is limit in increasing buffer 
capacity in order to achieve efficiency improvement unless 
buffer stocks can be adjusted from outside the system. 
8. 3 COMPARISONS OF INSTALLING THE FRONT BUFFER AND 
      PROVIDING THE BACK BUFFER AMONG THREE STAGES
        This section provides an investigation on the case of 
a three stage line with one buffer, as an introduction to the 
studies of multi-stage lines. 
         Fig. 8.2 shows comparisons of two cases, A, and B; 
A has the first buffer, and B has the second buffer instead. 
The system parameters are shown in Table 8.1. In the figure 
solid lines show the line efficiency curves, and the broken 
lines, the mean buffer stock curves. In this case, type A 
yields higher line efficiency than type B. The line effici-
ency and the mean buffer stocks for the second buffer capaci-
ty of N(2) = 80 are almost equivalent to those for the first 
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buffer capacity 
     Table 8.1.
of  N(l) = 






















        The utilization of buffer space  : 
 U = [ MW(I)/NC(I)] X100 (%) , I = 1,2 . (8.1) 
of the first buffer is around 50% , while that of the second 
buffer is quite low. The main purpose of installing a 
buffer is reducing the number of times of being forced down 
of type 1 rather than reducing the number of times of being 
forced down of type 2. Therefore it seems to be reasonable 
to understand that the low value-of U means inefficient use 
of buffer capacity. 
8. 4. THE EFFECTS OF THE NUMBER OF STAGES ON THE RELATION-
       SHIP BETWEEN THE LINE EFFICIENCY AND BUFFERCAPACITY. 
        The purpose of this section is to investigate the 
effect of the way a line is divided into stages. Fig. 8.3 
shows the effects of the number of stages on the line effici-
ency and the mean buffer stocks in case all the stages have 
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identical breakdown rates and identical repair rates and 
the buffers have identical buffer capacity. The system 
meters are shown in Table 8.2. 
     Table 8.2 System parameters of multi-stage lines
all 
para-
No. No. of Stages B. R. R. R.
(1) 2,  3, 4, 5 1/1000
(2) 2, 3, 4, 5 1/200 1/20
(3) 2, 3, 4, 5 1/40
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The repair rates are always set to be 1/20 since this number 
represents the number which brings about the effect of  instal---
ling buffer storage, as has been shown in Chapter 6. In the 
figure (a), the abscissa represents the number of stages, and 
the ordinate, the line efficiency. The number of stages is 
of course an integer, but the line efficiency at each number 
of stages are connected continuously for the sake of easy 
observation . The cases in which buffer capacity between 
stages is either 0, or 30, or 60, or 90 are shown in the fig-
ure . It can be observed from the figure that in case of 
no buffer the line efficiency decreases markedly as the num-
ber of stages increases. This tendency becomes even more 
noticeable as the breakdown rates increases. The rate of 
efficiency decrease per stage decreases as the number of 
stages decreases. The line efficiency improvement by pro-
viding buffer storage can be brought about effectively as the 
number of stages increases and as the breakdown rates get 
higher. It can be said from this fact that it is necessary 
to provide buffer facility in case the breakdown rates of the 
stages are high. At each increase of buffer capacity, the 
line efficiency improvement gets progressively smaller, but 
as the number of stages increases, the buffer capacity which 
brings about the effect of installing buffer storageincreas- 
es. 
- 239 -
        In the figure (b), the abscissa represents buffer 
capacity, and the ordinate, the line efficiency. Observe 
the case that breakdown rates are 1/1000. In case of a 
two stage line, the line efficiency curve of this case shows 
type  E-1, as has been shown in Chapter 6,but changes to type E-2 
and E-3 gradually as the number of stages increases. In the 
cases that breakdown rates are 1/200, and 1/40, both the line 
efficiency curves for two stage lines, show E-2, but changes 
to E-3 as the number of stages increases. However buffer 
capacity at which the line efficiency converges to a certain 
value increases as the number of stages increases. 
        Figure (c) indicates, for the example, the mean buffer 
stock curves of the case that breakdown rates are 1/200. In 
the figure 5-1, etc., means five stages first buffer,and so 
forth. In the case breakdown rates are 1/200, the mean 
buffer stock curve in case of a two stage line is of type B-2 
as explained already. Both the mean buffer stock curves 3-1, 
and 3-2'in case of a three stage line also are of type B-2, 
but 3-1 tends to be closer to type B-1, and 3-2, to type B-3. 
In case of a four stage line, 4-1 has a greater gradient than 
3-1, but belongs to type B-2 ; 4-2 is of type B-2, but is 
close to type B-1 ; and 4-3 belongs to type B-2, although it 
is close to type B-3. In case of a five stage line, 5-1 
has still a greater gradient than 4-1, but belongs to type 
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B-2 ; 5-2, also type B-2, although it is close to type  B-1 : 
5-3, and 5-4 belong type B-2, although they are close to type 
B-3. To be more precise, as far as the mean buffer stock 
curves of the preceding buffers are concerned, they are approx-
imately linear at first, then tend to become concave. On 
the other hand as far as those of the succeeding buffers are 
concerned, they are convex at first, then linear and finally 
tend to become concave. To avoid redundancy, the mean buff-
er stock curves of the cases in which breakdown rates are 
1/2000, and 1/40, are not shown. But the gradient of each 
mean buffer stock curve in the case that breakdown rates are 
1/1000 becomes greater than that of each mean buffer stock 
curve in the case that breakdown rate are 1/200. 
The mean buffer stock curves as to the preceding buffers tend 
to closer to type B-1. In the case that breakdown rates 
are 1/40, the gradient of each mean buffer stock curve becomes 
less than that of each mean buffer stock curve in the case 
that breakdown rates are 1/200. The mean buffer stock curves 
as to the succeeding buffers become to closer to type B-3. 
It can be concluded from this that when the stages have iden-
tical breakdown rates and identical repair rates, it is rea-
sonable to allocate more buffer capacity to the preceding 
buffers., 
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8. 5 ALLOCATION OF GIVEN BUFFER CAPACITY AMONG THE STAGES 
        The purpose of this section is to consider how to 
allocate given buffer capacity among the stages and in which 
order  to place the stages. To answer these questions, three 
stage lines with two buffers will be investigated since 
they provide the basis of buffer allocation problem. 
        In order to investigate the effects of installing 
buffer storage on the line efficiency and the mean buffer 
stocks, it is better to change breakdown rates rather than 
repair rates. Prepair rate 1/20 is the suitable number to 
check the effects of buffer. From this viewpoint, system 
parameters shown in Table 8.3 are chosen. 
   Table 8.3. System parameters for three stage lines











Fig. 8.4 shows the effect of allocating given buffer capacity 
on the line efficiency. The abscissa represents buffer 
allocation to the second buffer  (%), and the ordinate, the 
line efficiency. The cases in which the total buffer capac-
ity is either 0, or 30, or 60, or 90 are shown in the fig-
ure. The meaning of (1/400, 1/400, 1/200), etc., is that 
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 the repair rates of the stages are identical (1/20) and that 
one stage has breakdown rate 1/200 and the other two stages 
have breakdown rates 1/400, and so forth. The solid lines 
express the cases in which the stage with the highest break-
down rate is placed first; The dot-dash-lines, the cases in 
which it is placed in the middle ; The dots-dash-lines, the 
cases in which it is placed last. 
        First, the solid lines are investigated. In the 
case  (1/400,1/400,1/200), in order to obtain the maximum line 
efficiency, all of the capacity should be allocated to the 
first buffer given that the total buffer capacity is 30 ; 
More than three fourths of the capacity should be allocated 
to the first buffer subject that the total buffer capacity 
is 60 ; Less than three fourths of the capacity should be 
allocated to the first buffer provided that the total buffer 
capacity is 90. This indicates that allocation ratio of the 
total buffer capacity to the second buffer varies, depending 
on the total buffer capacity. When the first buffer capac-
ity is small, the efficiency improvement produced by each 
increase of buffer capacity in the first buffer is greater 
than that brought about by each increase of buffer capacity 
in the second buffer. As the first buffer capacity increas-
es , the efficiency increase gets progressively smaller. 
When it becomes less than or equal to that produced by each 
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increase of buffer capacity in the second buffer, allocation 
of buffer capacity to second buffer should be started. This 
allocation ratio tends to converge to a certain  value as the 
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becomes negligible.  Generally speaking, the problem how 
much buffer capacity with allocation ratio less than the con-
vergence value should be provided in order to achieve the 
expected line efficiency, comes into question. 
        In the case of the two stage line with identical 
repair rates 1/20 , the breakdown rate at the first stage 
and the breakdown rate 1/400 at the second stage, the effi-
ciency increases by providing buffer capacity of 10, 20, and 
30 are 1.32 (%), 1.94 (%), and 2.52 (%), respectively, as 
has been shown in Table 6.5.(a). 
        On the other hand, in the case of the two stage line 
with identical repair rates 1/20 and identical breakdown 
rates 1/400, the efficiency increases for buffer capacity of 
10, 20, and 30 are 0.90 (%), 1.49 (%), and 1.92 (%), respec- 
tively,from Table 6.4.(b). 
       The combination of a two stage line (1/400, 1/400) 
and a two stage line (1/400, 1/200) is not equivalent to a 
three stage line (1/400, 1/400, 1/200), because the assump-
tions, such as there is always a supply of workpieces avail-
able to the first stage and the second stage will deposit 
the completed workpiece into a storage area which has an 
infinite capacity, may not hold good. 
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But, it may be possible to make use of the effects of buffer 
capacity on the line efficiency for two stage lines as a 
sort of criterion to consider buffer capacity allocation to 
the two buffers in the three stage line. Roughly estimating 
from this argument in order to obtain the maximum line effi-
ciency, two thirds of the buffer capacity should be allocated 
to the first buffer provided that total buffer capacity is 
30. However, as has been shown above, all of the buffer 
capacity must be allocated to the first buffer under the same 
conditions. This indicates that more buffer capacity should 
be allocated to the preceding buffer. Observing the solid 
lines of the cases (1/200, 1/200, 1/100) and (1/100, 1/100, 
1/40) results in the same conclusion. 
        Now, the cases in which the stage with the highest 
breakdown rate comes in the middle, drawn by dot-dash-lines 
in the figure, are to be investigated. In order to obtain 
the maximum line efficiency, about seven twelves of the total 
buffer capacity should be allocated to the first buffer, in 
any case of (1/400, 1/400, 1/200), (1/200, 1/200,  1/1001, 
and (1/10G, 1/100, 1/40). This indicates that it isneces- 
sary to provide buffers in front of the bad stage and at 
the back of it, but it is difficult to read from the figure 
which buffer, front or back, of the bad stage, more buffer 
capacity should be allocated to. 
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        Generally speaking, more buffer capacity should be 
allocated to preceding stages, and therefore it is surmised 
that more buffer capacity should be given to the front buffer 
of the stage. Finally, the cases in which the bad stage is 
placed last,drawn by dots-dash-lines in the figure, are to 
be examined. Compared with the previous cases, each case 
of the (1/400, 1/400, 1/200), (1/200,  1/200', 1/100), and 
(1/100, 1/100, 1/40) achieves the higher line efficiency. 
In case of two stage lines, from the viewpoint of the line 
efficiency the effects of interchanging the two stages having 
different parameters are almost negligible. But, as the 
number of stages increases, the placement of the stages comes 
to influence the line efficiency. Particularly in the case 
(1/100, 1/100, 1/40), the placement effects are pronounced. 
In order to investigate this matter in detail, the mean buff-
er stocks in the first, and the second buffer are calculated. 
Fig. 8.5.(a),(b), and (c) show the mean buffer stocks of the 
three cases. Figure (a) shows the case in which the bad 
stage comes first ; in (b), the bad stage comes in the middle; 
in (c), the bad stage is placed last. Case (c) indicates 
that more buffer stocks in the first, and the second buffers 
are saved than either of case (a) and case (b). This shows 
that buffer installation in the case (c) produces better 
effects. It can be concluded that unless technical consid-
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erations primarily determine the division of the line, the 
bad stage should follow other better stages. 
8. 6 THE EFFECTS OF VARIATION OF  BREAKD0WN RATES 
     IN MULTI-STAGE LINES 
        Finally, the effects of variation of breakdown rate 
are to be investigated. For the purpose, the effects of 
the total buffer capacity on the line efficiency are examined, 
by changing the ratio of the breakdown rates. Fig. 8.6 
shows the comparisons of the two cases (1/200, 1/200, 1/40) 
and (1/100, 1/100, 1/40). The placement of the stage for 
the two cases is in such an order that the bad stage comes 
last. In the case (1/200, 1/200, 1/40), all of the buffer 
capacity should be allocated to the second buffer to achieve 
the highest line efficiency for any case of buffer capacity 
of 30, 60, and 90. The line efficiency improvement of the 
case is less, compared with the case (1/100, 1/100, 1/40) 
or the cases (1/400, 1/400, 1/200) and (1/200, 1/200, 1/100) 
in Fig. 8.3. It can be said that different breakdown rates 
result in reducing the effects of installing buffers, as has 
been pointed out already in the case of two stage lines. 
        The investigations on the effects of the number of 
stages, on buffer capacity allocation among the stages,and 
on the placement of the stages are now concluded and an 
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 ANALYSIS OF THREE-STAGE LINES 
 main differences of a three stage line case 
stage line case in formulating a cost analysis 
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model are that the line efficiency curve and the mean buffer 
stock curve are obtained for each of the following  : 
    A buffer is provided between stage 1 and stage 2,
    A buffer is given between stage 2 and stage 3, 
    Two buffers are installed among three stages, 
and that the storage facility cost s(N) is expressed instead 
of (6.3) by the following  :
s(N) =
where, N :  the total 
M : the number 
In case of a three 
of generality that eit 
buffer produces better 
example has been 
about greater line eff 
er stocks at any buff 
holding cost is concer 
stocks increase. 
revenue increases 
each buffer capacity 
cost may be relatively 
point of view,
 0for N = 0 
                               (8.2)
C•M + D•Nfor N > 0 
 e tal buffer capacity, 
e ber of buffers. 
hr e ge line, it can be said without loss 
at her the first buffer or the second 
s ter line efficiency than the other. One 
en shown already in Fig. 8.2, where A brings 
e fficiency than B, and has more mean buff-
        er capacity. As far as inventory 
ned, it costs more as the mean buffer 
e. t, generally speaking, so long as the 
ses from the line efficiency improvement by 
pacity increase is high, inventory holding 
latively small. Therefore, from an economic 
installing the buffer which produces less line 
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efficiency such as B in Fig. 8.2 ,  should  be rejected. 
So, the problem is to discuss how many buffers, either one 
buffer or two buffers, should be used. When the revenue 
increase from the efficiency improvement by installing an 
extra buffer in addition to one buffer exceeds the fixed 
cost per unit time of initially installing an inventory stor-
age facility C the problem of installing two buffers comes 
into question. Fig. 8.7 shows the case in which two buf-
fers bring about greater profit. Note that the line efficien-
cy curve obtained by optimum allocation of buffer capacity 
to two buffers may sometimes cover the line efficiency achiev-
ed by installing only one buffer. For example, in the 
case (1/200, 1/200, 1/40) in Fig. 8.6, the maximum line effi-
ciency is achieved by allocating all of the buffer capacity 
to the second buffer. Even in such a case, the double times 
of the fixed cost C are reduced from the revenue gained by 
installing two buffers. However, this worry is unnecessary, 
because the revenue line, obtained by installing only one 
buffer, expressed as a function of buffer capacity includes 
such a case. Cost analysis for a three stage line is per-
formed in this way, slightly more troublesome, compared with 
that for a two stage line, but is almost the same as that. 
Cost analysis for more than three stages is performed in the 
same manner. 




 Maximus profit 




Fig. 8.7. Cost analysis for a three stage line.
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 8. 8 CONCLUSIONS 
         By carrying out investigation on the line efficiency 
 and the mean buffer stocks for various system parameters of 
 multi-stage lines by computer simulation,the following were 
 obtained  : 
  (1) How should buffer stocks be used ? 
          If there is no buffer, the  line efficiency decreases 
 markedly as the number of stages increases. This tendency 
 becomes even more noticeable as the breakdown rates increase. 
 The efficiency decrease rate per stage decreases as the num-
 ber of stages decreases. The line efficiency improvement 
 by providing buffer storage can be brought about effectively 
 as the number of stages increases and as the breakdown rates 
 get higher. As far as the line efficiency curve is con-
 cerned, as the number of stages increases, the line tends to 
 be of type E-2 rather than type E-1, or type E-3 rather than 
~ype E-2,Therefore,as the number of stages increases, it becomes 
 necessary to provide buffer facility if the breakdown rates 
 of the stages are high. At each increase of buffer capacity, 
 the line efficiency improvement gets progressively smaller, 
 but as the number of stages increases, the buffer capacity 
 which brings about the effects of installing buffer storage 
 will increase . 
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 (2) How should given buffer capacity be allocated among 
    the stages ? 
        Allocation ratio of the total buffer capacity to the 
buffers varies, depending on the total buffer capacity. 
This allocation ratio tends to converge to a certain value 
as the total buffer capacity increases. 
         When the stages have identical breakdown rates and 
identical repair rates, it is reasonable to allocate more 
buffer capacity to the preceding buffers. 
 (3) In which order should the stages be placed ? 
      Unless technical considerations primarily determine 




         In the study of sequencing and in-process inventory 
control of production lines, certain ways of findingsequences 
which are in some sense optimal and the insights into 
the role of inventory banks of production lines have been 
discussed. The aims of this research are broader than just 
trying to find algorithms of finding preferable 
sequences and to give better guidance on the role of buffer 
stocks of production lines. As always, many important and 
interesting questions remain as yet unanswered. 
         In Part I, the sequencing problems of production 
lines have been discussed. Management is responsible not 
only for constructing a feasible and realistic sequence but 
also for analyzing and evaluating all possible alternatives 
in order to determine which one to adopt. Of the many se-
quencing problems, two basic sequences, linear sequences and 
compound sequences, were considered for discussion. 
         Many sequencing problems are combinations of these 
basic sequences and call for the use of several techniques 
when optimal solutions are sought. In Chapter 1 , a sys-
tematic method of constructing all of the feasible linear 
sequences which satisfy required precedence relationships 
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  has been developed. In Chapter 2 , several ways for  analyz-
  ing and evaluating all possible alternative sequences accord-
 ing to certain criteria have been proposed. In Chapter 3, 
 a systematic method of constructing all of the feasible compound 
 sequences which are composed of feasible subsets of opera-
tions has been developed. Chapter 4 has dealt with the prob-
 lem of determining an optimal compound sequence which is
 composed of subsets of operations to minimize the sum of 
subset values associated with them with precedence restric-
tions, and the line balancing problem. An effective algo-
rithm to each of the problems has been developed. 
        In Part II , the insights into the role of inventory 
banks of production lines have been discussed. Management 
is responsible not only for answering how many stages to 
employ in the line, and in what order to place the stages, 
but also for analyzing how much interstage storage capacity 
to provide, and how to allocate the storage capacity among 
the stages. In Chapter 5, a theoretical study on the role 
 of buffer stocks in production lines has been given. 
         In Chapter 6, the problems above for two stage lines 
 have been answered. In Chapter 7, a very useful computer 
sumulation model to investigate the behavior of production 
 lines has been developed. In Chapter 8, the above problems 
 for multi-stage lines have been answered, based on the 
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simulation model introduced in Chapter 7. From this research, 
inventory banks have been shown to be useful in some 
cases in improving the line efficiency of a production sys-
tem since they reduce the effect of breakdowns at the sta-
tions. The general conclusions are  : 
  (1) If there is no buffer, the line efficiency decreases 
markedly as the number of stages increases. This tendency 
becomes even more noticeable as the breakdown rates increase. 
The efficiency decrease rate per stage decreases as the num-
ber of stages decreases. The line efficiency improvement 
by providing buffer storage can be brought about effectively 
as the number of stages increases and as the breakdown rates 
get higher. As far as the line efficiency curves are con-
cerned, there are three kinds of line efficiency curves  E-1, 
E-2, and E-3. In the case of E-1, it is hopeless to improve 
the line efficiency by providing inventory banks. In the 
case of E-3, the line efficiency improves remarkably at some 
initial increase of buffer capacity, but thereafter the im-
provements get progressively much smaller. In the case of 
E-2, the question of how much buffer capacity should be pre-
pared arises and careful cost analysis is required. As 
the number of stages increases, the line tends to be of type 
E-2 rather than type E-1, or type E-3 rather than type E-2. 
Therefore, as the number of stages increases, it becomes 
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necessary to provide buffer facility if the breakdown rates 
of the stages are high. At each increase of buffer capacit 
the line efficiency improvement gets progressively smaller, 
but as the number of stages increases, the buffer capacity 
which brings about the effects of installing buffer storage 
increases. 
 (2) There are three kinds of mean buffer stock curves  B-1, 
B-2, and B-3. Type B-1 represents the case in which the 
mean buffer stocks increase linearly as buffer capacity in-
creases ; Type B-2, the case in which the mean buffer stock 
curve is almost linear at first and then turns to be smooth 
concave and finally tends to converge to a certain value ; 
Type B-3, the case in which at each increase of buffer capac-
ity the increase rate of the mean buffer stocks gets prog-
ressively smaller, and the mean buffer stock curve tends to 
converge to a certain value. 
 (3) Installing buffer storage is most effective when the 
breakdown rates are high and the mean repair time is short. 
 (4) Variation of breakdown rates affects the line efficien-
cy more strongly than that of repair rates. 
 (5) If the difference of breakdown rates of a two stage line 
is small, the line efficiency takes the intermediate value 
between the line efficiency gained in the case where both 
the stages have the lower breakdown rates and that gained in 
                             - 259 -
the case where both the stages have the higher breakdown 
rates. The variation of breakdown rates reduces the effects 
of installing inventory banks, while that of repair rates 
does not. Therefore, the stages should be designed to have 
approximately the same breakdown rate. 
 (6) Allocation ratio of the total buffer capacity to the 
buffers varies, depending upon the total buffer capacity. 
This allocation ratio tends to converge to a certain value 
as the total buffer capacity increases. When the stages 
have identical breakdown rates and identical repair rates, 
it is reasonable to allocate more buffer capacity to the 
preceding buffers. 
 (7) Unless technical considerations primarily determine the 
division of the line, the bad stage should follow other 
better stages. 
       The results would provide some guide to the role of 
inventory banks of production lines. 
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