In recent years, factor models have received increasing attention from both econometricians and practitioners in the forecasting of macroeconomic variables. In this context, Bai and Ng (2008) find an improvement in selecting indicators according to the forecast variable prior to factor estimation (targeted predictors). In particular, they propose using the LARS-EN algorithm to remove irrelevant predictors. In this paper, we adapt the Bai and Ng procedure to a setup in which data releases are delayed and staggered. In the pre-selection step, we replace actual data with estimates obtained on the basis of past information, where the structure of the available information replicates the one a forecaster would face in real time. We estimate on the reduced dataset the dynamic factor model of Giannone, Reichlin and Small (2008) and Doz, Giannone and Reichlin (2011), which is particularly suitable for the very short-term forecast of GDP. A pseudo real-time evaluation on French data shows the potential of our approach.
Introduction
Over the past decade, there has been growing interest in factor models in the forecasting of GDP and inflation rate. The change in the forecasting devices of Central Banks reflects the success of these models: In addition to the traditional bridge models or combination of bridge models, central banks are now using static or dynamic factor models to draw up their short-run scenarios. The trend was initiated by Watson (1999, 2002) and Giannone, Reichlin and Small (2008) at the US Federal Reserve and then includes the works by Angelini et al. (2011) at the European Central Bank, Altissimo et al. (2001 Altissimo et al. ( , 2007 at the Banca d'Italia, Schumacher (2007 Schumacher ( , 2010 at the Bundesbank, D 'Agostino et al. (2008) at the Central Bank of Ireland and Barhoumi, Darné and Ferrara (2010) at the Banque de France. A study of Rünstler et al. (2010) conducted within the Eurosystem also shows the usefulness of this approach in predicting short-term fluctuations of GDP in the euro area as well as ten individual countries including France.
Traditionally, factors are extracted from a large database which consists of hundreds of economic indicators giving more or less advanced information on the business cycle and are then used as explanatory variables in a regression model of the GDP growth rate. Since the theory is developed for a large number of variables N and observations T , the natural tendency is to use as much data as are available for the estimation of factors. As indicated by Boivin and Ng (2006) , this can pose several problems. First, factors are constructed regardless of the series to be forecast while some variables can be driven by factors less related to the targeted variable. Moreover, it might not be desirable to expand the dataset if the additional series contain little information on the factors prevailing in the database. If the idiosyncratic components are large or correlated with each other, additional variables may even impair the accuracy of the factor estimates and the forecast.
Based on this observation, Bai and Ng (2008) show empirically that there may be a gain in selecting indicators prior to factor estimation according to the forecast variable.
Their Targeted Predictors method consists in removing from the database the variables which only contain noise or blocks of variables driven by a factor less correlated to the variable to be forecast. In their paper, a pre-selection method relying on the LARS-EN algorithm (Zou and Hastie, 2005) gives the best results in forecasting inflation and real variables such as the industrial production index. Charpin (2009) and Schumacher (2010) implement this method to forecast French and German GDP growth.
2 Schumacher shows a gain compared to the traditional factor models and highlights the contribution of international variables for forecasting German GDP, which is not apparent without pre-selection.
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In this paper, we incorporate in the selection procedure a key issue that arises from the different timeliness of monthly indicators in the short run forecasting of GDP growth.
Short-term indicators used as predictors of GDP have different publication lags. Soft indicators like survey data and financial variables are released during the reference month or a few days later, whereas hard data are published several weeks later (three weeks for the consumption of goods and six weeks for industrial production for instance). Without taking the publication lags into account, pre-selection would favor real indicators such as the industrial production index, which is highly correlated with GDP but published with a significant delay. This has a detrimental effect in earlier forecasting exercises.
This problem is even more severe when the forecast model is not horizon-specific. If a single equation of GDP is used with extrapolated predictors (the factors in our case), the targeted variable is the same regardless of the forecast horizon and the traditional preselection procedure would lead to the same specification in all cases. However, it seems more relevant to focus at longer horizons on leading indicators that convey the most advanced information on the cycle (in particular, financial or international variables, e.g.
yield curve or stock price indices) and to use coincident indicators (e.g. GDP components such as IPI) for the last predictions.
In order to account for the increasing information flow up to the GDP release, we propose a simple adjustment of the Bai and Ng procedure. The LARS-EN algorithm is not applied to the full data (available in practice on the whole quarter only between two months and a few days before the release of quarterly accounts) but to the only information available at the time of the forecast of each quarter. To this end, the algorithm is applied to pseudo real-time data sets whose missing values at each horizon are forecast recursively on the basis of the past information and where the structure of the available information maps the one that a forecaster would face in real time.
The pre-screening of variables on the transformed data-sets makes it possible to take into account the availability of the monthly indicators at each forecast horizon. When the release date for the target variable is further in the future, this method penalizes indicators that are released with significant delay (hard data) in favor of variables with quarters.
short delays (soft data). When the release date for the target variable becomes closer (nowcast and backcast), estimated data are progressively replaced by actual numbers and the method favors variables more strongly correlated with GDP (hard data).
We then apply on the reduced dataset the dynamic factor model developed by Giannone, Reichlin and Small (2008) and estimated with the 2-step method of Doz, Giannone and Reichlin (2011) . This representation provides a convenient framework for the shortrun GDP forecast by making it possible to update the GDP forecast with short-term indicators sampled at a higher frequency. It is possible to incorporate within quarter monthly information and produce macroeconomic forecasts several times during the quarter. Moreover, this approach is implementable when some observations are missing at the end of the sample due to publication lags through the application of the Kalman filter. The contribution of financial variables at longer horizons is particularly large when the latest recession is taken into account in the evaluation period. A pseudo real-time evaluation over the last ten years shows an improvement on models estimated without pre-selection and with pre-selection neglecting the timeliness of the indicators and the forecast horizon.
The paper proceeds as follows. In the first part, we present the estimation and forecast framework proposed by Giannone et al. (2008) and Doz et al. (2011) and the new preselection approach. The dataset is described in the second section. The third part provides an assessment on the forecasting performance of factor models obtained with and without pre-selection. The last section concludes.
1 The dynamic factor model with targeted predictors
The dynamic factor model
The dynamic factor models allow a parsimonious description of the dynamics common to the observed variables (or co-movements of observed variables). These models generalize 4 In this framework, Rünstler (2010) proposes an alternative adjustment of the Bai and Ng's method. He shows that the LARS method may not identify the appropriate predictors when ignoring the unbalanced data availability at the end of the sample. We find consistent results in this paper. He provides an alternative method for selecting an efficient set of predictors in a dynamic factor model with the forecast weights derived from the Kalman smoother. the static models. First, the common factors are autocorrelated (generally, their dynamics are modeled as a VAR or possibly as a VARMA). Second, the observed variables can be affected by the values of contemporary factors but also by their lagged values.
Consider a vector of N stationary monthly series X t = (X 1t , X 2t , . . . , X N t ) ′ , t = 1, . . . , T previously standardized to mean zero and variance one. We assume that the observed variables X t can be described as a function of a small number of unobservable latent variables, called factors, possibly their lags and an idiosyncratic component, specific to the series:
where f t is a r × 1 vector of latent factors, Λ is a N × 1 matrix of factor loadings and ε t is the idiosyncratic component at t.
Furthermore, factors are modeled as a VAR process of order p:
where u t i.i.d. N(0, 1) is a white noise of dimension q (the dynamic shocks), B is a r × q matrix and A 1 , . . . , A p are r × r matrices of parameters. It is useful to explicitly model the dynamics of the factors since equation (2) can be used to forecast the factors before the end of the quarter. The system of equations (1)-(2) can be cast in a state space representation. The measurement equation (1) describes the relationship between the observed variable X t and the unobserved state variable f t . The state equation (2) describes how the hidden variables are generated from their lags and from innovations.
In this study, we use the two-step method proposed by Doz, Giannone and Reichlin (2011) to estimate the factors in the monthly frequency. Factors are first estimated by principal components on the balanced sub-sample, i.e. over the period when all the variables X t are known. The factors are then estimated over the entire range of observations including the period when some variables have missing observations. At this point, we apply the Kalman filter and smoother to the state space representation. To accommodate the missing observations at the end of the sample due to publication lags, the variance of the idiosyncratic noise related to the missing observations is set to infinity (this is equivalent to skipping these observations). The factors are then extended to the future with equation (2). The factors are finally averaged in order to obtain quarterly series and are incorporated into a linear regression model of the GDP growth rate:
where f Q t+h is the r × 1 vector of quarterly factors. In this approach, we do not consider a horizon-specific model. A single equation is used with factors previously extrapolated from equation (2).
The LARS-EN algorithm
We still assume that a set of N possible predictors X t observed for t = 1, . . . , T is available for the estimation of the factors. The algorithm LARS-EN is a sequential backward selection procedure that selects among these N variables the ones most correlated with the target variable while taking into account the information provided by the other predictors.
Let SCR denote the residual sum of squares of the regression of the variable to be forecast y t on an intercept, possibly autoregressive terms W t and the predictors X t :
where the predictors X t have been transformed in the same way as for the factor estimation (i.e. standardized to mean zero and variance one).
The EN criteria of Zou and Hastie (2005) can be written as follows:
where λ 1 and λ 2 penalize with the L 1 and L 2 norm of β. The EN penalty is a combination of the LASSO (least absolute shrinkage selection operator) and ridge penalties. The vector β shrinks to the ridge estimate if λ 1 = 0 and to the LASSO estimate if λ 2 = 0. Zou and Hastie (2005) argue that it is more efficient to use a combination of these two rules for the following reason. The ridge estimate never sets the coefficients exactly to 0, i.e. never completely excludes the variables. On the other hand, the LASSO estimate is empirically dominated by the ridge estimate, when the predictors are highly correlated.
The LARS algorithm is an iterative process for finding the coefficient vector β satisfying the criterion. At the first iteration, all the coefficients are set to 0. In the following iterations, the variables are selected in order of importance taking into account the correlation with the regressors already included in set A of selected predictors. We need to specify the parameters λ 1 and λ 2 . We will assess later the sensitivity of the results to the choice of these two parameters. Instead of choosing a value for λ 1 , it is possible to define the number of regressors N A to select among all the N possible predictors. The algorithm LARS-EN retains the N A most important predictors and leaves out the N −N A remaining variables. The first official estimate of French quarterly GDP is published 45 days after the end of the quarter (e.g. in mid-May for the first quarter). The short-term forecaster usually delivers a first prediction of a given quarter seven months before the release date, at the beginning of the preceding quarter (e.g. in late October for the forecast of the first quarter). Then this forecast is updated every month to incorporate the new releases of monthly indicators related to activity. 6 Overall, a sequence of eight forecasts is produced before the release of GDP. Figure 1 shows the timing of forecasts and the information available at the time of each forecast. A few days before the release of GDP, the information set obviously incorporates a wider range of indicators on the reference quarter than at the very beginning of the exercise. Hence, the implementation of the LARS-EN algorithm must be adapted to account for the forecast horizon and the different publication lags. Since forecast equation (3) is the same regardless of the forecast horizon, the usual pre-selection procedure would lead to the same selection at every month. It would be more natural to favor indicators that convey the most advanced information on the cycle at the beginning of the exercise and coincident ones at the shortest horizons. Moreover, a pre-selection that ignores the but only in the selection of variables. 6 At the Banque de France, the forecasts are usually made at the end of the month after the publication of business surveys. This timing will be assumed in our forecast evaluation. At the ECB, an update also occurs in the middle of the month following the release of the bulk of hard data such as industrial production and external trade data. different timings of data releases would favor hard data, as discussed below. This is detrimental at the beginning of the forecasting exercise because real indicators are highly correlated with GDP but are obtained with a significant delay.
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To cope with these problems, we propose a simple adjustment of the Bai and Ng procedure. Instead of applying the LARS-EN algorithm to the series available today, we first reconstruct pseudo real-time data sets for each forecast horizon. Accordingly, we use the only available observations of monthly indicators at the time of the forecast while the missing observations are predicted. To this end, recursive forecasts are made with autoregressive processes. The order is chosen with the BIC criterion for each indicator.
The range for p is {1, . . . , 12} for monthly indicators and {1, . . . , 4} for quarterly ones.
We extrapolate the monthly indicators from autoregressive models because the factors are also forecast on the basis of their past dynamics in the dynamic factor model (VAR), that is, on the past values of the indicators (factors are constructed as linear combinations of the variables belonging to the dataset). Finally, we convert these new series into quarterly data since the targeted variable (the GDP growth rate) is released on a quarterly basis.
Formally, each quarterly variable is constructed as follows:
where x t is the monthly indicator, x Q t is the monthly series containing the quarterly value in the third month of the quarter and unobserved otherwise, d is the publication lag of x t (between 0 and 2 months in this application) and h is the monthly forecast horizon from 5 (forecast at the beginning of the previous quarter) to -2 (forecast in the subsequent quarter) as shown in Figure 1 
and x t−i|t−h−d = x t−i otherwise with I t = (x t , x t−1 , . . .) the present and past information on x at time t.
For example, in the second month of the quarter to be forecast, the quarterly series derived from a monthly indicator released with a lag of one month (e.g., the consumption of goods) will be constructed as follows:
We use this method for each forecast horizon h = −2, . . . , 5. Then we apply the LARS-EN algorithm to each of the eight resulting datasets. Finally, we estimate the factor model in the usual way from the selected variables.
The data
The database consists of French GDP growth and 96 predictors (120 if The sample period is 1990Q1-2010Q4. Our dataset was downloaded on 29 July 2011.
We do not use a real-time dataset, which is not available for such a broad set of indicators.
Most variables are monthly and they are seasonally adjusted. Several survey variables are published on a quarterly basis. The missing observations of the quarterly survey variables for the estimation of the factors are filled with the Kalman filter (applying the same treatment as the one for the missing observations at the end of the sample).
Some financial variables sampled at a higher frequency are converted into monthly data by averaging the observations over the month. A study of the stationarity of the data was performed. Survey variables are found to be stationary, real and financial variables integrated of order one with the exception of the yield curve, the financial stress index and the volatility index VIX. The I(1) variables are transformed as a 3-month growth rate or difference (see Appendix 1). Moreover, survey variables are considered in level and in 3-month difference at the previous month. All series are standardized to mean zero and variance one.
3 Empirical results
Empirical design
We assess the quality of the forecasts made 7 months ahead to a few days before the GDP release.
The evaluation is conducted in real conditions, i.e., out of the estimation period.
The models are estimated from the observations available from 1990 and the forecasting performance is assessed over the last observations of our sample, from 2000Q1 to 2010Q4
and for each forecast horizon. The parameters of the models are estimated recursively using the only information available at the time of the forecast. At this level, we replicate the pattern of missing values at the end of the sample to take into account the time of publication of the variables, as shown in Figure 1 . Moreover, the selection of variables 10 is performed in real-time: The reconstruction of the pseudo-datasets is conducted at every recursion as described previously. The order of the AR process is chosen according to the BIC criterion for each indicator and at each time of the out-of-sample period. The LARS-EN algorithm is then applied to the only available observations of the target variable at each recursion. Nevertheless, as mentioned above, we use data published in July 2011
and hence ignore the revisions to earlier data release.
More precisely, the approach is as follows. The first quarter of 2000 is forecast conditional on the information available in October 1999, November 1999, and so on up to We finally get eight sets of forecasts for the quarters 2000Q1 to 2010Q4 conditional on the information available from 7 months to a few days before the release of GDP (in the following, M-7, M-6,...,M-0 refer to the forecasts made 7 months, 6 months,... and a few days before the GDP release). The forecast accuracy is measured with the root mean squared forecast error (RMSFE), the mean absolute forecast error (MAFE) and the Pesaran-Timmerman test. This test assesses the directional accuracy of a forecast, i.e. in our application the ability of the model to predict acceleration or deceleration of activity.
Using these criteria, the factor model with our pre-selection procedure is compared to four benchmark models. First, we consider an autoregressive process with a constant and a random walk with a drift. In the case of the AR process, the lag length is selected at each recursion of the out-of-sample exercise with the BIC criterion and we use a one-periodahead model iterated forward for the desired number of periods. The forecast derived from the random walk is obtained as the average of the past GDP growth rate. To assess the gain due to the pre-selection, we also compare the RMSFE to those of traditional factor models without pre-selection. Finally, we examine how the factor model performs if the pre-selection is made on the complete data set, i.e. without predicting the missing values of the indicators at the time of the forecast before pre-selection. This last benchmark is useful as it highlights the importance of considering the evolution of information in the pre-selection.
There are a number of parameters to be specified related to the factor model and the LARS-EN algorithm. In the factor models, we determine the number of factors with the criteria of Ng (2002, 2007) : The number of static factors r is determined by minimizing the information criterion IC2 in Bai and Ng (2002) . The number of dynamic factors q is chosen according to the information criterion given by Bai and Ng (2007) with m = 1. The maximum number of static factor is set to 8 and the number of shocks q is chosen in the range [1, min(5, r)]. The order p of the VAR on the factors is chosen with the usual BIC criterion in the range {1, 2, 3}. This is also done at each recursion in the out-of-sample exercise. Following Bai and Ng (2008) , we also use different sets of parameters for the implementation of the LARS-EN algorithm 11 : N A = {20, 30, . . . , 80}
and λ 2 = {0.1, 0.25, 0.5, 0.75, 1}. We will compare the forecast performance of the factor models for all pairs of N A and λ 2 . {30, 60, 90, 120, 180, 240, 300} in an application to the German GDP with alternatively N = 123 and N = 531 variables.
Selection of explanatory variables
12 For this pair of parameters, the factor models with pre-selection perform well at all forecast horizons, as shown later.
the beginning of the forecast but their weight increases gradually as the forecast horizon diminishes. 
Out-of-sample results
We now turn to the forecast evaluation of the models. Table 1 (left panel) The quality of prediction is relatively poor for the longest horizons. The average 13 These findings are consistent with the conclusions in Bańbura and Rünstler (2011) . They derive forecast weights for assessing the role of individual series in the dynamic factor model and show that real activity data become much less relevant once their publication lag is taken into account, while business surveys and financial variables play a more important role.
14 This indicator calculated by the Conference Board is a leading indicator intended to forecast economic activity. The components of the LEI for France are the yield spread, 10-year minus Day-Day loans, the stock Price SBF 250 index, building permits issued, new unemployment claims, new industrial orders, production expectations, and the ratio deflator of manufacturing value added to unit labor cost.
15 The OECD composite leading indicator is designed to provide early signals of turning points between expansions and slowdowns of economic activity. Country CLIs are compiled by averaging the following series (de-trended and normalized): Consumer confidence, expected production in industry, prospects for industrial sector, opinion about the level of finished goods stocks in industry, the SBF 250 share price index, the Eonia interest rate, interest rate spread, new passenger car registrations, terms of trade and new job vacancies.
absolute error reaches up to 0.37 point 16 over the last decade and the proportion of correct directions is very low. Moreover, the factor models generally fail to beat significantly the AR benchmark as shown by the modified Diebold and Mariano test of Harvey et al. (1997) in Appendix 3. However, the results improve gradually with the increase in monthly information: The average absolute error reaches 0.22 point at the end of the current quarter and nearly 0.15 point a few days before the publication of GDP. At this point, the proportion of correct senses of variation ranges from 63% to 77%. This improvement is also clear in Figure 3 . In the left-hand graph, the forecast is quite inaccurate seven months before the release of GDP. By contrast, in the right-hand graph, the forecast made a few days before the GDP release tracks GDP very accurately.
17 Figure 3 . Out-of-sample forecasts of the French GDP growth rate
The ratios of the RMSFE of our factor models against the four benchmark models are reported in Table 1 (right panel) . A ratio below one indicates a gain relative to the reference model. There is an improvement upon the usual reference processes and the gain increases as the GDP release gets closer. Compared to the autoregressive process (column AR in Table 1 ), the RMSE is about 20% lower for the next-quarter forecasts and improves by more than 40% for the last two forecasts over the whole period. Like Bai and Ng (2008) and Schumacher (2010) , we also find a gain in pre-selecting variables Moreover, the results in Table 1 highlight the importance of accounting for the timeliness of the indicators and the forecast horizon in the pre-selection step (column SFI). For the current and next quarter forecasts, our selection approach nearly always outperforms a pre-selection on the complete data set. The gain stands at 22% for the next and current quarter forecast over 2000-2010. This may explain the low performance of the LARS selection in Rünstler (2010) when the publication lag of the series is neglected. The gain over a pre-selection on the complete dataset decreases as the horizon shortens. In the last but one forecast, the new pre-selection approach slightly outperforms the usual one only for N A = 30. This finding is not surprising since the dataset used in our pre-selection procedure gets closer to the complete dataset for short horizons. The results are naturally identical for the last forecast since the pre-selection is made on the complete data set in both cases. Overall, the ratio of RMSFE is below one in 79% of the 245 cases 18 over the whole decade. Bai and Ng (2008) suggest that pre-selecting indicators prior to factor estimation can improve the forecast accuracy of factor models. In this paper, we apply this technique to the short-run forecast of GDP growth.
Concluding remarks
In order to account for the timeliness of the indicators and the forecast horizon, we apply the selection procedure to pseudo real-time data sets at each forecast horizon. We implement this method to nowcast the French GDP growth rate. Financial variables and survey variables are predominant at longer horizons, while the weight of real indicators increases at shorter ones. A pseudo real-time evaluation over the last decade shows a gain relative to factor models without pre-selection or with pre-selection made on the full dataset at least for large horizons.
An obvious limitation of this analysis is that it is not performed on real-time data. To remove a possible impact of revisions of the data on our results, we could replicate this exercise on predictors less subject to revisions such as survey data. Moreover, it could be interesting to compare our approach with the selection procedure proposed by Rünstler (2010) . This is left for future research. Note: The left panel of the table provides the evaluation criteria for the forecasts of the model with an horizon-specific pre-selection. The RMSFE and MAFE criteria measure the dispersion and average amplitude of the forecast errors. The directional accuracy test of Pesaran and Timmermann (1992) in the column SIGN assesses the models' capacity to predict the sign of variation of the series (for GDP growth, the ability to predict the acceleration or deceleration of activity). The right panel presents the ratios of the RMSFEs obtained in the factor model with real-time pre-selection to the RMSFE of the factor model with pre-selection on the full dataset (column SFI), to the RMSFE of the factor model without pre-selection (WS), to the RMSFE of an autoregressive process (AR) and to the RMSFE of a random walk (RW). 
2 Industry IP -Food products and beverages (C1) Insee  49 2 Industry IP -Mining and quarrying; energy; ..
Note: In the column type, the code 1 refers to survey data, 2 to real variables, 3 to nominal variables and 4 to international indicators. Harvey et al. (1997) to assess whether the forecast is significantly better than in the benchmark AR model. The Pesaran-Timmermann statistics and its p-value are also given (column SIGN).
Appendix 2. Selection of variables
Appendix 3 (continued). Out-of-sample evaluation over 2000Q1 -2010Q4 Note: This table reports the RMSFE and MAFE criteria and in brackets the associated p-value of the Diebold Mariano test with the small sample correction of Harvey et al. (1997) to assess whether the forecast is significantly better than in the benchmark AR model. The Pesaran-Timmermann statistics and its p-value are also given (column SIGN).
