We consider strictly stationary heavy tailed time series whose finite-dimensional exponent measures are concentrated on axes, and hence their extremal properties cannot be tackled using classical multivariate regular variation that is suitable for time series with extremal dependence. We recover relevant information about limiting behavior of time series with extremal independence by introducing a sequence of scaling functions and conditional scaling exponent. Both quantities provide more information about joint extremes than a widely used tail dependence coefficient. We calculate the scaling functions and the scaling exponent for variety of models, including Markov chains, exponential autoregressive model, stochastic volatility with heavy tailed innovations or volatility. Theory is illustrated by numerical studies and data analysis.
Introduction
Let {X t , t ∈ Z} be a strictly stationary time series whose finite dimensional distributions are regularly varying, i.e. for each k ≥ 1, there exists a nonzero Radon measure ν k on R k \ {0}, called the exponent measure, which puts zero mass at infinity, and a scaling function c such that, as t → ∞,
This assumption implies that the function c is regularly varying with index 1/α for some α > 0 and that the marginal distribution of X 0 is regularly varying with index α, i.e. there exists p ∈ [0, 1] such that, for all x < 0 and y > 0, This is the so-called tail balance condition, which is subsumed by Condition (1.1).
From the extreme value point of view, if k > 1, there exist two fundamentally different cases: either the measure ν k is the k-fold tensorial product of the measure ν α,p , either it is not. The former case is referred to as extremal independence and the latter as extremal dependence. Equivalently, extremal independence is characterized by the fact that the measure ν k is concentrated on the axes. Extremal dependence or independence must be checked for each k > 1.
In the case k = 2, the difference between extremal dependence and independence can be illustrated as follows. In both cases, for all x, y > 0, This degenerate limit holds in particular if X 1 and X 2 are independent. However, it does not imply that an extreme value observed at time 1 has no influence on the series at time 2 or later. In order to obtain a non degenerate limit and have a finer analysis of the sequence of extreme values, it is necessary to change the normalization of the second variable, and to investigate limits of conditional distribution.
Conditional scaling exponent
Let {X t , t ∈ Z} be a stationary sequence and consider a vector (X 0 , . . . , X h ). Define the function c 0 by c 0 (t) = F ← 0 (1 − 1/t), t > 0. We say that {X t } satisfies a conditional extreme value model if there exist functions c 1 , c 2 , . . . , β 1 , β 2 , . . . and a sequence of Radon measures µ h on (0, ∞] × R h , h ≥ 1, such that
(1.5)
If we assume moreover the non degeneracy condition: for all y 0 > 0, µ h ([y 0 , ∞] × {∞}) = 0 , (1.6a) the measure µ h ([y 0 , ∞] × ·) on R h is not concentrated on one point, (1.6b) then by [HR07, Proposition 1], we know that the functions c j , j ≥ 1, and β j are extended regularly varying, i.e. there exists γ j , ρ j ∈ R such that lim t→∞ c j (ty) c j (t) = y ρ j , lim t→∞ β j (ty) − β j (t) c j (t) = γ j ψ ρ j (x) , with ψ ρ (x) = ρ −1 (x ρ − 1) if ρ = 0 and ψ 0 (x) = log(x).
In view of the examples investigated in Section 2, we will restrict our attention to the case ρ j ≥ 0. This means that the functions c j are regularly varying with index 1/ρ j if ρ j > 0 or slowly varying if ρ j = 0, In the case ρ j > 0, without loss of generality we can take the functions β j to be equal to zero. In the case ρ j = 0, we assume that we can take the functions β j to be zero.
Define b i (x) = c i (1/P(X 0 > x)). The functions b j are regularly varying and the convergence (1.5) can be rewritten as 
Moreover, for all continuity points y ∈ [1, ∞) × R h of Ψ h , we obtain
We summarize our working assumption as follows.
Assumption 1. The stationary time series {X t , t ∈ Z} has univariate marginal distributions that are regularly varying with index α > 0 and there exist regularly varying functions b j , j ≥ 1 and a sequence of Radon measures µ h on (0, ∞] × R h , h ≥ 1, such that (1.7) holds. Moreover, the non degeneracy conditions (1.6) hold and
To put emphasis on the regular variation of the functions b j , we introduce the following definition.
Definition 1 (Conditional scaling exponent). Under Assumption 1, for h ≥ 1, we call the index κ h of regular variation of the functions b h the (lag h) conditional scaling exponent.
Under suitable moment assumptions, the convergence (1.8) can be extended to functionals as described in the following lemma (see Appendix for its proof).
Lemma 1. Let {X t , t ∈ Z} be a stationary time series that satisfies Assumption 1. Assume moreover that there exists x 0 > 0 and q 0 , . . . , q h > 0 such that
(1.9)
Let g be a continuous function defined on
(1.11)
Consequences and applications of Assumption 1
We can give a concrete illustration of Assumption 1 and the definition of the conditional scaling exponent. Extremal independence means that it is very unlikely that an extreme loss is soon followed by another extreme loss of the same magnitude. A loss of more than a million euros is not likely to be soon followed by another loss of more than a million euros. This is good news, but it is still of great importance to know how likely a million euro loss is to be followed by loss of more than a hundred thousand euros. If the vector (X 0 , X h ) is extremally independent, then the exponent measure is useless to predict possible losses at time h given an extreme loss at time 0. The conditional extreme value model of Assumption 1 says that the typical order magnitude of X h given X 0 > x is b h (x).
Conditional Tail Expectation. Assumption 1 can be applied to the Conditional Tail Expectation (CTE). In a time series context, we may be interested in the limiting behavior as x → ∞ of
This quantity is related to the expected shortfall
where VAR X 0 (p) is the Value-at-Risk associated with the random variable X 0 , at the level p. Note that the expected shortfall is a coherent risk measure in the sense of [ADEH99] . The previous quantities could be zero. In a risk measure context, one might rather be interested in CTE
where (X h ) + represent the future losses in absolute values.
If for some h > 0 the vector (X 0 , X h ) is extremally dependent, then CTE + h (x) will grow linearly with x, i.e. lim x→∞
For a large class of regularly varying sequences (e.g. stationary solutions of stochastic recurrence equations), all the bivariate marginal distributions of the pairs (X 0 , X h ) are extremally dependent. This means that a large value of X 0 yields the same order of magnitude of the CTE + h for all lags h. This may not seem reasonable for many real data sets, e.g. for high frequency financial data. In the case of extremal independence, then it holds that lim x→∞ x −1 CTE + h (x) = 0. Again, this does not mean that the CTE is uninformative, but that a smaller normalization is needed in order to obtain a non trivial limit. Under Assumption 1 and additional moment conditions (see Lemma 1), denoting
we have CTE
It is guaranteed by the following result which is a straightforward application of Lemma 1.
Corollary 2. Let Assumption 1 hold and assume moreover that for some j ∈ {1, . . . , h},
Then, the limiting distribution of |X j |/b j (x) given X 0 > x has a finite mean and
This provides a prediction of the expected loss at time h given an "extreme" loss at time zero. If enough observations of losses above a certain level are available, it is possible to use a non parametric empirical estimator of CTE
If extrapolation outside the range of available data is needed (and it can be argued that this is the most important aspect of extreme value theory), then a semiparametric estimator is needed. For the models we will consider later, the scaling function b h (x) is regularly varying with index κ h . This suggests to obtain preliminary estimators of m h andκ h and then to estimate CTE + h (x) for x outside the range of the data by
Another example is the expected cumulative loss
Again, in the case of extremal independence standard extreme value theory predicts zero, whereas a conditional extreme value model as in Assumption 1 yields the non trivial extrapolation b h (x)m h +b h+1 (x)m h+1 +b h+2 (x)m h+2 . Under extremal independence, it will generally (but not always) hold that b h (x) = o(b k (x)) for k < h. Therefore the terms b h+1 (x)m h+1 and b h+2 (x)m h+2 can be seen as higher order corrections of the first order approximation b h (x)m h .
The tail process. In [BS09] the authors consider a tail process which is defined as the distributional limit of the sequence X 0 /x, X 1 /x, . . . , X h /x, . . . conditionally on X 0 > x. In case of extremal independence the tail process {Y t } is degenerate, that is Y t = 0 for all t ≥ 1. Our approach suggests the following definition of a tail process.
Definition 2. Assume that Assumption 1 holds. We define the tail process {Y t } as the distributional limit of the sequence
, . . .
Extensions and relation to other approaches
Case of vector valued time series. Consider a d-dimensional vector valued times series {X t , t ∈ Z} such that for each h ≥ 0, the (h + 1)d-dimensional vector (X 0 , . . . , X h ) is regularly varying with index −α. For a relatively compact Borel set C ∈ R d \ {0}, we may be interested in the limiting distribution of X 1 , . . . , X h given that X 0 ∈ xC, where xC = {xy, y ∈ C} and x is large. In the case of extremal dependence, the exponent measure of the vector (X 0 , . . . , X h ) provides the necessary information. In the case of extremal independence, it is useless, and we must investigate the existence of scaling functions b 1 , . . . , b h such that the conditional distribution of
given X 0 ∈ xC converges to a proper probability distribution.
The set C could be the unit ball for some norm · on R d . It could also be a hypersurface such as
Different conditioning events. Using this framework, we can also consider univariate time series and various conditioning events such as {y 0 > x, . . . , y k > x} (k + 1 successive values are large), or {y 0 + · · · + y k > x} (at least one large value among the first k + 1), or any combination of such events. Again, in the case of extremal dependence the appropriate scaling is given by the multivariate regular variation property and the entire information is given by the exponent measure. In the case of extremal independence different scaling functions must be used for different lags and the limiting distributions are not given by the exponent measure.
Beyond regular variation. Our framework can be further extended to the case when the distribution F 0 of X 0 is in the domain of attraction of the Gumbel law, i.e. there exists a function ψ such that lim x→∞ ψ(x)/x = 0 and lim x→∞ P(
For the sake of clarity of exposition, we will limit the present contribution to the univariate regularly varying case described previously in Section 1.1.
Relation to other approaches to extremal independence. Although the theory for stationary time series with extremal dependence is well developed, using tools from multivariate regular variation, the methodology for time series with extremal independence is almost non existent. [LT96] introduced the tail dependence coefficient, that is, the value η h ∈ (0, 1], if it exists, such that
where L is slowly varying at infinity. The tail dependence coefficient is defined only for bivariate vectors and provides no information on multivariate exceedances or about the limiting behavior of the different functionals mentioned above, such as the conditional tail expectation. Thus the extremal limiting distributions which provide full information about the limiting behavior of these functionals are much more useful.
Organization of the paper
The rest of the paper is organized as follows. In section 2 we will give examples of time series with extremal independence which satisfy Assumption 1. In Section 3 we will address statistical issues. Related simulations studies will be given in Section 4, whereas some applications to real data will be presented in Section 5. Some technical details are included in the Appendix.
Time series with extremal independence
In this section we present several time series models whose finite dimensional distributions are regularly varying with extremal independence and that fulfill Assumption 1.
We start with Markov chains. We show that the conditional scaling functions b h (x) are regularly varying for all h ≥ 1 and that
The particular examples include Exponential AR(1) model and switching Exponential AR(1).
Next, we use the exponential AR(1) sequence to build a stochastic volatility model with heavy tailed volatility. We present a detailed computation in this case.
Furthermore, we consider two more classical stochastic volatility models with heavy tailed innovations. When there is no leverage (that is, volatility and noise are mutually independent) then b h (x) is constant for all h ≥ 1. This is no longer true when leverage is present.
In the latter case computations are very similar to those for stochastic volatility model with heavy tailed volatility and we show the major steps only.
It should be pointed out that some of these models allow for some form of long rang dependence or long memory in volatility. This is of practical importance since many financial series (log-returns) have been shown empirically to have this long memory property in volatility. However, long memory is not a feature of the non-linear models with extremal dependence such as GARCH type processes. The recently introduced heavy tailed LARCH processes [Sur08] may have both long memory and extremal dependence, but their extremal properties have not been investigated yet. Studying models with both long memory and extremal independence is thus relevant.
We conclude this section with an example, where the conditional laws do not exists.
Markov chains
Stationary regularly varying Markov chains received considerable attention in the past few years; see [Seg07] , [JS13] , [RZ11, RZ12a] . The aforementioned papers deal with extremal dependence. The recent one [RZ12b] provides some preliminary results for Markov kernels in the framework of the conditional extreme value model, that includes a possible extremal independence, but multivariate distributions are not discussed.
In the case of a Markov chain, instead of Assumption 1, we can assume that the transition kernel Π is asymptotically homogeneous, i.e. we make the following assumption.
Assumption 2. There exists a function b, regularly varying at infinity with index κ > 0 and a distribution function G on R, not concentrated on one point such that
for all Borel sets A ⊂ R such that G(∂A) = 0.
Theorem 3. Let {X t } be a Markov chain whose transition kernel satisfies Assumption 2 and with initial distribution having right tail index α > 0. The limiting conditional distribution of
. sequence with distribution G, independent of a standard Pareto random variable Y 0 with tail index α.
The usual tail chain (as defined e.g. by [Seg07] ) is degenerate in the case of extremal independence. With the normalization used here, we obtain a new type of tail chain which is an exponential AR(1) process. In the case of asymptotic dependence, the usual tail chain is an exponential random walk. This corresponds to the case κ = 1.
We can describe the conditional distribution in analytical terms as follows:
, and the random variables U i are i.i.d. with distribution function G.
Functional autoregressive representation
A Markov chain {X t } can always be expressed as X t+1 = Φ(X t , ǫ t ), where {ǫ t } is an i.i.d. sequence (the innovations). It is not always explicit nor convenient. In that framework, extending [JS13] , Condition (2.1) can be expressed as
in which case the distribution G in (2.1) is the distribution of g(ǫ 0 ). We give some examples in the following subsections.
Exponential AR(1)
Let the time series {V t } be defined by that V t = e ξt with
where |φ| < 1 and {ǫ t , t ∈ Z} is an i.i.d. sequence with a double exponential distribution, i.e. a symmetric distribution such that P(ǫ 0 > x) = 1 2 e −αx for some α > 0 and x > 0.
φ j ǫ t−j be the stationary solution of the AR(1) equation (2.3). Applying Breiman's Lemma, we have
The exponential AR(1) corresponds to the functional representation Φ(x, ǫ) = x φ ǫ. We have
and thus, with G the distribution of e ǫ 0 , we have
The general formula (2.2) can be written as
The conditional scaling exponent is κ h = φ h . We also note that since κ h ∈ (0, 1), this distribution is tail equivalent to the distribution of Z 0 , i.e. we have as y → ∞,
If α > 1, we can apply Corollary 2 and we obtain
The tail chain. In the present context, the tail chain is a non stationary exponential AR(1) process {Y t } defined by Y t = Y φ t−1 e ǫt and Y 0 is a standard Pareto random variable.
Generalization to linear processes. The result for the Exponential AR(1) model can be extended to the (non-Markovian) case where ξ t = ∞ j=0 φ j ǫ t−j , with {ǫ t } as above, φ 0 = 1, ∞ j=1 φ 2 j < ∞ and |φ j | < 1 for all j ≥ 1. This last scheme allows for long memory in the sense that it is not required that
j=0 φ j ǫ h−j and denoting the joint distribution function of (e ξ 0,1 , . . . , e ξ 0,h ) by G h , we may derive 
Assuming that h(x) ≤ 1 for |x| ≥ x 0 ≥ 1, we can distinguish several cases.
(i) 0 < φ < 1. Then, for x ≥ x 0 , ΠV (x) = φV (x) + c, and thus there exists a unique invariant distribution and the chain is geometrically ergodic. See [MT09] .
(ii) Assume that h(x) ≥ η for all x ≥ 0. If φ(1 − η) < 1 (which may happen even if φ > 1), then the geometric drift condition ΠV (x) ≤ λV (x) + b holds for x ≥ x 0 , with λ = φ(1 − η) < 1. Thus there exists a unique invariant distribution and the chain is geometrically ergodic.
(iii) If φ = 1 and lim x→∞ h(x) = 0, then ergodicity is still possible but at a subgeometric rate. See [DFMS04] .
Considering the case (ii) with η > 0, we see that Condition (2.1) holds with b(x) = x φ , with possibly φ > 1. In that case, for all y > 0,
Stochastic volatility process with heavy tailed volatility
Assume now as in [MR12] that X t = V t Z t = e ξt Z t , where {ξ t , t ∈ Z} is the AR(1) process considered in Section 2.1.2 and {Z t , t ∈ Z} is a sequence of i.i.d. random variables such that E[|Z 0 | q ] < ∞ for some q > α, independent of the sequence {ξ t , t ∈ Z}. Breiman's lemma yields, for x → ∞,
Let F 0 be the distribution function of X 0 and ν x is the measure defined by ν x (du) = F 0 (xdu)/F 0 (x). Then, conditioning on X 0 and the sequence {Z t }, we have, for y 0 ≥ 1 and (y 1 , . . . , y h ) ∈ R h ,
The argument is delicate here since the integral is over [0, ∞) and the sequence of measures ν x converges vaguely to the measure αx
The function K h is uniformly bounded (by one), thus for ǫ > 0, we have by vague convergence
Moreover, by Markov's inequality, we have
This yields lim sup x→∞ ǫ 0
We may now conclude that
The conditional scaling exponent is thus κ h = φ h and the limiting conditional distribution of
If α > 1, we can apply Corollary 2 to obtain
.
Stochastic volatility process with heavy tailed innovation
Assume that X t = σ t Z t , where {Z t , t ∈ Z} is an i.i.d. sequence with regularly varying marginal distribution with tail index α and skewness p, σ t is non negative, E[σ q t ] < ∞ for some q > α and {σ t } and {Z t } are independent. Then, by Breiman's Lemma, X t is regularly varying, and has extremal independence:
where F Z is the distribution function of Z 0 .
However, for any integer h > 0,
. (2.8)
In particular,
. Therefore, in spite of extremal independence, the limiting conditional distribution is influenced by the dependence structure of the time series. In the terminology introduced above, the conditional scaling exponent κ h is 0 at all lags h ≥ 1. Note also that
, as y → ∞. Hence, the limiting conditional distribution is tail equivalent to the unconditional distribution.
For more details on the extremal behavior of this model we refer to [DM01] , [KS11] , [KS12] , [KS13] . In particular, in the latter paper the conditional model and its extensions to different conditioning events is considered (cf. discussion in Section 1.3, together with relevant statistical inference. If α > 1, then Corollary 2 applies and we obtain
Stochastic volatility process with heavy tailed innovation and leverage
We now consider a stochastic volatility process X t = σ t Z t and assume that the volatility σ t has the form
where σ is a positive function, ξ t = ∞ j=1 c j η t−j , ∞ j=1 c 2 j < ∞ and {(Z t , η t )} is an i.i.d. sequence, but for each t, Z t and η t may be dependent. This implies that the volatility σ t is independent of the innovation Z t for each t, but σ t may be dependent of Z j for j < t. This allows for some leverage: today's value impacts future volatility. We still assume that the distribution of Z 0 is regularly varying with index α. For each t, Z t and σ t are independent, thus, if E[σ q t ] < ∞ for some q > α, Breiman's Lemma applies and we obtain
Consider now the probability of joint exceedances. Since σ h and Z 0 may be dependent, we have,
(For the last part, a bounded convergence argument is used.) Thus there is still extremal independence, as in the previous model with no leverage, but the rate of decay of the joint exceedances probability might be affected by the dependence between σ h and Z 0 .
Under additional assumptions, we can obtain the limiting conditional distributions. Assume that η j = log(|Z j |) − E[log(|Z j |)], σ(x) = e x and 0 < c j < 1 for all j ≥ 1. Definẽ
The argument is very similar as for the stochastic volatility model with heavy tailed volatility considered in Section 2.2. As previously, the limiting distribution depends on the lag h and in addition, the conditional scaling exponent also depends on h: κ h = c h . The marginal limiting distributions are all tail equivalent to the distribution of X 0 . For more details on this model we refer to [KS12] .
If α > 1, Corollary 2 applies again and we obtain
A counter example
A limiting distribution does not necessarily exist. Consider a standard Gaussian stationary process {ξ t , t ∈ N} and define X t = e cξ 2 t , with c < 1/2. Assume moreover that |cov(ξ 0 , ξ n )| < 1 for all n ≥ 1. This is not a stringent assumption since a sufficient condition is that the process {ξ t } has a spectral density f such that 
3 Statistical Inference 3.1 Estimation of the scaling functions and the limiting conditional distribution
Let {X t , t ∈ Z} be a stationary time series that satisfies Assumption 1. Then for h > 0 we can define
By Lemma 1, if there exists q > 1 such that
Since the scaling function b h and the limiting distribution Φ h are defined up to scaling, we can assume without loss of generality that
.e. such that k → ∞ and k/n → 0, then the standard extreme value theory for α-mixing stationary sequences yields that
where X (n:1) ≤ · · · ≤ X (n:n) are the increasing order statistics of the sample X 1 , . . . , X n . This can be concluded for example from Eq. (6.13) in [Roo09] .
It is thus reasonable to expect that
Therefore, we define an estimator of b h (u n ) bŷ
A natural candidate to estimate Φ h is then
In order to study these estimators, we will first assume a weak dependence condition. A convenient one for our purpose is α-mixing.
Definition 3. Let {X t , t ∈ Z} be a stationary time series and for −∞ ≤ a ≤ b ≤ ∞, let F b a be the sigma-field generated by X a , . . . , X b . Define
The sequence {X t , t ∈ Z} is called strongly mixing if α n → 0 as n → ∞.
Assumption 3. The sequence {X t , t ∈ Z} is α-mixing with rate {α r , r ≥ 1} and there exist non decreasing integer valued sequences {k n } and {r n } such that k n → ∞, k n /n → 0, r n → ∞ and
where {u n } is a sequence such that P(X 0 > u n ) ∼ k n /n.
3)] (with m n therein replaced here by n/k n ).
Furthermore, we impose some continuity assumption. Both weak dependence and continuity is verified for some of our models in Section 6.6. When Assumption 1 holds, we can define
Assumption 4. The function H is continuous.
Theorem 4. If Assumptions 1, 3, 4 and condition (3.2) hold for some q > 1, then:
(ii) For any intermediate sequence k,Φ h,n (y) is a weakly consistent estimator of Φ(y) for all y ∈ R.
The proof is in Section 6.4. A consequence is that the empirical CTE is consistent, i.e.
Estimation of the conditional scaling exponent
Assume now that the scaling function b h in (3.1) takes the form
for some q > 1, then we have
That is,
This provides the rationale for an estimator defined bŷ
where k = k(n) is an intermediate sequence. This estimator will have a very slow (logarithmic) rate of convergence because we do not estimate the intercept. A better estimator will use two intermediate sequences
(3.10)
Theorem 5. If Assumptions 1, 3, 4 and condition (3.8) hold for some q > 1, then:
(ii) For any intermediate sequences
Simulations
In this section we perform some numerical studies to illustrate our theory.
We simulated from Exponential AR(1) model V t = e ξt , t = 1, . . . , 1000, where ξ t = φξ t−1 + ǫ t , and ǫ t are i.i.d. with exponential distribution with the parameter α = 4. Hence, κ 1 = φ.
We estimated the exponent κ 1 using (3.10). We use three methods, according to different choices of the second intermediate sequence k 2 = k 2 (n): • method 1: k 2 = k 1 + 50;
• method 2: k 2 = 1.5k 1 ;
• method 3: k 2 = 1.8k 1 .
In each of the three methods we choose
We obtain three sets of boxplots (according to three methods used). Each set has three boxplots, according to three choices of k 1 . The results are based on M = 100 Monte Carlo repetitions.
• For φ = 0.3 or φ = 0.7, the boxplots (Figures 4, 4) correctly identify κ 1 = 0.3 and κ 1 = 0.7, respectively.
• For φ = 0.9 the estimator seems to underestimate the scaling coefficient (see Figure  4 ). 
Data analysis
We analyse log-returns of daily FTSE data from 1 January 2000 to 1 January 2010. Figure 5 displays the original time series and the Hill plot for log-returns. The Hill plot indicates possible heavy tails with the tail index about α = 3. Figure 5 displays the estimator κ(k 1 , k 2 ), where k 2 is chosen using the three methods described above. The plots indicate that the scaling coefficient is about κ 1 = 0.4.
Proofs
We preface the proofs with the following result which is related to [Bil68, Theorem 5.5, page 34] and is sometimes referred to as The second continuous mapping theorem. See also [RZ11, Lemma 8.4 ].
Theorem 6. Let E be a complete locally compact separable metric space. Let µ n be a sequence of probability measures which converge weakly to a probability measure µ on E. Let h n be a sequence of uniformly bounded continuous functions which converge uniformly on compact sets to a (continuous) function h. Then lim n→∞ µ n (h n ) = µ(h).
Proof. Let C be such that sup n≥1 h n ∞ ≤ C and h ∞ ≤ C. Fix some ǫ > 0 and let K be a compact set such that µ(∂(K c )) = 0 and ǫ} and let k be a function such that 0 ≤ k(x) ≤ 1 for all x ∈ E, k(x) = 1 if x ∈ K ǫ and
By weak convergence, lim n→∞ µ n (h) = µ(h), so we only need to consider µ n (h n ) − µ n (h). Using the function k defined above, we have
Since h n converges to h uniformly on compact sets and the function 1 − k is bounded and continuous, we obtain lim sup
Since ǫ is arbitrary, the proof is concluded.
Proof of Lemma 1
Let ν h,x be the measure defined on (0, ∞) × R h by
Then, we have
Note that ν h,x is a probability measure on [1, ∞) × R h which converges weakly to µ h . Let Y h,x be a sequence of random variables with distribution ν h,x . Then Y h,x converges weakly to a random variable Y h with distribution µ h . Therefore, the convergence (1.11) holds for all bounded and continuous function g. If g is unbounded and satisfies (1.10), then (1.9) ensures the uniform integrability of the sequence g(Y h,x ) and thus
Proof of Theorem 3
Assume for simplicity that all random variables are nonnegative. We start by proving (2.2) in the case h = 1. The general case will use similar arguments. Recall that F 0 is the distribution of X 0 . Define the measure ν x by ν x (du) = F 0 (xdu)/F 0 (x). Let s be a bounded continuous function on [0, ∞). Then
and we must prove that
so that the expression on the left hand side of (6.2) becomes
Define further s x (u, v) = s(vb(xu)/b(x)). A change of variables yields
Then s x converges uniformly on compact sets of [1, ∞]×[0, ∞) to the function k defined by k(u, v) = s(u κ v). By Theorem 6, this yields that S x converges pointwise on [1, ∞) to the function S defined by
Since s is continuous and bounded and G is a probability measure, the function S is also continuous and bounded (by the bounded convergence theorem). If moreover convergence of S x to S is uniform on [1, ∞), we can apply again Theorem 6 and we obtain that lim x→∞
−α−1 du, which is exactly (6.2).
To prove the uniform convergence of
We start with the last term. Weak convergence implies that there exists x 0 = x 0 (ε) such that for all x > x 0 we have
Since u ≥ 1, the approximation above is uniform w.r.t. u. Hence, for x > x 0 ,
Since ε is arbitrary, the second term is negligible uniformly in u ≥ 1.
Since s x converges uniformly on compact sets of [1, ∞) × [0, ∞) to k, for any ǫ > 0 and B > 1 we can choose x 0 such that for x > x 0 we have sup 1≤u≤B,0≤v≤A |s
Since Π is a transition kernel, the previous considerations yield that lim sup
Similarly,
As x → ∞, the first part converges to 0 uniformly in u ≥ 1. The second part is treated in the same way as above.
Consider now the higher dimensional distributions. Let s be continuous on [0, ∞) h . Then,
Define the functions S x and S on [1, ∞) by
If we prove that S x converges uniformly on compact sets of [1, ∞) to S, then by Theorem 6, this will yield that
The proof of the uniform convergence is by induction on h. For h = 1 the functions S x (u 0 ; h) = S x (u 0 ; 1) and S(u 0 ; h) = S(u 0 ; 1) take a form (recall that b 0 (x) = x and
The uniform convergence was proven above. Assume now that S x (u 0 ; h) converges uniformly to S(u 0 ; h). Write
Likewise,
Using b h+1 = b • b h , we change variables to get
By induction assumption,S x (·, u h+1 ) converges uniformly in u 0 ∈ [1, ∞) tõ
Furthermore, the convergence ofS
converges uniformly in
), together with the same argument as in (6.3)-(6.4) applied to |S x (u 0 , u h+1 ) −S(u 0 , u h+1 )|. The proof is be concluded again by the argument used in (6.3)-(6.4) applied to |S x (u 0 , u h+1 ) − S(u 0 , u h+1 )| .
Tail empirical process
In order to prove Theorems 4 and 5, we consider a bivariate (tail) empirical process. Let u n be an increasing sequence such that nF (u n ) ∼ k and for x > 0 and y ∈ R, definê
and
The limit exists by Assumption 1. and the convergence is uniform on compact sets of (ǫ, ∞] × R.
Proof. Hereafter we assume for simplicity that nF (u n ) = k. Then, by stationarity, H n (x, y) = E[Ĥ n (x, y)] = n k P(X 0 > u n x , X h ≤ b h (u n )y) → H(x, y) , (6.9)
Gathering the bounds (6.8) and (6.9), and since ǫ is arbitrary, we obtain lim sup
|cov(½ {X 0 >unx , X h ≤b h (un)y} , ½ {X i >unx , X i+h ≤b h (un)y} )| = 0 .
Altogether, we obtain that lim n→∞ kVar(Ĥ n (x, y)) = H(x, y) for all x > 0 and y ∈ R. This yields thatĤ
n (x, y) p → H(x, y) , and the convergence is uniform on compact sets of (ǫ, ∞] × R since H is obviously nonincreasing in x and continuous in x by Assumption 4.
Proof of Theorem 4
Recall (6.5) and (6.6). Since we have assumed that R |y|Φ h (dy) = 1, it also holds that 
Verification of Assumptions 3 and 4
Consider a Markov chain as described in Section 2.1.
First, we verify that the Markov chain fulfills Assumption 4. Indeed, the same argument that leads to (2.2) yields
Convergence of P(X 0 > xu n )/P(X 0 > u n ) to x −α is uniform on compact sets of (ǫ, ∞]. Furthermore, a sufficient condition for continuity of H w.r.t. x is that G is continuous.
Furthermore, if the chain is geometrically ergodic then it is β-mixing with geometric rates. In particular, {ξ t } and hence {V t } (cf. (2.3)) are β-mixing with geometric rates since the innovations {ǫ t } have a positive density in a neighbourhood of 0 (see [Dou94] , page 99). Furthermore, β-mixing implies α-mixing with the same rates; see e.g. [Bra05] ). Hence, (3.5a) is verified.
