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(a; b] = fx : a < x  bg
のことを単に区間と呼ぶことにする．ここで， 1  a < b  1 とするが，b =1 の場合は
(a; b] = fx : a < x <1g = (a;1)
と解釈する．空集合 ; も便宜上区間と考える．
R における区間全体からなる集合を I と書く．任意の区間 I = (a; b] 2 I に対して，その長さを
jIj = b  a
と定義する．ただし，a =  1 または b =1 のときは jIj =1. また j;j = 0 と定める．
集合 A  Rが開集合であるとは，任意の x 2 Aに対して，ある  > 0が存在して，(x ; x+) 
A となるときをいう．開集合の R における補集合として表される集合を閉集合という．また，あ
る M > 0 が存在して，任意の x 2 A に対して jxj < M となるとき，A は有界であるという．
定義 1.1. 任意の集合 A  R に対して，
(1.1) (A) = inf
( 1X
n=1





とおいて，これを A のルベーグ 外測度（またはカラテオドリ (Caratheodory) 外測度）という．
ここで，ルベーグ式の定義が，ジョルダン流の考え方と決定的に異なるのは，可算個（無限！）
の区間による被覆を考える点である．




Q = fa1; a2; : : : ; an; : : :g
2
と表わされる．次に，任意の正数 " をとり固定する．点 a1 を幅 "=2 の区間で覆う，点 a2 を幅







正数 "は任意にとることができるので，(Q) = 0. ゆえに，有理点全体の集合 Qは零集合である．
以下で， ルベーグ外測度  の性質を調べるために，集合と位相に関する準備が必要である．






となるならば，fGg の中の有限個のものだけで E を覆うことができる．すなわち，適当な G1 ,






注意 1.1. 集合 E  R に対して，定理 1.1 の主張が成り立つとき，E はコンパクトであるという．
定理 1.1 は，言い換えると，R の有界閉集合はコンパクトであることを主張している．














(n  1; n+ 1)
であるが，有限個の区間 (n  1; n+ 1) で閉区間 [1;1) を覆うことはできないからである．





であるが，どのような有限個の G でも E は覆われないとする．
[a; b] の 2 等分点を c とすると [a; c] または [c; b] のうち少なくとも片方は，有限個の G では
覆われないはずである．これを [a1; b1] とする．次に，[a1; b1] に対して上と同様の考察をすると，
[a1; b1] に含まれて長さが (b  a)=22 の閉区間 [a2; b2] で有限個の G では覆われないようなもの
が存在する．この操作を次々と繰り返すと，有限個の G では覆われないような閉区間の単調減少
列 f[an; bn]g が得られ，
a1  a2  : : :  an  : : :  bn  : : :  b2  b1;
bn   an = b  a
2n
3
となる．したがって，fang は単調増加かつ有界であるから収束する．その極限値を  とすると
lim
n!1 an = limn!1 bn = ; a    b
となる．この  は E の点であるから，どれかの G に含まれている．G は開集合であったから，
正数 " を十分小にとると
(  "; + ")  G
となる．n を十分大にとって，(b  a)=2n < " となるようにすれば，
[an; bn]  (  "; + ")  G
となって [an; bn] はただ 1 つの G に含まれることになって，矛盾である．
第 2段：E が R の任意の有界閉集合の場合．まず，十分大きな閉区間 [a; b] をとれば
E  [a; b]
とできる．






であるから，[a; b] は SG に 1 つの開集合 Ec を合せた開集合系によって覆われたことになる．














定理 1.2. 任意の区間 I = (a; b] に対して，
(I) = jIj = b  a:
証明. a =  1 または b =1 のときは (I) = jIj =1 となるから  1 < a < b <1 の場合を
考える．
区間 I = (a; b] は I 自身を覆っているわけだから
(1.2) (I)  b  a
が成り立つ．
次に，正数 " を任意にとって固定する．この " に対して，(I) の定義式 (1.1) から，区間の列









(bn   an)  (I) + "
4
となるものが存在する．十分小さい正数  に対して













; n = 1; 2; : : : ;
を考えれば，当然




ところで，[a+ ; b] は有界閉区間であるから，ハイネ・ボレルの被覆定理 (定理 1.1) によって，こ
のうちの有限個の開区間 In;" によって覆われている．よって，ある n0 が存在して


















(bn   an) + 2":
したがって，
b  a   < (I) + 3":
すなわち，
b  a     3" < (I):
ここで，" や  は任意の正数であったから
b  a  (I)
でなければならない．
(1.2) と合わせて，(I) = b  a を得る．
定理 1.2 によって，区間の長さは (1.1) で定義される外測度  で測っても変わらないことが分
かった．
以下で，さらに外測度  の性質を調べる．R の部分集合を A, B, An, Bn 等で表す．
定理 1.3. 外測度  は次の性質を持つ：
0  (A)  1; (;) = 0 （非負性）(1.3)











証明. (1.3) の証明：0  (A)  1 は  の定義から明らか．
また，;  ; 2 I だから (;)  j;j = 0.
(1.4) の証明：A  B とし B の覆い方
1[
n=1











この右辺で，B のすべての覆い方に対する下限をとれば (A)  (B) を得る．







jInk j   (An) +
"
2n




































 (An) + ":
ところで，" は任意の正数であったから，(1.5) が成り立つ．
定理 1.4. 任意有限個の互いに素な（共通部分のない）区間 I1, : : :, In に対して









証明. 正数 " が任意に与えられたとき，この " に対して  の定義から，区間の列 Ej , j = 1, 2,
: : :, で







jEj j   (I1 [ : : : [ In) + "
となるものが存在する．
次に，
E1;j = I1 \ Ej ; E2;j = I2 \ Ej ; : : : ;





E1;j ; I2 =
1[
j=1








jE1;j j; jI2j 
1X
j=1





jE1;j j+ jE2;j j+ : : :+ jEn;j j  jEj j
であるから




















  (I1 [ I2 [ : : : [ In) + ":
ここで，正数 " は任意であったから
jI1j+ jI2j+ : : :+ jInj   (I1 [ I2 [ : : : [ In)
を得る．
また，劣加法性 (1.5) より，













定理 1.5. R の区間塊の全体 F は次の性質を持つ：
(i) ; 2 F
(ii) A 2 F =) Ac = R nA 2 F
(iii) A;B 2 F =) A [B 2 F
この 3 条件を満たす集合族を有限加法族という．
定理 1.4 と定理 1.5 の直接の帰結として次の定理を得る．
定理 1.6.  は次の性質を持つ：
すべての A 2 F に対して 0  (A)  1; 特に (;) = 0;
A;B 2 F ; A \B = ; =)  (A [B) = (A) + (B):(1.7)
性質 (1.7) と帰納法により
A1; A2; : : : ; An 2 F ; Aj \Ak = ; (j 6= k)(1.8)




を得る．これは外測度  の有限加法族 F での有限加法性を示している．
定義 1.3. 集合 E  R が，次の条件 (1.9) を満たすとき，E は可測 1
（または -可測）であるという：任意の集合 A  R に対して
(1.9) (A) =  (A \ E) +  (A \ Ec) :
また，
A = (A \ E) [ (A \ Ec)
1可測性の定義は不自然に見えるかもしれないが，実は自然と現れる性質である．後出の注意 1.3 を参照．
8
であるから， の劣加法性 (1.5) より，不等式
(A)   (A \ E) +  (A \ Ec)
は常に成り立つ．したがって，集合 E が -可測であることをいうためには，次の不等式を示せ
ばよい：任意の A  R に対して
(A)   (A \ E) +  (A \ Ec) :
R の -可測な集合の全体をM またはM(R) と書く．
定理 1.7. R の区間塊はすべて -可測である．言い換えれば，
F M
が成り立つ．




In; In 2 I
なる覆い方を考えると
A \ E 
1[
n=1





In = (In \ E) [ (In \ Ec)







 (In \ E) +
1X
n=1
 (In \ Ec)
  (A \ E) +  (A \ Ec) :
したがって，A のすべての覆い方に対する左辺の下限をとることにより
(A)   (A \ E) +  (A \ Ec)
となって，E 2M である．
以上から，F M を得る．
定理 1.8. 零集合は，すべて -可測である．
証明. 零集合 E と任意の集合 A  R に対して  の劣加法性 (1.5) と単調性 (1.4) により
(A)   (A \ E) +  (A \ Ec) ;
 (A \ E)  (E) = 0:
ゆえに
(A)   (A \ Ec)  (A):
以上から，
(A) =  (A \ E) +  (A \ Ec) (=  (A \ Ec))
が成り立つので E 2M である．
9



















(A \ Ek) = A \ S










+  (A \ Sc)
=  (A \ S) +  (A \ Sc)
となるから，S 2M が示される．






(1.10) を数学的帰納法によって証明する．n = 1 のとき，E1 2 M であることと  の単調性
(1.4) により
(A) =  (A \ E1) +  (A \ Ec1)
  (A \ E1) +  (A \ Sc) :


















 (A \ Ek) +  (A \ Sc) :
10
一方，En+1 2M であったから，(1.12)より，




  (A \ En+1) +
nX
k=1




 (A \ Ek) +  (A \ Sc) :
ゆえに，(1.10) が n+ 1 の場合に成り立つことが示された．
定理 1.10. E, F 2M ならば Ec 2M, E n F = E \ F c 2M, E \ F 2M.
証明. まず，Ec 2M を示す．E 2M より，任意の A  R に対して
(A) =  (A \ E) +  (A \ Ec)
=  (A \ (Ec)c) +  (A \ Ec)
=  (A \ Ec) +  (A \ (Ec)c) :
ゆえに，Ec 2M である．
また E \ F 2M を証明すれば E n F = E \ F c 2M もいえるので，E \ F 2M を示す．
E, F が可測であることを順に使うと，任意の A  R に対して
(A) =  (A \ E) +  (A \ Ec)
=  (A \ E \ F ) +  (A \ E \ F c)
+  (A \ Ec \ F ) +  (A \ Ec \ F c) :
一方，
(A \ E \ F c) [ (A \ Ec \ F ) [ (A \ Ec \ F c)
= A \  (E \ F c) [ (Ec \ F ) [ (Ec \ F c)
= A \  (E \ F c) [ Ec
= A \  (E [ Ec) \ (F c [ Ec)
= A \ (F c [ Ec)
= A \ (E \ F )c
となることと  の劣加法性 (1.5) を使えば
 (A \ E \ F c) +  (A \ Ec \ F ) +  (A \ Ec \ F c)
  ((A \ E \ F c) [ (A \ Ec \ F ) [ (A \ Ec \ F c))






(A)   (A \ E \ F ) +  (A \ (E \ F )c)
となって，E \ F 2M であることが分かる．


















































F1 = E1; Fn = En n
n 1[
k=1
Ek (n  2)




















また，x 2 [1n=1En ならば x 2 Ej となる j が存在する．このとき，x 2 F1 [ : : : [ Fj だから





















(i) ; 2 M
(ii) E 2M =) Ec = R n E 2M





一般に，このような 3 つの性質をもった集合族を，完全加法族，可算加法族または -加法族等
と呼ぶ．




(i) (;) = 0
(ii) 任意の A 2M に対して 0  (A)  1 （非負性）










集合 R, 完全加法族M, ルベーグ測度  を組み合せたものを（1次元）ルベーグ測度空間と呼
び，3 組の形 (R;M; ) に書く．
注意 1.3. 区間塊の全体 F に対して，集合族 N は N  F を満たすとする．さらに，N が (1:13)
を満たし， を N 上に制限したものが (1:14) を満たすならば，N の元は可測になる．よって，
不自然に見える可測性の定義も実は自然と現れる性質ということになる．
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jInj  (A) + ":
H = [1n=1In とおくと，N が F を含み，(1:13) を満たすことから
H; H \ E; H \ Ec 2 N :
よって， の劣加法性，有限加法性，単調性により，







 (H) = (H \ E) + (H \ Ec)
 (A \ E) + (A \ Ec)  (A):
" > 0 は任意だから
(A) = (A \ E) + (A \ Ec)
となり，E の可測性が従う．
定理 1.12. R の開集合は可測集合である．したがって，閉集合も可測集合である．
証明. O  R を開集合とする．O に含まれる有理点は可算個であるから，これにもれなく番号を













を背理法によって示す．任意の自然数 n に対して x =2 In となるような x 2 O が存在するとする．
O に含まれる任意の有理点はいずれかの In に属するから，x 2 O nQ となる．O は開集合だか
ら，十分小さな正数  に対して，開区間 (x  ; x+ ) は O に含まれる．この区間内には有理点
が存在するので，その中の 1 つを xm とすると，xm を含む開区間 Im は明らかに，
x 2 Im





































































を満たすとき，この共通の集合を limn!1En で表し，fEng の極限という．集合列の極限が存在
するとき，その集合列は収束するという．
定義 1.5. 数列 fang1n=1 に対して，fang の上極限，下極限を，それぞれ，
lim




























が成り立つが，極限値 limn!1 an =  が存在するときには，両者は  に等しい．
定理 1.13. En 2M, n = 1, 2, : : :, とする．






































n!1En = E ならば，(E) = limn!1 (En) :
証明. (i) fEng が単調増加ならば，

























 (Ak) = lim
n!1 (En) :
次に，fEng が単調減少ならば，
An = E1 n En
は単調増加で，
lim
n!1An = E1 n limn!1En:



















n!1 (E1 n En)
= lim
n!1( (E1)   (En))















































(1.18) は，(1.16) と (1.17) から従う．








たとえば，En = (n;1) = fx 2 R : n < x <1g とすると，fEng は単調減少である．すべての









= (;) = 0
である．
次の定理は，ルベーグ（外）測度の平行移動および反転に関する不変性を主張している：
定理 1.14. 集合 E  R に対して，
a+ E = fa+ x : x 2 Eg ; a 2 R;
 E = f x : x 2 Eg
とおく．このとき，
(a+ E) = ( E) = (E):
さらに，E が可測ならば，a+ E,  E も可測であって，
(a+ E) = ( E) = (E):




















(a+ E)  (E):
a と E の代わりにそれぞれ  a, a+ E を考えると，
(E) = ( a+ a+ E)  (a+ E):
ゆえに，
(a+ E) = (E):
集合 E が可測な場合は，定義より，任意の A  R に対して，
(A  a) = ((A  a) \ E) + ((A  a) \ Ec):
上で示したように，各項の集合を a だけ平行移動しても外測度は変わらないから，
(A) = (A \ (E + a)) + (A \ (E + a)c):
これは，a+ E が可測であることを意味する．よって，
(a+ E) = (E):
集合  E についても，同様の議論で示せる．
定理 1.15. 集合 E  R が可測ならば，任意の " > 0 に対して，
G  E; (G n E) < ";
F  E; (E n F ) < "
を満たす開集合 G と閉集合 F が存在する．
証明. (a) まず，開集合 G についての主張を証明する．
Sn = fx 2 R : jxj < ng とおく．E が有界なときは，E  Sn0 となる n0 が存在し，(E) <1























(Gn) = jInj+ "
2n+1
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< (E) + ":
よって，
(G n E) = (G)  (E) < "
となる．
E が有界でないときは，各 n に対して En = E \ Sn とおくと，En は有界な可測集合だから，
上で示したことより，
Gn  En; (Gn n En) < "
2n








さらに，G n E  [1n=1(Gn n En) だから，














(b) 次に，閉集合 F についての主張を証明する．
E が有界なときは，E  Sn0 となる n0 が存在する．Sn0 = fx 2 R : jxj  n0gとすると，Sn0 nE
も可測集合だから，(a) より
G  Sn0 n E; (G n (Sn0 n E)) < "
を満たす開集合 Gが存在する．よって，F = Sn0nGとおくとこれは閉集合で，F  Sn0n(Sn0nE) =
E を満たす．まとめると，
F  E  Sn0  G [ F (G \ F = ;):
このことから，
G [ F  (Sn0 n E) [ (E n F ) [ F
が分かる．G \ F = ; だから，
G  (Sn0 n E) [ (E n F ):
よって，
E n F  G n (Sn0 n E)
となるので
(E n F )  (G n (Sn0 n E)) < "
が成り立つ．
E が有界でないときは，E1 = E \ S1, En = E \ (Sn n Sn 1), n  2, とおくと，各 En は有界
な可測集合だから，上で示したことより
Fn  En; (En n Fn) < "
2n
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を満たす閉集合 Fn が存在する．F = [1n=1Fn とおくと，これは閉集合となる．
実際に，x 2 F c = \1n=1F cn とし，x 2 Sm 1 となる m をとる．このとき，任意の 0 < " < 1 に
対して，
(x  "; x+ ")  Sm
であり，([1n=m+1Fn)c  Sm だから，









各 F cn は開集合だから，n = 1; : : : ;m に対して，n 2 (0; 1) が存在して，(x   n; x + n)  F cn.
 = min1nm n とすると，n = 1; : : : ;m に対して，(x  ; x+ )  F cn. すなわち，





(x  ; x+ ) 
1\
n=1
F cn = F
c
となり，F c は開集合，すなわち，F は閉集合である．
F  [1n=1En = E であり，E n F  [1n=1(En n Fn) だから，















定義 2.1. 集合 E 2M を










1 if x 2 Ej ;















fk(x) d(x) の k !1 としたときの極限をもってZ
E







R = f 1g [R [ f+1g
とする．その位相は，次の形の線分の和集合を開集合と呼ぶことによって定義される：
(a; b); [ 1; a); (a;+1]:
R の元を，拡張された実数という．
関数 f(x) は，可測集合 E 2 M で定義され，拡張された実数値をとるものとする．以下では，
0  1 = 0 と規約する．
a を拡張された実数とするとき
E(f > a) = fx 2 E : f(x) > ag
と定義する．
同様にして
E(f  a) = fx 2 E : f(x)  ag ;










定義 2.2. 任意の実数 a に対して
E(f > a) 2M
が成り立つとき，f(x) をルベーグ可測関数，または単に可測関数という．
例 2.1. (2.1) の形で表される単関数は，可測関数である．実際に，任意の実数 a に対して
E(Ej > a) =
8<: ; if a  1;Ej if 0  a < 1;
R if a < 0
であり，;, Ej , R 2M だから，可測集合 Ej の定義関数 Ej (x) は可測関数である．同様にして，
単関数 (2.1) が可測関数であることも証明できる．
f(x) が可測関数であることと，任意の実数 a に対して次の各集合がM に属することとは互い
に同値である：
E(f  a) = E n E(f > a) 2M









E(f < a) = E n E(f  a) 2M
また，f(x) が可測ならば，次の各集合は可測である：




E(f < n) 2M
E(f =1) = E n E(f <1) 2M
E(f >  1) =
1[
n=1
E(f >  n) 2M
E(f =  1) = E n E(f >  1) 2M
E で定義された関数 f(x), g(x)に対して
E(f > g) = fx 2 E : f(x) > g(x)g
等の記号を用いる．
定理 2.1. 関数 f(x), g(x) が E (2M) で可測ならば，集合 E(f > g), E(f  g), E(f = g) はす
べてM に属する．
証明. すべての有理数の集合 Q は可算集合であることに注意すると，
E(f > g) =
[
r2Q
fE(f > r) \ E(r > g)g 2 M:
同様にして，E(g < f) 2M でもあるから
E(f  g) = E n E(g < f) 2M;
E(f = g) = E(f  g) n E(f > g) 2M
である．
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定理 2.2. 関数 f(x) が可測ならば，任意の実数  に対して，f(x) の冪（べき） jf(x)j も可測
である．ただし， < 0 のとき f(x) = 0 なる点 x においては jf(x)j =1 と約束する．2
証明.  > 0 の場合：a > 0 ならば
E (jf j  a) = E









f   a 1

2M:
a  0 ならば，E(jf j  a) = E 2M だから，jf(x)j は可測関数である．
 < 0,  = 0 の場合も同様に証明できる．
定理 2.3. 関数 f(x), g(x) が可測ならば，任意の実数 ,  に対して，一次結合 f(x) + g(x) も
可測である．
証明.    = 0 のときは明らかである．
 6= 0,  6= 0 のときは，任意の実数 a に対して， ? 0 に従って，








となるから，任意の実数 ,  に対して，関数 f(x) +  が可測であることがいえれば，定理 2.1
によって証明が終わる．ところで，f(x) +  が可測関数であることを示すのは容易である．
定理 2.4. 関数 f(x), g(x) が可測ならば，積 f(x)  g(x) も可測である．
証明. 積 f  g は
f  g = 1
4

(f + g)2   (f   g)2	





(f + g)2   (f   g)2	
は可測である．








も可測関数である．特に，f(x) = limn!1 fn(x) が存在すれば，極限関数 f(x) も可測関数である．
証明. まず，g(x) = sup1n<1 fn(x) とおく．任意の a 2 R に対して










E(fn > a) 2M
だから，g(x) は可測である．



























だから，limn!1 fn(x) と limn!1 fn(x) も可測関数となる．よって，f(x) = limn!1 fn(x) が存
在すれば
f(x) = lim
n!1 fn(x) = limn!1 fn(x) = limn!1
fn(x)
となるので，極限関数 f(x) は可測関数である．
例 2.2. R 上で連続な関数はすべて可測関数である．なぜならば，f(x) を R 上の連続関数とする
と，任意の実数 a に対して，
E(f > a) = fx 2 E : f(x) > ag = E \ fx 2 R : f(x) > ag
であるが，fx 2 R : f(x) > ag は開集合となり，定理 1.12 より，可測集合だからである．fx 2
R : f(x) > ag が開集合であることは，f の連続性より，f(b) > a を満たす任意の実数 b に対し
て，ある正数  が存在して，
x 2 (b  ; b+ ) =) f(x) > a
となることから従う．よって，定理 2.5 により，連続関数列 ffn(x)g に対して limn!1 fn(x),
limn!1 fn(x) は可測関数となる．また，limn!1 fn(x) が存在すればこれも可測関数となる．
定理 2.6. 関数 f(x) が E (2M) で可測で非負ならば，E で可測で非負なる単関数の単調増加列
ffn(x)g で f(x) に E の各点で収束するものが存在する．





if x 2 E  k 12n  f < k2n ; (k = 1; 2; : : : ; n  2n);
n if x 2 E(f  n)
で定義する．fn(x) の値の分割の仕方が 1=2n 等分なので，n+ 1 のときは n のときの細分になっ














次に，fn(x) の可測性を示す．任意の a 2 R に対して
E(fn > a) =
8>><>>:







if 0  a < n; 
k0 = min

k : k 12n > a
	













2n  f < k2n

if k = 1; 2; : : :, n  2n;










fn(x)! f(x) (n!1) なることは，まず f(x) =1 なる点 x においては，fn(x) = n だから
limn!1 fn(x) =1. また，f(x) <1 なる点 x では，n > f(x) となるすべての n に対して
0  f(x)  fn(x)  1
2n
となっているから，limn!1 fn(x) = f(x) となる．
定理 2.5 と定理 2.6 を合せると，
定理 2.7. 関数 f(x) は E (2 M) で非負とする．このとき，f(x) が E で可測であるための必要







E = E0 [ E1 [ : : : [ En; Ej 2M;
E0 = E(f = 0); Ej \ Ek = ; (j 6= k);










という定義が意味を持つためには，(2.3) の右辺の値が f(x) の (2.2) のような表し方に無関係なこ
とを示す必要がある．





E = F0 [ F1 [ : : : [ Fm; Fj 2M;
F0 = E(f = 0) = E0; Fj \ Fk = ; (j 6= k);
0 = 0; j > 0 (j  1)
とも表されたとすると，Ej \ Fk 6= ; ならば
j (Ej \ Fk) = k (Ej \ Fk)
によって j = k である．
(a)  (Ej \ Fk) = 1 となる j, k  1 が存在する場合には，その j, k に対しては  (Ej) =
 (Fk) =1 だから
nX
j=1

























































ゆえに，f(x) の表現を変えても (2.3) の右辺の値は変わらない．
定理 2.8. (i) f(x), g(x) が E 上の単関数で非負ならばZ
E

























E = E0 [ E1 [ : : : [ En = F0 [ F1 [ : : : [ Fm;
Ej \ Ek = ; (j 6= k); Fj \ Fk = ; (j 6= k);
0 = 0 < j (j  1); 0 = 0 < k (k  1):
このとき，f(x) + g(x) も単関数で





(a)  (Ej) = 1 なる j  1 がある場合には，少なくとも 1 つの k (0  k  m) に対して
 (Ej \ Fk) =1 となるからZ
E








(b)  (Fk) =1 となる k  1 がある場合も同様である．
(c) すべての j, k  1 に対して  (Ej) <1,  (Fk) <1 となる場合は，Z
E
(f(x) + g(x)) d(x) =
X
(j;k)6=(0;0)




j (Ej \ Fk) +
X
(j;k) 6=(0;0)




















































jEj (x); E = E0 [ E1 [ : : : [ En;






























定理 2.9. fn(x) (n = 1; 2; : : :) も g(x) も E 上の単関数で非負とし，ffn(x)g は n について単調
増加で，
lim



























jEj (x); 0 < j <1
と表されるから，
 = min f1; : : : ; mg ;  = max f1; : : : ; mg
とおくと，
0 <   g(x)   <1:
したがって，0 < " <  なる任意の実数 " に対して，g(x)  " は単関数で正である．
ここで
Fn = E(fn > g   "); n = 1; 2; : : :
とおくと，ffn(x)g が単調増加で
lim






n!1 (Fn) = (E):
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以下，2 つの場合にわけて証明する：
(1) (E) <1 のとき：この場合は，
lim
n!1 (E n Fn) = (E)  limn!1 (Fn) = 0
だから，先の " > 0 に対して，自然数 n0 が存在して





































g(x) d(x)  "( + (E)):
 + (E) <1 で " は任意に小さくとれるので，(2.4) が成り立つ．
(2) (E) =1のとき：この場合は，























定理 2.10. E 上の非負単関数列 ffn(x)g, fgn(x)g がどちらも n について単調増加であって
lim












証明. 自然数 m を任意に固定する．仮定により
lim
n!1 fn(x) = limn!1 gn(x)  gm(x)



















単関数列 ffn(x)g と fgn(x)g の役割を入れ換えて，同じ論法で (2.5) の逆の不等式を得る．
したがって，(2.5) の両辺は相等しい．
ここで，ようやく一般の非負値可測関数 f(x) に対する積分を定義することができる．この場合，
定理 2.6 により，非負の単関数 fn(x) の単調増加列で f(x) に近づくもの ffn(x)g が存在する．こ
のとき，fR
E









と定義すると，この右辺の極限値は上の定理 2.10 によって f(x) に近づく単関数の増加列 ffng の
とり方に関係しない．それゆえ (2.6) は f(x) の積分の定義として意味を持つ．




















証明. (i) E 上で f(x), g(x) が可測かつ非負ならば，それぞれ f , g に収束するような非負単関数
の単調増加列 ffng, fgng が存在する．このとき，ffn + gng も非負単関数の単調増加列で f + g
に収束する．定理 2.8 (i) よりZ
E







よって，定理 2.10 を適用すると，(2.7) を得る．
(ii) 同様に，定理 2.8 (ii) と定理 2.10 を適用することにより証明できる．
定義 2.3. 一般の可測関数 f(x) に対して
f+(x) = max ff(x); 0g ; f (x) = max f f(x); 0g
とおくと，f+(x), f (x) は可測で




















と定義して，この値を E 上での f(x) の定積分という．
リーマン積分とルベーグ積分の関係について，本書で必要となる，積分範囲が有界閉区間で，被
積分関数が連続な場合のみを説明する．
定理 2.12. 関数 f(x) が有界閉区間 [a; b] 上で連続ならば，[a; b] 上での f(x) のリーマン積分とル
ベーグ積分の値は等しい．
証明. f(x) = f+(x)  f (x) と分けて考えれば，f(x)  0 の場合だけを証明すればよい．
区間 [a; b] を 2n 等分した分点を









f(x)  (xn;k 1;xn;k](x); a  x  b;
とおく．fn(x) は非負の単関数で，[a; b] の分割の仕方により，n に関して単調増加である．さら
に，f の一様連続性から，limn!1 fn(x) = f(x). よって，ルベーグ積分の定義より，Z
[a;b]


















f(x)  b  a
2n
:(2.9)




















証明. f = f+   f , jf j = f+ + f  から，f(x) の可積分性と jf(x)j の可積分性は同値であること




















定理 2.14. (E) = 0 ならば，任意の可測関数 f(x) は集合 E 上で積分可能であって，Z
E
f(x) d(x) = 0:
証明. f+(x) = maxff(x); 0g に対して，非負単関数の単調増加列 ff+n (x)g が存在し，f+n ! f+
かつ Z
E







f+n (x) d(x) =
mnX
j=1
n;j(En;j); E = En;1 [ : : : [ En;mn ; En;j \ En;k = ; (j 6= k)
と表されるとすると，(En;j)  (E) = 0 だから，Z
E
f+n (x) d(x) = 0:
よって， Z
E
f+(x) d(x) = 0:
f (x) = maxf f(x); 0g に対しても同様にして，Z
E
f (x) d(x) = 0
だから主張が成り立つ．
定理 2.15. 可測関数 f(x) が集合 E 上で積分可能ならば，
 (E(f = +1)) =  (E(f =  1)) = 0:












d(x) = (E(f = +1)):
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であって， は任意に大きくとれるから，(E(f = +1)) = 0 である．同様にして，(E(f =
 1)) = 0 も証明できる．
定義 2.4. 各 x 2 E に対して命題 P (x) が与えらえているとする．零集合 N が存在して，すべて
の x 2 E nN に対して命題 P (x) が成り立つとき，P (x) は，ほとんどいたるところで成り立つ，
または，ほとんどすべての x に対して命題 P (x) が成り立つといい，P (x) a.e. x 2 E または単
に，P (x) a.e. と表す．
より正確には，a.e. は
(1) a.e. x 2 E =) almost every x 2 E
(2) a.e. in E =) almost everywhere in E
のように almost every あるいは almost everywhere の省略記号である．尚、確率論では、a.s.
(almost surely) P (x) は，ほとんど確実に成り立つを使うことが多い．
例 2.3. (1)集合 E 上の可測関数 f(x), g(x)に対して，零集合 N が存在して，すべての x 2 E nN
に対して f(x) = g(x) が成り立つとき，f(x) と g(x) はほとんどいたるところで等しいといい，
f(x) = g(x) a.e. と表す．
(2) 集合 E 上の可測関数列 ffn(x)g と可測関数 f(x) に対して，零集合 N が存在して，すべて
の x 2 E nN に対して limn!1 fn(x) = f(x) が成り立つとき，limn!1 fn(x) = f(x) a.e. と表す．
定義 2.5. 集合 E 上の可測関数 f(x), g(x) が，条件
(E(f 6= g)) = 0
を満たしているとき，f(x), g(x) はほとんどいたるところで等しいといい，f(x) = g(x) a.e. 等と
表す．ここで，a.e. は almost everywhere の略記号である．
定理 2.16. 可測関数 f(x) は E 上非負でZ
E
f(x) d(x) = 0













; n = 1; 2; : : : ;
とおく．このとき，fEng は単調増加で，En  E, n = 1, 2, : : :, を満たす．もしある n に対して







f(x) d(x)  1
n
 (En) > 0
となって，矛盾である．
したがって， (En) = 0, n = 1, 2, : : :, でなければならない．
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一方，














であるから，定理 1.13 の (i) より
(E(f > 0)) = lim
n!1 (En) = 0:
ゆえに，f(x) = 0 a.e. x 2 E が成り立つ．

















































定理 2.18. 可測関数 f(x) が集合 E 上で積分可能ならば，任意の実数  に対して，スカラー倍
f(x) も E 上で積分可能であって，Z
E





定理 2.19. 可測関数 f(x), g(x) が集合 E 上で積分可能ならば，和 f(x) + g(x) も集合 E 上で積
分可能であって， Z
E








E11 = E(f  0; g  0); E12 = E(f  0; g < 0);
E21 = E(f < 0; g  0); E22 = E(f < 0; g < 0)
とおくと，これらはそれぞれ互いに素であって，E = E11 [ E12 [ E21 [ E22. よって，定理 2.17
より，各 Ejk 上で主張を証明すれば良い．各 Ejk 上では f , g は一定符号だから，E 上で f , g が
一定符号の場合に帰着される．さらに，f , g が同符号ならば，定理 2.11 の (i) より，この定理の
主張は従う．f  0  g の場合を考える（f  0  g の場合も同様である）．
まず，
A = E(f + g  0); B = E(f + g < 0)
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とおく．このとき，Aにおいて，
f = (f + g) + ( g); f + g  0;  g  0







































g(x) d(x) >  1:
したがって，定理 2.17 より，f + g は E = A [B 上で積分可能であって，Z
E
(f(x) + g(x)) d(x) =
Z
A
(f(x) + g(x)) d(x) +
Z
B





















定理 2.20. 集合 E 上の可測関数 f(x), g(x) はほとんどいたるところで等しいとする．このとき，




































jf(x)  f"(x)j d(x) < "
を満たし，ある有界集合の外では恒等的に 0 となる R 上の連続関数 f"(x) が存在する．
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証明. 最初の不等式は明らかである．また，
f(x) = f+(x)  f (x) (f+(x)  0; f (x)  0)
だから，f(x)  0 と仮定してよい．




2n if x 2 E
 
k 1
2n  f < k2n ; jxj < n

; (k = 1; 2; : : : ; n  2n)
0 if x 2 E(f  n) [ E(jxj  n)



















jf(x)  fn(x)j d(x) < "
2
:




jEj (x); j > 0; Ej  Sn
と表される．定理 1.15 より，各可測集合 Ej に対して
Fj  Ej  Gj  Sn; (Gj   Fj) < "
2mj
となるような閉集合 Fj と開集合 Gj が存在する．また，これに対して
gj(x) =

1 if x 2 Fj ;
0 if x 2 Gjc




d(x;Gcj) + d(x; Fj)
:
このとき，x =2 Gj n Fj ならば Ej (x) = gj(x) だからZ
Ej

























jf(x)  f"(x)j d(x) 
Z
E













定理 2.22 (ルベーグ積分の不変性). R 上の可測関数 f(x) が，定積分Z
R
f(x) d(x)






















定理 1.14 より，f(x+ y) は x の可測関数であり，Z
R













f(x) が一般の場合は，f(x) に近づく単関数 fn(x) の単調増加列をとれば，fn(x+ y) も単関数
の単調増加列で，
lim
n!1 fn(x+ y) = f(x+ y):
よって，f(x+ y) は x の可測関数で，Z
R





















jf(x+ y)  f(x)j d(x) = 0:
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jf(x+ y)  f"(x+ y)j d(x) =
Z
R
jf(x)  f"(x)j d(x) < "; 8y 2 R
となるある有界集合の外で恒等的に 0 となる連続関数 f"(x) が存在する．
次に，Sn = fx : jxj < ng とすると，f"(x) に依存して n を十分大きくとり，jyj < 1 であれば，
(2.13) fx : f"(x+ y) 6= 0g  Sn
























jf(x+ y)  f(x)j d(x) 
Z
R
jf(x+ y)  f"(x+ y)j d(x) +
Z
R








jf"(x+ y)  f"(x)j d(x) + ":




























0 if 0  x < 1;

























hN (x) = g1(x) + : : :+ gN (x)
とおくと，hN (x) は非負なる単関数であって，定理 2.8より，Z
E
hN (x) d(x) =
Z
E

























































































































定理 3.3 (単調収束定理またはベッポ・レヴィの定理). 集合 E 上の可測関数列 ffn(x)g と可測関
数 f(x) に対して，
0  f1(x)  f2(x)  : : :  fn(x)  : : : ; a.e.









証明. 定理 2.14より，零集合は積分の値に影響を与えないので，すべての x 2 E に対して，
0  f1(x)  f2(x)  : : :  fn(x)  : : : ;
であって，limn!1 fn(x) = f(x) である場合を考えれば十分である．
(a) E の各点で fn(x) が有限値の場合にまず証明する．この場合







































(b) 次に， (E(fn =1)) > 0 となる n が存在する場合には，集合 E (fn =1) 上で f(x) =1
だから (3.1) は 1 =1 となって定理は成立する．
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 (E(fn =1)) = 0
により，零集合であって，定理 2.14より，E0 上で任意の関数の積分は 0 であるから，結局，E の
各点で fn(x) が有限値の場合に帰着される．
例 3.2. 定理 3.3 で ffn(x)g が単調という条件をはずすと，定理の結論は必ずしも成り立たなくな
る．その例をあげる．閉区間 [0; 1] で
fn(x) =
8><>:

















 1 if x = 0;




fn(x) d(x) = 1; n = 1; 2; : : : ;
Z
[0;1]
f(x) d(x) = 0
であって (3.1) は成立しない．



















f(x) if x 2 En












































fk(x); n = 1; 2; : : : ;
とおくと，仮定から gn(x)  0 a.e. であり，関数列 fgn(x)g は単調増加で E の各点で
lim






































以上，(3.3) と (3.4) から (3.2) を得る．
定理 3.6 (ルベーグの優収束定理). 関数 fn(x) (n = 1, 2, : : :) は集合 E 上で可測であり，E 上で
積分可能な関数 '(x)  0 が存在して，





























fn(x); h(x) = lim
n!1 fn(x)
とおく．
jfn(x)j  '(x) a:e:
なる仮定により




( fn(x)) =   lim











('(x) + fn(x)) d(x) =
Z
E







































この 2 つの式から，それぞれ (i), (ii) が得られる．
(iii) は (i), (ii) で等号の成り立つ場合として得られる．
例 3.3. 例 3.1 で与えられた関数列 fn(x) = xn, x 2 [0; 1], を再び考えてみる．






0 if 0  x < 1;

















n d(x) = (f1g) = 0:
系 3.1 (ルベーグの有界収束定理). (E) < 1 なる集合 E 上の可測関数列 ffn(x)g と可測関数
f(x) に対して，定数 M > 0 が存在して E 上ほとんどいたるところで jfn(x)j M , n = 1, 2, : : :,
であり，f(x) = limn!1 fn(x) a.e. が成り立つならば，fn(x) も f(x) も E 上で積分可能であってZ
E





証明. '(x) M とおくと，(E) <1 なることにより '(x) は E 上で積分可能である．ゆえに，
ルベーグの優収束定理（定理 3.6）から，この系 3.1 を得る．





jf(x)jn d(x) = (fx 2 E : jf(x)j = 1g)
である．
実際に，x 2 E(jf j < 1)ならば limn!1 jf(x)jn = 0, x 2 E(jf j = 1)ならば limn!1 jf(x)jn = 1
であるので，有界収束定理（系 3.1）が使えて，(3:6) を得る．
系 3.2. (E) < 1 なる集合 E 上で fn(x), n = 1, 2, : : :, が積分可能であって，E 上で一様に
limn!1 fn(x) = f(x) となるならば，極限関数 f(x) も E 上で積分可能であってZ
E






証明. ffng が E 上で f に一様収束することから，ある自然数 N が存在して，n  N ならばす
べての x 2 E に対して
jfn(x)  fN (x)j  1:
したがって












jfN (x)j d(x) + (E)
より f(x) は E 上積分可能である．
また，'(x) = jfN (x)j+ 1 とおいて，ffn(x) : n  Ng にルベーグの優収束定理（定理 3.6）を
適用することによって， Z
E































この ffn(x)g に対して条件 (3.5) を満たす可積分関数 '(x) は存在しない． 実際に，可測関数
'(x) が
fn(x)  '(x); 0  x  1; n = 1; 2; : : : ;
を満たすならば，
'(x)  n; 1
n+ 1
 x < 1
n





















注意 3.2. 系 3.1 で，一般に (E) <1 なる条件を除くことはできない．たとえば
gn(x) =

1 if n  x <1;








0  gn(x)  1; n = 1; 2; : : : ;
lim
n!1 gn(x) = 0;  1 < x <1:
一方， Z
R







n!1 gn(x) d(x) =
Z
R
0 d(x) = 0:
次の定理は，積分記号下での微分法を保証する結果である：
定理 3.7 (積分記号下での微分定理). 関数 f(x; ), (x; ) 2 E  (a; b), は x の関数として，E 上
で積分可能， の関数としては，(a; b) で微分可能とする．さらに，E 上で積分可能な関数 '(x)
が存在して  @@f(x; )
  '(x); (x; ) 2 E  (a; b)
とすると，積分 R
E















証明. まず，任意の 0 2 (a; b) に対して，仮定により
(3.8) lim
h!0









(x; 0) = f(x; 0)
は可測関数の極限関数として可測である．
また，微分法の平均値の定理により，適当な  > 0 をとれば，0 < jhj <  なる限り
f(x; 0 + h)  f(x; 0)
h
= f(x; 0 + h); 0 <  < 1:
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ここで， は x, 0, h に関係するが 0 <  < 1 であるから，仮定により
(3.9)
f(x; 0 + h)  f(x; 0)h
  '(x):






















































(2) 次に，関数 '() の連続性を示す．任意に  を固定して，












1  eihx f(x) d(x):
任意の x 2 R に対して，h! 0 のとき 1  eihx ! 0 であり，
























となり，'() は R 全体で連続である．
(3) より詳しく，関数 '() の一様連続性を示す．そのために，定理 2.21 を使う．任意の " > 0
に対して， Z 1
 1
jf(x)  f"(x)j d(x) < "










j'()   ()j =














eix   eix d(x)
であって，





ところで， eia   1  jaj; 8a 2 R:
したがって，






















j'()  '()j  j'()   ()j+ j ()   ()j+ j ()  '()j







j'()  '()j  2":
" > 0 は任意だから，関数 '() の一様連続性が従う．
(4) 関数 f"(x) は一様連続だから，任意の " > 0 に対して， = (") > 0 が存在して，
jxj; jyj  R; jx  yj <  =) jf"(x)  f"(y)j < ":
そこで，閉区間 [ R;R] を次のように n 等分する：

















































j'()j  lim sup
jj!1























(ak; bk] = f(x1; : : : ; xn) : ak < xk  bk; k = 1; : : : ; ng
の形の集合を（n 次元の）区間と呼ぶ．ここで， 1  ak < bk  1, k = 1; : : : ; n とする．R の
場合と同様に，空集合 ; も区間と考える．Rn における区間全体からなる集合を In と書く．任意





と定義する．また，j;j = 0 と定める．
このとき，1 次元の場合と同じ手順で，ルベーグ外測度 , ルベーグ可測集合族M, ルベーグ
測度 , 可測関数，ルベーグ積分が定義される．そして，集合 Rn，完全加法族M，ルベーグ測度





主張 5.1. (i) f(x), g(x) が集合 A 上で定義された非負値単関数ならば，Z
A

















主張 5.2. (i) f(x), g(x) が集合 A 上で定義された非負値関数ならば，Z
A



























定理 5.2 (性質 [II). ] (A) = 0 ならば，任意の関数 f(x) は集合 A 上で積分可能であって，Z
A
f d = 0:
定理 5.3 (性質 [III). ] f(x) が集合 A 上で積分可能ならば，
 (A(f = +1)) =  (A(f =  1)) = 0:










定理 5.5 (性質 [V). ] f(x) が集合 A 上で積分可能ならば，任意の実数  に対して，スカラー倍
f(x) も A 上で積分可能であって，Z
A




定理 5.6 (性質 [VI). ] f(x), g(x) が集合 A 上で積分可能ならば，和 f(x) + g(x) も集合 A 上で
積分可能であって， Z
A







定理 5.7 (性質 [VII). ] 集合 A 上の関数 f(x), g(x) が，条件
 (A(f 6= g)) = 0

































定理 6.1. f(x) を Rn の部分集合 E 上で ルベーグ 積分可能な関数とする．このとき，任意の








jf(x)  f"(x)j dx < "
となるようなある有界集合の外では恒等的に 0となるRn 上の連続関数 f" が存在する．
証明. 最初の不等式は明らか．もし， 1  f(x)  1 ならば，
f+(x) = maxff(x); 0g; f (x) = maxf f(x); 0g
とおいて，
f(x) = f+(x)  f (x) (f+(x)  0; f (x)  0)




2n x 2 E
 
k 1
2n  f < k2n ; jxj < n

;
0 x 2 E(f  n) [ E(jxj  n)



















jf(x)  fn(x)j dx < "
2
:




jEj ; j > 0; Ej  Sn
と表される．ここで，各 Ej に対して，
Fj  Ej  Gj  Sn; (Gj   Fj) < "
2mj
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となるような閉集合 Fj と開集合 Gj が存在する．また，これに対して，
gj(x) =

1 x 2 Fj ;
0 x 2 Gjc
となる Rn 上で 0  gj(x)  1 なる連続関数 gj(x) が存在する．このとき，x =2 Gj   Fj ならば
Ej = gj だから， Z
Ej










































ば，任意の y 2 Rn に対して f(x+ y)，f( x) も x の関数として ルベーグ 可測で，Z
Rn











ajEj (x)：単関数の場合，f(x+ y) =
X
j
ajEj y(x) だから，f(x+y) は x の関数で，Z
Rn












一般の f(x) の場合，f(x) に近づく単関数 fn(x) の単調増加列をとれば，fn(x+ y) も単関数の
単調増加列で，
lim
n!1 fn(x+ y) = f(x+ y):
よって，f(x+ y) は x の可測関数で，Z
Rn






















jf(x+ y)  f(x)j dx = 0:




jf(x+ y)  f"(x+ y)j dx =
Z
Rn
jf(x)  f"(x)j dx < "; 8y 2 Rn
となるある有界集合の外で恒等的に 0となる連続関数 f"(x) が存在する．Sn = fx : jxj < ng とす
ると，f" に関係して n を十分大きくとり，jyj < 1 であれば，
(6.4) fx : f"(x+ y) 6= 0g  Sn























jf(x+ y)  f(x)j dx 
Z
Rn
jf(x+ y)  f"(x+ y)j dx+
Z
Rn






















jf(x+ y)  f(x)j dx = 0:
7 フビニの定理
(X;M)および (Y;N )を可測空間とする．また，A 2Mおよび B 2 N に対して，長方形 AB
をすべて含むような X  Y の最小の {加法族をM
N とする．このとき，M
N を X  Y
上の積 {加法族といい，(X  Y;M
N ) は可測空間である．
測度空間の積に対して，次の定理が成り立つことが知られている ([9, Section 2.5])：
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定理 7.1. (X;M; ) および (Y;N ; ) を共に {有限な可測空間とする．このとき，
(AB) = (A)(B) for A 2M and B 2 N :
となるようなM
N 上の {有限な非負測度  がただ 1つ存在する．
測度  を  と  との積測度といい，以下では，  と表す．
積空間上の積分について考察する．(X;M; ) および (Y;N ; ) を共に {有限な可測空間，
を積 {加法族M
N 上の  と  の積測度とする．
まず， E を X  Y の部分集合とする．X の中の任意の点 x に対して，
Ex = fy 2 Y : (x; y) 2 Eg
と E の x-切片集合 Ex を定義する．同様に， Y の中の任意の点 y に対して，
Ey = fx 2 X : (x; y) 2 Eg
と E の y-切片集合 Ey を定義する．




次に，f(x; y) を X  Y 上で定義された関数とする．X の中の任意の点 x に対して，x-切片集
合 Ex 上の関数
fx(y) = f(x; y) for y 2 Ex
として f の x-切片関数 fx を定義する．同様にして，Y の中の任意の点 y に対して，y-切片集合
Ey 上の関数
fy(x) = f(x; y) for x 2 Ey:
として f の y-切片関数 fy を定義する．
例えば， A  X および B  Y に対して，E = AB の場合は，切片関数は，それぞれ
(E)x (y) = Ex(y) = B(y) for y 2 Y ;
(E)
y
(x) = Ey (x) = A(x) for x 2 X
となる．
直積集合 X  Y 上で定義された関数関数 f(x; y) がMN{可測であって，その積分が存在す
る場合，慣習上， ZZ
XY
f(x; y) d( )(x; y)
























XY f(x; y) d(y) d(x);
RR














XY f(x; y) d(x) d(y);
RR
XY f(x; y) d d
と表す．これらの積分は，関数 f(x; y) の累次積分と呼ばれる．
次の定理は，一挙に積分した重積分と順番に積分した累次積分の間の最も重要な関係式を記述し
ている：
定理 7.2 (フビニ (Fubini) の定理). (i) 関数 f(x; y) が   {積分可能ならば，fx(y) = f(x; y),
y 2 Y で定義される切片関数 fx(y) は， 測度についてほとんどすべての x 2 X に関して，{積
分可能である．同様に，fy(x) = f(x; y), x 2 X で定義される切片関数 fy(x) は， 測度について
















は， 測度についてほとんどすべての y 2 Y に関して，{積分可能である．このとき，等式ZZ
XY
















jf(x; y)j d(x); y 2 Y
は，それぞれ，M{可測，N{可測であって，ZZ
XY







が成り立つ．さらに，関数 '(x) が {積分可能あるいは関数  (y) が {積分可能ならば，関数
f(x; y) は  {積分可能であって，前半の (i) の主張が成り立つ．
8 ルベーグ空間
(Rn;M; ) を n 次元ルベーグ測度空間とする．Rn で定義された複素数値関数 f(x) がルベー
グ可測であるとは，
f(x) = f1(x) + if2(x); f1(x) = Re f(x); f2(x) = Im f(x);
57
と表したとき，f1(x) と f2(x) が，それぞれ可測関数となる場合をいう．










f1(x) = Re f(x); f2(x) = Im f(x)









となるもの全体を Lp(Rn) または単に Lp と書く．ただし，f(x) = g(x) a.e. x 2 Rn となる f と
g は同一視するものとする．
f 2 Lp に対して






を f(x) の Lp{ノルムという．
同様にして，Rn のルベーグ可測な部分集合 E に対して Lp(E) が定義される．
定義 8.2. Rn 上の可測関数 f(x) で，測度 0 の集合を除いて有界（これを本質的に有界という）
となるもの全体を L1(Rn) または単に L1 と書く．ただし，f(x) = g(x) a.e. x 2 Rn となる f
と g は同一視する．f 2 L1 に対して
kfk1 = kfkL1(Rn) = inf fK : jf(x)j  K a:e: x 2 Rng





(ess sup = essential supremum) とも表す．





sup f(x) = 1
ess sup f(x) = 0
となり，sup と ess sup との違いが分かる．
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定理 8.1 (シュワルツの不等式). f , g 2 L2 ならば，
(8.1)
Z f(x)g(x) dx2  Z jf(x)j2 dx  Z jg(x)j2 dx:
証明. f , g 2 L2(Rn) とする．まず，
(jf(x)j   jg(x)j)2  0
だから，不等式




次に，f , g 2 L2 に対して
(8.2) (f; g) =
Z
f(x)g(x) dx
とおく．このとき kfk2 を単に kfk と書けば，シュワルツの不等式 (8.1) は
(8.3) j(f; g)j2  kfk2kgk2
となる．f(x) = 0 a:e: のとき (8:3) は明らかに成り立つ．f(x) = 0 a:e: でないとすると kfk > 0
である．任意の複素数  に対して
(f   g; f   g) =
Z




= kf   gk2  0:
この左辺を (; ) の定義 (8.2) に従って書き直すと
jj2kfk2   (f; g)  (g; f) + kgk2  0:








(8.2) により，(g; f) = (f; g) だから，これを上式に代入して両辺に kfk2 をかけることにより (8.3)
が得られる．
定理 8.2 (ヘルダーの不等式とミンコウスキーの不等式). 1  p; q  1 は 1=p+ 1=q = 1 をみた
すとする．ただし，1=1 = 0. このとき，任意の f 2 Lp, g 2 Lq に対して，
(8.4)
Z f(x)g(x) dx  kfkpkgkq
が成り立つ．これをヘルダーの不等式という．p = 2 のときシュワルツの不等式 (8.1) となる．
また，1  p  1 のとき，任意の f , g 2 Lp に対して，
(8.5) kf + gkp  kfkp + kgkp
が成り立つ．これをミンコウスキーの不等式という．
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証明. p = 1, 1 のとき，不等式 (8:4), (8:5) が成り立つのは明らかなので，1 < p < 1 の場合だ
けを証明する．
準備として，1 < p <1 のとき，次の不等式が成り立つことを証明する：任意の実数 ,   0
に対して







(a)  = 0 または  = 0 のときは明らか．






となる．p = q=(q   1) より
(1 q)p = pp(1 q) = p q















とおくと，'0() = p 1 1 より，0 <  < 1 のとき，'0() < 0.  = 1 のとき，'0() = 0.  > 1
のとき，'0() > 0. ゆえに，'() は  = 1 のとき最小値 0 をとるので，上記の不等式は成り立つ．
(8.4) の証明：kfkp = 0 または kgkq = 0 ならば
f(x)g(x) = 0 a:e:
であるから (8.4) は成り立つ．
よって，kfkp > 0, kgkq > 0 とすると，(8.6) において   0,   0 は任意であったから
 =
jf(x)j





















したがって， Z f(x)g(x) dx  Z jf(x)g(x)j dx  kfkpkgkq
を得て，これは，(8.4) にほかならない．
(8.5) の証明：
jf(x) + g(x)j  jf(x)j+ jg(x)j
だから，f(x)  0, g(x)  0 の場合を証明すれば十分である．
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不等式
(f(x) + g(x))p  (2maxff(x); g(x)g)p  2p(f(x)p + g(x)p); x 2 Rn
により Z
(f(x) + g(x))p dx <1
であることに注意する．Z
(f(x) + g(x))p dx =
Z
(f(x) + g(x))p 1f(x) dx
+
Z








なる q (= p=(p  1)) をとり右辺の各項にヘルダーの不等式 (8.4) を適用すると，Z
(f(x) + g(x))p dx 
Z






















kf + gkp  kfkp + kgkp;
すなわち，(8.5) を得る．
注意 8.1. 次節の定理 9:1 で示すように，空間 Lp (1  p  1) は Lp{ノルムをノルムとして，完
備となる。すなわち，Lp はバナッハ空間となる．バナッハ空間の定義については，第 II 部 を参照．
9 ルベーグ空間の完備性
定理 9.1 (リース・フィッシャーの定理). 関数空間 Lp (1  p <1) はノルム k  kp に関して完備
である．したがって，バナッハ空間である．
証明. ffng を Lp のコーシー列とする：すなわち，
lim
n;m!1 kfm   fnkp = 0:
このとき，ffng の適当な部分列 ffnkg1k=1 をとり
lim
k!1
kfnk   fkp = 0
となる f 2 Lp の存在を証明すれば
lim sup
n!1
kfn   fkp  lim
n;k!1
kfn   fnkkp + lim
k!1
kfnk   fkp = 0;
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すなわち，limn!1 kfn   fkp = 0 となる．
上のような ffnkg は次のようにして求められる．仮定から，まず n1 を
n > n1 =) kfn   fn1kp <
1
2
となるようにとることができる．次に n2 を，n2 > n1 でかつ




n1 < n2 < : : : < nk < : : : ;





















kfnk   fkp = 0







gk 2 Lp; k = 1; 2; : : : ;
0  g1(x)  g2(x)  : : :  gk(x)  : : :
であって，(9.1) とミンコウスキーの不等式 (8.5) によって























kgkkpp  (kfn1kp + 1)p <1
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を得る．よって，ほとんどいたる所で有限な g(x) = limk!1 gk(x) が存在して，
g 2 Lp; kgkp  kfn1kp + 1





は絶対収束する．ゆえに，ほとんどすべての x 2 Rn に対して





jfnk(x)j  gk(x)! g(x) (k !1):








ゆえに，f 2 Lp である．
また，
jf(x)  fnk(x)j =










jfnj+1(x)  fnj (x)j  g(x)
だから












jf(x)  fnk(x)jp dx = 0:
これから (9.2) が示されたことになる．
次に，関数の合成積 (convolution) またはたたみ込み積と呼ばれる算法について説明する．f ,
g 2 L1(Rn) に対して
h(x) =
Z




はほとんどすべての x 2 Rn で有限な値をとり h 2 L1(Rn) である．このことは，たとえば，
'(x; y) = jf(x  y)jjg(y)j




kf  gk1  kfk1  kgk1
が成り立つことも同時に導かれる．
さらに，一般に次の定理が成り立つ．
定理 9.2. f 2 Lp(Rn), 1  p  1, g 2 L1(Rn) ならば，合成積 f  g 2 Lp(Rn) であって
(9.3) kf  gkp  kfkp  kgk1
が成り立つ．これをハウスドルフ・ヤングの不等式という．
証明. p =1 の場合は明らか．1 < p <1 の場合について証明する．






















= kfkpp  kgk1
< 1








よって，ヘルダーの不等式 (8.4) が適用でき，ほとんどすべての x 2 Rn に対してZ f(x  y)g(y) dyp  Z jf(x  y)jjg(y)j 1p  jg(y)j 1q dyp

Z






したがって，ほとんどすべての x 2 Rn に対して，合成積 f  g(x) が定義される．この不等式
の両辺を x で積分して (9.4) を用いると





f  g 2 Lp;
kf  gkp  kfkp  kgk1
が導かれる．
定理 9.3. L1 はノルム k  k1 に関して完備である．
証明. ffjg1j=1 を L1 のコーシー列とする．すなわち
lim
j;k!1










すなわち，ある零集合 Nm  Rn が存在して
lim sup
j;k!1
jfj(x)  fk(x)j  1
m









jfj(x)  fk(x)j = 0; x 2 Rn n N :










fj(x); x 2 Rn n N




kfj   fk1 = 0
が成り立ち，L1 の完備性が証明された．
Rn で連続で，ある有界集合の外では恒等的に 0 となる関数の全体を C0(Rn) と書く．
定理 9.4. 関数空間 C0(Rn) は Lp(Rn), 1  p < 1, のなかで，ノルム k  kp に関して稠密であ
る．すなわち，任意の f 2 Lp(Rn) と任意の正数 " に対して
kg   fkp < "
となる g 2 C0(Rn) が存在する．
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となる．よって，f  0 として考えても一般性は失わない．
" > 0 を任意に固定する．Sm = fx 2 Rn : jxj < mg とおくと，Z
Rn
jf(x)jp dx <1
より，自然数 m を Z
Rn Sm




f(x) if x 2 Sm;
0 if x 2 Smc
とおくと，











ところで，fm  0 より，定理 2.6 が適用でき，fm(x) は非負単関数の単調増加列の極限として表
せることに注意．ゆえに，単関数 g(x) を，
fm(x)  g(x)  0;
Z
Rn
(fm(x)  g(x))p dx < "p
となるようにとれる．よって，





jEj (x) (j > 0; Ej  Sm)
と書ける．定理 1.15 より，各 Ej に対し，





を満たすような閉集合 Fj，開集合 Gj が存在する．Sm は開集合だから，Gj  Sm とできる．
hj(x) を Rn 上で 0  hj(x)  1 となる連続関数で，
hj(x) =

1 if x 2 Fj ;




























jhj(x) とおくと，h 2 C0(Rn) で，















; ) を  有限な測度空間とする．この節では，1  p <1 に対して, バナッハ空間 Lp(
) の







が成り立つ．このとき，次の定理が知られている ([10, Theorem 4.14.1], [9, Theorem 6.15]):
定理 10.1. (
; ) を  有限な測度空間, 1 < p <1 とする．
(i) 任意の関数 v 2 Lq(













(ii) 逆に，任意の汎関数 f 2 (Lp(
)) は，ある関数 v 2 Lq(






















定理 10.2 (ハーン・バナッハの定理). X を複素ベクトル空間，p(x) を X 上の実汎関数であって，
次の条件を満たすとする：
p(x)  0; 8x 2 X:
p(x+ y)  p(x) + p(y); 8x; y 2 X:
p(x) = jjp(x); 8x 2 X; 8 2 C:
M を X の部分空間，f(x) を M 上の複素線形汎関数であって，次の条件を満たすとする：
jf(x)j  p(x); 8x 2M:
このとき，X 上の複素線形汎関数 F (x) であって，次の条件を満たすものが存在する：
F (x) = f(x); 8x 2M:
jF (x)j  p(x); 8x 2 X:
68
定理 10.3 (一様有界性の原理). バナッハ空間 X 上の有界線形作用素の空間 B(X;X) 内の作用素
列 fTng が各点 x 2 X ごとに有界ならば，そのノルムの列 fkTnkg は一様に有界である：
sup
n
kTnxk <1; 8x 2 X =) sup
n
kTnk <1:
定理 10.4 (バナッハの開写像定理). X, Y をバナッハ空間とし，T を X から Y への有界線形作






集合 X における関係 5 で，次の性質を持つものを X の順序関係という：
x 5 x;
x 5 y かつ y 5 x ならば x = y;
x 5 y かつ y 5 z ならば x 5 z:
順序関係を備えている集合 (X;5) を順序集合という．x 5 y を y = x とも書く．
順序集合 (X;5) において，X の任意の元 x, y に対して，x 5 y または x = y のいずれかが成
り立つとき，X におけるこの順序関係を全順序関係といい，全順序関係を備えた集合 (X;5) を全
順序集合という．
順序集合 (X;5) の元 a に対して，
a 5 x かつ x 6= a となる x が存在しない
ならば，a を X の極大元という．同様に，順序集合 (X;5) の元 b に対して，
b = x かつ x 6= b となる x が存在しない
ならば，b を X の極小元という．
順序集合 (X;5) の部分集合 A に対して，a が A の最大元であるとは，
a 2 A かつ \x 2 A =) x 5 a"
が成り立つものである．同様に，順序集合 (X;5) の元 b に対して，b が A の最小元であるとは，
b 2 A かつ \x 2 A =) x = b"
が成り立つものである．
また，X の元 b が，条件
x 2 A =) x 5 b
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また，X の元 c が，条件
x 2 A =) x = c
をみたすとき，c を A の下界といい，A の下界の最大元 t が存在するとき，t を A の下限という．
このとき，記号で
t = inf A
と表す．
公理 (選択公理). 集合族 fA :  2 ; A 6= ;g に対して，写像 f : ! [2A で， 2  なら
ば f() 2 A となるものが少なくとも１つ存在する．
次のツォルンの補題は，選択公理と同値な命題である．
補題 11.1 (ツォルンの補題). 順序集合 (X;5) において，X の任意の全順序部分集合が上界を持
つならば，X には少なくとも一つ極大元が存在する．
12 距離空間の完備化
カントールの考えに従って，与えられた距離空間 (X; d) から完備化された距離空間 ( ~X; ~d) を構
成する．直積空間 X X 上の非負関数 d(x; y) が次の３条件を満たすとき，距離という：
(M1) d(x; y)  0, d(x; y) = 0 () x = y (正値性).
(M2) d(x; y) = d(y; x) (対称性).
(M3) d(x; y)  d(x; z) + d(z; y), 8x, y, z 2 X (三角不等式).




Step 1: 距離空間 (X; d) のコーシー列の全体の集合を F とする．このとき，任意の fxng，
fyng 2 F に対して，fd(xn; yn)g が収束することを示す．
今，任意の fxng, fyng 2 F に対して，
(12.1) 8" > 0; 9N = N(") such that n;m  N =) d(xn; xm) < "
2
; d(yn; ym) <
"
2
が成り立っている．任意の n, m 2 N に対して，
d(xm; ym)  d(xm; xn) + d(xn; yn) + d(yn; ym)
より，
d(xm; ym)  d(xn; yn)  d(xm; xn) + d(yn; ym):
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また，同様にして，
d(xn; yn)  d(xm; ym)  d(xm; xn) + d(yn; ym):
したがって，
(12.2) jd(xn; yn)  d(xm; ym)j  d(xm; xn) + d(yn; ym):
よって，n, m  N とすると，(12.1) 式より，
jd(xn; yn)  d(xm; ym)j < "
となり，fd(xn; yn)g は完備距離空間 (R; d(1)) のコーシー列で，収束する．よって，
d(fxng; fyng) = lim
n!1 d(xn; yn)
と d(fxng; fyng) を定義する．
Step 2: d : F  F ! R を使って，F 上の同値関係“”を次のように定義する：
fxng, fxn0g 2 F に対して，d(fxng; fxn0g) = 0 のとき，
fxng  fxn0g:
もとの dが反射律，対称律，推移律をみたしていたのでこれが同値関係となることは明らかである．
さらに，fxng  fxn0g, fyng  fyn0g とすると，
(12.3) d(fxng; fyng) = d(fxn0g; fyn0g)
であることも，(12.2) 式より容易にわかる．
Step 3: ~X と ~X 上の距離関数 ~d を定義する．
~X = F=  とし，fxng 2 F の同値類が表す ~X の元を [fxng] とする．さらに，
~d : ~X  ~X ! R
を
~d([fxng]; [fyng]) = d(fxng; fyng); [fxng]; [fyng] 2 ~X
と定義する．ここで，(12.3) 式より，右辺は代表元の取り方によらない．このようにして ~X 上の
距離関数 ~d が定義できた．
Step 4: 写像  : X ! ~X を定義する．
x 2 X に対し，xn = x (n 2 N) とおくと，fxng は (X; d) のコーシー列である．すなわち，
fxng 2 F．このコーシー列を ~x とし，~x の同値類 [~x] を対応させる写像を  とする．
Step 5: (( ~X; ~d); ) が次の完備化の 3条件をみたすことを示す：
[C1] ( ~X; ~d) は完備．
[C2]  は (X; d) から ( ~X; ~d) への等長写像，すなわち，
d(x; y) = ~d((x); (y)); 8x; y 2 X:
[C3] (X) は ( ~X; ~d) で稠密．
条件 [C2] に関して：定義より明らか．
71
条件 [C3] に関して：まず，fxng 2 F に対して，
(12.4) lim
m!1
~d([fxng]; (xm)) = 0
が成り立つことを示す．
fxng は (X; d) のコーシー列 なので，
8" > 0; 9N = N(") s:t: n;m  N =) d(xn; xm) < "
2
:
このとき，m  N を固定すると，







このことから，任意の [fxng] 2 ~X は f(xm) : m 2 Ng  (X) の極限点となるので条件 [C3]
をみたす．
条件 [C1] に関して：fn : n 2 Ng を ( ~X; ~d) のコーシー列とする．(X) は ( ~X; ~d) で稠密なので，
fxng  X で，





d(xn; xn0) = ~d((xn); (xn0))




+ ~d(n; n0) +
1
n0
より，fxng は (X; d) のコーシー列で，さらに (12.4) 式，(12.5) 式より，

















とする．このとき，少なくとも 1つの Fn は X の開球を含む．すなわち
B(a; r)  Fn a 2 X; r > 0
となる自然数 n が存在する．ここで，B(a; r) は中心 a, 半径 r の開球である．
証明. 背理法で示す．そこで任意の n 2 N に対して
FnはX の開球を含まない
と仮定する．まず，以下をみたすような開球の列 fBng がつくれることを帰納法で示す．
1 B1  B2  : : :
2 Bn \ Fn = ;
3 n  1
n
ここで n は Bn の半径を表す．
n = 1 の場合．X 6= ; だから X の開球は存在することに注意する．帰納法の仮定より，F1 は
開球を含まないので，F1 6= X. よって
u1 2 X n F1
が存在する．F1 は閉集合なので
d1 := d(u1; F1) = inf
2F1
fd(u1; )g > 0
となる．よって







B1 \ F1 = ;; 1  1






n = k の場合： 1～ 3 をみたす開球 B1, B2, : : :, Bk がすでに構成できたとする．帰納法の仮
定より Fk+1 は開球を含まないから，Bk   Fk+1 6= ;. よって
uk+1 2 Bk n Fk+1
73
となるものが存在する．uk+1 は閉集合 Fk+1 には属さないので
dk+1 := d(uk+1; Fk+1) > 0
であり，かつ，閉集合 X nBk にも属さないから
k+1 := d(uk+1; X nBk) > 0
である．そこで











1 B1  : : :  Bk  Bk+1
2 Bk+1 \ Fk+1 = ;











1, 3 より任意の ` > m 2 N に対して，B` の中心 u` と Bm の中心 um の距離は
d(um; u`)  m  1
m
! 0 (m! 0)




(13.1) u 2 X
となる．ところが，番号 N を任意に固定するとき














定理 14.1 (不動点定理). [a; b] を有界閉区間，f(x) を [a; b] 上の連続関数とする．このとき，
f([a; b])  [a; b]
をみたせば
f(x) = x
となるような x 2 [a; b] が存在する．
証明. 実は，中間値の定理から従う．
'(x) := x  f(x)
とおく．f([a; b])  [a; b]より
'(a) = a  f(a)  0
となる．
(1) '(a) = 0の場合は
x := a
とすればよい．
(2) '(a) < 0の場合は









定理 14.2 (バナッハの不動点定理). 完備な距離空間 (X; d) から (X; d) への写像 F が条件
(14.1) 0 < 9k < 1 : d (F (x); F (y))  kd(x; y); 8x; y 2 X;
を満たすとする．このとき，写像 F はただ一つの不動点 z を持つ：F (z) = z.
証明. 1 任意の点 x0 2 X を取り，
x1 = F (x0); x2 = F (x1); : : : ; xn+1 = F (xn)
とおく．このとき，三角不等式により，
d (xn+1; xn) = d (F (xn); F (xn 1))
 kd (xn; xn 1)
 k2d (xn 1; xn 2)
: : :
 knd (x1; x0) :
したがって，n > m に対して，
d (xn; xm)  d (xn; xn 1) + d (xn 1; xn 2) + : : :+ d (xm+1; xm)
  kn 1 + kn 2 + : : :+ km d (x1; x0)
 k
m
1  kd (x1; x0)
だから，点列 fxjg はコーシー列である．距離空間 (X; d) は完備だから，
9z 2 X such that xn  ! z:
このとき，条件 (14.1) から，写像 F は（一様）連続だから，
z = lim
n!1xn = limn!1F (xn 1) = F (z):
したがって，写像 F は不動点 z を持つことが分かった．
2 不動点の一意性を示す：F (z) = z, F (z0) = z0 とすると，条件 (14.1) から，
d(z; z0) = d (F (z); F (z0))  kd(z; z0):
ここで，0 < k < 1 に注意すれば，
d(z; z0) = 0
となり，z = z0 を得る．
以上で，定理 14.2 が証明された．
バナッハの不動点定理 14.2 は，次のように拡張される：
系 14.1. バナッハ空間 X から X への写像 F に対して，写像 Fn, n  2, を
Fnx = F (Fn 1x); x 2 X
と定義する．ある n0 2 N に対して，写像 Fn0 が条件
0 < 9k < 1 : d (Fn0(x); Fn0(y))  kd(x; y); 8x; y 2 X;
を満たすとする．このとき，写像 F はただ一つの不動点 z を持つ：F (z) = z.
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証明. 1 不動点の一意性を示す：Fz = z, Fz0 = z0, z, z0 2 X を２つの不動点とすると，
Fn0(z) = Fz = z; Fn0(z0) = Fz0 = z0:
したがって，定理 14.2 に示したように，写像 Fn0 に対する不動点の一意性より，z = z0.
2 不動点の存在を示す：写像 Fn0 は縮小写像だから，定理 14.2 から，不動点 x0 を持つ：
Fn0(x0) = x0:
ところで，両辺に写像 F を施すと，
Fn0(Fx0) = F (F
n0(x0)) = Fx0:






定理 14.3. , r を正の数とし，点 (a; b) を中心とする閉矩形
D = f(t; y) : jt  aj  r; jy   bj  g
を考える．与えられた関数 f(x; y) は D で連続，変数 y についてリプシッツ連続とする．すなわ
ち，定数 L が存在して
jf(t; y1)  f(t; y2)j  L jy1   y2j ; 8 (t; y1); (t; y2) 2 D
が成り立つ．このとき，閉区間













dt = f(t; y);
y(a) = b
の解 y(t) は存在して一意的である．
証明. 閉区間 I 上の連続関数の空間を X として，そのノルムは最大値ノルムとする：
X = C(I);
kxk = max fjx(t)j : t 2 Ig :
最大値ノルムの収束は一様収束だから，X はバナッハ空間になることに注意．
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このとき，X から X への写像 F を次のように定義することができる：




さらに，不動点定理 14.2 の証明と同様にして，任意の自然数 n に対して，不等式









0 < 9k < 1 : kFn0(x)  Fn0(y)k  kkx  yk; 8x; y 2 X;
を満たす．したがって，系 14.1 が適用できて，写像 F 自身がただ一つの不動点 y を持つ：






集合 X は，次の諸条件を満たすとき，実数体または複素数体 K 上の線形空間またはベクトル
空間という：
(i) 任意の x, y 2 X に対して，和 x+ y 2 X が定義されて，
(a) x+ y = y + x.
(b) (x+ y) + z = x+ (y + z).
(c) ゼロベクトル 0 2 X が存在して，
x+ 0 = x; 8x 2 X:
(d) 各元 x 2 X に対して，逆元  x 2 X が存在して，
x+ ( x) = 0:
(ii) 任意の x 2 X,  2 K に対して，スカラー倍 x 2 X が定義されて，
(a) ()x = (x).
(b) 1x = x.
(c) (x+ y) = x+ y.
(d) (+ )x = x+ x.
78
X の元は ベクトルと呼ばれ，K の元は スカラーと呼ばれる． K をベクトル空間 X の係数体
という．K = R あるいは K = C に応じて，ベクトル空間を，実ベクトル空間あるいは複素ベク
トル空間という．
x1, x2, : : :, xn 2 X に対して，1x1 + 2x2 + : : :+ nxn (1, 2, : : :, n 2 K) の形のベクト
ルを一次結合あるいは線形結合という．ベクトル x1, x2, : : :, xn は，次の条件を満たすとき，一次
独立あるいは線形独立という：
1x1 + 2x2 + : : : nxn = 0 =) 1 = 2 = : : : = n = 0:
ベクトル x1, x2, : : :, xn は一次独立でないとき，一次従属あるいは線形従属という．
ベクトル空間 X が，n 個の一次独立なベクトルを含み，n+ 1 以上の一次独立なベクトルを含
まないとき，X は n 次元であるといい，dimX = n と表す． X の一次独立なベクトルが有限で
ないとき，X は無限次元という．
例 15.1. Lp(Rn) は無限次元である．
n 次元ベクトル空間 X の n 個の一次独立なベクトル fx1; x2; : : : ; xng を，X の 基底という．こ
のとき，任意のベクトル x 2 X は，
x = 1x1 + 2x2 + : : :+ nxn
と，一意的に表される．スカラー 1, 2, : : :, n を，ベクトル x の成分という．
部分集合 M  X は， X での和とスカラー倍の演算に関してベクトル空間になるとき，M を
X の部分空間という．従って，部分集合 M は次の条件を満たすとき，部分空間になる：
x; y 2M;  2 K =) x+ y 2M; x 2M:
X の部分集合 A に対して，A を含む最小の部分空間 [A] が存在する．実際，部分空間 [A] は，A
を含むすべての部分空間の交わり，あるいは A の任意の有限個の元の一次結合の全体で与えられ
る．部分空間 [A] を，集合 A によって生成される部分空間という．
M , N を X の２つの部分空間とする．和集合 M [N によって生成される部分空間を，M と N
の和といい，M +N で表す．もしM \N = f0g の場合は，和 M +N は M と N の直和といい，
M _+N
で表す．直和 M _+N の任意の元 x は，
x = y + z; y 2M; z 2 N
という形に一意的に表される．
部分集合 A  X が次の条件を満たすとき，凸であるという：
x; y 2 A =) x+ (1  )y 2 A; 0 < 8 < 1:
ベクトル空間 X 上の実数値関数 k  k が，次の３条件（ノルムの公理）を満たすとき，ノルム
と呼ばれる：
(N1) kxk  0; kxk = 0 () x = 0.
(N2) kxk = jjkxk, 8 2 K, 8x 2 X.
(N3) kx+ yk  kxk+ kyk, 8x, 8y 2 X (三角不等式).
このとき，(X; j  j) はノルム空間であるという．














と表記される．このとき，点列 fxng は x に強収束するという．
定理 16.1. ノルム空間 X において，ベクトル演算やノルムは連続である：
(1) xn ! x, yn ! y ならば，xn + yn ! x+ y.
(2) xn ! x, n !  ならば，nxn ! x.
(3) xn ! x ならば，kxnk ! kxk.
証明. (1) については，
k(xn + yn)  (x+ y)k  kxn   xk+ kyn   yk  ! 0:
(2) については，
knxn   xk  jn   j kxn   xk+ jn   j kxk+ jj kxn   xk  ! 0:
(3) については，三角不等式より，
jkxnk   kxkj  kxn   xk  ! 0:
以上で，定理 16.1 が証明された．
定義 16.1. X の点列 fxng は，次のコーシーの条件を満たすとき，コーシー列と呼ばれる：
lim
n;m!1 kxn   xmk = 0:
ノルム空間 X の任意のコーシー列が，X の点に強収束するとき，X は完備であるという．完備
なノルム空間を，バナッハ空間と呼ぶ．
例 16.1. 定理 9.1, 9.3 で示したように，Lp(Rn) はバナッハ空間である．
X と Y が同じ係数体上のノルム空間とすると，直積空間 X  Y は，ノルム
k(x; y)k = kxk+ kyk
によって，ノルム空間になる．さらに，X と Y がバナッハ空間ならば，直積空間 X Y もバナッ
ハ空間になる．
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X 上の２つのノルム k  k1 と k  k2 は，次の条件を満たすとき，同値であるという：
9c; C > 0 : ckxk1  kxk2  Ckxk1; 8x 2 X:
同値なノルムは，ベクトル空間 X に同じ位相を定めることに注意．
x 2 X と r > 0 に対して，
B(x; r) := fy 2 X : ky   xk < rg
を，中心 x, 半径 r の開球という．以下では，点 x の近傍ということもある．
定義 16.2. 部分集合 G  X が次の条件を満たすとき，開集合という：
8x 2 G; 9r = r(x) > 0 such that B(x; r)  G:
定理 16.2. ノルム空間 X の開集合について，次の性質が成り立つ：
(G1) ;, X は開集合.
(G2) 任意の有限個の開集合の共通部分も開集合.
(G3) 任意の開集合の族の和集合も開集合.
定義 16.3. 部分集合 F  X の補集合 F c = X n F が開集合のとき，F を閉集合という．
定理 16.3. ノルム空間 X の閉集合について，次の性質が成り立つ：
(F1) ;, X は閉集合.
(F2) 任意の有限個の閉集合の和集合も閉集合.
(F3) 任意の閉集合の族の共通部分も閉集合.
定義 16.4. M を X の部分集合とする．点 x 2 X の任意の近傍の中に，x と異なるM の点が少
なくとも一つ存在するとき，点 x を M の集積点という．
次の集積点に関する判定条件は，非常に有用である：
定理 16.4. M を X の部分集合とする．点 x 2 X が M の集積点であるための必要十分条件は，
x に収束する M の点列 fxng が存在することである：
(16.1) 9fxng M such that xn 6= x, kxn   xk ! 0:
証明. (1) 必要性：点 x の近傍として B(x; 1=n), n 2 N, を取れば，




, xn 6= x:
したがって，条件 (16.1) が成り立つ．
(2) 十分性：逆に，点 x の任意の近傍 B(x; ") に対して，条件 (16.1) より，n 十分大ならば，
9xn 2M such that xn 2 B(x; "), xn 6= x:




定理 16.5. F を X の部分集合とする．F が閉集合であるための必要十分条件は，F の集積点が
すべて F に属することである．
証明. (1) 必要性：F を閉集合，x を F の任意の集積点とする．もし x 62 F ならば，補集合 F c
は開集合だから，ある近傍 B(x; r) が存在して，
B(x; r) \ F = ;:
これは，x が F の集積点であることに矛盾する．従って，x 2 F .
(2) 十分性：補集合 F c が開集合であることを示す．
x0 を補集合 F c の任意の点とする．x0 は F の集積点ではないから，ある近傍 B(x0; r) が存在
して，
B(x0; r) \ F = ;:
したがって，
B(x0; r)  F c:
これより，点 x0 は F c の内点である．よって，補集合 F c は開集合である．
以上で，定理 16.5 が証明された．
定理 16.6. F を X の部分集合とする．F が閉集合であるための必要十分条件は，F の点列が収
束すれば，その極限点がすべて F に属することである．
証明. (1) 必要性：F を閉集合とする．xn 2 F , xn ! x0 とすると，x0 は F の点か F の集積点
である．したがって，定理 16.5 より，x0 2 F .
(2) 十分性：x0 を F の任意の集積点とする．このとき，任意の n 2 N に対して，






, xn 6= x0:
従って，点 x0 は F の点列 fxng の極限点だから，仮定より，F に属する．定理 16.5 より，F は
閉集合である．
以上で，定理 16.6 が証明された．
定義 16.5. A を X の部分集合とする．A の集積点の全体を Ad で表す．集合
A := A [Ad
を，A の閉包という．
注意 16.1. (1) 定義 16.5 から，明らかに
A  A;
A  B =) A  B:
(2) 集合 F が閉ならば，定理 16.5 より，F d  F . したがって，F = F である．
次の定理は，集合の閉包に関する特徴付けを与えている：
定理 16.7. A を X の部分集合とする．A の閉包 A は，A を含む最小の閉集合である．
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証明. (1) A の閉包 A は閉集合であることを示す．そのために，定理 16.5 を使う．
x を A の任意の集積点とすると，x の任意の近傍 B(x; r) に対して，x と異なる点 y で
y 2 B(x; r) \A
をみたすものが存在する．y 2 A より，
r0 := r   ky   xk
とおくと，
B(y; r0)  B(x; r);
B(y; r0) \A 6= ;:
である．よって，B(x; r) \A 6= ; だから，x 2 A である．
(2) F を A を含む任意の閉集合とすると．A  F . したがって，注意 16.1 から
A  F = F:
以上で，定理 16.7 が証明された．
定理 16.1 と定理 16.7 より，
定理 16.8. X をノルム空間，M を X 部分空間とする．このとき，M の 閉包 M は X の部分
空間である．
定義 16.6. ノルム空間 X の部分集合 A が，A = X を満たすとき，集合 A は X で稠密である
という．
例 16.2. 有理数の全体 Q は，1 次元ユークリッド空間 R で稠密である．
例 16.3. ワイエルストラスの多項式近似定理（定理 54.1）によって，実数値係数の多項式の全体
P (x) は，実数値連続関数の空間 C[a; b] において稠密である．
例 16.4. 定理 9.4 において示したように，関数空間 C0(Rn) は Lp(Rn), 1  p < 1, のなかで，
ノルム k  kp に関して稠密である．
定義 16.7. ノルム空間 X に稠密な可算集合が存在するとき，X は可分であるという．
例 16.5. 例 16.2 において，有理数の全体 Q は可算集合だから，1 次元ユークリッド空間 R は可
分である．
例 16.6. 例 16.3 において，有理数係数の多項式の全体 Q(x) は可算集合であって，実数値係数の
多項式の全体 P (x) において稠密である．従って，実数値連続関数の空間 C[a; b] は可分である．
例 16.7. Lp(Rn), 1  p <1, は可分である．
17 ハーン・バナッハの定理




定理 17.1 (ハーン・バナッハの定理). X を実ベクトル空間，p(x) を X 上の実汎関数であって，
次の条件を満たすとする：
p(x+ y)  p(x) + p(y); 8x; y 2 X:
p(x) = p(x); 8x 2 X; 8  0:
M を X の部分空間，f(x) を M 上の実線形汎関数であって，次の条件を満たすとする：
f(x)  p(x); 8x 2M:
このとき，X 上の実線形汎関数 F (x) であって，次の条件を満たすものが存在する：
F (x) = f(x); 8x 2M:
F (x)  p(x); 8x 2 X:
証明. まず，証明の方針を述べる．
 :=
8<:' : 'は線形汎関数で，D(') M;'(x) = f(x); 8x 2M;
'(x)  p(x); 8x 2 D(')
9=;
とする．ただし，D(') は ' の定義域を表す．',  2 に対して， における順序 '   を入
れる：
'   () D(')  D( ) かつ '(x) =  (x); 8x 2 D('):
このとき， の全順序部分集合 	 は， において上界をもつことが示されることから，ツォル
ンの補題（補題 11.1）より， の極大元 F が存在することがわかる．さらに，D(F ) = X が示さ
れ，この定理の証明が完了する．
f 2  より  6= ; である． における関係  は，',  ,  2  に対して
'  ' （反射律）
'   ,   ' ならば ' =  （反対称律）
'   ,    ならば '   （推移律）
をみたすことから， における順序になる．
そこで，次の主張を示す：






と定める．このとき，任意の x 2 D(g) に対して，x 2 D( ) となる  2 	 が存在するので，その
 でもって
g(x) :=  (x); 8x 2 D( )
と定めたい．そこで，g は  の選び方によらないことを示す．
 1,  2 2 	, x 2 D( 1) \D( 2) とする．	 は全順序より
 1   2or  2   1
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が成り立つ． 1   2 とする．このとき
 1(x) =  2(x); 8x 2 D( 1) \D( 2)
となる．
 2   1 の場合についても同様．したがって，g の定義は  によらないことがわかった．
この g は線形である．なぜなら，x1, x2 2 D(g) に対して
x1 2 D( 1); x2 2 D( 2)
となる  1,  2 2 	 が存在する．上と同様にして，	 は全順序より
 1   2 or  2   1
である． 1   2 とする．このとき，x1, x2 2 D( 2) となるから， 2 の線形性より g の線形性
が出る．
 2   1 についても同様．
さらに，g の定義の仕方から
f  g;
g(x)  p(x); x 2 D(g)
が成り立つ．
以上より，g 2  となり，g の定義の仕方から，g は 	 の上界である．これで 主張 17.1 が示さ
れた．
したがって，ツォルンの補題（補題 11.1）より， の極大元が少なくとも 1 つ存在する．その
1 つを F とする．このとき，極大元の定義より
f  F; F 2 
は成立しているので，あとは次の主張を示せばよい：
主張 17.2.
D(F ) = X
背理法で示す．D(F ) 6= X とする．x0 2 X  D(F ) をとって
L := fx+ sx0 : x 2 D(F ); s 2 Rg







このとき，任意の y 2 L に対して
y = x+ s x0
と一意に書ける．そこで，任意の c 2 R に対して，L 上の汎関数を





(17.1) 'c(x+ sx0) = F (x) + s c  p(x+ sx0); x+ s x0 2 L
をみたす c の存在を示せば，F 2 , F  'c, F 6= 'c となる．しかし，これは F の極大性に矛盾
し，背理法が完了する．
そのために，(17.1) と同値なものを考える．
(1) s = 0 の場合：F 2  であることから，(17.1) はどんな c 2 R についても成立する．
(2) s > 0 の場合：(17.1) は
F (x) + s c  p(x+ sx0) () 1
s
F (x) + c  1
s
p(x+ sx0)









() c  p (y + x0)  F (y) ; 8y 2 D(F )
() c  inf
y2D(F )
fp(y + x0)  F (y)g
(3) s < 0 の場合：(17.1) は
F (x) + sc  p(x+ sx0) ()  1
s















() F (z)  p(z   x0)  c; 8z 2 D(F )
() sup
z2D(F )
fF (z)  p(z   x0)g  c
したがって，(17.1) をみたす c が存在するための条件は
(17.2) sup
z2D(F )
fF (z)  p(z   x0)g  inf
y2D(F )
fp(y + x0)  F (y)g
が成立することと同値である．これを示す．
そこで，任意に
z 2 D(F ) を固定する．このとき
F (y + z)  p(y + z)
= p(y + x0 + z   x0)
 p(y + x0) + p(z   x0); 8y 2 D(F )
が成立する．
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F (y + z) = F (y) + F (z) であるから
F (y) + F (z)  p(y + x0) + p(z   x0); 8y 2 D(F ):
よって
F (z)  p(z   x0)  p(y + x0)  F (y); 8y 2 D(F )
となる．このとき，この両辺の y についての下限をとれば
F (z)  p(z   x0)  inf
y2D(F )




fF (z)  p(z   x0)g  inf
y2D(F )
fp(y + x0)  F (y)g
となり，(17.2) が示され，主張 17.2 が成立する．
次に複素ベクトル空間の場合を示す．
定理 17.2 (ハーン・バナッハの定理). X を複素ベクトル空間，p(x) を X 上の実汎関数であって，
次の条件を満たすとする：
p(x)  0; 8x 2 X:
p(x+ y)  p(x) + p(y); 8x; y 2 X:
p(x) = jjp(x); 8x 2 X; 8 2 C:
M を X の部分空間，f(x) を M 上の複素線形汎関数であって，次の条件を満たすとする：
jf(x)j  p(x); 8x 2M:
このとき，X 上の複素線形汎関数 F (x) であって，次の条件を満たすものが存在する：
F (x) = f(x); 8x 2M:
jF (x)j  p(x); 8x 2 X:
証明.  の範囲を実数に限れば，X は実ベクトル空間とみなせる．そこで，X を実ベクトル空間
とし，M で定義された実数値汎関数を
g(x) := Re f(x); x 2M
と定めれば，M 上実数値線形汎関数となる．さらに
g(x)  jf(x)j  p(x); x 2M
が成立する．したがって，実ベクトル空間のハーン・バナッハの定理（定理 17.1）より
G(x) = g(x); x 2M
G(x)  p(x); x 2 X
となる X 上の実数値線形汎関数 G が存在する．このとき，X 上の複素数値汎関数 F を
F (x) := G(x)  iG(ix); x 2 X
と定める．以下，この F が求めるものであることを示す．
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まず，F が f の拡張であることを示す．x 2M に対して
F (x) = g(x)  ig(ix)
= Re f(x)  iRe f(ix)
= Re f(x) + iIm f(x)
= f(x); x 2M
となるので，f  F である．
次に，F が複素線形であることを示す．F が
F (x+ y) = F (x) + F (y); x; y 2 X
F (x) = F (x);  2 R; x 2 X
をみたすことは，G の実線形性より明らか．さらに x 2 X に対して
F (ix) = G(ix)  iG( x)
= G(ix) + iG(x)
= if iG(ix) +G(x)g
= i F (x)
となるので，F の複素線形性が示された．
最後に
jF (x)j  p(x); x 2 X
を示す．
F (x) = jF (x)jei と表して
jF (x)j = F (x)e i
= F (e ix)
= G(e ix)  iG(ie ix)
となるが，最左辺 jF (x)j は実数値なので
G(ie ix) = 0
となる．よって






ノルム空間 X の共役空間 X = B(X;C) について，次の結果が成り立つ：
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定理 18.1. X をノルム空間，M を X の部分空間，f(x) を M 上の有界線形汎関数とする．この
とき，X 上の有界線形汎関数
F 2 X であって，次の条件を満たすものが存在する：
F (x) = f(x); 8x 2M:
kFk = kfk:
証明. 1 まず，
p(x) := kfk kxk; 8x 2 X
とおくと
p(x)  0; 8x 2 X:
p(x+ y) = kfk kx+ yk
 kfk kxk+ kfk kyk
= p(x) + p(y); 8x; y 2 X:
p(x) = kfk kxk = jjp(x); 8x 2 X; 8 2 C:
また，明らかに
jf(x)j  kfk kxk = p(x); 8x 2M:
2 したがって，定理 17.2 より，X 上の複素線形汎関数 F (x) であって，次の条件を満たすもの
が存在する：
F (x) = f(x); 8x 2M:
jF (x)j  p(x); 8x 2 X:
よって，
jF (x)j  kfk kxk; 8x 2 X
だから
kFk  kfk:










さらに，共役空間 X = B(X;C) は豊富な元からなることが，次の定理から分かる：
定理 18.2. X をノルム空間とする．X の任意の元 x0 6= 0 に対して，有界線形汎関数 F 2 X で
あって，次の条件を満たすものが存在する：
F (x0) = kx0k:
kFk = 1:
証明. 1 まず，
M := fx0 :  2 Cg:







2 したがって，定理 18.1 より，X 上の複素線形汎関数 F (x) であって，次の条件を満たすもの
が存在する：
F (x0) = f(x0) = kx0k; 8 2 C:
kFk = kfk = 1:
よって， = 1 として
F (x0) = kx0k:
以上より，定理 18.2 が証明できた．
特に，共役空間 X = B(X;C) は相異なる２点を分離することが，次の定理から分かる：
系 18.1 (分離定理). X をノルム空間とする．X の任意の相異なる元 x, y に対して，有界線形汎
関数 F 2 X であって，条件 F (x) 6= F (y) を満たすものが存在する．
証明. x   y 6= 0 だから，定理 18.2 より，有界線形汎関数 F 2 X であって，次の条件を満たす
ものが存在する：
F (x)  F (y) = F (x  y) = kx  yk > 0:
kFk = 1:




























X 上の２つのノルム k  k1 と k  k2 は，次の条件を満たすとき，同値であるという：
9c; C > 0 : ckxk1  kxk2  Ckxk1; 8x 2 X:
有限次元ノルム空間は，同値を除いて，一意的であることを示す．より詳しく，次の定理を証明
する：
定理 19.1. X を K = R, C 上の n 次元ノルム空間とすると，X はKn とノルム空間として同値
である．
証明. K = R の場合に定理を証明する．
k  k を X の任意のノルムとする．e1, e2, : : :, en を X の基底とすると，任意の元 x 2 X は





で，定義することができる．k  k1 がノルムの公理を満たすことは，容易に分かる．
以下，この２つのノルム k  k, k  k1 が同値であることを示せば良い：
9a > 0 : kxk  akxk1; 8x 2 X;(19.1)
9b > 0 : kxk1  bkxk; 8x 2 X:(19.2)
Step 1: まず，不等式 (19.1) は，
kxk = kx1e1 + x2e2 + : : :+ xnenk
 kx1e1k+ kx2e2k+ : : :+ kxnenk
= jx1jke1k+ jx2jke2k+ : : :+ jxnjkenk
 (ke1k+ ke2k+ : : :+ kenk) kxk1:
したがって，
a := ke1k+ ke2k+ : : :+ kenk
として成立する．
Step 2: 次に，不等式 (19.2) を背理法で示す．不等式が成立しないと仮定すると，














1 e1 + 
(k)





1 = kykk1 = max
1jn
j(k)j j:
したがって，各数列 f(k)j g1k=1 は，K = R の有界数列である．ボルツァーノ・ワイエルストラス
の定理から，f(k)j g1k=1 の適当な部分列 f(k`)j g1`=1 は K = R での収束列である：

(k`)
j  ! j (`!1):
そこで，
y = 1e1 + 2e2 + : : :+ nen
とおくと，
kyk`   yk1 = max
1jn
j(k`)j   j j  ! 0 (`!1):
したがって，不等式 (19.1) から






ところが，一方，(19.3) と (19.4) から，y = 0 が従い，矛盾である．
以上より，定理 19.1 が証明された．
系 19.1. X をノルム空間とする．X の任意の有限次元部分空間 Y は閉部分空間である．
証明. 有限次元部分空間 Y が閉であることを示すには，
(19.5) xk 2 Y; xk  ! x
と仮定して，x 2 Y を示せばよい．
n = dimY として，e1, e2, : : :, en を Y の基底とすると，任意の元 x 2 Y は




1 e1 + 
(k)






kxk   x`k1 = max
1jn
j(k)j   (`)j j  ! 0 (k; `!1):
ところで，K = R, C は完備だから，
9j 2 K such that (k)j  ! j (k !1):
そこで，
y = 1e1 + 2e2 + : : :+ nen 2 Y
とおくと，
kxk   yk1 = max
1jn
j(k)j   j j  ! 0 (k !1):
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再び，ノルムの同値性から，
kxk   yk  ! 0 (k !1):
ところで，(19.5) と極限の一意性から




複素（または実）線形空間 X が，次の条件を満たすとき，前ヒルベルト (pre-Hilbert) 空間ま
たは内積空間と呼ぶ：順序付きの組 x と y に対して，複素数（または実数）(x; y) が対応し，以
下の条件を満たす：
(I1) (y; x) = (x; y).
(I2) (x; y) = (x; y),  2 C (or  2 R).
(I3) (x+ y; z) = (x; z) + (y; z).
(I4) (x; x)  0; (x; x) = 0 () x = 0.
ここで，(x; y)は，(x; y)の複素共役数を表す．したがって，実数係数の場合，条件 (I1)は (y; x) =
(x; y) と簡単になる．数 (x; y) は，x と y の内積またはスカラー積と呼ばれる．
条件 (I1), (I2), (I3) から，容易に，次のことが従う：
(i) (x+ y; z) = (x; z) + (y; z), ,  2 C.
(ii) (x; y + z) = (x; y) + (x; z), ,  2 C.
重要な性質を，命題としてまとめておく：
命題 20.1. (1) シュワルツの不等式が成り立つ：
j(x; y)j2  (x; x) (y; y):
ここで，等号は，x と y が線形従属の場合に限って成立する．
(2) kxk = (x; x)1=2 は，ノルムの公理 (N1), (N2), (N3) を満たす．したがって，内積空間はノ
ルム空間である．
(3) 内積 (x; y) は，x と y の連続関数である：
kxn   xk  ! 0; kyn   yk  ! 0 =) (xn; yn)  ! (x; y):
(4) 中線定理が成り立つ：
(20.1) kx+ yk2 + kx  yk2 = 2(kxk2 + kyk2):
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証明. (1) まず，(x; y) 6= 0 としてよいことに注意．
任意の複素数  に対して，内積の公理から，
(x+ y; x+ y) = jj2kxk2 + 2Re (x; y) + kyk2  0:
ここで， = t (x; y), 8t 2 R とおけば
t2j(x; y)j2kxk2 + 2tj(x; y)j2 + kyk2  0; 8t 2 R:
これより，判別式を計算して，シュワルツの不等式
j(x; y)j2  (x; x) (y; y)
が得られる．
(2) (N1) は (I4) から，(N2) は (I1), (I2) から従う．
(N3) はシュワルツの不等式を用いることによって得られる：
kx+ yk2 = kxk2 + 2Re (x; y) + kyk2
 kxk2 + 2j(x; y)j+ kyk2
 kxk2 + 2kxkkyk+ kyk2
= (kxk+ kyk)2:
以上により，kxk = (x; x)1=2 がノルムであることが分かった．
(3) シュワルツの不等式を用いると，
j(xn; yn)  (x; y)j = j(xn; yn)  (x; yn) + (x; yn)  (x; y)j
= j(xn   x; yn) + (x; yn   y)j
= j(xn   x; yn)  (xn   x; y) + (xn   x; y) + (x; yn   y)j
= j(xn   x; yn   y) + (xn   x; y) + (x; yn   y)j
 kxn   xkkyn   yk+ kxn   xkkyk+ kxkkyn   yk  ! 0 (n!1):
(4) (1) や (2) と同様な計算により
kx+ yk2 = kxk2 + 2Re (x; y) + kyk2;
kx  yk2 = kxk2   2Re (x; y) + kyk2
だから，和をとると，(20:1) が得られる．
以上で，命題 20.1が証明された．




 kx+ yk2   kx  yk2
とおくと，内積の公理 (I1), (I2), (I3), (I4) を満たし，X は実内積空間になる．














X と Y が同じ係数体上の内積空間とすると，直積空間 X  Y は，内積
(fx1; y1g; fx2; y2g) = (x1; x2) + (y1; y2)
によって，内積空間になる．さらに，X と Y がヒルベルト空間ならば，直積空間 X  Y もヒル
ベルト空間になる．
21 準ノルム空間
X を，実数体または複素数体 K 上のベクトル空間とする．X 上の実数値関数 p() が，次の３
条件を満たすとき，セミノルムと呼ばれる：
(S1) 0  p(x) <1, x 2 X.
(S2) p(x) = jjp(x),  2 K, x 2 X.
(S3) p(x+ y)  p(x) + p(y), x, y 2 X.
fpig を X 上の可算個のセミノルムの族であって，条件




x 2 X : pi(x) < 1
j

; i; j = 1; 2; : : :
と定義すれば，可算集合の族
x+ Vij = fx+ y : y 2 Vijg
は，点 x の基本近傍系の公理を満たすことが分かる．したがって，X は第１可算公理を満たす位
相空間になる．
さらに，次の分離条件 (21.2) を仮定すれば，距離空間になる：
定理 21.1. fpig を X 上の可算個のセミノルムの族であって，条件 (21.1) を満たしているとし，
次を仮定する：








1 + pi(x  y) ; x; y 2 X
95
によって，距離空間になる．また，







; x 2 X;
と定義すれば，jxj は，次の性質を持つ：
(Q1) jxj  0; jxj = 0 () x = 0.
(Q2) jx+ yj  jxj+ jyj, 8x, 8y 2 X （三角不等式）.
(Q3) n ! 0 in K ならば jnxj ! 0, 8x 2 X.
(Q4) jxnj ! 0 ならば jxnj ! 0, 8 2 K.
jxj は，X の準ノルムと呼ばれ，位相空間 X を準ノルム空間という．
定理 21.1 は，次のように再定式化される：
定理 21.2. 条件 (21.1) 及び 条件 (21.2) をみたす，可算個のセミノルムの族 fpig によって位相を




n!1 jxn   xj = 0
は，s  limn!1 xn = x あるいは xn ! x と表記され，点列 fxng は x に強収束するという．
X の点列 fxng は，次のコーシーの条件を満たすとき，コーシー列と呼ばれる：
lim
n;m!1 jxn   xmj = 0:
準ノルム空間 X の任意のコーシー列が，X の点に強収束するとき，X は完備である，という．完
備な 準ノルム空間を，フレッシェ空間と呼ぶ．
条件 (21.1) 及び 条件 (21.2) をみたす，可算個のセミノルムの族 fpig に対する言葉で述べると，
以下のように定式化される：
(1) 点列 fxng が点 x に強収束するための必要十分条件は，任意のセミノルム pi と任意の " > 0
に対し，整数 N = N(i; ") が存在して，
n  N =) pi(xn   x) < ":
(2) 点列 fxng がコーシー列であるための必要十分条件は，任意のセミノルム pi と任意の " > 0
に対し，整数 N = N(i; ") が存在して，
m;n  N =) pi(xm   xn) < ":
X を準ノルム空間とする．X の線形部分空間が，X の閉集合であるとき，閉部分空間という．
例えば，部分空間の閉包は閉部分空間である．実際，集合 M の閉包 M の元は，M の点列の極
限であるから，x = limn!1 xn, xn 2M , y = limn!1 yn, yn 2M とすると，
x+ y = lim
n!1(xn + yn);
x = lim
n!1xn;  2 K
が従い，x+ y 2M かつ x 2M を得る．
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22 有界作用素
(X; k  kX), (Y; k  kY ) をノルム空間とする．X のある部分集合 D の任意の点 x に，Y の点 Tx
を対応させる写像 T を X から Y への作用素 3 という．D を作用素 T の定義域といい，D(T )
で表す．また，作用素 T の像 fTx : x 2 D(T )g を T の値域といい，R(T ) で表す．X から Y へ
の作用素 T の定義域 D(T ) が X の部分空間であり，T が，ベクトル演算を保存する，すなわち，
条件
T (1x1 + 2x2) = 1Tx1 + 2Tx2; 81; 2 2 K; 8x1; x2 2 D(T )
を満たすとき，T を X から Y への線形作用素という．
線形作用素 T の定義される x 2 X の集合 D(T ) を T の定義域という．また，作用素 T の像
R(T ) = fTx : x 2 D(T )g を T の値域という．
x0 2 D(T ) とする．x0 に収束する任意の点列 fxng に対して，点列 fTxng が Tx0 に収束する
とき，作用素 T は点 x0 で連続であるという：
xn 2 D(T )  ! x0 in X =) Txn  ! Tx0 in Y :
じつは，これは，次の条件と同値である：
9M > 0 : kTxkY MkxkX ; 8x 2 D(T ):
このとき，作用素 T は有界であるという．言い換えれば，線形作用素に対しては，連続性と有界
性の条件は同値になる．より詳しく，次の定理が成り立つ：
定理 22.1. ノルム空間 (X; k  kX) からノルム空間 (Y; k  kY ) への線形作用素 T に対して，次の
３条件は同値である：
(1) 作用素 T は原点 0 で連続である．
(2) 作用素 T は有界である．
(3) 作用素 T はすべての点 x0 2 D(T ) で連続である．
証明. 1 (1) =) (2): 作用素 T が原点 0 で連続ならば，
(22.1) 9 > 0 such that x 2 D(T ); kxkX <  =) kTxkY < 1:
















kxkX kTxkY < 1:
3集合 X から Y への写像 f といえば，f は X 全体で定義されているとするのが一般的である．しかし，作用素の場
合には，X から Y へといっても，定義域は X 全体とは限らないとするのが習慣である．また，作用素の場合，T による





kxkX ; 8x 2 D(T )
だから，T は有界である．
2 (2) =) (3): T が有界作用素ならば，
9M > 0 : kTxkY MkxkX ; 8x 2 D(T ):
特に，任意の点 x0 2 D(T ) において，
kTxn   Tx0kY = kT (xn   x0)kY Mkxn   x0kX :
したがって，作用素 T はすべての点 x0 2 D(T ) で連続である．
3 (3) =) (1): 自明．
以上より，定理 22.1 が証明できた．
X から Y への有界線形作用素 T で，
D(T ) = X
となるもの全体を B(X;Y ) と書く．特に X = Y の場合は B(X;X) の代わりに B(X) と書き，
T 2 B(X) を X 上の有界線形作用素という．以下，特に断らない限り，有界線形作用素といった
らその定義域は X 全体であるとする．
B(X;Y ) の元に対して，次のようにベクトル演算を定義する：
(T + S)x = Tx+ Sx; 8x 2 X;
(T )x = (Tx); 8 2 K; 8x 2 X:






(N1) kTk  0; kTk = 0 () T = 0.
(N2) kTk = jjkTk, 8 2 K, 8T 2 B(X;Y ).
(N3) kT + Sk  kTk+ kSk, 8T , 8S 2 B(X;Y )（三角不等式）.
従って，B(X;Y ) は，ノルム空間になる．
















= inf fM : kTxkY M kxkX ; 8x 2 Xg :
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例 22.2. X = Y = C[a; b] における線形作用素 T を次のように定義する：















kTxnk = k cosntk = 1:
ノルム空間 X から X への有界線形作用素からなる空間 B(X;X) の元 T , S に対して，その積
TS を次式で定義する：
(TS)x = T (Sx); 8x 2 X:
このとき，TS は X から X 自身への線形作用素であって，
k(TS)xkX = kT (Sx)kX  kTk kSxkX
 kTk kSk kxkX ; 8x 2 X
だから，
kTSk  kTk kSk
となり，有界作用素である．
X の各要素に自分自身を対応させる作用素 I が定義できる．これを X 上の恒等作用素という．
このとき，任意の T 2 B(X;X) に対して





補題 23.1. ノルム空間 (X; k  kX) からノルム空間 (Y; k  kY ) への線形作用素 T に対して，次の
２条件は同値である：
(1) 作用素 T は単射である．
(2) Tx = 0 =) x = 0.
T が単射のとき，対応 Tx 7! x によって定まる Y から X への作用素を T の逆作用素といい，
T 1 で表す．定義から，
D(T 1) = R(T ); R(T 1) = D(T );
かつ
T 1(Tx) = x; 8x 2 D(T );
T (T 1y) = y; 8y 2 R(T ):
T の線形性より，D(T 1) は Y の部分空間である．さらに，このとき，逆作用素 T 1 が線形で
あることも容易に分かる：
T 1(1y1 + 2y2) = 1T 1y1 + 2T 1y2; 81; 2 2 K; 8y1; y2 2 D(T 1):
簡単な例を２つ挙げる：
例 23.1. 実数値連続関数の空間 X = Y = C[a; b] における線形作用素 T を次のように定義する：




; x 2 D(T ):
このとき，T は単射でない．実際，
x(t)  1 =) Tx = 0:
よって，T の逆作用素は存在しない．
例 23.2. そこで，X = Y = C[a; b] における線形作用素 S を次のように定義する：
D(S) =





; x 2 D(S):
このとき，明らかに，S は単射である．よって，S の逆作用素 S 1 は存在する．


















  (b  a)kyk; 8y 2 X:
したがって，逆作用素 S 1 は X = Y = C[a; b] における有界作用素である．
次の定理は，等比級数




rj ; 0 < 8r < 1;
の関数解析版で，ノイマン級数と呼ばれる：
定理 23.1. T をバナッハ空間 X 上の有界線形作用素とする．もし kTk < 1 ならば，逆作用素
(I   T ) 1 が存在し，有界線形作用素である．
証明. 一般に
kSTk  kSk kTk
だから，任意の j 2 N に対して，
kT jk  kTkj :








ところで，B(X;X) はバナッハ空間だから，P1j=0 T j は収束し，
1X
j=0
T j = I + T + T 2 + : : :+ T j + : : : 2 B(X;X):
I は恒等作用素：Ix = x for every x 2 X である．
さらに，任意の N 2 N に対して，








1A (I   T )
= I   TN+1  ! I; N !1:
したがって，








1A (I   T ) = I:
これより，(I － T )x = 0 とすると，x = Ix = (P1j=0 T j)(I － T )x = 0 となるので，I － T は単
射である．ゆえに，(I － T ) 1 が定義され，
(I   T ) 1 =
1X
j=0





(X; k  kX), (Y; k  kY ) をノルム空間とする．このとき，前節で示したように，X から Y への有
界線形作用素からなる空間 B(X;Y ) はノルム空間になるが，さらに，完備性について，次の結果
が成り立つ：
定理 24.1. X をノルム空間，Y をバナッハ空間とすると，B(X;Y ) はバナッハ空間である．
証明. 1 fTng を B(X;Y ) 内の任意のコーシー列 とする．このとき，
kTnx  TmxkY  kTn   TmkkxkX ; 8x 2 X
だから，fTnxg は Y におけるコーシー列である．Y の完備性から，
9yx 2 Y such that Tnx  ! yx (n!1):
そこで，Tx := yx とおく．明らかに，T は線形である．実際，
T (x1 + x2) = lim
n!1Tn(x1 + x2)
=  lim
n!1Tnx1 +  limn!1Tnx2
= Tx1 + Tx2; 8;  2 K; 8x1; x2 2 X:
2 Tn ! T in B(X;Y ) を示す．仮定より，
8" > 0; 9N 2 N such that n, m  N =) kTn   Tmk < ":
このとき，三角不等式より，
(24.1) kTmk  kTNk+ kTm   TNk < kTNk+ "
であることに注意．
さて，
kTnx  TmxkY  kTn   TmkkxkX < "kxkX ; 8x 2 X
において，n!1 とすると，
(24.2) m  N =) kTx  TmxkY  "kxkX ; 8x 2 X:
したがって，不等式 (24.1), (24.2) より
kTxkY  kTx  TmxkY + kTmxkY  "kxkX + (kTNk+ ") kxkX ; 8x 2 X:
これより，
kTk  2"+ kTNk <1
だから，T 2 B(X;Y ). さらに，不等式 (24.2) より，
m  N =) kT   Tmk  ":






定理 24.2 (連続的変形の方法). B をバナッハ空間，V を線形ノルム空間とする．L0 と L1 を B
から V への 2つの有界線型作用素としたとき，0  t  1 に対して有界線型作用素の族
Lt = (1  t)L0 + tL1 : B  ! V
を考える．x にも t にも依らない正の定数 C が存在して，不等式
(24.3) kxkB  C kLtxkV for all x 2 B
が成立するとする．
このとき，作用素 L1 が B から V への全射写像であるための必要十分条件は，作用素 L0 が B
から V への全射写像であることである．
証明. ([13, Chapter 5, Theorem 5.2]) ある s 2 [0; 1] に対して，作用素 Ls が全射であるとする．
不等式 (24.3) より，Ls は全単射であるから，逆作用素
L 1s : V  ! B
が存在する．ここで，作用素ノルムが一様に有界L 1s   C
であることに注意する．
さて，区間 [0; 1] の任意の点を t とする．任意の y 2 V に対して，等式
Ltx = y
は，等式
Lsx = Ltx+ (Ls   Lt)x = y + (s  t) (L1x  L0x)
と同値である．ゆえに，
Ltx = y () x = L 1s (y + (s  t) (L1x  L0x))
()  I   (s  t)L 1s (L1   L0)x = L 1s y:
そこで，jt  sj が非常に小さく，条件
js  tj <  := 1
C (kL1k+ kL0k)
を満たすならば，不等式(s  t)L 1s (L1   L0)  js  tj L 1s  kL1   L0k














(s  t)n  L 1s n (L1   L0)n :
によって与えられる逆作用素をもつ (定理 23.1)．
したがって，jt  sj <  をみたす任意の t 2 [0; 1] に対して，
Ltx = y () x =
 
I   (s  t)L 1s (L1   L0)
 1 L 1s y:
区間 [0; 1] を長さが  以下の有限個の区間に分割することにより，ある点 s 2 [0; 1] において作
用素 Ls が全射でありさえすれば，すべての点 t 2 [0; 1] において作用素 Lt が全射であることが
分かる．






定理 25.1 (一様有界性の原理). バナッハ空間 X 上の有界線形作用素の空間 B(X;X) 内の作用素
列 fTng が各点 x 2 X ごとに有界ならば，そのノルムの列 fkTnkg は一様に有界である：
sup
n




Step 1: 各 Tn に対して，
X
(n)
N := fx 2 X : kTnxk  Ng; N = 1; 2; : : : ;
とおくと，X(n)N は閉集合である．実際，
fxjg  X(n)N ;
xj  ! x0

























と表されることが分かる．したがって，ベールの定理（定理 13.1）より，ある Xn0 は内点 x0 を
含む．そこで，ある " > 0 に対して
B(x0; ") := fx 2 X : kx  x0k < "g  Xn0
と仮定してよい．このとき，
主張 25.1. B(0; ") = fy 2 X : kyk < "g  Xn0 .
証明. y 2 B(0; ") とする．まず，
k(y + x0)  x0k = kyk < "
だから，y + x0 2 B(x0; ")  Xn0 .
次に，
k( y + x0)  x0k = k   yk < "
だから， y + x0 2 B(x0; ")  Xn0 . また，Xn0 の定義式より





(y + x0) +
1
2
(y   x0) 2 Xn0 :
これで，主張が証明できた．




kxk 2 Xn0 :
よって， Tn"2 xkxk












定理 25.2 (バナッハ・シュタインハウスの定理). バナッハ空間 X 上の有界線形作用素の空間
B(X;X) 内の作用素列 fTng が各点 x 2 X ごとに極限
(25.1) Tx = lim
n!1Tnx
が存在すれば，そのノルムの列 fkTnkg は一様に有界であって，作用素 T は，X 上の有界線形作
用素である．
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証明. 1 作用素 T が線形であることは，Tn の線形性から明らかである．
2 作用素 T の有界性を示せばよい：仮定 (25.1) より，
sup
n












kxk; 8x 2 X:
これより，作用素 T の有界性






定理 26.1 (開写像定理). X, Y をバナッハ空間とし，T を X から Y への有界線形作用素とする．




(26.1) T (BX(0; 1))  BY (0; )
となるような  > 0 が存在する．すなわち，T (BX(0; 1)) は原点を内点として含む．ここで，
BX(0; 1) は原点中心，半径 1 の X の開球である．BY (0; ) も同様である．
とりあえず，この補題 26.1を認める．このとき
(26.2) T (BX(0; ))  BY (0; ); 8 > 0








2 BY (0; ):
(26.1) より BY (0; )  T (BX(0; 1)) であるから
y







; kxkX < 1
となるような x 2 BX(0; 1) が存在する．これより
T (x) = y; kxkX < :
よって
y 2 T (BX(0; ))
となり (26.2) が示された．
さて，G を X の開集合とする．以下，T (G) が Y の開集合であることを示す．
任意に y0 2 T (G) をとると
Tx0 = y0
となるような x0 2 G が存在する．G は開集合なので
(26.3) BX(x0; )  G
となるような  > 0 が存在する．
BX(x0; ) = x0 +BX(0; )
と表せるので (26.3) は
x0 +BX(0; )  G








T (x0 +BX(0; ))  T (G);
y0 + T (BX(0; ))  T (G):
(26.2) より
BY (0; )  T (BX(0; ))
だから
y0 +BY (0; )  T (G);
BY (y0; )  T (G)
となる．y0 は T (G) の任意の点だったので，これより T (G) は Y の開集合である．
第 2段：補題 26.1を証明するために，次の補題を示す：
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(26.4) T (BX(0; n0))  BY (y0; )
となるような y0 2 Y;  > 0, n0 2 N が存在する．任意に y 2 BY (0; ) をとる．y = (y + y0)  y0
と表すと
y + y0 2 BY (y0; ); y0 2 BY (y0; ):
よって (26.4) より
yk  ! y + y0; y0k  ! y0 (k !1)
となるような点列 fykg, fy0kg  T (BX(0; n0)) が存在する．よって fyk   y0kg  T (BX(0; 2n0))
であるから，k !1 として
y 2 T (BX(0; 2n0)):
したがって


















とおけばよいことを示す．すなわち，任意に y 2 BY (0; ) をとるとき
Tx = y
となるような x 2 BX(0; 2) が存在することを示す．
そこで，
"k := 2
 k (k = 0; 1; : : :)
とおく．補題 26.2 より
y 2 BY (0; )  T (BX(0; 1))
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が成り立つ．よって
ky   Tx0kY < "1
となるような x0 2 BX(0; 1) が存在する．このとき，再び先の補題より
y   Tx0 2 BY (0; "1)  T (BX(0; "1))
が成り立つ．よって
k(y   Tx0)  Tx1kY < "2
となるような x1 2 BX(0; "1) が存在する．
以下，この作業を繰り返して
(26.5) k(y   Tx0   : : :  Txk 1)  TxkkY < "k+1
となるような xk 2 BX(0; "k) が存在する．このようにして点列 fxkg を得る．このとき，任意の



















は絶対収束する．その収束値を x とすると，kxkX < 2 であるので
































なので，(26.5) で k !1 とすると
ky   TxkY  ! 0:
よって，y = Tx となる．以上から，この補題 26.1は示された．
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次の定理は，偏微分方程式論において極めて有用な定理である：
系 26.1. X, Y をバナッハ空間とし，T を X から Y への有界線形作用素とする．T が全単射な
らば，T の逆作用素 T 1 も有界である．
証明. 逆作用素 T 1 の連続性（有界性）を示すには，T 1 の逆写像が開写像であることを調べれ







定義 27.1. X, Y をバナッハ空間とし，T を X から Y への線形作用素とする．また，T の定義
域を D(T ) とする．T が閉作用素 (closed operator) であるとは，T のグラフ
G(T ) := f(x; Tx) : x 2 D(T )g
が積空間 X  Y で閉部分空間であるときをいう．言い換えると，任意の xn 2 D(T ) に対して，
xn  ! x in X;
Txn  ! y in Y
を満たすならば，
x 2 D(T ); Tx = y
となることである．
特に，D(T ) が X の閉部分空間となる X から Y への有界線形作用素 T は閉作用素である．
例 27.1. 例 22.2 において見たように，X = Y = C[a; b] における線形作用素 T を




; 8x 2 D(T )
と定義すると，T は有界作用素ではない．
T が閉作用素であることを示す．xn 2 D(T ), xn ! x, Txn ! y, すなわち，
lim
n!1 kxn－ xk = limn!1 maxatb jxn(t)－ x(t)j = 0;
lim









ds; a  t  b;
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において，n!1 とすると，
x(t) = x(a) +
Z t
a
y(s) ds; a  t  b:
y 2 C[a; b] だから，x 2 C1[a; b] であり，
dx(t)
dt
= y(t); a  t  b:
すなわち，






定理 28.1 (閉グラフ定理). X, Y をバナッハ空間とし，T を X から Y への閉作用素とする．も
し T の定義域 D(T ) が X 全体ならば，T は有界作用素である．
証明. T のグラフ
G(T ) = f(x; Tx) : x 2 D(T )g
は，バナッハ空間 X  Y の閉部分空間であるから，それ自身バナッハ空間である．そこで，次の
線形作用素 J を考える：
J : G(T )  ! X
(x; Tx) 7 ! x
ここで，仮定より D(T ) = X だから，J は 全単射かつ有界である．
したがって，系 26.1 より，逆作用素 J 1 は有界である．すなわち，
9M > 0 : k(x; Tx)k = kJ 1xk MkxkX ; 8x 2 X:
これより，
kTxkY  k(x; Tx)k
 MkxkX ; 8x 2 X
が従い，T は有界作用素である．
系 26.1 は，次のように一般化される：
系 28.1. X, Y をバナッハ空間とし，T を X から Y への閉作用素とする．T が全単射ならば，T
の逆作用素 T 1 も有界である．
証明. グラフ G(T ) とグラフ G  T 1 が同相であることは，次の関係式から分かる：
















= R(T ) = Y
だから，定理 28.1 より，T 1 は有界作用素である．
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29 ヒルベルト空間における共役作用素
ヒルベルト空間 X からヒルベルト空間 Y への線形作用素 T の定義域 D(T ) が X で稠密であ
るとする．このとき，Y  の元 g で
(29.1) g(Tx) = f(x); 8x 2 D(T )
となる f 2 X が存在するようなものの全体を定義域 D(T ) とし，
T g = f 2 X
と Y  から X への線形作用素 T  を定める．この作用素 T  を T の共役作用素という．
ここで，g 2 Y  に対して，等式 (29.1)をみたす f 2 X は一意に定まることを示す．f1, f2 2 X
に対して等式 (29.1) が成り立つとする：
(29.2) g(Tx) = f1(x) = f2(x); 8x 2 D(T ):
定義域 D(T ) は X で稠密だから，任意の x 2 X に対して，xn ! x となるような点列 xn 2 D(T )
が存在する．このとき，等式 (29.2) と f1, f2 の連続性により，
f1(x) = lim
n!1 f1(xn) = limn!1 f2(xn) = f2(x):
ここで，x は X の任意の点だから，f1 = f2 となり一意に定まることが示せた．
T が有界線形作用素で，D(T ) = X の場合，任意の g 2 Y  に対して，
f(x) = g(Tx)
とおくと，f 2 X となる．すなわち，(29:1) をみたす f が存在するから，D(T ) = Y  である．
また，後出のリースの定理（定理 32.2）より，f 2 X に対して，
f(x) = (x; ); 8x 2 X
となる  2 X がただ一つ存在する．同様に，g 2 Y  に対して，
g(y) = (y; ); 8y 2 Y
となる  2 Y がただ一つ存在する．よって，(29:1) は，
(Tx; ) = (x; ); 8x 2 D(T )
となる． = T  だから，
(Tx; ) = (x; T ); 8x 2 D(T ); 8 2 D(T ):
特に，





定義 30.1. X をヒルベルト空間とする．
k'j   'k  ! 0 (j !1)
が成り立つとき，f'jg1j=1 は ' に強収束するという．記号では，
'j  ! '
とかく．
また，すべての  2 X に対して，
('j ;  )  ! ('; ) (j !1)
が成り立つとき，f'jg1j=1 は ' に弱収束するという．記号では，
'j * '
とかく．
注意 30.1. 共鳴定理（定理 33.1）より，弱収束列は有界であることに注意．すなわち，




X を内積空間とする．X の２つの元 x, y が，条件
(x; y) = 0




x ? y () y ? x:
x ? x () x = 0:
内積空間 X の部分集合 A に対して，その直交補空間 A? を，次式で定義する：
A? := fx 2 X : (x; y) = 0; 8y 2 Ag :
言い換えれば，A? は，集合 A のすべての元と直交するX の元の全体である．
次の性質は，定義から容易に従う：
(1) 直交補空間 A? は部分空間である．
(2) A  B =) B?  A?.
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(3) A \A? = f0g.
(4) 直交補空間 A? は閉じている．
より詳しく，





証明. まず，A  A だから，
A?  A?:
逆に，u 2 A? とすると，












命題 31.2. 内積空間 X の部分集合 A に対して，
A?? = [A]:
証明. 明らかに A  A?? であり，A?? は閉部分空間だから，[A]  A??. ところが，命題 31.1
と注意 31.1 より，





もし，A ( (A?)? とすると，
9w (6= 0) 2 A? such that w?A:
この事実は，正確には，後出の定理 32.1 を用いて証明される．
このとき，w は自分自身と直交するからゼロベクトルとなり，矛盾:




命題 31.3. T をヒルベルト空間 H から H への有界線形作用素とすると，
H = N(T )R(T ):
すなわち，任意の x 2 H は，
x = y + z; y 2 N(T ); z 2 R(T )
と一意的に直交分解できる．ここで，T  は，T の共役作用素であり，
N(T ) = fx : T x = 0g ;













証明. T は有界線形作用素だから，T  も有界線形作用素であり，N(T ) は H の閉部分空間であ
る．よって，後出の射影定理（定理 32.1）より，N(T )? = R(T ) を証明すればよい．
z 2 R(T ) とすると，z = Tx となる x 2 H が存在する．任意の y 2 N(T ) に対して，
(z; y) = (Tx; y) = (x; T y) = 0
だから，z 2 N(T )? となる．すなわち，R(T )  N(T )? だから，
R(T )  N(T )?:
一方，
w 2 R(T )? =) 0 = (w; Tu) = (T w; u); 8u 2 H
=) T w = 0
より，
R(T )?  N(T ):
したがって，命題 31.2 より
R(T ) = R(T )??  N(T )?:
以上より，
N(T )? = R(T ):
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32 リースの定理とラックス・ミルグラムの定理
直交性に関して，ヒルベルト空間 X の中に閉部分空間 L が与えられたとき，L と L に直交す
る閉部分空間 L? に X が分解される重要な定理がある．この定理は，後のリースの定理の証明の
際に用いられる．
定理 32.1 (射影定理). L を ヒルベルト空間 X の閉部分空間とする．このとき，任意の x 2 X
は，
x = y + z; y 2 L; z 2 L?















kx  k; 8x =2 L
とおくと，
(32.1) kx  nk  ! ; n 2 L
となる点列 fng が存在する．中線定理（命題 20.1 (4)）より，
(32.2) k(x  n) + (x  m)k2 + k(x  n)  (x  m)k2 = 2kx  nk2 + 2kx  mk2:
1
2 (n + m) 2 L だから， の定義より，
(32.3)  
x  n + m2
 :
よって，(32.2), (32.3) より，
0  kn   mk2 = 2kx  nk2 + 2kx  mk2   4
x  n + m2
2
 2kx  nk2 + 2kx  mk2   42 ( n;m):
(32.1) を考慮すると，n, m!1 のとき，n;m ! 0.
ゆえに，
kn   mk  ! 0
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となり，fng はある y 2 X に収束する．L は閉だから，y 2 L. また，
kx  nk  ! kx  yk
だから，(32.1)より，
 = kx  yk:
ここで，z = x  y とおき，z 2 L? を示す．
 2 L に対して，
'(t) = kz   tk2; t 2 R
とおく．ただし， = (z; ) である．y + t 2 L だから， の定義より，
2 = '(0)  '(t); t 2 R:
一方，
'(t) = kzk2   (z; )t  (; z)t+ jj2kk2t2
= kzk2   2jj2t+ jj2kk2t2:
もし， 6= 0 ならば，t > 0が十分小さいとき，
'(t) < '(0) = 2
となり，矛盾である．
よって， = 0. すなわち，
(z; ) = (x  y; ) = 0; 8 2 L
となり，z 2 L?. このようにして，
x = y + z; y 2 L; z 2 L?
と直交分解できることが示せた．
直交分解の一意性に関しては，
x = y + z = y0 + z0; y; y0 2 L; z; z0 2 L?
と分解されているとすると，
y   y0 = z0   z:
z0   z 2 L? より，
ky   y0k2 = (z0   z; y   y0) = 0:




定理 32.2 (リースの表現定理). X をヒルベルト空間とし，f を X 上の有界線形汎関数とする．
このとき，
(32.4) f(x) = (x; y); 8x 2 X
となる y 2 X がただ一つ存在する．さらに，
(32.5) kfk = kyk:
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証明. (32.4) に関して：f = 0 のときは，y = 0 ととればよい．
そこで f 6= 0 のときを考える．
N = fx 2 X : f(x) = 0g
とすれば，N は X の閉部分空間である．実際，xn 2 N，xn ! x とすれば，f(x) の連続性より，
f(xn)  ! f(x):
xn 2 N より，f(xn) = 0だから f(x) = 0となり，x 2 N となる．よって，N は閉である．N 6= X
だから，定理 32.1 より，
X = N N?
と直交分解できる．
N? の元 y0 6= 0 をとると，任意の x 2 X に対して，
f(y0)x  f(x)y0 2 N
だから，
(f(y0)x  f(x)y0; y0) = 0:
ゆえに，














f(x) = (x; y); 8x 2 X:
一意性に関しては，f(x) = (x; y) = (x; y0) とすると，
(x; y   y0) = 0:
ここで，x = y   y0 とおくと，y = y0 となり一意性が示せる．
(32.5)に関して：kxk = 1 に対して，シュワルツの不等式 （命題 20.1 (1)）より，
jf(x)j = j(x; y)j  kxk kyk = kyk:
よって，
(32.6) kfk  kyk:
また，f(x) = (x; y) において，x = y=kyk ととれば，










定理 32.3 (ラックス・ミルグラムの定理). X をヒルベルト空間とする．また，B(; ) を X X
から C への双 1 次形式 (sesqui-linear), すなわち，
B(x1 + x2; y) = B(x1; y) + B(x2; y); 8;  2 C; 8x1; x2; y 2 X;
B(x; y1 + y2) = B(x; y1) + B(x; y2); 8;  2 C; 8x; y1; y2 2 X
とし，さらに，
jB(x; y)j  c1kxk kyk; 8x; y 2 X(32.8)
jB(x; x)j  c2kxk2; 8x 2 X(32.9)
を満たすような定数 c1 > 0, c2 > 0 が存在するとする．このとき，任意の f 2 X に対して，
B(x; ey) = f(x); 8x 2 X
となる ey 2 X がただ一つ存在する．
証明. 今，y 2 X を固定すると，
X 3 x 7 ! Fy(x) = B(x; y) 2 C
で，(32.8)より，
jFy(x)j = jB(x; y)j  c1kxk kyk:
ここで，x! 0 とすると Fy(x)! 0 だから，Fy(x) は連続線形汎関数である．したがって，リー
スの表現定理（定理 32.2）より，
B(x; y) = Fy(x) = (x; z); 8x 2 X
となるような z 2 X がただ一つ存在する．よって，z = Ty とおくと，
B(x; y) = (x; T (y)):
このとき，X から X への作用素 T は線形で，(32.8) において x = Ty とすると，
kTyk  c1kyk:
また，(32.9) より，
c2kyk2  jB(y; y)j = j(y; Ty)j  kyk kTyk:
したがって，
(32.10) c2kyk  kTyk  c1kyk:
このことから T は単射で，T (X) は X の閉部分空間であることがわかる．実際，T (X) が X の
閉部分空間であることは，fTyng  X, Tyn ! z とするとき，
z = Ty 2 T (X)
119
となる y 2 X が存在することを示せばよい．
(32.10) の左の不等式より，
c2kyn   ymk  kT (yn   ym)k  ! 0
だから，
9y 2 X : yn  ! y:
よって，(32.10) の右の不等式より，T は連続だから，
Tyn  ! Ty
となる．以上より，z = Ty 2 T (X) となるので，T (X) は X の閉部分空間である．
主張 32.1. T (X) = X.
証明. T (X) 6= X とする．T (X) は閉部分空間だから X = T (X)  T (X)? なので，z 2 T (X)?
となるような z 6= 0 が存在する．このとき，
(z; T (y)) = 0; 8y 2 X:
ここで，y = z とすると，
j(z; T (z))j = jB(z; z)j  c2kzk2 > 0
となり矛盾である．
この主張より，作用素 T は全単射だから，逆作用素が存在して，
f(x) = (x; yf ) = B(x; T
 1yf ); yf 2 X













Step 1: 各 x に対して，
Hn := fx 2 H : j(x; x)j  ng; n = 1; 2; : : : ;
とおくと，Hn は閉集合である．実際，
fxjg  Hn ;
xj  ! x0
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と仮定すると，j(x; xj)j  n だから
j(x; x0)j = lim
j!1
j(x; xj)j  n:


















と表されることが分かる．したがって，ベールの定理（定理 13.1）より，ある Hn0 は内点 x0 を
含む．そこで，ある " > 0 に対して
B(x0; ") := fx 2 H : kx  x0k < "g  Hn0
と仮定してよい．このとき，
主張 33.1. B(0; ") = fy 2 H : kyk < "g  Hn0 .
証明. y 2 B(0; ") とする．まず，
k(y + x0)  x0k = kyk < "
だから，y + x0 2 B(x0; ")  Hn0 .
次に，
k( y + x0)  x0k = k   yk < "
だから， y + x0 2 B(x0; ")  Hn0 . また，明らかに





(y + x0) +
1
2
(y   x0) 2 Hn0 :
これで，主張が証明できた．




kxk 2 Hn0 :
よって， x; "2 xkxk
  n0; 8x 2 B
だから，
j(x; x)j  2n0
"
kxk; 8x 2 B:













定理 34.1 (弱コンパクト性定理). (i) fxng をヒルベルト空間 X の点列とし，fkxnkg は有界列で
あるとする．このとき，fxng の適当な部分列 fxn0g が存在して fxn0g は弱収束する．
(ii) ヒルベルト空間 X の点列 fxng が x0 2 X に弱収束し，かつ
lim
n!1 kxnk = kx0k
を満たすとすると，fxng は x0 に強収束する．
証明. (ii) 内積の定義より，
kxn   x0k2 = (xn   x0; xn   x0)
= kxnk2   (xn; x0)  (x0; xn) + kx0k2:
n!1 とすると，仮定から
kxn   x0k2  ! kx0k2   2(x0; x0) + kx0k2 = 0:
(i) L をヒルベルト空間 X の閉部分空間とする．任意の z 2 X に対して，y = P (L)z とおけば，
xn 2 L に対して，
(xn; z) = (P (L)xn; z) = (xn; P (L)z) = (xn; y)
となるから，X を可分なヒルベルト空間として考えてよい．また，kxnk  1 としても一般性を失
わない．
さて，fymg を X の稠密な部分集合とする．
j(xn; ym)j  kxnk kymk  kymk
より，各 ym に対して f(xn; ym)gn=1;2;::: は有界列である．以下，対角線論法により，適当な部分列
fxn0g を選んで，すべての ym に対して有限な lim
n!1(xn
0 ; ym) が存在するようにする．ボルツァー
ノ・ワイエルストラスの定理より，有界列 f(xn; y1)gn=1;2;::: から収束する部分列
(x11; y1); (x21; y1); (x31; y1); : : :
を選ぶ．
同じく有界列
(x11; y2); (x21; y2); (x31; y2); : : :
から収束する部分列




(x1;h 1; yh); (x2;h 1; yh); (x3;h 1; yh); : : :
から収束する部分列
(x1;h; yh); (x2;h; yh); (x3;h; yh); : : :
を選ぶ．そして，fxng の部分列 fxn0g を
xn0 = xn;n
と対角線的に選ぶとき，すべての m に対して，
(x10 ; ym); (x20 ; ym); (x30 ; ym); : : :
は収束列である．
ところで，fymg は X においてノルムの意味で稠密だから，任意の y 2 X と任意の " > 0 に対
して，
ky   ym0k < "
となる ym0 が存在する．ゆえに，
j(xn0 ; y)  (xk0 ; y)j
= j(xn0 ; y)  (xn0 ; ym0) + (xn0 ; ym0)  (xk0 ; ym0) + (xk0 ; ym0)  (xk0 ; y)j
 kxn0k ky   ym0k+ j(xn0   xk0 ; ym0)j+ kxk0k kym0   yk
< 2"+ j(xn0   xk0 ; ym0)j:
右辺第 2項は n0, k0 !1 のとき 0に収束するので，f(xn0 ; y)g は収束する．ここで，
f(y) = lim
n0!1
(y; xn0); 8y 2 X
とおけば，f は X 上の有界線形汎関数になる．よって，リースの表現定理（定理 32.2）より，
f(y) = (y; x0); 8y 2 X
となる x0 2 X が存在する．
ゆえに，fxn0g は x0 に弱収束する．
35 完全連続（コンパクト）作用素
まず，この後でも非常に重要な役割をもつ完全連続（コンパクト）作用素を定義する．
定義 35.1. X, Y をヒルベルト空間とし，X から Y への線形作用素を T とする．このとき，X
の任意の有界列 fxng に対して，点列 fTxng が Y のある元に収束するような部分列をもつとき，
T は完全連続（またはコンパクト）であるという．
定理 35.1. 完全連続作用素 T は有界作用素である．
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証明. 背理法により示す．T が有界でないとすると，任意の n 2 N に対して，
kTxnkY > nkxnkX





kznkX = 1; kTznkY > n:
したがって，点列 fTzng のいかなる部分列も Y で収束しないから，T の完全連続性に矛盾する．
よって，T は有界である．
次の完全連続性の判定条件は，非常に使いやすい：
定理 35.2. 線形作用素 T が完全連続であるための必要十分条件は，
(35.1) xn * 0 =) Txn ! 0
である．
証明. (1) 必要性：xn * 0 とすると，共鳴定理（定理 33.1）によって，
9M > 0 : kxnk M; 8n 2 N:
したがって，T の完全連続性によって，部分列 fxn0g が存在し，fTxn0g は収束列である．
一方，xn * 0 から，
(Txn; y) = (xn; T
y)  ! 0; 8y 2 Y:
すなわち，Txn * 0 だから，点列 fTxng の集積点は 0 のみである．
以上から，Txn ! 0 を得る．
(2) 十分性：任意の有界列 fxng に対して，ヒルベルト空間の弱コンパクト性定理（定理 34.1）






定理 35.3. 完全連続作用素列 Tn が作用素ノルムの意味で有界線形作用素 T に収束すれば，T も
完全連続である．
証明. 条件 (35.1) が満たされることを調べればよい．xn * 0 とすると，共鳴定理（定理 33.1）に
よって，
9M > 0 : kxnk M; 8n 2 N:
ところで，任意の " > 0 に対してある N 2 N が存在して，





kTxnk  kTxn   TNxnk+ kTNxnk(35.2)
 kT   TNk kxnk+ kTNxnk
< "+ kTNxnk:







定理 35.4. (1) T , S が完全連続作用素ならば，線形結合 T + S も完全連続である．
(2) 2つの有界線形作用素 T , S のいずれか一方が完全連続作用素ならば，積 TS も完全連続で
ある．
証明. 定理 35.2 より，T + S と TS に対して，条件 (35.1) が満たされることを調べればよい．
これは容易である．
定理 35.5. T が完全連続作用素ならば，共役作用素 T  も完全連続である．
証明. 条件 (35.1) が満たされることを調べればよい．
xn * 0 とする．まず，共鳴定理（定理 33.1）によって，
9M > 0 : kxnk M; 8n 2 N:
ところで，定理 35.4 より，TT  は完全連続だから，
TT xn  ! 0:
したがって，
kT xnk2 = (T xn; T xn) = (TT xn; xn)  kTT xnk kxnk MkTT xnk  ! 0:
以上で，定理 35.5 が証明された．
36 ヒルベルト・シュミットの積分核
定理 36.1. ユークリッド空間Rn の部分集合 

























証明. 定理 36.1 の証明を，次の 2つのステップに分ける．





jK(x; y)j2 dy <1 a.e. x 2 
;
すなわち，
K(x; ) 2 L2(




































jK(x; y)j2 dx dy

kfk2L2(












jK(x; y)j2 dx dy
1=2
をもち，有界（連続）であることが示せた．
Step 2: 次に，作用素 K が完全連続であることを示そう．このために，共鳴定理 33.1を用いる．
さて，ffjg を 0 に弱収束するヒルベルト空間 L2(
) の任意の関数列とする：





) M; j = 1; 2; : : :





jK(x; y)j2 dy M2











K(x; ) 2 L2(








= (K(x; ); fj)L2(














jKfj(x)j2 dx = 0;
すなわち，










(E) = (fx 2 





















に適用すると，フビニの定理（定理 7.2）より (36.1) が得られる．
注意 36.2 ((36.3) に関して). 0 に弱収束する L2(
) の任意の関数列 ffjg は有界である．すな
わち，
fj * 0 in L
2(
) (j !1) =) 9M > 0 : kfjkL2(
) M; j = 1; 2; : : : :
実際，g 2 L2(
) に対して，
j(fj ; g)j  ! 0 =) sup
j





j(fj ; g)j M; j = 1; 2; : : :
をみたす M > 0 が存在する．
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定理 36.2. Rn の部分集合 




(36.4) jK(x; y)j  Mjx  yjn  on 
 
:












証明. 定理 36.2 の証明を，次の 4つのステップに分ける．
Step 1: まず，次のシューアの補題を証明する：
補題 36.1 (シューア). Rn の部分集合 
 をルベーグ可測集合とし，K(x; y) を 

 上のルベー



















































jK(x; y)j jf(y)j2 dy
1=2





































Step 2: 正の整数 j に対して，
Kj(x; y) =
(
K(x; y) if jx  yj  1=j;
0 if jx  yj < 1=j
とする．このとき，積分核 Kj(x; y) は 
 
 で有界で，
Kj(x; y) 2 L2(
 
); j = 1; 2; : : : :









(36.5) kKj  Kk  ! 0
であることを示そう．











































jnj := !n = 2
n=2
  (n=2)









を得る．したがって，シューアの補題（補題 36.1）より，示すべき (36.5) が得られる：




 ! 0 (j !1):
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Step 4: 最後に，作用素 K が完全連続であることを示す．ffng を 0 に弱収束するヒルベルト
空間 L2(
) の任意の関数列とする：





) M; n = 1; 2; : : :
となるような定数 M > 0 が存在する．よって，不等式
kKfnkL2(
) = kKfn  Kjfn +KjfnkL2(
) = k(K  Kj)fn +KjfnkL2(
)(36.6)
 kK  Kjk  kfnkL2(
) + kKjfnkL2(
)
 kK  Kjk M + kKjfnkL2(
)
を得る．(36.5) より，任意の " > 0 に対して，
kK  Kjk < "
となるような正の整数 j を選ぶことができる．したがって，(36.6) において，（正の整数 j を固定
して） n!1 とすると，Kj は完全連続であるから，
lim sup
n!1
kKfnk  " M
となる．これより，






 = (a; b)とする．このとき，積分核
K(x; y) =
1





) に属さないことに注意する．実際，2   1 < 0 より，Z b
a
1














定理 37.1 (レリッヒ). 










Step 1: 最初に，古典的なポテンシャル論の補題をあげる ([13, Lemma 4.2])：






















は n 次元単位球 n の表面積とする．





















































































































(y) dy; 1  j  n:
したがって，(37.2) より，任意の u 2 C10 (
) を















) において極限移行すると，任意の u 2 H10 (
) に対しても
成り立つ．
ところで，(37.3) の積分核は，不等式 xj   yjjx  yjn









jx  yjn f(y) dy; f 2 L
2(
)




























H をヒルベルト空間とし，H から H への線形作用素 H が完全連続な自己共役作用素であると
する．このとき，次の方程式を考える．
(38.1) (I   H)u = f in H:
まず，
H' = '; ' 6= 0
であるとき， を H の固有値，' を固有値  に対する H の固有解という．
命題 38.1. (i) (a) H の固有値はすべて実数である．(b) 任意の 0 でない固有値 0 に対応する固
有解の集合は有限次元である．(c) 相異なる固有値に対応する固有解は直交する．
(ii) 固有値の集合は，0 以外には集積点をもたない．
証明. (i)(a): H は自己共役作用素だから，









H'1 = 1'1; H'2 = 2'2; 1 6= 2
とすると，1, 2 は実数だから，




('1; '2) = 0:
(b) 背理法で示す．任意の 0 でない固有値 0 に対応する固有解の集合は無限次元であるとす
ると，
9f'jg  H such that H'j = 0'j , ('i; 'j) = ij :
このとき，k'jk = 1 より，
kH'j  H'kk = k0'j   0'kk







H'j = j'j ; j  ! 0 6= 0
と仮定する．ここで，(i) の (b), (c) より，
('j ; 'k) = jk
としてよい．このとき，k'jk = 1 より，
kH'j  H'kk = kj'j   k'kk
=
q
jj j2 + jkj2
 !
p
2 j0j > 0 (j; k !1):
これは，H の完全連続性に矛盾する．










とおくと，シュワルツの不等式 (命題 20.1 (1)）より，
NH  kHk
となるので，以下では kHk  NH を示す．
任意の  2 R, 任意の f , g 2 H に対して，
(H(f + g); f + g)  NHkf + gk2;
 (H(f   g); f   g)  NHkf   gk2:
辺々加えると，中線定理（命題 20.1 (4)）より，
2 f(Hf; g) + (Hg; f)g  2NH
 
2kfk2 + kgk2 :
そこで，g = Hf とおくと，H = H だから，
4kHfk2  2NH
 
2kfk2 + kHfk2 :













kfk ; f 6= 0
ととれば，
kHfk2  NHkHfkkfk; f 6= 0:





kHk  NH :
さて，H 6= 0 だから，
 := sup
kfk=1
j(Hf; f)j = kHk > 0:
このとき，
(a) kfjk = 1; (Hfj ; fj)  !  (j !1)
または，
(b) kfjk = 1; (Hfj ; fj)  !   (j !1)
となる ffjg を選ぶことができる．
(a) の場合，
0  kHfj   fjk2 = kHfjk2   2(Hfj ; fj) + 2
 kHk2   2(Hfj ; fj) + 2
= 22   2(Hfj ; fj)
 ! 0 (j !1):
よって，
Hfj   fj  ! 0 (j !1):
一方，H は完全連続だから fHfjg は収束列としてよい．よって，
fj = Hfj   (Hfj   fj)
は収束列だから， > 0より ffjg自身が収束列である．fj ! f0 とすると，H の連続性と kfjk = 1
に注意して，
Hfj  ! Hf0; kf0k = 1:
以上より，
Hfj   fj  ! Hf0   f0 = 0;
すなわち，
Hf0 = f0; kf0k = 1
だから， = kHk は H の固有値である．
(b)の場合は，同様にして   =  kHk が H の固有値となる．
39 ヒルベルト・シュミットの展開定理
H をヒルベルト空間とし，H を H から H への完全連続な自己共役作用素とする．H の各固有
値 p の固有空間において正規直交基底 f'jpg をとる．
次に，固有値の列 fjg1j=1 (j 6= 0) を絶対値の大きい順に並べる：
j1j  j2j  : : :  jj j  : : :  ! 0:
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ただし，各 j は対応する固有空間の次元だけ重複して並べて，各 j に対応する固有空間の正規
直交基底 'j を対応させる：
H'j = j'j :
ここで，相異なる固有値に対応する固有解は直交することに注意する．














0 . . .
1CCCCCCA






注意 39.1. H = H だから，命題 31.3 より
H = N(H)R(H):
したがって，定理 39.1の主張するところは，
























































kSN   Sk  sup
iN+1
jij:
したがって，i ! 0 だから，
SN  ! S:
以上より，定理 35.3 が使えて，作用素 S は完全連続である．
次に，R = H   S は完全連続な自己共役作用素で，0 以外の固有値をもたないことを，背理法
で示す．
R =  ;  6= 0
とする．ところで，
R'j = H'j   S'j = j'j   j'j = 0:
すなわち，
R'j = 0  'j ; j = 1; 2; : : :
だから，f'jg は R の固有値 0 に対する固有解である．よって，
( ;'j) = 0; j = 1; 2; : : :
だから，
H = S +R = R =  :
したがって， は H の固有値 fjg のどれかと一致する．そこで， = i とすると，




以上より，R は 0 以外の固有値をもたない．
したがって，補題 38.1より R = 0. すなわち，
Hf = Sf =
1X
i=1
i(f; 'i)'i; f 2 H:























定義 40.1. X, Y をヒルベルト空間とし，T を X から Y への閉作用素とする．次の 3 条件を満
たすとき，T をフレドホルム作用素という：
(i) dimN(T ) <1.
(ii) R(T ) は Y の閉部分空間．
(iii) codimR(T ) <1.
ここで，
N(T ) = fx 2 D(T ) : Tx = 0g ;
R(T ) = fTx : x 2 D(T )g
であり，codimR(T ) = m は，R(T ) に属さない m 個の一次独立な元 y1, : : :, ym が存在し，
fy1; : : : ; ymg と R(T ) が Y を張るという代数的な条件である．更に、条件 (3) から条件 (2) が従
うことが知られている．
フレドホルム作用素 T に対して，
indT := dimN(T )  codimR(T )
を T の指数 (index)という．
定理 40.1 (リース・シャウダーの定理). X をヒルベルト空間とし，T が X から X への完全連
続作用素であるとする．このとき，
ind(I   T ) = 0:
この定理を証明するために，以下の準備をする：
補題 40.1.
R(I   T ) = X =) N(I   T ) = f0g:
証明 (補題 40.1). S = I   T とおき，
Mn = ff 2 X : Snf = 0g; n = 0; 1; 2; : : :
と定義する．ただし，S0 = I である．明らかに，





となるような n 2 N が存在する．
証明. 背理法により示す．そこで，
Mn 6=Mn+1; 8n 2 N
と仮定する．作用素 S = I   T は連続だから，
ffjg Mn; fj  ! f =) Snfj  ! Snf = 0:
よって，Mn は X の閉部分空間となる．したがって，定理 32.1より，
'n ?Mn 1;
k'nk = 1







このとき，n > m とすると，
T'n   T'm = (I   S)'n   (I   S)'m
= 'n   (S'n + 'm   S'm):
ところで，
Sn 1(S'n + 'm   S'm) = Sn'n + Sn 1'm   Sn'm
= 0
だから，
S'n + 'm   S'm 2Mn 1:
よって，'n ?Mn 1 に注意すると，
kT'n   T'mk2 = k'nk2 + kS'n + 'm   S'mk2  1:
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これは，fT'ng のいかなる部分列も収束しないことを意味している．
以上より，  k'nk = 1;










となるような f 2 X が存在する．これは，
Sf 2Mn+1; Sf =2Mn
を意味していて，主張 40.1 に反する．
さて，N(S) = f0g でないと仮定すると，
u1 6= 0; Su1 = 0
となるような u1 2 X が存在する．仮定より，R(S) = X だから，
u1 = Su2
となるような u2 2 X が存在する．
以下，この操作を続けると，
un 1 = Sun
となるような un 2 X が存在する．これより，
u1 =2M0; u1 2M1:
u2 =2M1; u2 2M2:
...




R(S) = X =) N(S) = f0g:
これで，補題 40.1が証明できた．
補題 40.2.
N(I   T ) = f0g =) R(I   T ) = X:
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証明 (補題 40.2). 次の 2つの主張により補題 40.2を証明する．補題 40.1の証明と同様に，S = I T
とおく．まず，
主張 40.3. R(S) は閉部分空間である．
証明. 実際，
(40.1) Sun  ! f in X








ところで，T は完全連続だから，fTvnkg がコーシー列となるような fvng の部分列 fvnkg が存在
する．よって，
vnk = Svnk + Tvnk
もコーシー列となる．









だから，N(S) = f0g より，
v = 0
となり，これは矛盾．
したがって，fung は有界列だから，fTunkg がコーシー列となるような部分列 funkg が存在す
る．よって，
unk = Sunk + Tunk
もコーシー列となる．そこで，








主張 40.4. R(S) = X.
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証明. 実際，
N(S) = f0g () R(S) = X （命題 31.3 と S = S から，X = N(S)R(S) より）
=) R(S) = X （定理 35.5 から，T  は完全連続だから，主張 40.3 より）
=) N(S) = f0g （T  は完全連続だから，補題 40.1 より）
=) R(S) = X （命題 31.3 から，X = N(S)R(S) より）:
したがって，
N(S) = f0g =) R(S) = X:
以上，主張 40.3, 主張 40.4 より，
N(S) = f0g =) R(S) = X:
これで，補題 40.2が証明できた．
注意 40.1. 共役作用素の定義（第 29 節を参照）より T の共役作用素
T  : X  ! X
が存在して，命題 31.3 より
X = R(T )N(T ):
よって，
codim R(T ) = dimN(T )
だから，
ind T = dimN(T )  dimN(T ):
さらに，T  = T より，
ind T  = dimN(T )  dimN(T )
=   ind T:
以上の準備の下で，リース・シャウダーの定理を証明する．
証明 (定理 40.1). Step 1: dimN(I   T ) <1 を背理法により示す．dimN(I   T ) =1 とする
と，N(I   T ) の基底として無限個の基底が得られる．これらにグラム・シュミットの直交化法を
行うと，
(xn; xm) = nm
となるような fxng  N(I   T ) が存在する．よって，




Step 2: R(I   T ) は閉部分空間であることを示す．
S = I   T とおいて，
S1 = SjN(S)?
を考える．このとき，x 2 N(S)?, S1x = 0 とすると，
Sx = 0; x 2 N(S):
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よって，
x 2 N(S) \N(S)? = f0g
となり，
(40.2) N(S1) = f0g:
さらに，
D(S) = N(S) (N(S)? \D(S))
だから，
(40.3) R(S) = S(D(S)) = S(N(S)? \D(S)) = R(S1):
したがって，(40.2), (40.3), 主張 40.3 より，
R(S1) = R(S) = R(I   T )
は閉部分空間である．
Step 3: 注意 40.1 より，
dimN(I   T ) = dimN(I   T )
を示せばよい．
f'1, '2, : : :, 'ng を N(I   T ) の正規直交基底，f 1,  2, : : :,  mg を N(I   T ) の正規直交基
底とする．
(a) m > n ならば，















eSf = 0 =) Sf + nX
i=1






(f; 'i) i = 0








(f; 'i) = 0; 1  i  n











f n+1; : : : ;  mg
f 1; : : : ;  ng
R(S) X = R(S)N(S)
X
(b) m < n ならば，
eU = I  









f'm+1; : : : ; 'ng
f'1; : : : ; 'mg







定理 40.2 (フレドホルムの交代定理). X をヒルベルト空間とし，T を X から X への完全連続
作用素とする．このとき，I   T が単射または全射ならば，I   T は全単射である．





























定義 41.1 (絶対連続性). I = [a; b] を R の有界な閉区間とする．閉区間 I 上で定義された連続関
数 f(x) が絶対連続であるとは，任意の正数 " に対して， = (") > 0 が存在して，I の互いに交
わらない区間 (i; i) について，
NX
i=1
(i   i) <  =)
NX
i=1
jf(i)  f(i)j < "
となることをいう．
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注意 41.1. 特に N = 1 とすると，絶対連続関数は，一様連続関数になることに注意．
例 41.1. リプシッツ連続な関数は絶対連続である．
証明. f(x) がリプシッツ連続とすると，
9L > 0 : jf(x)  f(y)j  Ljx  yj; 8x; y 2 I:
そこで， = "=L とおくと，
NX
i=1




< L = ":
命題 41.1. f(x), g(x) を絶対連続関数とすると，次が成り立つ：
(i) f(x) + g(x) は絶対連続．
(ii) f(x)g(x) は絶対連続．
(iii) f(x) 6= 0 ならば，1=f(x) は絶対連続．
定理 41.1. 微積分の基本公式について，次の結果を得る：





f 0(t) dt; x 2 I:






f 0(x) = g(x) a.e. x 2 I:





f(t) dt+ C (C : const:)
とおくと，部分積分の公式Z b
a







証明. f(x) は I で積分可能なので，定理 41.1 の (ii) から，F (x) は絶対連続である．よって，命


































この節では，I = (a; b) を R の開区間とする．滑らかな関数や不連続な関数を含む，できるだ
け大きな関数空間を導入することを考えよう．次の関数空間は，ルベーグ積分論の観点から最適な
ものである：





L1loc(I) := fI で局所的に積分可能な関数 g
とおく．
ルベーグ積分の観点から，最も重要な注意を述べる．L1loc(I) の関数 f(x), g(x) について，次の
同値関係  を導入する：
f(x)  g(x)() f(x) = g(x) a.e. in I = (a; b)
このとき，この同値関係で割った空間 L1loc(I) := L1loc(I)=  が，局所可積分関数の空間の正しい
定義である．しかしながら，慣例では，上のように同じ記号を使う．
注意 42.1. 1 < p  1 に対して，Lploc(I) が，L1loc(I) に準じて定義される．このとき，コンパク
ト集合 K  I の測度が有限であることとヘルダーの不等式 (8:4) より，
Lp(I)  Lploc(I)  L1loc(I) for 1 < p  1
であることに注意．
連続関数 u 2 C(I) に対してその台 (support) を
supp u = fx 2 I : u(x) 6= 0g \ I
として定義する．右辺は R における閉包と I の共通部分である．
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非負整数 m に対して， 次の関数空間を導入する：
Cm(I) := fI でm回連続的微分可能な関数 g;
Cm0 (I) := fI でコンパクトな台をもつ Cm(I)の関数 g:
定義 42.2 (超関数). T が I 上の m 次の超関数 (distribution)であるとは，T が Cm0 (I) から C
への写像
T : Cm0 (I) 3 ' 7 ! T (') 2 C
で，次の 2 条件を満たすときをいう：
(i) 線形性：
T (a'+ b ) = aT (') + bT ( ); 8a; b 2 C; 8'; 2 Cm0 (I):
(ii) I の任意のコンパクト部分集合 K に対して，定数 CK > 0 が存在して，任意の ' 2 Cm0 (I)
(supp'  K) に対して，






I 上の m 次超関数からなる集合を D0m(I) とかく．また，T (') を hT; 'i ともかく．
注意 42.2. 非負整数 m と I のコンパクト部分集合 K に対して，
DmK(I) := f' 2 Cm(








をノルムとするバナッハ空間である．このとき，超関数の定義 42.2 の (ii) は次と同値である：
(ii0) I の任意のコンパクト部分集合 K に対して，T は DmK(I) 上で連続である．すなわち，
k'k   'km ! 0 =) T ('k)! T ('):
m =1 に対しては， 次の関数空間を導入する：
C1(I) := fI で無限回微分可能な関数 g;
C10 (I) := fI でコンパクトな台をもつ C1(I)の関数 g:
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定義 42.3 (超関数). T が I 上の超関数 (distribution)であるとは，T が C10 (I) から C への写像
T : C10 (I) 3 ' 7 ! T (') 2 C
で，次の 2 条件を満たすときをいう：
(i) 線形性：
T (a'+ b ) = aT (') + bT ( ); 8a; b 2 C; 8'; 2 C10 (I):
(ii) I の任意のコンパクト部分集合 K に対して，定数 CK > 0 と mK  0 が存在して，任意の
' 2 C10 (I) (supp'  K) に対して，






I 上の超関数からなる集合を D0(I) とかく．また，T (') を hT; 'i ともかく．
注意 42.3. I のコンパクト部分集合 K に対して，
DK(I) := f' 2 C1(







j'(j)(x)j; m = 0; 1; 2; : : : ;
をの族とするフレッシェ空間である．このとき，超関数の定義 42.3 の (ii) は次と同値である：
(ii0) I の任意のコンパクト部分集合 K に対して，T は DK(I) 上で連続である．すなわち，
8m = 0; 1; 2; : : : ; pm('k   ')! 0 =) T ('k)  ! T ('):
超関数全体の空間は，次のような階層をなす：
C10 (I)  : : :  Cm0 (I)  : : :  C00 (I) = C0(I)
 D00(I)  : : :  D0m(I)  : : :  D0(I)
このように，階層的に，滑らかな関数と不連続な関数を含む，非常に大きな関数空間である D0
を導入することができる．実際，次に述べる例 42.2 のように，先に定義した空間 L1loc(I) は，第
１次の不連続な関数空間 D00(I) に属することがわかる．また，D0m(I)  D0(I) は，写像
T 2 D0m(I) 7 ! T jC10 (I) 2 D0(I)
が単射であることから従う．
この写像が単射であることは，定理 45.1, 定理 45.2 より，任意の ' 2 Cm0 (I) に対して，I のコ
ンパクト部分集合 K と f'"g  DK(I) が存在して，
' 2 DmK(I); k'  '"km ! 0 (" # 0)
となることから証明できる．D0m(I)  D0n(I) (n > m) の証明も同様である．
超関数 T に対して，T 2 D0m(I) となる m のうち最小の値を T の位数という．
n > m に対して，D0n(I) もしくは D0(I) の元が D0m(I) の元に拡張できるための条件を述べる．
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f(x)'(x) dx; 8' 2 C0(I):














注意 42.4. 写像 f 7 ! Tf は L1loc(I) から D00(I) への単射である．言い換えると，任意の関数
f 2 L1loc(I) は 超関数 Tf 2 D00(I) と同一視することができる．これは，補題 44.1（デュボアレモ
ン）から従う．
この節の冒頭で述べたように，L1loc(I) は，同値類の空間なので，単射であることが言える．す
なわち，f(x) = 0 a.e. in I が，L1loc(I) のゼロ元であったことに注意．
今後，混乱の恐れがないときは，f 2 L1loc(I) から定まる超関数 Tf を単に f で表す．
上の例では，関数 f(x) を密度とする測度 f(x) dx と考えている．シュワルツが distribution (超
分布）と呼んだ根拠だと思われる．しかしながら，次に述べるデルタ関数は，そのような密度関数
で表示されない D00(I) の典型的な例である：
例 42.3 (ディラックのデルタ関数). a < c < b のとき，




+1 if x = c;
0 if x 6= c;
で， Z
I
c(x) dx = 1




jc(')j = j'(c)j  max
x2K
j'(x)j:
デルタ関数 (x) = 0(x) は，第 45 節で述べるフリードリックスの釣鐘型の関数列の極限とし
て表示することができる（例 46.3 を参照）．さらに，考える問題に応じて，次のような関数列



































と定義すると，v:p: 1x はR上で位数 1の超関数である．ここで，v.p. はフランス語 valeur principale
の省略記号である．








































































































したがって， v:p: 1x; '






例 42.5 (アダマールの有限部分). 次の関数を考える：
f(x) =

x 3=2; x > 0;
0; x  0:








" > 0 とする．任意の ' 2 C10 (R) に対して，Z 1
"











で表される．ここで，pf. はフランス語 partie nie の省略記号である．写像
























































(a) 制限：T を I 上の m 次の超関数，J を I の開部分区間として，
hT jJ ; 'i = hT; 'i ;　 8' 2 Cm0 (J)










(b) 関数による乗法：T を I 上の m 次の超関数， 2 Cm(I) として，
hT; 'i = hT; 'i ; 8' 2 Cm0 (I)











例 43.1. f 2 L1loc(I),  2 C(I) ならば，f から定まる超関数 Tf と  の積 Tf は，f 2 L1loc(I)
から定まる超関数 Tf と一致する: Tf = Tf．実際，任意の ' 2 C0(I) に対して，
hTf ; 'i = hTf ; 'i =
Z
I
[(x)f(x)]'(x) dx = hTf ; 'i :
このように，超関数の意味での関数との積は，通常の意味での積の拡張といえる．
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例 43.2. 任意の n 2 N に対して，積 xn を計算する．
任意の ' 2 C0(I) に対して，
hxn; 'i = h; xn'i = 0  '(0) = 0:





























'(x) dx = h1; 'i :







; 8' 2 Cm+j0 (I)











例 43.4. f 2 C1(I) ならば，f から定まる超関数 Tf の微分 (Tf )0 は，f 0 から定まる超関数 Tf 0
と一致する．実際，任意の ' 2 C10 (I) に対して，






f 0(x)'(x) dx = hTf 0 ; 'i :
このように，超関数の意味での微分は，通常の意味での微分の拡張といえる．
次に，いくつか計算例を挙げる．
例 43.5. 次の関数 H(x) をヘビサイドの階段関数という：
H(x) =
(
1 if 0  x <1;








明らかに，H 2 L1loc(R) であるから，H 2 D00(R) である．H の導関数は，
H 0 = 
となる．実際，任意の ' 2 C10 (R) に対して，




= '(0) = h; 'i
となるからである．
例 43.6 (双極子). デルタ関数  を微分すると，任意の ' 2 C10 (R) に対して，










例 43.7 (ジャンプ公式). 関数 f(x) を x = 0 を除いて C1 級であるとする．このとき，
(Tf )
0 = Tf 0 + (f(+0)  f( 0)) 0:
証明. 任意の ' 2 C10 (R) に対して，








=   [f(x)'(x)]10 +
Z 1
0






















= Tf 0 + (f(+0)  f( 0)) 0:
例 43.8.
log jxj 2 L1loc(R)
に注意すると，






" log " = 0
が成り立つことに注意する．
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まず，r = jxj とすると， Z 1
"
log r dr




= j " log "  (1  ")j
 ! 1 (" # 0):
さらに，任意の ' 2 C10 (R) に対して，




































































(T )0 = 0T + T 0;  2 C1(I)
が示せる．
実際，任意の ' 2 C10 (I) に対して，
h(T )0; 'i =  hT; '0i
=  hT; '0i
h0T + T 0; 'i = h0T; 'i+ hT 0; 'i
= hT; 0'i+ hT 0; 'i
= hT; 0'i   hT; (')0i






定義 44.1 (超関数の意味での微分). I を R の開区間とする．関数 f 2 L1loc(I) が超関数の意味で




f(x)'0(x) dx =  
Z
I
g(x)'(x) dx; 8' 2 C10 (I)
が成り立つときをいう．このとき，関数 g(x) のことを f(x) の導超関数 (distribution derivative)
とよび，g = Df とかく．
基礎となる 導（超）関数 付加条件 定義
関数空間
微分積分 u 2 C(I) u0 u0 2 C(I) C1{級
（連続的微分可能）
超関数論 f 2 L1loc(I) (Tf )0 9g 2 L1loc(I): 超関数の意味で
(Tf )
0 = Tg 微分可能
注意 44.1. 上の定義の (44:1) は，関数 f 2 L1loc(I) から定まる超関数 Tf の導関数 (Tf )0 が
g 2 L1loc(I) から定まる超関数 Tg と一致することを意味している．前節の例 43.4 で示したよう
に，関数 f 2 C1(I) から定まる超関数 Tf の導関数 (Tf )0は，f 0 2 C(I) から定まる超関数 Tf 0 と
一致する．しかしながら，一般の f 2 L1loc(I) に対しては，(Tf )0 = Tg となる g 2 L1loc(I) が存
在するとは限らない．たとえば，例 57.4 で見たように，ヘビサイド関数 H 2 L1loc(R) に対して，
(TH)
0 =  であるから，(TH)0 = Tg をみたす g 2 L1loc(R) は存在しない．
f 2 L1loc(I) に対して，このような g 2 L1loc(I) が存在するための必要十分条件を与えるのが，後
出の定理 44.1（ソボレフの埋蔵定理）である．その条件は，f は絶対連続関数で，g = f 0 が成り
立つことである．
次の補題から，導超関数 g(x) が一意的に定まることが従う：
補題 44.1 (デュボアレモン). I = (a; b) を R の有界な開区間とする．このとき，g 2 L1loc(I) に
対して， Z
I
g(x)'(x) dx = 0; 8' 2 C10 (I) =) g(x) = 0 a.e. x 2 I:
証明. K を I の任意のコンパクト部分集合とし，K 上で  = 1 となる関数  2 C10 (I) をとる．
このような関数は，後出の定理 46.2 により存在する．関数 g と  を区間 I の外側で 0 となる
R 上の関数に拡張し，
g(x) = (x)g(x) =

g(x) if x 2 K;




ここで， 2 C10 (R) を， 8<: supp   fx 2 R : jxj  1g;Z
R
(x) dx = 1;









"  g  ! g in L1(R) (" # 0):
詳しくは，後出のフリードリックスの軟化作用素を参照されたい（第 45 節）．
ところで，








であり，十分小さな " > 0 に対して，
()"(x  ) 2 C10 (I); x 2 R:
よって，仮定より，




k"  gk1 = 0
となり，
g(x) = (x)g(x) = 0 a.e. x 2 R:
特に，
g(x) = 0 a.e. x 2 K:
ところで，集合 K  I は任意なので，
g(x) = 0 a.e. x 2 I
が従う．
以下では，超関数の意味での微分と通常の意味での微分を区別せず，0 や d=dx で表し，局所可






定理 44.1 (ソボレフの埋蔵定理). (i) f 2 L1loc(I) が超関数の意味で微分可能ならば，関数 f(x) は
I に含まれる任意の閉区間で絶対連続で，
f 0 = Df:
(ii) 逆に，f(x) が I に含まれる任意の閉区間で絶対連続ならば，関数 f(x) は超関数の意味で微
分可能で，
Df = f 0:
証明. (ii) f 2 L1loc(I) を I に含まれる任意の有界閉区間 K で絶対連続であるとする．このとき，
定理 41.1 から f(x) は a.e. x 2 K で微分可能で，f 0(x) は K で積分可能である．さらに，任意の



















Df = f 0:
(i) まず，
(44.2) Df = 0 in I =) f : const:
を示す．




f(x)'0(x) dx = 0; 8' 2 C10 (I):
今， 2 C10 (I) が， Z
I














ここで，任意の ' 2 C10 (I) と Z
I
 0(x) dx = 1





































































 0(t)f(t) dt = const:
g 2 L1loc(I) を f(x) の導超関数とすると，Z
I
f(x)'0(x) dx =  
Z
I
g(x)'(x) dx; 8' 2 C10 (I):





















(f(x) G(x))'0(x) dx = 0; 8' 2 C10 (I):
すなわち，
D(f  G) = 0 in I:
したがって，(44.2) から，




g 2 L1loc(I) だから，定理 41.1から，f(x) は I で絶対連続で，
f 0 = g = Df:
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45 フリードリックスの軟化作用素
Rn 上の関数 '(x) として，次の性質を持つものをとる：
(i) '(x)  0, 8x 2 Rn.








exp[ 1=(1  jxj2)] if jxj < 1;
0 if jxj  1
は，(i), (ii) を満たすので，'(x) =  (x)= R
Rn
 (x) dxとすればよい．
さて，任意の f 2 Lp(Rn) (1  p  1) に対して，
(45.1) J"f(x) := ('"  f)(x) =
Z
Rn









jxj = 1 0 jxj = 14 jxj = 12 jxj = 1
y
x 2 Rn
y = '1(x) = '(x)
y = ' 1
2
(x)
y = ' 1
4
(x)
定理 45.1. 軟化作用素を施した関数 J"f(x) について，次の性質が成り立つ：
(i) 1  p  1 に対して，不等式
kJ"fkLp  kfkLp :
がなりたつ．
(ii) J"f 2 C1(Rn).





'(x) dx = 1
だから，ハウスドルフ・ヤングの不等式 (9:3) より，
kJ"fkLp  k'"kL1kfkLp = kfkLp :




補題 45.1. 関数 f 2 Lp(Rn), 1  p <1, に対して
fx(y) := f(x+ y); y 2 Rn;
とおくと，x! 0 のとき，
fx  ! f in Lp(Rn):
証明. (1) 関数 g(x) が，コンパクトな台を持つ連続関数ならば，x! 0 のとき，一様に
gx  ! g on Rn
だから，
kgx   gkp  ! 0 (x! 0):
(2) 次に f 2 Lp(Rn) とする．定理 9.4 より，任意の " > 0 に対して，
kf   gkp < "
2
をみたす，コンパクトな台を持つ連続関数 g(x) を見つけることができる．このとき，
kfx   gxkp = kf   gkp < "
2
だから，
kfx   fkp  kfx   gxkp + kgx   gkp + kg   fkp




kfx   fkp  "
を得るから，補題が従う．
注意 45.1. 補題 45.1 は，p =1 に対しては正しくない．実際，
kfx   fk1 = sup
y2Rn
jf(x+ y)  f(y)j  ! 0 (x! 0)
ならば，関数 f(x) は Rn において一様連続でなければならないからである．
定理 45.2. '(x) を L1(Rn) に属する関数であって，Z
Rn
'(x) dx = 1









(i) f 2 Lp(Rn), 1  p <1 ならば，
J"f = f  '"  ! f in Lp(Rn) (" # 0):
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(ii) f 2 L1(Rn) が一様連続ならば，
J"f = f  '"  ! f in L1(Rn) (" # 0):





'(x) dx = 1
だから，
f  '"(x)  f(x) =
Z
Rn




[f(x  "z)  f(x)]'(z) dz:
従って，ミンコウスキーの不等式の積分形 ([9, Theorem 6.19]) より，
kf  '"   fkp 
Z
Rn
kf "z   fkpj'(z)j dz:
ところで，
kf "z   fkp  kf "zkp + kfkp = 2kfkp
だから














kf "z   fkpj'(z)j dz = 0:
(ii) 関数 f 2 L1(Rn) は一様連続とする．関数 '(x) は，Rn 上積分可能だから，次が従う：
任意の  > 0 に対して，コンパクト集合 W が存在して，Z
RnnW
























(jf(x  "y)  f(x)j) 
Z
W







(jf(x  "y)  f(x)j) k'k1 + 2kfk1:
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kf  '"   fk1  2kfk1:
 > 0 は任意だったから，主張 (ii) を得る．
関数族 f'"g は，恒等作用素の近似と呼ばれる．
46 超関数の台
集合 A, B  Rn に対して




とおく．特に，A = fxg の場合には，






dist (A;B) dist (x;B)
定理 46.1. K を開集合 
  Rn のコンパクト部分集合とすると，dist (K;
c) > 0.
証明. 背理法によって示す．もし dist (K;
c) = 0 だとすると，点列 xn 2 K, yn 2 
c が存在して，
lim
n!1 jxn   ynj = 0
となる．fxng は有界列であるから，収束する部分列 fxn0g が存在する（ワイエルシュトラスの定
理より）．すなわち，ある x0 2 K が存在して
lim
n0!1
jxn0   x0j = 0:




jyn00   y0j = 0:
以上から
jx0   y0j = lim
n00!1
jxn00   yn00 j = 0
165






定理 46.2. K を開集合 
 のコンパクト部分集合とすると，次の条件を満たす関数  (x) が存在
する：









y =  (x)
y
x 2 Rn
証明. 定理 46:1 により
 = dist (K;
c)
とおけば，0 <   1. 正数 " を 0 < 2" <  となるように固定する．
K" = fx 2 Rn : dist(x;K)  "g
とおき，(x) を K" の定義関数とする．すなわち，関数
(x) =

1 if x 2 K";
0 if x 2 Kc"
そして，フリードリックスの軟化作用素 (45.1) の '"(x), " > 0 をとり














 2 C10 (
); 0   (x)  1;
 (x) = 1 if x 2 K "
2
;  (x) = 0 if x 2 CK 3"
2
となることが分かる．
定理 46.3 (1 の分解). K を Rn のコンパクト集合，







となっているとき，条件 'j 2 C10 (
j), 'j  0, 0 
P
j 'j(x)  1, K の近傍で
P
j 'j(x) = 1, を
みたす関数族 'j , j = 1, : : :, k, が存在する．
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証明. 十分小さい " > 0 に対して，
Kj = K \ fx 2 
j : d(x;
cj)  "g; j = 1; 2; : : : ; k;
とすると，各 Kj は Rn のコンパクト集合で，
Kj  





定理 46:2 によって各 j に対して，条件  j 2 C10 (
j), 0   j  1, Kj のある近傍で  j = 1 を
みたす関数  j(x) が存在する．そこで
'1 =  1;




'j =  1 +  2(1   1) +  3(1   1)(1   2)
+ : : :+  k(1   1) : : : (1   k 1)
= 1  (1   1) +  2(1   1) +  3(1   1)(1   2)
+ : : :+  k(1   1) : : : (1   k 1)
= 1  (1   1)(1   2) +  3(1   1)(1   2)
+ : : :+  k(1   1) : : : (1   k 1)
= 1  (1   1)(1   2)(1   3)
+ : : :+  k(1   1) : : : (1   k 1)
= 1  (1   1) : : : (1   k)
となるので，定理の主張は成り立つ．







0) 3 '! u(') を考えると，これは D0(
0)の元となる．
定義 46.1. 2 つの超関数 u1, u2 2 D0(
) に対して
u1(') = u2('); 8' 2 C10 (
0)(46.1)
となるとき，つまり u1 と u2 の 
0 への制限が相等しいとき，u1 と u2 は 
0 上で等しいという．
定理 46.4. u1, u2 2 D0(
) に対して，
 の各点の近傍で u1 = u2 となっているならば，
 で
u1 = u2 となる．
証明. 任意の ' 2 C10 (
)に対して，K = supp ' とおくと，K の各点ごとに近傍が存在して，仮
定によりそこで u1 = u2 となる．K は Rn のコンパクト集合であるから，そのうちの有限個の近
傍 
j , j = 1; : : : ; k, が K を覆う（ハイネ・ボレルの被覆定理 (定理 1.1) より）．定理 46.3 を適




















 で u1 = u2 となる．
u 2 D0(
) に対して，その上で u = 0 となるような 
 の最大開部分集合 
0 が存在する．なぜ




0 上で u = 0 となることは定理 46.4 の証明と同じようにして示すことができる．そして集
合 
 \ 
c0 を超関数 u の台といい，supp u と表す．
例 46.1. u 2 C(
)の場合には，超関数の意味での supp Tu と従来の意味での supp u は一致す
る．このことは，
Tu(') = 0; 8' 2 C10 (
0)() u(x) = 0; 8x 2 
0
と台の定義から従う．
例 46.2. supp  = f0g である．なぜなら，任意の ' 2 C10 (Rn n f0g) に対して，
(') = '(0) = 0
だが，'(0) 6= 0 となる ' 2 C10 (Rn) に対しては，(') 6= 0 だからである．
超関数の性質 (ii) と超関数の台の定義から，次の定理を得る：
定理 46.5. 集合 K  
 を 
 のコンパクト部分集合とする．このとき，u 2 D0(
), supp u  K
ならば，ある整数 k  0 が存在して，任意の  > 0 に対して次の不等式が成り立つ：




jD'(x)j; 8' 2 C10 (
)(46.2)
ここで，C は  に応じて決まる定数である．
逆に，u 2 D0(
) に対して (46:2) の形の不等式が成り立てば，supp u  K となる．
超関数 u 2 D0(
) の台 supp u が 
 のコンパクト部分集合 K に含まれる場合には，不等式
(46:2) を保ちながら u は C1(
) 上の線形汎関数 ~u に一意的に拡張される．それには，K の近傍
で 1 となるような関数  2 C10 (
) を一つとり，
~u(') = u( '); 8' 2 C1(
)(46.3)




)の元であって supp ~u  K
となる．そこで，C1(
) 上の線形汎関数で，あるコンパクト集合 K  
 に対して (46:2) の形の
不等式をみたすものの全体を E 0(
) と表すと，E 0(






)  E 0(Rn)  D0(Rn)
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次に，u 2 D0(Rn) と ' 2 C10 (Rn) の合成積（たたみ込み積）について考える．それは，次の
ような x の関数によって定義すればよい：











ここで，uy('(x  y)) は各 x を固定して y 変数のテスト関数 '(x  y) 2 C10 (RNy ) における超関
数 u の値を表し，これを，積分の記号を用いて，形式的にZ
u(y)'(x  y) dy
と表すこともある．以下に証明を述べるように，(u ')(x) 2 C1(Rnx) であって，次の公式が成り
立つ：
D(u  ')(x) = (u  (D'))(x); x 2 Rn(46.5)
公式 (46:5) を 1 変数の場合に証明する．
u 2 D0(R), ' 2 C10 (R) とするとき
d
dx
(u  ')(x) = (u  '0)(x); x 2 R
が成り立つことを示す．微分の定義に戻って h 6= 0 に対して差分商
u  '(x+ h)  u  '(x)
h
=




'(x+ h  y)  '(x  y)
h

を考える．x を固定し，0 < jhj  1 とすると，
supp
y


























'(j+1)(x  y + h)  '(j+1)(x  y) :
'(j+1) の一様連続性より，h! 0 のとき右辺は 0 に収束する．したがって
d
dx
(u  ')(x) = (u  '0)(x)
が成り立つ．
高次の微分についても，同様にして示せる．
定義 46.2. 超関数列 fujg  D0(
) に対して，ある超関数 u 2 D0(
) が存在して
(46.6) u(') = lim
j!1
uj('); 8' 2 C10 (
)
が成り立つとき，fujg は超関数の意味で u に収束するといい，u = limj!1 uj とかく．




'(x) dx = 1 と supp '  fx 2 Rn : jxj  1g に注意すると，任意の  2 C10 (Rn) に
対して，
hT'" ;  i =
Z
Rn













'(y) ("y) dy =
Z
jyj1
'(y)( ("y)   (0)) dy +  (0):
 の一様連続性より，"! 0 のとき右辺の第 1 項は 0 に収束する．よって，
lim
"!0
hT'" ;  i =  (0) = h;  i :
このように，デルタ関数 (x) は，フリードリックスの軟化作用素 (45.1) の '"(x) に対して，"
を 0 に限りなく近づけたときの '"(x) である．
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-6
jxj = 1 0 jxj = 14 jxj = 12 jxj = 1
y
x 2 Rn
y = '1(x) = '(x)
y = ' 1
2
(x)
y = ' 1
4
(x)
定理 46.6. u 2 D0(Rn) に対して，"! 0 のとき超関数の意味で
(u  '")(x)  ! u
証明. 任意の  2 C10 (Rn) に対して
hu  '";  i =
Z





'"(x  y) (x) dx

に等しいことがわかる．ここで， '"(x) = '"( x) と定義すると，Z
'"(x  y) (x) dx =
Z
'"(y   x) (x) dx
= ('"   )(y):
さらに，定理 45.2 によって，各  に対して "! 0 のとき，一様に
D( '"   )(y) = ( '" D )(y)  ! D (y)
であることに注意すれば，"! 0 のとき
j hu  '";  i   hu;  i j =
Z uy('"(x  y)) (x) dx  u( )
=
uy Z '"(x  y) (x) dx  u( )






j '" D (y) D (y)j  ! 0
が成り立つ．ここで，k は u の
[supp  ]" = fx : dist(x; supp  ) < "g
での位数である．
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集合 A, B  Rn に対して
A+B = fx+ y : x 2 A; y 2 Bg
という記号を導入する．
定理 46.7. u 2 D0(Rn) と ' 2 C10 (Rn) に対して u  ' 2 C1(Rn) であって
supp(u  ')  supp u+ supp ':
さらに，次の公式が成り立つ：
D(u  ') = u  (D') = (Du)  '(46.7)
証明. supp u は閉集合，supp ' はコンパクト集合だから，supp u+ supp ' は閉集合であること
に注意する．x =2 supp u + supp ' とすると，supp u + supp ' とは交わらない x の近傍 B(x)
が存在する．よって，任意の y 2 supp u に対して，B(x)  y は supp ' と交わらない．ゆえに，
z 2 B(x) ならば (u  ')(z) = uy('(z   y)) = 0. すなわち，x =2 supp (u  '). したがって，
supp (u  ')  supp u+ supp ':
(46:7) の最初の等式は，すでに (46:5) で証明した．後の等式は，
u  (D')(x) = uy(Dx'(x  y))
= uy(( Dy)'(x  y))
= Dy uy('(x  y))
= (Du)  '(x)
から従う．
u1, u2 2 D0(Rn)のうち，一方の台がコンパクト集合の場合には合成績 u1u2 = u2u1 2 D0(Rn)
が定義できる．以下，このことについて考える．たとえば，u1 2 E 0(Rn), u2 2 D0(Rn) と仮定す
る．u1 2 D0(Rn), u2 2 E 0(Rn) の場合も同様である．線形汎関数
C10 (R








を考える．このとき，supp '  K0  Rn で K0 はコンパクト集合とする．
(u2)x('(x+ y)) 2 C1(Rny )
であり，supp u1 = K1（コンパクト集合）とすると，ある整数 k1  0 が存在して，任意の  > 0
に対して





Dy (u2)x('(x+ y)) = (u2)x(D
'(x+ y))
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であり，u2 2 D0(Rn), supp '  K0 であるから，超関数の定義 (ii) によって，ある整数 k2  0
と定数 C 0 > 0 が存在して




ここで，定数 C 0 は y 2 K1 に無関係にとれる．(46:9), (46:10) を総合して
jL(')j  C sup
jjk1+k2
x2K0
jD'(x)j ; 8' 2 C10 (K0)(46.11)
の形の不等式を得る．ゆえに，L 2 D0(Rn) となるが，この超関数 L をもって u1  u2 と定義する
のである．フリードリックスの軟化作用素を用いれば，
u1  u2 = u2  u1
であることが容易に示される．
同じようにして次の公式を得る：
D(u1  u2) = (Du1)  u2 = u1  (Du2)(46.12)
例 46.4. f , g 2 L1(Rn) であり，そのうち一方の台がコンパクトとする．このとき，任意の
' 2 C10 (Rn) に対して，






























(f  g)(z)'(z) dz
= Tfg('):
例 46.5. u 2 D0(Rn) とすると u   = u
証明. 任意の ' 2 C10 (Rn) に対して，
L(') = uy(x('(x+ y)))
= uy('(y))
= u(')



















hA ;'i = hK;'
  i ; ' 2 C10 (
1);  2 C10 (
2):
このとき，









2) 3 K 7 ! Op (K) 2 L(C10 (
2);D0(
1))
は，単射であることがわかる．次の定理は，写像が全射であることを主張している ([3, p. 21,
Theoreme 4.4], [24, Theorem 5.36])：





2) が存在して，A = Op (KA) が成り立つ．





KA(x1; x2) (x2) dx2;  2 C10 (
2):
超関数核の重要な例を挙げる：
例 47.1. (a) リースポテンシャル：
1 = 
2 = Rn, 0 <  < n.













2 = Rn, n  3.













2 = Rn,  > 0.
(I  ) =2u(x) = G  u(x) =
Z
Rn



















2 = Rn, 1  j  n.
























































ポテンシャル ( = 2)
ベッセル (I  ) =2 G(x) 1(1+jj2)=2
ポテンシャル  > 0






















4t ; 8t > 0
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とする．このとき，f 2 S(Rn) に対して，関数










u(x; t) = 0 in Rn  (0;1);
u(x; 0) = f(x) on Rn
の解であることを示すのは容易である．くわしくは，後の節 ?? で説明する．
よって，形式的に指数関数表示











































e st (t) dt =
Z 1
0

























































































公式 (48.4) と (48.5) を合せると，
定理 48.1. 0 < Re < n=2 とする．このとき，作用素
( ) 
































































s :=  ;  := =2 for Re > 0
とすると，次の定理を得る：
































for Re > 0
に対して，次の主張が成り立つ：









4t dx = 1
だから， Z
Rn










k(I  ) =2fkp = kG  fkp





















































































































































(jxj2 + t2)(n+1)=2 :










































(jxj2 + t2)(n+1)=2 :


























u(x; t) = 0 in Rn+1+ ;



























一方，恒等作用素の超関数核はデルタ関数 (x) であるが，そのフーリエ変換は 1 である．






























一般に，線型偏微分作用素 P (x;D) に対して，
P (x;D)E = 













K(x; y)f(y)dy = g(x) Tx = y
単位行列 ディラック超関数 恒等作用素
E = (ij) (x  y) I
逆行列 グリーン関数 逆作用素
AA 1 = A 1A = E
R




定理 49.1 (エーレンプライス・マルグランジュ). 定数係数の線型偏微分作用素 P (D) は基本解
























コーシー・リーマン作用素の基本解 E(x; y) は，原点以外 ((x; y) 6= (0; 0)) で C1 であることに















log jxj; x 2 R2:


































4t ; x 2 Rn; t 2 R:
ただし，H(t) は時間変数に関するヘビサイド関数である（例 57.4）．
熱作用素の基本解 E(x; t) は，原点以外 ((x; t) 6= (0; 0)) で C1 であることに注意．熱作用素の

























if jxj < t;
0 if jxj > t:





t2   jxj2 ; x 2 R
2; t > jxj:






; x 2 R3; t > 0:
波動作用素の基本解 E(x; t) は，原点以外 ((x; t) 6= (0; 0)) でも特異点を持っていることに注意．




定数係数の線型偏微分作用素 P (D) は，超関数の空間内で局所可解的であることに注意．実際，
任意に与えられた，コンパクトな台を持つ超関数 f 2 E 0(Rn) に対して，P (D) の基本解 E(x) と
の合成積（たたみ込み積）
u = E  f 2 D0(Rn)
を考えれば，公式 (46:12) と例 46.5 より，

















eu(; y) = bf()e jjy
(??)
半空間 Rn+1+ = f(x; y) : x 2 Rn; y > 0g 上で
u(x; y) = 0 in Rn+1+
u(x; 0) = f(x) on Rn
(50.1)
を考える．式 (50.1) を空間変数 x = (x1; x2; : : : ; xn) について部分フーリエ変換すると， =





 eu(; y) = 0; y > 0;eu(; 0) = bf()


















P (x  t; y)f(t) dt;








ところで，式 (50.4) を満たす関数 P (x; y) をポアソン核というが，具体的に，
P (x; y) = cn
y






































dr; t 2 R;
とおき，微分すると，









































































































































































=  (n+1)=2  ((n+ 1)=2)
y
(jxj2 + y2)(n+1)=2
= P (x; y):
この命題 50.1 から，フーリエの反転公式を用いれば
(50.9) F [P (x; y)]() = e jjy
であることがわかる．また，式 (50.1), もしくは，式 (50.5) で表される u(x; y) を f(x) の ポアソ
ン積分という．
上記の式 (50.8) について















とすると，f(z) は上半平面で z = i を極（特異点）に持つから，留数を計算すると
res [f(z) i] = lim
z!i





















































R2   1 d =
R
R2   1  ! 0 (R!1)







以下では，ポアソン核 P (x; y)を用いて，ディラックのデルタ関数 (x)が近似できることを示す．
実際，関数







(jx  zj2 + y2)(n+1)=2 f(z) dz; x 2 R
n; y > 0;
を定義すると，次の命題が成り立つ：
命題 50.3. (i) f 2 Lp(Rn), 1  p <1 ならば，
u(; y)  ! f in Lp(Rn) (y # 0):
(ii) 関数 f(x) が Rn 上で有界かつ一様連続ならば，関数 u(x; y) は，Rn  [0;1) 上で連続で
あって，


































ここで，jnj は n 次元単位球の表面積である（付録 A を参照）．
したがって，関数 P (x; y) は，次の形にかける：






























として，定理 45.2 の主張 (i) を適用すれば良い．
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として，定理 45.2 の主張 (ii) を適用すれば良い．







(jx  zj2 + y2)(n+1)=2 f(z) dz
は，次のラプラス方程式に対するディリクレ境界値問題の解である：(
u(x; y) = 0; x 2 Rn; y > 0;
u(x; 0) = f(x); x 2 Rn:
これを，ポアソン核 P (x; y) の言葉で定式化すると，(
P (x; y) = 0; x 2 Rn; y > 0;
limy#0 P (x; y) = (x); x 2 Rn:





P (x; y)'(x) dx = ('); 8' 2 C10 (Rn):
これが成り立つことは，次のように証明できる．変数変換 z = x=y により，Z
Rn
































P (x; y)'(x) dx = '(0) = (')
を得る．このように，ポアソン核を用いてデルタ関数 (x) が近似できる．

























(x; t) u(x; t) = 0; x 2 Rn; t > 0;
u(x; 0) = u0(x); x 2 Rn:
まず、冒頭のフローチャートに従って，発見的考察を行う．
u0 2 S(Rn) と仮定して，(51.1) を空間変数 x = (x1; x2; : : : ; xn) について部分フーリエ変換す
ると，








 eu(; t) = 0; t > 0;
eu(; 0) = bu0();
を得る．これを解けば，常微分方程式の解の一意性定理から，



























である．したがって，２つの式 (51.4), (51.5) より，



















2=(4t) 2 S(Rnx); t > 0
に注意すれば，公式 (51.6) の積分の意味を，緩増加な超関数 u0 2 S 0(Rnx) との合成積（たたみ込





2=(4t)  u0 2 C1(Rnx) \ S 0(Rnx)
と表示できる．
以上より，次の定理を得る：
定理 51.1. 緩増加な超関数 u0 2 S 0(Rn) に対して，合成積（たたみ込み積）




2=(4t)  u0 (t > 0)
が，C1(Rnx) \ S 0(Rnx) の要素として定義される．すなわち，関数 u(x; t) は、空間変数 x の無限
遠方では多項式オーダーで増加する滑らかな関数である．





 u(x; t) = 0 in S 0(Rn); t > 0;















































































u(x; t) = 0 in S 0(Rn):
次に，' 2 S(Rn) に対して，




















 ! b'() in S 0(Rn) (t # 0):
実際，例えば




(1  e tjj2) sup jb'j
と評価すると，第 1項は R を十分大きくすればいくらでも小さくできる，その R に対して t # 0





2=(4t)  '  ! ' in S 0(Rn) (t # 0):
このことから，
hu(x; t); 'i  ! hu0; 'i (t # 0)
が成り立ち，
u(; t)  ! u0 in S 0(Rn) (t # 0)
を得る.


























(x; t) = 0; x 2 R; t > 0;
u(x; 0) = u0(x);
@u
@t
(x; 0) = u1(x); x 2 R:
冒頭のフローチャートに従って，発見的考察を行う．
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まず，初期値 u0 = 0, u1 = (x) に対応する基本解 E(x; t) を求める．初期値問題 (52.1) を空間








 eE(; t) = 0;  2 R; t > 0;
eE(; 0) = 0; d eE
dt
(; 0) = 1;
が従う．これを解けば，


























sin(jjt)=jj は  について偶関数であり，sin(x) は  について奇関数だから，(52:4) の最右辺の































(1) jxj < t の場合は，(52:5) の最右辺の積分内の第 1 項では s = (t + jxj), 第 2 項では































(2) jxj > t の場合は，(52:5) の最右辺の積分内の第 1 項では s = (t + jxj), 第 2 項では

































したがって，t > 0 をパラメータとして，




if jxj < t;











E(x; t) = 0 in D0(Rx) (t > 0)
が成り立つ．








(0(x+ t)  0(x  t))
を示す．































(0(x+ t)  0(x  t))
が成り立つ．























































































('( t) + '(t))  ! '(0) (t # 0):
したがって，
E(x; t)  ! 0; @E
@t
(x; t)  ! (x) in D0(Rx) (t # 0)
である．
以上をまとめると，次の命題を得る：





if jxj < t;









E(x; t) = 0 in D0(Rx) (t > 0);
E(x; t)  ! 0; @E
@t


















E(x; t) = 0 in D0(Rx) (t > 0);
@E
@t
(x; t)  ! (x); @
2E
@t2




定理 52.1. 与えられた初期値 u0 2 D0(R)，u1 2 D0(R) に対して，
u(x; t) = u0  @E
@t
(x; t) + u1  E(x; t) (t > 0)








u(x; t) = 0 in D0(Rx) (t > 0);
u(x; t)  ! u0(x); @u
@t
(x; t)  ! u1(x) in D0(Rx) (t # 0)
を満たす．
注意 52.1. 特に，u0，u1 2 C1(R)のときは，
























ウ [6] の第 17 課と第 18 課に詳しい解説がある．
53 熱核の応用
























4t ; 8t > 0
で定義する．
このとき，関数






4t f(y) dy; 8t > 0;
に対して，次の主張 (i), (ii) が成り立つ：
(i) f 2 Lp(Rn), 1  p <1 ならば，
u(t; )  ! f in Lp(Rn) (t # 0):
(ii) 関数 f(x) が Rn 上で有界かつ一様連続ならば，関数 u(t; x) は，Rn  [0;1) 上で連続で
あって，
u(t; )  ! f (t # 0):
しかも，この収束は一様収束である．
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として，定理 45.2 の主張 (i) を適用すれば良い．





として，定理 45.2 の主張 (ii) を適用すれば良い．









は，次の熱伝導方程式 (heat conduction equation) に対する初期値問題の解である：(
@u
@t (t; x) u(t; x) = 0; t > 0; x 2 Rn;
u(0; x) = f(x); x 2 Rn:
これを，熱核 G(t; x) の言葉で定式化すると，(
@G
@t (t; x) G(t; x) = 0; t > 0; x 2 Rn;
limt#0G(t; x) = (x); x 2 Rn:





G(t; x)'(x) dx = ('); 8' 2 C10 (Rn):
これが成り立つことは，次のように証明できる．変数変換 y = x=2t により，Z
Rn




















2 j'(2pty)j  sup
x2Rn

















































; N0 2 N
とおく．
次に，関数 f 2 C[a; b] を，関数 ~f 2 C( 1;1) に条件




 1G(t; x  y) ~f(y) dy;
~ft;N0(x) =
R1
 1GN0(t; x  y) ~f(y) dy:
を定義する．ここで，関数 ~ft;N0(x) は，次数 2N0   2 の多項式であることに注意．
このとき，定理 54.1 は，次の２つの主張 54.1, 主張 54.2 から従う．
主張 54.1. 任意の " > 0 に対して，
jf(x)  ~ft(x)j < "=2; 8x 2 [a; b]
をみたす t > 0 を見つけることができる．
証明. 関数 ~f(x)は，R上で一様連続かつ有界だから，定理 53.1の (ii)を適用すれば，主張を得る．
主張 54.2. 与えられた t > 0 に対して，
j ~ft(x)  ~ft;N0(x)j < "=2; 8x 2 [a; b]
をみたす整数 N0 を見つけることができる．
証明. まず，
x 2 [a; b]; y 2 supp ~f =) jx  yj  b  a+ 1
であることに注意．従って，


















このとき，全ての x 2 [a; b] に対して，
j ~ft(x)  ~ft;N0(x)j 
Z
y2supp ~f













Lu :=  (p(x)u0)0 + q(x)u; a < x < b:
ここで， 
p(x) 2 C1(a; b); p(x) 6= 0 on (a; b);











定理 55.1 (超関数解の内部正則性定理). 開区間 I = (a; b) とする．p 2 C1(I) を I で p(x) 6= 0 と
し，q 2 C(I) とする．このとき，
u 2 L1loc(I);






f 2 C(I) =) u 2 C2(I)
である．
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証明. Step 1： まず，仮定から，
 (p(x)u0)0 = f   q(x)u 2 L1loc(I):
よって， (x) = p(x)u0 は I で局所絶対連続である（参照：１次元の超関数）．したがって，p 2 C1(I)
は I で p(x) 6= 0 だから，u0(x) =  (x)=p(x)は I で局所絶対連続である．これより，特に，
u 2 C1(I):
Step 2： さらに，f 2 C(I) ならば，












注意 55.1. Step 1 の場合は，
 p(x)u00   p0(x)u0 + q(x)u = f a.e. in I:
Step 2 の場合は，
 p(x)u00   p0(x)u0 + q(x)u = f in I (通常の意味で):
定理 55.2 (超関数解の境界までの正則性定理). 開区間 I = (a; b) とする．p 2 C1[a; b], p(x) 6= 0
とし，q 2 C[a; b] とする．このとき，
u 2 L2(I);
 (p(x)u0)0 + q(x)u = f 2 L2(I) (超関数の意味で);
ならば， 


























(f(t)  q(t)u(t)) dt =   [p(t)u0(t)]xc
=  p(x)u0(x) + p(c)u0(c):
ただし，c 2 (a; b) とする．したがって，xn # a となる任意の点列 fxng に対して，





p(x) 6= 0 on [a; b];
f   q(x)u 2 L1(I);
なので， n，m!1のとき，ルベーグ可積分関数の絶対連続性より，








































u 2 C1[a; b]:
ところで， 8<:  p(x)u0(x) =
Z x
c
(f(t)  q(t)u(t)) dt  p(c)u0(c);
f   q(x)u 2 L1(I):







も閉区間 [a; b] で絶対連続である．
注意 55.2.














ここからは，開区間を I = (0; `) として考えていく．p 2 C1[0; `] を [0; `] で p(x) > 0 とし，
q 2 C[0; `] とする．このとき，u 2 L2(0; `) に対して，
Lu :=  (p(x)u0)0 + q(x)u (超関数の意味で)
とおく．
(1) Lu = f 2 L2(0; `) ならば，
u 2 C1[0; `];
u0(x)は [0; `]で絶対連続:
さらに，










f 2 L2(0; `)
となることに注意する．さらに，
f 2 C(0; `) =) u 2 C2(0; `):
(2) 逆に， 
u 2 C1[0; `]; u0 2 A:C: [0; `];
u00 2 L2(0; `)
ならば，





u(0) = u(`) = 0
において，
f 2 L2(0; `)()
8<: u 2 C
1[0; `];
u0 2 A:C: [0; `];
u00 2 L2(0; `):
さらに，
f 2 L2(0; `) \ C(0; `)()
8<: u 2 C
1[0; `];
u 2 C2(0; `);




開区間 (0; `) で次の微分作用素を考える．
Lu :=  (p(x)u0)0 + q(x)u; 0 < x < `:
202
ここで， 
p 2 C1[0; `]; p(x) > 0 on [0; `];
q 2 C[0; `]; q(x)  0 on [0; `];
とする．このとき，ヒルベルト空間 L2(0; `) 内で次の ディリクレ問題を考える．
(SL1)

Lu = f in (0; `);
u(0) = u(`) = 0
すなわち，
D(L) = fu 2 C1[0; `] j u0 2 A:C: [0; `]; u00 2 L2(0; `); u(0) = u(`) = 0g
とおいて，作用素
L : L2(0; `)  ! L2(0; `)
を定義する．
まず，ディリクレ問題 (SL1) の解が一意的であることを示す．
主張 55.1. 作用素 L は単射である．すなわち，
u 2 D(L); Lu = 0 =) u = 0:
証明. ディリクレ積分（エネルギー積分）を考えると，








=  [pu0  u]`0 +
Z `
0











よって，(0; `) 上で p(x) > 0 だから，
u0(x) = 0 on (0; `);
すなわち，
u(x) =定数 on (0; `):
ところで，境界条件から u(0) = u(`) = 0 だから，
u(x)  0 on (0; `):
次に，ディリクレ問題 (SL1) が一意可解的であることを示す．そのために，v1(x), v2(x) を次の
常微分方程式の初期値問題の一意的な非自明解とする．  (p(x)v01)0 + q(x)v1 = 0; 0 < x < `;
v1(0) = 0:  (p(x)v02)0 + q(x)v2 = 0; 0 < x < `;
v2(`) = 0:
ここで，
v1 2 C2[0; `]; v2 2 C2[0; `]
とする．
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主張 55.2. 関数 v1(x), v2(x) は一次独立である．
証明. 
a1v1(x) + a2v2(x) = 0;
a1 6= 0;
と仮定すると，




Lu = 0; 0 < x < `;
u(0) = u(`) = 0;
なので，主張 55.1 から，
v1(x) = u(x)  0:
これは，v1(x) が非自明解であることに矛盾する．
系 55.1. ロンスキアン W (x) について，
W (x) =
 v1(x) v2(x)v01(x) v02(x)
 6= 0; 0  x  `:
証明.







よって，主張 55.2 から，明らかに W (x) 6= 0.
主張 55.3 (リウヴィル).
p(x)W (x) = p(0)W (0); 0  x  `:
証明.
(p(x)W )0 = p0(x)W + p(x)W 0
= p0(x)(v1v02   v01v2) + p(x)(v01v02 + v1v002   v001 v2   v01v02)
= p0(x)(v1v02   v01v2) + p(x)(v1v002   v001 v2):
ところで，
 (p(x)v01)0 + q(x)v1 = 0 ()  p0(x)v01   p(x)v001 + q(x)v1 = 0
=)  p0(x)v01v2   p(x)v001 v2 + q(x)v1v2 = 0:
同様にして，
 p0(x)v02v1   p(x)v002 v1 + q(x)v1v2 = 0:
よって，両辺引くと，
p0(x)(v1v02   v01v2) + p(x)(v1v002   v001 v2) = 0:
したがって，
(p(x)W )0 = p0(x)(v1v02   v01v2) + p(x)(v1v002   v001 v2) = 0:
ゆえに，
p(x)W (x) = p(0)W (0):
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さて，ディリクレ問題 (SL1) の解を定数変化法
u(x) = c1(x)v1(x) + c2(x)v2(x)
の形で求めてみる．
まず，境界条件について，















































 p0(x)u0   p(x)u00 + q(x)u
=  p0(x)(c01v1 + c1v01 + c02v2 + c2v02)
 p(x)(c001v1 + 2c01v01 + c1v001 + c002v2 + 2c02v02 + c2v002 )
+q(x)(c1v1 + c2v2)
=  p(x)(c01v01 + c02v02) + ( p(x)v001   p0(x)v01 + q(x)v1)c1
+( p(x)v002   p0(x)v02 + q(x)v2)c2   p(x)(c01v1 + c02v2)0


































































注意 55.3. f 2 L2(0; `), v1, v2 2 C2[0; `] だから，
c1; c2 2 A:C: [0; `]
となる．
以上のことをまとめると，












G(x; y) =   1
p(0)W (0)

v1(x)v2(y) if 0  x  y  `;





G(x; y)f(y) dy; f 2 L2(0; `)
となる．
例 55.1. ` = 1 の場合を考える．   u00 = f; 0 < x < 1;
u(0) = u(1) = 0
とすると，明らかに，
v1(x) = x; v2(x) = 1  x:
よって，
W (x) =
 x 1  x1  1




x(1  y) if 0  x  y  1;
(1  x)y if 0  y  x  1
以上をまとめると，次の定理が成り立つ：
定理 55.3. 境界値問題 (SL1) は一意的な解をもち，解は (SL2) 式で与えられる．
注意 55.4.
W (x) =
 v1(x) v2(x)v01(x) v02(x)
 6= 0; 0  x  `:
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まず，リウヴィルの関係式（主張 55.3）から，
p(x)W (x) = p(0)W (0) 0  x  `:
よって，
9x0 2 [0; `] s:t: W (x0) = 0 () W (0) = 0
() W (x)  0; 0  x  `:
ところで，
W (0) = 0 =) v1(0)v02(0) = v2(0)v01(0)
=) v1(0) = 0 (v1(0) = 0; v2(0) 6= 0より)
=)








以下に，グリーン関数 G(x; y) の重要な性質をまとめる：
(i) G(x; y) 2 C([0; `] [0; `]) は閉三角形 0  x  y  `，0  y  x  ` において C2 級である．




(y + 0; y)  @G
@x
(y   0; y) =   1
p(y)

















(y + 0; y)  @G
@x













(iv) 超関数の意味で LxG(x; y) = (x  y). 実際，関数 v1(x), v2(y) の定義から，
Lxv1(x) = 0 for y > x;
Lxv2(x) = 0 for x > y
だから，
LxG(x; y) = 0 for x 6= y:
さらに，(iii)より，
LxG = ( p(x)G0)0 + q(x)G (超関数の意味で)
= LxG+ (x  y)
= (x  y)
を得る．
(v) G(0; y) = G(`; y) = 0. 実際，v1(0) = 0，v2(`) = 0 より明らかである．
55.5 固有値の単純性
0 を作用素 L の固有値とし，X1(x), X2(x) を対応する固有関数とする．すなわち，
LX1 = 0X1; 0 < x < `;
X1(0) = X1(`) = 0:
LX2 = 0X2; 0 < x < `;
X2(0) = X2(`) = 0:
このとき，
0 = 0X1X2   0X2X1
= LX1 X"  X1  LX2
= ( (p(x)X 01)0 + q(x)X1)X2  X1( (p(x)X 02)0 + q(x)X2)
= (p(x)(X1X
0
















 X1(x) X2(x)X 01(x) X 02(x)
 ; 0 < x < `:
ところで，(0; `) 上で p(x) > 0 だから， X1(x) X2(x)X 01(x) X 02(x)
 = 0:







Lu = u+ f;
u 2 D(L); f 2 L2(0; `)
は, ヒルベルト空間 L2(0; `) における積分方程式
(SL4) u(x) = 
Z `
0





証明. (SL3) =) (SL4)：
u+ f 2 L2(0; `)
だから，定理 55.3 より，積分方程式 (SL4) が成立する．








このとき，右辺は閉区間 [0; `] で絶対連続だから，特に u0 2 C[0; `] である．
ところで，
u0 + f 2 L2(0; `)
だから，定理 55.3 から，












u0 2 D(L); Lu0 = u0 + f
を得る．
注意 55.5.
D(L) = fu 2 C1[0; `] j u0 2 A:C: [0; `]; u00 2 L2(0; `); u(0) = u(`) = 0g:
55.7 固有関数の完全性






証明. Step 1： まず，次の ディリクレ固有値問題を考える：
(SL5)

x00 + x = 0; 0 < t < 1;
x(0) = x(1) = 0:
上の固有値問題を積分方程式に変換すると，
(SL6) x(s) = 
Z 1
0




s(1  t) if 0  s  t  1;
t(1  s) if 0  t  s  1
とする．




K(s; t)x(t) dt; x 2 L2(0; 1)
と定義すると，H は H における完全連続，自己共役作用素である．






















t x(t) dt+ s
Z 1
0












(  ) x(s) = 
Z s
0







よって，右辺は x 2 L2(0; 1)  L1(0; 1) より，x 2 A:C: [0; 1]. 再び, 積分方程式 (  ) より，
x 2 C1[0; 1].
この議論を繰り返すと，
x 2 C1[0; 1]:




22; n = 1; 2; : : : ;
'n(t) =
p





x00 + x = 0; 0 < t < 1;
x(0) = x(1) = 0
() () x(s) = 
Z 1
0
K(s; t)x(t) dt; 0  s  1
() x = Hx in L2(0; 1):























t x(t) dt+ (1  s)sx(s) +
Z 1
s









0 =  sx(x)  (1  s)x(s) =  x(s):
したがって，
Hx = 0 =) x = 0
となり，ヒルベルト・シュミットの展開定理 (定理 39.1) から p2 sinnt	1
n=1
は L2(0; 1) で完全
である．
同様にして，
定理 55.6. ヒルベルト空間 L2( 1; 1) において，正規直交系
1p
2




x00 + x = 0;  1 < t < 1;





55.8 方程式 (SL3) の解法
さて，ヒルベルト空間 H における方程式
(SL3) (I   H)u = f in H
の考察に戻る．















1  i (f; 'i)'i
をもつ．





1  i (f; 'i)'i:
(ii) もし， = 1
k
ならば，方程式 (SL3) が少なくとも一つの解をもつための必要十分条件は，
f が k に対応する H の任意の固有解と直交することである．
証明. (i) まず，N(H) = f0g の場合を考える．このとき，f'igがH で完全である．したがって，
(I   H)u = f
より，
((I   H)u; 'j) = (f; 'j) = (u; 'j)  (Hu;'j)
= (u; 'j)  (u;H'j)

































1  i (f; 'i)'i:




(f; 'i)'i +  ;  2 N(H)
となる．まず，H = R(H)N(H) だから，
f = g +  ; g 2 R(H);  2 N(H)
と分解できる．ところで，  H  ! R(H) = N(H)?;
H  ! HjN(H)? ;





(g; 'i)'i in R(H):
ところで，





(f; 'i)'i +  ;  2 N(H)
このとき，
(I   H)u = f in H
より，
(I   H)u =
1X
i=1
(f; 'i)'i +  in H:
よって，
(I   H)(u   ) =
1X
i=1
(f; 'i)'i in H:
そこで，v := u   とおくと，





v = Hv +
1X
i=1
(f; 'i)'i 2 R(H):
したがって，
(I   H)u = f in H
() (I   H)v =
1X
i=1
(f; 'i)'i in R(H):
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1  i (f; 'i)'i:
これを書き直すと，








1  k (f; 'i)'i











































































Au = f in 
;
u = 0 on @
:
























用したアプローチについては，文献 [24], [25] を参照されたい．
この問題に関して用いる主な理論，定理の鳥瞰図は, 次の通りである：
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(1) ユークリッド空間 Rn の点に対して, 解析学の伝統的な記号
x = (x1; x2; : : : ; xn)
を使う． また, x = (x1; x2; : : : ; xn), y = (y1; y2; : : : ; yn) に対して,










(2) 多重指数  = (1; 2; : : : ; n) 2 Zn+ に対して,
jj = 1 + 2 + : : :+ n;
! = 1!2! : : : n!
とおく． また,  = (1; 2; : : : ; n),  = (1; 2; : : : ; n) に対して,
+  = (1 + 1; 2 + 2; : : : ; n + n)
と定義する．


































@ = @11 @
2
2 : : : @
n
n ;
D = D11 D
2
2 : : : D
n
n :
同様に, x = (x1; x2; : : : ; xn) 2 Rn に対して,
x = x11 x
2
























定義 57.1 (急減少関数). ユークリッド空間 Rn 上の C1 関数が，その導関数とともに，jxj ! 1の
とき jxj の任意の巾より早く 0 に収束するとき，Rn 上の急減少関数 (rapidly decreasing function)





となるときをいう．Rn 上の急減少関数の全体をシュワルツ空間と呼び, S(Rn)，または S とあら
わす．
定理 57.1. S 上の次の 2つの定義セミノルムは同値である：
P = fp;g; p;(f) = sup
x2Rn
x@f(x) (;  2 Zn+):(57.1)




(1 + jxj2)k j@f(x)j :(57.2)
定義 57.2. 次の (i), (ii)をみたす u をRn 上の緩増加超関数という．
(i) u は S(Rn) 上の線形汎関数，すなわち, 各 ' 2 (Rn) に複素数 hu; 'i を対応させ
る S(Rn) から C への線形写像である：
hu; c'i = chu; 'i; 8c 2 C;
hu; '+  i = hu; 'i+ hu;  i; 8'; 2 S(Rn):
(ii) uは S(Rn) 上で連続，すなわち, S(Rn) の定義セミノルム系 P = fpmg に対して，
8'j 2 S(Rn) : pm('j)  ! 0 =) hu; 'ji  ! 0
が成り立つ．
Rn 上の緩増加超関数全体を S 0(Rn)，または S 0 とあらわす．
以下では, 
 を Rn の開集合とする．
定義 57.3. C10 (
) を 




DK = f' 2 C10 (
) : supp '  Kg








j@x'(x)j ; m = 0; 1; 2; : : :
とおく．
定義 57.4. T が 
 上の位 数m の超関数 (distribution)であるとは，T が C10 (
) から C への
写像
T : C10 (
) 3 ' 7 ! T (') 2 C
で，次の性質をもつときをいう：
(i) 線形性：
T (a'+ b ) = aT (') + bT ( ); 8a; b 2 C; 8'; 2 C10 (
):
(ii) 
 の任意のコンパクト部分集合 K に対して，
jT (')j  Cj'jm; 8' 2 DK





例 57.1. 任意の f 2 L1loc(





f(x)'(x) dx; 8' 2 C10 (
):
証明. 任意の ' 2 C10 (













注意 57.1. 写像 f 7 ! Tf は L1loc(Rn) ! D0(Rn) への単射である．言い換えると，任意の
f 2 L1loc(Rn) は，超関数 Tf 2 D0(Rn) と同一視することができる．これは，後出のデュボア・
レモンの補題（補題 57.1）から示すことができる．このことから，L1(Rn)  D0(Rn) であり，一
般に，
Lp(Rn)  D0(Rn); 1  p  1:
例 57.2 (ディラックのデルタ関数). a < c < b のとき，




+1 (x = c);
0 (x 6= c);
で， Z
I
c(x) dx = 1
である．この超関数 c は位数 0 の超関数である．
証明.





























































































































































uDk'dx; 8' 2 C10 (
)






定義 57.5. 一般に，u 2 D0(
) に対して，
(57.3) (Dku)(') =  u(Dk'); (k = 1; 2; : : : ; n); 8' 2 C10 (
)
と定義する．さらに, 一般に，
(57.4) (Du)(') = ( 1)jju(D'); 8' 2 C10 (
)
と定義する．
この定義により，例えば u が 
 で位数 ` の超関数の場合，Du は 
 で位数 (` + jj) の超関
数となる．また，常に公式 DjDku = DkDju が成り立つ．
例 57.4. 次の関数 H(x) をヘビサイド関数という：
H(x) =

1 0  x <1;






明らかに, H(x) 2 D0(R) であるが，H 0(x) = (x) となる．実際，任意の ' 2 C10 (R) に対して，







(x)'(x) dx = h; 'i
となるからである．
例 57.5. u(x), f(x) 2 C(R) であって，超関数 D0(R) の意味で d
dx
u = f ならば，実は通常の意
味で u0(x) = f(x),  1 < x <1 が成り立っている．
証明. " > 0 に対して，u"(x) = u '"(x), f"(x) = f '"(x) とおくと，u", f" 2 C1(R) であって，


























u"(x)  ! f(x). したがって，u(x) 2 C1(R)
であって u0(x) = f(x),  1 < x <1 が成り立つ．
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定理 57.2. u 2 D0(
) と fujg  D0(




(57.5) Du = lim
j!1
Duj
証明. 任意の ' 2 C10 (
) に対して，仮定から j !1 のとき，
(Duj)(') = ( 1)jjuj(D')
 ! ( 1)jju(D') = (Du)('):
定義 57.6. u 2 D0(
), a(x) 2 C1(
) のとき，
(57.6) (au)(') = u(a'); ' 2 C10 (
)
によって au 2 D0(
) を定義する．
定理 57.3. u 2 D0(
), a(x) 2 C1(
) とすると，
(57.7) Dk(au) = (Dka)u+ aDku (Leibnitzの公式)
が成り立つ．
証明. 任意の ' 2 C10 (
) に対して，
hDk(au); 'i =  hau;Dk'i
=  hu; aDk'i
=  hu;Dk(a')  (Dka)'i
=  u(Dk(a')) + u((Dka)')
= (Dku)(a') + u((Dka)')
　 = (aDku)(') + ((Dka)u)(')
= haDku+ (Dka)u; 'i:
57.3 フリードリックスの軟化作用素
Rn 上の関数 ' として，次の性質を持つものをとる：
(i) '(x)  0; 8x 2 Rn.




'(x) dx = 1.
さて，任意の f 2 Lp(Rn)(1  p  1) に対して，




とおく．この J" をフリードリックスの 軟化作用素 (mollier) という．
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0 jxj = 1jxj = 12jxj = 14jxj = 1
y = '1(x) = '(x)
y = ' 1
2
(x)





定理 57.4. f" に関して次の性質が成り立つ：
(i) kf"kLp  kfkLp .
(ii) f" 2 C1(Rn).
証明. (i) ハウスドルフ・ヤングの不等式 (9:3) より，
kf"kLp  k'"kL1kfkLp = kfkLp :
(ii) ' 2 C1(Rn) だから (57.8)の右辺より x について何回でも微分可能であることがわかる．
よって，f" 2 C1(Rn).
定理 57.5. ' 2 L1(Rn) で， Z
Rn









; " > 0
とする．このとき，
(i) f 2 Lp(Rn) (1  p <1) ならば，" # 0 とすると，
f  '"  ! f in Lp(Rn):
(ii) f 2 Lp(R1) が一様連続ならば，" # 0 とすると，
















'(x) dx = 1
より，
f  '"(x)  f(x) =
Z
Rn




(f(x  "z)  f(x))'(z) dz:
よって，ミンコウスキーの不等式より，
kf  '"   fkLp 
Z
Rn
kf "z   fkLp j'(z)j dz:
ところで，
kf "z   fkLp  kf "zkLp + kfkLp = 2kfkLp
だから，


















kf "z   fkLp j'(z)j dz
= 0:
(ii) f 2 L1(Rn) が一様連続であるとすると，' の積分可能性より，任意の  > 0 に対して，Z
RnnW















jf(x  "y)  f(x)j : '(y)j dy +
Z
RnnW




























kf  '"   fkL1  2kfkL1 : 
定理 57.6. C0(Rn) は Lp(Rn) (1  p <1) のなかで k  kLp に関して稠密である．








となる．よって，f  0 として考えても一般性は失わない．
任意の " > 0 をとる．Sn = fx 2 Rn : jxj < ng とおくと，
Z
Rn
jf(x)jp dx <1 より，
Z
Rn Sn




f(x) for x 2 Sn;
0 for x 2 Snc
とおくと，











ところで，fn  0 より，fn(x) は非負単関数の単調増加列の極限となる．単関数 g(x) を，
fn(x)  g(x)  0;
Z
Rn
(fn(x)  g(x))p dx < "p
となるようにとれる．よって，





jEj (x) (j > 0; Ej  Sn)
とかける．よって，各 Ej に対し，





をみたすような閉集合 Fj，開集合 Gj が存在する．Sn は開集合だから，Gj  Sn とできる．
hj(x) を Rn 上で 0  hj(x)  1 となる連続関数で，
hj(x) =
(
1 for x 2 Fj ;























hj(x) とおくと，h 2 C0(Rn) で，
kg   hkLp 
kX
j=1

















補題 57.1 (デュボア・レモン). f 2 L1loc(
) が，




f(x)'(x) dx = 0 for all ' 2 C10 (
)
を満たすならば，
f = 0 almost everywhere in 
:
証明. K を 
 の任意のコンパクト部分集合とし， 2 C10 (
) を K 上で (x) = 1 とする．
f(x) = (x)f(x) =
(
f(x) for x 2 K;




 2 C10 (Rn) を， (
supp   fx 2 Rn : jxj  1g;R
Rn
(x) dx = 1









すると，" # 0 のとき，
"  f  ! f in L1(Rn):
ところで，








()"(x  ) 2 C10 (Rn); 8x 2 Rn:
よって，




k"  fkL1 = 0
となり，
f(x) = (x)f(x) = 0; almost every x 2 Rn:
特に，
f(x) = 0 almost every x 2 K:
したがって，K は任意なので，
































) : Diu 2 L2(
); 1  i  n
	








u(x)  v(x) dx+D(u; v)
に関して ヒルベルト空間である．
さらに，H1(









証明. u 2 H1(
) とすると，H1(
) の完備性より，
uj  ! u in L2(
)
となるような C1(











 ! v in L2(
)
となる v 2 L2(
) が存在する．したがって，任意の ' 2 C10 (












































; 8" > 0
とおく．さらに，




とおくと，u" 2 C10 (Rn). ここで，
"
















したがって，" # 0 とすると，
u"  ! u in L2(Rn);
u"
0  ! u0 in L2(Rn):
ここで，u" を 
 に制限すると，
u"  ! u in L2(
);
u"






























j2 d(x)  Ckuk21;














































































) を C10 (
) の H1(
) に
おける閉包とする．すなわち，u 2 H10 (
) であるとは，u 2 H1(
) に対して，
ku  'jk1;
  ! 0 (j !1)




命題 58.2. u 2 H1(
) に対して，次の 2条件は同値である．
(i) u 2 H10 (
).






) : 0(u) = 0
	
:
証明. (i) =) (ii)：u 2 H10 (
) とすると，uj ! u となるような C10 (











とする．Rn 1+ の管状近傍で (x) = 1 となるような滑らかな関数  2 C10 (Rn) をとり，
u(x) = (x)u(x) + (1  (x))u(x)
と分解する．
(1 )u はフリードリックスの軟化作用素によって C10 (Rn+) の関数に近似できるので，任意の
" > 0 に対して，
(58.1) ku   "k1;
 < "
となるような  " 2 C10 (
) が存在することを示せばよい．
次の補題は，(58.1) の証明における本質的な手段となる：
補題 58.1.  2 H1(Rn+) は 0( ) = 0 をみたすと仮定する．また，
 0(x0; xn) =
(
 (x0; xn) xn > 0;
0 xn < 0
とする．このとき，十分小さな任意の " > 0 に対して，
 0(x0; xn   ") 2 H1(Rn+)
で，" # 0 のとき，
 0(x0; xn   ")  !  (x0; xn) in H1(Rn+):
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証明 (補題 58.1). ルベーグ積分の絶対連続性より，Z
Rn+
j e (x0; xn   ")   (x)j2 dx  ! 0 (" # 0)
である．次に，0( ) = 0 だから，ジャンプ公式より，
@
@xn
















 @@xn 0(x0; xn   ")  @@xn 0(x0; xn)
2 dx = Z
Rn+
 @ @xn (x0; xn   ")  @ @xn (x0; xn)
2 dx
 ! 0 (" # 0):
したがって， e (x0; xn   ")  !  (x0; xn) in H1(Rn+):












もし 0 < xn < "
2




0   y0; xn   yn) = 0:
このことは，"=2(x0; xn) の台が xn  "=2 の範囲にあることがわかり，
"(x
0; xn) 2 C10 (Rn+):
さらに，補題 58.1 より，" # 0 とすると，
"(x




  (C + 1)D(w;w); 8w 2 H10 (
)
となり，セミノルム D(; )1=2 とソボレフ空間 H1(
) のノルム k  k1;
 が同等となる：
補題 58.2 (ポアンカレ). Z


jw(x)j2 dx  C D(w;w); 8w 2 H10 (
)
となるような正の定数 C が，










) の関数は H10 (
) で稠密なので，














 @w@x1 (t; x0)




 @w@x1 (t; x0)
2 dt  (b1   a1):














 @w@x1 (t; x0)
2 dt
!
dx0  (b1   a1)






系 58.1. H10 (
) は C10 (











 u = 0 in 
 (0;1);
u(x; 0) = u0(x) in 
;









+ : : :+
@2
@xn2
はラプラス作用素，u0(x) は初期温度分布，u(x; t) は時刻 t における位置 x での温度分布を表し
ている．また，境界条件はディリクレ境界条件 (等温条件) である．
59.1 解の構造
この初期値・境界値問題 (59.1) の非自明解 u(x; t) を，関数
u(x; t) = T (t)X(x):
























T 0(t) + T (t) = 0;
(59.2)
(
X + X = 0 in 
;
X = 0 on @

と同値である．
次の主張は  > 0 であることを主張している：
主張 59.1. X(x) が非自明な関数ならば，  > 0 である．
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証明. 実際，関数 X(x) はディリクレ境界条件

















































dx = 0; 1  i  n
であるから，X(x) は定数となる．ところが，ディリクレ条件 (59.3) より，
X = 0 on @

であるから，
において X(x)  0 となり，u(t; x) が自明解となり不適である．
よって，X(x) が非自明関数であるならば， > 0 であることが証明された．
Step 3: さて，初期境界値問題 (59.1) の非自明解 u(x; t) を変数分離形
u(x; t) = Ae tX(x);  > 0;
で求めることができる．ただし， A と  は任意定数である．
Step 4: 偏微分方程式論の基本的な結果として，次の固有関数の完全性定理が知られている．
定理 59.1. ディリクレ境界値問題 (
u+ u = 0 in 
;








0 < 1 < 2  3  : : : ;




Xj + jXj = 0 in 
;
Xj = 0 on @

は可算個の解 fj ; Xjg1j=1 をもつ．
Step 5: 変数分離した関数
uj(x; t) = Aj e







uj = 0 in 
 (0;1);








 jtXj(x); Aj 2 C
が初期条件
u(x; 0) = u0(x); x 2 

を除いた (59.1) の解の候補である．ここで，Aj は任意定数である．
Step 6: 最後に，残っている初期条件









問題 59.1. ディリクレ境界値問題 (59.2) の固有関数 Xj(x)の無限級数和として，関数 u0(x) が
フーリエ級数展開できるか？

























左端は x = 0，右端は x = ` の位置にあるとし，長さ ` の針金を考える．この針金の温度分布










物理学的には，時刻 t = 0 における針金の初期温度分布が与えられ，それ以後の時刻における両
端の温度の状態が規定されるならば，針金の温度分布は一意的に確定する．
数学的に言えば，針金の温度分布が次のように定式化される：
(i)時刻 t = 0における針金の初期温度分布は，[0; `]で定義された関数 '(x)を与えて，解 u(x; t)
は条件
(60.2) u(x; 0) = '(x); 0  x  `
をみたすことを要求することである．
(ii) 端点での温度分布は次の典型的な 3条件で述べられる：






(`; t) = 0;(60.3b)
u(0; t) = 0;
@u
@x
(t; `) + hu(`; t) = 0:(60.3c)
ここで，h は正の定数である．
条件 (60.2) は初期条件と呼ばれ，条件 (60.3a)， (60.3b)， (60.3c) は境界条件と呼ばれる．条
件 (60.3a) は両端の温度を常に 0に保つ，条件 (60.3b) は両端を断熱的に（熱の出入りがないよう
に）保つ，条件 (60.3c) は左端の温度は 0に保つが，右端では温度に比例した熱輻射があるように
するものである．
この節では，等温の場合のみを考える．すなわち，次の問題を考える：








= 0 in (0;1) [0; `];
u(x; 0) = '(x) in [0; `];
u(0; t) = u(`; t) = 0 for t > 0:
をみたす (0;1) [0; `] の関数 u(x; t) を求めよ．
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60.2 熱伝導方程式に対する初期値・境界値問題の一意性定理









for all 0 < x < ` and t > 0;
u(0; t) = u(`; t) = 0 for all t > 0;
u(x; 0) = '(x) for all 0 < x < `:
をみたす J  [0;1) の関数 u(x; t) を求めよ．
まず，初期境界値問題 (60.5) の一意性定理を証明する：
定理 60.1. 関数 '(x) は閉区間 J = [0; `] で連続であるとする．問題 (60.5) の解 u(x; t) はただ 1
つである．
証明. u1(x; t) と u2(x; t) を初期値・境界値問題 (60.5) の 2つの解であるとし，









for all 0 < x < ` and t > 0;
u(0; t) = u(`; t) = 0 for all t > 0;















































このことより，総熱エネルギー E(t) は t の非増加関数であることが示せた．しかし，すべての




u(x; 0)2 dx = 0
である．
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u(x; t)2 dx  0
であることが証明できた．
ところで，被積分関数 u(x; t)2 は非負の関数だから，すべての (x; t) 2 (0; `) [0;1) に対して
u1(x; t)  u2(x; t) = u(x; t)  0:
定理 60.1 の証明終わり．




(60.7) u(x; t) = X(x)T (t)
と変数を分離して，初期値・境界値問題 (60.1)， (60.2)， (60.3a) の非自明解を求めよう．
ここで， T (t) と X(x) はともに非自明な関数とする．
方程式 (60.1) へ式 (60.7) を代入すると










を得る．左辺は変数 t にのみ依存し，右辺は変数 x にのみ依存するから，両辺は t にも x にも依
存しない定数である．それを   とする．したがって，
(60.8) X 00(x) + X(x) = 0
と
(60.9) T 0(t) + c2T (t) = 0
を得る．さらに，ディリクレ境界条件 (60.3a) をみたすので，関数 X(x) は境界条件
(60.10) X(0) = X(`) = 0
をみたさなければならない．
すなわち，関数 X(x) は 2回線型常微分方程式に対するディリクレ境界値問題 (60.8)，(60.10)
の非自明解である．







c1 = c2 = 0
であるから，
X(x)  0 in 
:
これは u(x; t) = T (t)X(x)  0 であることを意味しているので，不適である．
(II)  = 0 の場合：ディリクレ境界値問題 (60.8)， (60.10) は自明解 X(x)  0 のみをもつ．実
際，方程式 (60.8) の一般解は
X(x) = c1 + c2x:
境界条件 (60.10) より， X(x)  0．これは u(x; t) = T (t)X(x)  0 であることを意味している．
(III)  > 0 の場合： (60.8) の一般解は





となる．境界条件 (60.10) より， (
0 = X(0) = D1;
0 = X(`) = D2 sin
p
`:








; n = 1; 2; 3; : : : :
したがって，ディリクレ境界値問題 (60.8)，(60.10) が非自明解をもつためには，定数  は




; n = 1; 2; 3; : : : :
でなければならない．このとき，対応する解は
(60.12) Xn(x) = Dn sin
n
`
x; n = 1; 2; 3; : : : :
ここで，Dn は任意の定数である．
以上より，ディリクレ境界値問題 (60.8)，(60.10) は，パラメータ  が (60.11)で与えられる，限
られた離散値をとる場合にのみ，非自明解 (60.12) をもつ．
(60.11) の値 n を固有値，(60.12) の関数 Xn(x) を固有値 n に対応する固有関数と呼ぶ．こ
の  = n に対応する (60.9) の解 Tn(t) は，
(60.13) Tn(t) = cn e
 c2nt:
ここで， cn は任意定数となる．
したがって，(60.12) および (60.13) を，(60.7) に代入すると，







こうして得られた関数 un(x; t) は，いずれも熱伝導方程式 (60.1) の解で，ディリクレ境界条件
(60.3a) をみたしている．しかし，まだ初期条件 (60.2) はみたしていない．
そこで，初期条件 (60.2) をみたす解を求めるために，重ね合わせの原理を用いる．すなわち，
un(x; t) の無限級数











を考える．この関数 u(x; t) がディリクレ境界条件をみたすことは明らかである．さらに，初期条
件 (60.2) をみたすためには，条件






x; 0  x  `
をみたすように係数 An を決めることができ，かつそのとき，(60.14) の級数が 0 < x < 1，t > 0




問題 60.2. 閉区間 [0; 1] で与えれられた任意の関数 '(x) を (60.15) の形の三角級数に展開するこ
とができるか？










xdx; n = 1; 2; 3; : : :
で定められる．
これらの事実を認めれば，(60.14) および (60.16) で定義される関数 u(x; t) が初期条件 (60.2)，


















u(a; t) + 0u0(a; t) = 0 (t > 0);
u(b; t) + 0u0(b; t) = 0 (t > 0)
の形で指定される．ただし，
2 + 02 6= 0 ; 2 + 02 6= 0
である．境界条件 (60.3a) は (60.18) の特別な場合である．











+ [q(x) + r(x)] y = 0;(60.19)
y(a) + 0y0(a) = 0; y(b) + 0y0(b) = 0:(60.20)
の非自明解（固有関数） y(x) と対応するパラメータ  の値（固有値）を求めよ．さらに，固有値
n は可算無限個存在するか，対応する固有関数 yn(x) はどのような性質をもっているか．
固有関数と固有値の例として，(60.19) において，p(x)  1，q(x)  0，r(x)  1とした簡単な
微分方程式
y00 + y = 0
に対する固有値問題を考える．
境界条件を，ディリクレ境界条件（等温条件）







; yn(x) = sin
p
n(x  a); n = 1; 2; : : :
を得る．
ノイマン境界条件（断熱条件）







; yn(x) = cos
p
n(x  a); n = 0; 1; 2; : : : :
となり，固有値は等しいが固有関数が異なる．
まとめ 60.2. 簡単のために，a = 0，b > 0として，表にまとめると次の通り：



































; yn(x) = sin
p
nx; n = 0; 1; 2; : : :







例 60.1. 領域 






 u = 0 in 
 (0;1);
u(x; y; 0) = u0(x; y) in 
;









はラプラス作用素，u0(x; y) は初期温度分布，u(x; y; t) は時刻 t における温度分布を表している．
また，境界条件はディリクレ境界条件（等温条件）である．
この初期値・境界値問題 (60.21) を，
(60.22) u(x; y; t) = T (t)X(x; y) = T (t)U(x)V (y)
と変数分離した形の解を求める．ただし，T (t)，U(x)，V (y) は非自明な関数とする．













U 00(x)V (y) + U(x)V 00(y)
U(x)V (y)
=  :



































+  = 
をみたす定数である．
まとめると，初期値・境界値問題 (59.1) は，次の 3つの問題に帰着される：
T 0(t) + T (t) = 0;
(60.23)
(
U 00(x) + U(x) = 0 in (0; a);
U(0) = U(a) = 0
(60.24)
(
V 00(y) + V (y) = 0 in (0; b);
V (0) = V (b) = 0

































; m = 1; 2; : : : ; n = 1; 2; : : :
である．
まとめ 60.3. 表にまとめると，次の通り：
















したがって，(60.21) の一意解 u(x; y; t) は次のように表すことができる：

















 = fx2 + y2  a2g を R2 の円板とし，ラプラス方程式のディリクレ境界値問題
(60.25)
(
u+ u = 0 in 
;



















































さて，方程式 (60.26) の解 u(r; ) = u(x; y) を
(60.27) u(r; ) = U(r)V ()
と変数分離した形の解で求める．ここで，U(r)，V () はともに非自明な関数である．
(60.27) を (60.26) へ代入すると，










V 00() =  V ();












が得られる．境界値問題 (60.28) の固有値 n と固有関数 Vn() は，それぞれ
n = n
2; n = 0; 1; 2; : : : ;
および (
Vn() = cosn; n = 0; 1; 2; : : : ;
Vn() = sinn; n = 1; 2; : : :
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となる．





























という無限級数で表される．関数 Jn(s) は n次のベッセル関数と呼ばれる．さらに，Jn(s) は正
の実軸上に無限大に発散する零点の無限列をもつので，これを各 n に対して，













Jn(n;mr=a) cosn; n = 0; 1; 2; : : : ; m = 1; 2; : : :
Jn(n;mr=a) sinn; n = 1; 2; : : : ; m = 1; 2; : : :
である．
まとめ 60.4. 表にまとめると，次の通り：








したがって，(60.21)の一意解 u(r; ; t) = u(x; y; t) は次のように表すことができる：

























































u = 0 in 
;
u = g on @
:
ディリクレの原理は，ディリクレ問題 (D1) の解 u は，境界上 @

















0(f) = g となる f 2 H1(
) が存在すると仮定する．このとき，ディリクレ問題 (D1) は次の
ように定式化される：




u = 0 in 
;
u 2 f +H10 (
)
となるような超関数 u 2 H1(
) を求めよ．
主なアイデアは，





















命題 61.1. u 2 H1(
) に対して，次の 2 条件は同値である．
(i) u = 0 in 
.







u(x)'(x) dx =  D(u; '); 8' 2 C10 (
):
したがって，極限移行すると，
u = 0 in 
() D(u; ') = 0; 8' 2 H10 (
):
次の命題は，先ほどの証明のアイデアが正しいことを認めている：
命題 61.2. u 2 f +H10 (
) に対して，次の 2 条件は同値である．
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(i) u = 0 in 
.
(ii) D(u; u)  D(v; v); 8v 2 f +H10 (
).
証明. (i) =) (ii): 仮定 u 2 f +H10 (
) より，
v = u+ '; ' 2 H10 (
)
だから，命題 61.1より，
D(v; v) = D(u+ '; u+ ')
= D(u; u) +D(u; ') +D('; u) +D(';')
= D(u; u) +D(';')
 D(u; u):
(ii) =) (i): 特に，
v = u+ t'; 8t 2 C; 8' 2 H10 (
)
とすると，
D(u; u)  D(v; v)
= D(u+ t'; u+ t')
= D(u; u) + (tD('; u) + tD(u; ')) + jtj2D(';'):
そこで，
t = ae i;  = argD('; u); 8a 2 R
とおくと，
D(';')a2 + 2jD('; u)ja  0; 8a 2 R
となることがわかる．これは，
D('; u) = 0; 8' 2 H10 (
)
を示している．よって，命題 61.1より，
u = 0 in 
:
定理 61.1. ディリクレ問題 (D2) は，与えられた任意の f 2 H1(







D(f + '; f + ')
とする．このとき，
D(f + 'j ; f + 'j) # d (f !1)
となるような H10 (
) の列 f'jg をみつけることができる．
ところで，次の式に注意する．
D(a+ b; a+ b) +D(a  b; a  b)
= D(a; a) +D(a; b) +D(b; a) +D(b; b)
+D(a; a) D(a; b) D(b; a) +D(b; b)




a = f + 'j ; b = f + 'k
として適用すると，('j + 'k)=2 2 H10 (
) だから，
2(D(f + 'j ; f + 'j) +D(f + 'k; f + 'k))
= D(2f + 'j + 'k; 2f + 'j + 'k) + ('j   'k; 'j   'k)
 4d+D('j   'k; 'j   'k):
したがって，j, k !1 とすると，
D('j   'k; 'j   'k)  ! 0:
言い換えると，f'jg はセミノルム D(; )1=2 に関してコーシー列である．ポアンカレの補題（補





'j  !  in H10 (
)
となるような  2 H10 (
) が存在する．今，
u = f +  2 f +H10 (
)
とする．このとき，
D(u; u) = lim
j!1





D(f + '; f + '):
これは，
D(u; u)  D(v; v); 8v 2 f +H10 (
)


















w = 0 in 
;
w = g on @
:
ここで，
F = g on @

となる 
 上で定義された関数 F が存在すると仮定する．u = w   F とすると，(
u =  F in 
;
u = 0 on @

だから， (
 u = f in 
;






 u = f in 



































f(x)v(x) dx; 8v 2 H10 (
)
よって，ディリクレ問題 (D1) は次のように定式化できる．
問題 2. 任意の f 2 L2(
) に対して，
D(u; v) = (f; v); 8v 2 H10 (
)























定理 61.2. 任意の f 2 L2(
) に対して，
D(u; v) = (f; v); 8v 2 H10 (
)
となるような u 2 H10 (
) が唯一つ存在する．
この定理の応用として，次の系がある：
系 61.1. ディリクレ問題 (
u+ u = 0 in 
;
u = 0 on @

は可算個の解 fj ; ujg1j=1 を持つ．さらに，関数列 fujg1j=1 は L2(
) の完全系となる．ただし，








 u = f in 

() ( + I)u = f + u in 

() u = ( + I) 1(f + u) in 

() (I   ( + I) 1)u = ( + I) 1f in 

言い換えると，L2(




D1(u; v) = D(u; v) + (u; v); u; v 2 H10 (
)
とすると，
D1(v;Af) = (v; f); 8f 2 L2(









D1(u; v) = D(u; v) + (u; v)
= (f; v) + (u; v)
= (( + I)u; v)
= (u; ( + I)v)
だから，
( + I)Af = f; 8f 2 L2(
)
となり，形式的に
A = ( + I) 1
である．
命題 61.3の証明. f 2 L2(
) ならば，
f(v) = (v; f); 8v 2 H10 (
)
とする．そのとき，シュワルツの不等式から，







f 2 (H10 (
))
であり，f ! 0 とすると f ! 0 だから，
 : L2(




f = 0; f 2 L2(
)
とすると，





v(x)f(x) dx = 0; 8v 2 C10 (
):
よって，デュボア・レモンの補題（補題 57.1）を適用すると，





D1(u; u) = D(u; u) + kuk2L2(
) = kuk21;
; 8u 2 H10 (
);
jD1(u; v)j  Ckuk1;
kvk1;
; 8u; v 2 H10 (
):
そうして，
X = H10 (
); B(; ) = D1(; )
としてラックス・ミルグラムの定理（定理 32.3）を適用すると，
(v) = D1(v; T); 8 2 (H10 (
)); 8v 2 H10 (
)
となるような可逆な作用素
T : (H10 (
))
  ! H10 (
)
が存在する．ここで，A = T   とする．
以上まとめると，
A : L2(
)  ! H10 (
)
は有界で可逆で，
D1(v;Af) = f(v) = (v; f); 8f 2 L2(






















レリッヒの定理（定理 37.1）より，埋め込み写像  が完全連続であるから，合成された作用素




); D(v; u) = (v; f); 8v 2 H10 (
)
() u 2 H10 (
); D1(v; u) = (v; f + u); 8v 2 H10 (
)
() u = G(f + u)
() (I  G)u = Gf:
したがって，L2(
) において作用素 I  G について考える．
Step 2: まず, 次のことを得る．
主張 61.1. 作用素 I  G は単射である．
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証明. (I  G)u = Gf だから，
u 2 L2(
); (I  G)u = 0 =) Gf = 0
() f = 0
=) D(v; u) = 0 8v 2 H10 (
)










u = 0 on @
:
したがって，グリーンの公式を適用すると，









u(x)  constant = 0 in 

を意味している．
Step 3: I  G の全射性は，フレドホルムの交代定理（定理 40.2）を
X = L2(
); T = G
として適用すると，






証明 (系 61.1). (
u+ u = 0 in 
;
u = 0 on @

は次と同値なことに注意する．
(I  G)u = G(u) (f = u)
() u = (+ 1)Gu

















w = 0 in 
;
@w






= g on @

をみたす 
 上で定義された関数 F (x) が存在すると仮定する．u = w   F とおくと，(
u =  F in 
;
@u
@ = 0 on @

だから， (
 u = f in Omega;
@u






 u = f in 



































f(x)v(x) dx; 8v 2 H1(
)
よって，問題 (N) は次のように定式化できる：
問題 3. 任意の f 2 L2(
) に対して，
D(u; v) = (f; v); 8v 2 H1(
)























定理 61.3. 任意の f 2 L2(
) に対して，
D(u; v) = (f; v); 8v 2 H1(
)





= 0 on @

が導かれる．
まず，v 2 C10 (
) を任意にとる．このとき，グリーンの公式 (61.6)より，



































) で稠密なので，v 2 C1(
) と
仮定してもよい．このとき，









































系 61.2. ノイマン問題 (
u+ u = 0 in 

@u
@ = 0 on @

は可算個の解 fj ; ujg1j=1 を持つ．さらに，関数列 fujg1j=1 は L2(
) の完全系となる．ただし，













定理 61.4. f 2 H1(
) のある連続な線形拡張作用素 	 : F (x) = 	f(x) 2 H1(Rn) が存在する．
すなわち，
(61.1) kFk1;Rn  Ckfk1;

となる定数 C > 0 が存在する．特に, 
 が有界領域の場合は，F (x) は 
 を内部に含む任意の有
界な開集合 




 を有界領域とする．任意の有界列 fj 2 H1(









1 をとり 	 を定義する．すなわち，
Fj(x) = 	fj(x) 2 H10 (
1):

















@t  u = 0 in 
 (0;1);
ujt=0 = u0 (初期条件);
uj@
 = 0 (境界条件):
ここで，u0() は初期温度分布，u(t; ) は時刻 t における温度分布を表している．
この問題を






















T 0(t) + T (t) = 0;
(D3)

X + X = 0 in 
;
X = 0 on @
:

























しかし， = 0 とすると X は定数となり，Xj@
 = 0 だから，
X(x)  0 in 

となり，u が自明解となり不適．よって， > 0 であることが示せた．したがって，





Xj + jXj = 0 in 
;
Xj = 0 on @

は可算個の解 fj ; Xjg1j=1 を持つ．このとき，
uj(t; x) = Aje






uj = 0 in 
 (0;1);




























61.2.8 熱方程式 (H) のスペクトル解析
X をヒルベルト空間とし，T を X からX への非負の自己共役作用素とする．簡単のため，次
を仮定する．
(I) T の固有値は離散的であって，+1 に発散する．
0  1  2  : : :  j  : : :  ! +1
と番号付けする．















Du = u; 8u 2 D(D)
とする．このとき， D は系 61.1より，上の T の条件 (I)，(II) をみたす．
例 61.2. L2(
) から L2(










Nu = u; 8u 2 D(N )















0 = 0 < 1 < 2 < : : : < j < : : :
と並べ，Pj を N(jI   T ) への直交射影とする．このとき，
1 = 1 = 2 = : : : = s1
とすると，
T'1 = 1'1; : : : ; T's1 = s1's1 :
このことから f'1; : : : ; 's1gが N(1I   T ) を張ることがわかる．
P1' = (';'1)'1 + : : :+ (';'s1)'s1
だから，















Pj ;  2 R
とおくと，
(a) E は  について左連続．
(b) EE = EE = Eminf;g.

















Pj = I となり，E+1 = I であることが分かる．
注意 61.3. 条件 (a)～(c) をみたす直交射影の族 fEg を単位の分解という．
このとき，










= P0 + e
 1tP1 + : : :+ e jtPj + : : :
とおくと，
主張 61.2.
(61.2) ke tT k  1; t > 0:
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証明.











初期状態：e tT  ! I (t # 0);(61.3)
平衡状態：e tT  ! P0 (t " 1):(61.4)
証明.




















となる N = N(") が存在することに注意すると，
1X
j=1
(e jt   1)2kPj'k2 
N 1X
j=1













(e jt   1)2kPj'k2  "2:
すなわち，t # 0 のとき，




















したがって，t " +1 とすると，
k(e tT   P0)'k  ! 0
となり (61.4)が示せた．
定義 61.1. fTtgt0 を X から X への有界線形作用素とする．次の 3 つの条件をみたすとき
fTtgt0 を (C)0 級の縮小半群（contraction semigroup）という：
(i) Tt+s = TtTs; t; s  0.
(ii) lim
t#0
kTtx  xk = 0; x 2 E.
(iii) kTtk  1; t  0.
ここで，今議論してきた e tT が縮小半群になっていることを示す．
(ii) は (61.3)から，(iii)は (61.2)から従うので，(i)のみを示せば十分である．
e tT e sT
= (P0 + e
 1tP1 + : : :+ e jtPj + : : :)(P0 + e 1sP1 + : : :+ e jsPj + : : :)
= (P0 + e














の場合を考える．例 61.1より，T を  D と対応させて，
e tT  ! etD
とかく．すると，解は
u(t; x) = etDu0(x)
とかける．ここで t!1 とすると，0 は固有値でないから P0 = 0 で，











の場合を考える．例 61.2より，T を  N と対応させて，
e tT  ! etN
とかく．すると，解は
u(t; x) = etNu0(x)
とかける．ところで，固有値 0 に対応する L2(




































































となり，u(; t) は初期温度分布 u0() の平均に近づく．
61.3 調和関数に対するワイルの補題







定理 61.6 (発散定理). 







































































として定理 61.6を適用すると (61.6)が導かれる．次に，(61.6)において u と v を交換し，(61.6)か
らこの式を引くと (61.7)が得られる．
定義 61.2. 












(x) d(x) = 0
である．
証明. (61.6)において，v = 1 とすればよい．
定理 61.8 (球面平均の定理). u が 
 で調和であるとする．x 2 
 とし，Br(x)  
 となるよう



















y = x+ rz; z 2 S1(0)
と変数変換すると，





















jx yjn 2 (n  3);






































































































































































系 61.4の証明. 2 番目の式に関して：
y = x+ rz; z 2 B1(0)
と変数変換すると，
























u(x+ ry) d(y); 0 <  < 1:
267




















































u = 0 in 
:
証明. まず，u 2 C1(
)を示す．




'(x) dx = 1.
(c) '(x) =  (jxj);  2 C10 (R).








; " > 0;

" = fx 2 
 : dist (x; @
) > "g;
とする．








supp '"(x  )  
























































































































































u = 0 in 
:
これで，定理 61.9が証明できた．





系 61.6. fukgを 




証明. uk 2 C2(



















u = 0 in 
:
定理 61.10 (最大値の原理). 





u = A <1
を満たすとする．このとき，次のいずれかが成り立つ：
270
(a) u(x) < A; 8x 2 
.
(b) u(x) = A; 8x 2 
.
証明.
G = fx 2 
 : u(x) = Ag
とする．u 2 C(
) だから G は 
 での閉集合である．













これは，x0 の周りの小さい球内のすべての y に対して u(y) = A であることを意味している．
ここで，










u(x0 + ry) dy
= 0
よって，
'(y) = 0 on B1(0)
だから，
u(x0 + ry) = u(x0); 8y 2 B1(0):
よって，x0 +B(0; r)  G だから，G は開集合である．
したがって， 
 は連結だから，
(a) G = ;.





補題 61.1 (Weyl). u 2 L1loc(
)，










u(x+ ry) d(y); !n =
nn=2





'(x) dx = 1;
'(x)  0; x 2 Rn;
'(x) = '( x); x 2 Rn
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; 8" > 0
とする．このとき，




" = fx 2 
 : dist (x; @
) > "g
とする．今，任意に  2 C10 (
") をとる．このとき，
  '" 2 C10 (
)
で，
 で u = 0 だから，
























'"(y   x) (x) dx

dy
= hu;('"   )i
= hu;'"   i
= 0:
したがって，
h(u  '");  i = 0; 8 2 C10 (
"):
これは，
(u  '") = 0 in 
"
であることを意味している．よって，系 61.4を適用して，




(u  '")(y) dy:
Step 2] ここでは，次の 2 つの主張をあげる．
主張 61.6. u 2 L1loc(
) とすると，" # 0 のとき，
u  '"  ! u in L1loc(
):
証明. 
 の任意のコンパクト部分集合 K に対して，Z
K










































ju(x  "z)  u(x)j dx 
Z
K
ju0(x  "z)  u 0(x)j dx




































これは，" # 0 のとき，




) で fj ! f とすると,
fj(k)(x)  ! f(x) almost every x 2 

となるような部分列 ffj(k)g をみつけることができる．
証明. ffjg は L1(
) のコーシー列だから,
kfj(1)   fj(2)kL1(Rn) < 1
2
;








gk(x) = jfj(1)(x)j+ jfj(2)(x)  fj(1)(x)j+ : : :+ jfj(k)(x)  fj(k 1)(x)j
とおくと，
0  g1(x)  g2(x)  : : :  gk(x)  gk+1(x)  : : :
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 kfj(1)kL1(Rn) + kfj(2)   fj(1)kL1(Rn) + : : :





+ : : :














jfj(k)(x)j  gk(x)  g(x); 8x 2 

であり，` > k に対して,
jfj(k)(x)  fj(`)(x)j  jfj(k)(x)  fj(k+1)(x)j+ : : :+ jfj(` 1)(x)  fj(`)(x)j
 g`(x)  gk(x)
である．よって，任意の x 2 
n
0 に対して，有限な極限




jF (x)j = lim
k!1









fj(k)  ! F in L1(
):
しかし，L1(
) で fj ! f だから,(
(
1) = 0;











0) = 0 で,




Step 3: 主張 61.6より，" # 0 のとき，
u  '"  ! u in L1loc(
):

 の任意のコンパクト部分集合 K に対し，十分小な r > 0 に対して，[
x2K
Br(x)
はコンパクトであることに注意する．よって，任意の x 2 K に対して，










u  '"j (x)  ! u(x) almost every x 2 K























この節では，ラプラス作用素  を一般化した 2 階の楕円型偏微分作用素Aに対する境界値問題
を考える．




















が楕円型であるとは， = (1; : : : ; n) 2 Rn に対して，
nX
i;j=1
aij(x)ij 6= 0; x 2 
;  6= 0
が成り立つときをいう．特に，aij(x) が実数値関数のときは，
(62.2) aij(x) = aji(x); x 2 




aij(x)ij > 0; x 2 









aij(x)ij > 0; (x; ) 2 
 f 2 Rn : jj = 1g:

 f 2 Rn : jj = 1g はコンパクトなので，
nX
i;j=1
aij(x)ij  c0 > 0; x 2 





jj2  c0; x 2 





aij(x)ij  c0jj2; x 2 

















(1) aij 2 C(
), 0 <  < 1 であって, 任意の x 2 





aij(x)ij  a0jj2 x 2 
,  2 Rn
を満たす定数 a0 > 0 が存在する．
(2) 1  i  n に対して bi 2 C(
)
(3) c 2 C(
) であって, 
 で c(x)  0 とする.
この節では，次の ディリクレ固有値問題を考える：複素数パラメータ  が与えられたとき，
()
(
 Au = u in 
;
u = 0 on @

を満たす 
 における関数 u(x) を求めよ．
62.1.1 ディリクレ固有値問題 () の一意可解性
u, v 2 H10 (
) に対して，公式















































for 1  i  n
とする．
定理 62.1.  2 C とする．定数 C() > 0 が存在して，不等式
(62.8) j(Au+ u; u)j  C() kuk2L2(




このとき，ディリクレ固有値問題 () は, 任意の f 2 L2(




さらに，解 u 2 H2(
) は ソボレフ空間 H10 (
) の中で一意的である．
277
証明. 証明を, 次の 3つのステップに分ける．






























































A0 は自己共役な微分可能作用素，B は高々 1 階の微分作用素であることに注意する．したがっ
て，レリッヒの定理より，偏微分作用素







定理 62.2 (解析的指数の安定性定理). X，Y を複素数体 C 上の バナッハ空間とし，T を X か
ら Y へのフレドホルム作用素とする．K を X から Y へのコンパクト (完全連続)作用素とする
ならば，和 T +K は X から Y へのフレドホルム作用素であり，
ind (T +K) = indT
が成り立つ．
したがって，
(62.9) indA = ind (A0 +B0 + c(x)) = indA0
となる．
Step (2): 次に，自己共役作用素 A0 とラプラス (Laplace) 作用素  の間には, 2階の楕円型偏
微分作用素の族におけるホモトピーが存在する．例えば，
At = (1  t)A0 + t 0  t  1:
とすればよい．
このように，ディリクレ固有値問題 () は, ラプラス作用素に対するディリクレ固有値問題
()
(
 u = u in 
;





(連続的変形の方法) を使って, 直接的に証明することもできる ([13]).
Step (3) ところで, ディリクレ問題 () の解析的指数は, 関数空間 H10 (
)\H2(
) において 0
と等しいことが分かっている．したがって, 最初のディリクレ固有値問題 () の解析的指数も，関
数空間 H10 (
) \H2(
) において 0 と等しいことを意味している．すなわち, ディリクレ固有値問
題 () に対して，フレドホルムの交代定理（定理 40.2）が成り立つ.
以上より, 不等式 (62.8) が複素数パラメター  に対して成立すれば，フレドホルムの交代定理か
ら，任意の関数 f 2 L2(





62.1.2 ディリクレ固有値問題 () のレゾルベント集合の特徴づけ
この節では，不等式 (62.8) が成り立つような複素数パラメータ  の範囲の特徴づけをする．
そのために，ディリクレ固有値問題 () に付随して, 次の線形閉作用素 A を導入する：
(1) 定義域 D(A) は




(2) u 2 D(A) に対して, Au = Au とする.
次の定理は，レゾルベント集合 (A) が放物線の外に含まれる, 言い換えれば, スペクトル集合
が放物線内に含まれることを主張している．
定理 62.3.
 = + i; i =
p 1
とする．このとき, 定数 p > 0 と q > 0 が存在して，複素数  = + i が条件
(62.10) (jj   p)2  4p (+ q)
をみたしているならば，不等式 (62.8) が成り立つ．
したがって，任意の f 2 L2(
) に対して，ディリクレ固有値問題 () は一意的な解 u 2 H10 (
)\
H2(
) をもつ．特に，レゾルベント集合 (A) が放物線
(62.11) (A) 
n













図 1: レゾルベント集合 (A) は領域
n
(jj   p)2  4p (+ q)
o
を含む
Step (1): まず，不等式 (62.5)より，
  (A0u; u)L2(










































































































 "A0[u; u] + C2
"
kuk2L2(
) for all " > 0;
となる．ここで，初等的な不等式
2ab  " a2 + 1
"
b2 for all " > 0
を用いた．
一方，式 (62.7) より，
Re (Au+ u; u)L2(
) =  A0[u; u] +  kuk2L2(
) +K1;(62.15a)
Im (Au+ u; u)L2(




























































































































 "A0[u; u] + C2
"
kuk2L2(
) for all " > 0;
jK1j  C3 kuk2L2(
):(62.16b)
ただし，




















= Re (Au+ u; u)L2(













と書き直す．ここで，z = + i に対して，
(62.18) jzj =
p





 A0[u; u] +  kuk2L2(














A0[u; u]   kuk2L2(


























Step (3): 不等式 (62.8)を得るためには，次の 2つの不等式を証明すればよい：

















  (1  t) (+ C3)
= t (+ jj+ C3)  2C2 t
1  t     C3:
とする．
g0(t) = + jj+ C3   2C2
(1  t)2 ;
となり，





+ jj+ C3 ;
で g(t) は最大となる．そのとき，
g(t0) = jj   2
p
2C2 (+ jj+ C3) + 2C2:
を得る．したがって，
g(t0) = jj   2
p
2C2 (+ jj+ C3) + 2C2 > 0
となるように複素数パラメータ  = + i をとると，(62.19)における定数 C() > 0 が存在する．
まとめると，2つの定数 p = 2C2 と q = C3 に対して
(jj   p)2  4p (+ q)






注意 62.3. 微分作用素 A が発散形の場合，すなわち，




 0 in 
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が任意の 1  i  n で成り立つとき，式 (62.13)， (62.17) と条件 (62.22) から主張 (62.11) が
















とし，係数 a(x) は 












































 が有限となる関数 u の全体になる Cm(
) の部分集合とし，Hm(
)
をノルム k  km;
 による Cm(
) の完備化したものとする．さらに，Wm(








) : Du 2 L2(















定義 62.1. 任意の x 2 
 に対して，U(x) \Oi 6= ; をみたす Oi が有限個となるような x の近傍
U(x) が存在するとき，局所有限 (locally nite)という．
定義 62.2. 
 が線分条件 (segment property)をもつとは，境界 @
 の局所有限な開被覆 fOig と
それに対応するベクトル fyig があって，x+ tyi 2 
















定理 62.5. Rn の部分集合 F がコンパクトであるとし，F 
[
i=1
Oi であって，すべての Oi は開
集合であるとする．このとき，i 2 C10 (Oi) であって，
X
i=1
i(x) = 1; x 2 F
となる関数 fig が存在する．
証明. まず，コンパクト集合の族 fCig を Ci  Oi で，しかも F 
S
Ci となるように選ぶ．例
えば，次のように選ぶとよい：x 2 Oi に対して，半径が 2rx > 0の球 S(x; 2rx)を
S(x; 2rx)  Oi
となるようにとる．
F はコンパクトであって，fS(x; rx) : x 2 Fg で覆われているから，これらの球の有限個で覆わ







Ci  intCi  Ci  Oi
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となるようにとる．ただし，intA は集合 A の内点の全体である． i を Ci 上で 1，その他で 0
である関数とし，" > 0 を dist(Ci; @Ci), dist(Ci; @Oi) より小にとる．
また，軟化作用素 J" を用いて，
 i(x) = J" i(x)
とおく．このとき， i 2 C10 (Oi) で，
 i(x) = 1 8x 2 Ci:
最後に，
1 =  1;
i = (1   1) : : : (1   i 1) i (i > 1)
とおくと， 2 C10 (Oi) であって，
X
i=1





関数 i の集合を F の開被覆 fOig に従属した 1の分解 (partition of unity)という．
さて，ここから差分法を考える．まず，差分作用素を定義する．








定理 62.6. u 2 Hm(
), m  1 とする．
0  
















証明. 任意の f 2 C1(a; b+ h) について，












































































fkuk(+ h)  u(+ h)km;









定理 62.7 (差分法の基本定理). 










0，h によらない定数 C > 0 が存在するとする．このとき，
u 2 Hm+1(
); kDiukm;
  C (i = 1; 2; : : : ; n):
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証明. m = 0 のときについて示す．弱コンパクト性定理（定理 34.1）より，hk ! 0 となる実数列
fhkg と，ui 2 L2(
0) が存在して，L2(
0) において k !1 とするとき，







































jui(x)j2 dx  C; 
k = fx 2 

























補題 62.1. n と m にのみ依存して定まる定数 0 が存在して，任意の " > 0 と ' 2 Cm0 (Rn) に
対して次の式が成り立つ．
(62.25) j'j2j;Rn  0m("m j j'j2m;Rn + " j j'j20;Rn); j = 0; 1; : : : ;m:
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証明. ' のフーリエ変換 b' を
b'() = (2) n=2 Z
Rn
'(x)e ix dx
とする．部分積分により，' 2 C10 (Rn) に対して，










したがって，' 2 Cm0 (Rn)，jj = j  m ならば，



















jD'j20;Rn  " j j'j20;Rn + "m j j'j2m;Rn :
よって，(62.25)が従う.
系 62.1. 定数 0 = 0(n;m) > 0 が存在して，任意の 0 < "  1，' 2 Cm0 (Rn) に対して，




























が成り立つように定めることができるとき，2次形式 B(';') は 
 において一様に強楕円型であ
るという．(62.26)が成り立つような E0 を B の楕円性定数という．
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定理 62.8 (ゴールディングの不等式). 
 を任意の開集合とする．B(';') を 
 において一様に強
楕円型の 2次形式とし，E0 を B の楕円性定数とする．
(i) jj = jj = m のとき，a(x) は 
 で一様連続,
(ii) jj+ jj  2m のとき，a(x) は有界可測




がすべての ' 2 C10 (
) について成り立つようにとれる．ただし，0 は n と m のみに依存し，0










jf(x)  f(y)j = !():
この証明はいくつかの補題を通してなされる．その補題における B は，少なくとも定理 62.8の
条件をみたしていると仮定する．以下，n, m にのみ依存して定まる正の定数を一般に  で表し，
n, m, E0, jj = jj = m に対する a(x) の連続度と jj+ jj  2m に対する ja(x)j の上限に
のみ依存する正の定数を一般に K で表すことにする．









































































ReB(';')  ReB0(';') Kk'km 1j'jm  Kk'k2m 1
 E0j'j2m  Kk'km 1j'jm  Kk'k2m 1:
最後の不等式は補題 62.2からの結果である．
さて，任意の " > 0，a, b > 0 に対して，

















' 2 Cm0 (Rn) と考えられるから，系 62.1より，0 <   1 について，
ReB(';')  1
2









補題 62.4. B = B0 を仮定する．このとき，定数  を
ReB(';')  E0k'k2m;

が supp ' の直径が  より小なる任意の ' 2 Cm0 (
) について成り立つように定めることができ
る．ただし， は n, m, E0, a(x) の連続度のみに依存する．
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証明. 係数は一様連続であるから，任意の " > 0 について，jx  yj <  のとき，
ja(x)  a(y)j < "; x; y 2 

となるように  を定めることができる．
もし，' 2 Cm0 (





















































系 62.2. 補題 62.4は仮定 B = B0 を省いても正しい．
証明. ' 2 Cm0 (
) であり，supp ' の直径は  より小であると仮定する．ただし， は補題 62.4
で B0 に対して定められた定数である．そのとき，この補題 62.4より，F = supp ' とすると，









任意の " > 0，a, b > 0 について，





































2  1; x 2 F
となる i 2 C10 (Oi) が存在する．
証明. O0i, O00i を







また， 0i 2 C10 (Rn) (i = 0; 1; : : : ; ) を次のようにとる．すべての i について 0   0i  1 で，
[
i=1
O00i 上において  00(x)  1，supp  00 
[
i=1
O0i であり，1  i   について，O0i 上で  0i(x)  1，
supp  0i  Oi となるようにとる．

















2 = 1; x 2 F:
次に，補題 62.5を少し修正した次の補題をあげる：
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補題 62.6. d > 0 とし，任意の整数の n 組  = (1; : : : ; n) に対して，
Q = fx : d(k   1) < xk < d(k + 1); k = 1; : : : ; ng
とおく．そのとき，0    1 であり，さらに，X

(x  d)2  1






証明.  0 2 C10 (Q0) を x 2
3
4
Q0 について  0(x)  1 となるようにとる．そのとき，





とおく．補題 62.5の証明と同様に，(x  d) はこの補題の要求している条件をみたしている．
証明 (定理 62.8). 補題 62.6を適用する．立方体 Q の一辺を 2d にとり，d は Q の直径が補題
62.4における  よりも小にとる．よって，pnd < . 立方体 Q とそれに対応する  にある順序
で番号をつけて，Q1, Q2, : : :; 1, 2, : : : とする．i は 1 を平行移動したものであるから，
(62.29) jDij  K; jj  m:
さて，' 2 C10 (
) とする．そのとき，(62.28)より，































































































よって，supp (i') の直径は Qi の直径をこえないから，supp (i') の直径は  より小さい．補
題 62.4により，


























































補題 62.7. x0 2 @
 とする．座標軸を回転して，x0 のある近傍 U を，
U = fy : f(y0)  h0 < yn < f(y0) + h0; jy0j < r0g
と表し，
U \ @
 = fy : yn = f(y0); jy0j < r0g
と仮定する．ただし，y0 = (y1; y2; : : : ; yn 1), r0 は正の定数，f は jy0j < r0 での y0 の連続関数,
x0 = (0; 0; : : : ; f(0)) とする．さらに，u 2 H10 (
)で, u は U \
 で定義され，連続であるとする．
このとき，u(x0) = 0 である．
証明. 'k 2 C10 (













これを y0 について積分すると，r < r0 のとき，Z
jy0j<r






































u の連続性より， ! 0 とすると，Z
jy0j<r
ju(y0; f(y0)  h)j2 dy0 = 0:
よって，jy0j < r のとき，
u(y0; f(y0)  h) = 0:
注意 62.5. この補題から，u 2 Hm0 (
) で，x0 2 @
 が定理の条件をみたし，Du (jj  m  1)
が x0 の近傍において 











以下，任意の 'k 2 C10 (
) に対して，u が
B('; u) = ('; f)
をみたし，ある j (1  j  m) について，
jB('; u)j  Ck'km j;

であることを仮定する．ただし，C > 0 をm, n, 
; u に依存する定数とする．そして，u 2 Hm0 (
)
ならば，この不等式により u 2 Hm+j(
) が導かれることを示していく．
ここで，次の記号を導入する: G = GR で球 fx : jxj < Rgをあらわし，R0 < R，R00 = 1
2
(R+R0)
とし，G0 = GR0，G00 = GR00 と書く．










で a(x) は G で有界 (ja(x)j  M) かつ 可測で，jj = m について a(x) は一
様リプシッツ条件，すなわち，
ja(x)  a(y)j  Kjx  yj; x; y 2 G







(ii) u 2 Hm(G) であり，任意の  2 C10 (fx : jxj < Rg) に対して，u 2 Hm0 (G). （こ
れは G が半球のときのみ必要であって，G が球のときは自動的に満たされている．）
(iii) 定数 C > 0 が存在して，任意の ' 2 C10 (
) に対して，
jB('; u)j  Ck'km 1:
このとき，Diu 2 Hm(G0) であり，m, n, E, M , K, R, R0 に依存する定数  を，
kDiukm;G0  (C + kukm;G)
であるように定めることができる．ただし，G が球のときは i = 1, 2, : : :, n で，G が半球のとき
は 1, 2, : : :, n  1 である．








































  (C + C1kukm;G)k'km 1;G
となる．ただし，C1 > 0 は m, n, M に依存する定数である．この不等式から，a(x) = 0
(jj < m) としてもよい．
さて， 2 C10 (fx : jxj  Rg) を，G0 上で (x)  1，G00 の外で (x)  0 である関数とする．








したがって，任意の ' 2 C10 (G) について，










ここで，m, n, M , K, E, R, R0 に依存して決まる定数を k とする．(62.34)でライプニッツの公
式を使い，定理 62.6より，jj  m  1 に対して，









































































= jB( h'; u)j+ kk'km;Gkukm;G:
仮定 (iii)より，
jB( h'; u)j  Ck h'km 1;G:
よって，定理 62.6より，
jB('; vh)j  Ck h'km 1;G + kk'km;Gkukm;G
= k(C + kukm;G)k'km;G:
この不等式は任意の ' 2 C10 (G) について成り立つので，' 2 Hm0 (G) で成り立つ．
特に，' = vh について成り立つので，








kkvhkm;G(C + kukm;G) + 0kvhk20;G

 kkvhkm;G (C + kukm;G + kvhk0;G)
 kkvhkm;G (C + kukm;G + kuk1;G) :
ここでは，(62.35)を  =  = 0, m = 1 として，
kvhk0;G = kh(u)k0;G  kkuk1;G
として用いた．kvhkm;G で両辺を割ると，
kh(u)km;G = kvhkm;G  k(C + kukm;G):
定理 62.7より，この不等式から Di(u) 2 Hm(G0) であり，
kDi(u)km;G0  k(C + kukm;G)
であることがわかる．
G0 上で (x)  1 より，





特に，m = 1 のときを考える．まず，任意の ' 2 C10 (
) に対して，u が方程式
B('; u) = ('; f)0;

をみたしているならば，
 の任意の球 S に対して，
jB('; u)S j  kfk0;Sk'k1 1;S ; 8' 2 C10 (S)






回転して @G の平坦な部分が平面 xn = 0 に含まれているとする．このとき，定理 62.9より，任
意の R0 < R に対して，
Diu 2 H1(G0) (i = 1; 2; : : : ; n  1)
が成り立つ．ゆえに，
DiDju 2 H0(G0) (i = 1; : : : ; n  1; j = 1; : : : ; n):
B は一様に強楕円型であるから，
Re ann(x)  E:













とできる．右辺のすべての項は H0(G0) に属するから，Dn2 2 H0(G0) であり，u 2 H2(G0). さら
に，定理 62.9のなかで導関数 DiDju (i 6= n) について得た評価式より，
kDnuk1;G0  (C + kuk1;G):
ゆえに，
kuk2;G0  (C + kuk1;G): 
62.2.4 超関数解の大域的正則性定理（定理 62.10）
境界での正則性の問題にはいる前に，次の補題をあげる：
補題 62.8. G = fx : jxj < R; xn > 0gとする．u 2 Hm+1(G)で，すべての  2 C10 (fx : jxj < Rg)
に対して u 2 Hm0 (G) であるならば，すべての  2 C10 (fx : jxj < Rg)，i = 1, 2, : : :, n  1 に対
して，
Diu 2 Hm0 (G):
証明.  2 C10 (fx : jxj < Rg) を固定し, i 6= n とする．G の外で u を 0 と定義すると，x 2 G で，
(62.35) (x)ihu(x) = 
i
h(u)(x)  ih(x)  u(x+ hei):
明らかに，十分小な jhj に対して，
ih(u) 2 Hm0 (G):
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また，十分小な jhj に対して，
ih 2 C10 (fx : jxj < R)
であるから，十分小な jhj に対して，
ih(x)  u(x+ hei) 2 Hm0 (G):
よって，十分小な jhj に対して，(62.35)より，
ihu 2 Hm0 (G):





(62.36) kihukm;G  1kukm+1;G:
ただし，1 は h に独立である．Hm0 (G) は ヒルベルト空間であり，(62.36)より，ihu は Hm0 (G)
で一様有界である．よって，弱コンパクト性定理（定理 34.1）より，ある部分列 ih(k)u は Hm0 (G)























よって，ih(k)u は Hm0 (G) において Diu に弱収束する．ゆえに，
Diu 2 Hm0 (G):
ここで，もう 1つ関数空間を定義する．Ck (
) を 
 において k 階までのすべての階数の有界且
つ連続な導関数をもつ関数の全体の集合とする．










が右 j級滑らか (right j-smooth)であるとは，係数 a(x)が 
において有界可測で，jj+j m > 0
のとき，a(x) 2 Cjj+j m (
) であることをいう．
補題 62.9. j  m であって，次の 3条件を仮定する:
(i) B は一様に楕円型で，G で右 j 級滑らか．
(ii) u 2 Hm(G) で，任意の  2 C10 (fx : jxj < Rg) に対して，u 2 Hm0 (G).
(iii) 定数 C > 0 を，すべての ' 2 C10 (G) に対して，
jB('; u)j  Ck'km j;G
となるようにとれる．
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このとき，任意の R0 < R に対して，u 2 Hm+j(G0) であり，定数  = (m;n;B;R;R0) を
kukm+j;G0  (C + kukm;G)
となるようにとれる．
証明. j についての帰納法で示す．
まず，j = 0のときは明らか．定理62.9の証明のときと同様に，一般性を失うことなく jj+j m 
0 について a(x) = 0 としてよい．1  j  m で，補題 62.9で j を j   1 に置き換えて成り立
つと仮定する．さらに，R000 = 1
2
(R+R00)，G000 = GR000 とする．
jB('; u)j  Ck'km j;G  Ck'km (j 1);G
より，帰納法の仮定から，
u 2 Hm+j 1(G000):
j = 1 のときは，定理 62.9より，
Diu 2 Hm+j 1(G000) (i = 1; 2; : : : ; n  1):
同じ結果を j > 1 について確かめるために，u 2 Hm+1(G000) に注目する．補題 62.8より，任意
の  2 C10 (fx : jxj < R000) に対して，
Diu 2 Hm0 (G000) (i = 1; 2; : : : ; n  1):




































(62.37) B(';Diu) =  B(Di'; u) Bi('; u):
ここで，Bi の右辺の各項について考える．帰納法の仮定より，u 2 Hm+j 1(G000) だから，jj  
m+ j   1 回部分積分をして，jj  m+ j   1 回の ' の微分を (; )0;G000 の他方へ移すと，シュワ
ルツの不等式より， D';Dia Du0;G000   k'km j+1;G000kukm+j 1;G000 :




jB(';Diu)j  CkDi'km j;G000 + k'km j+1;G000kukm+j 1;G000
 (C + kukm+j 1;G000)k'km j+1;G000 :
ここで， は m, n, B, R, R0 にのみ依存する定数である．
ゆえに，Diu は j を j   1，G を G000 で置き換えて 補題 62.9の条件をみたしている．帰納法
の仮定より，Diu 2 Hm+j 1(G00) であり，
kDiukm+j 1;G00  (C + kukm+j 1;G000 + kDiukm;G000)
 (C + kukm+j 1;G000):
ここで，j > 1 より, m+ 1  m+ j   1 であることに注意する．(62.38)は i = 1, 2, : : :, n で成り
立つ．
(62.38)と帰納法の仮定より，
kukm+j;G00  (C + kukm;G):
補題 62.9より，容易に強楕円型方程式に関する大域的正則性の定理を得ることができる．
定理 62.10. 次の 3条件を仮定する：
(i) ある j (1  j  m) に対して，B('; ) は G において右 j 級滑らかで，一様に強
楕円型のディリクレ双 1次形式．
(ii) u 2 Hm(G) で，任意の  2 C10 (fx : jxj < Rg) に対して，u 2 Hm0 (G).
(iii) f 2 L2(G) で，任意の ' 2 C10 (G) に対して，
B('; u) = ('; f)0;G:
このとき，u 2 Hm+j(G0) であり，
kukm+j;G0  (kfk0;G + kukm;G):
証明. 補題 62.9の仮定 (iii)はすぐに導かれる．実際，


















B.1 曲面 z = z(x; y)
ここでは，曲面上の点の位置ベクトルを















(x+ dx; y + dy)
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dx，dy が十分小さいとき，
r(x+ dx; y + dy) =
0@ x+ dxy + dy
z(x+ dx; y + dy)
1A
=







































(B.3) (ds)2 = (1 + p2)(dx)2 + 2pq dx dy + (1 + q2)(dy)2:
この微小距離 ds を線素という．
B.1.2 微小面積
曲面上の接近した 3点を r(x; y)，r(x+ dx; y)，r(x; y+ dy) とし，それぞれ点 P , Q, R とする．
このとき，
 !






































p2 + q2 + 1 dx dy:
この微小面積 dS を面積要素とよぶ．
さて，ここまでの知識を利用して，半径 a の半球の表面積を考えてみる．半径 aの球の表面積
は 4a2 であるから，半球の表面積は 2a2 になるはずである．
例 B.1. 原点中心，半径 a の球の z  0 の部分
z =
p













p2 + q2 + 1 =
a2







a2   x2   y2 dx dy:














注意 B.1. 曲面の長さ，面積はすべて 1階の導関数できまる．
B.2 曲面 r = r(u; v)
ここでは，パラメータ u，v を用いて曲面を
(B.6) r(u; v) =






２点 r(u; v)，r(u+ du; v + dv) を結ぶベクトル dr は
dr = ru du+ rv dv:
よって，
(B.7) (ds)2 = jruj2(du)2 + 2ru  rv du dv + jrvj2(dv)2:
ここで，
(B.8) E = jruj2; F = ru  rv; G = jrvj2
とおくと（第 1基本量とよぶ），
(B.9) (ds)2 = E(du)2 + 2F du dv +G(dv)2
となる（第 1基本微分形式とよぶ）．
例 B.2. 平面
x = r cos ; y = r sin 
を考える．このとき，u = r，v =  と考えると，
r = u cos v i+ u sin v j;
ru = cos v i+ sin v j;
rv =  u sin v i+ u cos v j:
よって，
E   1; F = 0; G = u2
だから，
(B.10) (ds)2 = (du)2 + u2(dv)2 = (dr)2 + (r d)2: }
B.2.2 面積
ru と rv でできる平行四辺形の微小面積 dS は
(B.11) dS = jru  rvj du dv:
である．ここで，
jru  rvj2 = (ru  rv)(ru  rv)
= jruj2 jrvj2   (ru  rv)2




EG  F 2 du dv:
さて，座標表示のときと同様に，ここまでの知識を利用して，半径 a の球の表面積を考えてみる．
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例 B.3. 原点中心，半径 a の球
r(; ') = (a sin  cos'; a sin  sin'; a cos )
を考える．
r = (a cos  cos'; a cos  sin'; a sin );
r' = ( a sin  sin'; a sin  cos'; 0)
より，
E = a2; F = 0; G = a2 sin2 :
よって，






































































































































































x  n  1
2









1  (1  x2) (1  x2)n 32 dx
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Step 2. Vn の漸化式
(i) n：偶数のとき




































































































Step 3. Vn の計算
(i) n：偶数のとき
















2(k   1)  : : : 
2






















































2k   1 
2(k   1)
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2
 2(k   1)





























































大学院に進学後は，オリジナルな研究を目指して，溝畑茂先生の偏微分方程式論 [38] 第 3章の
楕円型境界値問題を読みました．しかしながら，溝畑先生の流儀は，先生のフランス留学時代の恩
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A  B, B  A A は集合 B の部分集合
Ac 集合 A の補集合
A [B 集合 A と集合 B の和集合
A \B 集合 A と集合 B の共通部分
A nB 集合 A から集合 B の要素を除いた差集合
AB 集合 A と集合 B の直積集合
supA 集合 A の上限
inf A 集合 A の下限
B(x; "), U"(x) 点 x の " 近傍

A 集合 A の内部
A 集合 A の閉包










Re z 複素数 z の実部
Im z 複素数 z の虚部
jzj 複素数 z の絶対値
limn!1 an 数列 fang の上極限
limn!1 an 数列 fang の下極限
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ギリシャ文字
大文字 小文字 発音 英文スペル
A  アルファ alpha
B  ベータ beta
   ガンマ gamma
  デルタ delta
E , " イプシロン, イプサイロン epsilon
Z  ゼータ，ツェータ zeta
H  イータ，エータ eta
 , # シータ，テータ theta
I  イオタ iota
K , { カッパ kappa
  ラムダ lambda
M  ミュー mu
N  ニュー nu
  クシー，グザイ xi
O o オミクロン omicron
 , $ パイ pi
P , % ロー rho
 , & シグマ sigma
T  タウ tau
  ウプシロン upsilon
 , ' ファイ，フィー phi
X  カイ chi
	  プサイ，プシー psi
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Lagrange（ラグランジュ） 1736{1813
Landau（ランダウ） 1887{1938
Laplace（ラプラス） 1749{1827
Lax（ラックス） 1926{
Lebesgue（ルベーグ） 1875{1941
Leibniz（ライプニッツ） 1646{1716
Lipschitz（リプシッツ） 1832{1903
Maclaurin（マクローリン） 1698{1746
Milgram（ミルグラム） 1912{1961
Minkowski（ミンコウスキー） 1864{1909
溝畑 茂 1924{2002
Neumann（ノイマン） 1832{1925
Newton（ニュートン） 1642{1727
Nirenberg（ニーレンバーグ） 1925{
Poincare（ポアンカレ） 1854{1912
Rellich（レリッヒ） 1906{1955
Riemann（リーマン） 1826{1866
Riesz（リース） 1880{1956
Rolle（ロル） 1652{1719
Schauder（シャウダー） 1899-1943
Schmidt（シュミット） 1876{1959
Schur（シューア） 1875{1941
Schwartz, L.（シュワルツ） 1915{2002
Schwarz（シュワルツ） 1843{1921
Sobolev（ソボレフ） 1908{1989
Steinhaus（シュタインハウス） 1887{1972
Taylor（テイラー） 1685{1731
Weierstrass（ワイエルストラス） 1865{1942
Weyl（ワイル） 1875{1955
Young（ヤング） 1863{1942
Zermelo（ツェルメロ） 1871{1953
Zorn（ツォルン） 1906{1993
吉田耕作 1909{1990
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