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Abstract
In recent years, several measurement of the ratios R(D) = B (B¯ → Dτ−ν¯τ )/B (B¯ →
D`−ν¯` ) and R(D∗) = B (B¯ → D∗τ−ν¯τ )/B (B¯ → D∗`−ν¯` ), where ` denotes an electron
or a muon, have obtained results in disagreement with the theoretical predictions of
the Standard Model (SM) of particle physics. When combining all experimental results
together, the statistical significance of the discrepancy with the SM accounts to 4σ. If
confirmed, this discrepancy would directly require an extension of the SM with new
physics theories, to accommodate the experimental results.
This thesis reports a new independent measurement of the ratios R(D) and R(D∗).
The results are based on a data sample containing 772 × 106 BB¯ pairs recorded at
the Υ(4S ) resonance with the Belle detector at the KEKB e+e− collider in Japan.
The analysis uses a semileptonic reconstruction of the tag-side B-meson and leptonic τ
decays.
The measured values are R(D) = 0.307±0.037 (stat.) ± 0.016 (syst.) and R(D∗) =
0.283± 0.018 (stat.) ± 0.014 (syst.), which are in agreement with the SM predictions
within 0.2σ and 1.1σ respectively. The R(D)-R(D∗) combined result is in agreement
with the SM predictions within 1.2σ.
The discrepancy of the experimental world average with the SM expectations de-
creases from 4 to 3σ when including these latest results, which represent to most precise
measurement of R(D) and R(D∗) ever performed.
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Preface
In recent years, accomplishments in experimental particle physics have been the result
of increasingly large international scientific collaborative efforts as is the case for Belle
experiment. As a result of these collaborative undertakings, it is incredibly rare that
any substantial body of work is done in isolation. The standard procedure is to work
in groups, each carrying out a specific purpose within the wider collaboration such
as data acquisition, detector monitoring and development, particle reconstruction and
event simulation. All these activities represent essential inputs to any scientific mea-
surement in Belle. The results presented in this thesis are detailed here.
Chapters 1 is an original review of the theory of B¯ → D(∗)`−ν¯` decays, together with
the measurement motivation and a review of R(D) and R(D∗) previous measurements.
Chapter 2 is a summary of the Belle experiment, with extracts from a number of public
results about the Belle detector design and performance.
The author’s original work is described in Chapters 3 to 8 which illustrate the work of
the author conducted within the Belle collaboration, under the supervision of A/Prof.
Phillip Urquijo. Unless specifically stated, all the information provided in these chap-
ters and the scientific results represent original work of the author. The original work
of the author represent unpublished material not yet submitted for publication.
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Chapter 1
Introduction
1.1 The Standard Model of Particle Physics
1.1.1 Particles and Forces
The Standard Model (SM) of Particle Physics provides a description of nature through
elementary blocks that make up the universe at its smallest scale. These blocks, or par-
ticles, are characterized by their spin, their mass, and the quantum numbers (charges),
which determine their interactions. Generally speaking, fundamental particles can be
split in two families, depending on their spin. Particles with a spin of 1/2 are called
fermions.There are two types of fundamental fermions: leptons and quarks, which ac-
count for twelve different particles, arranged in three different generations.
Particles with a spin of 1 are called bosons. Fundamental bosons are responsible for
mediating the interactions between fermions. The three type of forces described by the
SM are, in order of strength, the weak, the electromagnetic and the strong interactions.
Gravity is not incorporated in the SM, and its effects are assumed to be negligible at
this scale, when compared to the other three interactions. The weak force is mediated
by the massive positively charged W± and neutrally charged Z0 bosons, and affects
both leptons and quarks. The electromagnetic interaction is mediated by the massless
photon and affects particles that carry electric charge. The strong force is mediated
by the massless gluons, that couple to the color charge possessed only by quarks and
gluons themselves. The properties of all fermions and bosons are summarized in Figure
1.1.
The SM is a gauge quantum field theory characterized by the gauge group GSM =
SU(3) × SU(2) × U(1). The dynamics of the SM is conveniently described by a La-
grangian density L(x), normally simply called the Lagrangian. Gauge symmetry pre-
vents a mass term for the gauge bosons to be added to the Lagrangian. While this does
not cause any problem for the massless photon and gluons, a way of introducing a mass
for the W±, Z0 bosons is needed. This is done through a process called spontaneous
symmetry breaking [1, 2], which also gives mass also the leptons and introduces a new
massive particle, the Higgs boson. Until the switch-on the LHC, the Higgs boson was
1
2 CHAPTER 1. INTRODUCTION
Figure 1.1: Summary scheme of the Standard Model: the mediator bosons of the fun-
damental interactions, the Higgs boson, and the three generations of fermions, divided
into quarks and leptons.
considered the only missing block of the SM, and was discovered in 2012 by the ATLAS
and CMS collaborations [3, 4].
1.1.2 Weak interactions and the CKM Matrix
The weak interaction is the only interaction of the SM that violates the parity symmetry.
Formally, we can write the weak interaction amplitude as product of currents
M = 4GF√
2
JµJ†µ, (1.1)
where GF is the weak coupling constant, known as Fermi constant, and the current J
µ
can be expressed as
Jµ = ψ¯ γµ
1
2
(1− γ5)ψ. (1.2)
This highlights its V − A structure, which includes both a vector (V) term ψ¯γµψ and
an axial-vector (A) term ψ¯γµγ5ψ. Indeed, while the former is invariant under parity
(P) transformations, the latter is not. Also the combination of parity and charge
(C) symmetry is not respected by the weak interaction, a phenomenon known as CP
violation.
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Moreover, whenever the weak force is mediated by the W± boson, different flavors
of quarks can mix. The complex, unitary 3× 3 matrix that describes the quark flavor
mixing is called the Cabibbo-Kobayashi-Maskawa (CKM) matrix [5], and describes the
transition of down-type quarks from the mass eigenstates (d, s, b) to the weak eigenstates
(d′, s′, b′). The transformation can be written asd
′
s′
b′
 =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb

ds
b
 (1.3)
where the elements Vij with i ∈ u, c, t and j ∈ d, s, b determine the different strengths
of the couplings between up and down type quarks. Four parameters define the CKM
matrix: three mixing angles and one complex phase. In the SM, CP-violation is a
direct consequence of the complex phase. CP-violating effects have been measured in
the B-meson sector by the collaborations BaBar [6] and Belle [7], and led to the 2008
Physics Nobel Prize for Kobayashi and Maskawa. Even though CP violation has been
found experimentally, its rate is too low to meet one of the Sakharov conditions for the
observed matter-antimatter asymmetry in the universe [8].
1.1.3 Lepton Flavor Universality
Since the electron, muon and tau flavors of leptons share the same quantum numbers,
there is nothing that sets them apart, if we neglect the differences in mass. For this
reason it might seem that we have a simple replication of the same flavor and we expect
the interactions of all leptons to to be of the same form and strength. This is expressed
by the fact that the coupling constant GF of the weak interaction is the same for all
lepton flavors. The only difference in amplitudes of weak processes would then reside
in the different volumes of phase space. This concept is called lepton flavor universality
(LFU).
Since LFU is postulated by the SM, any observed deviations from it (violation),
would be a clear sign of new physics. Many precision tests of LFU have been performed
by several experiments, and they have all confirmed that LFU holds within experimental
errors.
Muon decays and leptonic tau decays, whose Feynman diagram are shown in Figure
1.2, offer a platform for testing LFU. More specifically we are interested in testing that
GF =
√
2g2w/8M
2
W = G
e
F = G
µ
F = G
τ
F . Assuming non universal constants, we can write
the total decay rate for the decay µ− → e−ν¯eνµ as [9]
Γ
µ→e−ν¯eνµ =
1
τµ
=
GeFG
µ
Fm
5
µ
192pi3
, (1.4)
where τµ refers to the muon lifetime, and mµ is the muon’s mass. On the other hand, for
the decay τ− → e−ν¯eντ we have to remember that the branching ratio is the fractional
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µ−
νµ
νe
e−
W−
τ−
ντ
νe
e−
W−
Figure 1.2: Feynman diagrams for muon decay (left) and leptonic tau decay (right).
number of decays via a specific mode, and is given by the ratio of the partial decay
width to the total decay width. Hence, we can write
1
ττ
=
1
B(τ → e−ν¯eντ )
Γ
τ→e−ν¯eντ =
1
B(τ → e−ν¯eντ )
GeFG
τ
Fm
5
τ
192pi3
. (1.5)
By dividing Equation 1.5 by Equation 1.4 we obtain
GτF
GµF
=
m5µτµ
m5τττ
B(τ → e−ν¯eντ ). (1.6)
All the quantities involved in Equation 1.6 are known with an excellent accuracy [10]:
τµ = 2.197034(21)× 10−6 s, mµ = 105.658367(4) GeV,
ττ = (290.6± 1.0)× 10−15 s, mτ = 1776.82± 0.16 GeV, B(τ → e−ν¯eντ ) = (17.82± 0.04)%,
and substituting for the numerical values we obtain
GτF
GµF
= 1.0011± 0.0015. (1.7)
Hence, this experimental result (taken from [11] as all the other results in this section)
confirms that the weak coupling is universal for all leptons. Similar results can be
obtained for the other combinations of weak constants, as
GµF
GeF
= 1.0018± 0.0014,
GτF
GeF
= 1.0030± 0.0015.
(1.8)
These measurements provide the most precise experimental results for LFU tests that
involve the coupling of third lepton family to the first and second ones. Concerning
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W and Z decays to leptons, several results can be listed, and generally the precision is
about one order of magnitude higher in the Z decays. For the Z decays we have
Γ
Z→µ+µ−
Γ
Z→e+e−
= 1.0009± 0.0028,
Γ
Z→τ+τ−
Γ
Z→e+e−
= 1.0019± 0.0032,
(1.9)
where LFU holds with a precision better than 0.3%, while for the W decays we have
B(W → e−ν¯e)
B(W → µ−ν¯µ)
= 1.004± 0.008,
Γ
W→τ−ν¯τ
Γ
W→e−ν¯e
= 1.063± 0.027,
Γ
W→τ−ν¯τ
Γ
W→µ−ν¯µ
= 1.070± 0.026,
(1.10)
where the first result is an average obtained assumed all uncertainties are fully uncor-
related and confirms LFU with a 0.8% precision, while the latter two that contain τ in
the ratio are in tension with the SM prediction.
Another platform where LFU can be tested is the decays of B-mesons (composite
particles made of a b quark and another lighter quark) to a charm meson (composite
particles made of a c quark and another lighter quark) and a W boson, which in turn
decays to a pair of leptons. This is the subject of the next section.
1.2 B¯ → D(∗)`−ν¯` Theory
1.2.1 B¯ → D(∗)`−ν¯` Decays in the Standard Model
The goal of this chapter is to detail the current understanding of the decays we aim
at measuring, as presented in the theory of the Standard Model. It should be clear
from this section that the SM leaves little room for uncertainty in the calculation of
the decay rates of interest, which translates to a small uncertainty in the theoretical
SM predictions for the ratios R(D) and R(D∗).
The equations used in this Section follow from Reference [12]. In the SM semilep-
tonic B-meson decays, whose Feynman diagram is shown in Figure 1.4, are described
by the effective Lagrangian
Leff = −
GF√
2
VcbJ
†µ
ν` Jcbµ + h.c., (1.11)
where Vcb represents the CKM matrix element for the transition from charm to bottom
quarks, GF is Fermi coupling constant, and the leptonic and quark currents are given
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b c
q q
τ+
ντ
W+
B D(∗)
Figure 1.3: Feynman diagram for the semileptonic decay B → D(∗)τ+ντ in the SM. The
unspecified spectator quark q can be either a u quark for the decay B+ → D¯(∗)0τ+ντ
or a d quark for the decay B0 → D(∗)−τ+ντ .
as
Jµν` ≡ ψ¯νγµ(1− γ5)ψ`, Jµcb ≡ ψ¯cγµ(1− γ5)ψb. (1.12)
The amplitude for the process, or matrix element, is expressed as
Mλ`λM (q
2, θ`) = −
GFVcb√
2
〈`−(p`, λ`)ν¯(pν)| J†µν` |0〉 〈M(pM , λM)| Jcbµ |B¯(pB)〉 , (1.13)
where M is either D or D∗ and the particle helicities are λM = 0 for the D-meson,
λM = ±1, 0 for the D∗ meson and λ` = ±1/2 for the lepton. We label the pseudoscalar
state with λM = s to distinguish it from the helicity-zero states of the D and the D
∗.
The matrix element depends on the squared four-momentum of the W -boson, q2, where
q = pB − pM , and the lepton decay angle in the virtual W frame, θ`.
By introducing the polarization vector of the virtual W , W ≡ (q, λW ), we can
rewrite the matrix element as a sum of the helicity states λW = ±1, 0, s as
Mλ`λM (q
2, θ`) =
GFVcb√
2
m2W
m2W − q2
∑
λW
Lλ`λW (q
2, θ`)H
λM
λW
(q2), (1.14)
where
HλMλW (q
2) = ∗µ(λW ) 〈M(pM , λM)| Jµcb |B¯(pB)〉 (1.15)
Lλ`λW (q
2, θ`) = µ(λW ) 〈`(p`, λ`)ν¯`(pν)| J†µν` |0〉 (1.16)
describe the decays B¯ →MW ∗ and W ∗ → `ν¯ respectively.
The V − A structure of the weak current dictates that for the decay of the pseu-
doscalar (spin 0) B-meson to a pseudoscalar D-meson final state, only the vector current
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contributes, while for a D∗-meson vector (spin 1) final state, the vector current together
with the axial-vector current contribute. Hence, the hadronic amplitudes are given as
〈D| Jµcb |B¯〉 = 〈D|V µcb |B¯〉 , 〈D∗| Jµcb |B¯〉 = 〈D∗|V µcb |B¯〉 − 〈D∗|Aµcb |B¯〉 . (1.17)
In the hadronic currents HλMλW the strong interaction between the quarks has to be
taken into account, and as a consequence the decay rate calculations are noticeably
more complicated. The strong coupling becomes large for low momentum transfer,
which means that the decay kinematics, i.e. Feynman diagrams, of higher orders would
have to be considered as well. For this reason, analytical solutions can not be found.
The approach used to solve this problem is to form Lorentz invariant structures based
on the four-momenta of the mesons, pB, p
(∗)
D , plus coefficient functions which depend
solely on q2. Those functions are called hadron transition form factors and are similar
to those required to describe atomic scattering in nuclear physics.
We can parametrize the decay to the D pseudoscalar state in terms of the form
factors f+(q
2) and f0(q
2) as
〈D(pD)|V µcb |B(pB)〉 = f+(q2)
(
pµB + p
µ
D −
m2B −m2D
q2
qµ
)
+ f0(q
2)
m2B −m2D
q2
qµ.
(1.18)
Another common way to write the current is
〈D(pD)|V µcb |B(pB)〉 = f+(q2)(pµB + pµD) + f−(q2)(pµB − pµD), (1.19)
where the relation with Equation 1.18 is given by
f0(q
2) = f+(q
2) +
q2
m2B −m2D
f−(q
2). (1.20)
The parametrization of the decay to the D∗ vector final state is more complicated, and
can be expressed in terms of the form factors Ai(q
2) with i = 0, 1, 2 and V , as
〈D∗(pD∗ , M)|c¯γµb|B(pB)〉 =
2iV (q2)
mB +mD∗
µναβ
∗νpαBp
β
D
∗ , (1.21a)
〈D∗(pD∗ , )|c¯γµγ5b|B(pB)〉 = 2mD∗ A0(q2)
∗ · q
q2
qµ + (mB +mD∗)A1(q
2)
(
∗µ −
∗ · q
q2
qµ
)
−A2(q2)
∗ · q
mB +mD∗
(
(pB + pD∗)µ −
m2B −m2D∗
q2
qµ
)
, (1.21b)
where µναβ is the Levi-Civita symbol and 
∗ is the complex conjugated polarization
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vector of the D∗ vector meson. Thus, we can express the hadronic amplitudes as
H±± (q
2) = (mB +mD∗)A1(q
2)∓ 2mB
mB +mD∗
|p |V (q2) ,
H00 (q
2) =
1
2mD∗
√
q2
[
(m2B −m2D∗ − q2)(mB +mD∗)A1(q2)−
4m2B|p |2
mB +mD∗
A2(q
2)
]
,
H0s (q
2) =
2mB|p |√
q2
A0(q
2) . (1.22)
We have assumed that since the parent B-meson has spin 0, the D∗-meson and the
W -boson have the same helicity, i.e. λW = λM . These equations show that A2 appears
only in the H00 definition, while V contributes only to H
±
± . On the other hand, A1 plays
a role in all three helicity amplitudes, and takes a dominant role for all of them at high
q2 values.
In the limit m` = 0, i.e. when ` = e or µ, B¯ → D can be described by only one form
factor f+, since f− is proportional to q
µ. Similarly, for the B¯ → D∗ decay, H0s can be
ignored since the corresponding leptonic current L±s vanishes, leaving only 3 relevant
hadronic amplitudes for B¯ → D∗.
The treatment of the form factors is a matter of ongoing theoretical activity. Several
parametrizations of the form factors exist, such as the Boyd-Grinstein-Lebed [13] and
the Caprini-Lellouch-Neubert [14] parametrization for the B → D∗ decays, and the
Bourrely-Caprini-Lellouch [15] parametrization for theB → D decays. The form factors
may be written in form of an expansion in the complex variable z, which is defined as
z =
√
ω + 1−√2√
ω + 1 +
√
2
(1.23)
where w = m2B +m
2
D
∗ − q2/2mBmD∗ . The expansion converges rapidly in the kinemat-
ical region of heavy hadron decays and the coefficients of the expansions are subject
to unitarity bounds based on analyticity. All the parametrization listed above are con-
structed to satisfy the unitarity bounds, but the CLN approach differs mostly in its
reliance on next-to-leading order heavy quark effective theory relations between the
form factors.
Differential Decay Distribution and R(D(∗))
After the calculation of the leptonic currents defined in Eq. 1.16 using the Dirac algebra
of electroweak theory, we sum over the lepton’s helicities and replacing them in Eq. 1.14,
we can apply Fermi’s golden rule and integrate over the full azimuthal range, obtaining
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the differential decay rate
dΓ(B¯ → D(∗)`−ν¯` )
dq2d cos θ`
=
G2F |Vcb|2|p∗D(∗)|q
2
256pi3m2B
(
1− m
2
`
q2
)2
×[
(1− cos θ`)2|H+|2 + (1 + cos θ`)2|H−|2 + 2 sin θ`2|H0|2+
m2`
q2
(
sin θ`
2(|H+|2 + |H−|2) + 2|Hs +H0 cos θ`|2
)]
,
(1.24)
where, as in the previous section, Hλ ≡ HλMλW with λ = λW = λM and the q
2 dependence
of the hadronic decay amplitudes are omitted. We derive the q2 spectrum by integrating
over θ` as
dΓ(B¯ → D(∗)`−ν¯` )
dq2
=
G2F |Vcb|2|p∗D(∗)|q
2
96pi3m2B
(
1− m
2
`
q2
)2
×[
(|H+|2 + |H−|2 + |H0|2)
(
1 +
m2`
2q2
)
+
3m2`
2q2
|Hs|2
]
.
(1.25)
Finally, the ratios R(D) and R(D∗) are extracted as follows:
R(D(∗) )(q2) ≡ dΓ(B¯ → D
(∗)τ−ν¯τ )/dq
2
dΓ(B¯ → D(∗)`−ν¯` )/dq2
=
(
1− m
2
τ
q2
)2 [(
1 +
m2τ
2q2
)
+
3
2
m2τ
q2
|Hs|2
|H+|2 + |H−|2 + |H0|2
]
.
(1.26)
where q2max = (mB − mD(∗) )2 and we are working under the assumption q2  m`.
From this expression it can be noted that the theoretical uncertainties on R(D(∗) ) will
depend only on the tau and mesons masses, and on form factors that enter the helicity
amplitude calculation.
B¯ → D∗∗`−ν¯` Decays
An important source of background for the processes measured in this analysis are the
decays of B mesons to orbitally excited P -wave charm mesons, labeled D∗∗. The D∗∗
mesons typically decay to a D or D∗ state by emission of one or more pions. Whenever
the pion(s) is lost, this process can mimic the signal decay (i.e. B¯ → D(∗)τ−ν¯τ ).
The model that describes the D-meson decay is the Heavy Quark Effective Theory
(HQET) [16], a quantum field theory that deals with the strong interaction of a heavy
quark with a light quark, such as in the meson system, i.e. a bound state of the heavy
quark with any of the light u,d or s quarks.
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If the light quark is labeled as q and the heavy one as Q, we can introduce the total
angular momentum ~J and the q total angular momentum ~jq:
~jq = ~L+ ~Sq
~J = ~jq + ~SQ
Sq = SQ = 1/2
(1.27)
where ~L is the relative orbital momentum between Q and q, ~SQ (~Sq) is the Q(q)-spin.
Moreover, states are characterized by the label JP , where the parity quantum number
is defined as: P = (−1)J .
The ground state is composed of a S-wave (L = 0) doublet, while the first excited
state is a P-wave (L = 1) state with two values for the light quark angular momentum:
jq = 1/2, 3/2. When jq = 1/2, we have a doublet with J
P = 0+, 1+, which corresponds
to the D′1 and D
∗
0 states , while when jq = 3/2 we have a doublet with J
P = 1+, 2+:
the D1 and D
∗
2 states. Conservation of parity and angular momentum conservation
dictate the allowed decays allowed for each state: the D1 and D
∗
2 states decay through
a D-wave and have small decay widths (Γ < 50 MeV), while the D′1 and D
∗
0 states decay
through an S-wave and are very broad (Γ > 250 MeV). The properties of the the D∗∗
states are summarized in Table 1.1.
Semileptonic B decays to the narrow D1 and D
∗
2 states have been studied by a
number of experiments [17, 18, 19, 20, 21, 22, 23, 24]; while the broad states D′1 and
D∗0 have been observed by the DELPHI [25], Belle [26] and Babar [27] experiments.
1.2.2 New Physics Scenarios
Effective Lagrangian
We outline a general way of parametrizing NP effects, based on the operator expansion
in the effective Lagrangian. The term effective refers to the fact that this parametriza-
tion is meant to capture the low energy features of new physics and is only valid up to
a certain energy scale. More specifically, the low energy behaviour of the new interac-
tions is assumed to be a contact interaction between four fermions, that hides the high
energy description of the interaction, in a fashion similar to the one used by Fermi to
first describe the weak interaction. In this framework, an Operator Product Expansion
(OPE) [28] is used to describe effects beyond the SM, in a model independent way.
The most general effective Lagrangian for the b→ cτ ν¯l transition that contains all
possible four-fermion operators of the lowest dimension, under the assumption that the
neutrinos are left-handed, can be written as
Leff = −2
√
2GFVcb
∑
l=e,µ,τ
[
(δlτ + C
l
V1
)OlV1 + C lV2OlV2 + C lS1OlS1 + C lS2OlS2 + C lTOlT
]
,
(1.28)
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q q
τ+
ντ
H±
B D(∗)
(a) Charged Higgs (H±)
b c
q q
ντ
τ+
LQ
B D(∗)
(b) Leptoquark (LQ)
Figure 1.4: Feynman diagrams for NP contributions to the the semileptonic decay
B → D(∗)τ+ντ .
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Table 1.1: Summary of the current status of B¯ → D∗∗`−ν¯` branching ratio measure-
ments, quoted as B±stat±sys (%), as well as the combinations from the Belle and Babar
experiments.
Belle [20] BaBar[22, 21] Average[10]
B (B+ → D¯′01 `+ν`)× B (D¯′01 → D∗−pi+) < 0.07 0.27±0.04±0.05 0.27±0.04±0.05
B (B0 → D′−1 `+ν`)×B (D′−1 → D¯∗ 0pi−) < 0.5 0.31±0.07±0.05 0.31±0.07±0.05
B (B+ → D¯∗ 00 `+ν`)×B (D¯∗ 00 → D−pi+) 0.24±0.04±0.06 0.26±0.05±0.04 0.25 ± 0.05
B (B0 → D∗−0 `+ν`)× B (D∗−0 → D¯0pi−) 0.20±0.07±0.05 0.44±0.08±0.06 0.30 ± 0.12
B (B+ → D¯01`+ν`)× B (D¯01 → D∗−pi+) 0.42±0.07±0.07
0.297±0.017±0.017
0.29±0.03±0.03
0.303± 0.020
B (B0 → D−1 `+ν`)× B (D−1 → D¯∗ 0pi−) 0.54±0.19±0.19 0.27±0.04±0.03 0.280± 0.028
B (B+ → D¯∗ 02 `+ν`)×B (D¯∗ 02 → D−pi+) 0.22±0.03±0.04
0.142±0.015±0.015
0.15±0.02±0.02
0.153± 0.016
B (B+ → D¯∗ 02 `+ν`) × B (D¯∗ 02 →
D∗−pi+)
0.18±0.06±0.03
0.087±0.011±0.007
0.15±0.02±0.02
0.101± 0.024
B (B0 → D∗−2 `+ν`)× B (D∗−2 → D¯0pi−) 0.22±0.04±0.04 0.110±0.017±0.008 0.121± 0.033
B (B0 → D∗−2 `+ν`)×B (D∗−2 → D¯∗ 0pi−) < 3.0 0.068±0.012±0.05 0.068± 0.012
where the four-Fermi operators are defined as
OlV1 = c¯LγµbL τ¯LγµνLl , (1.29)
OlV2 = c¯RγµbR τ¯LγµνLl , (1.30)
OlS1 = c¯LbR τ¯RνLl , (1.31)
OlS2 = c¯RbL τ¯RνLl , (1.32)
OlT = c¯RσµνbL τ¯RσµννLl , (1.33)
and C lX (X = V1,2, S1,2, T ) denote the Wilson coefficients of the operators OlX , which
in the SM are set to 0. The neutrino flavour is represented by l and all flavours are
considered, l = e, µ or τ .
The general approach for the assessment of the compatibility of NP is to vary each
operator and see how the new resulting decay rates predicted by the theory agree with
the experimental values. Different families of NP models correspond to specific choices
of the Wilson coefficients of Equation 1.28, and in following sections we outline two of
most popular NP scenarios commonly used to explain the anomalies in b→ cτ ν¯l.
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Table 1.2: Parameters ξd,u in each type of 2HDMs.
Type I Type II Type X Type Y
ξd cot
2 β tan2 β −1 −1
ξu − cot2 β 1 1 − cot2 β
2HDM
The SM relies on the minimal choice of a single scalar doublet that, acquiring a vac-
uum expectation value (VEV), gives masses to all the particles (except the neutrino)
contained in the SM. Hence, one natural direction towards constructing behind-the-SM
scenarios is to extend the SM scalar sector.
The simplest extension of this type is the two Higgs-doublet model (2HDM)[29],
which has received a lot of attention mainly because the minimal supersymmetric Stan-
dard Model (MSSM) relies on it [30]. 2HDM scenarios have also been investigated to
look for additional sources of CP violation for generating baryon asymmetry of the
universe of sufficient size [31].
This model contains two complex doublets of scalar fields, H1 and H2. Three of
the resulting eight degrees of freedom are used by the Goldstone bosons to provide the
longitudinal modes of the bosons W± and Z, that become massive. As a consequence,
five physical Higgs bosons remain: three neutral ones h1, h2, h3 and two charged ones
H±.
In the 2HDM, the relevant Wilson coefficients introduced in Eq. (1.28) are given by
CτS1 = −
mbmτ
m2
H
±
ξd , C
τ
S2
= −mcmτ
m2
H
±
ξu . (1.34)
where m
H
± , mb, mc and mτ represent the masses of the charged Higgs boson, b quark,
c quark and tau, respectively. The parameters ξd and ξu are presented in Table 1.2.
The ratio of two VEVs is defined as tan β = v2/v1, where vi denotes the vacuum
expectation value (VEV) of Hi, and is an important parameter of the theory, as shown
in the following sections.
Several types of 2HDM models exist: in type I, all masses of quarks and leptons
are obtained by the VEV of H2. In type II, H2 provides mass to the up-type quarks,
while H1 provides mass to the down-type quarks and leptons. In type X, quark and
lepton obtain their mass from H2 and H1 respectively. Finally, in type Y H1 provides
the masses of the down-type quarks, while other fermions obtain their masses from H2.
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2HDM - Type II
We will use the type II 2HDM (2HDM-II) to show how the decay rates for B¯ →
D(∗)τ−ν¯τ are affected by the charged Higgs contribution. A Feynman diagram for
the B¯ → D(∗)τ−ν¯τ decay mediated by a charged Higgs is shown in Figure 1.4a. The
matrix element created by the additional 2HDM-II Lagrangian terms that affect B¯ →
D(∗)τ−ν¯τ decays are
MλτλM (q
2, θτ ) =
GFVcb√
2
L′λτ
[
tan2 β
mbmτ
m2
H
± − q2H
′λτ
R +
mcmτ
m2
H
± − q2H
′λτ
L
]
(1.35)
The square of∼ tan β/m2
H
± enhances the 2HDM contributions to the matrix element
of Equation 1.35, which is also proportional to the masses of the quarks and leptons that
participate in the H± mediation. For this reasons, B¯ → D(∗)τ−ν¯τ decays are affected by
NP contributions by a factor of of (mτ/mµ)
2 ≈ 280 more than the B¯ → D(∗)`−ν¯` decays.
The leptonic and hadronic currents due to the charged Higgs mediation are defined
as
L′λτ (q2, θτ ) ≡ 〈τ(pτ , λτ )ν¯τ (pν)| τ¯(1− γ5)ντ |0〉 ,
H ′λMR,L (q
2) ≡ 〈M(pM , λM)| c¯(1± γ5)b |B¯(pB)〉
(1.36)
where the upper sign is for R and the lower sign for L. It is possible to rewrite these
currents in terms of the SM scalar currents (λW = s) as
L′λτ =
√
q2
mτ
Lλτs
H ′sR,L =
√
q2
mb −mc
H ′ss
H ′0R,L = ±
√
q2
mb +mc
H ′0s
H ′±R,L = 0
(1.37)
To differentiate the hadronic currents that contribute to B¯ → Dτ−ν¯τ (λD = s) and to
B¯ → D∗τ−ν¯τ (λD∗ = ±, 0), the helicity of the D(∗) meson is specified. The currents
with zero helicity are the only ones that contribute, given that the charged Higgs is a
scalar (spin 0).
It is possible to express the total 2HDM scalar current as a function of the SM
current as
H2HDMs ≡ HSMs ×
(
1− tan
2 β × q2
(m2
H
± − q2)(1∓mc/mb)
+
q2
(m2
H
± − q2)(mc/mb ∓ 1)
)
(1.38)
where the upper sign is for B¯ → Dτ−ν¯τ decays and the lower sign for B¯ → D∗τ−ν¯τ decays.
For values of m
H
± larger than 15 GeV/c2 the average q2 value is about 8 GeV/c2 , which
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means m2
H
±  q2. The region for m2
H
± ≤ 15 GeV/c2 has already been excluded by
B → Xsγ measurements [32, 33], so that the following approximate expression can be
used
H2HDMs ≈ HSMs ×
(
1− tan
2 β
m2
H
±
q2
1∓mc/mb
)
(1.39)
To give an expression for R(D(∗)) in the 2HDM-II as a function of tan β/m
H
± , it
is possible to substitute HSMs for H
2HDM
s in Equation 1.24. By discarding the NP
dependence of the denominator in Equation 1.26 as negligible, the values of R(D(∗)) in
the 2HDM follow a parabola in the variable tan2 β/m2
H
±
R(D(∗))2HDM = R(D
(∗))SM + AD(∗)
tan2 β
m2
H
±
+B
D
(∗)
tan4 β
m4
H
±
(1.40)
The impact of a charged Higgs is larger on R(D) than on R(D∗), as a consequence
of the fact that B¯ → D∗τ−ν¯τ decays receive contributions from the hadronic currents
H±, which weaken the NP contribution affecting only H
2HDM
s .
As shown in Figure 1.5, the values of R(D(∗))decrease until the charged Higgs
contribution to H2HDMs equals the SM contribution, which happens at tan β/mH± ∼
0.1 c2/GeV for B¯ → Dτ−ν¯τ decays and at tan β/mH± ∼ 0.2 c2/GeV for B¯ → D∗τ−ν¯τ decays.
For large values of tan β/m
H
± , the charged Higgs contribution completely dominates
and R(D) and R(D∗) increase rapidly. Based on several theoretical works and their
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Figure 1.5: Values of R(D) (left) and R(D∗) (right) in the 2HDM-II as a function of
the tan β/m
H
± parameter ratio, obtained using the flavio package [34].
experimental data, the BaBar collaboration shows that the 2HDM-II is excluded at
99.8% confidence level (CL) [35]. Interestingly, Belle’s results are compatible with the
2HDM-II in the tan β/m2
H
± region around 0.45 c2/GeV and zero [36].
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Leptoquarks
Leptoquarks (LQs) are new scalar and vector bosons that provide a unified description
of quarks and leptons as an extension of the SM, since they decay into a quark and a
lepton. Their properties are non-zero baryon and lepton numbers, color, and have a
fractional electric charge.
It is possible to reduce the number of possible LQ states, and arrive at the conclusion
that only ten LQ models are invariant under the SM gauge group. Among them, six
LQ bosons are relevant for the process b → cτ ν¯ [37]. Since LQs would couple to the
two quarks and two leptons in the process, they could be good candidates to explain
the R(D(∗)) anomalies. A Feynman diagram for the B¯ → D(∗)τ−ν¯τ decay mediated by
LQs is shown in Figure 1.4b.
One finds the general Wilson coefficients for all possible types of leptoquarks con-
tributing to the b → cτ ν¯ process at the energy scale µ = MX (where X represents a
leptoquark) are
C lV1 =
1
2
√
2GFVcb
3∑
k=1
Vk3
gkl1Lg23∗1L
2M2
S
1/3
1
− g
kl
3Lg
23∗
3L
2M2
S
1/3
3
+
h2l1Lh
k3∗
1L
M2
U
2/3
1
− h
2l
3Lh
k3∗
3L
M2
U
2/3
3
 , (1.41a)
C lV2 =0 , (1.41b)
C lS1 =
1
2
√
2GFVcb
3∑
k=1
Vk3
−2gkl2Lg23∗2R
M2
V
1/3
2
− 2h
2l
1Lh
k3∗
1R
M2
U
2/3
1
 , (1.41c)
C lS2 =
1
2
√
2GFVcb
3∑
k=1
Vk3
−gkl1Lg23∗1R
2M2
S
1/3
1
− h
2l
2Lh
k3∗
2R
2M2
R
2/3
2
 , (1.41d)
C lT =
1
2
√
2GFVcb
3∑
k=1
Vk3
gkl1Lg23∗1R
8M2
S
1/3
1
− h
2l
2Lh
k3∗
2R
8M2
R
2/3
2
 , (1.41e)
where hij and gij are the dimensionless couplings; S1, S3, and R2 are scalar leptoquark
bosons; U1, U3, and V2 are vector leptoquark bosons; the index i (j) indicates the
generation of quarks (leptons); and Vk3 denotes the CKM matrix elements. The LQ
electric charge is denoted by its upper index. These six leptoquark bosons (S1, S3, R2,
U1, U3, and V2) can contribute to B¯ → D(∗)τ ν¯.
As can be seen in Equations (1.41a)-(1.41e), several leptoquark bosons with several
combinations of the couplings can contribute to b→ cτ ν¯l. Those contributions can be
classified as
• C lS2 = −4C lT mediated by S1 boson with nonzero value of (g1Lg∗1R),
• C lS2 = 4C lT by R2 boson with (h2Lh∗2R),
• C lV1 by S1, S3, U1, or U3 bosons with (g1Lg∗1L), (g3Lg∗3L), (h1Lh∗1L), or (h3Lh∗3L),
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• C lS1 by U1 or V2 bosons with (h1Lh∗1R) or (g2Lg∗2R).
To evaluate the effects on the observables R(D) and R(D∗), the running effect of
C lY (µ) (Y denotes the types of the effective operators) from µ = MX to µ = µb, where µb
is the mass scale of the bottom quark, must be taken into account. A scale dependence
in the scalar S1,2 and tensor T currents exist and is approximately evaluated as
CS1,2(µb) =
[
αs(mt)
αs(µb)
]− 12
23
[
αs(mLQ)
αs(mt)
]− 4
7
CS1,2(mLQ) , (1.42)
CT (µb) =
[
αs(mt)
αs(µb)
] 4
23
[
αs(mLQ)
αs(mt)
] 4
21
CT (mLQ) , (1.43)
where αs(µ) is the running QCD coupling at a scale µ.
The branching ratios of B¯ → D(∗)τ ν¯ can be calculated, given hadronic form factors
that are precisely estimated with use of the heavy quark effective theory. The formulae
in terms of the helicity amplitudes are found, e.g., in References [38, 39].
1.3 Measurement Motivation
Semileptonic B-mesons decays are well understood in the SM and, as a consequence,
they offer good opportunities for testing the SM by using experimental data. As dis-
cussed in the previous section, several NP models, such as charged Higgs and lepto-
quarks, could mediate the b → cτ ν¯ process. Therefore, B¯ → D(∗)τ−ν¯τ is an optimal
candidate to search for NP effects. A Feynman diagram for this decay is shown in
Figure 1.3.
The experiments Belle, BaBar and LHCb have found that measured values for the
branching fraction ratios
R(D) = B (B¯ → Dτ
−ν¯τ )
B (B¯ → D`−ν¯`)
(1.44)
and
R(D∗) = B (B¯ → D
∗τ−ν¯τ )
B (B¯ → D∗`−ν¯`)
, (1.45)
exceed the SM expectation values in a consistent way, where ` refers to both electrons
and muons, and the notation D(∗) is used to refer to both the D and D∗ states.
As shown in the previous Sections, the calculation of the SM values of R(D) and
R(D∗) are straightforward, and the most recent predictions for these ratios are [40]
R(D)SM = 0.299± 0.003 (1.46)
R(D∗)SM = 0.258± 0.005, (1.47)
while the world averages for the experimental results prior to this analysis are [40]
R(D)exp = 0.407± 0.039± 0.024 (1.48)
R(D∗)exp = 0.306± 0.013± 0.007. (1.49)
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Figure 1.6: Theoretical SM expectation for the R(D) and R(D∗) ratios are compared
with all experimental results and their average, as of June 2018 [40].
The statistical significance of the world average discrepancy with the SM predictions is
∼ 2.3σ and ∼ 3.0σ for R(D) and R(D∗) respectively, while the discrepancy accounts to
3.9σ when combining the results of the R(D) and R(D∗) analysis. Both experimental
and theoretical values for the R(D) and R(D∗) ratios are displayed in Figure 1.6, and
their numerical values are listed in Table 1.3.
1.3.1 Procedure outline
Our goal is to measure the R(D) and R(D∗) ratios defined in Equations 1.44 and 1.45.
We define the B¯ → D(∗)τ−ν¯τ decay as the signal mode and the B¯ → D(∗)`−ν¯` decay as
the normalization mode.
At Belle B-mesons are produced in pairs through the decay of the Υ(4S ) resonance,
produced in e+e− collisions at a known center-of-mass (CM) energy. The reconstruction
of one B-meson is the role of the tagging and, as a consequence, we refer to this B-meson
as the Btag . Even though the Btag will not be explicitly used for the final measurement
extraction, it ensures one half of the full Υ(4S ) is well reconstructed, therefore limiting
the degrees of freedom of the reconstruction of the remaining B-meson and increasing
the chances it will be reconstructed correctly. Indeed, we reconstruct the other B-meson
in the event in the B¯ → D`−ν¯` and B¯ → D∗`−ν¯` channels where `− = µ− or e−, and we
call this B-meson the Bsig . We apply a series of selection criteria to make sure we are
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left only with Bsig candidates that are likely to be either the signal or the normalization
mode.
Owing to its short lifetime (2.906(10) × 10−13 s), the τ lepton has a flight mean
length of only 87 µm, which means that it decays inside the beam pipe, before reaching
any subdetector. Its large mass, 1.78 GeV/c2 allows for hadronic decays, which make
up for around 65 % of the total branching ratio, however we only consider the cleaner
leptonic τ decays such as τ− → `−ν¯`ντ . In these decays the final state particles of signal
and normalization modes are the same, and, as a consequence, the same reconstruction
and selection procedure is applied to both modes.
By measuring the ratio of these two modes we eliminate many sources of systematic
uncertainties for the measurement, and therefore increase the power of the compatibil-
ity test with SM predictions. On the experimental side, this results from similarities
between the kinematics of the decay products of signal and normalization modes, up to
the differences introduced by the fact that the τ lepton is heavier than the light leptons,
this corresponds to a cancellation of experimental efficiency uncertainties between the
two modes. On the theoretical side, this is due to cancellation of factors such as |Vcb|
in the ratio, since it is present in both the signal and normalization mode decay rates.
The ratio measurements also lead to a partial cancellation of theoretical uncertainties
related to hadronic effects.
Using Monte Carlo simulation samples we build Probability Distribution Functions
(PDFs) for all relevant categories of events that end up in our Bsig sample, that is
signal, normalization and various backgrounds events. We extract the number of signal
and normalization events reconstructed in the data sample by finding the best fit of
the PDFs yields that represents the measured data sample, and by scaling it to the full
branching ratios using efficiency factors, we can finally measure R(D) and R(D∗).
1.4 Previous Measurements
Between 2007 and 2010 several measurements from the Belle and BaBar experiments
found evidence for the B¯ → Dτ−ν¯τ and B¯ → D∗τ−ν¯τ decays and provided the first
measurements for R(D) and R(D∗)I˙n 2012 BaBar produced a measurement of R(D)
and R(D∗) using an hadronic tag, which showed a large discrepancy with the SM
predictions, of 2.0σ and 2.7σ respectively [41]. In 2015 Belle conducted the same mea-
surement, which, despite having a smaller combined significance of 1.8σ, also showed a
similar excess to the one seen by BaBar [36]. In 2016 Belle performed a semileptonic
tag study that was limited to R(D∗+) and once again saw an excess for R(D∗), of 1.6σ.
Due to the difficulty in reconstructing of electrons at LHCb, they only used the
the muonic channel τ+ → µ+νµν¯τ for a first measurement in 2015, which showed a 2σ
discrepancy with the SM [42]. On the other hand, a subsequent measurement that used
the hadronic τ− → pi+pi−pi−(pi0)ντ was performed in 2018 and found to be compatible
with the SM within 1σ [43].
All these measurements are limited by the statistical sizes of the experimental
20 CHAPTER 1. INTRODUCTION
datasets and therefore are not particularly significant if taken singularly. However
when combined in the world average they produce a discrepancy of 3.9σ with the SM
predictions [40].
Results for the previous measurements of the ratios R(D) and R(D∗) are summa-
rized in Table 1.3. Notably, more studies have focused on R(D∗) than on R(D) and
in particular, no measurement that uses a semileptonic tag has ever been performed
for R(D). This thesis will focus on a semileptonic tag and will perform simultaneous
measurements of R(D) and R(D∗) using the Belle dataset, which allows to extract
their correlations and provide information about their potential disagreement with the
SM predictions in the 2D plane R(D) vs R(D∗).
Table 1.3: Summary of the previous measurements for R(D) and R(D∗) produced by
the B-factories Belle and BaBar, and by LHCb, together with the world average and
the SM expectations provided by the HFLAV group. The first error is statistical and
the second one is systematic.
Experiment
Integrated
luminosity
Tag τ mode R(D) R(D∗)
BaBar 12 [41] 433 fb−1 Hadr `νν 0.440± 0.058± 0.042 0.332± 0.024± 0.018
Belle 15 [36] 711 fb−1 Hadr `νν 0.375± 0.064± 0.026 0.293± 0.038± 0.015
LHCb 15 [42] 3 fb−1 - `νν - 0.336± 0.027± 0.030
Belle 16 [44] 711 fb−1 Semilep `νν - 0.302± 0.030± 0.011
Belle 17 [45] 711 fb−1 Hadr piν, ρν - 0.270± 0.035± 0.027
LHCb 18 [43] 3 fb−1 - 3pi - 0.291± 0.019± 0.029
Average [40] 0.407± 0.039± 0.024 0.306± 0.013± 0.007
SM [40] 0.299± 0.003 0.258± 0.005
1.4.1 Previous Belle Semileptonic Tag Analysis
The previous Belle analysis that used a semileptonic tag to measure R(D∗) was lim-
ited to the B¯0 → D∗+`−ν channel for both the signal side and the tag side [44]. In
addition, signal side and tag side reconstruction were identical and only the variable
cos θ
B,D
(∗)
`
(presented in Section 3.2.1) was used for selection of correctly reconstructed
Btag candidates. This analysis extends the study not only to B
− → D∗0`−ν decays
for R(D∗), which are more difficult to measure due to the lower purity of the D∗0
sample, but also measures R(D). Moreover, the tag channels are extended to include
both B¯ → D`−ν¯` and B¯ → D∗`−ν¯` decays which ensures a larger signal reconstruc-
tion efficiency and stronger statistical significance. The tag reconstruction is performed
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by a dedicated algorithm that relies on multivariate analysis methods. As a conse-
quence, we have access to a much more efficient method to select well reconstructed
Btag candidates, namely the classifier output, which can be combined with the variable
cos θ
B,D
(∗)
`
.
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Chapter 2
Experimental Apparatus
2.1 KEKB Accelerator
The KEKB accelerator [46, 47] was located in Tsukuba, Japan, and provided beams of
electrons and positrons with asymmetric energies of 8 and 3.5 GeV respectively. The
electrons are evaporated off a filament, accelerated to 8 GeV in the Linear Accelerator
(LINAC) and then injected into the electron ring. Part of the electron beam is di-
verted into a target where electron-positron pairs are produced. Upon their separation
from the companion electrons, the positrons are accelerated to 3.5 GeV and injected
into the positron ring. Electrons and positrons are then grouped into bunches spaced
approximately 60 cm apart, a distance that corresponds to about 2 ns in time.
The resulting center-of-mass (CM) energy was
√
s = 10.58 GeV, which corresponds
to the Υ(4S ) resonance. This resonance is a bound state of a b and a b¯ quark and
it decays almost exclusively to a pair of B-mesons (with a branching fraction greater
than 96%). Thus, these e+e− experiments are known as B-factories. Almost all the
energy apart from a 20 MeV excess, is used for the mass of the B-mesons, so that in
the CM frame they are produced almost at rest. Given that the main goal of the Belle
experiment was to perform a time-dependent analysis of CP violation in the B-meson
sector, which involves the measurement of the position of B decay vertices and the
determination of their flight times, it was necessary to have B-meson vertices displaced
from the interaction point (IP). In order to achieve this requirement, the B-mesons
particles were boosted. Indeed, the choice of asymmetric energies provides a Lorentz
boost in the CM system of βγ = 0.425, defined as
βγ =
E− − E+
2
√
E−E+
, (2.1)
where E−, E+ are the energies of the electron and positron beams, respectively.
The resulting mean distance between the B decays vertexes, ∆z, along the beam
direction was equal to 200 µm, with a corresponding time distance ∆t = ∆z/βγc. The
23
24 CHAPTER 2. EXPERIMENTAL APPARATUS
34 Experimental Apparatus
RF
RF
RF
RF
RF RF
W
IG
GL
ER
W
IG
GL
ER
High Energy Ring (HER)
for Electron
Low Energy Ring (LER)
for Positron
Tsukuba area
Ni
kk
o a
rea
Oh
o a
rea
Fuji area
8GeV
Electron 3.5GeV
Positron
Linac
LER
HER
HER LER
Interaction Region
e+ / e−
Figure 2.1: Schematic diagram of the KEKB electron and positron storage rings
and the linac that feeds them. The Belle detector is located at the Tsukuba area and
surrounds the Interaction Region.
Figure 2.1: Schematic diagram of the KEKB electron (high energy) and positron (low
energy) storage rings and the Linac that feeds them. The Belle detector is located at
the Tsuk ba area and surrounds the Interaction Region.
instantaneous luminosity of an accelerator is defined as
L =
Nbne−ne+f
Aeff
, (2.2)
where n
e
− and n
e
+ represent the numbers of electrons and positrons in each particles
bunch respectively, the number of bunches is given by Nb, the circulation frequency is
given by f , and Aeff is the cross-section of the overlapping transverse area of the beams
measured at the IP. The design goal for the instantaneous luminosity of the KEKB
accelerator was L = 1.0 × 1034cm−2 s−1, which translates into a production rate of 10
BB¯ pairs per second. This expectation was largely exceeded, setting the world record
for the instantaneous luminosity of an e+e− collider at L = 2.1× 1034cm−2 s−1.
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Figure 2.4: A definition of the coordinate system used when describing the Belle
detector.
Figure 2.5: A cross section and side view of the beam pipe.
Figure 2.2: The coordinate system used when describing the Belle detector and direc-
tional parameters.
2.2 Belle Detector
The Belle detector [48] was a multi-purpose detector with a solid angle acceptance of
4pi, made of several components, each of them with a specific task for the reconstruction
and identification of the particles that are produced in the collisions. The schematic
longitudinal cross-section of the Belle detector is shown in Figure 2.3. Each compo-
nent’s location has been chosen to best serve its purpose. The detector is divided into
the barrel part and the forward and backward endcaps. The location of the forward
(backward) part is defined by direction of the incoming e− (e+) beam.
The coordinate system for the Belle detector is defined in Figure 2.2. In this coor-
dinate system, the z-axis runs along the beam line and is in the opposite direction of
the e+ beam, the y-axis is vertical and points upward, while the x-axis horizontal, with
its positive direction pointing away from the centre of the accelerator ring. The polar
angle θ is measured from the positive z-axis, while the azimuthal angle φ is measured
from the positive x-axis and lies in the xy plane. The radial dimension r lies in the xy
plane and is measured as r =
√
x2 + y2.
The Belle experiment has been designed to seach for CP violation in the B-meson
decays. In addition, its physics program also included the precise measurements of
decays of bottom mesons, charm mesons and τ leptons. It also searched for forbidden
or rare processes in the SM.
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Belle started the data taking in June 1999. Thereafter, for 6-9 months of every
year data taking was continuous until June 2010, which marks the final shutdown of
the experiment. The dataset is divided in Experiments, where each Experiment started
after a major shutdown. The first version of the Silicon Vertex Detector was used for
recording Experiments 7 - 27, while the rest is recorded with the second version [49].
The Belle detector is shown in the photographs of Figure 2.4.
2.2.1 Beam Pipe
The beam pipe contains the IP of the electron and positron beams. Its volume de-
termines the distance of the closest SVD layer, and therefore it has to be carefully
designed. The beam pipe consists of a double-wall beryllium cylinder, with an inner
radius of 20 mm and an outer radius of 23.5 mm, where each wall is only 0.5 mm thick,
and helium gas for cooling circulates in the inner gap of 2.5 mm, to counterbalance the
heat produced by beam effects. The outer cylinder is covered with a 20 µm thick gold
foil to reduce background from synchrotron radiation. In 2003 the beam was upgraded
to have an outer radius of 15 mm and a gold foil plating of 10 µm. A detailed descrip-
tion of the beam pipe is given in Ref. [48]. A cross section and side view of the beam
pipe is shown in Figure 2.5.
2.2.2 Silicon Vertex Detector
The innermost component, the Silicon Vertex Detector (SVD), has the role of recording
accurate information about the first length of charged tracks, with the goal of providing
the fundamental building blocks for the reconstruction of the decay vertices. This
component is thus fundamental for all time-dependent analyses, which rely on knowing
the decay coordinates and hence the decay time of the B-mesons. With the Lorentz
boost provided by the asymmetric beam energies of the KEKB accelerator, the decay
length difference between two B-mesons is about 200 µm, which is measurable by the
SVD, since it provides a resolution of 100 µm for the z-vertex position.
The SVD is composed of several layers of double-sided silicon-strip detectors (DSSDs),
which are depleted pn-junctions ionized by the passage of charged particles. The p+
and n+ strips are located in directions parallel and perpendicular to the beam line,
respectively, therefore providing a measurement of the track in the rφ and z directions.
The first version of the SVD, labeled SVD1, was used from 1999 to 2003, and
consisted of three layers of DSSDs. Subsequently, the diameter of the beam pipe was
reduced, allowing for hit measurements closer to the IP and one layer of the DSSDs
was added to the SVD, which was then called SVD2, see Figure 2.6. Coincidentally
the angular coverage of the SVD was improved to reach a range of 17◦ < θ < 150◦.
The radii of the 4 layers SVD2 are 20, 43.5, 70 and 80 mm. This upgrade led to an
improvement in the z-vertex resolution of low-momentum tracks of about 20% with
respect to SVD1. Since the luminosity of the KEKB accelerator increased after the
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Figure 2.3: At the top (bottom) : longitudinal (transverse) cross sections of the Belle
detector [49].
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Figure 2.4: The Belle detector is shown in the Tsukuba detector hall on the left. The
detector is shown from the beamline view on the right. From the inner to the outer
part, the CDC end flange, ACC PMT’s, ECL modules and the KLM modules are shown.
[49].
Figure 2.5: A cross section and side view of the beam pipe.
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Figure 2.6: Detector configuration of the SVD. [50]
SVD2 installation, the vast majority of the Belle data (85%) was recorded with SVD2.
2.2.3 Central Drift Chamber
The Central Drift Chamber (CDC) serves the purpose of measuring the charged particle
tracks and provide energy loss information to help distinguishing the type of charged
particle that crossed its volume. Low-momentum tracks, which do not reach the particle
identification (PID) system, can be identified using only the CDC. The momentum is
measured by exploiting the curvature of the particle’s trajectory which is caused by a 1.5
T solenoid. The CDC surrounds the SVD, with an angular coverage of 17◦ < θ < 150◦,
a length of 2.4 m, and inner and outer radii of, respectively, 83 mm and 888 mm. Its
geometry shows an asymmetry in the z-direction to account for the Lorentz boost of
the beams. The layout of the CDC can be seen in Figure 2.7.
The working principle of the CDC is that any charged particle will ionize the gas
mixture that fills it (50% He and 50% C2H6). Electrons and ions in the gas will then
drift toward charged wires which are present in large number. The strong electric field
in proximity of the wires causes an avalanche effect that increases the signal recorded
by the wires. The CDC has a total of 8400 drift cells. The wires run in two directions
to provide hit information with rφ and z coordinates, which, as is the case for the SVD
hits, will be processed and assembled by dedicated track finding algorithms. The cell
structure and the arrangement are shown in Figure 2.8.
The information from the electric signal recorded by the wires can be used to the
measure the energy loss of the charged particle, and is combined with the theoretical
knowledge of energy loss for velocity-dependent particles (Bethe-Bloch formula) to pro-
vide good separation between kaons and pions up to particle momenta of approximately
1.5 GeV/c2 . Figure 2.9, shows a plot of dE/dx versus momentum for experimental
data. A particle’s energy loss is dependent on its boost, for a given momentum. Hence,
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Figure 2.7: Geometrical layout of the CDC [48].
dE/dx will differ between particle types and can be used for particle identification. The
separation between kaons, pions, protons and electrons is shown in Figure 2.9.
2.2.4 Aerogel Cherenkov Counter
The Aerogel Cherenkov Counter (ACC) provides useful information to distinguish kaons
from pions by using fine mesh-type photomultiplier tubes (PMTs) to measure the light
of the Cherenkov cone, which is produced when a charged particle travels in a medium
with a velocity larger than that of light in the same medium. The effective momentum
range for the kaon/pion separation is 1.2 GeV/c < p < 3.5 GeV/c , thus complementing
the energy loss information from the CDC. Mathematically, we can set the relationship
n >
1
β
=
√
1 +
(
m
p
)2
, (2.3)
which defines the condition for the emission of Cherenkov light for a particle with mass
m, momentum p, and velocity β, when n is the refractive index of the medium. In
particular, the Cherenkov threshold of electron is a few MeV/c order while that of pion
is between 0.5 and 1.0 GeV/c , depending on the refractive index. The ACC threshold
counters cover a polar angle of 33.3◦ < θ < 127.9◦ in the barrel, and 13.6◦ < θ < 33.4◦
in the forward endcap 2.10. The barrel (endcap) part comprises 60 (12) identical sectors
in the φ direction, and 16 (19) modules can be found in each sector. One module has a
typical size of approximately 120× 120× 120 mm3, and is occupied by a silica aerogel
radiator. One or two fine-mesh PMT(s) read out each counter to detect Cherenkov
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Figure 2.8: Cell structure and arrangement of wires in the CDC [48].
Figure 2.9: A plot of dE/dx versus momentum for experimental data. The mean dE/dx
is shown as a function of momentum for several particle species.
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Figure 2.10: Arrangement of the ACC modules [48].
light in an axial magnetic field of 1.5 T.
2.2.5 Time-of-Flight Counter
The Time-of-Flight (TOF) counter measures the time difference between the collision
of the beams and the instant where a charged particle crosses its volume. Combined
with the determination of the momentum performed by the CDC, this measurement of
the time-of-flight, T, allows us to determine the mass of the particle, m, by using the
equation:
m =
p
c
√(
cT
L
)2
− 1, (2.4)
where p is the momentum of the particle and L is the distance traveled by the particle
on its helical path from the interaction point to the TOF.
The TOF system consists of a barrel of 128 plastic scintillator counters and provides
particle identification for particles below 1.2 GeV/c2 . Since the TOF has a very short
time resolution, around 100 ps, it is also used as a signal for the trigger system. Two
TOF counters and one thin trigger scintillation counter (TSC) can be found in each
module. The TOF counter is read out at both ends by fine-mesh PMTs. The angular
acceptance is 33◦ < θ < 121◦. 0.28 GeV/c is the minimum transverse momentum
necessary to reach a TOF counter.
2.2.6 Electromagnetic Calorimeter
The Electromagnetic Calorimeter (ECL) collects and measures the energy deposited
by charged particles and photons. The ECL consists of 8736 Thallium-doped Caesiu-
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Figure 2.11: The Belle Electromagnetic Calorimeter [48].
miodide (CsI(Tl)) crystal counters. The cylindrical CsI(Tl) crystals are 30 cm long,
which is equivalent to 16.2 radiation lengths, and point towards the IP. The ECL is
composed of barrel and end cap parts. The barrel consists of 6624 crystals and the end
caps contain 1152 (960) crystals in the forward (backward) directions. The scintillation
light produced by particles in the crystals is detected with silicon photodiodes. The
angular coverage of the ECL is 17◦ < θ < 150◦ (total solid-angle coverage of 91% of
4pi) and its geometry is shown in Figure 2.11.
The ECL energy resolution varies from 4% at 100 MeV to about 1.6% at 8 GeV. Such
an energy and angular resolution provides a pi0 mass resolution equal to approximately
4.5 MeV/c2 . The ratio of the ECL shower energy to the track momentum, E/p, is a
fundamental parameter used for electron/hadron separation.
Electrons and photons deposit their energy in the crystals producing electromagnetic
showers via bremsstrahlung and pair production. Also heaver particles like pions, muons
and kaons deposit energy in the ECL, however they will do so less effectively. As
a consequence, the ratio E/p will be close to unity for electrons but small for other
particles, therefore introducing an additional electron identification method.
2.2.7 Superconducting Solenoid Magnet
The superconducting solenoid magnet is 4.4 m in length and 3.4 m in diameter. It has
a 1.5 T magnetic field points which in the z-direction and permeates all subdetectors
that within its volume, namely all components except for the KLM. The coil is made of
a single layer Niobium-Titanium-Copper (NbTi/Cu) alloy that is located in a high pu-
rity aluminum stabilizer, cooled down to superconducting temperatures by circulating
liquid helium. The purpose of the magnetic field is to bend the trajectories of charged
particles, to allow for accurate measurements of their momentum as explained in the
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previous sections.
2.2.8 K0L and Muon Detector
The K0L meson and muon detector is embedded in the iron structure that supports the
entire detector. It is a sampling calorimeter that uses the layers of the iron structure as
interaction material for particles to cause the production of electromagnetic showers.
The iron layers are interspersed with layers of resistive plate counters (RPCs) that
are used to detect and measure these showers. The KLM is therefore able to provide
directional information for particles such as K0L mesons and muons but poor, unusable,
energy resolution.
Each RPC layer has two modules that comprise two glass-electrodes with a high
bulk resistivity (1010Ω cm) and a gas filled gap. A signal on the external read out strips
in the φ and θ directions is caused by a charged particle passing through the gap. These
signals can then be used to determine location and time of the ionization.
The K0L mesons deposit energy mainly in the KLM. Indeed, the 14 iron layers of
the KLM and provide 3.9 interaction lengths for K0L mesons, which add to the 0.8
interaction lengths provided by the ECL. As a consequence, a KLM cluster that is not
associated to a CDC track is identified as a K0L meson and mainly used as a veto.
Muons with large enough momentum (above ≈ 600 MeV/c2 ) are able to reach the
KLM and, having passed through the CDC, the combination of KLM cluster plus CDC
track provides a very strong identification criterion for muons.
2.2.9 Trigger and Data Acquisition
Since many signals recorded by the subdetectors do not originate from events that are
interesting for the scope of the experiment, and since the data acquisition system has
a finite input rate, it is important to discriminate against events that are not relevant.
For this reason only events that pass several criteria, or triggers, are retained, and
correspond to events such as e−e+ → Υ(4S ) → bb¯, e−e+ → qq¯, e−e+ → τ−τ+,
e−e+ → γγ, Bhabha scattering and others. The main sources of background events
are undesirable interactions between the electron-positron beams, collisions of a beam
particle with residual gas molecules or with the beam-pipe, and synchrotron radiation
from the beams. The cross-sections and corresponding rates for physical processes of
interest are listed in Table 2.1. Bhabha and two-photons events are recorded to measure
the instantaneous luminosity and to study the detector responses. However, the rates
of these processes are very large, which requires to prescale these trigger rates by a
factor ∼100.
At first, a Level-1 hardware trigger scans all the subdetectors, excluding the SVD,
and looks for fundamental signals for the relevant physics events, deciding whether to
keep the event within 2.2 µs of the beam crossing. A Level-3 software trigger operates
online with fast track reconstruction algorithms, to reject events where tracks originate
far from the IP or events with an energy higher than 3 GeV/c2 deposited in the ECL.
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Physics process Cross section (nb) Rate (Hz)
Υ(4S ) → bb¯ 1.1 12
uu¯(γ) 1.6 16
dd¯(γ) 0.4 4
dd¯(γ) 0.4 4
dd¯(γ) 1.3 13
µ+µ− + τ+τ− 1.6 16
Bhabha (θlab ≥ 17◦) 44 4.4a
γγ(θlab ≥ 17◦) 2.4 0.24a
2γ processes (θlab ≥ 17◦) ∼ 15 ∼ 35b
Total ∼ 67 ∼ 96
Table 2.1: Total cross section and trigger rates for a luminosity L = 1034 cm−2s−1 are
given for several Υ(4S) physics processes [48]. We use the superscript a to indicate
when values are pre-scaled by a factor 1/100 and superscript b to indicate the applied
threshold of pt ≥ 0.3 GeV/c .
The Level-3 trigger reduces the event rate by 50 ∼ 60%. and all events that pass this
trigger are written to storage. The efficiency for hadronic events after the Level-3 trigger
is more than 99%, while the total data rate is reduced by a factor two. Finally a further
selection of the events is performed oﬄine by a Level-4 trigger that processes the raw
data, applying light selection criteria and providing basic reconstruction algorithms,
like the calculation of track properties, as the first step for data analysis. The data size
is further reduced for specific physics processes, and the skimmed data are stored as
Mini-DST (MDST) files.
2.3 Particle Identification Algorithms
The particle identification at Belle exploits likelihood ratios [49]. Given a candidate
particle α, likelihoods for hadron identification are calculated based on dE/dx informa-
tion from the CDC (LCDCα ), time of flight from the TOF (L
TOF
α ) and the number of
photons from the ACC (LACCα ), respectively. Then, the likelihood ratios
L(α : β) =
LCDCα L
TOF
α L
ACC
α
LCDCα L
TOF
α L
ACC
α + L
CDC
β L
TOF
β L
ACC
β
(2.5)
are calculated and used for identification.
Practically, this means that pions (kaons) can be selected by requiring a low (high)
value of L(K : pi). Normally, the threshold used for the likelihood ratios is optimized
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Figure 2.12: The momentum coverage of each of the subdetectors used in charged
hadrons PID.
depending on the analysis requirements, as it is the case for this thesis. Figure 2.12
shows the momentum coverage of the different subdetectors used in hadrons PID.
For electron identification, LCDCα and L
ACC
α are used together with information from
the ECL (E/p, and transverse shower shape) in order to provide likelihood ratios. The
momentum dependence of averaged dE/dx and E/p for electrons and pions, and the
shower shape E9/E25 distributions for electrons and pions are shown in Figure 2.13.
For muon identification, reconstructed hits in the KLM are matched to the extrap-
olation of the track built using the CDC information. The difference ∆R between the
measured and expected range of the track, together with the χ2r constructed from the
transverse deviations of all hits associated to the track are used for this comparison.
∆R and χ2r are the two variables used to build PDFs for the likelihoods for the muon,
pion, and kaon hypotheses.
Finally, the likelihood ratio Lµ/(Lµ +Lpi +LK) is used as a discriminating variable.
The muon identification efficiency and fake rate as a function of momentum are shown
in Figure 2.14. The effect of momentum threshold, ∼ 600 MeV/c2 , necessary for muons
to reach the KLM is clearly visible in the plot. In particular, muons are also identified
with 90% efficiency (2% fake rate) for charged tracks with momenta larger than 0.8
GeV/c2 .
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(a) (b)
(c)
Figure 2.13: Mean dE/dx as a function of momentum (a), and E/p for electrons and
pions (b), and shower shape E9/E25 for electrons and pions (c). The shower shape is
defined as the ratio of energy deposit in 3× 3 counters (E9) and 5× 5 counters (E25)
surrounding a peak energy counter. This variable is used to parametrize the lateral
distribution of the ECL shower [51].
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Figure 2.14: Muon identification efficiency and fake rate as a function of momentum
[52].
Chapter 3
Event Reconstruction
3.1 Data Samples
3.1.1 Data
We analyze the full Υ(4S ) on-resonance Belle data sample with an integrated luminosity
of 711 fb−1, containing 772 × 106BB¯ pairs. We estimate the non-BB¯ background
contribution by analyzing the off-resonance data set with an integrated luminosity of
79 fb−1, recorded at
√
s = 10.52 GeV/c2 , i.e. 60 MeV/c2 below the on-resonance energy.
In order to reduce the computational time required by the analysis of the data sample,
events that are not relevant for the analysis are discarded by the HadronBJ skim, which
is one of the skims mainly used in Belle for analyses of B and charm mesons.
The HadronBJ skim requirements act mainly on track multiplicity and visible energy
[49]. The event must have at least 3 charged particle tracks with a transverse momentum
greater than 0.1 GeV/c that originate from the region around the interaction point,
a requirement defined by the criteria |∆r| < 2 cm and |∆z| < 4 cm. The track
parameters ∆z (∆r) describe the distance of the track’s origin in a direction along
(perpendicular to) the beam direction of the interaction point. In addition, the sum
of the energy of charged tracks and reconstructed photons (E∗vis) must be greater than
20% of the CM energy,
√
s. We use an asterisk to label all observables measured in
the CM frame. These two requirements allow for the complete rejection of beam gas
background and two-photon events. The requirements |∆r| ≤ 3.5 cm and |∆z| ≤ 1.5
cm for the primary vertex position of the event greatly help in reducing even more
the beam gas background. Radiative Bhabha and higher multiplicity QED events
are rejected by requiring that two or more ECL clusters are detected at large angle
(−0.7 < cos θ∗ < 0.9), the average ECL cluster energy to be smaller than 1 GeV, and
the total ECL cluster energy (E∗sum ) to be below 80% of
√
s. Additionally, given that
some of the τ -pair, beam gas and two photon events have a low energy sum, E∗sum is
required to be greater than 18% of
√
s.
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3.1.2 Simulated Data
We use Monte-Carlo (MC) simulation to produce data to tune all aspects of the analysis
such as selection criteria and determining the best approach for the signal extraction.
More specifically, we use MC samples produced by the Belle collaboration, which cor-
responds to 10 times the integrated luminosity of Belle data available The software
packages EvtGen [53] and Pythia [54] are used to simulate the physics of the decay
processes,the detector simulation is performed by the package GEANT3 [55], while the
package PHOTOS [56] is used to model final state radiation and add it to the simulation.
3.2 Tag Side Reconstruction
3.2.1 B-meson Reconstruction
B-meson decays can be categorized in two main groups: hadronic and semileptonic
decays. In hadronic decays all final state particles can be reconstructed by the detector,
allowing for the full reconstruction of the B-meson and its properties. This gives access
to the full power of the beam-related discriminating variables, which allow for the
reconstruction of a sample of B-mesons with high purity. In a e+e− collider such as
KEKB, the initial state of the Υ(4S ) is very well known and as a consequence its two-
body decay Υ(4S ) → BB¯ is kinematically constrained: in the center of mass (CM)
frame each B-meson carries the beam energy E∗beam ≡
√
s/2 where
√
s is the total
energy of the e+e− system in the CM frame.
In order to identify B-meson decay candidates, two variables are defined, the beam-
energy-constrained mass, Mbc, and the energy difference, ∆E. The former is defined
as
Mbc ≡MB =
√
E∗2beam − p∗2B , (3.1)
where p∗2B is the momentum of the B-meson in the CM frame, calculated using the
momenta of their decay products, and we have substituted B-meson energy with E∗beam.
For correctly reconstructed B-mesons Mbc should peak at the nominal B-meson mass,
i.e. 5.279 GeV/c2 . We use an asterisk to denote all observables measured in the CM
frame. The difference between the measured energy of the reconstructed B-meson and
the beam energy is
∆E ≡ E∗B − E∗beam, (3.2)
where E∗B is the reconstructed energy of the B-meson and this variable’s distribution
should instead peak at zero for correctly reconstructed candidates.
Generally, with hadronic tags the reconstructed sample of B-mesons is very pure,
as previously explained. However, hadronic tagging suffers from low tagging efficiency
since hadronic decays can have a high track multiplicity and a single hadronic decay
has a branching ratio of O(10−3)).
Semileptonic decays, on the other hand, are characterized by high branching ratios,
since a typical semileptonic B-meson decay has a branching fraction of O(10−2), and a
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tion is constrained to lie on a cone centred on the Dú≠¸+ momentum vector as shown in
Figure 6.12. The opening angle of this cone, ◊B0,Dú≠¸+ is computed for each event. The
cosine of the angle ◊B0,Dú≠¸+ is determined by applying conservation of momentum of the
B0 æ Dú+¸≠ decay,
B
B
 p  inclusive
D    p  D  
 p  inclusive
F1|Vcb|
e+e    qq¯ q
u d s c
 (4S)
B
B
???????????
Figure 6.12: Illustration of the B0 reconstruction technique.
pB = pDú + p¸ + p‹ , (6.1)
p‹ = (pB ≠ pDú¸). (6.2)
By squaring Equation. 6.2 and setting p‹ = 0, we get
0 = m2B +m2Dú¸ ≠ 2 (pB · pDú¸),
0 = m2B +m2Dú¸ ≠ 2 (EBEúDú¸ ≠ p˛úB p˛úDú¸ cos ◊B,Dú¸),
(6.3)
and obtain an expression for cos ◊B,Dú¸ as
cos ◊B,Dú¸ =
2EúBEúDú¸ ≠m2B ≠m2Dú¸
2|p˛úB||p˛úDú¸|
. (6.4)
In the above equation, the energies, masses and momenta of the Dú and the ¸ are found
through particle reconstruction and EúB is taken from the known beam energy, Ebeam. The
beam energy information is used to calculate the mass, energy and momentum of the B0.
The (ú) indicates quantities calculated in the CM frame. This is a very important variable
for discriminating between signal and background, and is later used in a fit to measure
the background yields.
Figure 3.1: Schematic representation of the quantities involved in the d finition of the
variable cos θ
B,D
(∗)
`
.
relatively simple decay chain, which leads to high efficiency. However, the downside is
that at least one neutrino is included in the decay chain. Neutrinos can not be detected
by the Belle detector and imply missing four-momentum in the decay, which forbids
the use of strong background discriminators, eventually leading to low purity.
Nevertheless, there are kinematic constraints that can be used to discriminate
against background in the case of semileptonic decays. Under the assumption that
the neutrino is the only missing particle, the cosine of the angle between the inferred
direction of the reconstructed B-meson and that of the D(∗)` system is
cos θ
B,D
(∗)
`
=
2E∗BE
∗
D
(∗)
`
−m2B −m2D(∗)`
2|p∗B||p∗D(∗)`|
, (3.3)
where |p∗B| =
√
E∗B −m2B. The quantities E∗D(∗)`, p
∗
D
(∗)
`
are calculated from the recon-
structed D(∗)` system. This is a powerful discriminator since events where only one
neutrino is missing will li i the region (−1, 1), while the background does not have
this restriction and populates a much wider region. The quantities involved in the def-
inition of this variable are shown in Figure 3.1, and the distribution of normalization,
signal and background events is shown in Figure 3.2. Another variable that can be
used in the case of semileptonic decay is the squared missing mass
m2miss = p
2
ν = (pB − pD(∗) − p`)2 (3.4)
which in the case of a single particle that has not been reconstructed, corresponds to
the squared mass of this missing particle. To solve the above equation it is necessary to
measure the B-meson four-momentum, pB. However, since we reconstruct the Btag in
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Figure 3.2: cos θ
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distributions for signal, normalization and background events,
for B decays to both D and D∗mesons. For the normalization mode only one neutrino
is missing and the distribution lies in the region (−1, 1), with smearing effects due to
the reconstruction resolution.
a semileptonic decay too, the direction of the motion of the Bsig is not known. On the
other hand, we know that in Υ(4S ) decays the B-meson momentum is small (typically
around 0.34 GeV/c2 ) compared to the average values of lepton and charm meson mo-
menta. As a consequence, the B-meson momentum can be considered negligible and
the squared missing mass can written as
m2miss =
(√
s
2
− E
D
(∗) − E`
)2
− (p
D
(∗) − p`)2. (3.5)
In the case of events with only one missing neutrino this variable peaks at zero, while
signal events that include a τ → `νν decay have a broad distribution that peaks above
zero, and can used for background suppression. The distribution of normalization,
signal and background events is shown in Figure 3.3. Lastly, a third type of tagging
method, which yields a higher signal efficiency, is the inclusive Btag reconstruction. In
this method, the signal side is reconstructed first and then the tag side is reconstructed
using all remaining particles, and the event is kept when certain selection criteria are
satisfied, without however verifying the consistency of the Btag with any specific B-
meson decays. The B-meson candidate reconstructed through this procedure is then
checked for consistency with a B-meson decay using variables like Mbc and ∆E, together
with a check for the consistency of the full event.
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Figure 3.3: m2miss distributions for signal, normalization and background events, for B
decays to both D and D∗mesons. For the normalization mode only one neutrino is
missing and the distribution peaks at 0.
3.2.2 B-tag Reconstruction
The Btag that accompanies the Bsig is reconstructed through a semileptonic tagging
algorithm [57], which has been developed in the software framework of the Belle II
experiment. Using a BDT classifier, the algorithm is trained on simulated data to
recognize the properties of correctly reconstructed particles, and reconstructs B-meson
candidates in a hierarchical fashion.
This means that each composite particle is assigned a certain likelihood of being
a particle (Signal Probability) using both a set of discriminating variables specific to
this variable and the particle’s daughters classification that has performed at a previous
stage of the algorithm. This procedure is iterated over all daughters in the B-meson
tree, until the Btag is reconstructed and is assigned a signal probability. The variables
used for the classification of the Btag are listed in Table 3.1. The algorithm’s approach
is depicted in Figure 3.4. This work is the very first Belle B¯ → D(∗)τ−ν¯τ analysis that
a semileptonic tagging algorithm for Btag reconstruction.
3.2.3 B-tag Selection
The main peculiarity of this analysis is that we only select Btag candidates reconstructed
through semileptonic decays. The B-meson and charm meson decay channels on the
tag side are summarized respectively in tables 3.2 and 3.4, respectively. While the
D∗-meson decay channels are the same as on the signal side, and for the the B-meson
reconstruction we use the same channels as for the normalization decay of the signal
side, the D-meson decay channels for the Btag differ from the ones used for the Bsig
44 CHAPTER 3. EVENT RECONSTRUCTION
5.2. Hierarchical Approach 45
For instance, the FEI currently reconstructs 15 decay channels of the D0. Afterwards,
the generated D0 candidates are used to reconstruct D⇤0 in 2 decay channels. All
information about the specific D0 decay channel of the candidate is encoded in its
signal-probability, which is available to the D⇤0 classifiers. In eﬀect, the hierarchical
approach reconstructs 2 · 15 = 30 exclusive decay channels and provides a signal-
probability for each candidate, which makes use of all available information.
Finally, the B candidates are reconstructed and the corresponding classifiers are
trained. The final output of the FEI to the user contains four ParticleLists:
B+:hadronic, B+:semileptonic, B0:hadronic and B0:semileptonic.
Tracks ECL?Clusters
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Figure 5.1.: Hierarchical approach of the FEI.
In the remainder of this section the process is explained in detail. All shown control
plots and tables are taken from the generic FEI study in Section 6.1. They serve
only illustrative purposes.
Figure 3.4: Hierarchical approach of the Btag reconstruction algorithm, which in this
figure flows from top to bottom. Adapted from [57].
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reconstruction. We veto B → D(∗)τ(→ `νν)ν events on the tag side by selecting
−2 < cos θ
B,D
(∗)
`
< 1.0. The distribution of cos θ
B,D
(∗)
`
on the tag side is shown in Figure
3.5. We select well reconstructed Btag candidates by requiring their tagging classifier
output to be larger than 10−1.5. The latter selection criterion allows for an excellent
rejection of mis-reconstructed Btag candidates with mis-assigned charge, which would
introduce a large systematic uncertainty to thge final measurement. The distribution
of tagging classifier output is shown in Figure 3.6. By preferring Btag candidates with
good quality we limit the chance that particles missed by the Btag reconstruction will
interfere with the Bsig reconstruction, therefore increasing the purity ofBsig .
Table 3.1: Variables used for the training of the semileptonic tagging algorithm.
Throughout the table pB refer to the Btag three-momentum and pd to a generic daugh-
ter’s three-momentum. Whenever a variable is not dimensionless, its dimension is given
within parentheses.
B-meson variables χ2 of vertex fit
3D track distance relative to IP (cm)
Significance of 3D track distance
Transverse distance relative to IP (cm)
x-axis track distance relative to IP (cm)
y-axis track distance relative to IP (cm)
z-axis track distance relative to IP (cm)
∆E (GeV)
B-meson daughter variables χ2 of vertex fit
3D track distance relative to IP (cm)
Signal probability
pd in CM frame (GeV/c)
Cosine of the angle between pB and pd in the B rest frame
Cosine of the angle between pd and the vector
connecting the IP and fitted daughter vertex
Cosine of the angle between pd’s of each pair of daughters
Decay mode ID
3.3 Signal Side Reconstruction
On the signal side we aim to reconstruct the signal mode B¯ → D(∗)τ−ν¯τ , providing
a relative measurement of its branching ratio with respect to the normalization mode
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Figure 3.5: cos θ
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distributions on the tag side. Correctly reconstructed Btag can-
didates are shown in blue, mis-reconstructed candidates in red. The upper and lower
threshold values used for the candidates selection are shown with vertical black lines.
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Figure 3.6: Tagging classifier output distributions for the Btag . Correctly reconstructed
Btag candidates are shown in blue, mis-reconstructed candidates in red. The upper and
lower threshold values used for the candidates selection are shown with vertical black
lines.
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Table 3.2: The Btag decay channels are listed together with their relative branching
ratios [40]. The first error is statistical and the second one is systematic.
B0 channel Branching ratio (%)
D− `+ 2.20± 0.04± 0.09
D∗− `+ 4.88± 0.01± 0.10
B+ channel Branching ratio (%)
D¯0 `+ 2.33± 0.04± 0.09
D¯∗0 `+ 5.59± 0.02± 0.19
Table 3.3: The D∗tag decay channels are listed together with their relative branching
ratios taken from Ref. [10].
D∗0 channel Branching ratio (%)
D0 pi0 64.7± 0.9
D0 γ 64.7± 0.9
D∗+ channel Branching ratio (%)
D0 pi+ 67.7± 0.5
D+ pi0 30.7± 0.5
B¯ → D(∗)`−ν¯` , which is therefore also reconstructed in this analysis. We choose to
reconstruct only τ leptonic decays, τ− → `−ν¯`ντ , which account for approximately 35.2
% of the total τ branching ratio, so that the final state particles reconstructed for the
signal and normalization sides are the same, given that neutrinos escape detection. Am
event display for a reconstructed signal event is shown in Figure 3.7.
Only long lived particles such as e±, µ±, pi±, K±, γ, n, p, p¯ and K0L deposit energy
in the detector, which means that the reconstruction of B-meson and charm mesons,
which decay inside the beam pipe, has to be done indirectly by grouping together
final state particles and summing their momenta, assessing their consistency with the
hypothesis of the mesons that is been reconstructed, using discriminating variables. In
the next section we describe the selection applied to final state particles, charm mesons
and B-mesons.
3.3.1 Final State Particles Selection
Charged final state particles used for the reconstruction of charm mesons and B-mesons,
i.e. e±, µ±, pi±, K± are selected using their particle identification (particle ID) probabil-
ities, which are provided by a combination of subdetector measurements (as explained
in Section 2.3), and the values for the track parameters ∆z and ∆r. For electrons,
we also constrain the particles’ momentum in the lab frame to be larger than 200
MeV/c2 , since the electron candidate sample contains a large number of pi and K at
small momenta mimicking electrons, given that electrons in this momentum range can
not reach the subdetectors (particularly the EC) responsible for their identification and
as a consequence can not be well identified by the particle ID variables.
Neutral pions are reconstructed in the channel pi0 → γγ and the pi0 energy resolution
is improved by performing a mass-constrained vertex fit of the two photon candidates
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Figure 3.7: Event display illustrating the reconstruction of a signal decay: trajectories
of charged particles are shown as colored solid lines, energy deposits in the calorimeters
are depicted by red bars. The display is an end view perpendicular to the beam axis
with the SVD in the center (small orange circle) and the TOF (dark purple polygon).
This is an event with B− → D0τ−ν¯τ , D0 → K−pi+ and τ− → e−ν¯eντ , and the B+
decaying to five charged particles (white solid lines) and two photons. The trajectories
of undetected neutrinos are marked as dashed yellow lines [58].
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Table 3.4: The Dtag decay channels are listed together with their relative branching
ratios taken from Ref. [10].
D0 channel Branching ratio (%)
K− pi+ pi0 13.9± 0.5
K− pi+ pi+ pi− 8.07± 0.23
K0S pi
+ pi− pi0 5.2± 0.6
K− pi+ pi+ pi− pi0 4.2± 0.4
K− pi+ 3.88± 0.05
K0S pi
+ pi− 2.83± 0.20
pi− pi+ pi0 1.47± 0.09
K0S pi
0 1.19± 0.04
pi− pi+ pi0 pi0 1.01± 0.09
pi− pi+ pi+ pi− 0.745± 0.022
K−K+K0S 0.451± 0.034
K−K+ 0.396± 0.008
K−K+ pi0 0.338± 0.021
D+ channel Branching ratio (%)
K− pi+ pi+ 9.46± 0.24
K0S pi
+ pi0 7.24± 0.17
K− pi+ pi+ pi0 6.14± 0.16
K0S pi
+ pi+ pi− 3.05± 0.09
K0S pi
+ 1.53± 0.06
K−K+ pi+ 0.996± 0.026
K+K0SK
0
S 0.46± 0.21
pi+ pi0 0.124± 0.006
pi+ pi+ pi− pi0 0.117± 0.008
to the nominal pi0 mass. Usually, the χ2 of a vertex fit is used to identify the correct
reconstruction of composite particles. In this specific case, photons are reconstructed
as calorimeter clusters and do not provide useful position information for the vertex
determination. However, when using mass constraints, the photons can affect the χ2
minimization, since they contribute to the momentum of the composite particle.
For the pi0 from D-meson decays, we require the photon daughter energies to be
greater than 50 MeV. The minimum energies for ECL clusters used for photon recon-
struction are 50, 100, and 150 MeV from the barrel, forward, and backward ECL regions
respectively, in order to veto photons produced by the beam background. Low energy
pi0 candidates from D∗ are reconstructed using looser energy requirements: one photon
must have an energy of at least 50 MeV, while the companion photon must have a min-
imum energy of 20 MeV. Since the combinatorics for pairs of gammas is very high, we
remove redundant pi0 candidates that share photon daughters with other pi0 candidates
of higher energy.
K0S -mesons are reconstructed in the channel K
0
S → pi+ pi− and their selection is
performed using an algorithm based on a NeuroBayes neural network [59], which ex-
ploits its output variables with the standard selection criteria nbvlike > 0.5 (likelihood
of candidate being a particle that decays into a pair of daughters) and nbnolam > −0.4
(likelihood of candidate not being a Lambda particle). All the final state particles
selection criteria are summarized in table 3.5.
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3.3.2 D-meson Selection
The channels used for the reconstruction of the D+ and D0 mesons are summarized in
Table 3.6. The combined reconstructed branching fractions are ∼ 30% and ∼ 22%, for
D0 and D+ , respectively.
The main source of background for D-mesons is labelled combinatorial, because
it arises from reconstruction of a D-meson candidate using final state particles that
actually originated from different mothers. The same type of background is present
whenever a composite particle is reconstructed. All D channels are vertex-fit using
an algorithm based on a Kalman filter [60] and the χ2 of the fit is used to reject
combinatorial background. Moreover, a selection criterion centred on 0 on the difference
between the reconstructed invariant D mass and the nominal value, is applied to reduce
the background contribution. These selection criterion values depend on the decay
channel, where a looser selection criterion is applied whenever a pi0 is present in the
D-meson decay channel, since the pi0 causes a decrease in the resolution of the dM
distribution. The differential mass distributions of all D-meson channels are shown in
Figures 3.8 and 3.9 for D0-mesons and D+-mesons, respectively. The D-meson selection
is summarized in Table 3.7.
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Figure 3.8: Difference between the reconstructed D0-meson invariant mass and its PDG
value. Correctly reconstructed candidates are shown in green, and mis-reconstructed
candidates in red. Candidate selection thresholds are shown with black lines.
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Figure 3.9: Distributions of the difference between the reconstructed D+-meson invari-
ant mass and its PDG value, for all D+ channels. In the plots, correctly reconstructed
D+-meson candidates are shown in green, and mis-reconstructed candidates in red.
The lower and upper threshold used for the candidate selection are shown with vertical
black lines.
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Figure 3.10: Distributions of the difference between the reconstructed D∗-meson invari-
ant mass and its PDG value, for all D∗ channels. In the plots, correctly reconstructed
D∗-meson candidates are shown in green, and mis-reconstructed candidates in red. The
lower and upper threshold used for the candidate selection are shown with vertical black
lines.
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Table 3.5: Selection criteria for final state particles.
Particle Variable type Selection criterion
K± Particle ID KID > 0.1
e± Particle ID eID > 0.3
Kinematics plab > 0.200 GeV/c
µ± Particle ID muID > 0.5
all charged Track parameter ∆r < 2.0 cm
Track parameter |∆z| < 5.0 cm
pi0 Invariant mass 0.120 < M( GeV/c2 ) < 0.150
Eγ > 50/100/150 MeV (barrel/fwd/back)
cosθγγ > 0
Kinematics plab > 0.200 GeV/c
pi0slow Invariant mass |Mγγ −MPDGpi0 | < 0.010 GeV/c2
Eγ, high > 50 MeV
Eγ, low > 20 MeV
K0S Invariant mass 0.483 < M( GeV/c
2 ) < 0.513
K0S Optimizer nbvlike > 0.5 and nbnolam > −0.4
Table 3.6: D-meson decay channels for the Bsig , with branching ratios taken from Ref.
[10].
D0 channel Branching ratio (%)
K− pi+ pi0 13.9± 0.5
K− pi+ pi+ pi− 8.07± 0.23
K− pi+ 3.88± 0.05
K0S pi
+ pi− 2.83± 0.20
K0S pi
0 1.19± 0.04
K0SK
+K− 0.451± 0.034
K−K+ 0.396± 0.008
pi− pi+ 0.1402± 0.0026
D+ channel Branching ratio (%)
K− pi+ pi+ 9.46± 0.24
K0S pi
+ pi0 7.24± 0.17
K0S pi
+ pi+ pi− 3.05± 0.09
K0S pi
+ 1.53± 0.06
K−K+ pi+ 0.996± 0.026
K0SK
+ 0.295± 0.015
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Table 3.7: Selection criteria for D-mesons.
Particle Decay channel Variable type Selection criterion
D+ with pi0 Invariant Mass −36 MeV/c2 < M recoD −MPDGD < 24 MeV/c2
D+ without pi0 Invariant Mass −15 MeV/c2 < M recoD −MPDGD < 15 MeV/c2
Vertex fit pValue > 0 (successful fit)
D0 with pi0 Invariant Mass −45 MeV/c2 < M recoD −MPDGD < 30 MeV/c2
D0 without pi0 Invariant Mass −15 MeV/c2 < M recoD −MPDGD < 15 MeV/c2
Vertex fit pValue > 0 (successful fit)
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3.3.3 D∗-meson Selection
We reconstruct D∗+ meson decays in the channels D0 pi+ and D+ pi0. For the first
channel, theD∗+ vertex is fit using the previously fitD0 vertex adding a pi+slow track to the
fit. This improves the purity for this channel. On the other hand, the vertex-fit for the
D+ pi0 channel does not perform well, given the lack of directional information provided
by a pi0 and therefore, we do not perform a vertex-fit for this channel. Moreover, for the
D+ pi0 channel we loosen the photon selection for the slow pi0 with respect to the pi0 used
for D-meson reconstruction, as mentioned in section 3.5. However, the asymmetry
between the energies of the photons emitted by the slow pi0 , defined as:
Aγ =
|E1 − E2|
(E1 + E2)
, (3.6)
where E1, E2 are the two photon energies, is required to be smaller than 0.6, a value
chosen by maximising the figure of merit for this distribution, as shown in Figure 3.11.
We reconstruct D∗0 -meson decay in the channel D0 pi0 . The pi0 candidates are selected
through the procedure explained in the previous paragraph. We do not apply a vertex
fit to the D∗0 , since no information is gained with this procedure, due to the presence
of a pi0 .
Given that in D∗ decays there is only a small amount of phase space available for
the momentum of the emitted pi, the signal D∗ decay can be effectively selected using a
selection criterion on the ∆M ≡M(Dpi)−M(pi), where M(D∗+)−M(D+) = 140.66±
0.10 MeV/c2 and M(D∗0)−M(D0) = 145.42±0.01 MeV/c2 [10]. The differential mass
distributions of all D∗-meson channels are shown in Figure 3.10. The selection criteria
for the different channels for this variable are summarized in Table 3.8.
3.3.4 B-signal Selection
We require Bsig candidates to have cos θB,D(∗)`< 1.0, since for both normalization and
signal events the distributions of this variable do not extend any further than this limit
on the positive axis range. On the other hand, we do not impose any lower bound on
this variable since small values of cos θ
B,D
(∗)
`
are a signature of the signal events.
Table 3.8: Selection criteria for D∗mesons.
Particle Decay channel Selection criterion
D∗0 D0pi0 |M recoD∗ −MPDGD∗ | < 2.0 MeV/c2
D∗+ D0pi+ |M recoD∗ −MPDGD∗ | < 2.5 MeV/c2
D+pi0 |M recoD∗ −MPDGD∗ | < 2.0 MeV/c2
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Figure 3.11: On the left, distribution of the gamma asymmetry variable Aγ for correctly
reconstructed D∗meson candidates, labeled as signal, and mis-reconstructed candi-
dates, labeled as background. On the right, the figure of merit (FOM) is shown as a
function of the threshold for this variable.
3.4 Full Event Selection
We limit the background from continuum events generated by e+e− → qq¯ events (where
the q refers to a c, s, u, d quark) by choosing Btag and Bsig candidates that have a value
of the variable R2 (defined as the ratio between the 2nd and 0th Fox-Wolfram moments
[61]) smaller than 0.4. This is justified by the fact that on-resonance e+e− → Υ(4S ) →
BB¯ events have a spherical symmetry, as a consequence of the small momentum of the
B-mesons in the CM frame, and tend to have R2 values close to zero. In contrast, for qq¯
events, the quarks are produced with a very large initial momentum, yielding a jet-like
topology for the event. The distribution of the R2 variable is shown in Figure 3.12.
After Bsig and Btag have been paired up to reconstruct a full Υ(4S ) decay, we apply
a final and stronger event selection. An event where one (or both of) the B-mesons is
misreconstructed can be likely identified by looking at information from the Rest Of
the Event (ROE ). The presence of charged tracks or neutral ECL clusters that have
not been used by the reconstruction of any of the B-mesons, i.e. they belong to the
ROE, is very likely the signature for the misreconstruction of the B-mesons. For this
reason almost all the full event selection deals with ROE selection criteria.
It is important to adequately remove false extra tracks and extra clusters from the
ROE, by which we mean: clusters from beam background (EECL selection criterion) and
tracks from photon conversion that are generated at material surfaces (tracks impact
parameters selection criterion). The neutral ECL clusters which are allowed in the ROE
have energies:
• E > 50 MeV , ECL barrel;
• E > 150 MeV, ECL backward end-cap;
• E > 100 MeV, ECL forward end-cap.
We only select events that satisfy the following requisites:
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Figure 3.12: Distribution of the R2 variable used for continuum suppression. In the
plot the signal represents the e+e− → Υ(4S ) → BB¯ events, while the background
represents the e+e− → qq¯ events (where the q refers to a c, s, u, d quark).
• EECL< 1.2 GeV (Figure 3.13);
• no extra tracks in the ROE (Figure 3.14);
• no extra K0S in the ROE (Figure 3.15);
• no extra pi0 in the ROE (Figure 3.16);
The K0S candidates in the ROE can be formed with tracks emerging from outside of
the interaction region and the pi0 selections for the ROE is the same as the one used
for the pi0 from D-mesons. We further discriminate against background by selecting
the three-momentum of the D(∗) signal meson to be smaller than 2.0 GeV/c2 in the
CM frame (Figure 3.17). This selection criterion also removes a significant fraction of
normalization events, which form a dominant background. Lastly, we veto events where
both Bsig and Btag contain a slow pi
0 .
3.4.1 Best Υ(4S) Candidate Selection
Given that for a given event, more than one pair of Bsig and Btag candidates will
combine, thus producing multiple Υ(4S ) → Bsig Btag candidates, we apply a best
Υ(4S ) candidate selection. We select the Υ(4S ) candidate(s) that contains the Btag
candidate with the highest tagging classifier output, and whenever we have multiple
Υ(4S ) candidates that survive this selection, we choose the Υ(4S ) candidate that con-
tains the Bsig with the highest p-value for the D meson vertex fit quality. The expected
yields for the signal, normalization and background events, together with their efficien-
cies are given in Table 3.9. The complete “cut flow” for each signal channel is shown in
tables 3.10 to 3.13. The numbers in the tables for the “Signal”, “Normalization” and
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Figure 3.13: Distributions of the neutral energy left in calorimeter after
Υ(4S ) reconstruction, denoted by EECL . The upper threshold value used for the can-
didates selection is shown with a vertical black line.
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Figure 3.14: Distributions of the reconstructed number of tracks in the Rest of the
Event. The upper threshold value used for the candidates selection is shown with a
vertical black line.
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Figure 3.15: Distributions of the reconstructed number of extra K0S in the Rest of the
Event. The upper threshold value used for the candidates selection is shown with a
vertical black line.
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Figure 3.16: Distributions of the reconstructed number of extra pi0 in the Rest of the
Event. The upper threshold value used for the candidates selection is shown with a
vertical black line.
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Figure 3.17: Distributions of the reconstructed charm meson three-momentum in the
CM frame. The upper threshold value used for the candidates selection is shown with
a vertical black line.
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“Background” columns refer to the number of events that contain at least one signal,
normalization or background candidate.
Table 3.9: Expected yields with efficiencies in parentheses for signal, normalization and
background events, for all samples.
Sample Signal Normalization Background
D0`− 991 (104 ×10−3) 13671 (86 ×10−3) 64218
D+`− 419 (56 ×10−3) 5850 (47 ×10−3) 12057
D∗0`− 288 (15 ×10−3) 6962 (17 ×10−3) 2684
D∗+`− 345 (23 ×10−3) 9362 (30 ×10−3) 1718
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Table 3.10: Cut flow for data sample D0`−. For each selection criterion row, the relative
change with respect to the previous row is shown in parantheses.
Selection Signal Normalization Background
FoM
signal
Signal/All
(%)
12698 277513 37235381 2.07 0.03
EECL < 1.2 GeV 11202 246577 15501454 2.82 0.07
(−11.7 %) (−11.1 %) (−58.4 %) (+36.2 %) (+133.3 %)
No extra tracks 7641 175614 1287558 6.30 0.59
(−31.6 %) (−28.7 %) (−91.7 %) (+123.4 %) (+742.8 %)
No extra K0S and 6815 157016 953499 6.45 0.71
no extra pi0 (−10.8 %) (−10.6 %) (−25.9 %) (+0.2 %) (+2.0 %)
|p∗(D)| < 2.0 GeV/c 6807 99150 861965 6.92 0.79
(−0.1 %) (−36.8 %) (−9.5 %) (+6.3 %) (+7.2 %)
1.0 > cos θ
B,D
(∗)
`
> −2.0 5647 82792 542798 7.10 1.04
on tag side (−17.0 %) (−16.6 %) (−37.0 %) (+2.6 %) (+31.6 %)
MVA output 1387 20984 103890 3.91 1.34
for Btag > 10
−1.5 (−75.4 %) (−74.6 %) (−80.8 %) (−44.9 %) (+28.8 %)
cos θ
B,D
(∗)
`
< 1.0 1387 20553 102730 3.93 1.35
on signal side (−0.0 %) (−1.9 %) (−1.0 %) (+0.5 %) (+0.7 %)
Best Candidate 992 13671 64218 3.59 1.63
Selection (−30.4 %) (−40.5 %) (−42.3 %) (−8.6 %) (+22.2 %)
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Table 3.11: Cut flow for data sample D+`−. For each selection criterion row, the relative
change with respect to the previous row is shown in parantheses.
Selection Signal Normalization Background
FoM
signal
Signal/All
(%)
3936 87854 10920765 1.18 0.04
EECL < 1.2 GeV 3029 67521 3536354 1.59 0.09
(−22.7 %) (−22.6 %) (−67.6 %) (+33.8 %) (+125.3 %)
No extra tracks 1569 35098 192689 3.27 0.81
(−46.2 %) (−47.3 %) (−94.5 %) (+272.4 %) (+777.7 %)
No extra K0S and 1370 30449 124813 3.42 1.10
no extra pi0 (−12.7 %) (−12.8 %) (−35.4 %) (+4.5 %) (+37.5 %)
|p∗(D)| < 2.0 GeV/c 1370 19234 107336 3.83 1.28
(−0.0 %) (−36.6 %) (−14.0 %) (+11.6 %) (+16.3 %)
1.0 > cos θ
B,D
(∗)
`
> −2.0 1122 15712 54102 4.21 2.08
on tag side (−18.2 %) (−20.7 %) (−48.4 %) (+10.4 %) (+62.5 %)
MVA output 569 8280 16664 3.56 3.42
for Btag > 10
−1.5 (−49.2 %) (−47.7 %) (−70.2 %) (−14.2 %) (+62.5 %)
cos θ
B,D
(∗)
`
< 1.0 569 8090 16384 3.59 3.48
on signal side (−0.0 %) (−2.4 %) (−1.8 %) (+0.8 %) (+1.7 %)
Best Candidate 419 5850 12057 3.40 3.73
Selection (−15.8 %) (−23.4 %) (−21.9 %) (−5.5 %) (+7.1 %)
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Table 3.12: Cut flow for data sample D∗0`−. For each selection criterion row, the
relative change with respect to the previous row is shown in parantheses.
Selection Signal Normalization Background
FoM
signal
Signal/All
(%)
2934 71690 1275584 2.53 0.23
EECL < 1.2 GeV 2638 65234 566643 3.31 0.47
(−10.0 %) (−9.0 %) (−55.5 %) (+31.6 %) (+104.3 %)
No extra tracks 1971 50437 52291 6.09 3.77
(−25.2 %) (−22.7 %) (−90.7 %) (+81.5 %) (+702.1 %)
No extra K0S and 1742 45529 38721 5.94 4.50
no extra pi0 (−11.6 %) (−9.7 %) (−25.9 %) (−2.4 %) (+19.3 %)
|p∗(D∗)| < 2.0 GeV/c 1742 39660 35398 6.28 4.92
(−0.0 %) (−12.8 %) (−7.7 %) (+5.7 %) (+9.3 %)
1.0 > cos θ
B,D
(∗)
`
> −2.0 1503 33996 22565 6.24 6.66
on tag side (−13.7 %) (−15.1 %) (−36.2 %) (−0.6 %) (+34.6 %)
MVA output 423 11659 5004 3.24 8.46
for Btag > 10
−1.5 (−73.3 %) (−64.7 %) (−77.8 %) (−48.0 %) (+27.2 %)
cos θ
B,D
(∗)
`
< 1.0 423 11395 4738 3.29 8.94
on signal side (−0.0 %) (−2.5 %) (−4.9 %) (+1.5 %) (+5.9 %)
Best Candidate 290 6962 2684 2.82 10.0
Selection (−28.3 %) (−30.5 %) (−37.2 %) (−15.1 %) (+11.2 %)
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Table 3.13: Cut flow for data sample D∗+`−. For each selection criterion row, the
relative change with respect to the previous row is shown in parantheses.
Selection Signal Normalization Background
FoM
signal
Signal/All
(%)
2736 97833 836693 2.83 0.33
EECL < 1.2 GeV 2142 76836 313682 3.41 0.68
(−21.9 %) (−20.4 %) (−62.5 %) (+21.2 %) (+106.0 %)
No extra tracks 1185 42314 25525 4.50 4.64
(−46.6 %) (−44.9 %) (−91.8 %) (+32.3 %) (+571.4 %)
No extra K0S and 1041 36916 16971 4.44 6.14
no extra pi0 (−11.8 %) (−9.7 %) (−33.5 %) (−1.3 %) (+10.7 %)
|p∗(D∗)| < 2.0 GeV/c 1041 30128 14845 4.85 7.01
(−0.0 %) (−18.9 %) (−11.7 %) (+9.0 %) (+14.7 %)
1.0 > cos θ
B,D
(∗)
`
> −2.0 861 24747 8232 4.68 10.46
on tag side (−17.2 %) (−15.6 %) (−44.5 %) (−3.5 %) (+48.5 %)
MVA output 438 12706 2554 3.49 17.16
for Btag > 10
−1.5 (−49.9 %) (−48.4 %) (−49.3 %) (−25.5 %) (+64.0 %)
cos θ
B,D
(∗)
`
< 1.0 438 12388 2486 3.54 17.63
on signal side (−0.0 %) (−2.3 %) (−2.7 %) (+1.%) (+2.9 %)
Best Candidate 344 9362 1718 3.35 18.87
Selection (−13.6 %) (−24.4 %) (−22.9 %) (−5.6 %) (+6.8 %)
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Chapter 4
Signal Extraction
The goal of this analysis is to extract the ratios R(D) and R(D∗) from experimental
data, to test the compatibility of the SM with measured data, or, in case of a dis-
crepancy, the compatibility of other theories. We do this by building a model through
Monte-Carlo (MC) simulations, according to the tested theory, but allowing some se-
lected parameters of the model, which we want to measure, to be degrees of freedom of
our model, such that their values will be determined to be the one that yield the best
agreement between model the experimentally measured data. This defines the method
called the maximum likelihood estimator, introduced in Section 4.1.3.
Firstly, we build probability distribution functions (PDFs) that represent what we
expect from our model to be in the data, with one PDF for each component that makes
the whole pool of reconstructed events, which include signals to be measured and the
different sources of background.
We then fix some components’ normalization values (or yields), and let some other
yields float, which are the parameters of interest, and fit our PDFs to the data. We allow
the fitting procedure determine which combination of determined floating parameters
of interest is the most likely to describe the data.
4.1 Fit Procedure
The fit consists of a binned extended maximum likelihood fit computed by the RooFit
package [62], and is performed on a 2D plane where each of the axes represents a variable
with a specific purpose:
• EECL : the sum of the neutral energy deposited in the Electromagnetic Calorime-
ter, which is not associated to any of the particles used in the event reconstruc-
tion. Correctly reconstructed B-mesons on the signal side, which in our case
correspond to signal and normalization events, have EECL values close to zero.
On the other hand background events are characterized by missing some neutral
particle (such as pi0 ) in the reconstruction, and peak at values higher than zero.
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As a consequence this variable allows us to separate the signal and normalization
components from background events, as shown in Figure 4.1;
• Multivariate classifier output: given that the reconstruction of signal and normal-
ization events follows exactly the same procedure, and their kinematics are similar
apart from the signal events having a softer lepton momentum spectrum, these
two components show exactly the same distribution for the EECL variable. Hence
we train a classifier to separate these signal events from normalization events, and
we use the classifier output for the remaining axis of the fit 2D plane. A general
introduction to multivariate classifiers is given in Section 4.1.1, while the details
of the classifier used in this analysis is given in Section 4.1.2.
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Figure 4.1: EECL distribution of signal, normalization and background events.
4.1.1 Gradient Boosted Decision Trees
Classifier introduction
We use a multivariate classifier to separate normalization events from signal events,
allowing the fit to identify these two components and measure them precisely. The
classifier learns how to identify each event as one of these two categories, when given
enough features or input variables. A predictive model can thus be built by the classifier
using MC simulations, and then applied to new data, such as those measured by the
detector.
Formally, the classifier makes predictions depending on the input x, by using the
model
F : X → A, (4.1)
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mapping every input x ∈ X to a corresponding prediction a ∈ A. Thus for a given x
the classifier makes the prediction
a = f(X). (4.2)
Since we are dealing with discrete categories, our problem is a classification problem,
instead of a regression problem. The type of classifier we use is a decision tree, that
learns how to divide the input space X , in order to group together events of a same class.
Specifically we use an algorithm called XGBoost [63], which uses a novel technique to
exploit gradient boosted decision trees. To rest of this section is devoted to explain how
GBDT work, and specifically what makes XGBoost an efficient and powerful algorithm.
Ensemble and Boosting
The type of classifier used in this analysis does not consist of just one tree, but it is
made of an ensemble of trees, whose predictions will be then combined for a final event
classification. The idea behind this concept is that we can combine multiple simple trees
with limited predictive power, called weak or base-learners to produce an accurate, or
strong, learner.
An historical way of using an ensemble of trees, is to have each of the trees randomly
analyzing a different subset of the full data sample. By then averaging the response of
all trees, this method ensure we also average out the overfitting of our predictor, i.e.
how each tree learned statistical fluctuations of each subsample, which do not reflect
any feature of the model we are trying to learn. Overfitting to a training data sample
causes the response of the classifier to vary greatly when a new dataset is used, or in
jargon, the classifier will have a high variance.
On the other hand there is also the risk of not capturing the features of the un-
derlying model, i.e. underfitting, which means our predictions will always be far from
the true labels, hence defining a classifier with high bias. Generally bias and variance
can not be optimized at the same time, which introduces the bias-variance trade-off
problem. This averaging ensemble method is used by the algorithm Random Forests
[64].
A more recent method introduced an iterative way of adding trees to the ensemble,
and was called boosting. After a first initial tree is used, we can choose a second tree
such that the error of the first tree is minimized, i.e. we can perform a boost of the
classifier. This can be generalized such that for any number N of trees that our ensemble
contains, the (N + 1)th tree will be chosen using the same method.
There are different ways choose the (N + 1)th tree. One method is to train this
tree on a dataset where the data points that suffer from large errors from the ensemble
are reweighted to acquire a greater importance. This is the method used by AdaBoost
which is regarded as the first practical boosting algorithm [65].
Another method is based on minimizing the so-called loss function, which is used
to give a measure of the prediction accuracy of our classifier F (x) when to compared
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to the true labels y:
L(yi, f(xi)). (4.3)
In this method we choose the (N + 1)th tree by moving toward the direction that
minimizes the loss function for the model built using N trees. This requires to identify
this direction, which we can do by calculating the gradient of the loss function, and then
moving the negative value of this gradient. Hence, the name of this method, gradient
boosting [66].
The choice of the loss function is arbitrary, and different algorithms for gradient
boosting are based on particular choices of the loss function. However if the loss function
is chosen to be the classic squared-error loss, then what is actually is minimized is
the errors or residuals from the ensemble predictions. The algorithm we have chosen,
XGBoost, is based on a loss function that also includes a term that accounts for the
complexity of the model, i.e. more complex models, which are likely to yield high
variance, are penalized.
Gradient descent
After having initialized the model to a constant value
f0(x) = θ0, (4.4)
for a generic step m where m = [0,M ], we can compute the so-called pseudo residuals
based on the ensemble build with m− 1 base-learners:
−gm(xi) = −
[
∂L(yi, f(xi))
∂f(xi)
]
f(x)=fm−1(x)
. (4.5)
These pseudo-residuals are then used as labels to train a base-learner hm(x) i.e. the
training set is {(xi,−gm(xi))}ni=1. The new base-learner is then added to the ensemble,
with a certain weight, or step-length γm, determined by solving the following one-
dimensional optimization problem:
γm = arg min
γ
n∑
i=1
L(yi, fm−1(xi) + γhm(xi)) (4.6)
A shrinkage factor 0 < η < 1 is introduced to weight down the step length and there-
fore the contribution of this new learner to the ensemble, effectively slowing down the
learning process (hence the other name learning rate) and making more the classifier
more accurate. At the end of this iteration the ensemble model is updated:
fm(x) = fm−1(x) + ηγmhm(x). (4.7)
These steps are repeated until a model is built in this iterative fashion.
fM(x) =
∑
m
fm(x) (4.8)
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Hyperparameters and regularization
As explained in the previous section, classifiers can easily overfit and learn with too
much precision the specific characteristics of a given dataset, and develop a very complex
model that can classify perfectly all training data points. In order to avoid this outcome,
a so-called regularization of the model needs to be used, so that the complexity of a
model is penalized and minimized. In order to achieve this result the loss function,
normally used to drive the classifier development, is modified to also include a term
that accounts for the complexity of the model.
Several ways of accounting for the complexity of a boosted decision tree models are
linked to the total number of trees in the ensemble, and also to the properties of the
single trees, such as the depth of a tree, the number of terminal nodes, or the number of
observations allowed in each terminal node. Furthermore, a measure of the complexity
can be related also to the relative difference of the leaf weights, by assuming that each
tree should not give such strong classification of the dataset to have widely different
weights. The latter method is implemented by the classifier XGBoost used in this
analysis, which stands out as the first algorithm to introduce complexity penalization
for additive tree models. The penalization terms of the loss function can be written as:
Ω(f) =
M∑
m=1
[
φTm +
1
2
λ||wm||22 + α||wm||1
]
, (4.9)
where the factor λ controls the contribution given to the penalization by the number
of terminal nodes Tm and the following terms deal with the relative difference in leaf
weights mentioned previously.
4.1.2 Signal vs Normalization Classifier
We train the XGBoost classifier using three input variables:
• m2miss, the missing four-momentum carried by the neutrino, introduced in Section
3.2.1.
• cos θ
B,D
(∗)
`
, the cosine of the angle between the inferred direction of the recon-
structed B-meson and that of the D(∗) ` system, introduced in Section 3.2.1.
• the sum of the energies of all the particles used in the Υ(4S ) reconstruction,
defined as:
Evisible =
∑
Ei,tag +
∑
Ei,sig, (4.10)
where the sum extends over all final state particles over signal and tag sides.
The input variable distributions for the variables listed above are shown in Figures
4.2 and 4.3 for, respectively, B+ and B0 samples. Probability output distribution
and relative ROC curve with Area Under Curve score for the trainings are shown in
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Figures 4.9 and 4.8 for the B+ and B0 samples respectively. For the probability output
distributions, the difference between the training and test distributions is also shown.
The test dataset has not been used for the validation and training of the classifier. The
AUC score is widely used as a measure of the classifier performance and is shown for
the test dataset.
Given that the number of events in the signal class is approximately 20 times smaller
than the one in the normalization class, if these two classes were fed in this proportion
to the classifier, it would learn that it is always a safer choice to classify the event
as normalization, defining a standard case of imbalanced datasets. For this reason, we
resample the signal class using Synthetic Minority Over-sampling Technique (SMOTE)
[67], to match the signal class and normalization class sizes.
4.1.3 Extended Maximum Likelihood
Assuming that a PDF normalized to one is being used to model the data, and it is a
function of observables x and parameters q
f(x; q), (4.11)
we can evaluate this PDF for a given data point x0 and call this value the likelihood of
the PDF with respect to the observed data, as in
L(q) = f(x0; q). (4.12)
We can also define the likelihood of a data set of experimental points, by combining
the likelihood of all points
L(q) =
∏
i
f(xi; q). (4.13)
Clearly the likelihood function depends on the PDF parameters q, which means that
it can be maximized by an appropriate choice of these parameters.
This formalism assumes a PDF that is normalized to one, but if we wish to loosen
this constraint, we can use extended maximum likelihood (EML) [68]. In this framework
the likelihood is defined as
L(q) = e
−NfNNdf
Nd!
·
∏
i
f(xi; q), (4.14)
where we have added the Poisson probability of finding the observed total number of
event Nd with respect to the expectation values Nf , which is a function of the model
parameters q. This simple expression applies to cases where only one PDF is used.
However, it is often the case that the data sample is split into several model compo-
nents, generally a signal component and one or more background components, where a
PDF can be associated to each of them. The composite PDF can be written as
m(x; q) = NS · s(x; q) +
∑
i
N iBb
i(x; qi), (4.15)
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where the subscript S refers to the signal component, and we generically summarize
the sum of all background components running over the index i.
In our case the parameters of interest are the yields of selected components of the
data sample, while the shape of the PDFs is fixed by the simulation expectations and
does not depend on any parameter that has to be determined by the fit. Keeping in
mind that the observables we use to build our PDFs are EECL and the MVA classifier
output, we can therefore adapt equation 4.14 as
L(N1, N2, ...) =
Nch∏
k=1
PPoisson(nk, qk)
nk∏
i=1
(
ck∑
j=1
Nj,k ·mj,k(xi,j,k)
)
, (4.16)
where Nch denotes the number of channels simultaneously fit, nk the number of ex-
perimental data points for channel k, qk the total number of entries in this channel as
determined by the fit, and ck the number of PDF components always for channel k.
The job of the fit algorithm is to find the combination of floating yields that maximises
the likelihood function of Equation 4.16
4.2 Fit Components
We use RooFit [62] to extract Probability Distribution Functions (PDFs) from binned
2D distributions, to fit the data distributions using these PDFs and to extract the
yields of the signal and normalization components. The components which make up
the reconstructed events pool are:
• Signal: Decays in the channels B¯ → D(∗)τ−ν¯τ that are correctly reconstructed.
The accuracy of the reconstruction is assessed through an algorithm that checks
recursively if all the reconstructed particles in the decay tree of the Bsig candidate
match the equivalent particles in the MC truth. When we find an error in this
type of reconstruction to MC truth matching, we refer to such candidate as a fake.
In the fit we measure the signal component by letting the R factors float, with the
benefit of extracting the quantity which is the focus of this measurement, indeed
R, directly from the fit. The reconstructed yields of signal and normalization
are linked to the R(D(∗)) values using their reconstruction efficiencies and the
branching ratio for the leptonic decay of the τ :
R(D(∗)) =
Ngensig
Ngennorm
· 1B (τ− → `−ν¯`ντ )
=
Nfitsig
Nfitnorm
· norm
sig
· 1B (τ− → `−ν¯`ντ )
=
Nfitsig
Nfitnorm
· fi ·
1
B (τ− → `−ν¯`ντ )
(4.17)
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where Nfit refers to the yield determined by the fit, Ngen refers to the generated
events at MC truth level, and  is their ratio. The factors fi are calculated for
each signal channel individually, using 10 streams of generic MC.
The calculation of the constrained signal yield can be expressed as
N
D
(∗)
`, sig
= R(D(∗)) · B (τ
− → `−ν¯`ντ )
f
D
(∗)
`
·N
D
(∗)
`, norm
(4.18)
where N
D
(∗)
`, norm
is the normalization yield.
• Normalization: Decays in the channels B¯ → D(∗)`−ν¯` that are correctly re-
constructed, following the definition given above.
• Feed-down, `: For the reconstructed events in the B¯ → D`−ν¯` signal channels,
there is a contribution from the decays of the type B → (D∗ → Dpislow, γ)`ν where
the line over the pi indicates that the slow pion is missed by the reconstruction.
More specifically, in the channels B+ → D0`ν the feed down events will come from
D∗ decays of the type D∗0 → D0pi0/γ and D∗+ → D0pi+, that arise respectively
in events from charged and neutral (often denoted as mixed) B decays. Thus, the
yield for the feed-down to B+ → D0`ν is composed of two contributions
N(D0X) = N(B+ → D∗0 → D0pi0/γ) +N(B0 → D∗+ → D0pi+). (4.19)
We refer to the former as charged feed-down and the latter as mixed feed-
down. On the other hand, the feed-down events for the channels B0 → D+`ν are
only of one type, mixed feed-down, since they originate only from D∗+ → D+pi0
events
N(D+X) = N(B0 → D∗+ → D+pi0). (4.20)
Mixed and charged feed-down have significantly different shapes in our 2D fit
plane (as shown in Figure 4.10), and as a consequence they each have a separate
PDF. Since these events differ from the normalization in the D∗` channels only
for the missing slow pion, their BDT classification will make them appear mostly
in the normalization region of the 2D plane, and by let them float the statistical
precision of the signal extraction will not be affected.
Moreover, in this way the ratio of feed-down events in the D` channels to the
normalization events in the D∗` channels will determined by the fit, and can
be used to constrain the feed-down that come from the signal B → D∗τν, as
explained below.
• Feed down, τ : The number of events in the feed-down components B → (D∗ →
Dpislow)τν can be correlated to the yield of the signal in the D
∗` channels using
scale factors, which depend on the probability of reconstructing a slow pion, and
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that are determined through MC studies. More specifically, for the charged feed-
down to the channels B+ → D0`ν we can use the correlation
N(B+ → D∗0 → D0pi0/γ) = K
pi
0
/γ
·N(B+ → D∗0 → D0pi0/γ), (4.21)
which can be written more concisely as
N
D
0
`, charged fd-τ
= K
pi
0
/γ
·N
D
∗0
`, sig
. (4.22)
For the mixed feed-down to the channels B+ → D0`ν we can write
N(B0 → D∗+ → D0pi+) = K
pi
+ ·N(B0 → D∗+ → D0pi+)
= K
pi
+ ·S ·N(B0 → D∗+ → all), (4.23)
or equivalently
N
D
0
`, mixed fd-τ
= K
pi
+ ·S ·N
D
∗+
`, sig
. (4.24)
On the other hand, for the definition of the feed-down to the channels B0 → D+`ν
we only need to take into account the mixed feed-down, and the correlation can
be written as
N(B0 → D∗+ → D+pi0) = K
pi
0 ·N(B0 → D∗+ → D+pi0)
= K
pi
0 · (1− S) ·N(B0 → D∗+ → all), (4.25)
or equivalently
N
D
+
`, mixed fd-τ
= K
pi
0 · (1− S) ·N
D
∗+
`, sig
. (4.26)
By taking into account Eq. 4.18 that shows how the signal yield is itself expressed
as a function of the floating parameters R(D∗) and normalization yield, we can
rewrite the feed-down yields as
N
D
0
`, charged fd-τ
= K
pi
0
/γ
·R(D∗0) · B (τ
− → `−ν¯`ντ )
f
D
∗0
`
·N
D
∗0
`, norm
,
N
D
0
`, mixed fd-τ
= K
pi
+ ·S ·R(D∗+) · B (τ
− → `−ν¯`ντ )
f
D
∗+
`
·N
D
∗+
`, norm
, and
N
D
+
`, mixed fd-τ
= K
pi
0 · (1− S) ·R(D∗+) · B (τ
− → `−ν¯`ντ )
f
D
∗+
`
·N
D
∗+
`, norm
.
(4.27)
Since the feed-down from B → D∗`ν is a free parameter of the fit, we correct for
any mismodeling of slow pion reconstruction efficiency by updating the correlation
scale factors for the feed-down from B → D∗τν as
N(D∗τν → Dpi)
N(D∗τν → Dpi)
∣∣∣∣
Iter.
=
N(D∗τν → Dpi)
N(D∗τν → Dpi)
∣∣∣∣
MC
× N(D
∗`ν → Dpi)
N(D∗`ν → Dpi)
∣∣∣∣
Fit
× N(D
∗`ν → Dpi)
N(D∗`ν → Dpi)
∣∣∣∣
MC
(4.28)
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• B¯ → D∗∗`−ν¯` : The charm-meson ground states D and D∗ have orbital an-
gular momentum L = 0. Orbitally excited charm mesons with L = 1 are called
D∗∗ states. Events where the decay of the D∗∗-meson is not fully reconstructed,
very often because a pi0 is missed, mimic a signal or normalization event. The
experimental knowledge of B¯ → D∗∗`−ν¯` decays is still rather poor, especially for
the broad D∗∗ states. As a consequence, the modelling of this background suffers
from large uncertainties and this yield is a free parameter of the fit. To model
this component we use 4.6 MC streams of dedicated B¯ → D∗∗`−ν¯` events which
feature more decay modes and updated branching ratios with respect to the older
generic MC samples.
• Fake D(∗) -mesons: Events where the D(∗) -meson candidate daughter of the
Bsig is not correctly reconstructed. The yield of this component is calibrated
using sidebands of the charm invariant mass distributions for the D(∗) , and this
scale factor’s uncertainty is taken into account in the systematics estimation.
• Other: All other categories such as, for example, continuum background, events
with correctly reconstructed charm particles but with fake leptons, events that
originate from B → D(∗)s D(∗) decays, constitute small contributions and are
grouped together under this component.
The yields of the fake D(∗) -meson backgrounds will be estimated using data-driven
techniques, as explained in section 5.4. The PDFs for these components are shown in
Figures 4.12 to 4.11 for the B0 and B+ samples respectively, while the expected yields
for all PDFs components are detailed in tables 4.1 and 4.2 for B0 and B+ samples
respectively.
4.2.1 Fit Validation
In order to check the stability of the fit algorithm, we perform several tests. Firstly,
we split our MC samples in 10 parts (which we label streams) and perform 10 different
tests, where in each test we use 1 stream as pseudo-data and the remaining 9 streams
to obtain the PDFs for the fit and determine the correlation factors. As expected, we
find fit results in good agreement across the 10 streams.
Since previous measurements of R(D) and R(D∗) have found an excess in the signal
yield with respect to the SM expectations, we test the capability of the fit to identify
signal components with different size with respect to the one expected in our SM MC
samples. We perform this test by introducing a signal component with a yield that
varies from 0.25 to 2.00 times its nominal SM value, and verify that the fit algorithm
is able to properly measure this enlarged signal component.
Lastly, we generate a large number of pseudo-datasets by varying the bin contents
of the 2D classifier-EECL distributions built using the MC samples. We vary each bin
content by sampling from a Poisson distribution built using the bin content and the bin
error. For each pseudo-dataset built following this method, we repeat the fit procedure
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and verify that the fit results follow into Gaussian distributions with central values
equal to the nominal fit result values and standard deviations equal to the fit result
errors.
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(a) Sample: D0`−.
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Figure 4.2: Input variable distributions for the B+ samples.
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Figure 4.3: Input variable distributions for the B0 samples.
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Figure 4.4: Linear correlations between normalization and signal input variables for the
sample D0`−.
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Figure 4.5: Linear correlations between normalization and signal input variables for the
sample D∗0`−.
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Figure 4.6: Correlation between normalization and signal input variables for the sample
D+`−.
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Figure 4.7: Correlation between normalization and signal input variables for the sample
D∗+`−.
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Figure 4.8: Probability output distribution (left) and ROC curve with Area Under
Curve score (right) for the B+ samples.
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Figure 4.9: Probability output distribution (left) and ROC curve with Area Under
Curve score (right) for the B0 samples.
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(a) B¯ → D∗∗`−ν¯` PDF component.
1
2
3
4
5
310×
 
)2 (GeV/cECLE
0 0.2 0.4 0.6 0.8 1 1.2
cl
as
s
0
0.2
0.4
0.6
0.8
1
)2 (GeV/cECLE
0 0.2 0.4 0.6 0.8 1 1.2
Co
un
t
0
2
4
6
8
10
12
14
310×
 
class
0 0.2 0.4 0.6 0.8 1
Co
un
t
0
10
20
30
310×
 
(b) Fake charm PDF component.
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(c) Charged feed-down, ` PDF component.
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(d) Mixed feed-down, ` PDF component.
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(e) Charged feed-down, τ PDF component.
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(f) Mixed feed-down, τ PDF component.
5
10
15
20
25
30
35
310×
 
)2 (GeV/cECLE
0 0.2 0.4 0.6 0.8 1 1.2
cl
as
s
0
0.2
0.4
0.6
0.8
1
)2 (GeV/cECLE
0 0.2 0.4 0.6 0.8 1 1.2
Co
un
t
0
10
20
30
40
50
310×
 
class
0 0.2 0.4 0.6 0.8 1
Co
un
t
0
20
40
60
80
100
310×
 
(g) Normalization PDF component.
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(h) Other PDF component.
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(i) Signal PDF component.
Figure 4.10: Fit PDFs for the sample D0`−.
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(a) B¯ → D∗∗`−ν¯` PDF component.
0.5
1
1.5
2
2.5
310×
 
)2 (GeV/cECLE
0 0.2 0.4 0.6 0.8 1 1.2
cl
as
s
0
0.2
0.4
0.6
0.8
1
)2 (GeV/cECLE
0 0.2 0.4 0.6 0.8 1 1.2
Co
un
t
0
1
2
3
4
310×
 
class
0 0.2 0.4 0.6 0.8 1
Co
un
t
0
2
4
6
8
10
12
310×
 
(b) Fake charm PDF component.
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(c) Normalization PDF component.
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(d) Other PDF component.
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(e) Signal PDF component.
Figure 4.11: Fit PDFs for the sample D∗0`−.
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(a) B¯ → D∗∗`−ν¯` PDF component.
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(b) Fake charm PDF component.
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(c) Mixed feed-down, ` PDF component.
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(d) Mixed feed-down, τ PDF component.
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(e) Normalization PDF component.
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(f) Other PDF component.
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(g) Signal PDF component.
Figure 4.12: Fit PDFs for the sample D+`−.
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(a) B¯ → D∗∗`−ν¯` PDF component.
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(b) Fake charm PDF component.
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(c) Normalization PDF component.
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(d) Other PDF component.
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(e) Signal PDF component.
Figure 4.13: Fit PDFs for the sample D∗+`−.
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Table 4.1: Expected yields for all fit PDFs for the B0 samples are given for the whole
2D fit plane, signal region and the complement to the signal region for EECL < 0.5
GeV. For each column the relative contributions of each cell are given in parantheses.
A fit PDF can either freely float (Free), be fixed and not float (Fixed), be correlated to
another PDF (Correlated) or be estimated through data sidebands (Sidebands)
PDF component Type Whole region
class > 0.9 and
EECL < 0.5 GeV
class < 0.9 and
EECL < 0.5 GeV
Signal Free 419.0 (2.4 %) 296.5 (13.4 %) 51.1 (0.5 %)
Normalization Free 5850.1 (33.2 %) 34.8 (1.6 %) 4812.2 (46.1 %)
B → D∗∗`ν Free 1262.2 (7.2 %) 268.9 (12.2 %) 300.5 (2.9 %)
Fake D(∗) Sidebands 3158.8 (17.9 %) 817.7 (37.0 %) 1060.3 (10.1 %)
Mixed
feed-down (`)
Free 6161.4 (35.0 %) 484.6 (21.9 %) 4127.9 (39.5 %)
Mixed
feed-down (τ)
Correlated 249.7 (1.4 %) 175.6 (7.9 %) 12.8 (0.1 %)
Other
backgrounds
Fixed 506.2 (2.9 %) 134.1 (6.1 %) 83.8 (0.8 %)
All 17607.4 (100.0 %) 2212.2 (100.0 %) 10448.6 (100.0 %)
(a) Sample: D+`−.
PDF
component
Type Whole region
class > 0.9 and
EECL < 0.5 GeV
class < 0.9 and
EECL < 0.5 GeV
Signal Free 345.0 (3.0 %) 243.0 (41.8 %) 45.5 (0.5 %)
Normalization Free 9362.1 (82.0 %) 58.9 (10.1 %) 7729.0 (90.9 %)
B → D∗∗`ν Free 668.4 (5.9 %) 119.5 (20.6 %) 235.9 (2.8 %)
Fake D(∗) Sidebands 718.5 (6.3 %) 76.4 (13.1 %) 421.7 (5.0 %)
Other
backgrounds
Fixed 323.4 (2.8 %) 83.5 (14.4 %) 73.1 (0.9 %)
All 11417.3 (100.0 %) 581.3 (100.0 %) 8505.4 (100.0 %)
(b) Sample: D∗+`−.
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Table 4.2: Expected yields for all fit PDFs for the B+ samples are given for the whole
2D fit plane, signal region and the complement to the signal region for EECL < 0.5
GeV. For each column the relative contributions of each cell are given in parantheses.
A fit PDF can either freely float (Free), be fixed and not float (Fixed), be correlated to
another PDF (Correlated) or be estimated through data sidebands (Sidebands)
PDF component Type Whole region
class > 0.9 and
EECL < 0.5 GeV
class < 0.9 and
EECL < 0.5 GeV
Signal Free 991.0 (1.2 %) 707.1 (7.3 %) 117.8 (0.2 %)
Normalization Free 13671.0 (17.0 %) 82.0 (0.8 %) 11347.6 (23.6 %)
B → D∗∗`ν Free 5610.1 (7.0 %) 1367.5 (14.1 %) 1165.8 (2.4 %)
Fake D(∗) Sidebands 8650.6 (10.7 %) 1813.6 (18.7 %) 3303.1 (6.9 %)
Mixed
feed-down (`)
Free 1215.8 (1.5 %) 102.0 (1.1 %) 914.9 (1.9 %)
Charged
feed-down (`)
Free 46260.0 (57.5 %) 3672.5 (37.8 %) 30780.4 (64.0 %)
Mixed
feed-down (τ)
Correlated 62.0 (0.1 %) 48.5 (0.5 %) 2.0 (0.0 %)
Charged
feed-down (τ)
Correlated 1880.5 (2.3 %) 1321.3 (13.6 %) 89.7 (0.2 %)
Other
backgrounds
Fixed 2131.5 (2.6 %) 593.9 (6.1 %) 340.7 (0.7 %)
All 80472.4 (100.0 %) 9708.4 (100.0 %) 48062.0 (100.0 %)
(a) Sample: D0`−.
PDF com-
ponent
Type Whole region
class > 0.9 and
EECL < 0.5 GeV
class < 0.9 and
EECL < 0.5 GeV
Signal Free 288.3 (2.9 %) 203.3 (37.7 %) 38.2 (0.5 %)
Normalization Free 6962.3 (70.2 %) 46.8 (8.7 %) 5750.2 (79.7 %)
B → D∗∗`ν Free 505.1 (5.1 %) 90.7 (16.8 %) 170.1 (2.4 %)
Fake D(∗) Sidebands 1865.9 (18.8 %) 134.4 (24.9 %) 1178.1 (16.3 %)
Other
backgrounds
Fixed 298.2 (3.0 %) 64.3 (11.9 %) 80.0 (1.1 %)
All 9919.9 (100.0 %) 539.6 (100.0 %) 7216.5 (100.0 %)
(b) Sample: D∗0`−.
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Chapter 5
Correction and Validation of
Simulated Data
The event selection detailed in the Chapter 3 is based on MC simulations. Moreover,
we extract the signal and normalization yields with a fit, taking the Probability Den-
sity Functions (PDFs) from these simulations. Hence, it is fundamental to have good
agreement between data and MC. Since these MC samples have been produced using
theoretical and experimental parameters which may be outdated or inaccurate, we ap-
ply a set of corrections to the MC simulation. A list of these corrections is given in this
Chapter. We then perform several tests to confirm that the data is well represented
by MC samples in the control regions, to confirm the effect of the corrections and in
general the good level of agreement between data and MC.
5.1 Lepton Reconstruction
5.1.1 Lepton ID Efficiency
As shown in Figure 5.1, the momentum spectrum of electron and muons varies greatly
from signal mode to normalization mode, as the leptons produced by τ decays (as in
the signal mode) have a lower average momentum with respect to the leptons that come
directly from the B (as in the normalization mode). For this reason any mis-modelling
in lepton reconstruction may affect the two modes in different ways, and the overall
effect on the final measurement needs to be taken into account. Differences between
data and MC are measured using calibration studies and a correction determined in
ten bins of track momentum and seven bins of azimuthal angle, both measured in
the detector’s rest frame [69]. The efficiency to identify a charged track as either an
electron or a muon has been studied in low-multiplicity e+e− → e+e−`+`− events and
average-multiplicity inclusive e+e− → J/ψX → `+`−X events. The uncertainties on
the correction factors are statistical and systematic, the latter are derived from the
differences between low- and average-multiplicity studies, and are a source of sytematic
uncertainty for the final result of this analysis.
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Figure 5.1: The difference in lepton momentum spectrum between the signal mode
and the normalization mode is shown in the subfigures, for B decays to both D and
D∗mesons.
5.1.2 Lepton Fake Rate
Similar to above, the probability of identifying hadrons as leptons is different in data
and MC. To estimate corrections to the MC, a dedicated D∗ → Dpi sample is studied.
The lepton mis-identification corrections are obtained for the four combinations of pi,K
being misreconstructed as e, µ separately.
The correction depends on the track momentum (eleven bins) and azimuthal de-
tector angle (six bins). Due to the four categories of mis-identification (pi,K → e, µ),
the sample sizes of the fake rate study are low and dominate the uncertainty of the
correction factors, whereas the systematic uncertainties are negligible. The correction
is applied to all fake lepton candidates and the uncertainties are propagated into the
final results of this analysis.
5.2 Form Factors for Semileptonic B-mesons De-
cays
In the MC samples used for this analysis, B¯ → D(∗)`−ν¯` decays are generated with
the HQET2 EvtGen package, based on the CLN parametrization discussed in Section
1.2.1. Since the model’s parameters have been updated since the MC generation, we
apply an event-by-event reweighting using correction factors obtained by the ratio of
the distributions of the new and old model. This reweighting procedure is described in
an internal Belle note [70], and is based on 2-dimensional binning in the momentum
transfer, q2, and the lepton momentum in the CM-frame of the decaying B meson, p∗` .
On the other hand, the B¯ → D∗∗`−ν¯` decays are generated in the MC samples
with the outdated ISGW2 EvtGen package, based on the quark model described in
Ref. [71]. The more accurate LLSW model [72], is used to obtain correction factors
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based on the ratio of the analytic predictions of LLSW and MC distributions generated
with ISGW2. For these decays the reweighting is based on variables such as the recoil
w = m2B +m
2
D
∗ − q2/2mBmD∗ (where pB and pD∗ are respectively the 4-momentum of
B and D(∗) mesons) and cos θ` , the angle between the momenta of D meson and lepton,
in the rest frame of the W -boson [70]. The uncertainties on the model parameters are
subject of systematic uncertainties, detailed in Chapter 6.
5.3 Branching Ratios and Luminosity
The most recent branching ratios reported by the PDG [10] are used to obtain the
updated branching ratios which are then used to correct the B, D, D∗ and D∗∗ meson
decays used in this analysis. Tables 5.1 and 5.2 contain a summary of these corrections.
We expect the signal and normalization modes to have approximately the same channel
composition for the D and D∗mesons, so that the effect of the uncertainties on these
branching ratios carry an effect that cancels out almost completely in the final R(D(∗))
measurement.
The B¯ → D∗∗`−ν¯` background affects signal and normalization modes in a different
way, and for this reason the uncertainty on the B¯ → D∗∗`−ν¯` branching ratios needs to
be assessed as a systematic uncertainty of the analysis, as shown in Section 6.3.3.
Table 5.1: Correction factors for the branching ratios of B → D(∗)`ν and D(∗) decays.
Channel BMC BPDG Correction
B¯0 → D∗+ e− ν¯e 0.053 0.049± 0.001 0.925± 0.021
B− → D∗0 e− ν¯e 0.058 0.057± 0.002 0.983± 0.033
B¯0 → D+ e− ν¯e 0.023 0.022± 0.001 0.948± 0.052
B− → D0 e− ν¯e 0.023 0.023± 0.001 0.983± 0.048
D∗+ → D0 pi+ 0.677 0.677± 0.005 1.000± 0.007
D∗+ → D+ pi0 0.307 0.307± 0.005 1.000± 0.016
D∗0 → D0 pi0 0.619 0.647± 0.009 1.045± 0.015
D+ → K− pi+ pi+ 0.095 0.090± 0.003 0.944± 0.029
D0 → K− pi+ 0.038 0.039± 0.000 1.018± 0.010
D0 → K− pi+ pi0 0.131 0.142± 0.005 1.086± 0.038
D0 → K− pi+ pi+ pi− 0.071 0.081± 0.002 1.144± 0.021
The number of events present in the MC samples differs from the number of BB¯
pairs recorded in the Belle data sample, and the generic MC on average misses 2.4% of
generated luminosity compared to the collision data. The corresponding correction is
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based on the experiment number and the type of BB¯ pair that is being reconstructed
(neutral or charged), and the correction factors are displayed in Figure 5.2.
Using the lmost recent world average values from the PDG [10] we also update the
branching ratio for the decay Υ(4S ) → B0B¯0(B+B−) to 48.6% (51.4%), since in the
MC generation it was set to 50% for both decays.
Chapter 4
MC calibration
Since the MC does not perfectly reproduce the experimental data, we need to calibrate
discrepancy between the data and the MC samples. The following items need to be
corrected, which will be discussed in this chapter.
• Number of BB¯ pairs
• Btag reconstruction e ciency
• K0S and ⇡0 reconstruction e ciency
• PID e ciency
• Model of semileptonic decays
• Branching ratios of the D sub-decays
• PDF shape
4.1 Number of BB¯ pairs correction
There is a discrepancy of the numb r f BB¯ p irs betwee the data and the MC because
of di↵erences of the luminosity and the ⌥(4S) branching ratio.
 Experiment number
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Figure 4.1: Correction factors for the number of BB¯.
53
Figure 5.2: Correction factors for the number of BB¯ pairs as a function of the exper-
iment number for the experimental data and MC samples. High correction values are
caused by MC samples that are no longer available.
5.4 Fake D(∗) -meson Calibration
One of the main background sources for this analysis are the Bsig candidates that
contain fake charm mesons, that is a D or D∗ -meson that is incorrectly reconstructed.
As explained in Chapter 3, correctly reconstructed D(∗) mesons will peak for the
distribution of the variable Mreco(D
(∗))−MPDG(D(∗)). For these variables, the combi-
natorial background will lie in a continuous band that stretches along the full variable
axis, and we define the region away from the signal peak, as sidebands. The comparison
of data and MC for the sidebands for all charm channels are shown in Figures 5.3, 5.4
and 5.5 for D0, D+ and D∗ mesons respectively.
To calibrate the amount of fake D(∗) events in our model, we compare a sideband
region of the data sample, which contains only fake charm background events, to the
equivalent region in the MC samples. The comparison is performed with respect to two
variables, EECL and BDT classifier output, which define the 2D fit plane for the signal
extraction and are introduced in Chapter 4.
We follow the following procedure:
1. Select events in the sidebands of the mass distributions;
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Figure 5.3: Difference between the reconstructed D0-meson invariant mass and its PDG
value. Correctly reconstructed candidates are shown in green, and mis-reconstructed
candidates in red. Experimental data points are overlayed on the MC distribution.
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Figure 5.4: Difference between the reconstructed D+-meson invariant mass and its PDG
value. Correctly reconstructed candidates are shown in green, and mis-reconstructed
candidates in red. Experimental data points are overlayed on the MC distribution.
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2. Fill 2D histograms EECL -classifier using these events for the data and MC samples;
3. Divide the 2D histogram for the data sample by the 2D histogram for the MC
sample;
4. For each bin of the 2D histogram extract a calibration factor rbin =
Nbin, data
Nbin, MC
.
The results of the calibration procedure are shown in Figures 5.6 to 5.9. Given that
the B → D∗ channels contain a lower number of events than the B → D channels, the
systematic uncertainty caused by this calibration will be larger for the former channels.
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Figure 5.6: Fake D(∗) calibration for sample: D0`−. The output of the BDT classifier
(introduced in Chapter 4) is denoted as class.
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(c) EECL - projection of data and MC.
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Figure 5.7: Fake D(∗) calibration for sample: D∗0`−. The output of the BDT classifier
(introduced in Chapter 4) is denoted as class.
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(c) EECL - projection of data and MC.
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Figure 5.8: Fake D(∗) calibration for sample: D+`−. The output of the BDT classifier
(introduced in Chapter 4) is denoted as class.
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(d) Ratio of data and MC.
Figure 5.9: Fake D(∗) calibration for sample: D∗+`−. The output of the BDT classifier
(introduced in Chapter 4) is denoted as class.
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5.5 B-tag Calibration
The number of Btag reconstructed by the tagging algorithm depends on the modelling
of its input variables in the MC samples, which differs from the measured distributions
found in the data samples. As a consequence, we find a discrepancy not only between
the number of Btag candidates in the MC samples and in the data samples, but also in
their classifier output shape and thus we apply a Btag calibration. This calibration will
affect the expected yields of the Bsig candidates that accompany the Btag .
The calibration procedure we follow is to use MC simulations to build fake tag (mis-
reconstructed Btag ) and true tag (correctly reconstructed Btag ) probability distribution
functions (PDFs) for the classifier output distributions, and let the size of these PDF
float in a fit to the same distribution measured in the data sample. The scale factor is
defined as
s = Nfiti /N
exp
i (5.1)
where the index i refers to fake and truth PDFs, Nfit is the number of events in the
PDF as determined by the fit, and N exp is the number of events of events in the PDF
before the fit, is used to re-weight the relevant events in the PDFs. The tag calibration
procedure is shown visually in Figure 5.10 and the numerical results are summarized
in Table 5.3.
Table 5.3: Numerical values for the Btag calibration for all signal channels.
Btag channel Fake Btag ratio True Btag ratio
B− → D0`−ν 1.04± 0.01 1.00± 0.01
B− → D∗0`−ν 0.94± 0.01 0.87± 0.02
B0 → D+`−ν 0.96± 0.01 0.95± 0.01
B0 → D∗+`−ν 0.93± 0.02 1.02± 0.02
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Figure 5.10: Pre-fit (left) and post-fit plots (right) used to determine the tag calibration
factors are shown for all samples. The classifier output of the tagging algorithm is
denoted by sigProb.
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5.6 Normalization Control Region Study
In order to assess the quality of the agreement between data and MC samples, without
biasing the signal extraction procedure, we define a normalization control region by
requiring events with a value of the classifier smaller than 0.2. Given that the nor-
malization events B¯ → D(∗)`−ν¯` are more likely to be classified with values close to 0,
and the signal events B¯ → D(∗)τ−ν¯τ with values close to 1, this requirement effectively
defines a signal-depleted sample.
Our goal in this section is to extract from this control sample the ratios of branching
ratios
R
+/0
ctrl =
B (B+/0 → D∗`−ν¯`)
B (B+/0 → D`−ν¯`)
. (5.2)
which does not depend on the yields of the signal region. We do so by setting up a fit
procedure where the only PDFs that are floating are the normalization, feed-down (`)
and B¯ → D∗∗`−ν¯` components.
We obtain the results summarized in Tables 5.5, where the quoted uncertainties
refer only to statistical ones, while the expectations are extracted from the HFLAV
averaging group [40]. The branching ratios used for the calculation of the expectation
values are shown in Table 5.4. The projections for the fit results are shown in pre-fit
and post-fit in figures from 5.11 to 5.14.
We obtain a good agreement between measured values of the ratios R
+/0
ctrl , and their
world-average values. It is important to notice that, as our results show, the expected
values of these ratios should be the same, according to isospin symmetry. Moreover,
we notice that, in most cases, the fitted yields of the B¯ → D∗∗`−ν¯` component obtain
low values but are always compatible with 0 within uncertainties.
Table 5.4: Branching ratios used for the calculation of the expectation values for the
results of the normalization control region study [40].
Channel Branching ratio
B− → D0`−ν 2.33± 0.04± 0.09
B− → D∗0`−ν 5.59± 0.02± 0.19
B¯0 → D+`−ν 2.20± 0.04± 0.09
B¯0 → D∗+`−ν 4.88± 0.01± 0.10
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Table 5.5: Fit results for the normalization control region test are compared to expec-
tations from the HFLAV averaging group [40].
Fit result Expectaction
R+ctrl 2.53± 0.11 2.39± 0.06
R0ctrl 2.49± 0.10 2.29± 0.06
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Figure 5.11: Projections of the fit results for the normalization control region test for the
channel B0 → D+`−ν. Pre-fit projections are shown on the left and post-fit projections
are shown on the right. Figures (a) and (b) show the EECL projection , figures (c) and
(d) show the classifier projection .
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Figure 5.12: Projections of the fit results for the normalization control region test for the
channel B− → D0`−ν. Pre-fit projections are shown on the left and post-fit projections
are shown on the right. Figures (a) and (b) show the EECL projection , figures (c) and
(d) show the classifier projection .
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Figure 5.13: Projections of the fit results for the normalization control region test
for the channel B0 → D∗+`−ν. Pre-fit projections are shown on the left and post-fit
projections are shown on the right. Figures (a) and (b) show the EECL projection ,
figures (c) and (d) show the classifier projection .
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Figure 5.14: Projections of the fit results for the normalization control region test
for the channel B− → D∗0`−ν. Pre-fit projections are shown on the left and post-fit
projections are shown on the right. Figures (a) and (b) show the EECL projection ,
figures (c) and (d) show the classifier projection .
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5.7 D∗∗ Control Region Study
In order to assess the usability of our B¯ → D∗∗`−ν¯` PDF, we define a D∗∗ control region
by adding a pi0 in the reconstruction of our nominal signal channels, i.e. we reconstruct
B¯ → D(∗)`−pi0ν¯`. We do not change any of the selection criteria for the signal and tag
reconstruction and we apply a tag calibration based on this sample, which differs from
the one used for the signal extraction sample.
We then compare the MC expectations provided by the dedicated D∗∗ sample to
the experimental data, by plotting the comparisons of EECL distribution and of the
invariant mass of the D∗∗ meson, which is defined by the sum of the charm meson and
the pi0 four momenta, shown in Figure 5.15 to 5.18.
We observe good agreement between MC and data samples, and conclude that our
B¯ → D∗∗`−ν¯` PDF can be used for the signal extraction as it is. Notably, in the
invariant mass distributions we can clearly see the peaks of the D1 and D
∗
2 states,
which have small decay widths. We will assess the impact of the uncertainty of the
D∗∗ PDF composition in the evaluation of the systematics uncertainty, as explained in
Section 6.3.3.
We further study the B¯ → D∗∗`−ν¯` decays by listing the D∗∗ decay modes for each
D∗∗ type, for each signal channel, shown in Tables 5.9 to 5.21. In the tables we only
show decay modes with a relative contribution larger than 2%, and the + superscript
refers to both positively and negatively charged particles. This study is performed with
the dedicated D∗∗ MC samples used for the nominal signal study, and not on the pi0
enriched sample.
As expected the greatest contributions for D∗∗ decay modes comes from missing a
pi0. We only notice a significant contribution from D∗∗ decay modes with charge that
is not compatible with the charge of the expected charm particles in the signal mode.
This contribution comes from fake tags with a wrong charge, and might suffer from
mismodeling. For this reason we will change the relative contributions to the D∗∗ decay
modes and verify the effect of this change on the final result.
122 CHAPTER 5. CORRECTION AND VALIDATION OF SIMULATED DATA
)2) (GeV/c0piM(D(*) 
2 2.5 3 3.5
Co
un
t
0
100
200
300
400
500 Fake LeptonFake Charm
D (1870)
D* (2010)
D*0 (2400)
D1' (2430)
D*2 (2460)
D1 (2420)
Other
(a)
)2's) (GeV/cpiM(D(*) 
2 2.1 2.2 2.3 2.4 2.5 2.6
Co
un
t
0
100
200
300
400
(b)
 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2
C o
u n
t
0
200
400
600
(c)
Figure 5.15: Plots for the D∗∗ control region for the sample D+pi0`−. The invariant
mass of the D∗∗ is shown in figure (a), a zoomed in version of the same distribution is
shown in figure (b), while figure (c) shows the EECL distribution.
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Figure 5.16: Plots for the D∗∗ control region for the sample D0pi0`−. The invariant
mass of the D∗∗ is shown in figure (a), a zoomed in version of the same distribution is
shown in figure (b), while figure (c) shows the EECL distribution.
124 CHAPTER 5. CORRECTION AND VALIDATION OF SIMULATED DATA
)2) (GeV/c0piM(D(*) 
2 2.5 3 3.5
Co
un
t
0
20
40
60
80
100
120 Fake LeptonFake Charm
D (1870)
D* (2010)
D*0 (2400)
D1' (2430)
D*2 (2460)
D1 (2420)
Other
(a)
)2's) (GeV/cpiM(D(*) 
2 2.1 2.2 2.3 2.4 2.5 2.6
Co
un
t
0
20
40
60
80
100
(b)
 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2
C o
u n
t
0
50
100
150
200
250
(c)
Figure 5.17: Plots for the D∗∗ control region for the sample D∗+pi0`−. The invariant
mass of the D∗∗ is shown in figure (a), a zoomed in version of the same distribution is
shown in figure (b), while figure (c) shows the EECL distribution.
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Figure 5.18: Plots for the D∗∗ control region for the sample D∗0pi0`−. The invariant
mass of the D∗∗ is shown in figure (a), a zoomed in version of the same distribution is
shown in figure (b), while figure (c) shows the EECL distribution.
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Table 5.6: D1 (39.4 %) channels for the sample D
0`− for the left (right) and fake (true)
B-tags.
Count Rel count (%)
D∗0pi0 434 38.8
D∗0pi+ 315 28.1
D0pi0pi0 154 13.7
D∗0pi0pi0 70 6.3
D∗+pi+ 41 3.6
D∗+pi0 33 2.9
Count Rel count (%)
D∗0pi0 366 58.6
D0pi0pi0 130 20.8
D∗0pi0pi0 52 8.4
D∗+pi+ 30 4.7
D0pi+pi+ 26 4.2
D∗0pi+pi+ 16 2.4
Table 5.7: D∗2 (14.8 %) channels for the sample D
0`− for the left (right) and fake (true)
B-tags.
Count Rel count (%)
D0pi0 149 43.1
D∗0pi0 107 30.9
D0η 44 12.5
D0pi+ 14 4.2
D∗+pi+ 13 3.8
D∗+pi0 9 2.6
Count Rel count (%)
D0pi0 149 48.2
D∗0pi0 96 31.3
D0η 53 17.0
D∗+pi+ 11 3.4
Table 5.8: D∗0 (31.5 %) channels for the sample D
0`− for the left (right) and fake (true)
B-tags.
Count Rel count (%)
D0pi0 462 60.0
D0η 201 28.1
D0pi+ 32 4.5
D∗0pi0pi0 30 4.2
Count Rel count (%)
D0pi0 406 59.9
D0η 226 33.3
D∗0pi0pi0 33 4.9
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Table 5.9: D′1 (14.3 %) channels for the sample D
0`− for the left (right) and fake (true)
B-tags.
Count Rel count (%)
D∗0pi0 187 50.7
D∗0η 79 21.2
D∗0pi+ 35 9.4
D∗+pi+ 28 7.3
D∗+pi0 16 4.1
Count Rel count (%)
D∗0pi0 159 60.4
D∗0η 68 25.7
D∗+pi+ 26 9.8
Table 5.10: D1 (56.0 %) channels for the sample D
∗0`− for the left (right) and fake
(true) B-tags.
Count Rel count (%)
D∗0pi0 93 51.3
D∗0pi+ 66 37.0
D∗0pi0pi0 18 9.6
Count Rel count (%)
D∗0pi0 79 85.4
D∗0pi0pi0 11 10.8
D∗0pi+pi+ 4 3.9
Table 5.11: D∗2 (10.7 %) channels for the sample D
∗0`− for the left (right) and fake
(true) B-tags.
Count Rel count (%)
D∗0pi0 25 94.2
D∗0pi+ 2 5.8
Count Rel count (%)
D∗0pi0 26 100.0
Table 5.12: D∗0 (4.2 %) channels for the sample D
∗0`− for the left (right) and fake (true)
B-tags.
Count Rel count (%)
D∗0pi0pi0 6 73.0
D∗0pi+pi+ 1 15.4
D∗0pi+pi0 1 11.6
Count Rel count (%)
D∗0pi0pi0 10 78.3
D∗0pi+pi+ 2 21.7
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Table 5.13: D′1 (29.0 %) channels for the sample D
∗0`− for the left (right) and fake
(true) B-tags.
Count Rel count (%)
D∗0pi0 48 62.0
D∗0η 21 27.1
D∗0pi+ 7 8.8
D∗0ρ+ 2 2.0
Count Rel count (%)
D∗0pi0 40 63.7
D∗0η 21 33.1
D∗0ρ+ 1 2.3
Table 5.14: D1 (24.8 %) channels for the sample D
+`− for the left (right) and fake
(true) B-tags.
Count Rel count (%)
D+pi0pi0 42 37.4
D∗+pi0 37 32.2
D+pi+pi0 10 8.6
D+pi+pi+ 9 7.3
D∗+pi+ 8 6.7
D∗+pi0pi0 5 4.9
Count Rel count (%)
D+pi0pi0 89 48.8
D∗+pi0 70 37.7
D+pi+pi+ 14 7.6
D∗+pi0pi0 9 4.6
Table 5.15: D∗2 (18.5 %) channels for the sample D
+`− for the left (right) and fake
(true) B-tags.
Count Rel count (%)
D+pi0 40 47.9
D+pi+ 19 23.1
D+η 14 17.2
D∗+pi0 8 9.7
Count Rel count (%)
D+pi0 94 68.7
D+η 25 17.9
D∗+pi0 18 13.0
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Table 5.16: D∗0 (50.1 %) channels for the sample D
+`− for the left (right) and fake
(true) B-tags.
Count Rel count (%)
D+pi0 119 56.3
D+η 61 28.9
D+pi+ 23 10.8
D∗+pi0pi0 5 2.7
Count Rel count (%)
D+pi0 245 62.8
D+η 138 35.4
Table 5.17: D′1 (6.7 %) channels for the sample D
+`− for the left (right) and fake (true)
B-tags.
Count Rel count (%)
D∗+pi0 16 46.5
D∗+pi+ 10 30.7
D∗+η 4 12.3
D+ρ+ 3 8.0
Count Rel count (%)
D∗+pi0 28 60.2
D∗+η 14 29.5
D+ρ+ 4 7.5
Table 5.18: D1 (51.8 %) channels for the sample D
∗+`− for the left (right) and fake
(true) B-tags.
Count Rel count (%)
D∗+pi0 82 69.7
D∗+pi+ 18 14.6
D∗+pi0pi0 12 10.9
D∗+pi+pi0 3 2.5
D∗+pi+pi+ 3 2.3
Count Rel count (%)
D∗+pi0 184 86.7
D∗+pi0pi0 25 11.3
Table 5.19: D∗2 (11.3 %) channels for the sample D
∗+`− for the left (right) and fake
(true) B-tags.
Count Rel count (%)
D∗+pi0 19 71.5
D∗+pi+ 7 28.5
Count Rel count (%)
D∗+pi0 46 100.0
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Table 5.20: D∗0 (4.7 %) channels for the sample D
∗+`− for the left (right) and fake
(true) B-tags.
Count Rel count (%)
D∗+pi0pi0 6 63.0
D∗+pi+pi+ 2 25.9
D∗+pi+pi0 1 11.1
Count Rel count (%)
D∗+pi0pi0 16 79.4
D∗+pi+pi+ 4 20.6
Table 5.21: D′1 (32.1 %) channels for the sample D
∗+`− for the left (right) and fake
(true) B-tags.
Count Rel count (%)
D∗+pi0 39 55.5
D∗+pi+ 22 30.9
D∗+η 9 12.6
Count Rel count (%)
D∗+pi0 86 66.3
D∗+η 40 30.3
D∗+ρ+ 4 3.0
Chapter 6
Systematic Uncertainties
6.1 Introduction
The PDFs we use for the signal extraction, are built from Monte Carlo (MC) simulations
by combining the theoretical SM modelling of the physics event we want to measure,
and the detector response to the products of these events. Our best knowledge about
theoretical and experimental parameters has been used to produce these MC samples,
however this knowledge is not immune from uncertainties.
As a consequence, the final result of the analysis can be potentially biased by the
model we use to extract this result, thus we aim at quantifying the impact of the known
uncertainties that affect our MC model. The goal of this section is to describe the meth-
ods used to estimate the magnitude of the systematic uncertainty of the measurement,
the sources that contribute to this uncertainty, and its numerical values.
6.2 Systematic Uncertainty Estimation Procedure
Generally speaking, we can separate the sources of systematic uncertainties in two
categories: the ones generated by uncertainties on the model’s parameters and the
ones generated by the limited size of the MC sample that we use to build our model.
The latter can be seen as a statistical source of systematic uncertainties, but to avoid
confusion we will label the statistical uncertainty only the one related to the size of the
data sample, which is given as an output of the fit.
There is, however, a difference in the treatment of these two sources of uncertainties,
since the former is assigned a Gaussian error profile, while the latter a Poisson error
profile. For the Gaussian-like sources of systematic uncertainties, we produce new MC
models with model parameters that have been varied from the ones used in the standard
fit. For each parameter, we build a gaussian distribution that has as mean the nominal
parameter value, and as sigma the parameter’s uncertainty. From this distribution we
draw N new parameters values, which will be used to repeat the fit procedure N times.
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Following this method we obtain a Gaussian distribution of fit results, whose stan-
dard deviation is used to define the uncertainty error on the final result introduce by
the uncertainty of the parameter. The treatment of Poisson-like sources of systematic
uncertainties is explained in Section 6.3.1.
6.3 Systematic Uncertainty Sources
6.3.1 Monte Carlo Statistics
The shapes of the fit PDFs are fixed and only their yield is a floating parameter of the
fit. We assume our knowledge of these shapes is dependent on the number of events
belonging to each histogram PDF. Therefore, in order to estimate the effect on the
final results introduced by the uncertainty on the PDFs shapes we produce toy MC
samples by varying each bin’s content of the PDFs histogram, according to a Poisson
distribution with the bin content as event rate, and repeat the fit procedure. As shown
in Table 6.1 this type is the dominant source for the total systematic uncertainty of the
measurement.
6.3.2 Feed-down Correlations and Signal/Normalization Effi-
ciency
All the fixed factors that are used in the fitting procedure detailed in Section 4.2) are
evaluated using Monte Carlo samples. They are only known up to a certain precision
due to statistical fluctuations. The error on these parameters reflect the size of the
event sample used for their determination. Therefore, to evaluate the effects of this im-
precision to the final result, we produce MC toy samples with gaussian error variations
of these parameters.
6.3.3 B¯ → D∗∗`−ν¯` Branching Fractions
The branching fractions of the B¯ → D∗∗`−ν¯` decay modes and the decays of the D∗∗-
mesons are not well known and therefore contribute significantly to the total PDF
uncertainty for the B¯ → D∗∗`−ν¯` component. The branching fraction of each B¯ →
D∗∗`−ν¯` decay is varied within its uncertainty. The uncertainties depend on the D
∗∗
state and are assumed to be:
• D1 : ±6%
The D1 state contributes through the decay modes D
∗pi0, D∗pi+ and Dpi0pi0. We
estimate the relative accuracy of B(B → D1`ν) to be 6% from the HFLAV value
of (0.427± 0.027)%.
• D∗2 : ±10%
The D1 state contributes through the decay modes D
∗pi0 and Dpi0. We estimate
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the relative accuracy of B(B → D∗2`ν) to be 10% from the HFLAV value of
(0.117± 0.012)%.
• D′1 : ±83%
There are large discrepancy among experiments for the branching ratio B(B →
D′1`ν), which are reflected in the PDG average of (0.195 ± 0.054)%. We found
the main contributions from this state to be through the decay modes D∗pi0 and
D∗η. take a conservative approach and estimate this uncertainty to be 83%.
• D∗0 : ±100%
The D∗0 state contributes through the decay modes Dpi
0 and Dη. We conserva-
tively estimate the relative accuracy of B(B → D∗2`ν) to be 100%.
By reweighting our PDFs with gaussian variation of these branching ratios, we produce
new PDFs and repeat the fit procedure.
6.3.4 B Decay Form Factors
As described in Section 5.2 we reweight our MC sample to account for updated values
of the form factors parameters describing theB¯ → D(∗)`−ν¯` and B¯ → D∗∗`−ν¯` decays.
Using Gaussian error distributions we generate 500 variations of the form factor pa-
rameters. The simulated events are reweighted, the PDFs re-calculated, and the fit
repeated for each set of form factors. We estimate the uncertainty as the standard
deviation of the R(D(∗)) distribution.
6.3.5 Slow Pion Efficiency
The slow pion efficiency does not completely cancel in the ratio as the D∗mesons
coming from B¯ → D∗`−ν¯` decays have slightly higher momenta than D∗mesons from
B¯ → D∗τ−ν¯τ decays, as shown in Figure 6.1. As a result, the momentum of the soft
pion coming from D∗ decays also differs. The slow pion reconstruction efficiency affects
the normalization and signal PDF shapes, as a consequence we estimate the systematic
uncertainty introduced by the slow pion efficiency corrections.
6.3.6 Lepton Efficiency and Fake Rate
The momentum spectra of electrons and muons vary greatly from signal mode to nor-
malization mode. Indeed, leptons produced by τ decays (as in the signal mode) having
a softer spectrum than leptons that come from the W decay (as in the normalization
mode). As described in Sections 5.1.1 and 5.1.2 the lepton reconstruction efficiency
and fake rates in the MC samples are reweighted using experimental results. These
factors affect the normalization and signal PDF shapes, as a consequence we estimate
the systematic uncertainty introduced by these corrections.
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Figure 6.1: The difference in charm meson momentum spectrum between the signal
mode and the normalization mode is shown in the subfigures, for B decays to both D
and D∗mesons.
6.3.7 Tag and Fake Charm Calibration
Both the efficiencies for the tag reconstruction and the fake charm reconstruction are
calibrated using collision data, as explained in Sections 5.5 and 5.4, respectively. The
calibration factors are generally extracted by taking the ratio of events in the data
samples to events in the MC samples. The errors on these factors is affected by the size
of the samples used in the calibration. By using gaussian variations of these parameters
we build reweighted PDFs and repeat the fit procedure, in order to assess the systematic
uncertainty introduced by these calibrations.
6.4 Summary of Systematic Uncertainties
An overview of all the contributions to the systematics uncertainties for the R(D) and
R(D∗) results is given in Table 6.1, with a breakdown of the contribution to the MC
statistics component provided in Table 6.2. We add all contributions in quadrature
since we treat them as uncorrelated.
The size of the MC samples used to build the PDFs is among the dominant contri-
butions to the total systematic uncertainty of the measurement. The factors used to
correlate the feed-down components, together with the efficiency factors used for the
R(∗), which both have a statistical origin, also have high contributions. The overall
correlation ρtot of the systematic uncertainties is calculated using the expression:
n∑
i=1
(
σ2i ρiσiσ
∗
i
ρiσiσ
∗
i σ
∗2
i
)
=
(
σ2tot ρtotσtotσ
∗
tot
ρtotσtotσ
∗
tot σ
∗2
tot
)
, (6.1)
where σ refers to uncertainties on R(D), σ∗ to uncertainties on R(D∗) and i runs over
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Table 6.1: Overview of all the contributions to the systematic uncertainties on the
R(D(∗))results. The total systematic uncertainty is calculated by summing each uncer-
tainty in quadrature.
Source ∆R(D) (%) ∆R(D∗) (%) Correlation
D∗∗ composition 0.76 1.41 −0.41
PDF shapes 4.39 2.25 −0.55
Feed-down factors 1.69 0.44 0.53
Efficiency factors 1.93 4.12 −0.57
Fake D(∗) calibration 0.19 0.11 −0.76
Btag calibration 0.07 0.05 −0.76
Lepton efficiency 0.36 0.33 −0.83
and fake rate
Slow pion efficiency 0.08 0.08 −0.98
B decay form factors 0.55 0.28 −0.60
Luminosity and B(Υ(4S)) 0.10 0.04 −0.58
B(B → D(∗)`ν) 0.05 0.02 −0.69
B(D) 0.35 0.13 −0.65
B(D∗) 0.04 0.02 −0.51
B(τ− → `−ν¯`ντ ) 0.15 0.14 −0.11
Total 5.21 4.94 −0.52
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Table 6.2: Breakdown of systematic uncertainty due to the limited MC size sample.
Each line in the table corresponds to a PDF used in the fit. The total systematic
uncertainty is calculated by summing each uncertainty in quadrature.
PDF ∆R(D) (%) ∆R(D∗) (%) Correlation
Signal 2.18 1.38 -0.82
Normalization 1.08 0.75 -0.74
B¯ → D∗∗`−ν¯` 0.91 0.67 -0.59
Other 1.07 0.78 -0.60
Fake D(∗)-mesons 1.99 0.93 -0.48
Mixed Feed-down, ` 1.86 0.34 -0.59
Charged Feed-down, ` 1.63 0.62 0.02
Mixed Feed-down, τ 0.77 0.24 -0.63
Charged Feed-down, τ 0.85 0.33 -0.45
Total 4.39 2.25 -0.55
each source of uncertainty. From this expression we finally extract
ρtot =
∑n
i=1 ρiσiσ
∗
i
σtotσ
∗
tot
. (6.2)
We obtain a total correlation of the systematic uncertainty equal to -0.52, driven mostly
by the Monte Carlo statistics source of systematic uncertainty.
Chapter 7
Results and Discussion
7.1 Results
After performing the fit and evaluating the systematic uncertainty, we extract the
results:
R(D) = 0.307± 0.037± 0.016 (7.1)
R(D∗) = 0.283± 0.018± 0.014, (7.2)
where the first uncertainty is statistical and provided by the fit, and the second error
is systematic. A break-down of electron and muon channel results is given in Table
7.1. We exploit the isospin symmetry between B0 and B+ to impose the relationship
Table 7.1: Fit results for the electron, muon and sum of electron and muon channels.
R(D, e) 0.281± 0.042± 0.017
R(D,µ) 0.373± 0.068± 0.030
R(D, `) 0.307± 0.037± 0.016
R(D∗, e) 0.304± 0.022± 0.016
R(D∗, µ) 0.245± 0.035± 0.020
R(D∗, `) 0.283± 0.018± 0.014
R(D(∗)) = R(D(∗)+) = R(D(∗)0) in the fit. Results for all fit parameters of the four
samples are given in Table 7.2.
The fit projection on the EECL axis and on the classifier axis, for both the whole 2D
fit region and for the signal region defined by class > 0.9, are shown in Figures 7.1
to 7.8. The correlation matrix for all floating parameters of the fit is shown in Figure
7.9. As expected, we find a statistical correlation factor of −0.53 between R(D∗) and
R(D), while the systematic correlation factor is equal to -0.52.
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Table 7.2: Fitted yields in the 4 channels for the partial box opening. Nexp is the
expected number of events, and Nfit the number of events obtained in the fit. Yields
with 0 error are fixed.
Channel Component Nexp Nfit
D+`− Other 506 506 ± 0
B → D∗∗`ν 1262 413 ± 110
Fake D 3072 3072 ± 0
B0 → D∗`ν 6161 6370 ± 225
B0 → D∗τν 249 269 ± 24
B → D`ν 5850 6800 ± 179
B → Dτν 419 307 ± 65
D∗+`− Other 287 287 ± 0
B → D∗∗`ν 668 314 ± 65
Fake D∗ 754 754 ± 0
B → D∗`ν 9362 9794 ± 109
B → D∗τν 344 376 ± 36
Channel Component Nexp Nfit
D0`− Other 2131 2131 ± 0
B → D∗∗`ν 5610 3595 ± 252
Fake D 8708 8708 ± 0
B+ → D∗`ν 46259 45042 ± 563
B0 → D∗`ν 1215 2302 ± 531
B+ → D∗τν 1891 1704 ± 177
B0 → D∗τν 61 123 ± 11
B → D`ν 13671 16096 ± 436
B → Dτν 992 1471 ± 193
D∗0`− Other 187 187 ± 0
B → D∗∗`ν 505 406 ± 64
Fake D∗ 1993 1993 ± 0
B → D∗`ν 6962 7148 ± 100
B → D∗τν 290 275 ± 29
The 2D combination of the R(D) and R(D∗) results, together with their correlation
and the SM expectation is shown in Figure 7.10 for R(D, `) − R(D∗, `) with contours
up to 5σ, while the 1σ contour results for R(D, e)−R(D∗, e), R(D,µ)−R(D∗, µ) and
R(D, `)−R(D∗, `) are shown in Figure 7.11.
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Figure 7.1: Projections of the fit results for the sample D+`−. Pre-fit results are shown
on the left and post-fit plots are shown on the right. Figures (a) and (b) show the
EECL projection after applying the criterion class > 0.9, figures (c) and (d) show the
classifier projection after applying the criterion EECL < 0.48 GeV.
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Figure 7.2: Signal region projections for the fit results for the sample D+`−. Pre-fit
results are shown on the left and post-fit plots are shown on the right. Figures (a) and
(b) show the EECL projection after applying the criterion class > 0.9, figures (c) and
(d) show the classifier projection after applying the criterion EECL < 0.48 GeV.
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Figure 7.3: Projections of the fit results for the sample D0`−. Pre-fit results are shown
on the left and post-fit plots are shown on the right. Figures (a) and (b) show the
EECL projection after applying the criterion class > 0.9, figures (c) and (d) show the
classifier projection after applying the criterion EECL < 0.48 GeV.
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Figure 7.4: Signal region projections for the fit results for the sample D0`−. Pre-fit
results are shown on the left and post-fit plots are shown on the right. Figures (a) and
(b) show the EECL projection after applying the criterion class > 0.9, figures (c) and
(d) show the classifier projection after applying the criterion EECL < 0.48 GeV.
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Figure 7.5: Projections for the fit results for the sample D∗+`−. Pre-fit results are
shown on the left and post-fit plots are shown on the right. Figures (a) and (b) show
the EECL projection after applying the criterion class > 0.9, figures (c) and (d) show
the classifier projection after applying the criterion EECL < 0.48 GeV.
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Figure 7.6: Signal region projections for the fit results for the sample D∗+`−. Pre-fit
results are shown on the left and post-fit plots are shown on the right. Figures (a) and
(b) show the EECL projection after applying the criterion class > 0.9, figures (c) and
(d) show the classifier projection after applying the criterion EECL < 0.48 GeV.
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Figure 7.7: Projections for the fit results for the sample D∗0`−. Pre-fit results are
shown on the left and post-fit plots are shown on the right. Figures (a) and (b) show
the EECL projection after applying the criterion class > 0.9, figures (c) and (d) show
the classifier projection after applying the criterion EECL < 0.48 GeV.
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Figure 7.8: Signal region projections for the fit results for the sample D∗0`−. Pre-fit
results are shown on the left and post-fit plots are shown on the right. Figures (a) and
(b) show the EECL projection after applying the criterion class > 0.9, figures (c) and
(d) show the classifier projection after applying the criterion EECL < 0.48 GeV.
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Figure 7.9: Correlation matrix for the floating fit parameters.
148 CHAPTER 7. RESULTS AND DISCUSSION
0.25 0.30 0.35 0.40
R(D)
0.20
0.25
0.30
0.35
R(
D
* )
4
3
2
1
Figure 7.10: Fit results are shown on a 2D R(D) − R(D∗) plane. The red ellipse
represents the SM expectations, with values R(D)SM = 0.299± 0.003 and R(D∗)SM =
0.258± 0.005 [40].
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Figure 7.11: Fit results are shown for the 1σ contour of the combinations R(D, e) −
R(D∗, e), R(D,µ) − R(D∗, µ) and R(D, `) − R(D∗, `). The red ellipse represents the
SM expectations, with values R(D)SM = 0.299 ± 0.003 and R(D∗)SM = 0.258 ± 0.005
[40].
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7.2 Discussion
Our results for R(D) and R(D∗) are in agreement with the SM predictions within 0.2σ
and 1.1σ respectively, and provide the most precise measurement of these quantities to
date. The combination of theR(D) andR(D∗) results is compatible with the SM within
1.3σ. The world average for the R(D) and R(D∗) experimental results before this work
showed a discrepancy of approximately 3.4σ with the SM expectation. This deviation is
mostly driven by the BaBar analysis which found a 3σ discrepancy with the SM, with
following results showing either a considerably smaller discrepancy, or compatibility
with the SM. This work goes in the direction of reconciliating the experimental results
with the SM expectation.
The combination of the Belle results on R(D) and R(D∗), which include this work
and the hadronic tag measurement [36], is shown in Figure 7.12a. The improvement
in precision with respect to the previous analysis is large, particularly for R(D). The
world average forR(D) andR(D∗) updated with these results, together with the BaBar
and Belle results is shown in Figure 7.12b. The discrepancy of the experimental world
average with the SM expectations decreases from 4 to 3σ when including these latest
results, pulled mostly by the BaBar result.
Our results favour new physics models with values of R(D) and R(D∗) compatible
with the SM values. For example, the 2HDM-Type II introduced in Section 1.2.2
can produce SM-like values of R(D) and R(D∗) simultaneously for small values of its
tan β/m
H
± parameter ratio. This is shown in Figure 7.13, where our results which have
not been corrected for efficiency effects, are compared to 2HDM-Type II predictions for
R(D) and R(D∗).
As for the 2HDM-Type III (where both Higgs doublets couple to up quarks and
down quarks as well) we follow the study done in Reference [73] to constrain the
allowed regions for the Wilson coefficients CcbR and C
cb
R , associated to the operators
OcbR = c¯PRb τ¯PLντ and OcbL = c¯PLb τ¯PLντ respectively. The allowed 1σ regions for the
coefficients CcbL and C
cb
R from the combination of ourR(D) andR(D∗) results are shown
in Figure 7.14.
The precision of this measurement is limited by the size of the available dataset.
This fact is reflected by the statistical uncertainty dominating over the systematic
uncertainty. The Belle II experiment benefits from an accelerator with an instantaneous
luminosity 40 times larger that its predecessor, which will eventually produce a dataset
that is expected to bring the total uncertainty of these measurements to the 2% level.
Hence, Belle II will probably set once and for all the R(D) and R(D∗) anomaly.
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Figure 7.12: On the left: combination of the Belle results on R(D) and R(D∗). On
the right: new world average for the experimental results on R(D) and R(D∗), shown
together with the BaBar and Belle results. For both plots, the SM expectations taken
from Ref. [40] are shown.
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II are shown in blue with a 1σ band and have been obtained with the flavio package
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Chapter 8
Conclusion
This thesis presents the measurement of the branching ratio of B¯ → D(∗)τ−ν¯τ relative to
B¯ → D(∗)`−ν¯` decays – where ` is either e or µ – using semileptonic tagging channels and
leptonic τ decays exclusively. It is performed on the full dataset on the Υ(4S ) resonance
of the Belle experiment.
In the past these measurements have been carried out using hadronic tags, and this
work is the first analysis that uses a semileptonic tag for a combined measurement of
R(D) andR(D∗). Furthermore, with respect to the previous semileptonic measurement
of R(D∗+) by Belle [44], this analysis uses a larger number of Btag channels, which
directly translates to a larger analysis dataset.
Our results are
R(D) = 0.307± 0.037± 0.016 (8.1)
R(D∗) = 0.283± 0.018± 0.014, (8.2)
where the first uncertainty is statistical and provided by the fit, and the second error
is systematic. This is the single most precise measurement of R(D) and R(D∗) ever
performed. The results are in agreement with the previous Belle measurement ofR(D∗)
performed with a semileptonic tag, which is now superseded.
The goal was to test the compatibility of this experimental data with the SM, whose
expectation values are
R(D)SM = 0.299± 0.003 (8.3)
R(D∗)SM = 0.258± 0.005. (8.4)
Our results for R(D) and R(D∗) are in agreement with the SM predictions within 0.2σ
and 1.1σ respectively. The combination of our R(D) and R(D∗) results is compatible
with the SM within 1.2σ. Before these results, the experimental R(D) and R(D∗)
world average showed a discrepancy of approximately 4σ with the SM expectations.
However, given the compatibility of our results with the SM and their high precision,
this discrepancy is reduced to 3σ when including these latest results.
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