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Abstract
Motivated by earlier works we employ appropriate realizations of the affine Hecke algebra and we
recover previously known non-diagonal solutions of the reflection equation for the Uq(ĝln) case. The
corresponding N site spin chain with open boundary conditions is then constructed and boundary
non-local charges associated to the non-diagonal solutions of the reflection equation are derived, as
coproduct realizations of the reflection algebra. With the help of linear intertwining relations involving
the aforementioned solutions of the reflection equation, the symmetry of the open spin chain with the
corresponding boundary conditions is exhibited, being essentially a remnant of the Uq(ĝln) algebra.
More specifically, we show that representations of certain boundary non-local charges commute with
the generators of the affine Hecke algebra and with the local Hamiltonian of the open spin chain for a
particular choice of boundary conditions. Furthermore, we are able to show that the transfer matrix
of the open spin chain commutes with a certain number of boundary non-local charges, depending on
the choice of boundary conditions.
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1 Introduction
One of the great achievements in the domain of quantum integrability is the formulation of the quantum
group approach, a method initiated in [1]–[3] and used for solving a set of algebraic constraints known
as the Yang–Baxter equation. Yang–Baxter equation provides the main framework for formulating and
solving integrable field theories on the full line [4] and discrete integrable models with periodic (or twisted)
boundary conditions [5, 6]. Let R(λ) acting on V⊗2, satisfy the Yang-Baxter equation (on V⊗3) [6, 7]
R12(λ1 − λ2) R13(λ1) R23(λ2) = R23(λ2) R13(λ1) R12(λ1 − λ2), (1.1)
then according to [1]–[3] the R matrix may be determined by solving a system of linear intertwining
relations involving the generators of quantum algebras [2, 3, 8, 9, 10] and R. The fact that these
intertwining relations are linear simplifies drastically the computation of solutions of (1.1), making the
quantum group approach a powerful scheme for solving the Yang–Baxter equation. However, it was also
realized in [2] that the R matrix may be written in terms of generators of the Hecke algebra [11, 12].
An interesting observation within this context is that one may consider a different route, that is acquire
solutions of the Yang–Baxter equation by employing realizations of the Hecke algebra. This is actually
the logic that we try to convey in this work. The reasons why we advocate the Hecke algebraic approach
are 1) because it provides a universal approach for solving the Yang–Baxter equation as will become clear
in the following section, and 2) more importantly because this method bears a rather richer variety of
solutions compared to the quantum group approach (see e.g. [13, 14]). It should be emphasized however
that the existence of the intertwining relations is of great significance in any case, mainly because it
allows the systematic study of the underlying symmetry of the corresponding integrable system [15]–[25].
An analogous scenario applies in the case of integrable systems with general boundaries. More specif-
ically, in addition to the Yang–Baxter equation one more key equation should be implemented, namely
the reflection equation. Let K(λ) acting on V be a solution of the reflection equation (on V⊗2) [26, 27],
R12(λ1 − λ2) K1(λ1)R21(λ1 + λ2) K2(λ2) = K2(λ2) R12(λ1 + λ2) K1(λ1) R21(λ1 − λ2), (1.2)
where R satisfies the Yang–Baxter equation (1.1). It was recently realized that a generalized quantum
group approach can be somehow implemented for solving the reflection equation. In particular, boundary
non–local charges were constructed for the first time in [17] in the context of the boundary sine-Gordon
model in the ‘free fermion’ point. Similarly, in [18] boundary non-local charges were derived for the affine
Toda field theories with certain boundaries conditions, and the corresponding K matrices were attained.
The K matrix can be also deduced by solving linear intertwining relations between the K matrix and the
reflection algebra generators, defined by (1.2) (see e.g. [18]–[21]). Note that it as was recently realized
in [22] that the boundary non-local charges associated to Uq(ŝl2) case generate the so called tridiagonal
algebra.
As proposed in [14, 28] an effective way of finding solutions of the reflection equation (1.2) is by
exploiting the existence of certain quotients of the affine Hecke algebra [29] such as e.g. the blob algebra
[13, 14, 28, 30, 31], formulating the affine Hecke algebraic method [13, 14, 28, 30]. The boundary
analogue of the quantum group approach [17]–[22] is not rigorously established yet for the Uq(ĝln) case
with boundary conditions arising from (1.2). It is therefore desirable to attain solutions of the reflection
equation via other effective means, such as the affine Hecke approach [13, 14, 28, 30], and then derive
systematically generators of the reflection algebra. In other words the Hecke algebraic method allows a
rigorous construction of realizations of generators of the reflection algebra, a fact that makes this process
quite appealing, further justifying our initial choice of this scheme.
In this investigation we focus on a special class of integrable lattice models, the integrable quantum
spin chains. In the first part we review how solutions of the Yang–Baxter equation arise using certain
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representations of the Hecke algebra. Then the algebraic monodromy matrix and the corresponding closed
Uq(ĝln) spin chain
2 with N sites are constructed. The asymptotic behaviour of the monodromy matrix is
examined yielding coproducts of Uq(ĝln). In the second part, motivated by earlier works [14, 28, 30], we
present the affine Hecke algebraic method for solving the reflection equation for the Uq(ĝln) case. Then
by deriving a non-diagonal representation of the affine Hecke algebra we recover known solutions of the
reflection equation for the Uq(ĝln) case, originally found in [32]. It is clear that different representations
of the affine Hecke algebra lead to different solutions of the (1.2), however here such an exhaustive study
of the various representations and the corresponding solutions is not pursued. Once having specified
the c–number solution we construct a generalized solution of the reflection equation denoted by T ,
from which the transfer matrix of the open spin chain is entailed. The asymptotic behaviour of T is
examined bearing boundary non-local charges, which are coproduct realizations of the reflection algebra
(see also [16], [17]–[22]). Furthermore, we exploit the existence of linear intertwining relations between
the solutions of the reflection equation and the elements of the reflection algebra in order to exhibit the
symmetry of the transfer matrix of the system for special boundary conditions. That is we show that
certain boundary non-local charges commute with the corresponding open transfer matrix. Note that the
derivation of the non-local charges and the symmetry of the open transfer matrix with the aforementioned
boundary conditions rely on solely algebraic considerations, and therefore these findings are independent
of the choice of representation. In fact, representations of certain boundary non-local charges turn out
to commute with the generators of the affine Hecke algebra. As a consequence the local Hamiltonian of
the open spin chain with a particular choice of boundary conditions, written in terms of the affine Hecke
algebra generators, also commutes with the representations of the non-local charges.
A comment is in order on the derivation of the boundary non-local charges. This is in fact the first time
that conserved boundary non-local charges are derived explicitly for the Uq(ĝln) case (see also [19]) with
the so called ‘soliton preserving’ (SP) boundary conditions [33, 34] emerging from (1.2). From the physical
point of view the SP boundary conditions ‘compel’ a particle-like excitation carrying a representation of
Uq(gln) to reflect to itself —no multiplet changing occurs. In [18] on the other hand boundary non-local
charges were obtained from the field theory point of view, for ‘soliton non-preserving’ (SNP) boundary
conditions [35]–[39]. These boundary conditions force an excitation to reflect to its ‘conjugate’, i.e. to
reflect to an excitation which carries the conjugate representation. Let us point out that the remarkable
feature of the present approach is that allows the investigation of boundary conditions that have not been
necessarily treated at the classical level, such as the SP ones which will be discussed subsequently.
2 The Yang–Baxter equation
In this section the necessary algebraic background is set by reviewing basic definitions regarding the
Hecke algebras and the affine quantum algebras. We shall briefly recall how solutions of the Yang–Baxter
equation arise by exploiting the existence of appropriate representations of the Hecke algebra. Also,
representations of (affine) quantum algebras will be obtained by investigating the asymptotic behaviour
of the corresponding closed quantum spin chain.
2By Uq(ĝln) spin chain we mean the model built with the R matrix associated to the Uq(ĝln) algebra.
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2.1 The Hecke algebra
It will be convenient to rewrite the Yang–Baxter equation (1.1) in a slightly modified form by introducing
the object [2]
Rˇ(λ) = P R(λ) (2.1)
P is the permutation operator acting on V⊗2: P(a⊗ b) = b⊗ a for any vectors a, b ∈ V.
The Rˇ matrix satisfies the braid Yang–Baxter equation
Rˇ12(λ1 − λ2) Rˇ23(λ1) Rˇ12(λ2) = Rˇ23(λ2) Rˇ12(λ1) Rˇ23(λ1 − λ2). (2.2)
acting on V⊗V⊗V, and as usual R12 = R⊗I, R23 = I⊗R . In what follows we shall recall how solutions
to the braid Yang–Baxter equation can be obtained using the Hecke algebra HN (q) of type AN−1 [11, 12].
Definition 2.1. The Hecke algebra HN (q) is defined by the generators gl, l = 1, . . . , N − 1 satisfy-
ing the following relations:
(gl − q) (gl + q
−1) = 0
gl gl+1 gl = gl+1 gl gl+1,
[gl, gm] = 0, |l −m| > 1. (2.3)
The structural similarity between (2.2) and the second relation of (2.3) (braid relation) is apparent, it
is therefore quite natural to seek for representations of the Hecke algebra as candidate solutions of the
Yang–Baxter equation [2].
For convenience an alternative set of generators of HN (q) may be considered i.e. Ul = gl − q, which
satisfy the following defining relations
Ul Ul = δ Ul
Ul Ul+1 Ul − Ul = Ul+1 Ul Ul+1 − Ul+1
[Ul, Um] = 0, |l −m| > 1, (2.4)
where δ = −(q + q−1) and q = eiµ.
2.2 Solutions of the Yang–Baxter equation
As pointed out in [2] tensor product representations of HN (q) ρ : HN (q)→ End(V
⊗N ) provide solutions
to Yang–Baxter equation, i.e.
Rˇl l+1(λ) = sinh(λ+ iµ) I+ sinhλ ρ(Ul). (2.5)
It is worth remarking that by virtue of the first of the equations (2.4) the unitarity of the Rˇ matrix, can
be verified, i.e.
Rˇ(λ) Rˇ(−λ) ∝ I, λ 6= ±iµ. (2.6)
Let now V = Cn and
(eˆij)kl = δik δjl (2.7)
3
define also the matrix U on (Cn)⊗2 of the form [2]:
U =
n∑
i 6=j=1
(eˆij ⊗ eˆji − q
−sgn(i−j)eˆii ⊗ eˆjj). (2.8)
Then the following representation is obtained ρ : HN (q)→ End((C
n)⊗N ) such that
ρ(Ul) = I⊗ . . . ⊗ U ⊗ . . .⊗ I (2.9)
acting non-trivially on Vl⊗Vl+1. As noted in [2] the latter solution (2.5), (2.8), (2.9) corresponds to the
fundamental representation of the Uq(ĝln).
From (2.1) and (2.5) it follows that the R matrix in the fundamental representation can be expressed
as
R(λ) = P(sinh(λ+ iµ) I+ sinhλ U). (2.10)
It immediately follows from (2.6) that the R matrix is also unitary, in particular
R(λ) Rˆ(−λ) ∝ I where Rˆ(λ) = P R(λ) P. (2.11)
Notice that the lower indices of the R matrix are omitted in (2.10) ‘index free’ notation. A useful remark
is in order here, note that whenever we write R (‘index free’ notation) we simply mean that the R matrix
acts abstractly on V⊗2. Rlm on the other hand acts on specific spaces Vl ⊗ Vm, where the indices l, m
denote the position in a tensor product sequence of spaces V1 ⊗V2 ⊗ . . .⊗Vl ⊗ . . .⊗Vm ⊗ . . .. In fact a
more general remark can be stated: consider the operator O (‘index free’ notation) acting on V⊗M , then
Oi1i2...iM acts specifically on Vi1 ⊗ Vi2 ⊗ . . . ⊗ ViM , again the indices ij , j ∈ {1, . . . ,M} characterize
the position in a tensor product sequence.
The R matrix (2.10) is written in the homogeneous gradation, it can be however given in the principal
gradation by means of a simple gauge transformation (see e.g. [19]), namely
R
(p)
12 (λ) = V1(λ) R
(h)
12 (λ) V1(−λ) (2.12)
where
V(λ) = diag(1, e
2
n
λ, . . . , e
(n−1)2
n
λ). (2.13)
It is instructive to write down explicit expressions for the R matrix in both homogeneous and principal
gradations:
R(h)(λ) = a(λ)
n∑
i=1
eˆii ⊗ eˆii + b(λ)
n∑
i 6=j=1
eˆii ⊗ eˆjj + c
n∑
i 6=j=1
e−sgn(i−j)λeˆij ⊗ eˆji
R(p)(λ) = a(λ)
n∑
i=1
eˆii ⊗ eˆii + b(λ)
n∑
i 6=j=1
eˆii ⊗ eˆjj + c
n∑
i 6=j=1
e((i−j)
2
n
−sgn(i−j))λeˆij ⊗ eˆji,
a(λ) = sinh(λ+ iµ), b(λ) = sinhλ, c = sinh iµ. (2.14)
The latter R matrices (2.14) satisfy in addition to unitarity (2.11) the following relations:
Rt112(λ) M1 R
t2
12(−λ− 2iρ) M
−1
1 ∝ I, (2.15)
4
where we define M as:
Mij = e
iµ(n−2j+1) δij , homogeneous gradation
Mij = δij , principal gradation
i, j ∈ {1, . . . , n}. (2.16)
and [
M1 M2, R12(λ)
]
= 0. (2.17)
2.3 The quantum Kac–Moody algebra Uq(ŝln)
It will be useful for what is described in the subsequent sections to recall the basic definitions regarding
the affine quantum algebras. Let
aij = 2δij − (δi j+1 + δi j−1 + δi1 δjn + δin δj1), i, j ∈ {1, . . . , n} (2.18)
be the Cartan matrix of the affine Lie algebra ŝln
3 [40]. Also define:
[m]q =
qm − q−m
q − q−1
, [m]q! =
m∏
k=1
[k]q, [0]q! = 1
[
m
n
]
q
=
[m]q!
[n]q! [m− n]q!
, m > n > 0. (2.20)
Definition 2.2. The quantum affine enveloping algebra Uq(ŝln) has the Chevalley-Serre generators [2, 8]
ei, fi, q
±
hi
2 , i ∈ {1, . . . , n} obeying the defining relations:[
q±
hi
2 , q±
hj
2
]
= 0 q
hi
2 ej = q
1
2
aijej q
hi
2 q
hi
2 fj = q
− 1
2
aijfj q
hi
2 ,[
ei, fj
]
= δij
qhi − q−hi
q − q−1
, i, j ∈ {1, . . . , n} (2.21)
and the q deformed Serre relations
1−aij∑
n=0
(−1)n
[
1− aij
n
]
q
χ
1−aij−n
i χj χ
n
i = 0, χi ∈ {ei, fi}, i 6= j. (2.22)
Remark: The generators ei, fi, q
±hi for i ∈ {1, . . . , n − 1} form the Uq(sln) algebra. Also, q
±hi =
q±(ǫi−ǫi+1), where the elements q±ǫi belong to Uq(gln). Recall that Uq(gln) is derived by adding to
Uq(sln) the elements q
±ǫi i ∈ {1, . . . , n} so that q
∑n
i=1 ǫi belongs to the center (for more details see [2]).
Furthermore, as noted in [2] there exist the elements Eij ∈ Uq(gln) i 6= j, with Ei i+1 = ei, Ei+1 i = fi
i ∈ {1, . . . n− 1} and
Eij = Eik Ekj − q
∓1Ekj Eik, j ≶ k ≶ i, i, j ∈ {1, . . . , n}. (2.23)
3For the ŝl2 case in particular
aij = 2δij − 2(δi1 δj2 + δi2 δj1), i, j ∈ {1, 2} (2.19)
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It is clear that Eij ∈ Uq(gln) because they can be written solely in terms of the generators ei, fi,
i ∈ {1, . . . , n− 1}. 
The algebra A = Uq(ĝln) is equipped with a coproduct ∆ : A→ A⊗A such that
∆(ei) = q
−
hi
2 ⊗ y + y ⊗ q
hi
2 , y ∈ {ei, fi}, ∆(q
±
ǫi
2 ) = q±
ǫi
2 ⊗ q±
ǫi
2 . (2.24)
It will be useful to define also ∆′ : A → A⊗A. Let Π be the ‘shift operator’ Π : U1 ⊗ U2 → U2 ⊗ U1
then
∆′(x) = Π ◦∆(x), x ∈ A. (2.25)
The L-fold coproduct may be derived by using the recursion relations
∆(L) = (id⊗∆(L−1))∆, ∆
′(L) = (id⊗∆(L−1))∆′. (2.26)
As customary, ∆(2) = ∆ and ∆(1) = id. Finally by using (2.26) we may derive explicit expressions for
any L as:
∆(L)(y) =
L∑
l=1
q−
hi
2 ⊗ . . .⊗ q−
hi
2 ⊗ y︸︷︷︸
l position
⊗q
hi
2 ⊗ . . .⊗ q
hi
2 , y ∈ {ei, fi}
∆(L)(q±
ǫi
2 ) = q±
ǫi
2 ⊗ . . .⊗ q±
ǫi
2 . (2.27)
The opposite coproduct ∆(L)op(x) can be also derived from ∆(L)(x), x ∈ A (2.27) by q±
hi
2 → q∓
hi
2 . We
should note that for general L ∆(L)op(x) 6= ∆
′(L)(x), and they only coincide when L = 2. Note that for
ei, fi, i ∈ {1, . . . , n− 1} the coproducts are restricted to the non-affine case.
2.4 Evaluation representation and Lax operators
It will be useful for the following to consider the universal R matrix, which is a solution of the universal
Yang–Baxter equation,
R12 R13 R23 = R23 R13 R12. (2.28)
 Homogeneous gradation: Let us now consider the evaluation representation [2] πλ : A → End(C
n)
defined as4:
πλ(ei) = eˆi i+1, πλ(fi) = eˆi+1 i, πλ(q
hi
2 ) = q
1
2
(eˆii−eˆi+1 i+1), i = 1, . . . , n − 1
πλ(en) = e
−2λeˆn1, πλ(fn) = e
2λeˆ1n, πλ(q
hn
2 ) = q
1
2
(eˆnn−eˆ11). (2.30)
It follows from (2.23), (A.1) and (2.30) that
π0(Eij) = π0(Eˆij) = eˆij i, j ∈ {1, . . . , n}. (2.31)
4Also,
piλ(q
ǫi
2 ) = q
eˆii
2 (2.29)
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Then define the Lax operator
L(λ) = (πλ ⊗ id)R also R(λ1 − λ2) = (πλ1 ⊗ πλ2)R. (2.32)
R ∈ End((Cn)⊗2) satisfies apparently the Yang–Baxter equation (1.1), while L ∈ End(Cn) ⊗A satisfies
a fundamental algebraic relation, which is immediate consequence of (2.28) and (2.32)
Rab(λ1 − λ2) La(λ1) Lb(λ2) = Lb(λ2) La(λ1) Rab(λ1 − λ2). (2.33)
Note that the algebra defined by (2.33) is endowed with a coproduct ∆ : A → A⊗A i.e.
(id⊗∆)L(λ) = L13(λ) L12(λ) → Lij(λ) =
n∑
k=1
Lkj(λ)⊗ Lik(λ), i, j ∈ {1, . . . , n}. (2.34)
A solution of the above equation (2.33) may be written in the simple form below (see also [41]–[43])
L(λ) = eλL+ − e−λL−, (2.35)
with the matrices L+, L− being upper (lower) triangular, i.e.
L+ =
n∑
i≤j=1
eˆij ⊗ tij, L
− =
n∑
i≥j=1
eˆij ⊗ t
−
ij. (2.36)
tij, t
−
ij ∈ Uq(gln) are defined explicitly in appendix A, and they also form simple coproducts as shown in
appendix A (A.3). It can be verified by inspection that the Lax operator and the R matrix satisfy the
following linear intertwining relations (see e.g. [2, 3, 44])
(πλ ⊗ id)∆
′(x) L(λ) = L(λ) (πλ ⊗ id)∆(x),
(πλ ⊗ π0)∆
′(x) R(λ) = R(λ) (πλ ⊗ π0)∆(x), x ∈ A. (2.37)
Actually, once having verified such relations for the known R matrix generalized intertwining relations
(2.37) can be derived, and the Lax operator L may be deduced.
 Principal gradation: The evaluation representation in the principal gradation can be obtained by
virtue of the gauge transformation
π˜λ(x) = V(λ) πλ(x) V(−λ), x ∈ A (2.38)
where V(λ) is given by (2.13). Then we can write π˜λ : A → End(C
n) such that
π˜λ(ei) = e
− 2λ
n eˆi i+1, π˜λ(fi) = e
2λ
n eˆi+1 i, π˜λ(q
hi
2 ) = q
1
2
(eˆii−eˆi+1 i+1), i = 1, . . . , n − 1
π˜λ(en) = e
− 2λ
n eˆn1, π˜λ(fn) = e
2λ
n eˆ1n, π˜λ(q
hn
2 ) = q
1
2
(eˆnn−eˆ11). (2.39)
Note that π0 = π˜0. The L matrix in the principal gradation takes then the following form
L(λ) =
n∑
i=1
eˆii ⊗ 2 sinh(λ+ iµǫi) +
∑
i<j
e((i−j)
2
n
+1)λ(1− δi1δjn)eˆij ⊗ tij + e
λ− 2
n
λeˆn1 ⊗ t
0
n1
−
∑
i>j
e((i−j)
2
n
−1)λ(1− δinδj1)eˆij ⊗ t
−
ij − e
−λ+ 2
n
λeˆ1n ⊗ t
0−
1n . (2.40)
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The elements t0−1n and t
0
n1 are associated to the affine generators (see appendix A). Intertwining relations
as in (2.37) for the Lax operator L in the principal gradation also hold with π → π˜.
Finally it can be directly shown [2] that ρ(Ul), and via (2.5) the Rˇ matrix, commute with the Uq(gln)
generators. Indeed, it is straightforward to show for N = 2 that[
ρ(U1), π
⊗2
0 (∆(x))
]
=
[
Rˇ12(λ), π
⊗2
0 (∆(x))
]
= 0, x ∈ Uq(gln). (2.41)
Then from (2.27) and ρ(Ul) (2.8), (2.9) it follows for any N[
ρ(Ul), π
⊗N
0 (∆
(N)(x))
]
=
[
Rˇl l+1(λ), π
⊗N
0 (∆
(N)(x))
]
= 0, x ∈ Uq(gln), l ∈ {1, . . . N − 1}. (2.42)
The latter relations will turn out to be instrumental in the study of the open spin chain Hamiltonian as
will be clear in section 4.
2.5 The closed spin chain
Tensor products of the quantum algebra may be now considered yielding theN site closed spin chain. This
construction is achieved by using the Quantum Inverse Scattering Method (QISM) an approach initiated
in [5, 6, 45], providing also one of the main motivations for the formulation and study of quantum groups
[2, 8, 9, 41].
The first step is to introduce the monodromy matrix T (λ) ∈ End(Cn)⊗A⊗N being also a solution of
(2.33) and defined as
T0(λ) = (id⊗∆
(N))L(λ) = L0N (λ) L0 N−1(λ) . . .L02(λ) L01(λ). (2.43)
The notation L0l implies that L acts on C
n︸︷︷︸
0 position
⊗ . . .⊗ A︸︷︷︸
l position
⊗ . . ., where the numbering in the
tensor product sequence is considered from 0 to N . Traditionally the indices l ∈ {1, . . . , N}, associated
to the so called ‘quantum’ spaces, are suppressed from T , and we only keep the index 0 corresponding
to the so called ‘auxiliary’ space. Here, the homogeneous monodromy matrix is considered for simplicity,
although we could have added inhomogeneities Θi at each site of the spin chain (see e.g. [46]). We
could have also chosen a different representation for the auxiliary space, but in order to keep things
uncomplicated we consider it to be n dimensional (fundamental representation). Such a choice simplifies
dramatically the subsequent computations without however reducing their generality.
The transfer matrix of the system, is simply defined as the trace over the ‘auxiliary’ space, i.e.
t(λ) = tr0 T0(λ) (2.44)
thus t(λ) is an element of A⊗N . It can be then shown via (2.33) that [5][
t(λ), t(λ′)
]
= 0, (2.45)
a condition that ensures the integrability of the model. As no representation has been specified on the
‘quantum’ spaces, our description is purely algebraic at this stage, that is the entailed results are inde-
pendent of the choice of representation, and thus they are universal. It is not until we assign particular
representations on the ‘quantum’ spaces that the algebraic construction (2.43), (2.44), consisting of N
copies of A, acquires a physical meaning as a quantum spin chain. Once having specified the representa-
tions of the quantum spaces one may diagonalize the transfer matrix (2.44), which is the quantity that
8
encodes all the physical information of the system, and derive the corresponding Bethe ansatz equations
[5].
Generalized intertwining relations may be obtained by induction from (2.37) for the monodromy
matrix (2.43) as well (see also [15, 16]),
(πλ ⊗ id
⊗N )∆
′(N+1)(x) T (λ) = T (λ) (πλ ⊗ id
⊗N )∆(N+1)(x), x ∈ A, (2.46)
∆(N+1) is treated as a two site coproduct in such a way that on the first site the representation πλ
acts, while on the ‘second’ site —which is a composite of N sites— id⊗N acts (no specific choice of
representation for the quantum spaces) see also (2.26). The intertwining relations (2.46) yield important
commutation relations between the generators of A and the entries of the monodromy matrix, enabling
the investigation of the symmetry of the transfer matrix [15, 16], as will become clear later. For the
closed spin chain, for generic values of q no symmetry has been identified for the transfer matrix. It is
actually the open spin chain –which will be discussed later– with special boundary conditions that enjoys
the full Uq(gln) symmetry [47, 48, 49]. The symmetry of the closed spin chain has been only derived for
the case where q is root of unity [15], [50]–[52]. In particular, as argued in [15], [50]–[52] the periodic or
twisted spin chain, for q root of unity, enjoys the sln loop algebra symmetry.
We should finally mention that intertwining relations of the type (2.46) for the monodromy matrix
in the principal gradation may be deduced by acting on (2.46) with the gauge transformation V0(λ) and
using also (2.12). In particular, the monodromy matrix satisfies the same form of relations (2.46) but
with (πλ → π˜λ).
2.6 Non-local charges
The asymptotic behaviour of the monodromy matrix will be investigated for both the homogeneous and
principal gradation. The reason why such an investigation is of great relevance is because it bears, as
will become clear, coproducts of A (see also e.g. [9, 41]).
 Homogeneous gradation: We shall first examine the asymptotic behaviour of the monodromy matrix in
the homogeneous gradation, which provides coproducts of Uq(gln). In the following the asymptotic forms
of L and T are treated as n× n matrices with entries being elements of Uq(gln), Uq(gln)
⊗N respectively.
The L matrix (2.35), (2.36) as λ → ±∞ reduces to an upper (lower) triangular form (recall that
q = eiµ, also for the asymptotics we consider µ to be finite)
L(λ→ ±∞) ∝ L± (2.47)
where indeed the matrices L+ (L−) are upper (lower) triangular matrices, with entries being elements
of Uq(gln) and given in (2.36). It is then straightforward from (2.43) and (2.47) to write down the
asymptotic behaviour of the monodromy matrix as λ → ±∞, i.e. (here for simplicity the ‘auxiliary’
space index 0 is suppressed from T (2.43))
T (λ→ ±∞) ∝ T±(N). (2.48)
As expected the matrices T±(N) are upper (lower) triangular with the non-zero entries being elements of
Uq(gln)
⊗N :
T
+(N)
ij = ∆
(N)(tij) i ≤ j, T
−(N)
ij = ∆
(N)(t−ij) i ≥ j, i, j ∈ {1, . . . , n}. (2.49)
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Let us stress that all the above expressions are independent of λ, and the coproducts appearing in
(2.49) are restricted to the non-affine case, providing tensor product realizations of Uq(gln). The alge-
braic objects T+(N), T−(N) provide actually coproducts of the upper lower Borel subalgebras respectively.
 Principal gradation: In order to extract expressions associated to the affine generators of A it is
convenient to consider the asymptotic expansion of the monodromy matrix in the principal gradation.
In this case we keep in the T (λ → ∞) expansion zero order terms and e±
2
n
λ terms as well [16]. The
asymptotic behaviour of L in the principal gradation (2.40) as λ→ ±∞ is given by (see also [18]),
L(λ→ ±∞) ∝ (D± + e∓
2
n
λ B± + . . .), (2.50)
where the non-zero entries of the D±, B± matrices are elements of A,
D±ii = t
±1
ii , i ∈ {1, . . . , n}, B
+
n1 = t
0
n1, B
−
1n = t
0−
1n ,
B+i i+1 = ti i+1, B
−
i+1 i = t
−
i+1 i, i ∈ {1, . . . , n − 1}. (2.51)
Consequently, the asymptotics of the monodromy matrix take the form
T (λ→ ±∞) ∝ (D±(N) + e∓
2
n
λB±(N) + . . .) (2.52)
with the non-zero entries of D±(N) and B±(N) being elements of A⊗N given by:
D
±(N)
ii = ∆
(N)(t±1ii ), B
+(N)
n1 = ∆
(N)(t0n1), B
−(N)
1n = ∆
(N)(t0−1n )
B
+(N)
i i+1 = ∆
(N)(ti i+1), B
−(N)
i+1 i = ∆
(N)(t−i+1 i). (2.53)
Recall that tij, t
−
ij, t
0
n1, t
0−
1n and their coproducts are defined in appendix A.
The lowest orders of the monodromy matrix asymptotics in both homogeneous and principal gradation
gave rise, as expected, to coproduct realizations of A. The entailed quantities (2.49), (2.53) are the non-
local charges, which for the periodic case for generic values of q do not commute with the transfer matrix
of the system. Our intention is to generalize the process described so far, when open integrable boundaries
are implemented. In this case it turns out, as we shall see in the subsequent sections, that some of the
induced non-local charges are conserved quantities.
3 The reflection equation
After the brief review on the bulk case we may now present the main results regarding the boundary case.
In particular, solutions of the reflection equation for the Uq(ĝln) case will be obtained by means of the
affine Hecke algebra [14, 28, 30]. Once having available solutions of the reflection equation we shall be able
to construct the corresponding open spin chain, and extract the boundary non-local charges along the
lines described in [18, 16]. Exploiting the existence of intertwining relations analogous to (2.37), (2.46)
we shall show that certain boundary non-local charges are conserved quantities, that is they commute
with the transfer matrix of the open spin chain. The approach that is discussed in the following may be
thought of as the boundary analogue of the bulk case described in the previous sections.
3.1 The affine Hecke algebra
As in the case of the Yang–Baxter equation it will be convenient to rewrite the reflection equation (1.2)
in a modified form i.e.
Rˇ12(λ1 − λ2) K1(λ1) Rˇ12(λ1 + λ2) K1(λ2) = K1(λ2) Rˇ12(λ1 + λ2) K1(λ1) Rˇ12(λ1 − λ2) (3.1)
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acting on V⊗V, and as customary K1 = K ⊗ I, K2 = I⊗K. The main objective now is the derivation
of solutions of (3.1) by employing representations of the affine Hecke algebra [29].
Definition 3.1. The affine Hecke algebra H0N (q,Q) is defined by generators gl, l ∈ {1, . . . , N − 1}
satisfying the Hecke relations (2.3) and g0 obeying:
g1 g0 g1 g0 = g0 g1 g0 g1,[
g0, gl
]
= 0, l > 1. (3.2)
The algebra (3.2) is apparently an extension of the Hecke algebra defined in (2.3). Notice again the
structural similarity between (3.1) and the first relation of (3.2), which suggests that representations of
H0N (q,Q) should provide candidate solutions of the reflection equation [28]. However, the affine Hecke
algebra is rather ‘big’ to be physical, it is thus quite natural to restrict our attention to quotients of
H0N (q,Q) [14, 28].
Definition 3.2. A quotient of the affine Hecke algebra, called the B-type Hecke algebra BN (q,Q), is
obtained by imposing in addition to (2.3), (3.2) an extra constraint on g0, namely
(g0 −Q)(g0 +Q
−1) = 0. (3.3)
We can again choose an alternative set of generators of the B-type Hecke algebra Ul = gl − q and
U0 = g0 −Q where Ul satisfy relations (2.4) and
U0 U0 = δ0 U0
U1 U0 U1 U0 − κ U1 U0 = U0 U1 U0 U1 − κ U0 U1[
U0, Ul
]
= 0, l > 1 (3.4)
δ0 = −(Q+Q
−1) and κ = qQ−1+ q−1Q5. We are free to renormalize U0 and consequently δ0 and κ (but
still δ0
κ
= − Q+Q
−1
qQ−1+q−1Q
).
We shall be mainly interested in representations of a quotient of the B-type Hecke algebra denoted
as CBN and defined by relations (2.4), (3.4) and the additional constraint,
U1 U0 U1 U0 = κ U1 U0 or equivalently U0 U1 U0 U1 = κ U0 U1. (3.5)
3.2 Solutions of the reflection equation
It was shown in [14, 28] that tensor representations of quotients of the affine Hecke algebra provide so-
lutions to the reflection equation. For our purposes here we shall make use of the following:
Proposition 3.1. Tensor representations of HN (q) that extend to BN (q,Q), ρ : BN(q,Q)→ End(V
⊗N )
provide solutions to the reflection equation, i.e.
K(λ) = x(λ)I+ y(λ)ρ(U0), (3.6)
with
x(λ) = −δ0 cosh(2λ+ iµ)− κ cosh 2λ− cosh 2iµζ y(λ) = 2 sinh 2λ sinh iµ. (3.7)
5The form of the constants δ0 and κ follow from the choice Ul = gl − q, U0 = g0 −Q and from the first relation of (2.3)
and also (3.2).
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Proof: This may be shown along the lines described in [14, 28]. In particular, the values of x(λ) and y(λ)
can be found by straightforward computation, by substituting the ansatz (3.6) in (3.1) and also using
equations (2.4), (3.4). Also, ζ in (3.7) is an arbitrary constant.
In analogy to the bulk case (2.6), (2.11) we should mention that by means of the extra constraint
(3.3) (equivalently the first of relations (3.4)) the unitarity of the solutions (3.6) can be shown, i.e.
K(λ) K(−λ) ∝ I, x(λ) 6= 0. (3.8)
We shall hereafter focus on specific representations of CBN . In particular, we shall introduce a new
representation of CBN . Let U0 be a n× n matrix given by
U0 = −Q
−1eˆ11 −Qeˆnn + eˆ1n + eˆn1. (3.9)
Then define the matrix M on End((Cn)⊗N ):
M =
1
2i sinh iµ
U0 ⊗ I . . . ⊗ I (3.10)
acting non-trivially on V1 (V = C
n).
Proposition 3.2. There exists a representation ρ : CBN → End((C
n)⊗N ) such that ρ(Ul) are defined by
(2.9), and ρ(U0) =M.
Proof: It can be proved by direct computation using the property eˆij eˆkl = δjkeˆil, that the matrices
ρ(Ul) (2.8), (2.9) and ρ(U0) (3.9), (3.10) satisfy relations (2.4), (3.4), (3.5), and hence they indeed provide
a representation of CBN .
Note that in [30] an analogous representation of the blob algebra generators is presented. Also in [28]
diagonal representations of quotients of the affine Hecke algebra are considered, and they can be attained
from our representation (3.9), (3.10) in the limit Q−1 →∞.
For the representation of Proposition 3.2 in particular it is convenient to set Q = ieiµm then we obtain
δ0 = −
sinh iµm
sinh iµ
, κ =
sinh iµ(m− 1)
sinh iµ
. (3.11)
Let us finally write the entries of the n× n K matrix using (3.6), Proposition 3.2 and (3.11):
K11(λ) = e
2λ cosh iµm− cosh 2iµζ, Knn(λ) = e
−2λ cosh iµm− cosh 2iµζ
K1n(λ) = Kn1(λ) = −i sinh 2λ, Kjj(λ) = cosh(2λ+ imµ)− cosh 2iµζ,
j ∈ {2, . . . , n− 1}. (3.12)
The K matrix (3.12) is written in the homogeneous gradation, however one can easily obtain the K
matrix in the principal gradation via the gauge transformation
K(p)(λ) = V(λ) K(h)(λ) V(λ) (3.13)
recall V(λ) is given in (2.13). Then we can write explicitly:
K
(p)
11 (λ) = K11(λ), K
(p)
nn (λ) = e
2(n−1) 2
n
λKnn(λ),
K
(p)
1n (λ) = K
(p)
n1 (λ) = e
(n−1) 2λ
n K1n(λ), K
(p)
jj (λ) = e
(2j−2) 2
n
λKjj(λ)
j ∈ {2, . . . , n− 1}, (3.14)
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with Kij(λ) given by (3.12).
It is instructive to compare our solution (3.14) with the solution found in [32] for the Uq(ĝln) case in
the principal gradation, which reads as:
K
(AR)
11 (λ) = ρa+ sinh(ǫ+ −
nθ
2
), K(AR)nn (λ) = ρa+e
(n−2)θ sinh(ǫ+ +
nθ
2
)
K
(AR)
1n (λ) = ρd+e
(n
2
−1)θ sinhnθ, K
(AR)
n1 (λ) = ρc+e
(n
2
−1)θ sinhnθ
K
(AR)
jj (λ) = ρa+e
(2j−2−n)θ sinh(ǫ+ +
nθ
2
) + ρb+e
(2j−2−n
2
)θ sinhnθ, j ∈ {2, . . . , n− 1} (3.15)
and the constants appearing in (3.15) satisfy
ρc+ρd+ = ρb+(ρb+ + ρa+e
−ǫ+). (3.16)
We can consider ρc+ = ρd+ without loss of generality (see also [19]). Let
nθ
2 = λ, and also multiply
(3.14) by i, and (3.15) by e
nθ
2
ρc+
(note that we are free to multiply the K matrix by any factor, because it
is derived up to an overall multiplication factor anyway). Then the expression for the K matrix in the
principal gradation (3.14) coincides with (3.15) provided that the following identifications hold (see also
[16]):
e−ǫ+
ρa+
ρc+
= −2i cosh iµm, eǫ+
ρa+
ρc+
= −2i cosh 2iµζ and
ρb+
ρc+
= ieiµm. (3.17)
The latter identifications (3.17) are compatible with the restrictions imposed upon the constants (3.16)
appearing in the solution (3.15). Note that the solution we find for n = 2, in the principle gradation
(3.14), coincides with the two dimensional solution found for the Uq(ŝl2) case [33, 53].
A comment is in order regarding the solutions of the reflection equation (1.2). It is possible to acquire
other solutions of the reflection equation (1.2) for the Uq(ĝln) case, using different representations of
quotients of the affine Hecke algebra. Such an exhaustive analysis although of great relevance is not
attempted here, but it will be undertaken in detail elsewhere. In this work our main aim is to simply
illustrate the Hecke algebraic method as a systematic means for solving the reflection equation for systems
associated to higher rank algebras, and also provide at least one non-trivial representation of the B-type
Hecke algebra (3.9), (3.10).
3.3 The reflection algebra and the open spin chain
Having at our disposal c-number solutions of (1.2) we may build the more general form of solution of
(1.2) as argued in [27]. To do so it is necessary to define the following object
Lˆ(λ) = L−1(−λ). (3.18)
Although the expression for L−1 is quite intricate we shall only need for the following the asymptotic
behaviour as λ→∞.
The more general solution of (1.2) is then given by [27]:
K(λ) = L(λ−Θ) (K(λ)⊗ I) Lˆ(λ+Θ), (3.19)
where K is the c-number solution of the reflection equation, Θ some times is called inhomogeneity and
henceforth for simplicity we shall consider it to be zero. In fact, in K one recognizes a ‘dynamical’
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(quantum impurity type) solution of the reflection equation (see e.g. [14], [54]–[56]). The entries of K are
elements of the so called reflection algebra R with exchange relations dictated by the algebraic constraints
(1.2), (see also [27], [57]). It is clear that the general solution (3.19) allows the asymptotic expansion
as λ → ∞ providing the explict form of the reflection algebra generators, as we shall see in subsequent
sections. The first order of such expansion (in the homogeneous gradation) yields the generators of the
boundary quantum algebra B(Uq(gln)), associated to Uq(gln), which obey commutation relations dictated
by the defining relations (1.2) as λi →∞. The boundary quantum algebra is essentially a subalgebra of
Uq(gln) and R, and provides the underlying algebraic structure in reflection equation exactly as quantum
groups do in the Yang–Baxter equation.
One may easily show that all the elements of the reflection algebra ‘commute’ with the solutions of
the reflection equation (see also [18]). In particular, by acting with the evaluation representation on the
second space of (3.19) it follows:
(id⊗ π±λ)K(λ
′) = R(λ′ ∓ λ) (K(λ′)⊗ I) Rˆ(λ′ ± λ). (3.20)
Now recalling the reflection equation (1.2) and because of the form of the above expressions it is straight-
forward to show that
(id ⊗ πλ)K(λ
′) (I⊗K(λ)) = (I⊗K(λ)) (id⊗ π−λ)K(λ
′) (3.21)
and consequently the entries of K in the evaluation representation ‘commute’ with the c-numberK matrix
(3.12)
πλ(Kij(λ
′)) K(λ) = K(λ) π−λ(Kij(λ
′)), i,  ∈ {1, . . . , n}. (3.22)
In fact, we conclude that any solution of the reflection equation commutes with the elements of the
reflection algebra and the opposite. Relations analogous to (3.22) can be deduced for the K matrix in
the principal gradation (3.14) by multiplying (3.22) with V(λ) from the left and right. Equations (3.22)
may be thought of as the boundary analogues of the ‘commutation’ relations (2.37).
The reflection algebra is also endowed with a coproduct inherited essentially from A. In particular,
let us first derive the coproduct of Lˆ, which is a consequence of (2.33) i.e.
(id ⊗∆)Lˆ(λ) = Lˆ12(λ) Lˆ13(λ)→ ∆(Lˆij(λ)) =
n∑
k=1
Lˆik(λ)⊗ Lˆkj(λ) i, j ∈ {1, . . . , n}. (3.23)
It is then clear from (2.34), (3.23) that the elements of R form coproducts ∆ : R→ R⊗A, such that (see
also [18])
∆(Kij(λ)) =
n∑
k,l=1
Kkl(λ)⊗ Lik(λ) Lˆlj(λ) i, j ∈ {1, . . . , n}. (3.24)
Our main aim of course is to build the corresponding quantum system that is the open quantum spin
chain. The open spin chain may be constructed following the generalized QISM, introduced by Sklyanin
[27]. To achieve that we shall need tensor product realizations of the general solution (3.19). We first
need to define
Tˆ0(λ) = (id⊗∆
(N))Lˆ(λ) = Lˆ01(λ) . . . Lˆ0N (λ) (3.25)
then the general tensor type solution of the (1.2) takes the form
T0(λ) = T0(λ) K
(r)
0 (λ) Tˆ0(λ), (3.26)
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where the corresponding entries are simply coproducts of the elements of the reflection algebra, namely
Tij(λ) = ∆
(N)(Kij(λ)). (3.27)
Notice that relations similar to (3.22) may be derived for the more general solution of the reflection
equation T 6. By virtue of these relations the commutation of the transfer matrix with certain non-local
charges will be shown in a subsequent section. The derivation of the generalized intertwining relations
follows essentially from the reflection equation (1.2), the intertwining relations (3.22), and the form of
the tensor solution T .
Proposition 3.3. Generalized linear intertwining relations for the T matrix (3.26) are valid, i.e.
(πλ ⊗ id
⊗N )∆
′(N+1)(Kij(λ
′)) T (λ) = T (λ) (π−λ ⊗ id
⊗N )∆
′(N+1)(Kij(λ
′)). (3.29)
Proof: Intertwining relations for the monodromy matrix have been already established in (2.46), in fact
it is clear due to the form of (2.33) that these relations hold for all elements Lij(λ
′), Lˆij(λ
′). Analogous
relations may be obtained for the Tˆ matrix. Indeed, recall that Lˆ(λ) = L−1(−λ), then using (2.43) and
(3.25) we have
Tˆ (λ) = T−1(−λ), (3.30)
and we conclude that
(π−λ ⊗ id
⊗N )∆(N+1)(x) Tˆ (λ) = Tˆ (λ) (π−λ ⊗ id
⊗N )∆
′(N+1)(x), x ∈ {Lij(λ
′), Lˆij(λ
′)}. (3.31)
Having established the fundamental relations (2.46), (3.31) for the monodromy matrices T and Tˆ we can
now turn to the boundary case and establish similar relations for the operator T .
From equations (2.46), (3.31) and because of the form of the elements of the reflection algebra (3.19)
it follows that
(πλ ⊗ id
⊗N )∆
′(N+1)(Kij(λ
′)) T (λ) = T (λ) (πλ ⊗ id
⊗N )∆(N+1)(Kij(λ
′)),
(π−λ ⊗ id
⊗N )∆(N+1)(Kij(λ
′)) Tˆ (λ) = Tˆ (λ) (π−λ ⊗ id
⊗N )∆
′(N+1)(Kij(λ
′)). (3.32)
Furthermore, due to (3.22), (3.24) it is clear that
(πλ ⊗ id
⊗N )∆(N+1)(Kij(λ
′)) K(λ) = K(λ) (π−λ ⊗ id
⊗N )∆(N+1)(Kij(λ
′)). (3.33)
Finally, using the equations (3.32), (3.33) combined with (3.26) one immediately obtains (3.29). Rela-
tions (3.29) hold also for T in the principal gradation (with πλ → π˜λ).
We can now introduce the transfer matrix of the open spin chain [27], which may be written as
t(λ) = Tr0
{
M0 K
(l)
0 (λ) T0(λ)
}
. (3.34)
K(r) is a solution of the reflection equation (1.2) and K(l)(λ) = K(−λ − iµn2 )
t with K being also a
solution of (1.2), not necessarily of the same type as K(r), and M is defined in (2.16).
6The operator T in principal and homogeneous gradation are related via the gauge transformation (2.12), (3.13)
T
(p)
0 (λ) = V0(λ) T
(h)
0 (λ) V0(λ) (3.28)
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It can be proved using the fact that T is a solution of the reflection equation (1.2) that [27][
t(λ), t(λ′)
]
= 0 (3.35)
which ensures that the open spin chain derived by (3.34) is also integrable. Notice that as in the periodic
case our construction is purely algebraic since the ‘quantum spaces’ are not represented, but they are
copies of A.
 The Hamiltonian: It is useful to write down the Hamiltonian of the open spin chain. For this purpose we
should restrict our attention in the case where the evaluation representation acts on the quantum spaces
as well and L(λ) → R(λ), Lˆ(λ) → Rˆ(λ) = Rt(λ) (t denotes total transposition). The Hamiltonian is
proportional to d
dλ
t(λ)|λ=0 [34], in particular we choose to normalize as:
H = −
(sinh iµ)−2N+1
4x(0)
(
tr0M0
)−1 d
dλ
t(λ)|λ=0. (3.36)
Here we consider K(l) = I, also R is given by (2.10), K(r) = K by (3.6) (homogeneous gradation) and ρ
is the representation derived in Proposition 3.2.
Then having in mind that R(0) = Rˆ(0) = sinh iµ P, K(0) = x(0) I and also define
Hkl = −
1
2
d
dλ
(Pkl Rkl(λ)) (3.37)
we may rewrite the Hamiltonian as
H =
N−1∑
l=1
Hl l+1 −
sinh iµ
4x(0)
(
d
dλ
K1(λ)
) ∣∣∣
λ=0
+
tr0 M0 HN0
tr0 M0
. (3.38)
Finally by taking into account that
Hl l+1 = −
1
2
(cosh iµ ρ(1) + ρ(Ul)),
tr0 M0 HN0
tr0M0
= −
1
2
cosh iµ ρ(1)−
1
2
tr0 M0 UN0
tr0M0
,
where
tr0 M0 UN0
tr0M0
= c0ρ(1) (3.39)
(c0 is a constant depending on n, and UN0 = U0N (q → q
−1) (2.8) see Appendix B) we conclude that the
Hamiltonian (3.38) can be written as
H = −
1
2
N−1∑
l=1
ρ(Ul)−
sinh iµ y′(0)
4x(0)
ρ(U0) + cρ(1) (3.40)
c = − sinh iµ x
′(0)
4x(0) −
N
2 cosh iµ−
c0
2 . What is interesting in expression (3.40) is that it is written in terms of
the generators of the CBN in the representation of Proposition 3.2. This will be used later while studying
the symmetry of the open spin chain.
3.4 Boundary non-local charges
The presentation of section 3.3 relies mainly on abstract algebraic considerations, and as such it does
not offer explicit expressions of the algebra generators, and consequently of conserved quantities that
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determine the symmetry of the open spin chain (3.34). To obtain explicit expressions of such quanti-
ties we need to investigate the asymptotic behaviour of T (3.26) once the integrable boundary (3.12) is
implemented. As in the bulk case the homogeneous and principal gradation will be examined and rep-
resentations of generators of the reflection algebra will be obtained. Recall that the boundary non–local
charges were derived for the Uq(ŝl2) case in [17, 18, 16], and it turns out that they also generate the
tridiagonal integrable structures as originally shown in [22]. We shall hereafter consider K(r)(λ) = K(λ)
with K given by (3.12) and (3.14) for the homogeneous and principal gradation correspondingly.
 Homogeneous gradation: Recall that as λ → ∞ the asymptotic behaviour of the monodromy ma-
trix is given by (2.48). The asymptotics of Lˆ(λ→∞) on the other hand is provided by
Lˆ(λ→∞) ∝ Lˆ+ =
∑
i>j
eij ⊗ tˆij (3.41)
where the elements tˆij and their corresponding coproducts are derived in Appendix A (A.3). Then it
follows that the asymptotics of Tˆ becomes (again here for simplicity the ‘auxiliary’ space index 0 is
suppressed from Tˆ (3.25) and T (3.26))
Tˆ (λ→∞) ∝ Tˆ+(N) (3.42)
with Tˆ+(N) being a lower triangular matrix with entries belonging to A⊗N
Tˆ
+(N)
ij = ∆
(N)(tˆij), i ≥ j, Tˆ
+(N)
ij = 0, i < j, i, j ∈ {1, . . . , n}. (3.43)
The asymptotic behaviour of the K matrix (3.12) is also needed (also here we consider the arbitrary
boundary parameter m, ζ to be finite)
K(λ→∞) ∝ K+, (3.44)
we write the non-zero entries of K+
K+11 = 2cosh iµm, K
+
1n = K
+
n1 = −i, K
+
jj = e
iµm, j ∈ {2, . . . , n − 1}. (3.45)
We come now to our main aim, which is the formulation of the asymptotics of the operator T (3.26),
T (λ→∞) ∝ T +(N). (3.46)
Then from (3.26) and putting together (2.49), (3.43) and (3.45) we conclude that the non-zero entries of
T +(N) are given by
T
+(N)
11 = 2cosh iµm T
+(N)
11 Tˆ
+(N)
11 − iT
+(N)
1n Tˆ
+(N)
11 − iT
+(N)
11 Tˆ
+(N)
n1 + e
iµm
n−1∑
j=2
T
+(N)
1j Tˆ
+(N)
j1
T
+(N)
1i = e
iµm
n−1∑
j=i
T
+(N)
1j Tˆ
+(N)
ji − iT
+(N)
11 Tˆ
+(N)
ni , T
+(N)
i1 = e
iµm
n−1∑
j=i
T
+(N)
ij Tˆ
+(N)
j1 − iT
+(N)
in Tˆ
+(N)
11 ,
i ∈ {2, . . . , n}
T
+(N)
kl = e
iµm
n−1∑
j=max(k,l)
T
+(N)
kj Tˆ
+(N)
jl , k, l ∈ {2, . . . , n− 1}. (3.47)
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Notice that T
+(N)
ij are written exclusively in terms of tensor product realizations of the Uq(gln) elements,
in particular T
+(N)
kl ∈ Uq(gln−2) k, l ∈ {2, . . . , n− 1}. The quantities presented in (3.47), the boundary
non–local charges, form the boundary quantum algebra B(Uq(gln)). They are in fact its coproduct
realizations. In particular, the corresponding exchange relations among the entries of T + (3.47) are
entailed from (1.2) as λi →∞, (no λ dependence, homogeneous gradation)
R±12 T
+(N)
1 Rˆ
+
12 T
+(N)
2 = T
+(N)
2 R
+
12 T
+(N)
1 Rˆ
±
12 (3.48)
where recall Rˆ± = PR±P. In fact, the later formula (3.48) is an immediate consequence of the affine
Hecke algebraic relation (3.2). More specifically, to obtain (3.48) we consider ρ(g1) = U12 + q, where
U is given in (2.8), we act on (3.2) with P from the left and right, and set R±12 = P12 ρ(g1)
±1, also
T
+(N)
1 is a tensor representation of the generator g0. As we shall see later in section 5 the charges (3.47)
commute with the open transfer matrix for special choice of the left boundary. This is the first time,
to our knowledge, that explicit expressions of non-local charges associated to non-diagonal boundaries
arising from (1.2) are derived for the Uq(ĝln) case.
 Principal gradation: We come now to the study of the T asymptotics in the principal gradation.
As in the bulk case to derive the boundary charge associated to the affine generators of A, it is conve-
nient to consider the principal gradation. It suffices to focus here on the simplest non trivial case i.e. the
Uq(ĝl3), in order to derive the ‘affine’ boundary charge.
The asymptotic behaviour of T (2.43) in the principal gradation is given by (2.52), (2.53). The
asymptotics of Lˆ for the general Uq(ĝln) case is accordingly given by (keeping up to e
− 2λ
n terms)
Lˆ(λ→∞) ∝ (D+ + e−
2λ
n Bˆ+ + . . .) (3.49)
with the non-zero entries of Bˆ+ given by
Bˆ+i+1 i = tˆi+1 i, Bˆ
+
1n = tˆ
0
1n, (3.50)
and consequently
Tˆ (λ→∞) ∝ (D+(N) + e−
2λ
n Bˆ+(N) + . . .) (3.51)
the non-zero entries of Bˆ+(N) are also elements of A⊗N defined below
Bˆ
+(N)
i+1 i = Tˆ
+(N)
i+1 i , Bˆ
+(N)
1n = ∆
(N)(tˆ01n), (3.52)
Tˆ
+(N)
ij are given by (3.43). We shall also need the asymptotic behaviour of the K matrix associated to
Uq(ĝl3) in the principal gradation (3.14)
K(p)(λ→∞) ∝ (k + e−
2λ
3 f + . . .) (3.53)
with
k =

 0 0 −i0 eiµm 0
−i 0 0

 , f =

 0 0 00 0 0
0 0 −2 cosh 2iµζ

 . (3.54)
Combining together equations (2.52), (3.51) for n = 3, and (3.53), (3.54) we conclude that T (λ → ∞)
behaves as:
T (λ→∞) ∝ (D+(N) k D+(N) + e−
2λ
3 (D+(N) k Bˆ+(N) +B+(N) k D+(N) +D+(N) f D+(N)) + . . .).(3.55)
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Recalling the expressions of D+(N), B+(N), Bˆ+(N), k and f we finally have
T (λ→∞) ∝ (

 0 0 T
+(N)
13
0 T
+(N)
22 0
T
+(N)
31 0 0

+ e− 2λ3

 0 T
+(N)
12 0
T
+(N)
21 0 0
0 0 T
+(N)
33

) (3.56)
T
+(N)
1j , T
+(N)
j1 , T
+(N)
22 are given by (3.47) and for any n we define
T +(N)nn = −2 cosh 2iµζ(T
+(N)
nn )
2 − iT+(N)nn Bˆ
+(N)
1n − iB
+(N)
n1 Tˆ
+(N)
nn . (3.57)
Let us stress that the derivation of the boundary non-local charges is based on purely algebraic grounds,
hence the form of the boundary non-local charges (3.47), (3.57) is independent of the choice of represen-
tation. By keeping higher order terms in the expansion (3.55) other boundary non-local charges will be
entailed, however this case will not be examined here (see e.g. [22, 25]).
4 The symmetry for special boundary conditions
In the previous section we were able to derive the boundary non-local charges as coproducts of the
boundary quantum algebra (3.47). We may simply write the abstract generators of the boundary quantum
algebra B(Uq(gln)), corresponding to the particular choice of c-number K matrix (3.12), using (3.47), for
N = 1 i.e.
Q11 = 2cosh iµm t11 tˆ11 − it1n tˆ11 − it11 tˆn1 + e
iµm
n−1∑
j=2
t1j tˆj1
Q1i = e
iµm
n−1∑
j=i
t1j tˆji − it11 tˆni, Qi1 = e
iµm
n−1∑
j=i
tij tˆj1 − itin tˆ11, i ∈ {2, . . . , n}
Qkl = e
iµm
n−1∑
j=max(k,l)
tkj tˆjl, k, l ∈ {2, . . . , n− 1}. (4.1)
notice in particular that Qkl ∈ Uq(gln−2) ⊂ Uq(gln) k, l ∈ {2, . . . , n−1}, with the generators of Uq(gln−2)
being
ei, fi, i ∈ {2, . . . , n− 2} and q
ǫi i ∈ {2, . . . , n− 1}. (4.2)
Furthermore, from (3.57) one more charge Qnn, associated with the affine generators of Amay be obtained
Qnn = −2 cosh 2iµζ tnn tˆnn − itnn tˆ
0
1n − it
0
n1 tˆnn. (4.3)
For the following we shall denote Bˆ = {Qij} ⊆ R. The elements Qij are equipped with a coprod-
uct ∆ : Bˆ → Bˆ ⊗ A (see also (3.24)). In particular, ∆(Qij) are obtained from (4.1), (4.3) with
tij, tˆij, → ∆(tij), ∆(tˆij). Bearing in mind expressions (2.26), we may rewrite the L coproducts
in a more convenient for what follows form given in Appendix C. It is clear via (4.1) and (2.49), (3.43),
(3.47), (3.57) that
T
+(N)
ij = ∆
(N)(Qij). (4.4)
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From relations (4.1), by virtue of (2.30) and by defining
hˆi = π0(hi), i ∈ {1, . . . , n} (4.5)
it can be deduced that
πλ(Q11) = −2i sinh iµ q
(eˆ11+eˆnn)(−
cosh iµm
i sinh iµ
q−hˆn + eˆn1 + eˆ1n + 2i sinh iµ e
iµm
n−1∑
j=2
eˆjj)
πλ(Q1i) = −2i sinh iµ (ie
iµmeˆi1 + eˆin)
πλ(Qi1) = −2i sinh iµ (ie
iµmeˆ1i + eˆni), i ∈ {2, . . . , n− 1}
πλ(Q1n) = πλ(Qn1) = −iq
(eˆ11+eˆnn)
πλ(Qnn) = −2i sinh iµ q
(eˆ11+eˆnn)(
cosh 2iµζ
i sinh iµ
qhˆn + e−2λeˆn1 + e
2λeˆ1n) (4.6)
notice also that πλ(Q1i) = (πλ(Qi1))
t. We shall also need the representations of the generators of
Uq(gln−2) (4.2), which are given by (2.30). The latter charges (4.6) are similar, to the ones obtained
in [19] for the open Uq(ĝln) case with non-diagonal boundaries. In particular, the charges of [19] may
be simply expressed as linear combinations of (4.6) and the evaluation representation of the Uq(gln−2)
generators (4.2). The parametrization used in [19] is associated explicitly with the one of [32]. Recall
that relations among the parameters used in [32] (see also (3.15)), and the parameters appearing in (3.14)
are also provided in (3.17). Note that in [19] the charges were essentially conjectured, whereas here they
are explicitly derived as the evaluation representations of the abstract objects (4.1), (4.3).
It is clear from the analysis of the previous section that K(λ′ →∞) provide the charges (4.1), (4.3).
Therefore, from (3.22) it is immediately entailed,
πλ(y) K(λ) = K(λ) π−λ(y), y ∈ Bˆ. (4.7)
However, we also verified the validity of (4.7) by inspection. In fact, it can be explicitly shown that
the K matrix (3.12) commutes with the Uq(gln−2) generators (4.2) in the evaluation representation.
Consequently K commutes with the charges πλ(Qkl), k, l ∈ {2, . . . , n − 2}. Similarly, the intertwining
relations with the rest of the charges (4.6) may be verified by inspection. Since the K matrix commutes
with all the generators of Uq(gln−2) we may consider that Bˆ consists essentially of Uq(gln−2) and the
charges Q1i, Q1i and Qnn. As an immediate consequence of (3.29) we may finally write,
(πλ ⊗ id
⊗N )∆
′(N+1)(y) T (λ) = T (λ) (π−λ ⊗ id
⊗N )∆
′(N+1)(y), y ∈ Bˆ. (4.8)
The ultimate goal when dealing with a physical system such as a spin chain is to derive the existing
symmetries, that is the set of conserved quantities. Having set all the necessary background we are now
in the position to state the following propositions regarding the symmetry of the local Hamiltonian (3.40)
and the algebraic transfer matrix (3.26), for special boundary conditions.
Proposition 4.1. Representations of the boundary charges (3.47) commute with the generators of CBN
given in the representation of Proposition 3.2 i.e.[
ρ(Ul), π
⊗N
0 (T
+(N)
ij )
]
= 0, l ∈ {0, . . . , N − 1}. (4.9)
Proof: Recall that all the boundary charges are expressed in terms of the Uq(gln) generators (see (A.2),
(3.47)), thus via (2.42) it follows that (4.9) is valid for all l ∈ 1, . . . N − 1.
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Now we need to prove (4.9) for l = 0.
• N = 1: First it can be directly shown for N = 1 by inspection via (2.30), (3.9), (3.10), and (4.2) that
ρ(U0) is Uq(gln−2) invariant. Then immediately one deduces that (4.9) is valid for all i, j ∈ {2, . . . n−1}.
Recall that T
+(N)
ij i, j ∈ {2, . . . n − 1} (3.47) are expressed exclusively in terms of the generators of
Uq(gln−2) (4.2).
It can be also shown by inspection for N = 1 via (3.9), (3.10) (Proposition 3.2) and (4.4), (4.6) that (4.9)
holds for the rest of the boundary charges.
• ∀ N : By means of (3.9), (3.10), (4.4) and (C.1) (L → N) it follows that (4.9) is valid for l = 0 ∀ N .
This is consequence of the fact that the elements in the first site of (C.1), are elements of Bˆ, the repre-
sentations of which on End(Cn) commute anyway with (3.9) (see (2.37).
Corollary: The open spin chain Hamiltonian (3.40) commutes with the representations of the boundary
charges (3.47) [
H, π⊗N0 (T
+(N)
ij )
]
= 0. (4.10)
This is evident from the form of H (3.40), which is expressed solely in terms of the representation ρ(Ul)
of CBN .
The aim now is to study the symmetry displayed by the open algebraic transfer matrix (3.26) for
particular choices of boundary conditions. An effective way to achieve that is to exploit the existence
of the relations (4.8). Indeed, equations (4.8) turn out to play a crucial role, bearing explicit algebraic
relations among the entries of the T matrix and the non–local charges (3.47) (see also [16]). We shall
focus henceforth on the homogeneous gradation, however analogous results may be easily deduced for the
principal gradation as well. Note also that in what follows we consider K(l) = I (homogeneous gradation).
In the case we choose a different left boundary we shall explicitly state it.
Let
T (λ) =


A1 B12 · · · · · · · · · · · · B1n
C21 A2 B23
. . .
. . .
. . . B2n
...
. . .
. . .
. . .
. . .
. . .
...
Ci1 . . . Ci i−1 Ai Bi i+1 . . . Bin
...
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . An−1 Bn−1 n
Cn1 . . . · · · · · · · · · Cn n−1 An


and t(λ) =
n∑
j=1
q(n−2j+1)Aj (4.11)
Then via (4.8) and (D.1)–(D.3) we can prove that:
Proposition 4.2. The open transfer matrix (3.26), (4.11) built with the K(r) matrix (3.12) is Uq(gln−2)
invariant i.e., [
t(λ), Uq(gln−2)
]
= 0. (4.12)
Proof: Let us first introduce some useful notation, namely
E
(N)
ii = ∆
(N)(qǫi), H
(N)
i = ∆
(N)(qhi),
E
(N)
i i+1 = ∆
(N)(ei), E
(N)
i+1 i = ∆
(N)(fi). (4.13)
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Consider now (4.8) for y = ej , j = {2, . . . n − 2} then by means of (D.1) we obtain the commutation
relations: [
E
(N)
j j+1, Aj
]
= −q−
1
2 (H
(N)
j )
− 1
2 Cj+1 j
[
E
(N)
j j+1, Aj+1
]
= q
1
2 Cj+1 j(H
(N)
j )
− 1
2[
E
(N)
j j+1, Ai
]
= 0, i 6= j, j + 1. (4.14)
Similarly, for y = fj, j = {2, . . . n− 2} in (4.8) and by means of (D.2):[
E
(N)
j+1 j , Aj
]
= q−
1
2Bj j+1(H
(N)
j )
− 1
2 ,
[
E
(N)
j+1 j , Aj+1
]
= −q
1
2 (H
(N)
j )
− 1
2Bj j+1[
E
(N)
j+1 j , Ai
]
= 0, i 6= j, j + 1. (4.15)
Finally, for y = qǫj , j = {2, . . . n − 1}, and also for y = q±
hj
2 , j = {2, . . . n − 2} in (4.8) we obtain via
(D.3) [
E
(N)
jj , Ai
]
= 0, i, j ∈ {1, . . . , n}, j 6= 1, n
q±
1
2 (H
(N)
j )
± 1
2Bj j+1 = q
∓ 1
2Bj j+1(H
(N)
j )
± 1
2 , q∓
1
2 (H
(N)
j )
± 1
2 Cj+1 j = q
± 1
2Cj+1 j(H
(N)
j )
± 1
2
j ∈ {2, . . . , n− 2}. (4.16)
Then from (4.14), (4.15) it follows that
[
E
(N)
j j+1,
n∑
i=1
q(n−2i+1)Ai
]
= q(n−2j)(−q
1
2 (H
(N)
j )
− 1
2 Cj+1 j + q
− 1
2Cj+1 j(H
(N)
j )
− 1
2 )
[
E
(N)
j+1 j ,
n∑
i=1
q(n−2i+1)Ai
]
= q(n−2j)(q
1
2Bj j+1(H
(N)
j )
− 1
2 − q−
1
2 (H
(N)
j )
− 1
2Bj j+1) (4.17)
and by virtue of (4.11), (4.16), (4.17) we conclude that[
t(λ), E
(N)
j j+1
]
=
[
t(λ), E
(N)
j+1 j
]
= 0, j ∈ {2, . . . , n− 2}[
t(λ), E
(N)
jj
]
= 0, j ∈ {2, . . . , n− 1}. (4.18)
Equations (4.18) show that the transfer matrix commutes with the coproduct representations of the
Uq(gln−2) generators, and this concludes our proof.
In the case where K(r) = I the intertwining relations (4.8) hold for all the generators of Uq(gln), and
therefore in the spirit of Proposition 4.2. it is straightforward to show that the transfer matrix is then
Uq(gln) invariant, recovering the result of [49].
Proposition 4.3. The open transfer matrix (3.26) commutes with all the non-local charges T
+(N)
ij
(3.47), i.e. [
t(λ), T
+(N)
ij
]
= 0. (4.19)
Proof: The proof relies primarily on the existence of the generalized intertwining relations (4.8). In
particular, the commutation of the transfer matrix with the last set T
+(N)
kl , k, l ∈ {2, . . . , n−1} of (3.47)
is a corollary of Proposition 4.2. Recall that these charges are expressed in terms of the generators of
Uq(gln−2).
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Now our aim is to show the commutation of t(λ) with the rest of the charges. To illustrate the method
we use the simplest example i.e. the Uq(ĝl3). In appendix D explicit expressions for representations of
the fundamental objects ∆
′(N+1)(Qij) are provided. Then via (4.8) for y = Q12, (4.11) (for n = 3) and
(D.5) we conclude[
A1, T
+(N)
12
]
= −eiµmwq−1B12(E
(N)
22 )
2,
[
A3, T
+(N)
12
]
= iwC32 E
(N)
11 E
(N)
33 ,[
A2, T
+(N)
12
]
= eiµm w q−1(E
(N)
22 )
2B12 − iq
−1wE
(N)
11 E
(N)
33 C32,[
T
+(N)
12 , C21
]
= iwq−1E
(N)
11 E
(N)
33 C31 − q
−1eiµmw(E
(N)
22 )
2A1 + q
−1eiµmwA2(E
(N)
22 )
2. (4.20)
Similarly, via (4.8) for y = Q21 and (4.11), (D.5) the following commutation relations are obtained:[
A1, T
+(N)
21
]
= eiµmwq−1(E
(N)
22 )
2C21,
[
A3, T
+(N)
21
]
= −iwE
(N)
11 E
(N)
33 B23,[
A2, T
+(N)
21
]
= −eiµmwq−1C21 (E
(N)
22 )
2 + iq−1wB23E
(N)
11 E
(N)
33 ,[
T
+(N)
21 , B12
]
= −iwq−1B13E
(N)
11 E
(N)
33 + q
−1eiµmwA1(E
(N)
22 )
2 + q−1eiµmw(E
(N)
22 )
2A2. (4.21)
For y = Q11 we have by means of (4.8), (4.11), (D.5):[
A1, T
+(N)
11
]
= −wq−1B12T
+(N)
21 + iwq
−1B13 E
(N)
11 E
(N)
33 + wq
−1T
+(N)
12 C21 − iwq
−1E
(N)
11 E
(N)
33 C31,[
A2, T
+(N)
11
]
= −wqC21T
+(N)
12 + wqT
+(N)
21 B12 + e
iµmw2(E
(N)
22 )
2A2 − e
iµmw2A2(E
(N)
22 )
2[
A3, T
+(N)
11
]
= −iwqE
(N)
11 E
(N)
33 B13 + iwqC31E
(N)
11 E
(N)
33 . (4.22)
The following useful commutation relations are also valid, arising from (4.8) for y = t222 and y = t11 t33,
q E
(N)
11 E
(N)
33 C32 = C32 E
(N)
11 E
(N)
33 , (E
(N)
22 )
2 B12 = q
2B12 (E
(N)
22 )
2,
E
(N)
11 E
(N)
33 B23 = q B23 E
(N)
11 E
(N)
33 , q
2(E
(N)
22 )
2 C21 = C21 (E
(N)
22 )
2[
E
(N)
11 E
(N)
33 , B13
]
=
[
E
(N)
11 E
(N)
33 , C31
]
= 0. (4.23)
Combining equations (4.11) and (4.18), (4.20)–(4.23) we conclude[
t(λ), T
+(N)
12
]
=
[
t(λ), T
+(N)
21
]
=
[
t(λ), T
+(N)
11
]
= 0. (4.24)
The algebraic relations (4.14)–(4.17), (4.20)–(4.23) and also (4.18), (4.24) are of the most important
results of this article. Although the general Uq(ĝln) case is technically more complicated, it may be
treated along the same lines. In particular, one may show recursively starting from T
+(N)
1 n−1 up to T
+(N)
12
and finally for T
+(N)
11 by exploiting relations of the type (4.18), (4.20)–(4.23) that[
t(λ), T
+(N)
1i
]
=
[
t(λ), T
+(N)
i1
]
=
[
t(λ), T
+(N)
11
]
= 0. (4.25)
We can also get commutation relations between the affine generator T
+(N)
nn (for any n) and the transfer
matrix. Indeed it follows from (4.8), (D.4)[
A1, T
+(N)
nn
]
= i w q e2λB1n E
(N)
11 E
(N)
nn − i w q e
2λ E
(N)
11 E
(N)
nn Cn1,
[
Aj, T
+(N)
nn
]
= 0,
j ∈ {2, . . . , n− 1}[
An, T
+(N)
nn
]
= i w q−1 e−2λCn1 E
(N)
11 E
(N)
nn − i w q
−1 e−2λE
(N)
11 E
(N)
nn B1n, (4.26)
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then by means of the following commutations[
E
(N)
11 E
(N)
nn , B1n
]
=
[
E
(N)
11 E
(N)
nn , Cn1
]
= 0 (4.27)
and via (4.11), (4.26), (4.27) we conclude[
t(λ), T +(N)nn
]
= 2 i w sinh(2λ+ inµ) (B1n − Cn1) E
(N)
11 E
(N)
nn . (4.28)
The transfer matrix commutes only with the ‘non–affine’ boundary generators, while it does not commute
with the affine generator T
+(N)
nn . This is also true when trivial boundary conditions are implemented i.e.
K(r) = I, in this case as well the affine generators of Uq(ĝln) do not commute with the transfer matrix
[49]. In both cases the open spin chain enjoys the symmetry associated to the non–affine generators.
Relations of the type (4.8) may be also used for studying the symmetries discussed in [34] for the special
case where K(r) is diagonal. Let us briefly review what is known up to date on the symmetries of open
spin chains, with K(l)(λ) = I (homogeneous gradation):
• K(r)(λ) = I. The transfer matrix then enjoys the Uq(gln) symmetry as shown on [48], [49]. In fact
this case may be easily studied in our framework as a limit of the solution (3.12) as |ζ| → ∞.
• K(r)(λ) = diag
(
α, . . . , α︸ ︷︷ ︸
l
, β, . . . , β︸ ︷︷ ︸
n− l
)
with α(λ; ξ) = sinh(−λ+ iµξ) eλ, β(λ; ξ) = sinh(λ+ iµξ) e−λ, where ξ is an arbitrary boundary
parameter [33]. In this case it was shown in [34] that the symmetry of the open transfer matrix is
Uq(gll)⊗ Uq(gln−l).
• K(r)(λ) is given by (3.12), then as we proved in Propositions 4.2 and 4.3 the symmetry displayed
by the transfer matrix is associated to the boundary non-local charges (3.47).
Let us at this point deal with a different left boundary i.e. K(l)(λ) = K(−λ− iµn2 ; iµm→∞) (3.12),
then we can explicitly write
K(l)(λ) ∝ diag(e−2λ−iµn, e−2λ−iµn, . . . , e−2λ−iµn, e2λ+iµn). (4.29)
Recalling (4.11) and also using (3.26) and (4.29) we can write
t(λ) = e−2λ−iµA1 + e
2λ+iµAn + e
−2λ
n−1∑
j=2
q−2j+1Aj. (4.30)
Then by virtue of (4.14)–(4.16), (4.26), (4.27) and (4.30) we conclude that:[
t(λ), T +(N)nn
]
= 0,
[
t(λ), Uq(gln−2)
]
= 0. (4.31)
Appropriate choice of the left boundary leads to the commutation of the transfer matrix with the non-
local charge associated to the affine generators of Uq(ĝln). Although the Uq(gln−2) symmetry is still
preserved in the presence of the non-trivial left boundary (4.29), the transfer matrix does not commute
anymore with each one of the charges T
+(N)
1j , T
+(N)
j1 (see e.g. (4.20)–(4.22)). Let us point out that the
discovered symmetries (4.18), (4.25), (4.31) are independent of the choice of representation, and thus
they have a universal character.
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Similar commutation relations may be entailed for the transfer matrix in the principal gradation by
virtue of the gauge transformation (2.13). Recall the transfer matrix in the principal gradation is
t(p)(λ) = Tr0
{
K
(l)
0 (λ) T
(p)
0 (λ)
}
(4.32)
where T (p) is given by (3.28). In the case where K(l) is diagonal the transfer matrix can be written as
combination of the diagonal entries of T . However, the exchange relations between Aj and the charges
T
+(N)
ij are given by (4.14)–(4.16), (4.20)–(4.22), then the commutators between t
(p) and T
+(N)
ij may be
immediately deduced.
The implementation of a more general left boundary, K(l) non-diagonal (3.12), leads in principle to a
modified set of conserved quantities, and hence the symmetry of the system is modified. The treatment
of the general case is straightforward along the lines described in this section. In particular, given a more
general choice of non-diagonal left boundary, in both gradations, the transfer matrix may be written as
a combination of all entries of T (4.11). In this case one has to exploit the exchange relations between
all the entries of T and T
+(N)
ij (see e.g. (4.14)–(4.16), (4.20)–(4.23)) in order to derive the commutators
between t(λ) and the boundary non–local charges.
It is worth pointing out the significance of the method demonstrated here for the investigation of
the open transfer matrix symmetry. Usually the study of the symmetry of an open transfer matrix (see
e.g. [34, 49]) relies primarily on the fact that the monodromy matrix T (Tˆ ) reduces to upper (lower)
triangular matrix as λ → ∞, which facilitates enormously the algebraic manipulations. There exist
however cases where the monodromy matrix does not reduce to such a convenient form as λ → ∞ (see
e.g. [58]). In these cases the most effective way to investigate the corresponding symmetry is the method
presented in [18], and in the present article in the context of integrable open quantum spin chains. More
specifically, one should derive in some way (e.g. by direct computation) linear intertwining relations
of the type (4.8), by means of which exchange relations between the entries of transfer matrix and the
corresponding non–local charges can be deduced (see e.g. (4.14)–(4.17), (4.20)–(4.23), (4.26)–(4.27)),
enabling the derivation of the set of conserved quantities (see e.g. (4.19), (4.31)). All the mentioned
relations (4.14)–(4.17), (4.20)–(4.23), (4.26)–(4.27) are manifestly exchange relations of the reflection
algebra, since (3.29), (4.8) are immediate consequences of the defining equation (1.2).
5 Comments
We would like to comment on some open problems that are worth pursuing in the spirit of the present
analysis.
The existence of other representations of quotients of the affine Hecke algebra that provide solutions
to the reflection equation is also an interesting direction to be explored. For instance the generalization
of the ‘twin’ representation proposed in [13, 14] is an intriguing problem. What makes this representation
especially appealing is the fact that offers a novel approach on the understanding of boundary phenomena
in the context of integrable systems as pointed out in [14, 58]. In addition, such a representation can not
be attained in a straightforward manner by means of the quantum group scheme (for more details see
e.g. [14, 58]), an evidence that further supports the Hecke algebraic approach in solving the reflection
equation. It would be also instructive to identify the representations of the affine Hecke algebra, that give
rise to more general solutions of the reflection equation, for the Uq(ĝln) case, recently derived in [59, 60].
Recall that here essentially we considered the left boundary trivial. Based on the affine Hecke algebra
it would be interesting to generalize the analysis presented in [61] on the spectrum of the non-local
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charges (3.47), for various values of the parameters of the B-type Hecke algebra. In the case where the
left boundary of the spin chain is also non–trivial one needs to introduce an additional generator to the
affine Hecke algebra, corresponding to the left boundary, and proceed generalizing the approach described
in [62, 63] to higher rank algebras.
A natural question raised is what is the analogue of the affine Hecke algebra in the case of SNP
boundary conditions. A possible guess is that it should be a generalization of a Birman–Wenzl–Murakami
type algebra [64] including generators that correspond to the boundaries. Note also that for both SP and
SNP boundary conditions the derivation of higher non-local conserved charges is an intricate problem
that needs to be further explored (see e.g. [22, 25]). In particular, the crucial point is to identify the
higher rank generalization of the infinite dimensional algebra discovered in [23], with elements (3.47),
(3.57) together with higher order non-local charges.
Finally, the formulation of a field theory with SP boundary conditions is a problem worth investi-
gating. As mentioned already in the introduction the known boundary conditions from the field theory
point of view are the SNP ones. They were introduced and studied at the classical level in [35], and
the corresponding K matrices were obtained for the first time in [36]. Also in [18] the corresponding
boundary non-local charges and K matrices were derived. It is our intention to examine this case and
derive directly the quantum non-local charges for the SNP boundary conditions from the spin chain point
of view [37]–[39], [25].
We hope to address the aforementioned issues in full detail in forthcoming works.
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A Appendix
In this appendix we shall introduce some useful quantities (elements of A), and we shall also derive the
corresponding coproducts.
It will be convenient for our purposes here to rewrite Eij (2.23), in a slightly different form, and also
introduce Eˆij defined by the recursive relations:
Eˆi i+1 = ei i ∈ {1, . . . , n− 1}, and for |i− j| > 1
Eij =
1
(|i− j| − 1)
max(i, j)−1∑
k=min(i, j)+1
(Eik Ekj − q
∓1Ekj Eik), j ≶ k ≶ i
Eˆij =
1
(|i− j| − 1)
max(i, j)−1∑
k=min(i, j)+1
(Eˆik Eˆkj − q
±1Eˆkj Eˆik), j ≶ k ≶ i,
i, j ∈ {1, . . . , n}. (A.1)
Also define
tij = 2 sinh iµ q
− 1
2 q
ǫi
2 q
ǫj
2 Eji, i < j, t
−
ij = −2 sinh iµ q
1
2 q−
ǫi
2 q−
ǫj
2 Eji, i > j
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tˆij = 2 sinh iµ q
− 1
2 q
ǫi
2 q
ǫj
2 Eˆji, i > j, tˆ
−
ij = −2 sinh iµ q
1
2 q−
ǫi
2 q−
ǫj
2 Eˆji, i < j,
tˆ01n = 2 sinh iµ q
− 1
2 q
ǫ1
2 q
ǫn
2 en, t
0
n1 = 2 sinh iµ q
− 1
2 q
ǫ1
2 q
ǫn
2 fn,
t0−1n = −2 sinh iµ q
1
2 q−
ǫ1
2 q−
ǫn
2 en, tˆ
0−
n1 = −2 sinh iµ q
1
2 q−
ǫ1
2 q−
ǫn
2 fn
tii = tˆii = (t
−
ii )
−1 = (tˆ−ii )
−1 = qǫi . (A.2)
The interesting feature of the elements tij , tˆij is that they form, as shown explicitly below, very simple
coproduct expressions compatible with (2.24) ∆ : A → A⊗A i.e.,
∆(tij) =
j∑
k=i
tkj ⊗ tik, ∆(tˆji) =
j∑
k=i
tˆjk ⊗ tˆki, ∆(tˆ
−
ji) =
j∑
k=i
t−ki ⊗ t
−
jk i < j (A.3)
(the coproduct ∆(tˆ−ij) is omitted for brevity and we never actually use it in the present analysis). The
coproducts (A.3) are restricted to the non-affine case, whereas for the elements t01n, t
0
n1, which are related
to the affine generators the coproducts read as:
∆(y) = t11 ⊗ y + y ⊗ tnn, y ∈ {t
0
1n, t
0
n1} (A.4)
(similarly we omit ∆(t0−n1 )).
We shall now derive the coproducts of the elements Eij (A.1) and subsequently tij (A.2).
The following summation identities, which may be shown by induction, will be useful for both appendices
A and C:
∑m
j=i
∑j
k=i fjk =
∑m
j=k
∑m
k=i fjk ,
∑m
j=i
∑m
k=j fjk =
∑k
j=i
∑m
k=i fjk. (i)
Define also: w = 2 sinh iµ.
We shall first show that:
∆(Eij) = q
−
ǫj−ǫi
2 ⊗ Eij + Eij ⊗ q
ǫj−ǫi
2 + q−
1
2w
i−1∑
k=j+1
q−
ǫj−ǫk
2 Eik ⊗ q
ǫk−ǫi
2 Ekj, i− j > 1. (A.5)
We shall proceed with the proof by induction.
1. The first step is to show (A.5) for i − j = 2, indeed from the definition (A.1) we have that (we use
Eij, i > j for the proof, but the process is similar for Eˆij and Eij, i < j)
∆(Ei+2 i) = ∆(Ei+2 i+1) ∆(Ei+1 i)− q
−1∆(Ei+1 i) ∆(Ei+2 i+1) (A.6)
but the coproduts of Ei+i i = fi are given by (2.24) so by substituting expressions from (2.24) in (A.6)
and also taking into account relations (2.21) and (2.22) we obtain after some algebra
∆(Ei+2 i) = q
−
ǫi−ǫi+2
2 ⊗ Ei+2 i + Ei+2 i ⊗ q
ǫi−ǫi+2
2 + q−
1
2w q−
ǫi−ǫi+1
2 Ei+2 i+1 ⊗ q
ǫi+1−ǫi+2
2 Ei+1 i. (A.7)
2. In the second step we assume that (A.5) is true for all i− j < m, m > 2 and
3. we shall prove that (A.5) is valid for i−j = m. The proof is straightforward, from (A.1) by substituting
∆(Ekj) and ∆(Eik) from (A.5) we have that ∆(Eij), i− j = m is :
1
m− 1
i−1∑
k=j+1
[(
q−
ǫk−ǫi
2 ⊗ Eik + Eik ⊗ q
ǫk−ǫi
2 + q−
1
2w
i−1∑
l=k+1
q−
ǫk−ǫl
2 Eil ⊗ q
ǫl−ǫi
2 Elk
)
×
(
q−
ǫj−ǫk
2 ⊗ Ekj + Ekj ⊗ q
ǫj−ǫk
2 + q−
1
2w
k−1∑
l′=j+1
q−
ǫj−ǫl′
2 Ekl′ ⊗ q
ǫ
l′
−ǫk
2 El′j
)
−q−1
(
. . .
)]
= . . . . . . (A.8)
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then by using (2.21), (2.22) and (i) we conclude
q−
ǫj−ǫi
2 ⊗ Eij + Eij ⊗ q
ǫj−ǫi
2 + q−
1
2
w
m− 1
i−1∑
k=j+1
q−
ǫj−ǫk
2 Eik ⊗ q
ǫk−ǫi
2 Ekj
+ q−
1
2
w
m− 1
i−1∑
l′=j+1
i−1∑
k=l′+1
q−
ǫj−ǫl′
2
(
EikEkl′ − q
−1Ekl′Eik
)
⊗ q
ǫ
l′
−ǫi
2 El′j
+ q−
1
2
w
m− 1
i−1∑
l=j+1
l−1∑
k=j+1
q−
ǫj−ǫl
2 Eil ⊗ q
ǫl−ǫi
2
(
ElkEkj − q
−1EkjElk
)
. (A.9)
Finally by multiplying and dividing the last two terms in the latter expression by (i− l′−1) and (l−j−1)
respectively and by virtue of (A.1), after adding the last three terms in (A.9), we end up to (A.5) for
i− j = m.
The proof is analogous for ∆(Eˆij), i.e.
∆(Eˆij) = q
−
ǫi−ǫj
2 ⊗ Eˆij + Eˆij ⊗ q
ǫi−ǫj
2 + q−
1
2w
j−1∑
k=i+1
q−
ǫi−ǫk
2 Eˆkj ⊗ q
ǫk−ǫj
2 Eˆik, j − i > 1. (A.10)
Now we can show the coproduct expressions for tij and tˆij (A.3). From equation (A.2) it follows for
i < j that
∆(tij) = q
− 1
2w
(
q
ǫi+ǫj
2 ⊗ q
ǫi+ǫj
2
)(
q−
ǫi−ǫj
2 ⊗ Eji + Eji ⊗ q
ǫi−ǫj
2 + q−
1
2w
j−1∑
k=i+1
q−
ǫi−ǫk
2 Ejk ⊗ q
ǫk−ǫj
2 Eki
)
(A.11)
and by virtue of (A.2) we conclude
∆(tij) =
j∑
k=i
tkj ⊗ tik, i < j. (A.12)
A similar proof holds for ∆(tˆij).
B Appendix
We shall compute in this appendix the quantity tr0 M0 UN0. Recall that UN0 = U0N (q → q
−1) (2.8)
then
M0 UN0 = (
n∑
i=1
q(n−2i+1)eˆii ⊗ I)
N∑
k 6=l=1
(eˆkl ⊗ eˆlk − q
sgn(k−l)eˆkk ⊗ eˆll). (B.1)
Recalling also the basic property: eˆij eˆkl = δkj eˆil we obtain
M0 UN0 =
n∑
k 6=l=1
q(n−2k+1)(eˆkl ⊗ eˆlk − q
sgn(k−l)eˆkk ⊗ eˆll). (B.2)
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Now we need to compute the trace of (B.2) which reads:
tr0 M0 UN0 = −
∑
k 6=l
q(n−2k+1)qsgn(k−l)eˆll
= −
l−1∑
k=1
n∑
l=1
qn−2keˆll −
n∑
k=l+1
n∑
l=1
qn−2k+2eˆll = . . .
= −
sinh iµ(n− 1)
sinh iµ
n∑
l=1
eˆll (B.3)
but
∑n
l=1 eˆll = ρ(1).
Finally the constant c0 appearing in (3.39) can be derived, indeed from M in the homogeneous gradation
(2.16) it follows tr0 M0 =
sinh iµn
sinh iµ and finally via (3.39), (B.3) we conclude that
c0 = −
sinh iµ(n− 1)
sinh iµn
. (B.4)
C Appendix
In this appendix we present explicit expressions for the L coproducts for the charges (4.1), (4.3). In
particular, taking into account the expressions (4.1), (4.3) (tij , tˆij → ∆
(L)(tij),∆
(L)(tˆij)), the coproducts
(2.24), and the identities (i) defined in Appendix A we can write
∆(L)(Q1i) =
n−1∑
k=i
Q1k ⊗∆
(L−1)(t11)∆
(L−1)(tˆki) + e
iµm
n−1∑
j=i
j∑
k=2
j∑
l=i
tkj tˆjl ⊗∆
(L−1)(t1k)∆
(L−1)(tˆli)
− it11tnn ⊗∆
(L−1)(t11)∆
(L−1)(tˆni)
∆(L)(Qi1) =
n−1∑
k=i
Qk1 ⊗∆
(L−1)(tik)∆
(L−1)(t11) + e
iµm
n−1∑
j=i
j∑
k=i
j∑
l=2
tkj tˆjl ⊗∆
(L−1)(tik)∆
(L−1)(tˆl1)
− itnnt11 ⊗∆
(L−1)(tin)∆
(L−1)(t11)
∆(L)(Q11) =
n−1∑
k=1
Q1k ⊗∆
(L−1)(t11)∆
(L−1)(tˆk1) +
n−1∑
k=2
Qk1 ⊗∆
(L−1)(t1k)∆
(L−1)(t11)
+ eiµm
n−1∑
j=2
j∑
k=2
j∑
l=2
tkj tˆjl ⊗∆
(L−1)(t1k)∆
(L−1)(tˆl1)
− it11tnn ⊗ (∆
(L−1)(t1n)∆
(L−1)(t11) + ∆
(L−1)(t11)∆
(L−1)(tˆn1))
∆(L)(Qnn) = (Qnn + 2cosh 2iµζ t11tnn)⊗ (∆
(L−1)(tnn))
2 + t11tnn ⊗∆
(L−1)(Qnn). (C.1)
Similar expressions may be derived for the ∆
′(L) coproducts via (2.25), (2.26).
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D Appendix
It is instructive to present the elements (πλ⊗ id
⊗N )∆
′(N+1)(ei), (πλ⊗ id
⊗N )∆
′(N+1)(fi) i ∈ {1, . . . n− 1}
in a matrix form
(πλ ⊗ id
⊗N )∆
′(N+1)(ei) =


E
(N)
i i+1 0 · · · · · · · · · 0
...
. . .
. . .
. . .
. . .
...
0 . . . q
1
2E
(N)
i i+1 (H
(N)
i )
− 1
2︸ ︷︷ ︸
(i, i+ 1)
. . . 0
0 . . . 0 q−
1
2E
(N)
i i+1 . . . 0
...
. . .
. . .
. . .
...
0 · · · · · · · · · 0 E
(N)
i i+1


(D.1)
(πλ ⊗ id
⊗N )∆
′(N+1)(fi) =


E
(N)
i+1 i 0 · · · · · · · · · 0
...
. . .
. . .
. . .
. . .
...
0 . . . q
1
2E
(N)
i+1 i 0 . . . 0
0 . . . (H
(N)
i )
− 1
2︸ ︷︷ ︸
(i+ 1, i)
q−
1
2E
(N)
i+1 i . . . 0
...
. . .
. . .
. . .
. . .
...
0 · · · · · · · · · 0 E
(N)
i+1 i


(D.2)
and finally (
(πλ ⊗ id
⊗N )∆
′(N+1)(qǫi)
)
kl
= E
(N)
ii (δkl − δik δil) + q E
(N)
ii δik δil. (D.3)
Note that the corresponding expressions for the affine generators en and fn have a similar form with
(D.1), (D.2) but with the element e∓2λ (H
(N)
n )
− 1
2 being at the positions (n, 1) and (1, n), and the
factors q±
1
2 multiplying the first and the last of the diagonal elements E
0(N)
n1 = π
⊗N
0 (∆
(N)(en)) and
E
0(N)
1n = π
⊗N
0 (∆
(N)(fn)) respectively.
We can also easily write down the expression for (πλ ⊗ id
⊗N )∆
′(N+1)(Qnn) for any n, i.e.
(πλ ⊗ id
⊗N )∆
′(N+1)(Qnn) =


T
+(N)
nn 0 · · · · · · · · · −ie2λqwE
(N)
11 E
(N)
nn
...
. . .
. . .
. . .
. . .
...
0 . . . T
+(N)
nn 0 . . . 0
0 . . . 0 T
+(N)
nn . . . 0
...
. . .
. . .
. . .
. . .
...
−ie−2λqwE
(N)
11 E
(N)
nn · · · · · · · · · 0 q2T
+(N)
nn


.
(D.4)
Let us finally give explicit expressions of representations of the boundary charges associated to the Uq(ĝl3)
case, i.e. from (2.30), (C.1) we get
(πλ ⊗ id
⊗N )∆
′(N+1)(Q11) =

 q
2T
+(N)
11 wqT
+(N)
12 −iwqE
(N)
11 E
(N)
33
wqT
+(N)
21 T
+(N)
11 + e
iµmw2(E
(N)
22 )
2 0
−iwqE
(N)
11 E
(N)
33 0 T
+(N)
11


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(πλ ⊗ id
⊗N )∆
′(N+1)(Q12) =

 qT
+(N)
12 0 0
eiµmw(E
(N)
22 )
2 qT
+(N)
12 −iwE
(N)
11 E
(N)
33
0 0 T
+(N)
12


(πλ ⊗ id
⊗N )∆
′(N+1)(Q21) =

 qT
+(N)
21 e
iµmw(E
(N)
22 )
2 0
0 qT
+(N)
21 0
0 −iwE
(N)
11 E
E(N)
33 T
+(N)
21

 . (D.5)
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