Deep Anisotropic Structure under the Central Volcanic Region, New Zealand by Greve, Sonja Melanie
DEEP ANISOTROPIC
STRUCTURE UNDER THE
CENTRAL VOLCANIC REGION,
NEW ZEALAND
by
Sonja Melanie Greve
A thesis
submitted to the Victoria University of Wellington
in fulfilment of the
requirements for the degree of
Doctor of Philosophy
in Geophysics.
Institute of Geophysics
Victoria University of Wellington
Te Whare Wa¯nanga o te Upoko o te Ika a Ma¯ui
Wellington
Aotearoa
Date of Defence
10. December 2008
ii Greve, 2008
Abstract
Seismic anisotropy across the Hikurangi subduction zone measured from shear-wave split-
ting exhibits strong lateral changes over distances of about 250 km. Teleseismic S-phases
show trench-parallel fast polarisations with increasing delay times across the forearc and
arc region. In the arc region, delay times reach up to 4.5 s, one of the largest delay times
measured in the world. Such large delay times suggest strong anisotropy or long travel
paths through the anisotropic regions. Delay times decrease systematically in the backarc
region. In contrast, local S-phases exhibit a distinct change from trench-parallel fast orien-
tations in the forearc to trench-perpendicular in the backarc, with average delay times of
0.35 s. In the far backarc, no apparent anisotropy is observed for teleseismic S-phases.
The three different anisotropic regions across the subduction zone are interpreted by
distinct anisotropic domains at depth: 1) In the forearc region, the observed “average”
anisotropy (about 4%) is attributed to trench-parallel mantle flow below the slab with possi-
ble contributions from anisotropy in the slab. 2) In the arc region, high (up to 10%) frequency
dependent anisotropy in the mantle wedge, ascribed to melt, together with the sub-slab
anisotropy add up to cause the observed high delay times. 3) In the far backarc region, the
mantle wedge dynamic ends. The apparent isotropy must be caused by different dynamics,
e.g. vertical mantle flow or small-scale convection, possibly induced by convective removal
of thickened lithosphere.
The proposed hypothesis is tested using anisotropicwave propagation in two-dimensional
finite difference models. Large-scale models of the subduction zone (hundreds of kilome-
tres) incorporating the proposed anisotropic domains of the initial interpretation result in
synthetic shear-wave splitting measurements that closely resemble all large-scale features of
real data observations across the central North Island. The preferred model constrains the
high (10%) anisotropy to the mantle wedge down to about 100 km under the CVR, bound to
the west by an isotropic region under the western North Island; the slab is isotropic and the
subslab region has average (3.5%) anisotropy, down to 300 km. This model succeeds in re-
producing the constant splitting parameters in the forearc region, the strong lateral changes
across the CVR and the apparent isotropy in the far backarc region, as well as the backaz-
imuthal variations.
The influence of melt on seismic anisotropy is examined with different small-scale (tens
of kilometres) analytical modelling approaches calculating anisotropy due to melt occur-
iii
ring in inclusions, cracks or bands. Conclusions are kept conservative with the intention
not to over-interpret the data due to model complexities. The models show that seismic
anisotropy strongly depends on the scale of inclusions and wavelengths. Frequency depen-
dent anisotropy for local and teleseismic shear-waves, e.g. for frequency ranges of 0.01–1Hz
can be observed for aligned inclusions on the order of tens of meters. To test the proposed
frequency dependence in the recorded data, two different approaches are introduced. De-
lay times exhibit a general trend of -3 s/Hz. A more detailed analysis is difficult due to the
restricted frequency content of the data. Future studies with intermediate frequency waves
(such as regional S-phases) are needed to further investigate the cause of the discrepancy
between local and teleseismic shear-wave splitting.
An additional preliminary study of travel time residuals identifies a characteristic pattern
across central North Island. Interpretation highlights the method as a valuable extension of
the shear-wave splitting study and suggests a more detailed examination to be conducted
in future.
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Glossary
Adiabatic No heat exchange with surrounding environment, no conduction, e.g. convect-
ing asthenosphere.
AK135 Global velocity model [Kennett et al., 1995], designed to provide a good fit to a wide
variety of seismic phases and in particularly to improve the fit for S phases compared
to the iasp91 model.
Anisotropy Material properties vary with azimuth/direction in which the measure was
made, results from ordered heterogeneities smaller than the seismic wavelength.
Arc volcanic front The position of the arc volcanoes nearest the trench [Bebout, 2007].
Asthenosphere Region beneath lithosphere with temperatures above 1100◦. Plastic defor-
mation (flow) permits isostatic compensation and slow convection currents.
Backazimuth The angle measured between north and the direction to the source.
Birefringence Another word for shear-wave splitting meaning “double refraction”, more
commonly used in optics. The phenomenon by which one component of a transverse
wave travels through an anisotropic medium faster than the orthogonal component.
Birefringent material is a homogeneous solid that causes two waves of different polar-
isation to travel at different speeds in the same direction [Winterstein, 1990].
Diffusion creep A process in rock formation in fine-grained rocks under low stress con-
ditions or high temperatures, which does not form LPO. The deformed material is
isotropic. It is considered important below 250 km depth [e.g. Nicolas, 1984; Karato &
Wu, 1993].
Dislocation creep Main mechanism of deformation in upper mantle, caused by the mo-
tion of crystalline dislocations within grains, which results in preferred mineral ori-
entation [Nicolas, 1984]. Displacement of intracrystalline dislocations within minerals
with large grain size under high stress conditions or low temperatures (a third of the
melting point). Due to the resulting intracrystalline strain the dominant slip system
reorients parallel to the imposed shear. As a result of the reorganisation within the
crystal, new grain boundaries can occur and new grains can form, called dynamic
recrystallisation.
Dynamic recrystallisation occurs at higher strain and temperatures than dislocation creep,
e.g. convective flow in the mantle [Kaminski & Ribe, 2001]. Can occur as growth of
pre-existing grains or formation of new grain boundaries (nucleation).
Extrinsic anisotropy Occurrence of anisotropy depends on the seismic wavelength used to
measure the anisotropy (SPO, OMP).
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Fluid Disordered, non-crystalline phase consisting of particles in motion and possessing
unspecified composition, commonly rich in molecules such as H2O and CO2 and con-
taining dissolved major and trace elements [Bebout, 2007].
Harzburgite Depleted mantle rock, mainly consisting of olivine and orthopyroxene.
Heterogeneous Material properties such as velocity, porosity or density vary with position.
Hexagonal symmetry Symmetry with a single axis of six fold rotation. The seismic proper-
ties of hexagonally symmetric systems are identical to those of cylindrical symmetry,
in which properties in the plane perpendicular to the symmetry axis are independent
of direction [Babuška & Cara, 1991].
Intrinsic anisotropy Anisotropy caused by small-scale, microscopic inhomogeneities, inde-
pendent on the wavelength (LPO) [Best et al., 2007].
Lx-norm Measure of misfit [Davies, 1986] often used to minimise expressions like:
ǫ =
n∑
i=1
[| ti − tpi |]x
The L2-norm (x = 2) or least square can tend to give toomuch weight on outliers, if the
misfit is not caused by random nose. In this case, an L1-norm can be applied. How-
ever, as it uses the absolute difference of the values, this can cause further problems.
Lithosphere Crust and cold top of mantle, which deforms elastically (rigid). Oceanic litho-
sphere thickens with age up to 100 km. Continental lithosphere is slightly thicker
[Stein & Wysession, 2003].
LPO Lattice-preferred orientation, alignment of crystals in a mineral in a preferred orienta-
tion.
Mantle Solid part of the Earth from base of the crust (10-30 km) to the core (2900 km). The
uppermantle, down to 400 km is made up of peridotite. In the lower mantle peridotite
transforms into denser high pressure phase.
Melt segregation Separation of melt from mantle source. Compaction is the differentiation
of the crystalline matrix from the melt. Melt segregation occurs because of differences
in density of partial molten basalt and crystalline matrix.
Oceanic lithosphere Tectonic plate typically about 50–100 km thick, consisting mainly of
mafic crust (6–7 km thick) and ultramafic mantle [Bebout, 2007].
OMP Oriented melt pockets, alignment of melt inclusions in a preferred orientation.
Ophiolite Pieces of oceanic plate that have been thrust (obducted) onto the edge of conti-
nental plates [Turcotte & Schubert, 2002]. Ophiolites have been found in Cyprus, New
Guinea, Newfoundland, California, and Oman. On-land exposure of ancient oceanic
crust, sometimes metamorphosed before emplacement [Bebout, 2007].
P-wave Compressional waves. Waves that vibrate, i.e. are polarised parallel to the travel
(propagation) direction.
Peridotite Main upper mantle rock, consisting mainly of olivine. Compositions can include
spinel alone (dunite), additional orthopyroxene (harzburgite) or orthopyroxene and
clinopyroxene (lherzolite).
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PTL Periodic thin layering, layering of materials with different properties with layer thick-
ness smaller than the seismic wavelength.
Pure shear Principal axis of stress and strain coincide.
Radial anisotropy Hexagonal anisotropy with a vertical symmetry axis.
S-wave Shear waves. Waves that vibrate, i.e. are polarised perpendicular to the travel
(propagation) direction.
SH wave Pure shear-wave, horizontally polarised shear-waves.
SV wave Vertically polarised shear-waves.
Simple shear Principal axes of strain rotated with respect to the flow plane/direction with
progressive deformation. Orientation of principal stress is 45◦ with respect to the flow
plane/direction.
Solidus Temperature and pressure conditions at which material undergoes partial melting.
Sonic band Frequencies between 103 and 104Hz, audible to the human ear.
SPO Shape-preferred orientation, alignment of heterogeneities, such as cracks or inclusions
in a preferred orientation.
Squirt flow Dynamic of a fluid under the influence of an acoustic wave.
Squirt flow frequency A characteristic rock property, which depends on the details of the
crack-pore microgeometry and the properties of the fluid. It is proportional to the
permeability and inversely proportional to the viscosity of the fluid [Mavko, 1980].
Usually between the sonic and ultrasonic bands for brine-filled rocks [Thomsen, 1995].
At frequencies lower than the squirt flow frequency, there is enough time between each
peak of the wave amplitude for the fluid pressure to equilibrate between cracks and
pores. For higher frequencies, the elastic moduli will be stiffer and no flow is induced.
Subducting slab Generally an oceanic tectonic plate that sinks below an overriding conti-
nental or oceanic plate [Bebout, 2007].
Symmetry axis The axis around which a material can be rotated without changing the de-
scription of the material’s properties.
Trench Contact line in subduction settingwhere downgoing plate meets overriding mantle.
Ultrasonic band Frequencies between 105 and 107Hz.
Volatiles Compounds that form low-viscosity fluids when released from a rock or magma
[Bebout, 2007].
Xenolith Solid mantle rocks entrained in erupting magmas, carried up to the surface by
volcanic flows [Turcotte & Schubert, 2002].
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Introduction
Subduction zones are convergent plate margins, where dense oceanic lithosphere descends
under overriding oceanic or continental lithosphere (figure 1.1). The subduction process
evokes major implications for the Earth. Essentially, the sinking of the slab provides the
central driving force for plate tectonics [Davies, 1999]. Moreover, the intrusion of the cold
lithosphere, water and other incompatible materials into themantle initiates numerous reac-
tions in the “subduction factory”. The products of the subduction factory, such as melt and
continental crust, generate twowell-known surface expressions of subduction zones - volca-
noes and islands arcs. Volcanic eruptions, earthquakes caused by the downgoing plate, and
tsunamis evoked by them are the hazards that accompany subduction [Uyeda, 1982].
While the negative buoyancy of the slab is established as the main cause of the dynamic
nature of subduction zones [Conrad & Lithgow-Bertelloni, 2002], details of the dynamics in
the different subduction zone regions are still poorly understood. In contrast to the generally
accepted theory that mantle flow is parallel to plate motion [Hager &O’Connell, 1981], more
recent experimental models [Buttles & Olson, 1998; Funiciello et al., 2006] indicate various
different pattern in subduction settings (figure 1.1). Mantle wedge dynamics are often de-
scribed by the cornerflow model (figure 1.1, option (1)), caused by viscous slab-wedge cou-
pling [Peacock & Wang, 1999]. Contrasting models suggest trench-parallel flow (figure 1.1,
option (2)) in the wedge and below the subducting lithosphere induced by discontinuation
of the slab [Peyton et al., 2001] or slab roll-back [Russo & Silver, 1994]. But many more
factors affect subduction dynamics; they include slab geometry and age [Kincaid & Sacks,
1997; Billen, 2008], subduction and trench migration speed [Doglioni et al., 2007; Long et al.,
2008], nature of the overriding plate, rheology of the wedge [King, 2001] and foundering
of lithosphere [Behn et al., 2007]. Their influence enables more complex flow patterns (fig-
ure 1.1, option (3)). Even though the dynamic consequences of most of these factors are
well-established, mainly due to advances in dynamical modelling [Gerya et al., 2004; Billen,
2008], the exact configurations between different subduction zones can vary broadly and are
still enigmatic.
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FIGURE 1.1 The subduction zone setting. Mantle flow options are: (1) Corner flow, (2) toroidal flow
around the edges and (3) more complex, locally changing flow. For details see text.
Surface expressions can only provide limited insights into dynamic deformation pro-
cesses in the subduction zone, as surface geology does not necessarily reflect dynamic pro-
cesses at depth [Moores & Twiss, 1995]. Moreover, the major part of most subduction zones
is situated below sea level, hindering investigations. Seismic anisotropy provides the means
to examine the structural geology of the lithosphere and flow induced dynamic deformation
patterns down in the deep Earth [Silver et al., 1999; Park & Levin, 2002]. The study of seismic
anisotropy is based on the fact that deformation (due to stress or strain) creates preferred ori-
entations, either of heterogeneities or of crystal minerals, in materials [Crampin & Chastin,
2003; Silver, 1996; Savage, 1999]. This causes waves to travel faster in one direction than
another.
For the geological and tectonical interpretation of seismic anisotropy it is important to un-
derstand the relationship between deformation and material texture, as well as the relation
between rock texture and seismic velocity (chapter 3). The main knowledge is derived from
naturally deformedmantle rock samples [Ismaïl &Mainprice, 1998; Mainprice, 2007], active
deformation experiments [Karato et al., 2008] and a rapidly increasing number of numerical
simulations. While seismic anisotropy has long been used as a direct measure for mantle
flow directions [Ribe, 1989], it now becomes apparent that the interpretation is more com-
plex. New modelling approaches relate density-driven convective mantle flow to observed
anisotropy [Becker et al., 2003; Gaboret et al., 2003; Conrad et al., 2007]. But these global
models only work well far from subduction zones, likely because flow patterns are more
complicated in subduction zones, as explained above, and deformation is higher [Turcotte
& Schubert, 2002]. Other reasons could be due to the influence of water [Karato, 2003] and
melt [Kendall, 1994; Holtzman et al., 2003b].
The presence of melt in the mantle wedge is established by the volcanic surface expres-
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sion. But its dynamics, distribution, and influence in the subduction zone are still vaguely
determined. Current research investigates where melts forms in the mantle wedge, which
form it occurs in and how it is transported to the volcanic front (section 2.2.4). To do so, par-
tially molten samples can be created and observed under laboratory conditions [Holtzman
et al., 2003b; Takei, 2001, 2005]. Still, measuring elastic behaviour at elevated temperature-
pressure conditions is a major challenge. Experiments to determine velocities at seismic
frequencies and in the presence of melt are difficult and is mainly limited to isotropic aggre-
gates [e.g. Zimmerman et al., 1999; Jackson et al., 2002]. Thus, models assuming idealised
shaped melt inclusions have been applied [Kendall, 1994; Mainprice, 1997]. Lab and mod-
elling results establish a strong influence of melt on seismic properties. Additionally, in
subduction zones the presence of water or other volatiles dramatically enhances not only
melt production, but also alters the observed anisotropy [Jung & Karato, 2001b; Karato,
2003].
The growing number of anisotropy studies in subduction zones highlights a large variety
of results and interpretations [e.g. Wiens & Smith, 2003] (cf. section 3.5). This confirms that
every subduction setting is unique and has to be assessed individually. Due to the various
factors influencing anisotropy in subduction zones, different research disciplines, including
experimental research on mantle rheology [Karato et al., 2008] and advanced computational
modelling [Levin et al., 2006] need to be combined. Moreover, for a complete picture the con-
sideration of different scale-length heterogeneities becomes increasingly important [Helbig
& Thomsen, 2005; Tommasi et al., 2006; Holtzman & Kendall, 2008].
New Zealand provides a great opportunity to study plate boundary deformation pro-
cesses, due to its location on continental mass above the plate boundary (section 2.1). It is
also one of the few places on Earth where the spreading backarc region is located on land
[Hatherton, 1970]. The outstanding characteristic of the backarc setting is accentuated as
it undergoes active continental rifting [Stern, 1985]. The special setting of New Zealand’s
North Island is accompanied by elevated heat output [Pandey, 1981] and an extremely high
eruption rate in the extending Central Volcanic Region, making it one of the hottest and
most productive magma generating regions on Earth [Wilson et al., 1995]. A series of recent
studies highlights the significant role of melt on geophysical properties, such as velocities
and attenuation, across upperNorth Island [Stratford & Stern, 2004, 2006; Salmon et al., 2005;
Stern et al., 2006; Seward et al., 2008].
Several shear-wave splitting studies have been conducted in North Island, but mainly
cover the lower North Island (section 3.6). The predominantly trench-parallel anisotropy
indicates a coherent deformation throughout the crust and lithosphere accompanied by
trench-parallel astenospheric flow [e.g. Gledhill & Gubbins, 1996; Marson-Pidgeon et al.,
1999]. However, recent local shear-wave splitting studies indicate a dramatic change to-
wards trench-perpendicular anisotropy further north in the volcanic region [Audoine et al.,
2004; Morley et al., 2006]. But teleseismic measurements across the arc region, especially in
the backarc, are sparse.
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This opens the question of the relationships between anisotropy, subduction zone dynam-
ics and the presence of melt in the Hikurangi subduction zones. Thus, this study is devoted
to provide insights into some aspects of these interrelations. In particular, the following
points are addressed:
• Do shear-wave splitting parameters from teleseismic phases change across the arc sys-
tem? (Chapter 51)
• How is the observed anisotropy distributed across central North Island? (Chapter 6)
• How does melt in the mantle wedge influence anisotropy? (Chapter 7)
• Does the measuring frequency affect the observed anisotropy? (Chapter 8)
An additional chapter (chapter 9) introduces some preliminary work on travel time resid-
uals. This work is not finalised, but provides detailed processing and interpretation ap-
proaches that are discussed based on a preliminary data set.
1accepted for publication in Tectonophysics [Greve et al., 2008]
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Chapter 2
Background
2.1 Tectonic setting
2.1.1 Overview
New Zealand is situated on the plate boundary between the Pacific and the Indo-Australian
Plate (figure 2.1). The Pacific plate is the largest and most active tectonic plate on Earth
[Montagner, 2002], with its plate margin known as the “Ring of Fire”. The New Zealand
land mass is divided into two main islands, South and North Island. The plate boundary
character changes throughout New Zealand, with a transpressive fault linking two opposite
oblique subduction zones. At the southern tip of South Island, the Australian plate subducts
under the Pacific plate along the Puysegur trench at a rate of 38mm/a [Demets et al., 1990].
In central South Island, plate motion is accommodated by continental collision and dextral
strike-slip motion along the Alpine fault [Walcott, 1998]. The Marlborough fault system is
the transition zone from the transpressive strike-slip system into another subduction zone
[Little & Jones, 1998]. On North Island, the subduction switches polarity with the oceanic
crust of the Pacific plate subducting under the continental crust of the Indo-Australian plate.
Plate motion of the subduction is oblique (50◦ to the trench) with rates of 48mm/a in the
north and about 42mm/a [Demets et al., 1990], with increased obliquity, in the south. The
present subduction of an ancient volcanic plateau, the Hikurangi plateau, under North Is-
land along the Hikurangi trench [Mortimer & Parkinson, 1996] increases the buoyancy of
the Pacific plate and therefore inhibits subduction. Subduction at the Hikurangi margin
started about 30–24Ma ago [Walcott, 1987; King, 2000], causing compression and tectonic
shortening in the overriding Australian plate, progressing southward with time. In Early
Pliocene (4–5 Ma) compression switched to extension [King, 2000]. Plate reconstructions re-
quire a rapid rotation of the Hikurangi margin relative to the Australian plate of about 6◦
per Ma, for the last 5Ma [Walcott, 1987]. Recently, the presence of a new microplate has
been inferred to argue for an earlier onset of the change in rotation rate, probably as early as
20 Ma ago [Cande & Stock, 2004].
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Even though the Hikurangi subduction zone forms the southernmost extension of the rel-
atively simple Tonga-Kermadec system [Smith & Price, 2006] (figure 2.1), it displays a more
complex, three-dimensional character, especially in the backarc region. Unusual features of
the Hikurangi margin include a shallow trench, a gentle dip of the subducted plate and a
forearc and backarc setting above sea level [Smith et al., 1989].
The tectonic regime of the Hikurangi subduction zone is described as extensional in the
north (Mariana-type subduction) and compressional (Chilean-type subduction) in the south
[Stern et al., 2006]. Margin-parallel motion is taken up by faults in the overlying Australian
plate; margin-normal motion takes place on the plate interface [Webb & Anderson, 1998].
The change from transpressional to extensional deformation is also obvious in the thinning
of the crust from 35 km in the south to 20 km in the north [Nicol et al., 2007] and a change
in sediment thickness along the trench from more than 4km in the south and central sec-
tion to less than 1.5 km in the extreme north, where the Hikurangi plateau passes into more
“normal” oceanic crust [Smith et al., 1989]. These anomalous features of the Hikurangi sub-
duction zone might cause a change in plate coupling from south to north. The plate interface
in the southern part of the Hikurangi margin is inferred to be currently locked, whereas the
northern part is considered as stable riding, due to weaker coupling [Reyners et al., 1997;
Wallace et al., 2004]
Southern central North Island is defined by high compression occurring within the cur-
rently uplifting axial ranges [Walcott, 1987] (figure 2.2). This part of North Island has un-
dergone the highest amount of shortening, about 3–8mm/a (Post-Oligocene) [Nicol et al.,
2007]. No volcanism is apparent in the southern part of the Hikurangi subduction zone,
south of latitude 39◦[Funnell et al., 1996].
The forearc region on eastern central North Island is currently subject to uplift [Davy
& Wood, 1994], caused by the high buoyancy of the thick oceanic crust (12–15 km) of the
oceanic Hikurangi Plateau [Mortimer & Parkinson, 1996; Reyners et al., 2006]). Another
implication of the subduction of dense, old oceanic lithosphere is relatively low stress along
the plate boundary, giving rise to the rollback of the subducting slab [Stern, 1987; Smith
et al., 1989]. Much of the strike-slip motion on the Hikurangi margin is accommodated on
the North Island Fault System (NIFS) or North Island Dextral Fault Belt [Nicol et al., 2007]
(figure 2.2). While forearc basin sediments dominate the geology of the east coast basin,
greywacke-cored mountains build the North Island Faults System [Walcott, 1987].
The central North Island extends across the arc region of the subduction zone, including
forearc, magmatic arc and backarc. Northwest-southeast extension [Cole, 1990; Darby &
Meertens, 1995] (starting in Early Pliocene) of 5–15mm/a [Wallace et al., 2004] has formed
a wedge-shaped region of thinned continental crust (15–18 km) [Stratford & Stern, 2004])
called the Central Volcanic Region (CVR). The fan-like opening migrates southeast, possibly
caused by the eastwards rollback of the Pacific plate [Walcott, 1987]. Extension is slowest at
the southern tip of the CVR, defined by the southernmost volcano, Mt. Ruapehu, and in-
creases to the north [Wallace et al., 2004]. The CVRmarks the southern end of the Lau-Havre
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et al., 1972].
trough and is therefore a region of transition between oceanic and continental rifting. Due
to its relation to the subduction zone, the subsided region is often referred to as a “backarc
basin” [Cole, 1990]. However, strictly speaking, this term refers to oceanic and not conti-
nental crust and therefore other terms, such as “marginal basin” and “rifted arc” [Wilson
et al., 1995], have been used. The basin fill of the CVR consists mainly of volcanic deposits,
reaching at least 2–3 km depth [Stern & Davey, 1987] (figure 2.2).
Presently active silicic (andesitic and rhyolitic) volcanism takes place in the young Taupo
Volcanic Zone (TVZ, 0.34Ma), along the eastern half of the CVR [Cole, 1990]. The approxi-
mately 200 km long and 60 kmwide TVZ is considered as the volcanic arc of the subduction
zone, trending about 30◦ north, with two active volcanoes —Mt. Ruapehu andWhite Island
—marking its southern and northern end, respectively. Due to oblique subduction, the vol-
canic front rotates clockwise over time [Walcott, 1984; Wright & Walcott, 1986]. The young
TVZ belongs to the most active and productive silicic volcanic systems on Earth [Wilson
et al., 1995]. The tectonic motion is expressed by normal faulting with an average orienta-
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FIGURE 2.3 Three dimensional perspective view of earthquakes under central North Island. Earth-
quakes are taken from the GeoNet [2001] database covering the period from 01/01/1990 to 28/05/2008 for
events larger than magnitude 2 in the rectangular map area. The few deep earthquakes under Mt. Taranaki are
enhanced for better visualisation. Coast line of North Island in green.
tion perpendicular to the extension direction [Villamor & Berryman, 2001; Lamarche et al.,
2006].
Western central North Island, located in the far backarc, is currently tectonically quiet,
with no measurable deformation happening [Wallace et al., 2004]. As part of the Australian
plate, it moves northwards (10◦) [Demets et al., 1990]. In contrast to the CVR, the most recent
magmatic events in western North Island are potassic Pliocene and basaltic to andesitic
Miocene volcanism [Briggs, 1986]. One outstanding exception to this pattern is the presently
active andesitic Mt. Taranaki west of the CVR. This indicates that Northland-Waikato has
been subjected to up to 18Ma of volcanism and thermal weakening of the lithosphere [Smith
et al., 1989].
2.1.2 Geophysical signature of crust and upper mantle
Primary information about the mantle structure under central North Island comes from
earthquake locations [e.g. Anderson & Webb, 1994; Ansell & Bannister, 1996]. The Waditi-
Benioff zone shows a shallow dipping slab under eastern central North Island, steepening
to about 100–150 km depth under the middle of North Island (figure 2.3). Under the west
coast, deep earthquakes mark the slab down to around 250 km and their alignment becomes
almost vertical. However, below the Taranaki region earthquakes occur at depth of up to
600 km [Adams & Ferris, 1976]. They have been interpreted as remains of previous subduc-
tion episodes [Smith et al., 1989]. High resolution upper mantle local earthquake tomogra-
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(a) Profile across the central North Island from Henrys
et al. [2006]
(b) Crust and upper mantle structure of central North
Island from Stratford & Stern [2006]
FIGURE 2.4 Crustal and upper mantle structure from active source seismic
phy [Reyners et al., 2006] completes and refines this image.
Receiver functions to identify more structural details across central North Island are only
available down to about 60 km [Bannister et al., 2007]. The shallow top of the slab shows
lower S-wave velocity than the overlying and underlying mantle, and is interpreted as the
subducted crust. No distinct Moho is found west of CVR, where S-wave velocities increase
gradually between 20 and 38 km depth.
Active seismology images more detailed shallow structure (figure 2.4). A sharp change in
dip is suggested to occur at shallow depth of about 12 km (figure 2.5(a)) and is interpreted
to mark a change from stable to unstable slip regimes [Henrys et al., 2006]. These changes
in dip of the slab can play an important role in the distribution of stress and fluid release
for the mantle wedge. Stern & Davey [1987] suggested thin continental crust of about 15 km
under the CVR. But other studies givemuch larger values of about 30 km [Harrison&White,
2006].
Tomography and active source seismology additionally provide information about veloc-
ity and attenuation structure. The subducted slab stands out with high P-wave velocities
and low attenuation [Eberhart-Phillips et al., 2005]. As part of the western Pacific plate, it
is assumed to be old (Cretaceous, about 120 Ma) and therefore dense and cold [Moores &
Twiss, 1995]. But age measurements of the currently subducting seafloor of the Hikurangi
Plateau have not been made [Smith et al., 1989]. In the mantle wedge below the CVR, the
influence of fluids and melts causes low P-wave velocities [Haines, 1979], high vp/vs ra-
tios [Eberhart-Phillips et al., 2005] and high P-wave attenuation [Hatherton, 1970; Mooney,
1970]. Similar to the CVR, the backarc region in western central North Island also exhibits
low P-wave velocities [Harrison & White, 2004; Stern et al., 1987; Stratford & Stern, 2004]
and high attenuation [Hatherton, 1970; Mooney, 1970; Eberhart-Phillips et al., 2005].
Gravity and heat flow are additional geophysical parameters with distinguishing charac-
teristics across the central North Island. A sharp gradient in the isostatic gravity anomaly
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FIGURE 2.5 Isostatic gravity map and anomalous upper mantle region under central North Island.
The hatched area region encompassing the Central Volcanic Region (CVR) and the western North Island is
characterised by a series of unusual geophysical upper mantle properties: high attenuation [e.g. Mooney, 1970;
Salmon et al., 2005], thin crust [e.g. Bannister et al., 2004; Stern & Davey, 1987, 1989; Stratford & Stern,
2004], high heat flow [Pandey, 1981; Smith et al., 1989], low velocities [Haines, 1979] and positive isostatic
gravity anomaly (coloured) [Reilly et al., 1977]. The grey lines mark the boundaries of the CVR and the
Taranaki-Ruapehu line. The black triangles indicate three active andesite volcanoes.
from positive in the northwest to negative in the south and east establishes a distinct bound-
ary between the northwestern central North Island, including the CVR [Hatherton, 1970;
Mooney, 1970] and the rest of North Island (figure 2.5). In contrast, the residual gravity
anomaly is negative in the CVR [Stern et al., 2006].
Heat flow in the forearc, eastern central North Island is about 40–45 mW/m2 and thus
values are on the same order as for the rest of North Island (40–60 mW/m2) [Pandey, 1981].
The western central North Island shows higher heat flow (86mW/m2)[Pandey, 1981]. The
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CVR is associated with exceptionally high heat output of about 840mW/m2 [Stern, 1987;
Smith et al., 1989]. Generally in subduction zones, heat flow is expected to be low in the
forearc, moderate in the backarc and high in the volcanic region [Peacock, 1996; van Keken,
2003]. The elevated values in western central North Island and CVR are ascribed to rapid
changes in tectonics from compression to extension with most of the crustal shortening in
the Miocene occurring in the western central North Island [Stern et al., 2006].
The strong changes in physical properties divide North Island into distinct regions. The
boundaries of the regions are marked by the eastern boundary of the CVR, a line connecting
Mt. Ruapehu and White Island (figure 2.5). The other boundary line is marked by the
two southernmost volcanoes, Mt. Ruapehu and Mt. Taranaki (the Taranaki-Ruapehu line)
(figure 2.5). This line is also considered as the transition zone between extensional and
compressional back-arc regimes [Stern et al., 2006]. This is supported by strain rates, which
show a change from shortening south of the line to extension north of the line [Beaven &
Haines, 2001; Wallace et al., 2004].
The regions northwest of the boundary line, the western central North Island and the
CVR, exhibit characteristics like high heat flow [Pandey, 1981; Smith et al., 1989], positive
gravity anomalies [Reilly et al., 1977], high attenuation [e.g. Mooney, 1970; Salmon et al.,
2005], low velocities [Haines, 1979; Seward et al., 2008] and thin crust [e.g. Bannister et al.,
2004; Stern & Davey, 1987, 1989; Stratford & Stern, 2004]. They are inferred to be caused by
thermally disturbed, low-densitymantle and thinned crust. The low densitymantle can pro-
vide the buoyancy to cause the uplift of the elevated thin crust in western and central North
Island [Horspool et al., 2006; Pulford & Stern, 2004]. The changes in crustal thickness are
thought to influence mantle flow pattern [Reyners et al., 2007]. A recent hypothesis suggests
a Rayleigh-Taylor instability to cause of the anomalous characteristics of the western central
North Island by convective removal of mantle lithosphere and parts of the crust [Stern et al.,
2006].
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2.2 The upper mantle and subduction zone: Conditions and mate-
rials
This section gives a general introduction into the temperature and pressure conditions and
the materials found in the top 400 km of the Earth, i.e. the crust and upper mantle.
2.2.1 Temperature and pressure
The properties of all mantle rocks are a function of temperature, pressure and water content.
For the upper mantle, the focus area of this study, pressure varies between 0 and about
30GPa [Dziewonski & Anderson, 1981] (figure 2.6). The inflence of water will be discussed
in section 2.2.3.
The governing factors of subduction zone thermal structure are the cold downgoing slab
and the hot mantle wedge (figure 2.6). Details of the thermal structure depend on conver-
gence rate, age and thermal structure of the incoming lithosphere, slab geometry and the
mantle wedge flow field [Peacock, 2003]. Shear stress (frictional heating) along the top of
the descending slab, mantle flow and water content can have additional influence [Peacock,
1996]. Thus, subduction zone thermal models differ in detail, depending on the model as-
sumptions [cf. numerous recent publications, e.g. Currie et al., 2004]. Variations on the order
of 100◦C between different mantle wedge regions are inferred in seismological and petro-
logical studies [Wiens et al., 2006, 2008].
FIGURE 2.6 Temperature and pressure conditions in a subduction zone; also given are parameters with
strong influence on the temperature field [after Turcotte & Schubert, 2002; Peacock, 2003].
2.2.2 Subduction zone materials
The upper mantle of the Earth, down to about 410 km, consists of mainly four important
mineral phases: olivine, enstatite (orthopyroxene), clinopyroxene (diopside) and garnet
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[Ringwood, 1975]. They build rocks such as gabbro and peridotite. Gabbro is more abun-
dant in oceanic crust at the boundary with the mantle [Anderson, 1989]. Peridotite is the
main rock of the upper mantle (above 400 km) [Anderson, 1989].
Oceanic plates consist of up to about 100 kmof peridotite covered by a thin crust [Dziewon-
ski &Anderson, 1981]; the crust, commonly about 5 to 10 km thick, consists of basalt, gabbro,
and minor sediments [Anderson, 1989]. Oceanic plates are usually subducted back into the
mantle in subduction zones. However, pieces can be emplaced into or overthrust on con-
tinental crust, a process called obduction; the emplacement may occur during orogenies,
during continent-continent or continent-island arc collisions [Turcotte & Schubert, 2002].
The pieces of oceanic crust within continental crust are referred to as ophiolites ; typical
ophiolites consist mostly of peridotite plus associated gabbro and/or basalt.
Peridotite contains at least 40% of olivine, the other parts are orthopyroxe and clinopy-
roxene [Anderson, 1989]. The high percentage of iron and magnesium in olivine creates
a very dense rock. Peridotite gets altered in the subduction zone [Moores & Twiss, 1995],
as it loses elements like iron during the melting process. This causes the olivine content
to increase while the pyroxene content decreases. In the presence of volatile components,
the solidus curve of peridotite is lowered. Liquids derived from it are then more andesitic.
Andesites form the most significant component of subduction-related magmatism [Wyllie,
1992]. The rocks of the peridotite family are uncommon at the surface and are highly un-
stable, because olivine reacts quickly with water at typical temperatures of the upper crust
and at the Earth’s surface [Christensen, 2004]. Xenoliths are fragments of peridotites, which
were carried up by magmas from the mantle [Twiss & Moores, 1997]. Basalt and kimberlite
are examples of magmatic compositions that commonly include peridotite xenoliths.
Olivine is the most abandoned mineral of the upper mantle (∼ 60-70%). It is also the
weakest upper mantle mineral [Bai et al., 1991]. Deeper than 400 km, olivine will change
into the higher-pressure mineral Wadsleyite (410 km) and Ringwoodite (520 km) [Stein &
Wysession, 2003].
Serpentinites are metamorphic alterations of olivine and pyroxene abundant in surface
outcrops of peridotite [Moores & Twiss, 1995]. The physical properties of serpentines vary
widely [Christensen, 2004]. Samples of the oceanic crust and the uppermost mantle of
ocean basins document that ultramafic rocks there commonly contain abundant serpentine
[Fowler, 2001]. Antigorite is the polymorph of serpentine that most commonly forms dur-
ingmetamorphism ofwet ultramafic rocks and is stable to pressures of around 8GPa [Ulmer
& Trommsdorff, 1995]. As it can store large amounts of water (13 wt.%), antigorite may play
an important role in transporting water into subduction zones and in the subsequent release
of water to create melt.
Sediments get dragged down into the subduction factory on top of the subducting slab.
The thickness of the sedimentary layer is generally on the order of a few hundreds meters,
but can vary considerably [Poli & Schmidt, 2002].
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A variety of trace elements can be found in subduction zones. Particularly abundant is
chlorite, which gets into the subduction zone with the sediments that have been in contact
with seawater. Chlorite strongly influences the properties of the wedge [Keppler, 1996]. It
is stable to about 750-800◦C [Poli & Schmidt, 2002].
2.2.3 Water
The presence of water in subduction zones is established by the dehydration of water en-
riched sediments, metamorphosed basaltic oceanic crust and the subducting slab [Tatsumi
& Eggins, 1995]. Furthermore, seawater can penetrate to several kilometres depth [Stern,
2002]. The concentration of water in the slab decreases with distance from the trench.
Volatiles dissociate during the heating process of carbonates and hydratedminerals [Wyl-
lie, 1992]. The ascending water then drives melting in the wedge [Grove et al., 2006]. This
positive correlation between water concentration and the extent of melting in subduction
zones is not observed in mid-ocean ridges [Kelley et al., 2006], where water content is usu-
ally lower.
Most of the volatiles in the uppermantle are not “free”, but bound to the structure of nom-
inally anhydrous minerals [Bolfan-Casanova, 2005]. But water also has a high solubility in
melt [Hirth & Kohlstedt, 1996]. Free water can only exist if the storage capacity of the mate-
rial is reached. Themantle can only dissolve low amounts of water [Bolfan-Casanova, 2005].
Excess water rises and gets absorbed in the overriding lithosphere. Up to 0.5wt.% water are
reported in backarc basins [Kelley et al., 2006]. This is on the order of the storage capacity
of upper mantle phases [Hirschmann et al., 2005]. Solubility increases with temperature and
pressure [Manning, 1996]. The fluid and the melt phase become identical at P-T conditions
higher than typical for subducting slabs. Therefore the amount of volatiles to about 3-4GPa
is assumed to be relatively low [Poli & Schmidt, 2002]. Chlorite and antigorite are the criti-
cal volatile-bearing phases in the slab up to 5GPa [Iwamori, 1998]. During serpentinisation,
mantle wedge rocks can absorb up to 8wt.% of water [Connolly, 2005]
The importance of water in the subduction process lies in its ability to lower the solidus
of mantle phases and increase melt productivity [Ulmer, 2001; Kelley et al., 2006]. It also has
strong influence on the formation of volcanoes and earthquakes [e.g. Davies & Stevenson,
1992]. The addition of fluids can reduce friction coefficients and lead to decoupling of the
slab and mantle wedge [Arcay et al., 2006]. Fluids modify physical properties, causing an
increase in melt connectivity and decrease in density and viscosity, which leads to highly
efficient separation of fluid-rich melts from their sources. The impact of water on the elastic
properties of a medium is significantly larger than any addition of other minerals. However,
measurements are rare and only available for hydrous Ringwoodite [Jacobsen, 2006; Wang
et al., 2003]. Xenolith samples show a wide range of water content in olivine [e.g. Jacobsen,
2006]. Differences could be due to water loss or gain during the ascent of the xenoliths.
Generally, water reduces the bulk modulus of a mineral and increases its pressure deriva-
Greve, 2008 15
BACKGROUND
tive. Effects on the shear modulus of hydrous olivine have not been measured yet, and
therefore effects on shear velocities are unknown.
2.2.4 Melt
The upper mantle, at depths of 150 to 400 km, is assumed to always be near solidus and
therefore near melting [Brown et al., 1992]. Different processes can cause material to reach
the state of melting; (1) Raising the temperature is the most obvious. However, due to the
slowness of conductive heating, it does not prevail in the mantle [Gill, 1981]. (2) Decom-
pression causes melting, as the solidus and liquidus temperature decreases when pressure
drops. Thus, bringing material closer to the surfaces allows it to melt [e.g. Asimow et al.,
1995, 2001]. As the solidus is a function of pressure and temperature, it is also a function
of place. The incomplete melting process of an initial rock, composed of different miner-
als, is called partial melting. (3) Lowering the melting point of the material by changing
its composition is another effective process to produce melt. This is the main process for
melting in subduction zones, where elements incompatible with the slab (such as water,
sodium and potassium) [Pearce & Peate, 1995; Elkins-Tanton & Grove, 2003] rise and mix
with the mantle wedgematerial. The addition of oxides can reduce the melting temperature
by about 100◦C [Hirschmann et al., 1999]. Water has the additional effect of increasing the
melt productivity [Kelley et al., 2006].
The major melt source in the upper mantle is peridotite [Wyllie, 1992]. The melt has
basaltic composition, leaving behind residuals of olivine, orthopyroxene and some clinopy-
roxene. A typical example for these “leftovers” is harzburgite. Melt from the slab is assumed
to only provideminor contributions to the overall melt content [Poli & Schmidt, 2002].
Properties of melt vary over a broad range and strongly depend on composition, pressure
and temperature [Dingwell, 2007]. The density of partially molten basalt is generally lower
than of the crystalline matrix [Turcotte & Schubert, 2002]. This density difference causes the
separation of the melt from its mantle source, referred to as melt segregation or compaction.
After segregation, melt and matrix can remain in thermodynamic equilibrium or the melt
gets extracted and rises independently, cooling adiabatically on its way up [Gill, 1981]. Ve-
locities of melt migration are at least 1–10m/yr [Kelemen et al., 1997; Hawkesworth et al.,
1997]. To travel upwards melt has to migrate faster than the plate is moving away and
melt velocities much faster than plate speeds lead to vertical melt channels [Braun & Sohn,
2003]. In the mantle wedge, melt is assumed to migrate through porous flow [e.g. Gaetani
& Grove, 1998] and therefore slowly enough to reach a local equilibrium (at the channel
walls and internally) with the surrounding mantle [Aharonov et al., 1995]. Water might take
an additional role in lowering the viscosity of the melt and faciliating vertical flow [Kelley
et al., 2006]. Melting stops when it enters the lithosphere, as melt gets in contact with colder
materials and heat loss occurs through conduction. However, cooling by conduction is slow
compared to the melt rising velocities, so that the melt needs to be arrested to cool.
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Melt is often inferred to exist in isolated pockets, along grain edges in tubular inclusions
or along grain faces in disk-like inclusions [Schmeling, 1985]. Faul et al. [1994] found disk
like inclusions with aspect ratios of 0.05 in peridotite. Basaltic melt in low fractions (about
3%) in olivine mainly occurs in low aspect ratio, disk-shaped inclusions. About 10% of the
melt are found in interconnected channels around the grains [Faul, 1997]. As long as the two
systems do not interconnect, permeability and flow are low. The interconnectivity of melt is
controlled by the melt inclusion geometry [Wyllie, 1992], so that also small amounts of melt
can be interconnected.
While in a stress-free environment melt gathers around grains, under deviatoric stress
melt forms highly aligned pocketswith preferred orientations subparallel to the stress [Kohlst-
edt & Zimmerman, 1996; Daines & Kohlstedt, 1997; Zimmerman et al., 1999]. Segregation
and alignment can occur over scales larger than grain scale and form melt-rich layers or
bands separated by depleted regions [Holtzman et al., 2003b]. These bands localise defor-
mations and provide high permeability pathways for melt migration. The preferred align-
ment of features such as melt pockets or bands causes some material properties, such as
seismic attenuation and velocity to become direction dependent [Takei, 2001, 2002] (cf. chap-
ter 3).
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Chapter 3
Seismic Anisotropy
This chapter gives an introduction into the basic theory of seismic anisotropy. Generally,
the term anisotropy describes the variation of a material property with direction. Seis-
mic anisotropy is therefore the variation of the seismic velocity with propagation direc-
tion through a medium. The first section will introduce the mathematical representation of
anisotropy, followed by the equations needed to describe wave propagation in anisotropic
media. The chapter finishes with an overview of causes for seismic anisotropy in the (upper)
Earth.
3.1 Mathematical description of anisotropy - The elastic tensor
Similar to symmetry structures of crystals, the anisotropic symmetry of any system can be
described mathematically by a fourth-order elastic stiffness tensor Ci jkl. It describes the rela-
tionship between the second-order stress ǫkl and strain tensors σi j. Deformation experiments
show that for small forces each component of strain is linearly proportional to every com-
ponent of the applied stress. This relationship is called Hooke’s law [e.g. Stein &Wysession,
2003]:
σi j = Ci jkl εkl (3.1)
for i, j, k, l = 1, 2, 3. The summation applies over the subscripts k and l. Ci jkl represents the
fourth-order tensor of elastic moduli and defines the material properties of the medium. In
its most general form, it has 34 = 81 terms.
However, the symmetry of the system means that many of the 81 elements of the elas-
tic tensor are not independent. Symmetry of stress and strain tensor (Voigt symmetry,
Ci jkl = C jikl = Ci jlk = C jilk) reduces its number of independent coefficients to 36. The con-
sideration of strain energy density function (the existence of a unique strain-energy poten-
tial Ci jkl = Ckli j) reduces the number of independent coefficients to 21. This is the maxi-
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FIGURE 3.1 Hierarchy of
symmetry classesAll media are
triclinic, other symmetries are of
higher order. The number of
independent elastic constants in
the symmetry class is given in
brackets.
mum number of elastic constants that any medium can have and defines the most general
anisotropic symmetry (figure 3.1). Crystallographic symmetries further reduce the number
of independent coefficients [Nye, 1985].
Because of the difficulties to print a four-dimensional tensor on paper, the Voigt notation
[Nye, 1985] is often applied to express Ci jkl with i, j, k, l = 1, 2, 3 with the symmetric second-
order matrix Cmn with m,n = 1− 6. The reduced subscripts are defined as:
1= (1, 1), 2= (2, 2), 3= (3, 3), 4= (2, 3)= (3, 2), 5= (1, 3)= (3, 1), 6= (1, 2)= (2, 1). Symmetry
applies in the sense that Ci j = C ji. The diagonal constants with i ≤ 3 are often referred to
as longitudal elastic constants, the ones with i ≥ 4 as shear elastic constants [Karki et al.,
2001].
For rocks the most common symmetries are:
• Triclinic: 21 coefficients (all media are triclinic)
Ci j =


c1111 c1122 c1133 c1123 c1113 c1112
c2211 c2222 c2233 c2223 c2213 c2212
c3311 c3322 c3333 c3323 c3313 c3312
c2311 c2322 c2333 c2323 c2313 c2312
c1311 c1322 c1333 c1323 c1313 c1312
c1211 c1222 c1233 c1223 c1213 c1212


(3.2)
• Orthorhombic: symmetry about three orthogonal planes, 9 coefficients, c11, c22, c33,
c44, c55, c66, c12 = c21, c13 = c31, c23 = c32
Ci j =


a b c 0 0 0
b a e 0 0 0
c e f 0 0 0
0 0 0 g 0 0
0 0 0 0 h 0
0 0 0 0 0 i


(3.3)
In this case, the planes of symmetry are perpendicular to the Cartesian axes x1, x2 and
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FIGURE 3.2 The most common anisotropic symmetries in the Earth. The grey line marks the axis of
symmetry. T is the dip angle for tilted symmetry axis.
x3.
• Hexagonal: axial symmetry, 5 coefficients defined as Love parameters: A = c11 = c22,
C= c33, F= c13 = c23, L= c44 = c55, N = c66, c12 = c21 = A−2N or Thomsen parameters
(commonly used in exploration seismology, cf. appendix F.2)
Ci j =


A A-2N F 0 0 0
A-2N A F 0 0 0
F F C 0 0 0
0 0 0 L 0 0
0 0 0 0 L 0
0 0 0 0 0 N


(3.4)
• Cubic: 3 coefficients, c11 = c22 = c33, c44 = c55 = c66, c12 = c23 = c13
• Isotropic: 2 coefficients. The most common isotropic coefficients are known as Lamé
constants λ(= c12 = c23 = c13) and the shear modulus µ(= c44 = c55 = c66); (c11 = c22 =
c33 = λ+2µ). But any combinations of the Lamé constants, i.e. the Young’smodulus E,
the bulk modulus or incompressibility K, the Poisson ratio ν and the P-wave modu-
lus M can be used to describe isotropic elastic properties. The relationships between
them are well-known and can be found in many text books [e.g. Mavko et al., 1998].
As a common first approximation the Earth is described as a Poisson solid with µ = λ
and therefore ν = 0.25.
Themost commonly used assumptions for seismic anisotropy symmetries in the Earth are
orthorhombic or hexagonal with vertical symmetry axes, also called transverse isotropy (fig-
ure 3.2). If velocities are direction dependent in the horizontal plane, this is called azimuthal
anisotropy.
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3.2 Wave propagation in anisotropic media - Basic equations
To understand the relationship between propagation direction and displacement in aniso-
tropic media, the basic equations describing body wave propagation in such a medium are
introduced. The derivations summarised here basically follow Babuška&Cara [1991].
For a continuous, homogenous medium with a density ρ, the three-dimensional elasto-
dynamic equation of motion can be written in terms of displacement (ui) as function of
time (t):
ρ
∂2ui
∂t2
=
∂σi j
∂x j
, i = 1, 2, 3 (3.5)
Inserting Hooke’s law (equation 3.1) into the wave equation above (equation 3.5) and
expressing the strain as
ǫkl =
1
2
(
∂ul
∂xk
+
∂uk
∂xl
)
(3.6)
leads to the wave equation in an anisotropic medium:
ρ
(
∂2ui
∂t2
)
= Ci jkl
(
∂2ul
∂x jxk
)
(3.7)
The displacement of a monochromatic plane wave can be written as [Babuška & Cara,
1991]:
~u = ~a f
(
t− ~n · ~x
c
)
; (3.8)
where ~a is the amplitude vector, which gives the polarisation direction andmagnitude of the
particle motion, c is the phase velocity and ~n is the normal vector pointing into propagation
direction at coordinates ~x.
Inserting this equation (3.8) and its derivatives into the wave equation (equation 3.7) and
using the Kronecker delta function for ai = δilal, the so-called Christoffel equation [Mus-
grave, 1970] is derived: (
mil − c2δil
)
al = 0 (3.9)
with the components of the Christoffel Tensor M being:
mil =
Ci jkln jnk
ρ
(3.10)
The Christoffel equation is a typical eigenvalue problem. Its solutions give the squared
phase velocities (i.e. eigenvalues) and the polarisation direction (i.e. the eigenvector corre-
sponding to each eigenvalue) for a wave propagating along an arbitrary direction ~n. The
problem has three solutions, corresponding to a quasi longitudal wave (P) polarised nearly
parallel to the propagation direction and two quasi shear-waves polarised nearly perpendic-
ular to propagation (quasi-transverse SV and quasi-longitudal SH). This illustrates the de-
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pendence of the shear-wave velocity on polarisation and propagation direction. Because of
the symmetry of the Christoffel matrix M, the polarisation directions are mutually perpen-
dicular, but the waves will usually not be purely longitudinally or transversally polarised.
For small anisotropy, the angles between propagation and polarisation directions are small;
hence, the waves are termed quasi-P or quasi-S.
To analytically solve for the eigenvalues and eigenvectors, knowledge of the complete
elastic tensor is required. The solutions of the Christoffel matrix provide the velocities for
seismic waves for the direction of propagation through the medium. The easiest solutions
exist for propagation along the symmetry axis. For example, for seismic waves travelling
along the x1-axes, the velocities can be expressed as the following:
For isotropy:
vP =
√
c11
ρ
=
√
λ+ 2µ
ρ
(3.11)
vS =
√
c44
ρ
=
√
µ
ρ
(3.12)
For hexagonal anisotropy: There are three independent solutions, a quasi-longitudal P-wave
velocity, a transverse or pure shear-wave velocity and a quasi-transverse or quasi
shear-wave velocity for each propagation direction. With θ being the angle between
the wave vector and the axis of symmetry, the velocities can be obtained by:
quasi-longitudal vP =
√
c11 sin2θ + c33 cos2θ + c44 +
√
M
2ρ
(3.13)
quasi-shear vSV =
√
c11 sin2θ + c33 cos2θ + c44−
√
M
2ρ
(3.14)
pure-shear vSH =
√
c66 sin2θ + c44 cos2θ
ρ
(3.15)
with
M =
[
(c11− c44) sin2θ− (c33 − c44) cos2θ
]2
+ (c13 + c44)2 sin22θ (3.16)
In the special case of propagation along the symmetry axis at horizontal incidence
θ = 90◦, this reduces to:
vP =
√
c11
ρ
=
√
A
ρ
(3.17)
vSV =
√
c44
ρ
=
√
L
ρ
(3.18)
vSH =
√
c66
ρ
=
√
N
ρ
(3.19)
Greve, 2008 23
SEISMIC ANISOTROPY
FIGURE 3.3 Direction de-
pendent compressional and
shear-wave velocities in an
olivine monocrystal. Major
crystallographic axes are indi-
cated in colour; the fast [100] a-
axis is blue. Velocities are given
in km/s.
However, for seismic waves travelling along the other symmetry axes at vertical inci-
dence θ = 0◦, two of the three eigenvalues are degenerate:
vP =
√
c33
ρ
=
√
C
ρ
(3.20)
vSH =
√
c44
ρ
=
√
L
ρ
(3.21)
vSV =
√
c44
ρ
=
√
L
ρ
(3.22)
This means that there is only one shear-wave polarised perpendicular to the symmetry
axes and it travels with the velocity of the symmetry axis. Note that the largest or
smallest shear-wave velocities are not necessary along a structural or a symmetry axis
(figures 3.3 and 3.5).
The direction dependence of velocities causes a single seismic shear-wave with initial
polarisation propagating through an anisotropic medium to split into twomutually perpen-
dicular waves polarised along the faster and slower planes of the medium (figure 3.4). The
shapes of those twowaves are identical, but the velocities and amplitudes depend on the ini-
tial polarisation with respect to the fast and slow orientations. If the incoming polarisation
is along the fast or slow axis, the wave will not split. Therefore, when analysing anisotropic
structures, it is crucial to use multiple rays that have traversed the same raypath but with
different incoming polarisation.
A value to quantify the anisotropy given by a fast (v f ast) and a slow (vslow) quasi wave
speed along a raypath is the percentage anisotropy. It is defined as:
k = 100
v f ast− vslow
v f ast+vslow
2
= 200
v f ast− vslow
v f ast + vslow
= 100
v f ast− vslow
vS
(3.23)
with vS =
v f ast+vslow
2 .
Therefore, the percentage anisotropy k depends on the propagation direction. This results
in a non-spherical wavefront and in group velocities different from phase velocities [e.g.
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FIGURE 3.4 Seismic waves travelling
through an anisotropic medium. In the
isotropic medium, the original polarisation
of the P-wave (black solid line) is parallel to
propagation direction, of the S-wave (grey wave)
perpendicular to propagation direction. In the
anisotropic medium the P-wave polarisation is
not propagation parallel any more. After exiting,
the S-wave is split by a delay time δt, with the
first wave polarisation parallel the fast orientation
Φ of the anisotropic medium. L is the travel path
length through the anisotropic medium.
Kendall, 2000]. Group velocity is the velocity with which energy travels radially outward
from a point source in a homogenous elastic anisotropic medium, i.e. the velocity along
the ray that defines the wavefront. Phase velocity is the velocity in the direction of the
phase propagation vector, normal to the surface of constant phase. Common laboratory and
seismological measurements provide group velocities [Karki et al., 2001].
3.3 Measuring seismic anisotropy
3.3.1 Elastic parameters
The elastic tensor manifests details about the anisotropy of a medium. Full elastic tensors
for single crystals [e.g. Kumazawa & Anderson, 1969; Isaak et al., 1992; Abramson et al.,
1997] are determined using ultrasonic pulses over a broad temperature and pressure range
[Karki et al., 2001]. The additionally derived temperature and pressure derivatives permit to
extrapolate properties at mantle- or core-like conditions [e.g. Anderson & Isaak, 1995; Isaak,
2001].
Generally, there is a trend for anisotropy to decrease with increasing pressure and with
decreasing temperature [Silver et al., 1999]. Table A.1 gives an overview of some published
full elastic tensors for different mantle materials.
Rocks are typically not made from a single kind of crystal, but from a composition of
different materials. To calculate seismic anisotropy of several crystals as the effective macro-
scopic modulus of the aggregate, averaging techniques are used. They assume consistent
grain size, shape, orientation or phase distribution [cf. Mainprice, 2007, for an overview].
The Reuss average [Reuss, 1929] is the volume average of local compliances under the as-
sumption of constant stress equal to the macroscopic stress everywhere in the sample. It
gives a lower bound for the moduli of the anisotropic medium. The Voigt average [Voigt,
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FIGURE 3.5 Calculated North Island xenolith average seismic properties, cf. also table A.1. Figure
produced with CareWare software [Mainprice, 1990].
1928] is the volume average of local stiffnesses with orientation and volume fraction, de-
fined for constant strain equal to the macroscopic strain everywhere in the sample. It gives
an upper bound for the moduli of the anisotropic medium. Because the Reuss- and the
Voigt-average yield lower and upper limits, their arithmetic (or geometric) mean tends to
be a good compromise to estimate elastic properties of components [Hill, 1952]. It is called
Voigt-Reuss-Hill-average and yields tensors close to experimentally derived properties [Bar-
ruol & Kern, 1996]. However, minerals in a compound are usually not exactly aligned. In
a polycrystal, the different crystal orientations can be measured (e.g. EBSD, Adams et al.
[1993]) in terms of Euler angles. The exact macroscopic elastic parameters for monophase
crystals are then determined by integration over all possible orientations and imaged in a
stereographic plot (cf. example for North Island xenolith figure 3.5). For polyphase crystals,
the macroscopic elastic tensor can only be determined if its texture is fully defined in terms
of position, shape and orientation of the single grains. Some features, such as the presence of
fluids and melt, are not preserved in recovered rock samples. Elastic constants under these
special conditions need to be determined by other means, such as modelling [Kendall, 1994;
Blackman & Kendall, 1997; Mainprice, 1997].
3.3.2 Shear-wave splitting parameters
Shear-waves travelling in an arbitrary direction through an anisotropic medium split up
into two components polarised quasi-perpendicular to each other and travelling with dif-
ferent speed (figure 3.4, section 3.1). Analogous to optics, this process is also referred to as
birefringence. The polarisation of the faster travelling component Φ is characteristic for the
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anisotropic medium. After exiting the anisotropic medium, the two S-waves are separated
by a delay time δt, which depends on the difference in speeds and the length of the travel
path L through the anisotropic medium:
δt = L
(
1
vS1
− 1
vS2
)
, (3.24)
where vS1 and vS2 are the faster and the slower quasi shear-wave speeds for the given prop-
agation direction.
The delay time δt and the fast polarisation Φ are called shear-wave splitting parameters
or simply splitting parameters. In the presence of one single anisotropic layer along the
raypath, the fast polarisation defines the fast orientation in the anisotropic medium and the
delay time will be a direct measure for the thickness of the anisotropic layer. In the presence
of several anisotropic layers along the travel path, the splitting parameters may appear as if
they come from one single layer, but they carry collective information about all the traversed
anisotropic layers. The measured splitting parameters are therefore often, in a more general
sense, referred to as "apparent" splitting parameters [Silver & Savage, 1994].
The percentage anisotropy (equation 3.23) allows comparing anisotropic strengths of me-
dia. In terms of delay time, following equations 3.23 and 3.24, it can be expressed as:
k =
δt
L
vS · 100, for vS1− vS2 ≪ vS (3.25)
where vS is the average S-wave speed for the propagation direction [Savage, 1999]. Note,
that the anisotropic strength k depends on the propagation direction and has to be distin-
guished from the intrinsic anisotropy, which is the percentage difference between the fastest
and the slowest velocity and is therefore usually higher than the percent anisotropy (equa-
tion 3.23).
The observation of shear-wave splitting is the most unambiguous indicator of anisotropy,
because the travel path of the two split shear-waves are almost identical. Characteristic
particle motions andwaveforms help to distinguish real “split” shear-waves from scattering.
Shear-wave splitting will produce an elliptical particle motion. Silver & Chan [1988] derive
expressions for the radial and transverse component in case of transverse isotropy with
horizontal symmetry axis:
ur(t) = s(t) cos2θ + s(t− δt) sin2θ (3.26)
ut(t) = −12 [s(t)− (s− δt)] sin(2θ), (3.27)
with s(t) being the waveform in the isotropic case and θ the angle between the fast and the
radial component. This shows that the transverse component (equation 3.27) is approxi-
mately proportional to the time derivative of the radial component (equation 3.26).
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3.4 Causes of seismic anisotropy in the Earth
FIGURE 3.6
Anisotropic re-
gions of the Earth
(grey) The black
line shows the
transverse isotropic
mantle S-wave
anisotropy model,
where ξ = v2SH/v
2
SV
[Panning & Ro-
manowicz, 2006].
In a general sense, random structures cause isotropy; ordered hetero-
geneities of different scales cause anisotropy. The smallest scale of seis-
mic anisotropy occurs in a single crystal. This pure form of anisotropy
can be measured directly from rock samples in the laboratory (sec-
tion 3.3.1). Larger scale anisotropy is caused by layered media or
oriented inclusions with contrasting velocities. Geophysical measure-
ments from seismic wave propagation can be sensitive to a large range
of anisotropy. In the Earth, different regions exhibit different kinds of
anisotropy.
The outermost core and most of lowermost mantle is assumed to be
isotropic [Kaneshima & Silver, 1995], with the exception of the lower-
most boundary layer (D”) [Kendall & Silver, 1996] (figure 3.6). But
anisotropy in the D” layer is inferred to be small [Restivo & Helf-
frich, 2006]. The cause of the anisotropy in the D” layer and the inner
core is still not well understood. The transition zones, where olivine
phase transformations take place, are also the boundaries for different
anisotropic regions.
Probably the highest anisotropy is observed in the uppermost parts
of the Earth, the crust and the upper mantle. Causes for seismic
anisotropy in the upper Earth, the main focus region of this study, are
outlined in the following sections.
3.4.1 Lattice-Preferred Orientation (LPO)
Most minerals in the Earth are intrinsically anisotropic. In the crust deeper than 15 km the
dominant anisotropic minerals are micas [Barruol & Mainprice, 1993]; in the upper man-
tle it is olivine. Plastic deformation processes cause these minerals to align in a preferred
orientation, a property called lattice-preferred orientation (LPO) or crystal-preferred orien-
tation (CPO). If LPO occurs over a large volume, it generates or enhances anisotropy in the
medium [e.g. Toriumi, 1984].
Two main deformation processes are responsible for generating LPO: dislocation creep
and recrystallisation. In the upper mantle, the main boundary condition for deformation
processes is simple shear, introduced by the horizontal movement of the lithosphere above
the asthenosphere under sufficient coupling [Tommasi, 1998]. Pure shear is associated with
extensional rifting [Vauchez et al., 2000]. Dislocation creep is the dominant high-temperature
deformationmechanism at elevated stresses [Nicolas & Christensen, 1987] and is insensitive
to grain size [Li et al., 2003]. The LPO that develops depends on the active slip system
(slip plane and slip direction). During dislocation creep, slip planes align with shear planes
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FIGURE 3.7 Lattice-
preferred orientation
Randomly oriented grains
in a material produce a bulk
isotropy. Under shear de-
formation dislocation creep
creates a lattice-preferred ori-
entation in the shear direction,
producing bulk anisotropy.
while the pole of the active slip plane rotates toward the shortening direction and the slip
direction rotates toward the extension direction [Mehl et al., 2003] (figure 3.7). In addition,
for large strains new grains can form during dynamic recrystallisation [Karato, 1988]. The
effects are diverse [Silver et al., 1999]; enhanced deformation [e.g. Zhang & Karato, 1995],
minor effects on the overall deformation [Tommasi et al., 2000] and reduced fabric strength
[Nicolas et al., 1973] are observed. Diffusion creep, a process dominating in fine-grained
rocks at low stress, does not create considerable LPO. The rapid decrease to low anisotropy
below 250 km depth is often ascribed to the transition from dislocation to diffusion creep
[Karato, 1992] or a change of slip systems [Mainprice et al., 2005].
In the upper mantle, deformation is mainly caused by mantle flow processes, often in-
duced by plate motion. This provides the important link between mantle dynamics and
anisotropy, which is used to study present day mantle flow [Silver, 1996].
The main knowledge about the relationship between deformation and anisotropy comes
from rock physics experiments and measuring mantle xenoliths, kimberlites [Mainprice &
Silver, 1993] and ophiolites [Nicolas & Christensen, 1987] that were brought up from the
mantle (depths usually no more than 220 km) [Mainprice et al., 2000] to the surface.
Olivine is the main mineral of the upper mantle and with a high intrinsic anisotropy
[Verma, 1960], it makes a major contribution to the anisotropy of the upper mantle [Nico-
las & Christensen, 1987]. It is also the weakest mineral in the upper mantle and therefore
LPO due to deformation is high. The relationship between deformation and olivine LPO
has been a topic of ongoing research for the last 40 year [Hess, 1964] and deformation ex-
periments with other minerals or even polycrystals are sparse. Early results showed that
olivine fast [100] axes (figure 3.3) align with flow direction and interpretation of upper man-
tle anisotropy was based on this implication for the first 30 years [e.g. Gueguen & Poirier,
1980]. Recent studies, however, show that the development of olivine LPO depends on tem-
perature and stress conditions [Kern, 1993; Mainprice & Nicolas, 1989] and the influence
of water [Karato, 2003] and can vary from being parallel to the deformation orientation to
perpendicular [Ismaïl & Mainprice, 1998]. These results lead to the definition of five olivine
deformation fabrics (table 3.1, figure 3.8): The earliest observed and most commonly known
fabric with the [100](010) slip system is called A-type. It poses the majority in olivine rock
samples (49.5% of all samples in the olivine database of Ismaïl & Mainprice [1998]). A-type
Greve, 2008 29
SEISMIC ANISOTROPY
FIGURE 3.8 Different
types of olivine LPO in a
three-dimensional space of
water content, normalised
stress σ/µ and temperature
T/Tm.
TABLE 3.1 Olivine fabrics, their abundance in rock samples [Ismaïl & Mainprice, 1998] and their
dominant slip systems
A-type B-type C-type D-type E-type
49.5% 7.3% 1.8% 23.8% 7.3%
[100](010) [001](010) [001](100) [100](0kl) [100](001)
fabric develops for lithospheric conditions with modest temperature and stresses and low
water content [Mehl et al., 2003].
With increasing water content and temperature (i.e. astenospheric conditions) the dom-
inant fabric changes to E- and C-type [Katayama et al., 2004; Mizukami et al., 2004]. Under
high stresses, D- and B-type fabric exists depending on the water content [Jung & Karato,
2001b] (figure 3.8). B- and C-type olivine fabrics are distinctively different from other types
as their fast axis does not align parallel to the flow direction [Katayama & Karato, 2006].
These “wet” fabrics make up less than 10% of the olivine database. This could be due to wa-
ter loss of the olivine on the way to the surface (low solubility of water in olivine) or, in the
presence of melt, due to the absorption of the water into the melt (higher solubility of water
in melt). However, the relative distribution of fabrics in field samples does not necessarily
represent their abundance in the Earth [Tommasi et al., 2000].
These new olivine fabric types are of particular interest in subduction zones, where the
presence of water is established by the dehydration of water enriched sediments, oceanic
crust and lithosphere of the subducting slab (section 2.2.3).
The other important anisotropic phases in the upper mantle are pyroxenes: enstatite (or-
thopyroxene) and diopside (clinopyroxene). The addition of differentmineral types to a rock
generally decreases the overall anisotropy [Barruol & Mainprice, 1993]. In pyroxenes, the
fast direction orients normal to strain [Babuška, 1972] and therefore reduces bulk anisotropy
in composition with olivine. Garnet is nearly isotropic and does not contribute to the seis-
mic anisotropy of the bulk rock. Other minerals only occur in low percentage in the upper
mantle, thus they are unlikely to contribute significantly to uppermantle seismic anisotropy.
However, Dewandel et al. [2003] found reduced velocities in fast and slow directions for ser-
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FIGURE 3.9 Shape-
preferred orientation
Randomly oriented open
cracks appear isotropy (left).
In a stress regime (right),
cracks normal to the maxi-
mum stress orientation close,
while cracks parallel to it open
or remain open.
pentinised peridotite, so that overall percentage anisotropy increased from 6.2 to 8.6% for
P-waves and from 4.6 to 6.1% for S-waves without changes in the fast orientation.
Deformation processes depend on temperature. For olivine, temperatures above 900◦C
are necessary to reorient the crystals [Estey & Douglas, 1986]. If the temperature drops be-
low this critical temperature during thermal relaxation, the anisotropy will be kept from the
earlier, warmer tectonic processes as “frozen-in” the material [Silver & Chan, 1991, 1988;
Vinnik et al., 1992]. This means that earlier deformation history, such as the formation at
mid-ocean ridges [Nishimura & Forsyth, 1989; Blackman et al., 1996], can be preserved as
fossil anisotropy in lithospheric structure. In terms of depth, in oceanic basins anisotropy
is assumed to be frozen-in above 100 km and showing current deformation below, for con-
tinental regions the border is closer to 200 km [Savage, 1999]. However, these depths can
vary broadly [Ritzwoller et al., 2004; Behn et al., 2004; Simons & van der Hilst, 2003].
3.4.2 Shape-Preferred Orientation (SPO)
On a scale larger than the minerals, spatial inhomogeneities can yield anisotropy if they
show a preferred alignment or layering [Karki et al., 2001]. Inclusions and cracks align per-
pendicular to minimum compressive stress orientations, as those perpendicular to maxi-
mum compressive stress close [Crampin, 1994] (figure 3.9). The fast polarisation is parallel
to the cracks and therefore parallel to the maximum compressive stress [Crampin, 1984,
1994]. The anisotropic strength depends on the velocity contrast between the inclusion and
the matrix. Strong contrasts produce high anisotropy.
Cracks are characteristic for the mid to upper crust. Crustal anisotropy has to be consid-
ered in mantle studies, as the crust under the receiver is always part of the travel path of
the waves. But the crust is thin compared to the mantle and due to increasing pressure
with depth, cracks start to close at about 10 to 15 km [Crampin, 1994]. Thus, contribu-
tion of crustal anisotropy to the overall teleseismic shear-wave splitting measurements is
considered to be small. Worldwide averages of about 0.2 s (1.5–4% S-wave anisotropy) are
measured [Crampin, 1994; Silver, 1996]. Special types of SPO anisotropy are periodic thin
layering and oriented melt pockets. Periodic thin layering (PTL) causes long-wavelength
anisotropy due to fine layering of materials with contrasting velocities [Backus, 1962]. Hori-
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zontal layering, as predominant expected in the lower crust, causes anisotropy with vertical
symmetry axis (vertical transverse isotropy). In this case, no azimuthal variations and there-
fore no splitting in vertical travelling shear-waves can occur. Oriented melt pockets (OMP)
are effective in generating anisotropy due to a strong velocity contrast between the melt and
the surrounding matrix [Kendall, 1994; Mainprice, 1997]. The anisotropic strength is very
sensitive to melt fraction and to the shape of inclusions.
Some of the anisotropy causing structures can be on the order of the seismic waves (wave-
length between 101–105 m). For these media, scaling becomes important and frequency de-
pendent effects can occur. This type of anisotropy is called extrinsic, as it depends on the
wavelength (e.g. SPO, PTL). Intrinsic anisotropy, in contrast, does not dependent on the
wavelength of the seismic wave (LPO).
3.5 Shear-wave splitting in subduction zones
Numerous shear-wave splitting studies have been carried out in most subduction zones
worldwide, presenting complex behaviour. Splitting parameters show a broad variety, with
fast polarisations including both trench-parallel and trench-perpendicularΦ and delay times
ranging from 0 s to greater than 3 s (table 3.2). Arguments for trench-parallel fast polarisa-
tions in oblique subduction environments and trench-perpendicular in extending backarc
regions cannot be generalised, as counter-example show [e.g. Fischer & Wiens, 1996].
Comprehensive overviews of shear-wave splitting measurements in subduction zones
can be found in Buttles & Olson [1998]; Savage [1999]; Wiens & Smith [2003]; Kneller et al.
[2008]. Moreover, databases covering worldwide anisotropy are developing and becoming
available online, e.g. the “Upper Mantle Anisotropy Database” (ASU) , the “Shear-wave
splitting data base” (University of Montpellier) and the “Automated Splitting database”
(ISC) .
TABLE 3.2 Shear-wave splitting in subduction zones
Location Local SWS Teleseismic SWS Reference
Tonga trench ⊥ (backarc), trench⊥ Fischer & Wiens [1996]
trench ‖ (arc), high δt (1 s) Fischer et al. [1998]; Smith et al. [2001]
Izu-Bonin trench ⊥ (backarc), trench⊥ Fouch & Fischer [1996]
trench ‖ (arc), high δt (1 s) Fischer et al. [1998]; Hiramatsu et al. [1998]
Honshu, Japan Sea trench ‖ , high δt (up to 0.8 s) trench ‖ Fouch & Fischer [1996]; Fischer et al. [1998]
Southern Kurils trench ‖ trench ‖ Fischer et al. [1998]
Mid Kurils APM ‖, high δt (1 s) APM ‖, δt∼ 2 s Fischer & Yang [1994]
Japan variable Φ, APM ‖, small δt Sandvol & Ni [1997]; Oda & Shimizu [1997]
change from arc ‖ to arc ⊥ Nakajima & Hasegawa [2004]
Kamchatka variable Φ, low δt trench ‖ , low δt Fischer & Yang [1994]; Peyton [2001]
Nazca variable Φ, small δt (0.1 s) trench ‖ , large δt (3 s) Russo & Silver [1994]
Columbia trench ‖, up to δt (0.4 s) Wiens & Smith [2003]
Peru, central Chile trench ‖ APM ‖, small δt (<1 s) Polet et al. [2000]
northern Chile APM ‖, ∼ 0.5 s APM ‖, (1 s) Bock et al. [1998]; Polet et al. [2000]
Alaska trench ‖ Silver & Chan [1991]; Mehl et al. [2003]
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But shear-wave splitting not only varies between different settings; lateral variation across
subduction zones are also observed. The arguably most outstanding include abrupt changes
in fast polarisation over short distances across the arc region [Polet et al., 2000; Nakajima &
Hasegawa, 2004; Anderson et al., 2004].
The wide variability of shear-wave splitting observations in subduction zone settings di-
minishes the argument of coherent lithospheric mantle deformation and suggests the influ-
ence of local effects. The most common interpretations include mantle wedge corner flow
[Buttles & Olson, 1998], arc-parallel flow [Russo & Silver, 1994], different olivine LPO types
(e.g. B-type olivine in the cold mantle nose) [Kneller et al., 2005], the presence of melt [Holtz-
man et al., 2003a] and water [Karato & Jung, 1998] in the mantle wedge, or any combination
of them.
3.6 Shear-wave splitting in North Island
Several studies on seismic anisotropy were conducted on North Island over the last decade.
Most of the studies are shear-wave splitting measurement from local and teleseismic events,
predominantly recorded on southern and lower North Island (figure 3.10).
Gledhill [1991] was among the first to evaluate shear-wave splitting in southern North
Island. Local events give large changes in splitting parameters between closely located
stations around Wellington. This is interpreted to be caused by strong near-surface crack
anisotropy with contributions from deeper, weaker anisotropy throughout the whole crust.
Later, Gledhill & Stuart [1996] and Gledhill & Gubbins [1996] use both local and teleseismic
events to constrain depth variations in seismic anisotropy. Local events yield anisotropy in
the crust and the slab/mantle with nearly identical trench-parallel fast polarisations (40–
50◦). They determine anisotropic strengths of about 4% in the crust and very low val-
ues (about 1.4%) in the slab. Teleseismic events yield fast polarisations of about 30◦. The
consistency of trench-parallel fast polarisations suggests similar deformation processes in
crust, lithosphere and asthenosphere (internal coherent deformation) [Silver & Chan, 1991].
Cracks cannot cause the crustal anisotropy, as fast polarisations do not fit with the domi-
nant stress regime. However, fast polarisations match trends in the local geology, which is
assumed to reflect present day deformation in the active tectonic regime. Multiple layers
with similar fast polarisation, mainly in the slab and the subslab down to about 300 km are
interpreted to add up to the observed high delay times.
Similar to the suggested model for southern North Island, Marson-Pidgeon et al. [1999]
suggest coherent deformation occurring in the subslab asthenosphere and themantle wedge
caused by oblique subduction. Fossil anisotropy in the slab enhances the overall anisotropy.
Brisbourne et al. [1999] present results from local shear-wave splitting from the lower North
Island, south of the Volcanic Region. Differences in anisotropy are observed between the
southern and northern stations. Stronger slab anisotropy in the south is interpreted as
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FIGURE 3.10 Summary of teleseismic shear-wave splitting in North Island. Single measurements
from Gledhill & Gubbins [1996]; Cochran [1999]; Brisbourne et al. [1999];Marson-Pidgeon & Savage [1997];
Marson-Pidgeon et al. [1999]; Audoine et al. [2004];Marson-Pidgeon & Savage [2004]. Hatching (light grey)
is slab isobaths.
caused by stronger slab coupling. The overall anisotropy is assumed to be 4% with trench-
parallel fast polarisation down to about 210 km. Matcham et al. [2000] suggest strong, trench-
parallel anisotropy (4.4%) in the slab with frequency dependent variations. First small-scale
lateral variations in southern North Island were noticed in shear-wave splitting on S- and
ScS-phases [Marson-Pidgeon & Savage, 2004] across the Tararua array.
Recent work on central North Island is mainly based on local shear-wave splitting [Au-
doine et al., 2004; Morley et al., 2006]. In eastern central North Island, trench-parallel fast
polarisations, as observed in southern North Island, prevail. However, there is a dramatic
change from the prevailing trench-parallel fast polarisation out of the CVR towards trench-
normal fast polarisations within the CVR (figure 3.11). Vertical and lateral variations in the
CVR are inferred [Audoine et al., 2004]. West of the CVR, delay times decrease and fast polar-
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FIGURE 3.11 Local shear-
wave splitting results
across central North Is-
land from Morley et al.
[2006] Observations are
divided into groups with
similar fast polarisation: A:
trench-parallel (eastern North
Island), B: Φ ∼ 160◦ (TVZ),
C: North-South (western
North Island).
isations are more scattered. A possible interpretation is the growing influence of the absolute
plate motion on the observed fast polarisations [Morley et al., 2006]. Teleseismic measure-
ments are rare across central North Island. Audoine et al. [2004] and Hofmann [2003] find
consistent trench-parallel fast polarisation, with much larger delay times than observed in
the south. However, those results are based on few measurements, and little attention was
paid to the interpretation of the extreme delay time observations. The high average teleseis-
mic delay times and the predominant thin crust caused by the extensional regime in central
North Island lead to the conclusion of a strong asthenospheric contribution [Duclos et al.,
2005]. The only direct measurements of seismic anisotropy in North Island from a xenolith
[Duclos et al., 2005], however, only exhibits small anisotropy of about 3.5% (figure 3.5). To
understand the influence of varying seismic anisotropy across the Hikurangi subduction
zone, waveform modelling has been suggested [Audoine et al., 2004; Marson-Pidgeon &
Savage, 2004], but not conducted until now (cf. chapter 6).
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Chapter 4
Data
4.1 Deployments
The waveforms used in this study originate from different seismic stations that consist of
various instruments and were deployed over different time frames. The main data set is de-
rived from the CentralNorth Island Passive Seismic Experiment (CNIPSE), a collaboration
between Leeds University, Institute of Geological and Nuclear Sciences and Victoria Uni-
versity of Wellington. The deployment was extended twice after the main operation time.
Those deployments will be called CNIPSE2 and WCNIPSE in the following. Additional
data used in this study comes from a temporary deployment in Northland (NORD) and
from stations of the GeoNet national network. This chapter describes details about those
different data sets. Figure 4.1 gives an overview map with all stations; detailed information
is compiled in table B.1.
4.1.1 CNIPSE
The Central North Island Passive Seismic Experiment (CNIPSE) was conducted in 2001. It
comprised a total of 74 stations, out of which 32 were broadband stations. The experiment
was a collaboration of Institute of Geological and Nuclear Sciences (IGNS), University of
Leeds (UK) and Victoria University of Wellington (VUW). The deployment started in Jan-
uary 2001 and ended in June 2001. The westernmost instrument (YUPC) was kept in place
for a further six months (July to December 2001) as part of the CNIPSE2 deployment (cf. next
section). A detailed description of CNIPSE can be found in Reyners & Stuart [2002]. Eigh-
teen of the broadband stations were deployed along a line approximately perpendicular to
the trench of the Hikurangi margin crossing most of the subduction arc system on North
Island. The line starts at the east coast and ends about 80 km away from the west coast.
These stations building the CNIPSE line are the ones considered in this study (red circles
in figure 4.1). Typical station spacing along the line is about 10 km. The location of the line
is chosen close to the refraction/reflection line from the coinciding NIGHT project [Henrys
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FIGURE 4.1 Station distri-
bution across North Island.
Colours indicate the different de-
ployments: CNIPSE (red) with
Leeds stations (dark red), WC-
NIPSE (orange), NORD (cyan),
GeoNet (yellow) other stations
(pink).
& the NIGHT working group, 2001], in order to compare results. Sampling rates for all
broadband stations are 100Hz.
4.1.2 CNIPSE2
After the end of the CNIPSE deployment, in July 2001, two of the three VUW broadband
stations (WAIC and SCHC) were moved and redeployed northwest of the remaining station
YUPC. This western extension of the CNIPSE line, in the following called CNIPSE2, stayed
deployed for the rest of the year and was taken out in December 2001. The sampling rate
was decreased from the original 100Hz to 50Hz. Further details about the deployment can
be found in Hofmann [2003].
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FIGURE 4.2 Station set up for broadband recorder. Left: The box for the digitiser containing three 12V
batteries. Right: The fenced station with solar panel and GPS unit.
4.1.3 WCNIPSE
With the CNIPSE2 extension, the transect still did not reach the west coast of the North Is-
land. Therefore, WCNIPSE, the Western extension of the CNIPSE line, was conducted at
the end of 2004 with the aim to complete the line of broadband recorders across North Is-
land. The temporary deployment consisted of seven broadband three-component recorders
(orange circles in figure 4.1). The easternmost station of the line reoccupies the location of
WULC, the westernmost station of CNIPSE2. The last, westernmost station is located close
to Raglan, on the west coast. The nominal station spacing of theWCNIPSE line is 10 km and
the sampling rate is set to 50Hz.
All station locations were on farmland, away from dominant noise sources. Sites were
chosen to be close to bedrock and the sensors were buried about 20 cm deep in order to
reduce noise and achieve good ground coupling. All stations had solar panels as their main
energy source attached to two to four 12V batteries. Data were recorded continuously and
stored on 2Gb hard drives for the ORION recorders and on 4Gb microdrives for the REF
TEK recorders. The stations were serviced and data downloaded every six to eight weeks.
Orientations were checked again when sites were picked up. All stations were set up with a
GPS unit for correct timing and positioning. A surrounding fence protected stations against
cattle (figure 4.2).
Interferences with other projects required a temporary stop for two instruments (STEC,
YTFC) of about six weeks and to dismantle three stations (PUKC, VERC, PEAC) earlier than
the others (cf. table B.1).
Station problems included low battery power at several sites despite solar panels and
some disruptions of the GPS. Station YTFC did not record any data in the period from
27. March 2005 to 4. July 2005 due to a disk problem. Noise was a problem at stations STEC
due to woodworks before 3. July 2005, at station FLYC, where a pump was noticed later in
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the deployment (26. March 2005) and someMX racing took place. Stations VERC and PEAC
were located close to running water that might have increased during autumn.
4.1.4 NORD
TheNORthlandDeployment (NORD)was a temporary deployment in Northland, the north-
ernmost part of New Zealand. The deployment started in August 2002 with five broadband
seismic stations and ended in February 2004, when three stations were taken out (MKAZ,
MATA, TIKO). Two stations – OUZ and WCZ – were later converted into national network
stations (cf. section 4.1.5). The stations were distributed along the length of Northland with
spacings of about 50 to 100 km. Sampling rates for all stations were 50Hz. Further details
about the deployment can be found in Duclos [2005]. Data from the NORD deployment
has been used for SKS splitting measurements [Duclos, 2005] and a joint receiver function,
surface wave analysis [Horspool et al., 2006].
4.1.5 GeoNet
The New Zealand National Seismograph Network provides data collection capability on
short- and broadband stations throughout the country. Stations consist of Güralp (CMG3-
ESP) or Streckheisen (STS-2) broadband seismometer and Quanterra Q4126 or Q330 six
channel 24 bit data logger. The GeoNet project allows direct access of SEED data files with
AutoDRM via the internet (www.geonet.org.nz).
Data from eight national network broadband stations surrounding the CNIPSE line (WAZ,
TSZ, BKZ, URZ,VRZ, HIZ,TOZ and KUZ), extend the dataset used in this study.
4.2 Processing
This section provides an overview over the process of data handling starting from the raw
data collected in the field to the actual data set used for the various analyses in this work.
The first section describes the preprocessing applied to the raw data. The second section
describes the process of instrument corrections. These corrections have to be applied as
data used in this study originates from different types of instruments.
4.2.1 Preprocessing of passive seismic data
Seismic data for this study have been recorded using two different kinds of digitisers – Orion
and REF TEK. Preprocessing of the raw data differs for both types of digitisers, until data is
converted into a common format (SAC - seismic analysing code).
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TABLE 4.1 Event block structure
Block Magnitude Distance Cut time Cutting length
(◦) before arrival (s) (s)
1 2–2.9 1.5 60 180
2 3–3.4 3 60 300
3 3.5–4.4 5 60 480
4 4.5–4.7 18 60 900
5 4.8–4.9 30 60 900
9 5–5.9 100 300 1500
10 6–6.9 180 300 3600
11 7–10 180 300 7200
The Orion data recorder stores data on 2Gb data discs. After loading data from those
discs onto a computer system, they need to be decompressed to their actual size. The down-
loads for all the stations should be gathered in the same experiment directory. They are
then run through a standard Orion processing routine to create standard event files in SAC-
format (for details see appendix C.1). Those are combined in SEED-format files contain-
ing all records for one earthquake at all the recording stations. A manual for preprocessing
Orion raw datawith all the processing details was assembled during thework on this project
(cf. supplement CD-ROM). Selection of recorded events is based on earthquake event lists,
which are retrieved from GeoNet for local events, from IRIS for recent teleseismic events
and, because of revised locations and timing, from ISC for older teleseismic events. Not all
events get extracted. Instead, a selection system is applied choosing events depending on
magnitude and distance. Events of the same magnitude/distance relation build a “block”
(table 4.1). From the SEED files, data can be extracted into different formats. Here SAC
format is used.
REF TEK data get downloaded directly onto a UNIX system, into a folder named after
the REF TEK recorder number. Similar to the Orion, a processing sequence needs to be
applied, here based on software provided by Nanometrics and Passcal (for details see ap-
pendix C.2). However, the software package available at VUWdoes not allow creating SEED
files. Therefore, the result of the REF TEK processing is data in m(ini)seed- or SAC-format.
The disadvantage of miniseed is their limited header information and lack of instrument re-
sponse information. Event selection is based on the same catalogue data and the same block
structure (table 4.1) as for the Orion processing. A manual for preprocessing REF TEK raw
data was also assembled during the work on this project (cf. supplement CD-ROM).
4.2.2 Instrument correction
Correcting for instrument response is especially important when working with amplitudes,
waveforms or spectra recorded from different kinds of instrument, i.e. digitisers and sen-
sors. The influence of the digitisers on the distortion of the waveform is less than from the
sensors. The biggest issue is the difference in corner frequencies for the seismometer (fig-
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FIGURE 4.3 Amplitude response for
three different stations (FLYC, PEAC,
WULC) as a function of frequency, illus-
trating differences in corner frequencies
and gains. The shaded area indicates the
main frequency range considered in this
study.
ure 4.3). The application of an instrument response correction flattens the response spectra
of the seismometers, so that waveforms and amplitudes are more similar after the correction.
The WCNIPSE deployment used two types of broadband seismometer (Güralp CMG-40T
and Güralp CMG-3T) and short period seismometers (Marks Products L4C-3D) in conjunc-
tion with two kinds of digitisers (Orion and REF TEK).
Theory
The instrument response of any instrument describes the filtering process affecting the raw,
original waveforms during recording with the seismometer and sampling with the digitiser.
The recorded waveform spectra S( f ) is a product of the far-field source spectra A( f ), the site
response R( f ), the attenuation spectra B( f ) and the instrument response I( f ):
S( f ) = A( f ) ∗ I( f ) ∗ R( f ) ∗ B( f ) (4.1)
Therefore, correcting for instrument responses removes the influence of those filters, which
can be done through deconvolution. Filters are described by their poles and zeros. The ef-
fect of the gain is taken into account by an amplification factor. These values are instrument
specific and should be supplied with the purchase of the instrument.
Practical application
The standard processing for raw Orion data (appendix C.1) already contains a step to in-
clude all important information for instrument corrections. The response information gets
put into the SEED files and can be extracted together with the data. The correction can then
be applied directly using the “transfer” function in the SAC software. Therefore, the best
way to achieve a good instrument correction to ensure a precise preprocessing. However,
the standard processing only works for the Orion digitisers, as stages from three onwards
are describing the digital filters (FIR filter) in the digitisers. It is possible to alter these values
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(a) Raw data
(b) Instrument response corrected using response file
(c) Instrument response corrected using poles and zeros
FIGURE 4.4 Raw and corrected amplitude spectra for the same event recorded at three different stations
(FLYC, PEAC, WULC) comparing raw data with two different methods of instrument correction.
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FIGURE 4.5 Comparison of cluster test recordings. The units from top to bottom are: Orion o162 with
Güralp CMG-40T T4433, Orion o177 with Güralp CMG-40T T4430, Orion o178 with Güralp CMG-40T
T4432, REF TEK 915D with Güralp CMG-40T T4431 and REF TEK 916O with Marks Products L4C-3D
L656. Problems with the two REF TEK recordings are obvious in the spiky nature of the traces.
for different digitisers but it is complicated (details are given in the SEED manual [Iris Con-
sortium, 1993]).
For REF TEK digitisers, VUW does not have the software to create full SEED files. Thus,
Segy- or m(ini)SEED-format data with limited header details and no instrument response
information are created from the raw data. The instrument response is then described using
the poles and zeros of the sensor and a sensitivity. The later can be calculated by multiplica-
tion of the gains/sensitivities of stages one (sensor), two (amplifier) and three (recorder). In
the easiest case, that would be:
gain1 [V/m/s] ∗ gain2 [] ∗ gain3 [counts/V] = gain [1/m/s] (4.2)
Comparisons show only minor differences between the two methods (figures 4.5(b) and
4.5(c)). The effect of the instrument correction becomes evident in the closer resemblance of
the raw (figure 4.5(a)) and corrected spectra (figures 4.5(b) and 4.5(c)). The fit for the spectra
is especially good in the lower frequencies, the frequencies considered in teleseismic studies.
The absolute amplitude scales differ because SAC scales the output of response corrections
to nanometre, but the output of other corrections, like pole-zero files, to metres.
Applying the corrections to data from a cluster- or huddletest helps to ensure that the
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removal of the instrument response is working properly. For a clustertest, all relevant in-
struments are deployed in the same location, next to each other, for a short time, usually a
few days. It is assumed that the far field source spectra A( f ), the site response R( f ) and the
attenuation spectra A( f ) are the same for all the recorded waveforms from a far earthquake
recorded at the array. The only remaining difference between the waveforms is then caused
by the instrument response I( f ) (equation 4.1). After removal of the instrument response,
the recorded waveforms and their spectra should be nearly identical.
A clustertest was conducted before the start of the WCNIPSE deployment, using the
following sensor-digitiser configurations: four Marks Products L4C-3D seismometers with
REF TEK 130 digitisers, three Güralp CMG-40T seismometers with Orion digitisers and one
Güralp CMG-40T seismometer with a REF TEK 130 digitiser.
Unfortunately, at the time of the clustertest, not all instruments later deployed in the field
were available and all but one REF TEK digitisers were paired with the shortband L4C-
3D seismometers. The one connected to the broadband seismometer had problems record-
ing (figure 4.5), and so did another REF TEK recorder (bottom trace in figure 4.5). Therefore,
the usable data for the purposes of this study only include three Orions paired with CMG-
40T broadband sensors. In this case, instrument corrections are not applicable.
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Chapter 5
Shear-wave splitting across central
North Island 1
5.1 Abstract
Shear-wave splitting measurements from SKS-, SKKS-, S- and ScS-phases reveal the an-
isotropic structure of North Island, New Zealand. Waveforms were recorded on temporary
and permanent broadband seismographs. Strong anisotropy varies rapidly across the Hiku-
rangi subduction zone. These changes constrain the width of the deformation associated
with the plate boundary and define three different regions of mantle flow. Stations in the
forearc region, eastern central North Island record fast polarisations subparallel to the trench
and moderate delay times of around 2.5 s, consistent with earlier studies of North Island.
This is interpreted as caused by trench-parallel mantle flow beneath the subducted slab with
a possible contribution of trench-parallel fossil anisotropy within the subducted slab. De-
lay times increase towards the extending Central Volcanic Region (CVR) with values up to
4.5 s, one of the largest delay times measured worldwide. Strong S-wave anisotropy (7.5%)
through 80 km in the mantle wedge in addition to the sub-slab anisotropy can explain the
observed high delay times. One mechanism to create such high anisotropy is melt segrega-
tion of partially molten rock. A frequency dependence of this mechanism could also explain
persisting discrepancies between local and teleseismic shear-wave splitting measurements.
To the west, delay times decrease systematically. Measurements in the far backarc region of
western central North Island show no apparent splitting. This suggests that mantle wedge
dynamics terminate beneath the western border of the CVR. The apparent isotropy beneath
the far backarc may be related to local small-scale mantle convection or vertical mantle flow,
possibly caused by the detachment of lithosphere.
1accepted for publication in Tectonophysics [Greve et al., 2008]
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5.2 Introduction
Seismic anisotropy, the dependence of seismic wave speed on polarisation, is a measurable
property of the crust and upper mantle that is related to stress or strain orientations. There-
fore, it is a useful tool with which to study the complex dynamic processes at subduction
zones.
In the upper 10–15 km of the crust, anisotropy is caused by shape-preferred orienta-
tion (SPO) of cracks, fractures and inclusions aligned with strain due to the current stress
regime [Crampin, 1994]. In contrast, deeper anisotropy is often ascribed to the lattice-
preferred orientation (LPO) of olivine crystals due to past deformation “frozen“ in the litho-
sphere or to current strain orientations in the mantle related to asthenospheric flow [e.g.
review by Savage, 1999]. For simple shear deformation mechanisms under dry conditions
the fast axis (a-axis) of olivine orients parallel to the extension direction, or shear in the in-
finite strain limit [Ribe, 1989]. Recent studies [Jung et al., 2006] reveal a more complicated
relationship between deformation and mantle flow under different pressure conditions and
the influence of water. In the mantle wedge, the abundance of melt can cause anisotropy
due to SPO of melt filled inclusions or the layering of segregated melt bands [Holtzman
et al., 2003b].
A shear-wave travelling through an anisotropicmedium splits into two components prop-
agating with different speeds. The two waves are polarised nearly orthogonal to each other
with the polarisation of the faster travelling component commonly called the fast polari-
sation or fast direction. The delay time separating the two components after exiting the
mediumprovides ameasure of the length of the travel path through the anisotropicmedium
and the difference in wave speeds in the media.
Shear-wave splitting of teleseismic phases is a well-established tool to study subduction
related processes because it relates seismic observations to deformation [e.g. Ando et al.,
1983; Babuška & Cara, 1991; Savage, 1999; Silver & Chan, 1988]. Measurements [e.g. Naka-
jima & Hasegawa, 2004] and modelling [e.g. Hall et al., 2000; Lassak et al., 2006; Buttles
& Olson, 1998] show that across subduction zones, anisotropy can change over short dis-
tances.
North Island, New Zealand, located along Hikurangi subduction zone, the southernmost
extension of Tonga-Kermadec arc, provides an opportunity to study a subduction zone from
on-shore stations (figure 5.1). Most of the teleseismic shear-wave splitting studies from
North Island focus on its southern part, with several portable studies, and IRIS network
station SNZO delivering high quality broadband data since 1992 (figure 5.2) [Gledhill &
Gubbins, 1996; Marson-Pidgeon& Savage, 1997, 2004; Marson-Pidgeon et al., 1999; Matcham
et al., 2000]. Southern North Island is located in the forearc region, and consistent fast po-
larisations subparallel to the trench are inferred to be caused by trench-parallel mantle flow
below the slab. Results from local earthquakes [Audoine et al., 2000; Brisbourne et al., 1999]
48 Greve, 2008
INTRODUCTION
 KM















#62
46:
.
O
RTH
LAN
D
7
AIKATO
(
AW
KE
 "
AY
%AST
#
AP
E
-T 4ARANAKI
0
%
!
#
&
,
9
#
6
%
2
#
9
4
&
#
3
4
%
#
0
5
+
#
7
5
,
#
-
),
#
9
5
0
#
7
!
)#
3
#
(
#
,
$
%
.
4
%
4
#
+
)7
#
4
5
+
#
0
/
)#
4
!
5
#
+
.
'
#
2
4
+
#
,
/
#
#
+
!
2
#
0
/
(
#
,
4
!
4
,
'
,
3
,
/
0
/
,
0
!
0
,
'
$
3
43:
7!:
62:
():
4/:
+5:
52:
"+:
+.:
7,:!
3.:/
-+!:






 
 
 
 
 
 


,(
4
(
IK
U
RA
N
G
I T
RE
N
CH
0A
CI
FIC
0L
AT
E
)N
D
O
!
U
ST
RA
LIA
N
0L
AT
E
#
.
)0
3%
7
#
.
)0
3%
FIGURE 5.1 Overview map. Topographic map of central North Island with locations of broadband stations
used in this study marked as triangles. Three-letter codes name permanent GeoNet stations (black triangles)
and four-letter codes indicate temporary stations ((W)CNIPSE stations as grey triangles, other temporary
deployments as white triangles). The dashed line marks the boundary of the Central Volcanic Region (CVR)
and the dotted line the boundary of the Taupo Volcanic Zone (TVZ). Contours indicate the depth to the top of
the subducted slab as determined by earthquake hypocenters. Inset shows the location of the study area with
plate boundary (solid line); arrow represents the absolute plate motion vector. LHT: Lau-Havre trough.
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are more variable. Until recently, only a few shear-wave splitting studies were carried out
on the northern part of the forearc (Hawke Bay) or behind the forearc in central North Is-
land [Audoine et al., 2004; Klosko et al., 1999].
Northwest-southeast extension of 8–15mm/yr [Wallace et al., 2004] has formed a wedge-
shaped region of thinned crust in the Central Volcanic Region (CVR), the backarc region of
central North Island. It marks the southern end of the Lau-Havre trough and is therefore a
region of transition between oceanic and continental rifting. Characteristics of the CVR are
high heat output, shallow crustal seismicity and negative residual gravity anomalies [Stern
et al., 2006]. Active silicic volcanism takes place in the Taupo volcanic zone (TVZ), along the
eastern half of the CVR [Cole, 1990]. Audoine et al. [2004] relate trench-parallel fast polar-
isations from teleseismic phases to either deep anisotropy down to 660 km due to trench-
parallel mantle flow or shallower, unusually high anisotropy (6%) due to the presence of
water-rich olivine in the mantle wedge. In the far backarc region of Waikato, teleseismic
shear-wave splitting measurements are lacking. In contrast to the CVR, the most recent vol-
canism in the region is Miocene [Briggs, 1986]. One exception to this pattern is the presently
active Mt. Taranaki southwest of the CVR (figure 5.1). Under the west coast, deep earth-
quakes mark the slab down to around 250 km [Anderson &Webb, 1994; Ansell & Bannister,
1996].
With an increasing number of national network stations [GeoNet, 2001], it is now easy
and fast to analyse splitting all across New Zealand. A comprehensive shear-wave splitting
analysis using GeoNet stations all over North Island [Duclos et al., 2005] confirmed previous
results [Audoine et al., 2004]. But an interesting variation was observed at one station (TOZ)
in northwestern central North Island (figure 5.2). For this station no splitting was observed,
with one exception showing a fast polarisation almost perpendicular to the trench. Because
of the high attenuation, no GeoNet station provided S-arrivals good enough to yield split-
ting measurements in the CVR.
The central North Island Passive Seismic Experiment (CNIPSE) [Reyners & Stuart, 2002]
in 2001 aimed to gather more information on subduction processes (figure 5.1). Two tele-
seismic events yielded different splitting parameters, which were interpreted as backaz-
imuthal dependency caused by two layers, one in the upper mantle and another in the
lower mantle or the D“ layer [Hofmann, 2003]. Local splitting analyses across the CNIPSE
line [Morley et al., 2006] yielded maximum delay times of 0.35 s interpreted as caused by
anisotropic regions with maximum depths increasing from 60–115 km from east to west.
Fast polarisation show a dramatic change from trench-parallel in eastern North Island to
trench-perpendicular in the CVR. This is interpreted as a change from crustal anisotropy in
the east to uppermost mantle anisotropy due to trench-normal mantle flow in the mantle
wedge under the CVR. For western North Island, local splitting fast polarisation change
to north-south [Morley et al., 2006], consistent with the absolute plate motion, but data are
sparse, as the line initially did not extend to the west coast. This gap in the CNIPSE line was
completed in November 2004 when seven broadband seismometers were deployed in the
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FIGURE 5.2 Map with splitting measurements. New splitting measurements (coloured) combined with
all individual splitting measurements available to date (grey). Orientation of each line is parallel to measured
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Waikato during the WCNIPSE experiment.
In this study we present new splitting measurements determined for the temporary WC-
NIPSE stations and for eight permanent GeoNet stations on central North Island and im-
proved shear-wave splitting measurements from the temporary CNIPSE deployment (fig-
ure 5.1). There are strong variations of splitting parameters in North Island, with high de-
lay times in the TVZ and no apparent splitting across western central North Island (sec-
tion 5.4). These observations define different anisotropic regions across the subduction zone
(section 5.5.1). Section 5.5.2 discusses possible causes of the observed anisotropy in those
regions in the context of processes in the mantle wedge and changes in mantle flow across
the subduction zone (section 5.5).
5.3 Method and data: Automated shear-wave splitting measure-
ments
To study mantle anisotropy, core-refracted phases such as SKS, SKKS or PKS are usually
used, as their steep incidence angles provide good lateral resolution. They respond only to
anisotropic material located between the outer core and the recording station. Additional
information is needed to confine the location of the anisotropy further. In this study we
use SK(K)S, teleseismic S- and regional ScS-phases for splitting measurements. In contrast
to SK(K)S-phases, the anisotropy detected by S- and ScS-phases could lie anywhere on their
travel path and source side anisotropy can contaminate results. To constrain this uncertainty
we only use deep events, following the generally accepted idea that most anisotropy is con-
centrated in the upper mantle [Fischer & Wiens, 1996; Savage, 1999; Silver & Chan, 1991].
Even if source side anisotropy is present, changes observed for a single event across a closely
spaced network must be related to receiver side structures. The shallower incidence angles,
especially for S-phases, can provide information to overcome the lack of vertical resolu-
tion of core-refracted waves and thus help to resolve the depth of the anisotropic medium.
Due to higher frequency content, regional ScS-phases have narrower Fresnel zones and can
potentially be sensitive to different anisotropic regions than S and SK(K)S phases. Gener-
ally, it is assumed that higher frequencies are more sensitive to shallower anisotropy [e.g.
Rümpker et al., 1999; Schulte-Pelkum & Blackman, 2003]. Therefore, shear-wave splitting
measurements on local S-phases provide further depth constraints.
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For the splitting measurements presented in this paper we used Teanby’s [Teanby et al.,
2004] code for automated shear-wave splitting (figure 5.3). The code is based on Silver and
Chan’s [Silver & Chan, 1991] method to minimise energy on the transverse component of
a split shear-wave by performing a grid search over a rotation angle and a time delay. The
code performs measurements for a number of windows with different lengths and starting
times within given limits around the phase arrival (figure 5.3a). The best and most stable
fitting apparent splitting parameters, the polarisation azimuth of the faster shear-wave (fast
polarisation) Φ and the delay time between the two shear-waves δt, are chosen by a cluster
analysis (figure 5.3d). This method helps to eliminate outliers from the measurements that
can be caused by including too large or too small windows around the S-arrival. We mod-
ified the code to extend its original application for local S-phases to work for splitting on
teleseismic phases with known incoming polarisation.
Even though Teanby’s code [Teanby et al., 2004] gives objective solutions, we additionally
apply visual quality control. This is to ensure minimal energy on the transverse component
after it is corrected for the preferred splitting value (figure 5.3b), stability of measurements
(figure 5.3c), similarity of fast and slow waveforms (figure 5.3e), linear particle motion after
correction (figure 5.3e) and a unique, well-defined error surface (figure 5.3f). Based on this
quality control, results are finally rated into good (A), fair (B) andmarginal (C). The example
measurements in figure 5.3 were all rated good, with the top one giving “normal” splitting
parameters, the middle one showing no apparent splitting and the bottom one showing the
largest delay time found in this study. In the following, measurements that do not exhibit
any apparent anisotropy (figure 5.3 middle) are referred to as null measurements or ”nulls“.
Nulls are good quality measurements, which contain little energy on the raw transverse
component and show error surfaces elongated in the time domain. Nulls do not necessarily
mean that the medium along the travel path is isotropic. They can also occur if the incoming
polarisation is parallel to the fast or the slow polarisation or if the fast axis is oriented ver-
tically, as in these constellations the wave does not need to split. Other causes for apparent
isotropy are complicated waveforms due to complex anisotropy, attenuation, scattering or
noise. Complex waveforms are excluded by visual checks.
We use broadband data recorded along the NW-SE striking CNIPSE line (main deploy-
ment, 19 easternmost stations, from January to June 2001, three stations - YUPC, WULC,
MILC - from July to December 2001), its western extension (WCNIPSE, seven stations de-
ployed in November 2004: three until August 2005 and four until November 2005) and
national network (GeoNet) stations (figure 5.1). The line strikes perpendicular to the Hiku-
rangi trench and crosses the CVR. The station spacing is nominally 10 km. The eight closest
GeoNet stations surrounding the transect were considered and data was analysed from their
deployment date until the end of 2005. Many of the stations have only been deployed re-
cently (end of 2003 onwards) with stations TOZ (1998) and URZ (2001) being installed for
the longest. Published SKS splitting results for these two stations [Duclos et al., 2005] were
reprocessed using the automated splitting code.
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FIGURE 5.4 Splitting event
map. Globe with locations of
events (white circles=SK(K)S,
grey triangles=S, black
stars=ScS) used for shear-
wave splitting measurements
in this study in equidistant
projection centred on North
Island.
All events with magnitudes greater than 5.5 and distances ∆>85◦ for SK(K)S-, 60◦<∆<80◦
for teleseismic S- and ∆<35◦ for ScS-phases were considered for splitting measurements (fig-
ure 5.4). Backazimuthal coverage for SK(K)S-phases is 340–135◦ , whereas the coverage for
S- and ScS-phases are limited to 280–330◦ and 5–20◦, respectively (figure 5.4). This gap in the
distribution of events will prevent detailed investigation of complicated anisotropic struc-
tures such as tilted symmetry axis. In order to limit source-side anisotropy, only events
deeper than 420 km (350 km) were used for S and ScS splitting measurements, respectively.
We tried to perform measurements on unfiltered data, but due to New Zealand’s noisy is-
land nature that was not always possible. Typical filters used were a Butterworth bandpass
from 0.04 to 0.1Hz for S- and SK(K)S-, and a 0.3Hz lowpass for ScS-phases. The higher fre-
quency filter for ScS-phases reflects the higher frequency contents of their initial waveforms,
as events are closer.
5.4 Splitting results
We obtain a high-quality dataset of single splitting measurements from 99 SK(K)S-, 32 S-
and 24 ScS-phases recorded at 38 stations with standard deviations for fast polarisations
less than 12◦ and for delay times less than 0.7 s (table E.1). Out of these 155 results, 86 are
nulls, which do not show any apparent anisotropy.
5.4.1 SKS- and SKKS-phases
Along the (W)CNIPSE line and the surroundingGeoNet stations, shear-wave splitting could
only be observed in middle and eastern central North Island (figure 5.2, table E.1). Fast
polarisations are consistently subparallel to the trench, ranging between 7◦ and 66◦. The
data show a slight backazimuthal dependency, as events from backazimuths between 80◦
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and 130◦ give more north-south trending fast polarisations (Φ=24±2◦) than events from
other backazimuths (Φ=55±9◦) (figure 5.2).
Delay times are very high, ranging from 0.85 to 4.5 s (figures 5.2, 5.3). They increase from
the east coast towards the CVR, reaching their highest values in the central CVR (stations
TETC, KIWC and POIC, figures 5.2, 5.5, 5.6). Further to the west delay times decrease to-
wards the western border of the CVR. This behaviour is illustrated in figure 5.5 by means of
a single event recorded across the CNIPSE line. For GeoNet stations the highest delay time
is found at VRZ (3.90±0.20 s, figure 5.2). Stations URZ (0.85±0.11 s) and BKZ (1.07±0.09 s)
yield the smallest (non-null) delay times.
For almost all the stations in western central North Island we obtained only null mea-
surements. There is one exception: Reprocessed data from station WLZA yield one non-
null measurement with Φ=61◦ and δt=1.7 s. Duclos [2005] found three nulls and one set of
apparent splitting parameters for TOZ. After reprocessing we could verify two nulls. For
Northland, Duclos et al. [2005] present mainly null measurements with only a few, mostly
lower quality exceptions. Reprocessing with the automated code verified a preponderance
of nulls, leaving only three sets of apparent splitting measurements with east-west fast po-
larisations and delay times between 0.86 and 1.86 s. At station VRZ, we only obtained one
non-null measurement with a very large delay time of 3.9 s.
Due to different deployment times, it is not possible to compare splitting parameters for
the same event at CNIPSE and WCNIPSE stations. But there are seven events recorded at
GeoNet stations in Hawke Bay and Waikato, which provide a direct comparison of east-
ern and western stations. Two of these events (backazimuth 27◦ and 120◦) provide only
nulls for all stations due to the incoming polarisation being subparallel or subnormal to the
predominantly trench-parallel fast polarisation. For the other five events, positive splitting
parameters were retrieved for eastern and southwestern (WAZ, VRZ) stations and nulls for
the western stations (table E.1, figure 5.2).
5.4.2 S- and ScS-phases
For four out of six teleseismic S events we obtained splitting results onmore than one station
(table E.1). Fast polarisations range consistently between 32◦<Φ<56◦ for four events, with
an average of Φ=42±7◦ (figure 5.2). One event at the Celebes Sea, western Pacific, gave
differing fast polarisations at two stations (BKZ: Φ=96◦, TSZ: Φ=140◦, WAZ: Φ=115◦). High
delay times were measured (1.40 s<δt<3.45 s) for most events. We observe the same pattern
of decreasing delay times across the western border of the CVR as with SK(K)S-phases.
The Hawke Bay region exhibits the highest delay times (figures 5.1, 5.2). Unfortunately, no
results could be obtained for the middle section in the CVR. S-phases recorded at western
central North Island stations yield only nulls.
ScS records were generally noisy. Delay times (0.35 s<δt<2.25 s) and fast polarisations
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FIGURE 5.5 Record section showing unfiltered SKS-phases for event from 13.01.2001, M=7.9, BAZ=83◦,
rotated into their individual fast (black) and slow (grey) polarisations illustrating changes in delay time across
the CNIPSE line. Stations KIWC and WAIC only obtained poor quality measurements for this event and thus
are rotated for a mean fast polarisation of 21◦. Phases are lined up based on the expected arrival times from
AK135.
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FIGURE 5.6 Cross section along (W)CNIPSE line, illustrating changes in delay time for individual events.
Results are coloured according to backazimuth (BAZ). Circles represent SK(K)S, triangles S- and stars ScS-
phases. Tomographic cross-section after Reyners et al. [2006] showing high (>1.80) and low (<1.74) vp/vs.
Top of the subducted slab shown as a black solid line from Ansell & Bannister [1996]. Yellow shaded areas
represent the approximate width of Fresnel zones for the stations with largest delay times and with the closest
null measurement.
(3◦<Φ<102◦) have more variability, but the average fast polarisation is consistent with other
phases (Φ=44±5◦). For western central North Island, ScS-phases could only be measured at
station KUZ.
5.5 Discussion
We use the shear-wave splitting results to determine different regions of anisotropy across
the Hikurangi subduction zone (figure 5.2). The regions will be distinguished by location
and mechanisms causing the anisotropy. The main observations from the splitting measure-
ments leading our interpretation are:
• High delay times in CVR
• No apparent splitting in western central North Island
• Consistent splitting parameters for the rest of central North Island
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• Contradicting results for local S and teleseismic splitting measurements in CVR
• Backazimuthal variations in delay times
5.5.1 Locating anisotropy
Hawke Bay
Trench-parallel fast polarisations and average delay times around 2–3 s define the forearc
region in Hawke Bay (figure 5.2). Although these delay times are slightly larger, results are
fairly consistent with splitting parameters from southern North Island (figure 5.2) [Gledhill
& Gubbins, 1996; Marson-Pidgeon et al., 1999]. The three exceptions, with trench-perpendic-
ular fast polarisations (BKZ, TSZ and WAZ) are obtained from S-waves generated by the
same event and can therefore be related to source side anisotropy. The consistent fast po-
larisations measured from SKS- and most S-phases restrict the location of anisotropy to the
crust, the subducting lithosphere and the sub-slab mantle as their travel paths only over-
lap in these regions. The mantle wedge under Hawke Bay is thin (figures 5.1, 5.6) and its
contribution to shear-wave splitting can be neglected.
Further information about anisotropy depth distribution comes from local splitting mea-
surements. Trench-parallel fast polarisations with average delay times of 0.3 s define the
forearc region [Audoine et al., 2004; Morley et al., 2006]. Morley et al. [2006] constrict the
maximum depth of the anisotropy in eastern central North Island to 60 km, which yields
a minimum anisotropy of 1.6%. We ascribe this splitting to crustal anisotropy, as delay
times are small, do not vary with depth and splitting measurements tend to be more bi-
ased towards upper anisotropic layers. Additionally, we suggest that the trench-parallel
anisotropy within the slab found in southern North Island [Audoine et al., 2000; Brisbourne
et al., 1999; Gledhill & Gubbins, 1996; Matcham et al., 2000] and in nearby regions [Galea,
1993] is “frozen-in” (see below) and therefore also exists under Hawke Bay. We estimate its
contribution to be about 0.5 s as was found for the deepest earthquakes beneath Welling-
ton [Matcham et al., 2000]. Consistent trench-parallel anisotropy in the crust and subducted
lithosphere is also supported by the small delay times measured with higher frequency ScS-
phases, which are assumed to be more sensitive to the upper layers (figure 5.6).
As the slab and the crust can only explain a small amount of the anisotropy found with
teleseismic events, most of the anisotropy has to be located in the rest of the upper man-
tle below the subducted slab. In order to acquire the consistently large delay times, fast
polarisations in the sub-slab region must also be trench-parallel. Additional evidence for
consistent trench-parallel anisotropy under Hawke Bay is provided by the null splits, which
were only observed for events from backazimuths sub-parallel and perpendicular to the
mean fast polarisation (figure 5.2). This suggests only one anisotropic layer, e.g. the same
fast polarisations for slab and sub-slab mantle. Furthermore, we found little backazimuthal
dependency of fast polarisations, inconsistent with the expected π/2 periodicity apparent
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in two layer anisotropy models [Silver & Savage, 1994]. A backazimuthal dependency of
delay times is suggested with S-phases arriving from the west yielding higher delay times
than SKS-phases from the east (figures 5.2, 5.6). With the western backazimuth and shallow
incidence angle direct S-phases sample more of the region west of Hawke Bay. Thus, we
relate the higher delay times of those phases arriving from the west to their longer travel
path through the mantle wedge (see next section). More complicated anisotropy, e.g. with
plunging symmetry axis is not needed to explain the splitting observations in Hawke Bay.
Therefore, we suggest that consistent anisotropy in the crust, subducted lithosphere and the
sub-slabmantle produces trench-parallel fast polarisations in Hawke Bay, in agreementwith
interpretations for southern North Island [Marson-Pidgeon et al., 1999].
Trench-parallel fast polarisations still predominate at stations URZ and KNZ in East Cape
(figure 5.2). This suggests the anisotropic structure proposed for Hawke Bay extends further
north along the subduction zone. A study in East Cape [Cochran, 1999] reported mostly
trench-parallel fast polarisation with very large delay times (figure 5.2). As data were un-
available for quality assessment or reprocessing, we include it for the sake of completeness
without putting too much emphasis on it.
Central Volcanic Region
With fast polarisations trench-parallel as in the Hawke Bay region, the most compelling fea-
ture of splitting parameters in the Central Volcanic Region is the very large delay times (up
to 4.5 s, figures 5.2, 5.6). In contrast to Hawke Bay, the mantle wedge under the CVR is
considerably thicker and has to be included as a possible anisotropic region. Shear-wave
splitting measurements from local shear-waves sampling the mantle wedge can help to as-
sess its contribution to teleseismic measurements.
Strikingly, local S-waves show a 90◦ change in fast polarisations from trench-parallel at
eastern stations to trench-perpendicular in the CVR [Morley et al., 2006]. Audoine et al.
[2004] present more scattered results, but with a similar trend. They find trench-perpendicu-
lar fast polarisations (extension-parallel) for deep events (>100 km), but trench-parallel for
shallow events at short periods. Morley et al. [2006] interpret 1.6% trench-perpendicular
anisotropy down to about 100 km depth. This conflicts with the trench-parallel fast po-
larisations measured from teleseismic phases. To resolve this contradiction, instead of the
suggested thick layer with small anisotropy, higher anisotropy of about 10% restricted to the
thin crust or uppermost mantle can cause the local splitting results. Fresnel zone estimates
support this model, as the change in fast polarisations for local earthquakes occurs over a
very small distance (∼10 km). In this model a second, deeper layer in the mantle wedge is
needed to explain teleseismic observations. The lack of strong backazimuthal dependency
from local and teleseismic results could be due to the small contribution of the upper layer
or to the orthogonal fast polarisations in the two layers. However, as discussed later, the
stress regime in the extending CVR is not expected to yield trench-perpendicular crustal
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anisotropy.
Due to the time limitation of the temporary arrays, the backazimuthal coverage of our
data (figure 5.4) is not sufficient to test for the patterns in delay times expected for plunging
symmetry axis [Savage & Silver, 1993]. Tilted anisotropy with plunging symmetry axis in
the mantle wedge could cause constant fast polarisations but variations in delay times for
different incidence angles and backazimuths. Yet, it cannot explain changing delay times
across the array for a common event (figure 5.6). Moreover, the discrepancy between local
and teleseismic observations remains. Alternatively, frequency dependent anisotropy could
play a role (see below).
The observed strong variations in delay times along the CNIPSE line allow us to use sim-
ple Fresnel zone estimates to constrain the location of the anisotropic region under the CVR.
Apparent splitting parameters depend on the period of the wave; if anisotropy varies over
distances smaller than the Fresnel zone, true anisotropy can only be measured away from
the boundary between different anisotropic regions [Chevrot et al., 2004]. The distance be-
tween the two stations with the largest difference in delay times for the same SKS event,
TETC or POIC and MILC, is about 60 km (figure 5.6). Using this 60 km as the width of the
Fresnel zone for SKS-phases (periods around 8 s), restricts the source of the anisotropy to be
shallower than 80 km [Alsina & Snieder, 1995], as Fresnel zones for the two stations overlap
at greater depths. This is on the order of the slab depth under the CVR and therefore in the
mantle wedge. There are insufficient data from ScS-phases, which might otherwise provide
better resolution of the lateral boundary due to their much shorter periods. S-phases used
for splitting measurements only have slightly shorter periods than SK(K)S and S measure-
ments are lacking in the CVR, thus we cannot use them for further Fresnel zone estimates.
However, as delay times measured for S-waves with a longer travel path through themantle
wedge (see previous section) are higher than those for SKS-phases to the same stations (fig-
ure 5.6), they provide further evidence for a highly anisotropic region in the mantle wedge.
This region could have sharp boundaries that appear as smooth delay time variations on
the surface because of the averaging effects of the Fresnel zones [Chevrot et al., 2004; Fischer
et al., 2005].
Waikato
In contrast to the rest of central North Island, Waikato is exclusively characterised by null
measurements (figures 5.1, 5.2). They make the region appear isotropic and imply an abrupt
change in the anisotropic structure compared to the adjacent CVR. Decreasing delay times
across the western border of the CVR (figure 5.6) support the interpretation of a laterally
bounded block of high anisotropy under the CVR and little or no apparent anisotropy under
Waikato. Due to the width of the Fresnel zone and non-vertical incidence angles, splitting
measurements are still obtained west of the block, but delay times decrease steadily, faster
for events with westerly backazimuths (figure 5.6). The southern boundary of the appar-
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ently isotropic zone extends to approximately 39◦S, where station VRZ measured mainly
nulls with one single measurement with high delay time (figure 5.2). The coexistence of this
large measurement with nulls could be related to lateral variations and indicate that the sta-
tion is located above an anisotropic boundary [Fischer et al., 2005]. An earlier study [Marson-
Pidgeon et al., 1999] found trench-parallel fast polarisations at a station only 20 km south-
west of VRZ (figure 5.2), but two of the measurements were of marginal quality. Therefore,
we define the mantle belowWaikato, bounded by the CVR to the east and by about latitude
39◦S to the south, as apparently isotropic. The southern boundary of the region nearly coin-
cides with a main structural boundary, which connects Mt. Taranaki with the southern tip
of the CVR and is interpreted as the transition from extensional to compressional backarc
regimes [Stern et al., 2006].
North of Waikato, only two non-null fast polarisations with small delay times were mea-
sured, suggesting either the continuation of the apparent isotropy or a change to lower east-
west oriented anisotropy for Northland [Duclos et al., 2005].
5.5.2 Causes for anisotropy
Olivine type-A fabric
In olivine type-A fabric, the lattice-preferred orientation (LPO) of the fast olivine a-axis
aligns with the extension direction, which leads to shear-parallel a-axes in the infinite strain
limit, or axes parallel to asthenospheric flow [e.g. Savage, 1999]. It is the most frequently
observed and accepted olivine fabric and has been used for many interpretations of split-
ting observations, especially under stable continental areas [Ismaïl & Mainprice, 1998; Ribe,
1989]. Type-A olivine reaches an anisotropic strength of 5.5% [Jung & Karato, 2001a] for
S-waves. However, addition of other minerals and the likelihood of imperfect alignment
reduce anisotropy quickly. On the other hand, fabric strength in the Earth is suggested
to be stronger than measured experimentally because of the finer grain sizes due to larger
stress in experiments (B. Holtzman, pers. communication). An average value of 4% mantle
anisotropy is widely accepted [Savage, 1999].
Asthenospheric flow is considered as one of the possible causes of LPO in themantle [Sav-
age, 1999]. The similarity of shear-wave splitting measurements along the eastern side of
North Island (figure 5.2) prompts the idea of a common source. Trench-parallel mantle flow
beneath the slab with contributions from the subducting lithosphere has been suggested to
explain anisotropymeasured in southern North Island [Gledhill & Gubbins, 1996]. The con-
tinuation of this pattern under eastern central North Island is sufficient to explain fast polar-
isations observed in Hawke Bay and can account for the observed delay times of maximum
3 s in Hawke Bay with about 300 km of anisotropic material. Trench-parallel mantle flow
can arise from oblique subduction relative to the plate motion (figure 5.1), from the steep-
ening of the slab towards the south [Anderson & Webb, 1994] or from retrograde motion of
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the slab indicated by the extension of the CVR. Below temperatures of about 900◦C olivine
alignment can no longer occur due to current deformation [Estey & Douglas, 1986; Silver &
Chan, 1988]. Thus, the contribution of the colder subducting slab is probably due to fossil
anisotropy with ”frozen-in” LPO caused by earlier deformation (cf. section 5.5.1).
In the case of ductile stretching of the lithosphere in the mantle wedge, fast polarisations
in the CVR should align with extension. Although this is sufficient to explain fast polarisa-
tions from local studies [Audoine et al., 2004; Morley et al., 2006], type-A olivine due to ex-
tension cannot explain trench-parallel (extension-perpendicular) fast polarisations observed
with teleseismic events in the CVR (figure 5.2).
To explain the 4.5 s splitting in the CVR, we invoke the same 3 s in and under the slab as
for Hawke Bay plus an additional 1.5 s in themantle wedge. In an 80 km thick mantle wedge
this would require 7.5% anisotropy. Even though trench-parallel flow in the mantle wedge
has been suggested [Audoine et al., 2004; Marson-Pidgeon et al., 1999] for depths beneath
100–150 km, this does not agree with the established corner flow model [Buttles & Olson,
1998; Funiciello et al., 2006; Kincaid & Griffiths, 2003]. We therefore conclude that type-A
olivine in the subducted slab and the mantle below can account for most of the observed
anisotropy in Hawke Bay and the CVR. However, this fabric is not sufficient to cause the
high anisotropy needed in the mantle wedge under the CVR.
Other olivine fabrics
Under the influence of water and varying pressure and temperature conditions, olivine
develops LPO different from type-A. Type-B fabric is found under high H2O content and
moderate stress conditions (>300 MPa) [Jung et al., 2006] and is of particular interest, as
the olivine a-axis orients perpendicular to maximum principal strain. Type-B olivine in the
mantle wedge has been invoked for interpretation of splitting measurements at subduction
zones worldwide [Long & van der Hilst, 2006; Nakajima & Hasegawa, 2004; Schmid et al.,
2004; Volti et al., 2006] and for the Hikurangi subduction zone [Audoine et al., 2004; Duclos
et al., 2005]. With an average of 7.6%, its S-wave anisotropy is higher than type-A (5.5%).
Even higher anisotropy (12%) was found for type-E olivine [Katayama et al., 2004]. This
fabric occurs under the influence of H2O and low stresses. Like type-A fabric, LPO orients
subparallel to stress. However, the experimentally determined fabric strengths cannot un-
conditionally be extrapolated to the Earth, as mentioned in the previous section (5.5.2), and
the exact causes for the development of the different type fabrics are still unknown.
The occurrences of type-B olivine with trench-perpendicular corner flow under the CVR
would lead to trench-parallel fast polarisations as observed for SKS (figure 5.2). Type-B
olivine over 80 km mantle wedge can account for the observed delay times. However, the
shear stress in themantle wedge is unlikely tomeet the required condition. A simple calcula-
tion using the lithostatic pressure at 100 kmdepth acting on the top of the slab gives an upper
limit of 200MPa. Estimates from numerical modelling show even lower shear stresses in the
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mantle wedge [e.g. Lamb, 2006]. Lower stresses and high delay times in the CVR support
the idea of type-E fabric, but again only in the presence of trench-parallel mantle flow, which
we consider unlikely, as discussed earlier. Consequently, these other olivine fabrics cannot
provide a sufficient explanation for the anisotropy needed in the mantle wedge.
Aligned cracks
The alignment of cracks or fractures is another effective mechanism to create seismic an-
isotropy, if their spacing is much smaller than the seismic wavelength. The strength of the
anisotropy depends on the shape of the inclusion and the velocity contrast of inclusion and
surrounding matrix. The fast polarisation is parallel to the alignment of the cracks, which
will be the orientation of the maximum horizontal stress. However, vertical stresses cause
cracks to close and confine fluid- or air-filled cracks to the brittle crust.
Crustal thickness under the CVR reaches only about 20 km [Stratford & Stern, 2004]. With
an estimate of 6% anisotropy the crust can accommodate 0.3 s. This is within the order of
the uncertainties of our measurements. Cracks in the crust would orient perpendicular to
extension, i.e. trench-parallel in the CVR. Therefore, local shear-wave splitting should yield
trench-parallel fast polarisations, which does not fit observations by Morley et al. [2006].
Consequently, crustal anisotropy due to aligned cracks cannot cause the observed splitting
results in the CVR.
In the Hawke Bay region the crust is thicker than in the CVR and the region is not gov-
erned by the extensional regime of the CVR. Local shear-wave splitting measurements sug-
gest a positive contribution of about 0.2 s crustal anisotropy with trench-parallel fast polari-
sation caused by the flexure of the overriding Australian plate [Morley et al., 2006].
Melt
Similar to the alignment of cracks, the shape-preferred orientation (SPO) of disk-shaped
inclusions (lenses or dikes) generates seismic anisotropy. Due to the large velocity con-
trast, this mechanism is especially effective, if inclusions are filled with melt. Magma can
be present throughout the entire upper mantle, holding the possibility of producing large
delay times. Modelling anisotropy due to melt-filled cracks for regions beneath mid-ocean
ridges, Kendall [1994] found shear-wave delay times over 2.5 s. Ayele et al. [2004] show de-
lay times dependent on percentage melt fraction, crack aspect ratio and layer thickness. For
example, a 90 km thick layer of 2% melt in inclusions with an aspect ratio of 0.05 can pro-
duce more than 2 s delay time. Analogous to oriented cracks, we expect fast polarisations
due to magma-filled lenses to be trench-parallel. Even though this seems to be a plausible
explanation for our splitting observations in the CVR, the contradiction with local splitting
results [Morley et al., 2006] remains.
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FIGURE 5.7 Frequency dependent
shear-wave splitting. Illustration of the
proposed source for frequency dependent
anisotropy. Low frequency teleseismic
waves split while propagating through
material with aligned bands, if the band
spacing is smaller than the wavelength
l (left). Defocusing of the lower veloc-
ity melt bands causes higher frequency
local phases, with shorter wavelength to
image the depleted matrix with different
anisotropic characteristics (inset, right).
f : frequency.
Holtzman et al. [2003a] suggest anothermechanism for the influence ofmelt on anisotropy.
They observed a switch in a- and c-axes, similar to Jung & Karato [2001b]. But the mecha-
nism for the switch is not a change in the slip system, but strain partitioning in the partially
molten medium. The coexistence of both mechanisms is unlikely due to partitioning of wa-
ter into the melt [Holtzman et al., 2003a]. In their study, Holtzman et al. [2003a] consider the
presence of up to 6%melt. Such melt fractions can produce high anisotropy in regions of ac-
tive volcanism or rifting [Kendall, 2000]. Rift-parallel fast polarisations and high anisotropy
due to the segregation of melt was interpreted at the Ethiopian rift [Kendall et al., 2005]. The
unusually high delay times in the extending CVR were measured at stations located in the
presently active TVZ. If melt aligned in bands under the CVR can generate high anisotropy
(e.g. 7.5% over 80 km), then it can explain the increase in splitting delay times of maximum
1.5 s observed in the CVR.
The presence of melts in the mantle wedge under the CVR is apparent from the active
volcanism in the area and can be ascribed to a lowered solidus caused by the dehydration
of the subducting slab [e.g. Stern et al., 2006]. Evidence for melt under the CVR comes from
several geophysical studies. Active seismic data show a strong reflector at 35 km depth,
which has been interpreted as a melt pool of 1.2% partial melt [Stratford & Stern, 2006].
Pn speeds are significantly reduced (to less than 7.4 km/s) beneath the CVR [Haines, 1979;
Seward et al., 2006; Stratford & Stern, 2006] and vp/vs ratios (figure 5.6) are high [Bannister
et al., 2004; Reyners et al., 2006]. Both observations have been explained in terms of the
presence of partial melts. Further indications are given by radial uplift [Pulford & Stern,
2004] and attenuation studies [Salmon et al., 2005].
Seismic anisotropy due to melt segregation allows the possibility for both trench-parallel
and trench-perpendicular fast polarisations to coexist in the mantle wedge. This can cause
the frequency dependence of the measurements (figure 5.7). For splitting to occur due to
melt segregation, the spacing between bands of partial melt has to be smaller than the wave-
length of the shear-wave (on order of km) and the area affected bymelt segregation has to be
larger than thewavelength. Suggested band spacings of up to 500m fit in with field observa-
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tions [Holtzman et al., 2003b]. If the spacing between bands of partial melt were on the order
of kilometres, theywould influence teleseismic phaseswith wavelengths of about 104m (fre-
quencies f ∼ 0.1Hz), but not local phases with maximum wavelengths of 103m (figure 5.7).
The low velocity regions defocus seismic energy, so that local phases with frequencies of
1–10Hz would then only image the depleted material in the matrix, which might have ex-
tension parallel anisotropy. Further evidence for frequency dependent behaviour appears
in the record section (figure 5.5). The waveforms indicate lower frequency content for the
slow waves than for the faster ones, suggesting possible attenuation anisotropy.
Our preferred model to explain the anisotropy observed across the subduction zone in
central North Island is illustrated in figure 5.8. We ascribe the consistent trench-parallel
anisotropy in Hawke Bay and eastern central North Island to type-A olivine with about 4%
anisotropy due to trench-parallel mantle flow extending over a depth of 300 km. Contri-
butions of crustal anisotropy due to aligned cracks and slab anisotropy, both with trench-
parallel fast polarisations are likely. Under the CVR, we suggest high, frequency dependent
anisotropy in the mantle wedge due to aligned melt bands.
5.5.3 Causes for apparent isotropy
The null observations in western central North Island illustrate a dramatic change to the
consistent pattern of large splitting delay times acquired from teleseismic anisotropy stud-
ies to date in most of New Zealand. Observation of null splitting from different incoming
polarisations in Waikato makes the region apparently isotropic. We emphasise here that de-
lay times smaller than 0.5 s are not resolvable with the method applied and will therefore be
considered as nulls.
Apparent isotropy is generally attributed to isotropic conditions, multiple layers or com-
plex anisotropy, vertical orientation of anisotropy, or an incoming wave polarisation along
either the fast or the slow axis. Events with different backazimuths and incoming polari-
sations showed the same null behaviour. Therefore, this rules out the explanation of null
measurements being caused by incoming polarisations parallel to fast or slow axes.
Null birefringence has been observed in several studies before. If the region of apparent
isotropy is narrow, it is often interpreted as the transition zone between lateral variations of
differently oriented horizontal anisotropy [Anglin & Fouch, 2005; Plomerová et al., 2001]. In
Northern Apennines, null splitting occurs above a boundary between fast and slow tomo-
graphic anomalies [Plomerová et al., 2006]. Results from waveform modelling confirm the
occurrence of nulls above lateral boundaries [Fischer et al., 2005]. However, the region of
null measurements in the Waikato is too wide to act as a boundary zone itself. In addition,
we could not identify a region of differently oriented anisotropy adjacent to Waikato in the
west.
Özalaybey & Chen [1999] attribute null birefringence in Australia to azimuthal isotropy
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with a vertical slow axis for the upper mantle of the Indo-Pacific plate, related to its unique
tectonic history and fast absolute plate motion. Our null observations in Waikato, those
from southern Himalaya mentioned earlier and additional ones from Hyderabad [Chen &
Özalaybey, 1998] seem to support the idea of azimuthal isotropy of the Indo-Pacific upper
mantle. Conflicting results come from a recent study of shear-wave splitting that found
varying fast polarisations in Australia [Heintz & Kennett, 2005]. However, the authors iden-
tify the thick lithosphere as the main source of the observed anisotropy.
Babuška et al. [2002] identify a broader region of null measurements under the southeast-
ern French Massif Central and attribute it to extension followed by lithospheric thinning.
The weakened, probably partly detached lithosphere would then result in destruction of the
original mantle fabric giving little anisotropy. Similar conclusions were drawn from Sandvol
et al. [1997], who observed a lack of shear-wave splitting in southern Himalayas and Tibet.
They associate the thickening of the lower Indian lithosphere with a gravitational instability.
The downwelling lithosphere causes convection and steep plunging shear strain, leading to
subvertical fast axes.
Morley et al. [2006] attribute anisotropy under western central North Island to the abso-
lute plate motion, but delay times are small and can be accommodated in the crust. Reyn-
ers et al. [2006] propose a well-developed return flow under the TVZ that changes under
western central North Island due to variations in the crustal thickness. Vertical return flow
under western central North Island can develop hexagonally symmetric anisotropy with a
vertical a (fast) axis [Savage, 1999]. Furthermore, the subducted slab plunges steeply under
Waikato before it ends roughly below the west coast, suggesting an end of themantle wedge
dynamics. These changes in mantle and return flow could also generate small-scale convec-
tion [Reyners et al., 2006]. If any anisotropy forms under these conditions, we expect it to be
complex and therefore not resolvable by splitting measurements, i.e. resulting in apparent
isotropy.
In central North Island, the outline of the apparently isotropic region coincides with a ma-
jor crustal andmantle boundary [Stern et al., 2006]. Crustal thickness increases by about 8 km
south of Waikato [Salmon et al., 2006] and decreases towards the CVR, east ofWaikato [Stern
et al., 1987]. Changes across this boundary area are also apparent in seismic attenuation with
mantle Q-values around 700 in Waikato dropping to 250 in the CVR and increasing south
to greater than 1000 [Salmon et al., 2005]. Probably the most obvious feature distinguishing
Waikato from the rest of North Island is its positive isostatic gravity anomaly [Stern et al.,
1987]. Based on these and other anomalies, e.g. low upper mantle velocities, Stern et al.
[2006] recently suggested convective removal of mantle lithosphere under western North
Island in the Pliocene. Even though the thickened mantle lithosphere has been detached,
an ongoing large-scale mantle disturbance is to be expected. Vertical and return flow pat-
terns or small-scale convection are possible, but modelling is needed to specify mantle flow
patterns in delaminated mantle.
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FIGURE 5.8 Model for anisotropic regions across North Island. Model showing proposed anisotropic
regions across the Hikurangi subduction zone. Big arrows below the slab under Hawke Bay indicate trench-
parallel mantle flow (in or out of the page) causing trench-parallel fast polarisation. Shaded area in the mantle
wedge represents partial melt, possibly segregated in bands (see insert, from Holtzman) with the arrow in-
dicating corner flow. Arrows under Waikato illustrate possibilities of small-scale convection or vertical flow.
Crust-mantle boundary sketched from Stratford & Stern [2006], top of subducted Pacific plate from Ansell &
Bannister [1996].
5.6 Conclusions
Shear-wave splitting measurements across the Hikurangi subduction zone reveal strong
anisotropy with rapid lateral changes. Similarity of results divides North Island into three
different regions across the subduction zone (figures 5.2, 5.6). In the forearc region, eastern
central North Island, consistent trench-parallel fast polarisations with average delay times
of 2.5 s suggest type-A LPO with trench-parallel sub-slab flow (figure 5.8). Minor contri-
butions (0.3 s) appear from crustal anisotropy caused by trench-parallel cracks in the over-
riding plate. Trench-parallel anisotropy in the slab can also account for parts (0.5 s) of the
splitting.
Towards the backarc region, in the CVR, delay times increase to a maximum of 4.5 s with
fast polarisations remaining trench-parallel. Fresnel zone estimates establish the cause of
this increase to be in the mantle wedge. This observation conflicts with local splitting mea-
surements, which found trench-perpendicular fast polarisations in the CVR. Two horizontal
layers of perpendicular anisotropy under the CVR are possible but unlikely, as this would
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require very high anisotropy in the lower layer and a non-crustal upper layer. We therefore
prefer a model of frequency dependent anisotropy due to aligned melt bands in the mantle
wedge with strong anisotropy under the centre of the extending CVR (figure 5.8). An esti-
mate for the anisotropy is 7.5% through 80 km in the mantle wedge. The different frequency
content of fast and slow waves also suggests more complicated processes may cause the
high delay times in the CVR. A more detailed study of the observed anisotropic attenuation
is necessary to better understand those processes.
Western central North Island differs from the rest of North Island by revealing no appar-
ent anisotropy. We propose that the influence of mantle wedge dynamics ends under the
western border of the CVR. Different mantle flow dynamics take place under western cen-
tral North Island in terms of small-scale convection or vertical mantle flow. The change in
mantle flow can be ascribed to changes in lithospheric thickness, possibly caused by con-
vective removal of thickened lithosphere.
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Chapter 6
Modelling large-scale seismic
anisotropy across central North
Island
As discussed in chapter 5, seismic anisotropy across the Hikurangi subduction zone ex-
hibits strong lateral changes over distances of less than 100 km. Teleseismic S-phases show
trench-parallel fast orientations across the forearc and backarc region, with increasing delay
times (section 5.4). In the CVR, delay times reach up to 4.5 s, one of the largest delay times
measured in the world. Delay times decrease systematically in the backarc region. In the
far backarc, no apparent anisotropy for teleseismic S-phases is observed. In contrast, local
S-phases exhibit a distinct change from trench-parallel fast polarisations in the forearc to
trench-perpendicular in the backarc, with average delay times of 0.35 s [Morley et al., 2006;
Audoine et al., 2004].
The observed pattern of anisotropy was ascribed to three different anisotropic regions
across the subduction zone:
1. In the forearc region, trench-parallel fast orientations and delay times of 2–3 s are at-
tributed to trench-parallel mantle flow below the slab with possible contributions from
anisotropy in the slab.
2. High, frequency dependent anisotropy in themantle wedge togetherwith the sub-slab
anisotropy add up to cause the high delay times observed in the CVR.
3. In the far backarc region, contribution to anisotropy from the mantle wedge dynamic
seems to end. The apparent isotropy implies different dynamics. Possibilities include
vertical mantle flow or small-scale convection.
This chapter uses different approaches to model the observed anisotropy across the Cen-
tral Volcanic Region (CVR) and to test the proposed hypothesis of the different anisotropic
regions. Analytical modelling approaches try to fit data with simple two-layered anisotropy
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FIGURE 6.1 Two approaches for two-layer modelling: Assuming a fixed horizontal symmetry axis (left)
and adding a third model parameter for dipping symmetry axis (right).
models with horizontal or dipping symmetry axes. Numerical finite difference models sup-
ply anisotropic wave propagation in 2D and 3D. These models allow setting up domains
with different anisotropic characteristics such as fast orientation direction and anisotropic
strength.
6.1 Two-layer modelling
Models of two horizontal anisotropic layers with different fast polarisation and delay time
were among the first ones used to explain variations in shear-wave splitting observations
with incoming polarisation [Silver & Savage, 1994; Rümpker & Silver, 1998; Levin et al.,
1999; Hartog & Schwartz, 2000]. Those models are based on the idea that either crust and
upper mantle (for local splitting measurements) or fossil anisotropy in the lithosphere and
flow induced anisotropy in the asthenosphere (for teleseismic measurements) have different
characteristics.
In a first attempt to model shear-wave splitting observations from central North Island,
two different kinds of two-layer models were applied; the first one includes only layers
with horizontal symmetry axis and the second one allows for dipping symmetry axis. The
shear-wave splitting measurements from section 5.4 are modelled as the full data set and in
sub-data sets according to the location of the recording station and/or the phase used for
the measurement (figure G.1). Three different best-fit criteria were applied, accounting for
fit in fast polarisations, delay times and the sum of both. Despite the alternative modelling
approaches, no convincing two-layer models for central North Island could be found. Thus,
only the main results are summarised here. A detailed description of the modelling is given
in appendix G.
The most general two-layer modelling with horizontal symmetry axis yields similar fast
polarisations for the best two-layer model for the complete data set. Supported by the nar-
row confidence regions, these two layers are considered as basically one single layer of about
30–40◦ fast orientation and 1.2–2 s delay time (figure G.2). This modelling result stays the
same for modelling the southeastern North Island after splitting up the data set into dif-
ferent anisotropic regions (figure G.4). For the CVR, best model results vary strongly with
72 Greve, 2008
FINITE DIFFERENCEMODELLING
the best-fit criteria applied and no consistent model is found. This indicates a more com-
plex structure under the CVR, not describable with two layers of horizontal symmetry. It
also rules out the discussed possibility of two layers causing the differences in fast polari-
sations observed between local and teleseismic phases (cf. section 5.6). However, the fast
polarisation of 30◦ determined for the lower layer from the best total fit model is consis-
tent with the general model fitting the full data set. For western North Island, all best-fit
models prefer perpendicular layers with similar delay times. This can be interpreted as ap-
parent isotropy, since delay times for perpendicular layers subtract and therefore cancel out.
This is consistent with the interpretation of the shear-wave splitting measurements given in
chapter 5.
In the second two-layer modelling approach allowing for dipping symmetry axes gives
one more degree of freedom in the models and three times as many parameters to solve
for. The best-fit solutions for all models do not fit the data well and are poorly constrained
(figure G.5). However, for the full data set, the best-fit model consists of one dominant
non-dipping layer (travel path length of 280 km), with a fast orientation of 40◦ and a neg-
ligible second layer with a path length of 40 km. This verifies the preference for a single,
non-dipping layer to describe the full data set as already found with the model approach
using horizontal symmetry axis. Also in agreement with the model with horizontal sym-
metry axis, the preferred solution allowing for dipping symmetry for western North Island
consists of two perpendicular layers with similar travel path lengths, equivalent to appar-
ent isotropy. Results for the CVR suggest steeply dipping axes, but cannot fit the high delay
times observed. Overall, the introduction of dipping symmetry axis provides no improve-
ment in fitting observations.
Results from the two-layer modelling suggest that two layer models cannot conclusively
describe shear-wave splitting observations across central North Island. New modelling ap-
proaches have to be applied to improve the fit betweenmodel and data. They should be able
to account for the complex geometry of the subduction zone setting across central North Is-
land.
6.2 Finite difference modelling
Seismic numerical modelling provides the opportunity to simulate wave propagation in the
Earth, in order to predict seismograms expected for any given structure. The finite difference
(FD) method solves the anisotropic elastic wave equation in three dimensions and provides
full waveform solutions. Those synthetic waveforms can then be used in the same process-
ing procedures as real data and compared to results from recorded data. This section gives a
basic introduction into the method with special references to the code applied [Boyd, 2006],
followed by its application to modelling anisotropic wave propagation in central North Is-
land.
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Anisotropic modelling has long been confined to analytical modelling, as the solution of
the anisotropic wave equation requires large computational power. Analytical models only
allow for simple geometries such as flat layers (cf. section 6.1), and are therefore not suit-
able for modelling complex tectonic settings, such as subduction zones, where flat layers
are hardly expected. The advantage of finite difference methods is that they allow one to
implement any arbitrary shape of structure. They also produce full waveforms, including
reflected, converted and diffracted waves. Those waveforms can be processed in exactly the
sameway as the real data and therefore provide the possibility of direct comparison. Amain
advantage of the finite difference method is the full wave propagation through the model
space. Propagation can cause modifications to the waveform that are not considered in ana-
lytical models. They are, however, crucial to anisotropymeasurements based on shear-wave
splitting using waveform correlation. Using waveform modelling with a multi-domain,
pseudospectral method, Fischer et al. [2005] find that shallow anisotropic layers generally
increase measured delay times and that delay times accumulated from greater depth never
get eliminated. This contradicts the theory of cancelling delay times by perpendicular lay-
ers. Full waveform modelling also considers the effect of Fresnel zones [Alsina & Snieder,
1995], leading to larger sampling areas for lower frequency waves. Thus, lateral variations
can lead to unexpected shear-wave splitting results due to “smearing” effects on the sur-
face. On the other hand, the effects of anisotropy on the wave can get lost after propagation
through isotropic media, an effect called “wavefront healing” [Fischer et al., 2005].
This shows that, in general, splitting parameters cannot be estimated solely based on the
knowledge of the existing anisotropic structure. Actual shear-wave splitting measurements
on synthetic waveforms allow more realistic comparison to real splitting parameters, par-
ticularly for teleseismic observations, where Fresnel zones are large and sampling occurs
over long travel path through the mantle. Modelling exclusively the expected anisotropic
structure of a region can be sufficient to predict local shear-wave splitting parameters [e.g.
Buttles & Olson, 1998; Lassak et al., 2006; Kneller et al., 2005, 2007], but to compare models to
teleseismic observations, full wave propagation followed by shear-wave splitting measure-
ments is essential. The main disadvantages of the finite difference method are numerical
instabilities, the influence of the boundary conditions and the computer resources required
(cf. section 6.2.1). This impedes the inclusion of local phases and small-scale structures into
large-scale finite difference models
6.2.1 Theory
The seismic wave equation is derived from the basic equation of motion or mass balance
(F = ma) and can be expressed in terms of the density of the mass ρ, the displacement u and
the stress σ as:
∂σi j
∂x j
+ fi = ρ
∂2ui
∂t2
(6.1)
It shows that stress and displacement are related via partial derivatives in time and space.
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FIGURE 6.2 Finite difference modelling method. The method approximates partial derivatives ( ∂u∂x ,
∂u
∂t ) by
discrete differences at two different places with a finite distance ∆x, ∆t to each other.
As shown in chapter 3.1 (cf. equation 3.7), the anisotropic stress-displacement relationship
is:
σi j = Ci jkl
1
2
(
∂uk
∂nl
+
∂ul
∂nl
)
, (6.2)
where Ci jkl is the fourth-order elastic tensor. Substituting equation 6.2 into equation 6.1
permits to write and solve the wave equation entirely in terms of displacement. This wave
equation includes first- and second-order derivative (of time and space) and the solution
depends on the elastic constants. To solve the wave equation in the finite difference method,
the derivatives with respect to time are expressed by approximations:
∂u
∂t
=
un+1− un−1
2∆t (6.3)
∂2u
∂t2
=
un+1− 2un + un−1
∆t2
(6.4)
The spatial derivatives are obtained in the same way as in the example above (equa-
tions 6.3 and 6.4). The equation can then be solved explicitly for the displacements un+1
in terms of the previous displacements at time steps n and n− 1 (figure 6.2). The results
provide the second-order finite difference solution to the anisotropic wave equation for dis-
placement.
A numerical mesh with a finite number of points describes the model space, i.e. the sim-
ulated medium the wave is travelling through. Elastic constants can be varied at any point
in the model and, depending on sufficiently fine discretisation, the model can be very accu-
rate.
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Numerical restrictions
The numerical stability depends on the size of the steps in time ∆t and space ∆x, ∆y, ∆z used
in the model. Therefore, computational artefacts can be avoided by choosing appropriate
model parameters.
A common problem of waveformmodelling is grid dispersion. This artefact occurs when-
ever a continuous medium is approximated by a discrete grid. Even if the model includes
homogenous velocity with no dispersion, the dispersion of the calculated seismic responses
appear as “normal” variation of velocity with frequency, that is, the higher signal frequen-
cies are delayed relative to the lower signal frequencies and substantial “tailing” of the signal
arises. The effect of dispersion increases for coarser grids and larger grid intervals. As a rule
of thumb to minimise dispersion, the grid should consist of more than ten grid point per
wavelength, considering the minimum velocity [Kelly et al., 1976].
Another criterion for numerical stability is the appropriate choice of time steps ∆t. If
∆t is too large in an attempt to save computation time, the faster velocities make the dis-
cretised wavefield aliased in time. In order to minimise this effect, ∆t should follow the
condition [Kelly et al., 1976]:
∆t ≤ ∆x√
µ/ρ+ (λ+ 2µ)/ρ
(6.5)
∆t ≤ ∆x√
v2S + v
2
P
, (6.6)
where vS and vP are the maximum velocities defined by the stiffness tensors used in the
model.
A general rule implies that the higher the frequency and the lower the smallest veloc-
ity, the smaller the required sampling, both in time and space. To avoid aliasing, the grid
sampling has to follow the relation:
∆x ≤ vmin
2 fmax
(6.7)
Boundary conditions
The lateral and vertical extension of the finite difference model space is limited by the avail-
able computer memory (see next section). This restriction in space introduces artificial
boundaries non-existent in nature, which produce undesired edge reflections.
Different approaches are available to mitigate this problem. The simplest approach is to
increase the model size and neglect the boundary areas. However, this is limited due to
numerical restriction (cf. above). Other solutions give special properties to the boundaries,
in order to minimise undesired effects.
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• The absorbing boundary [Higdon, 1991] defines the displacement on the boundary as
a function of the neighbouring displacements, times and velocities. It is effective near
free surfaces.
ut+1(u, v) = −qx(v)ut+1,2− qt(v)ut,1− qtx(v)ut,2, (6.8)
where qx, qt and qtx are scalar constants, defined by Higdon [1991].
• The reflecting boundary sets the displacement at the boundary equal to zero.
• The stress-free boundary sets the surface-perpendicular displacement gradient to zero.
Free surfaces are always stress free. In the way this boundary condition is applied in
the code used in this study, it is stable for vS/vP > 0.25 [Boyd, 2006].
• An additional boundary condition exists for the bottom edge of the model, where non-
vertical wavefields generate additional artefacts. But a boundary condition to min-
imise additional wavefields created on the vertical boundary towards the source is not
implemented in Boyd’s code [Boyd, 2006]. The specific implementation of boundary
conditions in the code might be the reason for its inability to allow wave incidence
from the right-hand side into the model space.
Technical details
For this workmodelling was performed on a Linux system, with a dual core 3.2GHz proces-
sor and 4Gb RAM. The maximum possible model space to use on this machine comprises
400 nodes in the x-direction, one node in the y-direction and 300 nodes in the z-direction,
before Matlab R© reported memory problems. Processing time for the largest models takes
about 20minutes.
Assumptions
It needs to be emphasised that assumptions always underlie models. The main assumption
of the finite difference modelling applied here is a constant density throughout the model
space. This is needed to write the above equations as functions of the spatially varying
P- and S-wave velocities. The input wave is chosen as a Gaussian waveform of any given
frequency.
6.2.2 Modelling the central North Island
The geometry of the complex setting of theHikurangi subduction zone cannot be sufficiently
described by layered structure, as was shown in the previous section (6.1) and appendix G.
Forwardmodelling using the finite differencemethod provides an adequatemeans tomodel
full waveform propagation through the complex subduction zone setting with domains of
Greve, 2008 77
LARGE-SCALEMODELLING ACROSS CENTRAL NORTH ISLAND
d
x
R
D
0A
γ
γ
X
A
0‘
offset
d
is
ta
n
ce
α
0
Y
PEAC
LGDS
FIGURE 6.3 Geometry of the Hikurangi subduction zone model space after Ansell & Bannister [1996].
Inset shows cross section along the CNIPSE line. “X” is null point set in Wellington. For further description
of parameters refer to text and table 6.1.
different elastic properties. The main difference between the analytical models and the nu-
merical models lies in the way the actual splitting parameters are derived. For analytical
models, theoretical splitting parameters are calculated from the velocities derived from the
elastic tensor. With numerical models, splitting parameters can be measured on the syn-
thetic waveforms in exactly the same way as with real data.
The model setup used in this study is based on the subduction geometry of the Hikurangi
subduction zone for a cross-section along the (W)CNIPSE line (figures 6.3 and 6.4). The top
and base of the subducting slab are included as a circle segments at shallow depths and as
straight lines at depths greater than d. Table 6.1 gives the exact dimensions for modelling
the slab. The values to describe the geometry of the slab are calculated based on equations
defined by Ansell & Bannister [1996] for the cross-section considered here. Furthermore,
there are variable parameters describing the model space, such as the thickness of the slab
and a parameter defining the location of the arc, i.e. the boundary between the forearc and
the backarc.
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TABLE 6.1 Parameters used for model setup as shown in figure 6.3 and figure 6.4.
centre of circle describing upper slab D 257.7 km
radius of circle describing upper slab R 244.8 km
distance from centre of circle to right model boundary b 50 km
depth to start lower (straight) slab d 150 km
dip of slab at intersection upper-lower γ 63◦
offset of radius (as defined in Ansell & Bannister [1996] offset 66.7 km
distance of cross section from Wellington distance 292.5 km
slab thickness s 50 km
strike of slab α 30◦
FIGURE 6.4 2D geometry for finite difference
modelling. The four different (anisotropic) do-
mains used in the modelling – backarc (region
I), mantle wedge (region II), slab (region III) and
subslab (region IV) – defined by full elastic ten-
sors. “s” is the slab thickness and “b” is the length
of the horizontal part of the slab.
The described geometry divides the model space into four domains (figure 6.4):
I Backarc
II Mantle wedge (Forearc)
III Slab
IV Sub-slab
All domains can be described with their own elastic properties defined by the full elastic
tensors. The input for all the models are plane S-waves.
Table 6.2 gives an overview of all the models run. The elastic properties for the four do-
mains vary between isotropic olivine, anisotropic olivine (describing high anisotropy) and
the xenolith found in North Island near Raglan (describing average 3.5% anisotropy) [Duc-
los, 2005] (cf. table A.1). Even higher anisotropy than olivine is described by a synthetic ten-
sor with a slow axis of symmetry. Symmetry axes are kept horizontal for most of themodels,
as modelling with horizontal symmetry axis matched data well (cf. section G.1) and dipping
symmetry axes did not improve the fit for central North Island (cf. section G.2).
Boundary conditions chosen for the modelling are a free boundary on the boundary fac-
ing towards the event backazimuth and an absorbing boundary on the opposite boundary.
The cross-sectionmodelled is extended on both ends of the original line (about 245 km long)
to a total of 400 km. Based the distribution of the events used for the original shear-wave
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TABLE 6.2 Finite difference models. Abbreviations stand for elastic properties: Iso=isotropic olivine,
oliv=pure olivine, NIX=North Island Xenolith [Duclos, 2005], with fast polarisation and dip of symmetry
axis given in brackets. All models use a constant density of 3.3 kg/m3, a wave period of 4 s, a sampling
rate of 0.07 s and a horizontal slowness of 0. All models starting from model All11 are additionally run with
slownesses of 4e-5, for easterly and westerly incidence.
Model Region Grid points Grid
name I II III IV x y z sampling
All8 iso NIX (30, 0) iso NIX (30, 0) 239 2 200 1.5 km
All9 iso NIX (30, 0) oliv (30, 0) NIX (30, 0) 239 2 200 1.5 km
All10 iso oliv (30, 0) oliv (30, 0) NIX (30, 0) 239 2 200 1.5 km
All11 iso oliv (0, 0) oliv (0, 0) NIX (0, 0) 400 1 300 1 km
All12 iso NIX (0, 0) oliv (0, 0) NIX (0, 0) 400 1 300 1 km
All13 iso oliv (0, 0) iso (0, 0) NIX (0, 0) 400 1 300 1 km
All14 iso iso oliv (0, 0) iso 400 1 300 1 km
All15 iso iso oliv (0, 0) NIX (90, 0) 400 1 300 1 km
All16 iso iso oliv (90, 27) iso 400 1 300 1 km
All17 iso iso oliv (90, 53) iso 400 1 300 1 km
All18 iso NIX (0, 0) oliv (90, 63) NIX (0, 0) 400 1 300 1 km
All19 iso NIX (0, 0) oliv (90, 30) NIX (0, 0) 400 1 300 1 km
All20 iso oliv (0, 0) oliv (90, 30) NIX (0, 0) 400 1 300 1 km
All21 iso oliv (0, 90) iso NIX (0, 0) 400 1 300 1 km
splitting measurements (figure 5.4), all models are run for wave incidences from the right
and the left into the model space. This corresponds to events arriving from northwest-
erly and southeasterly backazimuths and approximates the majority of the data (figures 6.5
and 6.6). It was not attempted to model individual events. Moreover, ScS events are not
considered in the modelling because of their higher frequency content and northerly back-
azimuths. The incoming polarisation was set to be 30◦from the prevailing fast direction in
the model to prevent null measurements arising from the proximity of fast and incoming
polarisation.
There were some problems with the code, which did not allow wavefronts to enter the
model space from the right (cf. section 6.2.1). Therefore, to model events from easterly
backazimuths the model space is mirrored, wavefronts are propagated from the left and
results are mirrored again.
The preferred model was determined by visual inspection of the match to the teleseismic
splitting measurements from section 5.4. Figures 6.6(a) and 6.6(b) show inferior models,
which helped to confine the preferred model. Synthetic splitting parameters are determined
from automated shear-wave splitting measurements [Teanby et al., 2004] (cf. section 5.3) on
the synthetic waveforms (figure 6.6, top). In the following they are referred to as “synthetic”
data. For the direct comparison of splitting parameters from the synthetic waveforms to
the ones from real data (in the following referred to as “real” data), the fast polarisation
results have to be rotated from the model coordinate system, which aligns with the CNIPSE
line, into geographic coordinates. This is done by rotating the synthetic fast polarisations
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(a) Model All11 (b) Model All14
FIGURE 6.5 Results for two inferior finite difference models. Shear-wave splitting parameters for mod-
els (line) compared to real data (circles: SKS-, triangle: S-, stars: ScS-phases). Colours indicate different
backazimuths (incoming polarisation), blue=east, orange=west. Where no reliable shear-wave splitting param-
eter could be measured, e.g. for null measurements, the lines are dashed (cf. text for identification of null
measurements).
by 30◦.
The model results shown in figure 6.5 show several characteristics that do not fit the real
data. Model All11 (figure 6.6(a)) includes high anisotropy in the wedge and the slab. This
results in delay times for easterly arrivals (blue) that decrease over a wider range than ob-
served in the data. Moreover, delay times for westerly arrivals (orange) become larger than
the already high delay times observed for easterly arrivals. In model All14 (figure 6.6(b)),
on the other hand, the only anisotropic region is the slab. In this model, delay times have
the expected smooth variations for westerly arrivals, even though the overall magnitude
is too small. But events from the east stay almost constant in delay times, with a slight
decrease around kilometre 120, where nulls are observed in the real data. In both mod-
els (figures 6.6(a) and 6.6(b)), the fast polarisations for westerly arrivals vary towards more
northerly directions compared to the average fast polarisation of about 30◦. This varia-
tion, however, is expected for easterly arrivals. Furthermore, the region where nulls are
observed is narrower for easterly arrival (starting around kilometre 40) than observed in
the data (starting around kilometre 120). Those mismatches distinguish these models from
the preferred model (figure 6.6). The distinct changes in delay times over a narrow distance
constrain a lack of anisotropy in the slab and require high anisotropy in the wedge.
In the preferred model, the synthetic waveforms (figure 6.6, top) exhibit a distinct change
between kilometre 120 and 160. East of kilometre 160, the two S-waves (red and blue) are
split, with the blue waveform arriving earlier than the red. West of kilometre 120, both
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FIGURE 6.6 Results for preferred finite difference model (model All21, table 6.2) Top: Synthetic wave-
forms of the two horizontal components (blue=parallel to model, red=perpendicular) in model reference frame,
used for shear-wave splitting. Bottom: Shear-wave splitting parameters from model (line) compared to real
data (circles: SKS-, triangle: S-, stars: ScS-phases). Colours indicate different backazimuth (incoming polari-
sation), blue=east, orange=west. Where no reliable shear-wave splitting parameter could be measured, e.g. for
null measurements, the lines are dashed (see text for identification of null measurements).
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components match and arrive at the same time, i.e. no splitting is apparent. Additionally,
a faint earlier arrival appears around 40–50 s. As it is faster and less pronounced than the
S-waves, it could be a S-P conversion from the slab.
Synthetic splitting measurements from the preferred model (figure 6.6) retrieve no stable
splitting parameters up to kilometre 120. Measured fast polarisations tend to be close to
the incoming polarisation (here 90◦ in the geographic coordinate system) or normal to it
(i.e. 0◦) and delay times are either close to the fixed upper limit or close to zero. This
identifies them as null measurements (cf. section 5.3), showing no apparent splitting. This
is consistent with the observed waveforms (figure 6.6, top). The location of the area of null
measurements in the synthetic data, indicted by the dashed lines, coincides with the area of
only null measurement in the real data (figure 6.6, bottom).
The real data set does not exhibit much variation in fast polarisations. Especially for east-
erly and westerly incoming polarisations, fast polarisations are mainly distributed around
Φ = 30◦. Fast polarisations gained fromwesterly arrivals tend tomore westerly, and easterly
arrivals to more northerly orientations. Modelling results give consistent fast polarisations
of 30◦, as expected for the constant fast orientations put into the model. However, around
kilometre 160–170, fast polarisations decrease slightly, before increasing around the bound-
ary to the isotropic region. This matches with the decrease in the easterly real data, followed
by an increase. The variations for westerly real data are not matched.
Variations in delay times are more pronounced than in fast polarisations and the differ-
ences for opposed incidence angles are more distinct. The splitting parameters from the
modelling match the characteristic higher delay times for easterly arrivals compared to
westerly in the region around kilometre 160. The peak for easterly delay times is shifted
to the west relative to the one for westerly delays. The locations of the synthetic and real
data peak match for easterly data. For westerly arrivals, the location of the peak cannot be
determined in the real data, as measurements are missing between kilometre 160 and 220.
For both incidence angles, the rapid decrease in delay times between kilometre 120 and 160
is fitted well by the synthetic data.
6.3 Discussion and Conclusions
The methods to model the anisotropic structure of central North Island introduced in this
chapter evolve from a simple analytical two-layer model with horizontal symmetry axis
over two-layered models with dipping symmetry axes to a finite difference model with full
wave propagation. This evolution helped to restrict the possibilities of input parameters for
the final forward finite difference model.
The best-fit two-layer models require only small differences in the fast polarisations of
the two layers. This implies that a single layer with Φ = 30− 40◦ can adequately fit the
data.
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The two-layer modelling results are comparable tomodels determined for southernNorth
Island. Gledhill & Stuart [1996] find an upper layer of Φ = 50◦ with δt = 0.6 s and a lower
layer of Φ = 10◦ with 1.6 s delay time as the best-fit two-layer model for SKS splitting data
from an array in southern North Island. Marson-Pidgeon & Savage [2004] get Φ = 60◦ with
δt = 0.4 s and Φ = 20◦ with 1 s delay time for the upper and lower layer below station
SNZO. They also get no significantly improved fit with introduction of dipping symmetry
axes.
The finer the partitioning of data for the models gets, the less data are included in the
modelling and the less the results are constrained. The majority of the data is well fitted by
the most general, single layer model with horizontal symmetry axis. The division into the
three regions slightly increases the fit and supports the theory of the different anisotropic
regions. It singles out the CVR as a more complex region and western North Island as
apparently isotropic.
The separation into different phases in both two-layer approaches impairs the data fit and
no consistentmodel can be found. This is mainly caused by the lack of S- and ScS-phase data
and could be more approachable for an extended data set. However, the difference between
the regions seems to have more influence on the data than the difference between phases.
The final combined models do not have enough data to achieve a good and unique fit. Due
to the complex subduction zone setting, it is not surprising that models with two horizontal
layers are not sufficient to explain observations. The difficulty of finding a consistently
good two-layer model for both fast polarisation and delay time was already pointed out
by Marson-Pidgeon & Savage [2004].
The implementation of a realistic geometry in the finite difference method improves the
model fit considerably. Overall, all large-scale characteristic of the measured splitting pa-
rameters are matched by the model results. This applies especially to the high delay times in
the CVR and the rapid decrease in delay times to the west of the CVR. The preferred model
consists of an isotropic region under western North Island, a highly anisotropic wedge,
modelled as pure olivine, with trench-parallel fast orientation, an isotropic slab and a mod-
erately anisotropic sub-slab. This verifies the interpretation suggested in chapter 5 for cen-
tral North Island (see above). The model negates the possibility of anisotropy in the slab
that was suggested in chapter 5 and distinguishes the central North Island from the lower
North Island, where slab anisotropy is proposed. It agrees with results from Matcham et al.
[2000], who found a decrease in anisotropy from southern (4.4%) to central North Island.
Introduction of slab anisotropy in the models widens the region over which delay times de-
cay and increases delay times for westerly backazimuths and therefore diminishes the fit to
observations (figure 6.5). However, the preferred model is non-unique and other solutions
are possible.
Small-scale variations are not fitted by the model yet. This is due to the coarseness of
the applied model setup. But the method provides the potential to include more detailed,
even three-dimensional structure into the model. Therefore, actual results from other North
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Island studies, e.g. structure determined from receiver functions, tomography and active
source surveys, and percentage anisotropy from local shear-wave splitting could be imple-
mented. However, this implementation is beyond the scope of this study, but is suggested
as an incentive for a future study.
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Chapter 7
Modelling small-scale anisotropy
This chapter focuses on modelling anisotropy at different scale lengths and the variation
of shear-wave splitting observations with different frequencies. As mentioned before, the
occurrence of anisotropy depends on scale length, i.e. the relative size of the wavelength
compared to the size of the heterogeneities causing the anisotropy. Anisotropy only occurs
if the heterogeneities are much smaller than the wavelength. As a rule of thumb, anisotropy
is only apparent to wavelengths of eight to ten times the size of the heterogeneities [Lynn,
2004]. For smaller wavelengths, scattering, dispersion and attenuation take over.
Because of the scale dependent relation, frequency dependent anisotropy becomes im-
portant in material with aligned cracks or inclusions or in periodically thinly layered ma-
terials. The anisotropic strength depends on the size and spacing of the heterogeneities.
Those parameters also define for which frequencies the medium appears anisotropic. In
general, longer wavelengths sample anisotropy caused by larger structures. Exploration
seismic studies relate frequency dependent anisotropy mainly to seismic scattering by het-
erogeneities or to fluid flow in fractured porous rock.
Most of the theoretical and experimental studies done on crack anisotropy roots in the oil
exploration industry and active seismic acquisition [Helbig & Thomsen, 2005]. Therefore,
the materials most studied are layered sediments, such as sandstone, shale, limestone, gyp-
sum, and wavelengths considered are ultrasonic (from laboratory work) to high frequency
(frequency range for active seismic covers from about 101 to 102Hz). Typical depth ranges
are the upper few hundredmetres to kilometres of the Earth. Originally, the workwas solely
based on P-waves, but S-waves are becoming increasingly important in the exploration in-
dustry, as they are more sensitive to anisotropy [e.g. Winterstein, 1992; Lynn, 2004].
The following sections will introduce the basics of calculating elastic properties due to
periodic thin layering (PTL) [Backus, 1962] and shape-preferred orientation (SPO) of inclu-
sions. Theoretical approaches to shape-preferred orientation anisotropy were developed
by Hudson [1981] and Thomsen [1995] for the upper and lower frequency limits and later
extended into the frequency dependent intermediate frequency range by Chapman et al.
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[2002]. All three theories are summarised in the following.
7.1 Periodic thin layering
FIGURE 7.1 PTL model for two
media
The theory to calculate the elastic tensor and there-
fore anisotropy due to periodic thin layering (PTL) of
more than two isotropic or transversely isotropic ma-
terials with different properties was first introduced
by Backus [1962]. This chapter presents a summary
of the mathematical background as it is used in this
work.
The following assumptions underlie the calcula-
tions:
• The wavelength is much larger than the thickness of the layers (about eight times
larger) [Carcione, 2007].
• The single layers are (transversely) isotropic and linear elastic.
• The layered medium itself is homogeneously transversely isotropic with elastic coef-
ficients algebraically calculated from the elastic parameters of the original media. Its
density is the weighted average density of the original media.
The components of the anisotropic elastic tensor for the averaged medium, often referred
to as the Backus average [Backus, 1962], are calculated from the elastic parameters of the
hexagonal tensors of the single layers (Love parameters a, b, c, l, m, f; cf. section 3.1):
A = 〈a− f 2/c〉+ 〈1/c〉−1〈 f/c〉2 (7.1)
B = 〈b− f 2/c〉+ 〈1/c〉−1〈 f/c〉2 (7.2)
C = 〈1/c〉−1 (7.3)
F = 〈1/c〉−1〈 f/c〉 (7.4)
L = 〈1/l〉−1 (7.5)
M = 〈m〉 (7.6)
The brackets indicate averages of the elastic constants of the layers weighted by their
volumetric proportion, defined as:
〈a〉 =
N∑
n=1
pnan, (7.7)
where pn is the proportion of material n.
88 Greve, 2008
ORIENTED CRACKS AND INCLUSIONS
For example, in a medium consisting of two layers with layer 1 taking up a fraction p1
and layer 2 a fraction p2, with p1 + p2 = 1, the resulting parameters M and L are calculated
as the harmonic and arithmetic average, respectively:
M = p1m1 + p2m2 (7.8)
L = p1/l1 + p2/l2 (7.9)
Thismeans that in periodic thin layeredmedia L is always smaller thanM, unless all shear
stiffnesses are equal. Then L is equal to M and the compound medium is isotropic.
7.2 Oriented cracks and inclusions
FIGURE 7.2 Crack model
Several authors published expressions to calculate
overall elastic constants for media containing oriented
inclusions like cracks or fractures (shape-preferred ori-
entation) using effective medium theory. The first one
was Eshelby [1957] and most subsequent theories are
based on his work. The theories of Hudson [1981],
Tandon & Weng [1983] and Thomsen [1995] are intro-
duced here in detail.
Laboratory studies allow one to compare analytically derived elastic properties with real
measurements. The main problem of these comparisons is the scale length. Laboratory
samples are small and frequencies used to measure their properties are too high to con-
vincingly model conditions observed with seismic frequencies in the Earth. Nevertheless,
studies show surprisingly similar properties and behaviour [e.g. Rathore et al., 1995]. The
main problem of analytical calculations is that they rely on a broad range of parameters
to describe the media. Especially for deeper structures in the Earth, little is known about
specific properties of the material.
Analogous to the crystal structures, oriented, ordered sets of layers, cracks or fractures
can be described by symmetry systems [Winterstein, 1990] (table 7.1).
A common parameter for theories related to crack anisotropy is the crack density ε [Hud-
son, 1980; Crampin, 1993]. It is defined as the product of the number density of cracks
v (number of cracks per cubic meter) and the cube of the crack radius a (for circular flat
cracks):
ε = va3 =
N
V
a3, (7.10)
where N is the total number of cracks per volume V.
Cracks are typically modelled as spheroids, i.e. degenerated ellipsoids with two axes of
equal length. This is justified, as pore compressibility of an ellipsoid mainly depends on the
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TABLE 7.1 Symmetries of ordered inclusions
Configuration Symmetry
1 set of fractures transverse isotropic
hexagonal
2 sets of fractures at right angles, different properties orthorhombic
2 sets of fractures at arbitrary angle, same properties orthorhombic
2 sets of fractures at right angles, same properties tetragonal
2 or more sets, arbitrary angles and properties monoclinic
ratio of the minimum to the intermediate axis [Jaeger et al., 2007]. The aspect ratio α for
spheroids is defined as the length of the unequal axis to the length of one of the equal axes
(figure 7.2). Spheroids with α > 1 are called prolate and for α→∞ they become needle-
like cylinders. Spheroids with α < 1 are called oblate. For α→ 0 oblate spheroids become
“penny-shaped” cracks.
Most of the models described below are valid for penny-shaped cracks (α ≃ 0.001) [Bar-
ton, 2007] and low crack density (ε < 0.1) [Hudson, 1981].
7.2.1 Hudson theory
The theory of Hudson [1981] derives material properties due to circular inclusions for the
high frequency approximation (ka/2≪ 1) described by the shear-wave number k. The cal-
culations are underlain by the following assumptions:
• Cracks are randomly distributed and their concentration and aspect ratio are small.
• Wavelengths are large compared to crack size and spacing.
• The inclusions are isolated in terms of flow. Therefore, the approaches are only valid
for high frequencies such as laboratory conditions, where there is no time for pressure
and fluid to equilibrate during the passing through of a wave.
• Cracks are thin and circular (penny-shaped) and either empty or filled with solid or
fluid. The elastic properties of both the inclusions C1i j and the background medium C
0
i j
are isotropic.
Under these assumptions the effective medium appears transversely isotropic with sym-
metry axis in the x3-direction. Its elastic tensor is the sum of the background elastic tensor
C0 and a correction term C1:
Ci j = C
0
i j + C
1
i j. (7.11)
For fluid filled cracks the elastic components of the correction factor C1 can be written
as:
C44 = C55 = −163 (va
3)µ
(
λ+ 2µ
3λ+ 4µ
)
, (7.12)
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with all other components being zero.
Note that Hudson’s [Hudson, 1981] original notation for C44 and C55 differs by a factor 2
from the ones given in chapter 3, as he uses a different definition of the elastic tensor. Thus,
the equations given here are modified from his original ones and corrected for the additional
factor.
For dry cracks the elastic components of C1 are defined as:
C11 = C12 = C21 = C22 = −43(va
3)
λ2 (λ+ 2µ)
µ (λ+ µ)
(7.13)
C13 = C23 = C31 = C32 = −43(va
3)
λ (λ+ 2µ)2
µ (λ+ µ)
C33 = −43(va
3)
(λ+ 2µ)3
µ (λ+ µ)
C44 = C55 = −163 (va
3)
µ(λ+ 2µ)
3λ+ 4µ
,
with all other components being zero.
For ellipsoid cracks filled with weak material with the semi-axis a, a, and b of the ellip-
soid, the elastic components are defined as:
C11 = C12 = C21 = C22 = −43(va
3)
λ2 (λ+ 2µ)
µ (λ+ µ)(1+ K)
(7.14)
C13 = C23 = C31 = C32 = −43(va
3)
λ (λ+ 2µ)2
µ (λ+ µ)(1+ K)
C33 = −43(va
3)
(λ+ 2µ)3
µ (λ+ µ)(1+ K)
C44 = C55 = −163 (va
3)
µ(λ+ 2µ)
(3λ+ 4µ)(1+ M)
Here, the parameters M and K are calculated from:
K =
a
(
κ′ + (4/3)µ′
)
π bµ
(
λ+ 2µ
λ+ µ
)
(7.15)
M =
4
π
(
aµ′
bµ
)(
λ+ 2µ
3λ+ 4µ
)
, (7.16)
where µ and κ are the shear and bulk modulus of the background medium and µ′ and κ′
are the elastic moduli of the inclusion.
7.2.2 Tandon and Weng theory
Another theory to calculate elastic parameters due to cracks or inclusions was developed by
Tandon & Weng [1983] for polymer composites. It was originally developed to investigate
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the dependence of elastic moduli of transversely isotropic composites on aspect ratios of
aligned inclusions and considers pertubations in applied stress due to the inclusions. The
Tandon and Weng theory allows high-velocity inclusions and high-volume fractions and
has been used in several geophysical papers to calculate seismic anisotropy [e.g. Ayele et al.,
2004; Kendall et al., 2006].
There is an extensive formula assembly to calculate the five independent elastic constants,
given as the longitudinal Young’s modulus E11, the transverse Young’s modulus E22, the in-
plane shearmodulus µ12, the out-of-plane shearmodulus µ23 and the plain-strain bulk mod-
ulus K23. Further, there is the Poisson ratio ν12, which depends on the other constants.
For inclusions aligned along the x1-axis with an aspect ratio α and taking up a volume
fraction c, the elastic parameters of the effective medium are calculated as:
E11
E0
=
1
1+ c(A1 + 2ν0A2)/A
(7.17)
E22
E0
=
1
1+ c (−2ν0A3 + (1− ν0)A4 + (1+ ν0)A5A)/2A (7.18)
µ12
µ0
= 1+
c
µ0
µ1−µ0 + 2(1− c)S1212
(7.19)
µ23
µ0
= 1+
c
µ0
µ1−µ0 + 2(1− c)S2323
(7.20)
K23
K0
=
(1+ ν0)(1− 2ν0)
1− ν0(1+ 2ν12)+ c (2(ν12− ν0)A3 + [1− ν0(1+ 2ν12)]A4)/A (7.21)
ν212 =
E11
E22
− E11
4
(
1
µ23
+
1
K23
)
, (7.22)
where the index “0” denotes the properties of the matrix and “1” denotes the properties of
the inclusion. The definitions of the terms A, A1 - A5 are given in appendix F.1.
7.2.3 Thomsen theory
Based on the introduction of five new parameters to describe hexagonal anisotropy [Thom-
sen, 1986] (cf. appendix F.2), Thomsen [1995] developed a new theory to calculate anisotropy
due to cracks. In contrast to other theories, Thomsen’s theory [Thomsen, 1995] is valid for
brine pore fluids, substantial equant porosity and lower frequency bands (see below). It is
therefore often referred to as the lower frequency limit for crack induced anisotropy. These
inclusions make the theory suitable for applications to upper crust conditions.
The theory is based on the following assumptions:
• The matrix is isotropic and homogeneous.
• Cracks are small compared to the wavelength.
• The crack density is low and cracks are thin.
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• The resulting medium is transversely isotropic with the axis of symmetry perpendic-
ular to the flat faces of the (elliptical) cracks.
• Fluid pressure equalises between cracks and the surrounding rock (limited to low fre-
quencies).
This last point is the main difference between Thomsen’s and Hudson’s model. It results
from the introduction of pore space, described by the porosity, to the matrix rock. In par-
ticular, Thomsen defines the concept of “equant” porosity, meaning that pore spaces are
not “thin and flat” and do not have any particular fabric. This becomes important with the
effect of fluid flow on anisotropy. Interesting implications of the theory appear for low fre-
quencies, where the anisotropy is independent of aspect ratios and only dependent on crack
density.
The existence of pore space surrounding the cracks means that the cracks are no longer
isolated with respect to flow. The dynamic of the pore fluid under the influence of a seismic
wave is described by the squirt (flow) model. The stress changes caused by a seismic wave
travelling through a porous rock induce gradients in pore pressure. These pore pressure
gradients influence the viscoelastic properties of the rock. At high frequencies, the gradi-
ents are unrelaxed and the elastic moduli will be stiffer than at lower frequencies. In the
low frequency range, which includes the seismic frequency band, there is enough time be-
tween each peak of the wave amplitude for the fluid pressure to equilibrate between cracks
and pores. The moderately high frequency band is appropriate for laboratory data in the
ultrasonic band.
Thomsen defines the low frequency range as frequencies much less than the so-called
squirt flow frequency. The squirt flow frequency is usually assumed to be between the sonic
and ultrasonic frequency band, but depends on the details of the crack-pore microgeom-
etry and the properties of the fluid. Mavko [1980] defines the squirt flow relaxation time
as the ratio between the squared characteristic diffusion length and the diffusivity. Thom-
sen’s theory also highlights that pore fluid affects anisotropy in a frequency dependentway.
However, all calculations are independent of frequency.
The most important parameter in Thomsen’s calculations [Thomsen, 1995] is the “fluid
influence factor”. For the low frequency range, it is defined as:
Dci =
(
1− K f
Ks
+
K f
K∗φ
((
1− K
∗
Ks
)
+ Ac(ν∗)ηc
))−1
(7.23)
Here, K f is the bulk modulus (incompressibility) of fluid in cracks, Ks is the bulk modulus
of solid grains, K∗ is the bulk modulus of dry porous rock, φ is the total porosity including
cracks and pores, ηc is the fracture density and Ac is a function of ν∗ (Poisson ratio of dry
porous rock) defined by:
Ac(ν∗) =
16
9
1− ν∗2
1− 2ν∗2 (7.24)
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The ratio K f/Ks has a strong influence on the P-wave velocity dependence on porosity,
but less on the S-wave velocity dependence. Another outcome of the Thomsen theory is
significant angular dependence of attenuation and dispersion. However, at low, seismic
frequencies dispersion is assumed to be small.
Rathore et al. [1995] compares laboratory measurements on synthetically cracked sand-
stone with calculated parameters from Hudson’s and Thomsen’s theory. For dry rocks, both
theories fit the measurements well. For saturated samples, the fit is better with Thomsen’s
model.
7.3 Chapman’s frequency dependent model
FIGURE 7.3 Network fracture
model with pores, cracks and frac-
tures
Neither Hudson’s [Hudson, 1981] nor Thomsen’s
[Thomsen, 1995] theory account for frequency depen-
dent behaviour. They can also not distinguish be-
tween the effects of many small cracks or fewer larger
cracks, as they only consider the crack density (equa-
tion 7.10). A theoretical approach for frequency de-
pendent crack anisotropy was developed by Chap-
man [2003], in order to retrieve information about frac-
ture sizes, an important parameter in the exploration
industry.
The main advance in Chapman’s model is the inclusion of three different scales of het-
erogeneities, i.e. cracks, pores and fractures building a network (figure 7.3). The existence
of larger scale fractures also introduces velocity dispersion for lower seismic frequencies.
The larger the fractures, the lower is the dispersion frequency band. Chapman’s model
incorporates fluid interaction at the mesoscale (fractures) and the microscale (pores and mi-
crocracks). These are crucial parameters for frequency dependent anisotropy.
The assumptions underlying Chapman’s theory are:
• Grain-scale cracks and pores are distributed isotropically.
• Cracks are small compared to wavelengths.
• Fractures are larger than cracks and not interconnected, but they are connected to
cracks and pores.
• The number of cracks and pores is much larger than the number of fractures.
The model describes the elastic stiffness of the porous cracked rock as:
C = C0− φpC1− φcC2− φ fC3 (7.25)
= C0− φpC1− c1ǫcC2− c2ǫ fC3, (7.26)
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where φp,c, f is the porosity of matrix, cracks or fractures, respectively, and ǫc, f is the density
of cracks or fractures. C0 is the isotropic elastic tensor of the matrix, C1,C2 and C3 are the
elastic stiffnesses of the pores, cracks and fractures inclusion materials, respectively, and
c1 and c2 are constants. Relaxation time parameters τm and τ f , related to the squirt flow
frequencies at the micro- and macroscale, link the processes between the different scales.
The squirt flow frequency on the microscopic scale takes on values between the sonic and
ultrasonic range. The flow in and out of the fractures is described by a larger time scale
constant, depending on the size of the fracture:
τ f =
a f
am
τm, (7.27)
where a f is the fracture radius and am is the grain radius.
Frequency dependence is introduced by a term (1 + i2π f τ f )−1 for the fluid flow in and
out of the fractures and the term
(
1+i2π fγτm
1+i2π f τm
)−1
for the pore scale flow, where f is the fre-
quency and γ depends on the density and velocity in thematrix and fluid (cf. appendix F.3.2,
equations F.46 – F.50 and F.51 – F.59).
Due to the introduction of a relatively low mesoscale squirt flow frequency and larger
fractures, in contrast to earlier models (sections 7.2.1, 7.2.2, 7.2.3), dispersion can occur at
seismic frequencies and therefore, frequency dependent anisotropy in the seismic band is
predicted. The seismic frequency can no longer be regarded as the low frequency limit.
Chapman’s expressions [Chapman, 2003] to calculate the components of the frequency
dependent anisotropic elastic tensor can be expressed with the isotropic elastic tensor of the
unfractured rock (e.g. the Lamé parameters µ and λ) and three correction terms, one for
each porosity (fractures, cracks and pores). Those terms are functions of the frequency, but
also depend on Lamé parameters, fluid properties, fracture length and time scale parame-
ter (cf. table 7.2).
Because of the frequency dependence of the model, frequency independent reference
moduli are needed in the calculations. Based on elastic parameters (λ0, µ0) derived from
the velocities of the unfractured rock at a frequency ω0 and using the density of the satu-
rated rock, these frequency independent reference moduli are defined as:
Λ = λ0 + φp,c(λ0, µ0, ω0) (7.28)
Υ = µ0 + φp,c(λ0, µ0, ω0) (7.29)
Note, that the constant Λ and Υ do not have any physical meaning. φp,c are the volume
fractions of pores and cracks, respectively.
One difficult parameter is the micro-structural isotropic crack density ǫe. It can be ne-
glected if the frequency is lower than the micro-structural squirt flow and the matrix poros-
ity is greater than the fracture porosity [Chapman, 2003]. Also, for small aspect ratios, the
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TABLE 7.2 Input parameters for Chapman model as used for the modelling in this study and in Chapman
[2003] and Chapman et al. [2003].
Symbol Meaning Value
k Permeability 2 · 1013 Pa
κ f Fluid bulk modulus 20 GPa
vP P-velocity 4000 m/s
vS S-velocity 2500 m/s
ρ Density 3.3 g/cm3
τm Time constant for microstructure 2 · 10−5 s
φp Volume fraction of pores (Porosity) 0.1
εc Crack density 0.1
ε f Fracture density 0.05
ζ Grain size 200 µm
a f Fracture radius 1 m
parameter Kc can be neglected.
With these new reference moduli, the frequency dependent anisotropic elastic tensor can
then be defined as:
Ci jkl = C
iso
i jkl − εcC1i jkl(λ0, µ0, ω)− φpC2i jkl(λ0, µ0, ω)− ε f C3i jkl(λ0, µ0, ω) (7.30)
The exact expressions are given in appendix F.3. Table 7.2 describes the input parameters
that are needed for the calculations.
Chapman et al. [2002] showed that the percentage anisotropy decreases with increasing
frequency and that the frequency range over which this happens, depends on the fracture
length. Pure shear is not affected by the frequency dependence, as it does not compress frac-
tures and therefore induces no squirt flow. Substantial dispersion and attenuation can exist
in the seismic frequency range. Velocities show a cos2θ dependence on propagation direc-
tion relative to the crack normal at low frequencies and a cos4θ dependence on propagation
direction at high frequencies, in agreement with Thomsen [1995].
Still, even after reducing the independent parameters to a minimum, many parameters
remain unknown and have to be adjusted; e.g. grain size, viscosity and the fluid parame-
ters. The time scale parameter τ is probably the most crucial parameter, as it has a strong
influence on the range of the frequency dependent anisotropy. Especially for calculations of
deeper rocks, no samples are available, but laboratory experiments can help to assess some
of these parameters [e.g. Takei, 2001, 2005].
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7.4 Frequency dependent fast polarisations
Studies evaluating the frequency dependence of measured fast polarisations are rare. Liu
et al. [2006] expanded Chapman’s model [Chapman et al., 2002] to evaluate frequency de-
pendent fast polarisations in the presence of two sets of cracks with different orientations
and fracture densities. The presence of two crack sets with different orientation results in a
less symmetric elastic tensor than a single crack set (table 7.1). The idea behind the calcula-
tions is that in presence of two crack sets with different scale lengths, lower frequencywaves
polarise according to the orientation of the larger scales, while higher frequency waves are
more influenced by the smaller scales.
For normal incidence angle and vertical fractures, the shear-wave polarisation can be cal-
culated from the crack orientations Φ1 and Φ2. With Φ = 12 (Φ1 + Φ2) and ∆Φ =
1
2 (Φ1 −Φ2),
the fast polarisation can be calculated as:
tan(2Φ f ast) =
Z1T sin (2(Φ + ∆Φ))+ Z2TG(θ) sin (2(Φ− ∆Φ))
Z1T cos (2(Φ + ∆Φ))+ Z2TG(θ) cos (2(Φ− ∆Φ))
, (7.31)
where ZT are the fracture compliances, θ is the inclination of dipping cracks and G(θ) =
cos2(2θ)− sin2(θ). Equation 7.31 can be simplified by replacing the fracture compliance ZT
with the fracture density e, as they are linearly dependent:
tan(2Φ f ast) =
e1 sin (2(Φ + ∆Φ))+ e2G(θ) sin (2(Φ− ∆Φ))
e1 cos (2(Φ + ∆Φ))+ e2G(θ) cos (2(Φ− ∆Φ)) . (7.32)
For non-vertical incidence angles or dipping cracks, the Christoffel equation has to be solved
numerically and solutions become nontrivial.
The basic conclusions from the numerical modelling are:
• For normal incidence angle, shear-wave polarisations are independent of the proper-
ties of the background media.
• When two microcrack sets are combined, there is no frequency variation and the re-
sulting polarisation is exactly between the two crack orientations, if the crack densities
are equal. Otherwise they are approximately crack-density weighted averages.
• When one set of fractures is larger than the other, frequency dependence is observed
for non-vertical incidence.
• For vertical incidence angles no frequency dependence is observed.
• With dipping fracture sets, the frequency dependence becomes more pronounced and
is also apparent for (near) vertical incidence angles.
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7.5 A combined model for the mantle
FIGURE 7.4 Combined model of
melt-rich and depleted regions
In order to model anisotropy in the mantle, it is not
clear which of the introduced models is the most suit-
able to use. Whereas Chapman’s model [Chapman,
2003] is themost sophisticated, the existence of “open”
cracks and pores is more applicable for the crust than
for the mantle, where higher pressures force them
to close. On the other hand, earlier models do not
include the frequency dependent anisotropy, which
has been observed for teleseismic shear-wave splitting
studies [Marson-Pidgeon & Savage, 1997; Liu et al., 2001]. Considering the presence of melt
can help to get around some of these problems.
Based on the theory ofmelt segregation caused by strain partitioning [Holtzman&Kendall,
2008], a combined model approach can be applied to model this process in the mantle. The
model comprises melt-rich and depleted layers with melt existing in oriented melt pockets
(figure 7.4). The background (matrix) material can also be anisotropic. To model the elastic
properties of such a medium, the effects of three mechanisms are combined:
1. Lattice-preferred orientation of the background matrix
2. Oriented melt pockets in two regions of the material; bands, i.e. areas where melt
accumulates and melt depleted areas, using Hudson theory [Hudson, 1981]
3. Periodic thin layering of the depleted and melt-rich regions using Backus averag-
ing [Backus, 1962]
In the model, the process of melt segregation for the medium is described by one single
parameter, the degree of segregation St [Holtzman et al., 2005]. All modelling parameters are
coupled to St, so that themodel only depends on this one parameter. A degree of segregation
of St = 0 stands for homogeneously distributed melt, whereas St = 1 means that all the melt
is segregated into bands. The volume fraction of bands ab and the melt fraction in the melt-
rich φb and melt-poor layer φn can be described by empirical formulas:
ab = St/φ
′
b (7.33)
φ′b = 1+ (φmax− 1)(St)c (7.34)
φn = φt(1− St)/(1− ab), (7.35)
where φ′b is the normalised melt fraction φ
′
b =
φb
φt
, φt is the total melt fraction and c is an
empirical constant defined by Holtzman et al. [2005].
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TABLE 7.3 Input parameter for oriented melt pocket modelling
Theory Matrix properties Inclusion properties
Hudson North Island xenolith λ = 14.91 GPa, µ = 0 GPa,
(table A.1) ρ = 2.7 gcm3
Thomsen vP,dry = 8
km
s , vS,dry =
vP,dry
1.7 vP,saturated = 8
km
s , vS,saturated =
vP,dry
1.8
Tandon &Weng vP = 8 kms , vS =
vP
1.7 , ρ = 2.8
g
cm3 λ = 14.91 GPa, µ = 1 GPa
7.6 Analytical modelling results
7.6.1 Anisotropy due to oriented melt
In this section, the different frequency independent theories to calculate elastic properties
due to preferred orientation of heterogeneities (sections 7.1 and 7.2) are applied to derive
seismic anisotropy of mantle materials with melt inclusions. Input elastic properties to de-
scribe melt inclusions are based on Mainprice [1997]. The background medium properties
are based on properties of the “North Island xenolith” [Duclos, 2005] and olivine (table A.1).
The percentage anisotropy dependence on crack aspect ratio α and inclusion fraction is com-
pared for the theories of Hudson [1981], Tandon & Weng [1983] and Thomsen [1995]. Ta-
ble 7.3 gives an overview of the parameters used in the modelling.
The three models agree in the general trend towards large anisotropic strength with high
melt fractions (figure 7.5). Different input parameters are needed for the three theories,
therefore it is hard to compare exact values modelledwith the different theories. Tandon and
Weng’s theory [Tandon & Weng, 1983] cannot model zero shear-wave velocity inclusions,
therefore the shear modulus was set to a small value. Thomsen’s theory [Thomsen, 1995] is
the most complex one and requires a large range of parameters. Most of them are unknown
for mantle rock and are therefore kept the same as in Thomsen’s publication.
All models show a strong dependence on the volume fraction of the melt inclusion (fig-
ure 7.5). The dependence on aspect ratio is less pronounced for the Hudson and the Thom-
sen model. The maximum anisotropic strength gained with all the models, for a volume
fraction of 10% and an aspect ratio of 0.1, reaches about 10 to 20%. The strong depen-
dence on aspect ratio produces extremely high anisotropic strength for low aspect ratios in
the Tandon and Weng model (figure 7.6(b)). Anisotropic strength reaches values of up to
almost 90% for small aspect ratios and high volume fractions. This is here considered un-
realistic and the model is probably only reliable for lower aspect ratios, in the region where
anisotropic strength increases linearly with melt fraction (up to a volume fraction of about
2%). The maximum anisotropic strength for the other two models stays in the range of 10
to 20% (figures 7.6(a) and 7.6(c)). It has been stated that the Hudson model tends to give
higher anisotropy than other models, but the deviations are found to be small if the cracks
are fluid filled [Grechka, 2005].
Backus [1962] theory derives elastic properties for periodic layered media. In a coarse
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(a) Hudson [1981] theory (b) Tandon & Weng [1983] theory
(c) Thomsen [1995] theory
FIGURE 7.5 Oriented melt pocket anisotropy with varying crack aspect ratio α compared for three differ-
ent theories. Parameters used are given in table 7.3. Note that horizontal scales are the same but vertical axis
scales vary between the plots.
approximation, following the ideas of Holtzman et al. [2003b], the occurrence of melt can
be modelled in thin layers. A series of models, assuming thin low-velocity layers alternat-
ing with thicker layers of material with mantle properties, are modelled. The properties
for the different layers are given in table 7.4. Figure 7.6 shows the resulting anisotropic
strength. The strong velocity contrast of the melt layers to the background matrix creates
high anisotropy even for low melt fractions. As little as 2% of melt can produce a maxi-
mum anisotropy of 30%. This shows that layering is more effective in producing anisotropy
than inclusions. The anisotropic strength increases with the volume fraction of melt and the
velocity contrast. The model does not allow for low or a null shear-wave velocity, as they
produce unrealistic values for the anisotropic strength of up to 200%.
The combination of the layered and the inclusionmodel approaches (section 7.5) is used to
model segregation of melt in bands [Holtzman & Kendall, 2008]. Figure 7.7 shows variation
of shear-wave velocities with incoming polarisation and the modelled anisotropic strength
versus the segregation factor St for the single layers and the combined medium. As before,
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TABLE 7.4 Periodic thin layer modelling parameters after Backus [1962]. Volume fraction c of matrix,
maximum anisotropic strength k.
Matrix Layer Melt Layer k
Properties c Properties (%)
Olivine (hexagonal) 0.98 vp = 2500 m/s, vs =1300 m/s 18%
Olivine (hexagonal) 0.98 λ = 14.91 GPa, µ =1 GPa 30%
NIX (hexagonal) 0.98 vp = 2500 m/s, vs =1300 m/s 16%
NIX (hexagonal) 0.99 λ = 14.91 GPa, µ =1 GPa 30%
Olivine (isotropic) 0.98 vp = 2500 m/s, vs =1300 m/s ∼13%
Olivine (isotropic) 0.99 λ = 14.91 GPa, µ =1 GPa ∼30%
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(a) Isotropic olivine + 2% melt
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(b) North Island Xenolith + 2% melt
FIGURE 7.6 Periodic thin layering of melt. Anisotropy due to periodic layering of melt with mantle
material calculated from Backus averaging. Top figures show shear-wave velocities (pure shear-wave - thin
line, quasi shear-wave - thick line) variations and bottom figures anisotropic strength variations with incoming
polarisation. Colours indicate variations in the melt layer (green), the matrix (blue) and the combined medium
(orange).
the model input parameters are based on the North Island xenolith [Duclos, 2005] (table A.1)
and melt described by Mainprice [1997]. Because the Backus averaging is defined for trans-
versely isotropic media with a vertical symmetry axis, the elastic tensor of the North Is-
land xenolith had to be modified for the modelling (table 7.5). Modelling the North Island
xenolith background matrix and melt inclusions with null shear-wave velocity, anisotropic
strength reaches maximum values of 6%. This is lower than any of the single modelling
approaches.
In contrast to Holtzman and Kendall’s findings [Holtzman & Kendall, 2008], the resulting
anisotropic strength of the composite medium is not much higher than that of the initial
matrix LPO (figure 7.7). In the melt-rich bands, however, the anisotropic strength reaches
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TABLE 7.5 Input parameters for combined model
LPO transversely isotropic North Island xenolith
C11= 217GPa, C33 = 240GPa, C23 = 73.5GPa, C44 = 74GPa, C66 = 79.94GPa
OMP ρ = 2.7 g/cm3, vP = 2.5 km/s, vS = 0 km/s
total melt fraction: 0.03, max. volume fraction of bands: 0.25
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FIGURE 7.7 Anisotropy due to melt segregation – combined model. Left: Variation of shear-wave veloc-
ity with incoming polarisation for the single, melt-rich (orange) and melt-poor (blue) layers and the combined
medium (green). Right: Variation in anisotropic strength with segregation factor for the single layers (orange,
blue) and the combined medium (green).
high values. One reason for the discrepancy could be the Hudson averaging. An extended
version of the averaging for full anisotropic tensors would be more appropriate to use, but
the extension of the theory is beyond the scope of this work.
7.6.2 Frequency dependent anisotropy due to oriented melt
The models described above [Hudson, 1981; Tandon & Weng, 1983; Thomsen, 1995] can ex-
plain high anisotropic strength, but they are limited to the upper and lower frequency limits
and therefore are frequency independent. Chapman’s theory [Chapman, 2003] is applied
here to model variations in anisotropy with frequencies over the seismic frequency band.
The calculations are based on the theory introduced in section 7.3.
Input parameters needed for the modelling are reduced to the most crucial parameters.
Other parameters are set to constant values taken from the original publication, but can be
changed easily in the code. A full list of all the input parameters is given in table 7.6. In
order to model frequency dependent anisotropy due to melt-filled cracks, relaxation times
according to melt squirt [Mavko & Nur, 1975] need to be estimated. Melt squirt strongly
depends on the velocity and therefore on the temperature. Other influencing parameters
are the shape and connectivity of the melt inclusion and bulk modulus of melt and matrix.
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TABLE 7.6 Input parameters used to model melt inclusions in mantle. η is the melt viscosity, the
S-velocity in melt is set to zero. For description of other parameters see table 7.2.
vP vS ρ ε f εc φp ρ f τm η κ f
8 km/s 4.4 km/s 3.3 g/cm3 0.05 0.05 0.05 3 km/s 1 ms 100 Pa·s 40 GPa
(a) Dispersion of quasi-shear and pure shear-waves (b) Anisotropic strength
FIGURE 7.8 Frequency dependent anisotropy due to melt inclusions of various fracture sizes for the
model parameters given in table 7.6.
It is invariant to the absolute scale [Hammond & Humphreys, 2000], which is important in
order to compare laboratory and field observations. Several relations to calculate melt squirt
flow parameters exist [e.g. Mavko, 1980] in a general form of:
τm =
Aηm
καB
, (7.36)
where ηm is the melt viscosity, κ the bulk modulus and α the aspect ratio of the melt inclu-
sion. A and B are constants. Melt viscosities are assumed to be low (near 100 Pa·s) [Ham-
mond & Humphreys, 2000] and relaxation times are generally proposed to be well below
1 s [Hammond & Humphreys, 2000; Faul et al., 2004], i.e. above the sonic frequency band.
Relaxation times have a direct influence on the fracture size needed to observe frequency
dependent anisotropy in a certain frequency band.
The models show that melt-filled inclusions with length scales on the order of tens of me-
tres are necessary to produce frequency dependent anisotropy in the teleseismic frequency
range (SKS phases ∼0.1Hz; cf. also spectra in appendix D.2). Higher frequencies are sen-
sitive to smaller fracture sizes. The result strongly depends on the squirt flow. With lower
squirt flow the frequency dependent changes occur for larger inclusions. The observed seis-
mic anisotropy is high and on the same order as model results from Thomsen’s and Hud-
son’s model for similar crack densities around 3%.
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7.7 Discussion
The various analytical models applied in this chapter all verify that the presence of melt
can effectively produce anisotropy. Periodic thin layering of melt with other materials,
such as olivine, is especially effective, reaching more than 15% anisotropy for only 2% melt
(figure 7.6). Melt-filled inclusions also generate strong anisotropy, but values stay mostly
lower than 10% for 2% melt inclusions (figure 7.5). The combined and the frequency depen-
dent model approaches yield more moderate anisotropy, around 3–6% (figures 7.7 and 7.8).
This agrees with values found in similar studies [Holtzman & Kendall, 2008; Tommasi et al.,
2006].
The geometry of inclusions has a major effect on anisotropy. In the theory of Tandon &
Weng [1983], aspect ratios smaller than 0.001 yield unusually high anisotropy of more than
30% for 2% melt (figure 7.6(b)). It is therefore probably only reliable for aspect ratios higher
than about 0.01. In a similar study, Ayele et al. [2004] model less than 1%melt inclusions with
aspect ratios of 0.01 and get exceptionally high delay times of more than 4 s for 90 km path
length, values that have never been observed in shear-wave splitting measurements. Aspect
ratios between 10−1 to 10−2 are observed in peridotite samples with partial melt inclusions.
Faul et al. [1994] measure disk-shape inclusions of aspect ratios α = 0.05 in olivine-basalt
samples; Jousselin & Mainprice [1998] determine an average aspect ratio of 0.3 in mantle
peridotites of the Oman ophiolite.
The problem with the models is that the assessment of input parameters has to be based
on a range of assumptions. However, modelling gives a good handle on ranges of anisotropic
strength achievable frommelt inclusions. All models yield values similar or higher than the
average mantle anisotropy (4%). This establishes the effectiveness of melt to produce the
strong anisotropy as observed with teleseismic shear-wave splitting measurements in cen-
tral North Island (chapter 5). The estimated 7–10% anisotropy needed in the CVR is not
unrealistic in the presence of melt. Actually, 7-10% anisotropy represent an intermediate
value between the upper limit from the single mechanisms (PTL and SPO) and lower limits
from the combined models. These results put a constraint on the properties that are realistic
in the presence of melt and justify the properties included in the large-scale finite difference
models discussed before (section 6.2)
Not enough is known about the actual state of melt in the mantle wedge. The fact that
melt is generated at depth in the wedge and appears on the surface as active volcanism
establishes the interconnectivity of melt and melt flow to the surface. Thus, the conditions
are given for frequency dependent anisotropy due to squirt flow initiated by passing waves.
Squirt flow is especially likely for low frequency waves, as the melt stays longer under the
influence of the wave and has more time to move. The modelling shows that fractures of
around 10 m scale generate frequency dependent anisotropy in the teleseismic frequency
range. Such large-scale heterogeneities can be formed by melt segregation due to strain in
the actively deforming subduction environment [Holtzman et al., 2003b] and are consistent
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FIGURE 7.9 Example for large-scale melt bands in the Oman ophiolite [from Braun & Kelemen, 2002].
with the expected spacings produced by this process under Earth conditions [Holtzman &
Kohlstedt, 2007]. Anisotropic properties of such large-scale features cannot be tested on rock
samples in the laboratory. Field experiments need to be conducted in special settings, where
large fractures have been found.
In the Kohistan Arc [Jagoutz et al., 2006] melt channels are about 500mwide with spacing
of about 10 km. Other prominent examples for melt bands or networks of vertical dykes of
this scale come from the Josephine peridotite, Oregon [Kelemen & Dick, 1995], the Ingalls
ophiolite [Kelemen et al., 2000], the Oman ophiolite [e.g. Kelemen et al., 2000; Braun & Kele-
men, 2002] (figure 7.9) and the Murray Ridge Massif, Canadian Codillera [Tommasi et al.,
2006]. Tommasi et al. [2006] calculate S-wave anisotropy of up to about 10% for aspect ratios
of 0.02 and melt bands containing 5% melt.
To produce trench-parallel fast polarisation in subduction zones, large-scale melt layers
have to be aligned in steeply dipping planes and cracks need to align parallel to the trench.
The CVR, with extension direction normal to the trench provides a suitable stress regime to
form trench-parallel cracks and dyke intrusions in the crust [Rowland & Sibson, 2001]. In
the mantle wedge, vertical melt channels form if the melt rises faster than the plate moves
away [Braun & Sohn, 2003]. An additional role of such vertical melt-rich bands could be the
lubrification of the mantle wedge corner flow.
In conclusion, the modelling of anisotropy due to melt in the wedge is still preliminary
and relies on further results from interdisciplinary studies on the processes of melt genera-
tion, geometry and dynamics to improve model parameters. The uncertainty and the multi-
tude of model parameters only allow for a conservative interpretation in consideration not
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to over-interpret the data. Nonetheless, it is certain that the presence of ordered melt, such
as in aligned cracks of different shape or in bands, generates strong anisotropy. Probably
both forms coexists in the mantle, as is suggested in the combined models. Therefore, it is
important to consider structures over different scale lengths in anisotropic interpretations.
Large-scale structures exceed the possibilities of laboratory measurements and this empha-
sises the need for field experiments covering several scale lengths.
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Chapter 8
Evaluation of frequency dependent
anisotropy
With the discovery of frequency dependent anisotropy in laboratory measurements and the
ability to model crack induced anisotropy and its frequency dependent effects, the need
arises to look for such observations in field data. Active exploration data [e.g. Liu et al., 2003],
as well as passive earthquake data [e.g. Liu et al., 2001; Marson-Pidgeon& Savage, 1997; Tod
& Liu, 2002; Rümpker et al., 2003] exhibit evidence for frequency dependent anisotropy. Fre-
quency dependencemainly prevails for delay times and is generally observed as an increase
in delay times with decreasing frequencies. A variation is shown by Tod & Liu [2002]. Their
models predict an increase of delay times with frequency before it decreases. However,
data evidence for this behaviour is poor. Frequency dependence of fast polarisations is less
common in observations [Fouch & Fischer, 1998] and models [Liu & Bird, 2006].
In southern North Island, New Zealand, frequency dependent anisotropy is apparent as
an increase in delay times with decreasing frequency for different phases [Marson-Pidgeon
& Savage, 1997]. For central North Island, initial examination of teleseismic shear-wave
splitting data showed variations in frequency [Greve & Savage, 2007]. Furthermore, dis-
tinct differences exist between shear-wave splitting parameters derived from local shear-
waves [Morley et al., 2006; Audoine et al., 2000] and from teleseismic shear-waves in the
CVR (cf. chapter 5 and Hofmann [2003]; Audoine et al. [2004]).
In this chapter, two different methods to evaluate frequency dependent anisotropy are in-
troduced and applied to teleseismic shear-waves recorded in North Island. The first method
applies band pass filtering with narrow, overlapping filters followed by shear-wave splitting
measurements. The second method is a wavelet analysis. It is related to exploration indus-
try methods that have been used successfully on active seismic data [Liu et al., 2003].
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8.1 Frequency dependent shear-wave splitting
Themost intuitive method to evaluate frequency dependent anisotropy is to apply the shear-
wave splitting method to waveforms filtered in different frequency bands. The use of over-
lapping filter bands ensures that no frequencies are skipped and the whole data range is cov-
ered. Because the relationship between frequency and wavelength is reciprocal (figure 8.1),
constantly shifted frequency bands of constant widths have a much stronger effect on the
wavelength than filters with constant period bands.
FIGURE 8.1 Period and frequency
range covered by the analysis.
In order not to bias results, both constant frequency
bands and constant period bands are used for filtering.
Two-pole Butterworth-filtering with a frequency band
of 0.2Hz is applied for frequencies between 0.05 and
1Hz, with the lowpass frequency increasing in steps of
0.05Hz. In the second approach, Butterworth-filtering
for constant period bands of 2 s is done for periods be-
tween 1 and 20 s, with steps of 1 s. It was shown on
synthetic data that bandpass filtering itself does not
introduce frequency dependence [Liu et al., 2003].
All the teleseismic SK(K)S-, S- and ScS-waveforms from the shear-wave splitting analysis
that resulted in good and fair measurements (table E.1) are considered for the analysis. After
filtering, evaluation of the shear-wave splitting parameters with the automated shear-wave
splitting code follows the same procedure as described in section 5.3. All the frequency de-
pendent measurements are evaluated manually and given marks (“good”, “fair” or “poor”)
according to the quality of the measurement (section 5.3).
A drawback of narrow bandpass filtering is the generation of monofrequencywaveforms.
Shear-wave splitting measurements on such waveforms are prone to an effect called cycle
skipping. Because of the similarity of the initial waveform to following waveforms, the
trough of one waveform, e.g. the slow component, could be fitted to the peak or even the
following trough of the other waveform, e.g. the fast component. In the presence of cycle
skipping, delay times exhibit a time shift of integer multiples of half the dominant period
of the waveform (δt∗ = δt± n T2 ) and fast polarisation can show a 90◦ ambiguity [Silver &
Savage, 1994].
The large amount of data produced by the frequency dependent analysis makes it nec-
essary to apply different, more effective visualisation methods. Therefore, frequency de-
pendent results are plotted in a colour-coded map of the variations of time delays or fast
polarisations with frequency for all events. The event are sorted with the recording sta-
tions from northwest to southeast (figure 8.2). This representation accentuates systematic
variations of splitting parameters with frequency as gradual colour variation. The centre
value of the frequency or period range is used for plotting and “null” measurements are
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FIGURE 8.2 Results from frequency dependent shear-wave splitting. Splitting parameters for each
event are plotted over the centre period used in filtering. Measurements are sorted according to recording
station location from NW to SE. The number after the station name gives the number of events used at the site.
Each column represents one event. Top: Delay time δt. Bottom: Fast polarisation Φ.
excluded.
A general trend toward higher delay times for longer periods could be inferred from the
data. Fast polarisations are more scattered and no consistent change is apparent. However,
overall splitting parameter seem to get more consistent with station KARC and east of it.
West of KARC, some stations stay more consistent in delay times (e.g. POHC, LOCC), while
others, sometimes neighbouring stations (e.g. LGLS, LTAT), show a gradual increase until
a certain cut-off frequency. Because of the lack in consistent regional changes, the average
behaviour is quantified by plotting the splitting parameters for all stations over frequency
(figure 8.3). The trend for frequency dependent changes of delay time and fast polarisation
for all single measurements is evaluated by fitting a linear trend line to the data. The linear
trend is chosen as the most basic fit (first-order Taylor series approximation), as there is
no indicator for any higher-order correlation. Different subsets of the dataset are used and
compared (table 8.1). Figure 8.3 shows the trend for only the data rated “good”. The centre
periods for P-filtered data are converted to frequency for the evaluation of the trends to
enable better comparison of the results from the two filtering methods.
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FIGURE 8.3 Frequency dependent splitting parameters for all “good” data with best linear fit.
Dashed line includes effects of cycle skipping. For details see text. Best-fit parameters are given in table
8.1.
TABLE 8.1 Best linear fit for frequency dependent shear-wave splitting dataset. Parameter with 95%
confidence bounds for linear fit: y = A · f f ,P + C, with centre frequencies from filter band ranges designed
based on frequency f f or on period fP.
Dataset y A C
Good ( fP) δt (s) -5.82 < -4.606 < -3.392 sHz 2.279 < 2.527 < 2.774 s
Good ( f f ) δt (s) -3.378 < -2.727 < -2.076
s
Hz 2.219 < 2.466 < 2.714 s
Good ( fP) Φ (◦) -29.91 < 29.94 < 89.79
◦
Hz 35.66 < 47.84 < 60.03
◦
Good ( f f ) Φ (◦) 62.29 < 93.77 < 125.3
◦
Hz 15.41 < 27.37 < 39.34
◦
Good, marginal ( fP) δt (s) -4.792 < -4.109 < -3.425 sHz 2.819 < 2.939 < 3.06 s
Good, marginal ( f f ) δt (s) -2.469 < -2.119 < -1.77 sHz 2.358 < 2.508 < 2.658 s
Good, marginal ( fP) Φ (◦) -24.24 < 5.396 < 35.03
◦
Hz 57.15 < 62.38 < 67.6
◦
Good, marginal ( f f ) Φ (◦) 18.58 < 35.57 < 52.56
◦
Hz 45.9 < 53.19 < 60.48
◦
All, no nulls ( fP) δt (s) -5.093 < -4.562 < -4.032 sHz 3.444 < 3.54 < 3.636 s
All, no nulls ( f f ) δt (s) -1.242 < -0.9613 < -0.6802
s
Hz 2.31 < 2.467 < 2.624 s
All, no nulls ( fP) Φ (◦) -18.34 < 5.728 < 29.8
◦
Hz 59.69 < 64.05 < 68.4
◦
All, no nulls ( f f ) Φ (◦) 22.42 < 33.6 < 44.78
◦
Hz 44.64 < 50.88 < 57.12
◦
Nulls ( fP) δt (s) -4.376 < -3.821 < -3.265 sHz 3.189 < 3.291 < 3.392 s
Nulls ( f f ) δt (s) -0.1447 < 0.1635 < 0.4718
s
Hz 1.888 < 2.064 < 2.24 s
Nulls ( fP) Φ (◦) -18.87 < 5.176 < 29.22
◦
Hz 74.1 < 78.5 < 82.91
◦
Nulls ( f f ) Φ (◦) -0.4914 < 0.04007 < 0.5715
◦
Hz 72.63 < 78.83 < 85.02
◦
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The determined trends can only be considered reliable if the confidence areas are not too
wide and do not include a change in signs. The inclusion of zero in the error bounds for
A means that the change is not significantly different from a constant behaviour. All, but
the null data sub-sets, show significant changes in delay times on the order of 2–5 s/Hz.
Note, that this is only valid for the frequency range used in the analysis (0.05–1Hz). The
inclusion of “poorer” data introduces a wider range for the frequency dependence. Trends
in fast polarisations are not consistent within the data sets and mostly insignificant due to
the inclusion of zero into the error bounds for A.
Both graphs (figures 8.3) seem to exhibit some kind of periodicity in the data points that
could be caused by cycle skipping. Expected effects on splitting parameters due to cycle
skipping are simulated by adding T/2 to the best-fit delay time curve and 90◦ to the best-fit
fast polarisation curve (dashed lines in figure 8.3). For very low frequencies, effects of cycle
skipping get large and create delay times reaching values exceeding 4 s. An upper limit in
the shear-wave splitting processing routine set to 4 s prevents frequency dependent splitting
measurements of more than 4 s delay time. This limit was set lower than in the original
shear-wave splitting analysis (chapter 5), as the highest measurements there yielded about
4 s and lower delay times are expected with the higher frequency filters. This helps to speed
up processing time while retaining narrow enough windows to assure good measurements
in the higher frequency range.
8.2 Wavelet analysis
Wavelet transforms [Morlet et al., 1982] are used similarly to Fourier transforms to extract
frequency information from signals. To analyse time series by Fourier transform, a sliding
segment of the length T is needed. The advantage of the wavelet transform is its indepen-
dence from any preimposed scaling interval such as T. Thus, it is more applicable for wider
ranges of frequencies [Rioul & Vetterli, 1991]. The continuous wavelet transform is defined
as the convolution of the time sequence x(t) with a wavelet ψ:
W(s, τ ) =
1√
s
∫ ∞
−∞
x(t)ψ∗
(
t− τ
s
)
dt. (8.1)
The ∗ indicates the complex conjugate. s is a scale, corresponding to the frequency used
in Fourier transforms. The usage of a single wavelet in the convolution makes the wavelet
transform better designed to fit real data with finite limits, as opposed to the infinite sine-
and cosine-waves used in Fourier transforms.
The wavelet function must have zero mean and must be localised in time and frequency
space [e.g. Torrence & Compo, 1998]. An example for a wavelet commonly used in explo-
ration seismology is the Morlet wavelet (figure 8.5(a)):
ψ0(η) = π−1/4eiω0ηe−η
2/2. (8.2)
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FIGURE 8.4 Wavelets used for continuous wavelet transform (black). The grey line indicates the centre
frequency of the wavelet.
Its Fourier transform is a shifted Gaussian wavelet. Other wavelets often used for continu-
ous wavelet transforms are nearly symmetrical wavelets, so-called “symlets” (figure 8.5(b))
[Daubechies, 1992, p. 194]. They are defined as regular filters with an orthonormal basis [Ri-
oul & Vetterli, 1991].
The wavelet transform results in an image of the amplitude variations of any features
versus the scale s and time t. This is the equivalent to a spectrogram from Fourier transforms
analysis with the scale factor replacing the function of the frequency. It is therefore often
called scalogram [Rioul & Vetterli, 1991]. The results depend strongly on the wavelet that
has been used. As the wavelet transform works with scales and does not directly relate
to frequencies (cf. equations 8.1), a relationship between scaling factor and frequency is
needed. A way to obtain this is suggested in the Matlab R© “wavelet toolbox”. Based on the
centre frequency Fc, a pseudo-frequency Fa corresponding to the scale s can be calculated
as:
Fa =
Fc
s · ∆ , (8.3)
where ∆ is the sampling period. The centre frequency of the wavelet Fc describes the leading
dominant (centre) frequency of the wavelet (figure 8.4). Thus, Fa relates the wavelet to a
purely periodic signal of the frequency Fc.
The wavelet transform can only give information about the frequency dependence of de-
lay times and not fast polarisations. To perform the wavelet analysis on teleseismic shear-
wave data, the horizontal components need to be rotated into the fast and slow orienta-
tion first. Those orientations are taken from the previous shear-wave splitting analysis (ta-
ble E.1) and kept constant for all frequencies. After rotation, the time frequency analysis is
performed in Matlab R© on both the fast and slow component. The analysis is performed
with two types of wavelet, the Morlet wavelet and a fourth-order symlet (”sym4” in the
Matlab R© toolbox). Tests with other wavelet resulted in more cycle skipping (see also pre-
vious section 8.1), visible as period pattern in the resulting time-scale spectra (figure 8.5(c),
(d)). A window of 50 s is used for the wavelet transform.
The scalograms for the fast and the slow shear-waves resulting from the continuouswave-
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FIGURE 8.5 Estimating frequency dependent delay times with continuous wavelet transform. Ex-
ample for wavelet transform with “sym4” symlet on fast and slow component for event 13/01/01, recorded at
station KARC. For detailed description see text.
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let transform (see example figure 8.5(c), (d)) visualise the difference in travel times and the
different frequency content between the two shear-waves. In the two spectra, the maximum
amplitudes are picked together with the corresponding arrival times for each scaling factor.
The maxima are marked by the red lines in the spectra in figures 8.5(c) and (d). The scales
used correspond to frequencies between 0 and 1Hz. The picking is done automatically
by filtering for the largest value per scaling factor. Outliers from the automatic picking
are taken care of by a smoothed average. The difference between the picked travel times
corresponding to themaximum amplitudes on the fast and slow components gives the delay
times per scaling factor. Finally, the scaling factor are converted into their pseudo-frequency
using equation 8.3 and plotted with the corresponding delay times (figure 8.5(e)).
The example in figure 8.5 reveals frequency dependent changes only for frequencies be-
low 0.05Hz (corresponding to scale factors higher than 100). Between 0.05 and about 0.3Hz,
the delay time stays constant. For higher frequencies, no measurements are obtained.
All results from the continuous wavelet transform are presented as a summary map plot
equivilant to figure 8.2. A continuous variation of delay time with frequency, visible as a
gradual change of colour, can be observed for most of the data (figure 8.6). A trend towards
lower delay times with increasing frequency is observable for the lower frequency range
(0–∼0.2Hz, figure 8.6). For higher frequencies (figure 8.6), however, the analysis does not
provide sufficient results and data get sparse as delay times shift towards the upper and
lower limits (cf. figure 8.5(c) and (d)).
8.3 Discussion of frequency dependent analysis results
Two methods were used to measure frequency dependent anisotropy on teleseismic shear-
wave data. In the first method, shear-wave splitting analysis is applied on data filtered with
sliding, overlapping bandpass filters. The second method assesses frequency dependence
in delay times using a continuous waveform analysis (CWT).
With both methods, it is hard to ascertain frequency dependent anisotropy. Some data
show variations with frequency, but those variations cannot generally be ascribed to cer-
tain stations or regions. Delay times showmore consistent behaviour than fast polarisations
in that they tend to increase with longer wavelength (lower frequencies). Fast polarisa-
tions are more variable. Data was examined for regional variations in frequency dependent
anisotropy, in analogy to the anisotropic regions determined by shear-wave splitting, but
obvious pattern could not be identified.
There are two main problems that restrict the analysis. The major problem is the limited
frequency content of the teleseismic shear-waves (cf. spectra in section D.2). Generally, the
frequency content of teleseismic shear-waves is not very broad. But in the case of the CVR,
the frequency range becomes even more restricted through the attenuative properties of the
volcanic ash infill of the backarc basin [e.g. Salmon et al., 2005] (cf. chapter 2.1). This could
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FIGURE 8.6 Frequency dependence in shear-wave splitting delay times from continuous wavelet
transform. The frequency range covers only 0–0.2Hz, the band where most changes are observed (cf. text).
Measurements are sorted according to recording station location from NW to SE. The number after the station
name gives the number of events used at the site. The colour bar gives the colour-code for delay times. Two
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FIGURE 8.6 Frequency dependence in shear-wave splitting delay times from continuous wavelet
transform. The frequency range covers 0–0.9 Hz, which is the complete spectrum investigated. The colour
bar gives the colour-code for delay times. Two different wavelets are used (Symlet and Morlet wavelet). The
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be reflected in the low and near zero delay times measured for the higher frequencies from
stations TAUC towards the west (figures 8.2 and 8.6) and would indicate that the attenua-
tion is also evident with these long period waves. Another explanation for the low delay
times in this region could be the influence of the apparent isotropy of western North Is-
land. This influence would decrease towards the east with higher frequencies due to their
smaller Fresnel zones. From station BKZ towards the east, information content increases in
the data.
By looking at the results from the splitting analysis, it becomes obvious that frequency
content is insufficient for analysis of frequencies above approximately 0.5Hz. The continu-
ous wavelet transform analysis even covers a narrower frequency range up to about 0.2Hz.
Results from frequency dependent shear-wave splitting analysis in this frequencies range
are mainly rated “poor”. However, the continuous wavelet transform additionally depends
on the wavelets used, which might not be ideal for the analysis of teleseismic data. Im-
provements could be possible by using the original shear-wave as the convolution wavelet.
Overall, a frequency bandwidth of less than one order of magnitude was feasible for the
frequency dependent analysis. This is not sufficient to clearly test for frequency dependent
anisotropy.
The second limiting factor lies in the performance of themeasurements. Bothmethods can
fail if periodicity affects the data. Narrow banded filtering enhances periodicity in the data
and reduces the uniqueness of results. Therefore, the identification of “good”measurements
becomes more difficult. Cycle skipping is a common problem for local shear-wave splitting
measurements [Matcham et al., 2000; Teanby et al., 2004]. It results in non-uniqueness of
splitting parameters; delay times are subject to shifts of integer multiples of half the dom-
inant period of the waveform (δt∗ = δt± n T2 ) and fast polarisations show a 90◦-ambiguity.
Frequency dependent shear-wave splitting can be affected by cycle skipping depending on
the filters used. Additionally, the application of narrow banded overlapping filters multi-
plies the number of shear-wave splitting measurements and makes visual marking of the
results more time-consuming. This demonstrates the need for more automated methods to
evaluate the quality of an increasing amount of available data.
The attempt to plot results for single events in a colour-coded map in order to easier iden-
tify frequency dependent anisotropy exposed some regional variations (figures 8.2 and 8.6).
But they are hard to quantify. Theoretically, due to the overlapping filtering technique used,
gradual changes in the splitting parameters are expected if frequency dependent anisotropy
is apparent. Gradual changes with frequency are also predicted by analytical models (sec-
tion 7.3). If no frequency dependence exists, results are expected to stay constant over a cer-
tain frequency range, dependent on the predominant frequency of the measured phase. The
overview of all results for individual events exhibits no general consistent changes. Some
events show trends towards higher delay times for lower frequencies, while fast polarisa-
tion vary more “randomly”. Nevertheless, high periods seem to have more consistency,
yielding predominant fast polarisations of Φ ∼ 40◦. Events that gave “null” measurements
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in the initial shear-wave splitting analysis (chapter 5) are examined separately. Because the
null splitting measurements were often gained from data filtered in a low frequency range
(i.e. 0.04–0.1Hz), those events do still have the potential to show anisotropy in a different
frequency band. However, results from “null” measurements are very variable and show
no systematic changes, so they are not shown here.
The more general analysis plotting splitting parameter versus frequency/period makes it
possible to apply a linear fit to the complete dataset (figure 8.3). It gives apparent frequency
dependence in delay times of about 3±2 s per Hz. These results are consistent for all the
subdata sets and the two ways of filtering. They are also on the order of changes implied
for southern North Island [Marson-Pidgeon & Savage, 1997]. The trend leads to very low
delay times smaller than 0.5 s for frequencies approaching the range of local events around
1Hz. Even though this fits results from local shear-wave splitting measurements in central
North Island [e.g. Morley et al., 2006], those values are also close to the resolution limit of
the method applied here. Observed frequency dependent delay time changes for shallower
structures in the USA yield only small changes in delay times on the order of 1% between
10 to 25Hz [Liu et al., 2003; Maultzsch et al., 2003]. Thus, changes (gradients) in the higher
frequency range are expected to be smaller than in the lower frequency range. This is also
consistent with modelling results (cf. section 7.6.2).
The linear fit for fast polarisation is poor and not consistent for the different subdata fits
with wide error margins. Thus, no generalised trend can be inferred, which suggests that
fast polarisations in central North Island do not depend on frequency. However, there are
not many measurements in the higher frequency range, so that the differences in fast polar-
isation between local [Morley et al., 2006] and teleseismic shear-wave splitting (cf. chapter 5)
cannot be tested for with the method applied here. Nevertheless, a gradual change in fast
polarisation with frequency can be excluded. Frequency dependence in fast polarisations
does not coincide with frequency dependence in delay times. Instead, it is expected in the
presence of two sets of inclusions with different scale lengths (cf. section 7.4). The difference
in the scale length is assumed to be on the order of the difference in frequencies, i.e. more
than a magnitude.
In other studies, frequency dependent polarisation have been observed in field data [Fouch
& Fischer, 1998; Liu et al., 2003, 2007]. The frequency dependent fast polarisations observed
by Fouch & Fischer [1998] result from local events travelling through the wedge or near the
slab-wedge interface. Shorter period filters yield broader variations in fast polarisations,
while longer period filters give better constraints. This is interpreted as caused by the dif-
ferent resolution of the frequencies due to their Fresnel zones widths. In the presence of two
different fracture sets of different scale-lengths, a clearer distinction for different frequencies
is expected for non-vertical incidence (cf. section 7.4).
The two principal mechanisms to cause frequency dependent anisotropy in delay times
are scattering due to aligned heterogeneities and squirt flow in porous rocks. Scattering due
to preferentially aligned heterogeneities produces frequency dependent anisotropy, if the
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scale of the heterogeneities is much smaller than the wavelength [Werner & Shapiro, 1999].
Heterogeneitieswith scale estimates between 40 to 100m are suggested to explain frequency
dependent anisotropy observed in southernNorth Island [Marson-Pidgeon& Savage, 1997].
The theory of frequency dependent anisotropy caused by fluid or squirt flow is discussed
in section 7.3. It also shows that the frequency for which the changes in anisotropy are
observed depend on the scale length of the large-scale fractures. To produce effects in the
teleseismic frequency range, modelling results (cf. section 7.3) yield fractures scales of tens of
metres. Therefore, independent of the mechanism, heterogeneities on the same order of 101
to 102m are necessary for frequency dependent effects in the frequency range considered in
this study.
Ordered large-scale heterogeneities in a subduction zone setting can be formed by melt,
existent in the mantle wedge. Initially homogeneously distributed melt can focus during
buoyant ascent and combine to fast flowing channels [Aharonov et al., 1995]. These chan-
nels are expected to have spacings of 1–200m [Spiegelman et al., 2001]. The main cause for
the occurrence of these channels is the buoyancy of the melt. Melt is also considered to fo-
cus and form dyke-like channels due to stress [Daines & Kohlstedt, 1997; Furukawa, 1993].
Anothermechanism taking place under the influence of stress is the segregation of melt into
bands [Holtzman et al., 2003b; Katz et al., 2006].
Such large-scale oriented melt inclusions are observed in obducted mantle samples in the
field. The arguably most prominent example is the Oman ophiolite. It exhibits melt bands
on the order of 10m width [Braun & Kelemen, 2002]. Another example in the Canadian
Cordilleras is investigated by Tommasi et al. [2006]. The tabular dunites of several tens of
centimetre thickness appear with spacings of 101 to 102m. The structure is interpreted to be
obducted from about 70 km depth above an oblique subduction zone. The fast polarisation
is assumed to have been trench-parallel and high anisotropy is calculate for the complex
structure under the influence of melt.
In central North Island, basaltic dykes are found in the Tarawera rift [Nairn & Cole, 1981].
Based on the location and composition of high-alumina basalts, Hiess et al. [2007] propose
that melt under the TVZ rises in dyke swarms into the lower crust. This suggests that dykes
are more likely to exist in shallower regions. Effective melt aspect ratios derived from log-
arithmic vP/vS-ratios (velocity reduction rate, cf. also section 9.4.2) in Japan indicate a dis-
equilibrium texture and thus the focusing of melts into cracks, dikes or bands at depths
of about 40–65 km [Takei, 2002; Nakajima et al., 2005]. This concept fits with the model of
“Einats tree” [Aharonov et al., 1995]. At shallower depth, hydrofracturing of smaller cracks
due to brittle failure can create melt path ways [Kelemen et al., 2000]. However, for depths
below 40 km, little is known about the actual mechanisms of melt transport. Tilmann et al.
[2001] support the idea of channelled melt ascent from depth of 80 km to the crust based on
moving velocities of melt.
In contrast, the frequency dependent anisotropy observed further south [Marson-Pidgeon
& Savage, 1997] cannot be caused by ordered melt channels, as no melt is apparent in this
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region (cf. section 2.1). However, a similar mechanism of ordered large-scale heterogeneities
with different infill of less velocity contrast, probably in the slab, is possible and could also
explain the overall smaller delay times in lowerNorth Island. They can be formed by steeply
dipping hydrated faults on top of the subducting plate, filled with hydrous mineral such as
serpentine and talc [Faccenda et al., 2008].
Additional implication of the existence of melt in bands or isolated channels for the TVZ
can be speculated. The wide, melt-lacking and therefore seismically fast regions in between
the bands could provide a preferred path way for high frequency waves. This could explain
the non-gradual differences between fast polarisations measured with local and teleseismic
events. Concentrated melt provides effective transport to the surface [Kelemen et al., 1997],
a possible cause for the high volcanic productivity of the TVZ. Additionally, the occurrence
of melt could support the rifting process in the TVZ through heating and weakening of the
lithosphere [Buck, 2004; Kendall et al., 2005].
8.4 Conclusions
Two methods to evaluate frequency dependent anisotropy are introduced and applied in
a detailed analysis of teleseismic data recorded in central North Island. It difficult to as-
certain frequency dependent changes for single events. Results from the wavelet analysis
are not conclusive enough to either reject or prove the hypothesis of frequency dependent
anisotropy in central North Island. The combined analysis of frequency dependent shear-
wave splitting parameters for all events yields no frequency dependence in fast polarisa-
tions. Delay times measured across the subduction zone in central North Island however,
show a frequency dependent trend. This is consistent with the presence of a single pre-
ferred crack orientation and can provide a suitable explanation for the differences in delay
times between local and teleseismic shear-wave splitting. The fact that fast polarisations for
teleseismic and local shear-wave splitting measurements are perpendicular can be consid-
ered as frequency dependence, caused by the presence of two preferred crack orientation of
different scale, but could not be tested for here.
Unfortunately, teleseismic events prove not to be ideal for a detailed, systematic frequency
dependent analysis, as the frequency range covered is not broad enough to overlap with the
range for local events. Furthermore, it is expected that the large Fresnel zone of the low
frequency teleseismic waves smoothes frequency dependent effect over a broad area. This
hinders the identification of regional frequency dependent effects, such as suggested for the
CVR (cf. section 5.5).
The presence of melt in the mantle wedge is the most likely cause of the observed fre-
quency dependence across central North Island. Its contribution can be twofold: due to
squirt flow between interconnected fracture network or due to its accumulation in segre-
gated bands or melt-rich dykes. Further implications of the presence of melt bands include
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an effective transport mechanism and effective heating resulting in high productivity vol-
canism and a hot and weak lithosphere with extensive rifting in the TVZ.
To gainmore detailed information about frequency dependent anisotropy across theHiku-
rangi subduction zone, the approaches introduced here could be used with more extended
data sets in the future. However, the insufficient frequency content of single phases will
remain a major problem for the analysis. Comparison of various phases from different
distances, such as local and teleseismic S- and regional ScS-phases extends the overall fre-
quency range, but does not allow for direct comparison under the same conditions due
to differences in travel paths, sources, etc. Yet, an identical study, applying the methods
introduced here to local phases recorded on broadband stations, could provide valuable in-
formation in the intermediate frequency range, if events are big enough to produce longer
period signal.
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Chapter 9
Travel time residuals
This chapter presents a pilot study carried out before the WCNIPSE line was established in
the end of 2004. It is included to encourage and provide ideas for a future, more detailed
study. In addition to introducing a method to evaluate travel time residuals, a preliminary
analysis is presented based on teleseismic data recorded during the temporary CNIPSE de-
ployment. The discussion outlines different possible interpretation approaches based on the
preliminary data. The chapter finishes with suggestions to improve the study.
Travel time residuals are deviations of actual phase arrival times from expected arrival
times at a station. They can be interpreted in terms of lateral variations in lithospheric struc-
ture and velocity. Additionally, backazimuthal variations in travel time residuals can pro-
vide information about anisotropy. One advantage in the use of travel time residuals lies in
a broad backazimuthal coverage, as events from all epicentral distances can be used. Vari-
ations in incidence angles also ensure a large diversity in travel paths to sample different
parts of the subsurface structure.
Several studies investigated travel time residuals for theNewZealand region before. In an
early study of travel time residuals for regional earthquakes (arriving from a westerly back-
azimuth) recorded across North Island, Robinson [1976] found arrivals in western North
Island to be late compared to those in eastern North Island by about 3 s. He explains the dif-
ference as varying travel paths through the higher velocity descending Pacific lithosphere.
But the model given is vague and the study only relies on events from the same backaz-
imuth and source area. A study further to the north-east of New Zealand uses events from
the Kermadec trench recorded on three islands to the east in the Pacific [Galea, 1993]. Large
negative travel time residuals are observed (up to -16 s), especially for shallow events. They
are not restricted to the subducting lithosphere, but also observed in the lithosphere of the
Pacific plate before it undergoes subduction. Characteristic azimuthal variations in the ob-
served travel time residuals indicate anisotropy in the Pacific lithosphere. However, this
cannot be verified for the region east of North Island. A more recent study investigates
travel time residuals of S-wave for a model derived for best-fit P-wave arrivals [Harrison
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FIGURE 9.1 Station locations for travel time residual analysis. Triangles mark station locations; the
solid grey line indicates the cross section studied by Harrison & White [2006]. Boundaries of the Central
Volcanic Region (CVR) and the young Taupo Volcanic Zone (TVZ) are shown as dashed lines.
& White, 2006]. In contrast to the earlier studies, this study uses active source data and
local events, sampling only the crust and parts of the upper mantle. Results show large S-
wave residuals (up to 2.4 s) under the TVZ and west of it, if a Poisson ratio of 0.25 is used
to convert the P-wave fitted model into an S-wave model. This indicates an anomalous
S-wave structure under this region. East of the TVZ, the velocity structure appears more
normal.
9.1 Adaptive stacking method
The evaluation of travel time residuals involves the comparison of actual travel times to
predicted travel times. Travel time predictions are based on a velocity model. Determination
of actual travel times can be based on different approaches, most of which include manual
picking of the phase onset, often in combination with a cross-correlation between arrivals for
station pairs [VanDecar & Crosson, 1990]. Phase onsets can be hard to identify, especially if
more phases than just the first P-wave arrival are considered. The advantage of the adaptive
stackingmethod [Rawlinson&Kennett, 2004] used in this study is its independence of phase
picks.
The adaptive stacking method performs a correlation between each recorded phase and a
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FIGURE 9.2 Example for adaptive stacking method on first S-phase of event 16/01/2001. Figures show
the aligned traces for all the recording stations before (left) and after (right) adaptive stacking. Top two traces
are the linear (trace 11, zssl) and squared (trace 12, zscp) stacked sum of all traces.
reference trace in an iterative process. To successfully apply the adaptive stacking method,
the phases need to be roughly prealigned. The approximate alignment used here is based on
the expected arrival time of the phase according to the ak135 global reference model [Ken-
nett et al., 1995] (figure 9.2, left). Traces are cut 30 s before the expected phase arrival. Stack-
ing of the prealigned trace creates a “typical waveform” used as reference trace for the cor-
relation (figure 9.2, trace number 11 - zssl). The usage of a smoothed averaged reference
trace is advantageous over other cross-correlation methods as it is more tolerant to variabil-
ity in the waveforms. The additional calculation of the quadratic stack gives a handle on the
spread in alignment between stations (figure 9.2, trace number 12 - zscp).
Each of the single traces is compared to the reference trace to improve alignment. An L3
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measure of misfit determines the best fit between reference trace and each single trace. The
advantage of the L3 over lower order misfit measures lies in an effective trace alignment and
amore rapid convergence of the iterative process leading to very stable results [Rawlinson &
Kennett, 2004]. The aligning process is repeated iteratively, with the number of iterations set
to 10. But convergence is often already achieved for fewer iterations. The adaptive stacking
process results in direct estimates of travel time residuals from the ak135 model [Kennett
et al., 1995].
In this study, two different data sets, CNIPSE and CNIPSE2, are evaluated for travel time
residuals. Both lines have one station, YUPC, in common. Therefore, after adaptive stacking,
the delay time determined for station YUPC is subtracted from all the other station delay
times. The so obtained “relative” travel time residuals not only allow the simultaneous
use of the two data sets, but they also reduce the effects of source and large-scale mantle
heterogeneities, which would impose a constant offset to all station residuals.
9.2 Data
The data set considered for the travel time residual analysis consists of teleseismic events
recorded along the CNIPSE line (figure 9.1). The main part of the line was deployed during
the first half of 2001. The three westernmost stations extended the line for the second half
of 2001. One site, station YUPC, stayed deployed for all of 2001 (cf. chapter 4.1 and table B.1
for details on the deployment). All first P- and S-arrivals for events with magnitudes greater
than 5.5, i.e. out of blocks 9 to 11 (cf. table 4.1) are considered for the analysis. Only data
with readily identifiable signal are used for the analysis. This results in 24 events for P-
phases and 11 for S-phases (figure 9.3). Epicentral distances for these events vary between
20◦ to 120◦and depths range from shallow to deep. Due to the short deployment time of the
CNIPSE line, but also to the geographic location of New Zealand, backazimuthal coverage
is limited and mainly restricted to the northwest.
The use of different broadband instrument types during the CNIPSE deployment makes
it necessary to correct all datasets for instrument response before stacking (section 4.2.2). No
other filtering is applied to the data. The size of the window can have important effects on
the measured travel time residuals. In the presence of strong velocity anomalies and rapid
structural changes, reflections, refractions and conversions originating close to the receiver
cause distortions of the waveforms. The inclusion of strong later arrivals tends to introduce
time shifts towards larger travel time residuals. To minimise the influence of secondary
arrivals, smaller windows just around the onset of the direct phase are desired. However,
in the adaptive stacking process, windows need to be large enough to include all the onsets
across the record section (figure 9.2, section 9.1). Tests identified the best time window for
effective alignment for P-phases as 5 s before and after the expected arrival and for S-phases
as 5 s before and 15 s after the expected arrival. This window length typically includes about
one period of the phase.
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FIGURE 9.3 Events used
for travel time analysis in
equidistant azimuthal projec-
tion. White circles indicate
travel time residuals calculated
for P-phases, black circles for
S-phases.
Travel time residuals for P-waves are calculated using recordings from the vertical com-
ponent. For S-waves, recordings for both horizontal components, the north-south and the
east-west component, are considered for the adaptive stacking process. All results from the
adaptive stacking method were visually inspected to exclude obvious outliers and noisy
traces from the results. In an additional test approach for S-waves, traces were rotated
into approximate average fast and slow orientation, respectively. This approach did not
produce any fundamentally different results (appendix H.1) and is therefore not further de-
tailed here.
Generally, several corrections need to be applied to the raw travel time residuals. They
include source corrections, usually corrected for by subtracting average travel time residuals
for each event and station corrections, usually corrected for by subtracting average values
for each station. Another elementary correction considers elevation. A rough maximum
estimate for variations in travel time residuals due to elevation along the CNIPSE line can
be given as 0.2 s, assuming a maximum elevation change across the array of 1 km and an
average P-wave velocity of 5 km/s.
Depending on the information already available for the study area, further correction e.g.
due to crustal structure can be implemented. In the setting of a subduction zone, those
corrections can get rather complex. Because of the preliminary character of this study, no
corrections apart from subtraction of the travel time residuals for YUPC are applied.
9.3 Travel time residuals along the CNIPSE line
The adaptive stacking method applied on P-phases yields travel time residuals that vary
between -3.84 and 4.48 s, where negative residuals indicate earlier arrivals (figure 9.5(a)).
Travel time residuals for S-phases recorded on north-south and east-west components vary
from -10 to 7.26 s, covering the same range for both components. Moreover, the character-
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istics of the travel time residual curves for both components are essentially the same. This
is why only results for the north-south component are shown in figure 9.5(b). Results, es-
pecially for S-phases, strongly depend on backazimuth. Events arriving from northwest
(backazimuths around -60◦) yield larger travel time residuals at the northwestern end of the
line, decreasing and therefore indicating earlier arrivals towards southeast. Events arriving
from southeast show slightly increasing travel time residuals from northwest to southeast
for P-phases, but are more consistent in arrival times for S-phases. There are two events
arriving from north (light blue circles in figure 9.4). For P-phases, they exhibit the strongest
decrease in travel time residuals towards the southeast. S-phases show the opposite trend,
with high travel time residuals increasing to the southeast. However, for S-phases this result
is only based on one event.
A distinct change in the characteristic of travel time residuals takes place around stations
TETC to TAUC, located in the Central Volcanic Region (CVR). Travel time residuals increase
more steeply in the CVR, especially around station TETC. Outside the CVR, east of station
TAUC, travel time residuals stay more consistent, with shallower gradients.
Plotting travel time residuals as a function of backazimuth and incidence angle gives in-
formation about the depth of the velocity anomaly. Most travel time residuals increase with
shallower incidence angles (plotted further from the station, figure 9.5). But some excep-
tions, especially for S-waves, show the opposite trend.
9.4 Discussion
9.4.1 Isotropic velocity and structural changes
Travel time residuals are a useful tool to determine lateral variations in upper mantle ve-
locities and lithospheric thickness, usually by inversion [e.g. Levin et al., 1995; James et al.,
2001; Bastow et al., 2005]. Pure, uninverted travel time residuals are often evaluated in stable
regions, such as shields and cratons [e.g. Bokelmann & Silver, 2000; Engdahl & Ritzwoller,
2001; Martynov et al., 2004; Fouch et al., 2004], where simple subsurface geometries domi-
nate. In contrast to these studies, the use of travel time residuals in subduction zone set-
tings [e.g. Plomerová et al., 2006] is less common and often reveals strong velocity contrasts
[Engdahl & Gubbins, 1987]. Here, the method is applied across the Hikurangi subduction
zone, where subsurface structure is complex. The crust is known to be thinned under the
CVR and mantle velocities are low [e.g. Harrison & White, 2006; Stratford & Stern, 2006].
Crustal thickness increases to the east, but is less constrained to thewest of the CVR (cf. chap-
ter 2.1). This complicates corrections for crustal structure (usually applied for the upper tens
of kilometres).
The strongest changes in travel time residuals occur in the CVR, where crustal thinning
is apparent. Evidence for shallow causes of travel time residuals under the CVR comes
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(a) P-phases
(b) S-phases (north-south component)
FIGURE 9.4 Travel time residuals for P- and S-waves. Colours of the data points represent the different
backazimuths of the events (scale). Negative residuals indicate earlier arrivals relative to the reference station
YUPC. Light grey areas mark stations located in the Central Volcanic Region (CVR). Dark grey illustrates
topographical changes along the array, with maximum heights of about 1100m. One measurement for TUKC
is off-scale.
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(a) P-phases
(b) S-phases (north-south component)
FIGURE 9.5 Map view of travel time residuals for P- and S-waves. Circles indicate late arrivals, crosses
early arrivals. The size of the symbols is proportional to the travel time residuals. Symbols are plotted in
direction of the backazimuth of the event relative to the station. The distance to the station is proportional to
the incidence angle. Vertical incidence (angle=0◦) plots directly on the stations location; increasing incidence
angles plot further away from the station.
128 Greve, 2008
DISCUSSION
FIGURE 9.6 Cartoon of cross-section for central North Island showing different structural changes
sampled by possible raypaths. Grey dashed lines are travel paths as suggested by Robinson [1976] and expected
for shallow incidence angles, grey solid lines are travel paths assumed for distant teleseismic events. The
parameters defined to calculate crustal corrections (equation 9.1) are: crustal vc and mantle velocity vm, two
different crustal thicknesses hmin and hmax and their difference ∆h.
from variation of the travel time residuals with incidence angles (figure 9.5). Similarity
of pattern at closely located stations indicates relatively deep anomalies, whereas abrupt
changes between close stations are more likely to be caused by shallower structures [Polet,
2007]. Changes in travel time ∆t due to variations in crustal thickness ∆h (figure 9.6) can be
estimated as:
∆t = ∆h
cos i
(
1
vc
− 1
vm
)
, (9.1)
where vm and vc are mantle and crustal velocity, respectively and i is the incidence angle
(for details see appendix H.2). For P wave crustal velocities of 4.5 km/s, mantle velocities of
7.9 km/s [Stratford & Stern, 2006] and a thickness difference of 10 km this lead to about 1 s
travel time difference (for vertical incidence). This is on the order of station delay times be-
tween eastern and western central North Island of about 1.3 s found for Pn-phases [Seward
et al., 2008], with shorter times in the west than in the east. This suggests that crustal varia-
tions are not sufficient to account for the total of the about 4.5 s observed P-wave travel time
residuals. As travel time residuals integrate over all the anomalies along the travel path,
most of the anomaly must be along deeper parts of the travel path, i.e. in the mantle.
Another structural factor influencing travel time residuals across a subduction zone is
the subducting slab. It was suggested [e.g. Robinson, 1976] that phases arriving from the
west travel through the high velocity slab and are therefore faster. This is certainly true for
local shallow-incidence events, which can be guided through the high velocity region, but
is not expected for deeper or more distant events [Prasad & Bock, 1987]. Indeed, shallower
incidences show larger travel time residuals (figure 9.5), even east of the CVR. This supports
the idea higher velocity Pacific lithosphere [Galea, 1993].
With values over 7 s, relative travel time residuals along the CNIPSE line are high, but
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FIGURE 9.7 S/P delay time ra-
tio and best linear fit for all data
(red) and data excluding outliers
(pink), located in the shaded area.
lower than the 16 s found east in the southwest Pacific region [Galea, 1993]. Comparable
values are found in the Tien Shan shield, with P-wave travel time residuals of more than
5 s [Martynov et al., 2004]. Some studies in rift or subduction regions only find travel time
residuals around 1–2 s [e.g. Cornwell et al., 2004; Polet, 2007], comparable with more stable
regions [Guilbert et al., 1996]. Even though the corrections discussed above can account for
parts of these high delay times, additional causes are needed to explain all the travel time
residuals, especially the large delay times.
9.4.2 S/P ratio
For events that yield results for both, P- and S-wave travel time residuals, the two values can
be compared. Differences in travel time residuals for P- and S-phases contain information
about compositional and temperature anomalies along the travel paths. The ratio of the
logarithmic derivatives of S- and P-velocity variations, often called the fractional change of
velocities, is a value derived from tomography and commonly used in mineral physics. It
can be expressed as [e.g. Masters et al., 2000]:
dtS
dtP
≈ vP d ln vS
vS d ln vP
. (9.2)
Therefore, the change in S-wave delay time versus P-wave delay time (figure 9.7) gives
a handle on the fractional change in velocities. The best linear fit for the complete data set
gives dtS/dtP = 2.562 ± 1.265 and an intercept of 1.111. After exclusion of some outliers
(shaded area in figure 9.7), the fit is enhanced to dtS/dtP = 3.062± 1.036 and an intercept of
0.8814. This slope is comparable with global values found by Bolton &Masters [2001]. They
find 3.1 for shallow turning waves (670–1100 km), deeper turning waves lead to higher val-
ues up to 7.2. This verifies the upper mantle as the main source for the travel time residuals.
The offsets of the best-fit line (y-axis intercept) can be explained by slower average S-wave
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velocity in the study region compared to the reference model. However, results are poorly
constrained and data broadly scattered.
As is evident from equation 9.2, knowledge of the vP/vS-ratio is necessary to convert the
observed S/P ratio from travel time residuals into the ratio of the logarithmic derivatives.
Taking an average uppermantle vP/vS-ratio of 1.81 from the ak135 referencemodel [Kennett
et al., 1995] leads to d ln vS/d ln vP of 1.41 or 1.69 for the full dataset with andwithout outliers,
respectively.
FIGURE 9.8 Calculated fractional
velocity changes, here called RS/P,
for different adiabats (lines), compared
to seismological observations (dark
grey shaded areas), figure from Cam-
marano et al. [2003].
Seismological derived fractional velocity changes
for the upper mantle show a preponderance of
d ln vS/d ln vP = 1.7 [e.g. Robertson & Woodhouse,
1996; Bolton & Masters, 2001; Schmid et al., 2004].
Cammarano et al. [2003] calculate values for the up-
per mantle between 1.3 and 2.2, overlapping with the
range of seismological observations (figure 9.8). They
state that the values are more sensitive to temperature
changes than to compositional changes. This agrees
with Isaak et al. [1992], who conclude that tempera-
ture and pressure effects can explain logarithmic ra-
tios up to about 2.5. Hammond & Humphreys [2000]
conclude that fractional velocity changes between 1.2
to 1.3 are an indicator for temperature anomalies,
whereas high values around 2.2 indicate the presence
of partial melt.
In the attempt to look for regional variations, data are split up into the three distinct re-
gions identified in the anisotropy analysis (cf. figure G.1, table G.1). This leads to slopes
of dtS/dtP = 1.738 ± 0.8993 for the CVR and dtS/dtP = 2.555 ± 1.289 for eastern North
Island (figure 9.9). There is not sufficient data for western part of the CNIPSE line to
get results for western North Island. The values obtained lead to logarithmic ratios of
d ln vS/d ln vP = 0.96 for the CVR and d ln vS/d ln vP = 1.41 for eastern North Island. These
values agree with fractional changes in velocities derived from local earthquake tomogra-
phy [Reyners et al., 2006] of about 1 in the backarc and 1.3 the arc region. Such low logarith-
mic ratios are characteristic for texturally equilibrated partially molten rock [Takei, 2002].
However, the values depend on the aspect ratio of the melt inclusion. Logarithmic ratios of
1 to 1.7 correspond to aspect ratios from 0.1 to 0.01. Melt inclusions with these aspect ratios
yield anisotropy of 10 to 20% (cf. section 7.6.1) and are sufficient to explain the observed
high anisotropy in the CVR (cf. section 5.4). Lower aspect ratios (∼ 10−3 ) give values up to
2.25.
Additional evidence for anomalous vP/vS-ratios comes from active source seismic stud-
ies. Ray-tracing to fit first P-arrivals results in large residuals for S-phases (up to 2.4 s) in
the area under and west of the TVZ [Harrison &White, 2006]. Only the inclusion of anoma-
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FIGURE 9.9 Regional S/P delay
time ratio, for CVR (orange) and
eastern North Island (blue). Data
is shown as points, solid lines show
best linear fit, dashed line is best fit
excluding outliers in shaded area.
lously high Poisson’s ratios allows matching of first arrivals for both phases.
Temperature changes and the presence of melt and water have a strong influence on the
fractional change in velocities. In the subduction zone setting, both factors will account for
parts of the observed velocity decrease ratios [Nakajima et al., 2005]. Further investigations
are needed to distinguish the exact influence of temperature and the percentage and aspect
ratio of partial melt.
9.4.3 Anisotropic velocities
Previous interpretations (sections 9.4.1 and 9.4.2) are based on the assumption of isotropic
subsurface structure. Under this assumption, travel time residuals can be used to produce
traditional tomographic depth images. But information about directional variations is lost
in tomography. Working with travel time residuals has the advantage of displaying the
effect of backazimuthal variations, which provide important information on P- and S-wave
average isotropic, as well as anisotropic seismic properties.
Backazimuthal variations in travel time residuals are observed in the CNIPSE data set.
Even though backazimuthal variations include the effects of inhomogeneities elsewhere
along the ray path, consistent variations across an array can be related to local structure
beneath the stations. Westerly arrivals give negative relative residuals, decreasing from
west to east. Easterly events give positive relative travel time residuals, increasing from
west to east. This implies an increased apparent velocity for waves arriving from west to
northwest. Increasing velocities from west to east for events arriving from northwest were
noticed before [Robinson, 1976] at fourteen permanent stations on North Island. They were
interpreted as due to the influence of the higher velocity slab, acting as a waveguide. How-
ever, for teleseismic events with steep incidence angles a predominant travel path through
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the slab is not expected (figure 9.6). Still, a slightly longer travel path for westerly phases can
be explained through the westward dip of the slab. Travel time residuals for waves arriving
from easterly directions, in contrast, are more consistent, as travel path lengths through the
slab to stations along the array for these phases are more equal. Details about the exact ray
path depend on a combination of parameters such as incidence angle, slab dip and length
and velocity contrast, and can only be determined with ray tracing.
Directional variation of P-wave travel time residuals with event backazimuth can be an
indicator for anisotropy. Therefore, the analysis of travel time residuals often accompanies
and expands shear-wave splittingmeasurements [Babuška et al., 2002; Plomerová et al., 2006;
Sileny & Plomerová, 1996; Vecsey et al., 2007; Bokelmann & Silver, 2000]. When comparing
both techniques, it is important to consider the different nature of P- and S-waves. Teleseis-
mic P-wave travel time residuals are not affected by anisotropy with horizontal symmetry,
as they travel almost vertically and are polarised along the travel path. But dipping sym-
metry can have strong effects. Therefore, teleseismic P-wave travel time residuals can be
an indicator of dipping symmetry axis. However, modelling of the observed shear-wave
splitting did not favour dipping axes for the main part of the travel path (chapter G.2). If
dipping axes can be excluded, the variations must be related to isotropic velocity changes.
On the other hand, a thin dipping anisotropic layer on top of the slab (e.g. McKenzie [1979])
might not be seen in teleseismic shear-wave splitting, but could influence local phase ar-
rival times. In contrast to teleseismic P-waves, shallow incidence local P-waves (figure 9.6)
are more strongly influenced by anisotropic structure with horizontal symmetry axis. This
could explain higher travel time residuals with shallower incidence angles (figure 9.5).
In the CVR, the region with the strongest changes in travel time residuals, shear-wave
splitting measurements also show strong anisotropy (chapter 5). In warm regions, with
low velocities and high anisotropy, P-delays and splitting are expected to be positively cor-
related [Schmid et al., 2004]. This is confirmed by tomography results, where changes in
velocities correlate well with changes in anisotropy and large delay times correlate with low
velocities [Gök et al., 2003]. But, in the presence of anisotropy, waveforms get distorted (as
the fast and slow component overlap), which complicates measuring travel time residuals
and increases errors. Further to the east, shear-wave splitting presents a more average, con-
sistent anisotropy. This correlates with high, slowly increasing travel time residuals in the
eastern Central North Island. Tomography yields elevated vP/vS ratios under the CVR, and
more average values under eastern North Island (cf. figure 5.6) [Reyners et al., 2006].
P- and S-phases from westerly backazimuths, almost perpendicular to the trench, arrive
earlier than from other backazimuths (figures 9.4 and 9.5). This observation is not consistent
with a cause due to anisotropy observed in central North Island. Moreover, it contradicts
trench-parallel fast polarisation found from shear-wave splitting (chapter 5.4) of teleseismic
events. However, local events give trench-perpendicular fast polarisation in the CVR, which
fits in better with advanced arrivals from the west. The differences in fast polarisations
found from local and teleseismic waves is suggested to be due to frequency dependence
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caused bymelt-filled inclusions (section 5.5.2). Martynov et al. [2004] also find contradictions
between fast polarisations determined from travel time residuals of P-waves and shear-
wave splitting and suggest frequency dependence as a possible explanation. Anisotropy
caused by shape-preferred orientation and probably also slab anisotropy show horizontal
symmetry axes. This could help to explain the stronger effect of the backazimuthal depen-
dence on the S-phases and the higher delays for shallower P-waves. Additionally, structural
variations probably contribute to observations, as mentioned above (cf. section 9.4.1)
9.5 Conclusion and Outlook
The observed directional changes in travel time residuals together with possible regional
differences motivated a more detailed shear-wave splitting study across the CNIPSE ar-
ray (chapter 5) including new data from its western extension (section 4.1.3). This track then
became a study in itself. A more complete study of travel time residuals will be a powerful
addition to mantle structure in central North Island.
The preliminary results discussed give evidence for lateral structural and velocity changes
(section 9.4.1), fluid and/or melt (section 9.4.2) and anisotropy (section 9.4.3). The exact
contribution from each of these causes to the total of the observed travel time residuals
cannot be clarified at this stage and need to be examined in a future study.
The future study would profit from the vast data set available now for central North Is-
land, including theWCNIPSE temporary deployment and data from the permanent national
network (GeoNet). A more detailed travel time residual study could help to enhance the
velocity model of central North Island by testing and correcting existing crustal [Stratford
& Stern, 2006; Harrison & White, 2006] and mantle [Reyners et al., 2006] velocity models.
Furthermore, a more thorough evaluation of the velocity decrease ratios can give infor-
mation about temperature, presence of partial melt and aspect ratios of inclusions. Scale
length of heterogeneities can be estimated by the additional evaluation of frequency depen-
dence of travel time residuals [Schmid et al., 2004]. Finally, to extend the joint analysis of
travel time residuals and shear-wave splitting, an anisotropic tomography study could be
attempted [e.g. Eberhart-Phillips & Henderson, 2004].
Improvements to the processing method suggested here can be achieved through better
application of corrections. Furthermore, S-wave travel time residuals can be evaluated on
the transverse component, to reduce the influence of waveform distortion from converted
phases. Additional advances in the evaluation of travel time residuals could result from
reducing the correlation window around the phase onset. The scatter in the data caused
large uncertainties in the determination of the fractional changes in velocities (section 9.4.2).
Amore extended data set is necessary to constrain results and to look for regional variations
in S/P ratios.
An enhanced evaluation of the exact travel paths for the different phases is necessary for
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a more detailed interpretation of the source of the observed travel time residuals. The finite
difference model used to generate syntheticwaveforms for shear-wave splitting (section 6.2)
could be improved by adjusting velocities and structural details to more concrete values for
central North Island [Stratford & Stern, 2006; Harrison & White, 2006; Reyners et al., 2006].
This would allow for a combined model of travel time residuals and anisotropy and provide
better constraints for model parameters. The elastic tensors needed for the new model can
be derived by Reuss-Hill-averaging (chapter 3) and analytical modelling, as described in
chapter 7. Additional results from other methods such as Pn studies, indicating azimuthal
variations in velocity, and receiver functions, imaging conversion interfaces (seismic velocity
discontinuities), can accompany findings and further constrain the upper mantle model of
the complex subduction zone setting under central North Island.
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Chapter 10
Conclusions
This thesis investigates relations between anisotropy, subduction zone dynamics and the
presence of melt in the Hikurangi subduction zone, central North Island, New Zealand. In
particular, details about the anisotropic structure and characteristics have been identified
using shear-wave splitting measurements, analytical and finite difference modelling, and
different methods to evaluate frequency dependent anisotropy. The principal findings of
this study are summarised as follows:
• Strong lateral anisotropic changes across the Hikurangi arc setting in central North
Island are identified by shear-wave splitting measurements. The observations divide
the central North Island into three distinct anisotropic regions: 1.) The forearc region,
eastern North Island, with shear-wave splitting measurements consistent with south-
ernNorth Island; trench-parallel fast polarisation for teleseismic and local shear-waves
and delay times around 2 to 2.5 s for teleseismic. 2.) The arc/backarc region, Central
Volcanic Region (CVR), with anomalous high delay times of up to 4.5 s and trench-
parallel fast polarisation from teleseismic phases. 3.) The far backarc region, western
North Island, with no apparent anisotropy identified from teleseismic phases.
These regions of observed changes in anisotropy correlate well with other changes
in geophysical properties occurring in the CVR and western North Island such as
in gravity, attenuation, velocity (S, Pn) and heat flow. These changes are attributed
mainly to the influence of the hot, melt- and volatile-rich mantle wedge under the
CVR and small-scale convection processes or vertical flow under the westernNorth Is-
land, probably caused by lithospheric delamination of the upper mantle. The western
boundary of the CVR marks a change between high anisotropy in the mantle wedge
and apparent isotropy under western North Island. Trench-parallel subslab mantle
flow contributes about 2-3 s of delay times (as observed in the forearc region) to the
overall anisotropy. Contributions of fossil slab anisotropy are possible.
• The two-dimensional finite differencemodelling applied to the anisotropic upperman-
tle structure under the central North Island proves to be a sufficient tool to test sug-
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gested interpretations for shear-wave splittingmeasurements. The possibility of defin-
ing different anisotropic domains without the restrictions of horizontal layers allows
us to incorporate a realistic model of the Hikurangi subduction zone. The full wave
propagation from different backazimuths takes effects such as Fresnel zone sampling
and wavefront healing into account.
The preferred model determined by the finite difference method explains the shear-
wave splitting observations across the CNIPSE line with a depth structure comprising
four domains of very different anisotropic character: an isotropic backarc region un-
der western North Island, a highly anisotropic (∼10%) mantle wedge under the CVR,
an isotropic slab and a subslab mantle with average anisotropy (3.5%). All anisotropic
regions have trench-parallel fast orientations. While the model supports most of the
main interpretations argued before, such as the high anisotropy in the mantle wedge
and the apparent isotropy in the far backarc, it excludes the idea of considerable
anisotropy in the slab.
• The presence of melt in the mantle wedge can account for two of the outstanding
anisotropic characteristics of central North Island: the large teleseismic delay times
and a frequency dependence of shear-wave splitting parameters. The various small-
scale analytical approaches to model melt inclusions in mantle materials show that
small percentages of melt (about 2%) are sufficient to account for the strong anisotropy
needed in the mantle wedge below the CVR. The modelling results put a constraint
on the properties that are realistic in the presence of melt and justify the up to 10%
anisotropy used in the large-scale finite difference models. However, the complexity
of models prevents more detailed interpretation in consideration not to over-interpret
the data.
The geometry of the melt inclusion is an important factor for the strength of the de-
rived anisotropy, but is still an unknown parameter for partial melt occurrence in the
mantle wedge. However, the presence of connected pathways such as pores, frac-
tures or dykes is required to allow melt to surface at active volcanoes. Connectivity
plays a significant role for the generation of frequency dependent effects. The applied
frequency dependent model requires aligned large-scale heterogeneities on the order
of tens of metres to match observed changes in the local and teleseismic frequency
ranges, but the cause of the discrepancy remains unsettled.
• The proposed frequency dependence is difficult to establish for central North Island.
Teleseismic events proved not to be ideal for a detailed, systematic frequency depen-
dent analysis, as the frequency range covered is not broad enough to overlap with the
frequency range of local events. Furthermore, it is expected that the large Fresnel zone
of the low frequency teleseismic waves smear out regional frequency dependent ef-
fects, such as suggested for the CVR. However, considering the complete North Island
data set, a general trend towards smaller delay times for higher frequency is observed.
This trend is fitted with a gradient of about -3 s/Hz. Fast polarisations stay constant
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over the analysed frequency range. This is consistent with the presence of a single pre-
ferred inclusion orientation. Nonetheless, the fact that fast polarisations for teleseismic
and local shear-wave splitting measurements are perpendicular can be considered as
frequency dependence, caused by the presence of two preferred inclusion orientations
of different scale. The difference in scales is inferred to be on the order of more than
a magnitude, in accordance with the frequency difference. Thus, with the scale length
from the delay times determined to be about tens of metres, the smaller scale cracks
should be less than the metre scale.
Aligned large-scale melt-rich inclusions provide a suitable explanation for frequency
dependent anisotropy across central North Island. They need to occur in steeply dip-
ping planes to affect vertically travelling shear-waves. The high volcanic productivity
of the TVZ could be the result of the effective melt transport provided by such melt-
rich channels or dykes. Shear-strain could support the development of these melt-rich
layers, which in turn, could support the active rifting in the backarc region of the
Hikurangi subduction zone.
Overall, this study stresses the importance of considering different scale heterogeneities
for a comprehensive understanding of seismic anisotropy. Direct extrapolations from mea-
surements on hand samples in the lab to field observations on much larger scale are not
always valid and intermediate mesoscale patterns need to be incorporated into interpreta-
tions. Particularly in the presence of melt, microscale measurements are no longer suffi-
cient to describe the overall anisotropy of the structures as they are sampled by teleseismic
shear-waves. Differences in mesoscale melt geometry (e.g. dykes, channels) could provide
an additional explanation for the large variations in subduction zone anisotropy observed
worldwide.
The preliminary study on travel time residuals identified interesting pattern across the
Hikurangi subduction zone. Travel time residuals reach high values (up to 10 s) and display
backazimuthal variations. The tentative interpretation shows ways to examine these results
for information about the velocity structure. Moreover, the differences in P- and S-waves can
yield valuable information on melt distribution and geometry. This establishes the study of
travel time residuals as suitable addition to the shear-wave splitting study and suggests a
more detailed examination of travel time residuals across the CVR as a future project.
Several additional opportunities for future research emerged during the course of this
study. They mainly refer to the extension of the powerful finite difference method for
anisotropic wave propagation:
• The introduced analytical modelling approaches provide full synthetic tensors for me-
dia with melt inclusions. These could be incorporated into the finite difference mod-
elling for an even more realistic model set up, which might further improve results.
• To exploit the full potential of the finite difference model, the preferred model should
be extended into the slab-parallel third dimension. This would allow the inclusion of
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the large amount of shear-wave splitting measurement from the lower North Island
into the modelling. Moreover, actual results from other North Island studies, such as
structure determined from receiver functions, tomography and active source surveys,
and percentage anisotropy from local shear-wave splitting could be implemented.
• Hydrous phases such as chlorite and serpentinite are highly anisotropic [Mainprice,
2007]. However, their influence on subduction zone anisotropy is only slowly becom-
ing recognised [e.g. Kneller et al., 2008] and is still poorly understood. The inclusion
of hydrous regions could further refine the finite difference model structure.
• Finally, the systematic frequency dependent analysis should also be applied to local
phases recorded on broadband stations. This could provide valuable information
about frequency dependent effects in the missing intermediate frequency range be-
tween teleseismic and local phases.
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APPENDIX A
Elastic tensors
The following table gives some published full elastic tensors for mantle material, as they can
be used in the finite difference code [Boyd, 2006]. The first olivine tensor is the one provided
with the code, and has been used in the modelling in chapter 6.2 to describe average olivine
properties. The first xenolith is the North Island xenolith found near Raglan, with properties
derived by Duclos [2005]. The references cited are:
1 - Duclos [2005]
2 - Boyd [2006]
3- Abramson et al. [1997]
4 - Bascou et al. [2001]
5 - Ben-Ismaïl et al. [2001]
6 - Chai et al. [1997]
7 - Pera et al. [2003]
8 - Ismaïl & Mainprice [1998]
9 - Vauchez et al. [2005]
10 - Collins & Brown [1998]
11 - Kumazawa & Anderson [1969]
12 - Mainprice & Silver [1993]
13 - Zhang & Karato [1995]
14 - Kumazawa [1969]
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APPENDIX C
Processing details
This chapter provides an introduction into the raw data processing. A manual with full
details about all the single processing steps was assembled during the course of this thesis
and is attached as a supplement.
C.1 ORION processing
The standard Orion processing starts with downloading the data from the disk via a SCSI
port onto a PC system. There, data get decompressed using the DOS program “rbtrim”.
Then, the directory called “USER” needs to be changed to a name unique to the station fol-
lowing the structure: O<ORION-number>D<DISK-number><Station-name>. As the main
preprocessing routines are based on UNIX software, the whole directory is then copied onto
a UNIX system. All downloads from the different stations should be located in the same
(experiment) directory.
The first processing routine to be used (“mkresponse”) creates response files (cf. section 4.2.2
and appendix C.3). Then, state of health information and station locations are extracted and
placed in the experiment directory using the program “summarize”. Data extraction can be
done in three ways. The program “extractall” extracts the complete data set and combines
24-hour blocks into SEED data format in a directory called “daily”. The program “extractlo-
cal” extracts local events triggered by the internal Orion trigger. However, the way to extract
the desired data is to use earthquake catalogue data. Local events are taken from GeoNet
(www.geonet.org.nz), recent teleseismic events from IRIS
(www.iris.washington.edu/pub/HYPOS/QED_daily) and older teleseismic events from ISC
(www.isc.ac.uk), because of revised locations and timing. The event catalogues need to be
converted in a format suitable for the Orion software. Then, the events to be extracted are
selected depending on their distance and magnitude and combined into “blocks” (table 4.1.
This is done using the program “weed”. The program “extractsummary.pl” then creates sum-
mary files and extracts the event data into SEED files. For each block, the SEED files are
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moved into a corresponding subfolder of a directory called “global”.
C.2 REF TEK processing
Raw data get downloaded onto the computer system into a data directory named after the
REF TEK DAS number. The first thing to do is running “rt130cut” to merge and format all
the single data files. One single (“.ref”) data file for each DAS is created. Then data can be
converted into m(ini)seed format using “ref2mseed”. Once the data files are generated, the
timing should be checked for the recorded data. This is done with the Passcal routine ‘‘re-
frate” using the “.log”-file. The output is a “.pcf”-file, which will later be used to correct for
timing errors. There are two options to correct the timing: correcting the full data file using
“clockcor” or correcting single events while extracting earthquakes using the “-c” option in
“eqcut”. Because of these two options it is important to ensure to apply the REF TEK clock
correction only once to any given file. A Passcal routine called “position” calculates station
locations from the GPS logs. Station locations can be included into the headers later. Mseed
data can only contain four header values: time, station, network and channel. To list them,
use “mseedhdr”; to edit them, use “mseedmod”.
The next step is to cut data and extract events using “eqcut”. The routine uses input files
and can therefore cut many events in one single process. A UNIX shell script to create these
input files is “mkeqcut”, which needs an event list in the same format as “weed” in the Orion
processing uses. It will sort these events in different blocks according to their magnitude
and distance (table 4.1). The outputs are event files for each block and DAS and a DAS file
to be used by eqcut. In the last step the cut event data get converted into SAC format, using
“ms2sac”. In this step the station locations are included into the headers.
C.3 Instrument correction details
To create the files containing the instrument response for Orions, the routine “mkresponse”
is generally used. It is based on another routine called “response”, which is available from
Nanometrics. “mkresponse” modifies the general response files created by “response” in four
places: name of response file, sign of normalisation factor in stage 1, gain or sensitivity in
stage 1, and input sampling rate. These changes are based on an input file named after
the serial number of the sensor, e.g. T4430.BBE.corr, containing all the instrument specific
data. Currently, in the VUW system, these files only exist for sensors number: T4430, T4431,
T4432, T4433, T4788, T4C49 and T41076. Therefore, the standard preprocessing only works
for these sensors.
If the standard processing cannot be applied, the response files need to be created manu-
ally. In this case it is best to use “mkresponse” to create a default response file and alter the
following:
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1. The name of the default file (default.BBE.rsp) should be changed corresponding to the
sensor serial number (e.g. T4433.BBE.rsp), also in the file itself.
2. The normalisation factor A0 (normalised to 1) has to be changed for stage 1, which
describes the sensor (seismometer) and is the same for all three components.
3. The sensitivity or gain in stage 1 (seismometer sensitivity) has to be in units of V/m/s
(velocity output) and is different for all three components. It can be found in the cali-
bration sheet.
4. The sensitivity or gain in stage 2 describes the amplifier and is therefore just a constant
factor and independent on the sensors. Its value for the Orions is 1.6. The gain or
sensitivity in stage 3 describes the analogue lowpass filter of the digitiser (Orion) and
can be calculated using the Orion sensitivity and the gain from stage 2:
gain(stage3)[V/bits] =
1
Orion sensitivity [V/bits] ∗ gain (stage2)[] (C.1)
Values also differ for different components.
5. Poles and zeros have to be in units of rad/sec, if “type of stage” in the response file is
specified as A. Multiplying by 2π converts from Hz to rad/sec. As the filter in stage 2
is constant, they only need to be given in stage 1 for the sensor.
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APPENDIX D
Data
D.1 Event lists
D.1.1 Event used for shear-wave splitting analysis
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DATA
D.1.2 Event used for travel time residuals analysis
TABLE D.2 Events used for travel time residuals analysis. Lat=Latitude, Lon=Longitude,
M=Magnitude
Date Time Lat Lon Depth M Phase
(yyyy/mm/dd) (hh:mm:ss) (◦) (◦) (km)
2001/01/13 17:33:34.58 12.9970 -88.7290 83 6.3 P, S
2001/01/14 08:58:25.80 22.1050 143.8360 94 5.7 P
2001/01/15 05:52:15.80 -40.3380 78.3300 10 5.5 P, S
2001/01/19 08:10:16.32 -11.7050 166.3610 63 5.7 P
2001/01/26 03:16:40.26 23.4420 70.3100 16 6.9 P
2001/01/29 23:21:25.62 -0.7170 133.2840 33 5.7 P
2001/02/13 19:28:30.48 -4.7540 102.4780 33 6.2 P, S
2001/02/15 12:47:00.7 -5.583 148.309 178 5.7 P
2001/02/16 05:59:09.60 -7.1380 117.4870 527 5.9 P, S
2001/02/24 07:23:50.49 1.3340 126.3350 56 6.5 P
2001/02/28 12:30:18.01 -21.9920 170.1330 34 5.8 P
2001/03/06 09:17:36.42 -54.5310 157.2770 10 5.8 P, S
2001/03/14 18:56:21.69 0.3940 121.9230 135 5.7 P
2001/03/15 13:02:44.00 -32.3520 -71.4810 53 6.1 P
2001/03/24 06:27:53.85 34.0950 132.5520 52 6.3 P, S
2001/04/09 09:00:57.28 -32.7540 -73.1500 10 6.1 P, S
2001/04/19 21:43:42.56 -7.4100 155.8390 17 5.8 P, S
2001/04/28 04:49:51.92 -18.0590 -176.9370 341 6. P
2001/05/09 17:38:26.06 -10.3660 161.2520 33 5.9 P
2001/05/24 18:07:57.0 -38.836 175.210 261 5.5 P, S
2001/05/28 08:37:06.25 -6.6220 132.3260 49 5.9 P
2001/06/03 02:41:58.44 -29.6810 -178.6150 188 6.7 P
2001/06/05 09:00:09.50 -6.8840 146.3380 33 5.8 P
2001/06/05 15:13:58.25 -6.7900 146.4210 10 5.9 P
2001/06/23 20:33:09.3 -16.3030 -73.5610 2 6.7 P
2001/06/26 04:18:32.7 -17.8310 -71.6300 33 6.1 S
D.2 Spectra
Spectra are created from the single event phases used in the shear-wave splitting analysis
and then stacked, to obtain an average spectrum characteristic for the phase.
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SPECTRA
(a) Fast (b) Slow
FIGURE D.1 Average spectrum for SKS-phases
(a) Fast (b) Slow
FIGURE D.2 Average spectrum for S-phases
(a) Fast (b) Slow
FIGURE D.3 Average spectrum for ScS-phases.
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APPENDIX E
Shear-wave splitting results
E.1 Results from automated splitting code
The following table lists the single shear-wave splitting results discussed in chapter 5.
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RESULTS FROM AUTOMATED SPLITTING CODE
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E.2 Shear-wave splitting analysis using SplitLab
During the course of this study, a new code to perform shear-wave splitting measurements
called SplitLab [Wüstefeld et al., 2008] was in development and tested on North Island data.
The code is Matlab R© based with an intuitive graphical interface. The code delivers shear-
wave splitting parameters derived with two different shear-wave splitting methods, the
method by Silver & Chan [1991], as used in the main part of this study (cf. chapter 5) and
a cross-correlation method [Levin et al., 1999]. Comparison of the two splitting parame-
ter pairs provides the advantage of easier identification of stable results and null measure-
ments [Wüstefeld & Bokelmann, 2007].
The SplitLab code is now robust and published [Wüstefeld et al., 2008]. It is a useful tool
to get a good handle on shear-wave splitting analysis and for quality assessment. However,
the process cannot be automated and identification of the best-fit window depends on the
subjectivity of the analyst.
For this study, comparison of the automated results (table E.1) with the SplitLab results (see
table below) gives further proof of the stability of the analysis.
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APPENDIX F
Analytical small-scale modelling
F.1 Tandon and Weng theory - Terms
The following terms are used in the calculations:
A = 2B2B3− B1(B4 + B5), (F.1)
A1 = D1 (B4 + B5)− 2B2, (F.2)
A2 = (1+ D1)B2− (B4 + B5), (F.3)
A3 = B1− D1B3, (F.4)
A4 = (1+ D1)B1− 2B3, (F.5)
A5 = (1− D1)/(B4− B5) (F.6)
B1 = cD1 + D2 + (1− c)(D1S1111 + 2S2211), (F.7)
B2 = c+ D3 + (1− c)(D1S1122 + S2222 + S2233), (F.8)
B3 = c+ D3 + (1− c) [S1111 + (1+ D1)S2211] , (F.9)
B4 = cD1 + D2 + (1− c)(S1122 + D1S2222 + S2233), (F.10)
B5 = c+ D3 + (1− c)(S1122 + S2222 + D1S2233) (F.11)
D1 = 1+ 2(µ1 − µ0)/(λ1 − λ0), (F.12)
D2 = (λ0 + 2µ0)/(λ1 − λ0), (F.13)
D2 = λ0/(λ1 − λ0) (F.14)
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Furthermore, Eshelby’s tensor [Eshelby, 1957] is defined as:
S1111 =
1
2(1− ν0)
„
1− 2ν0 + 3α
2− 1
α2− 1 −
„
1− 2ν0 + 3α
2
α2− 1
«
g
«
(F.15)
S2222 = S3333 =
3
8(1− ν0)
α2
α2− 1 +
1
4 (1− ν0)
„
1− 2ν0 − 94(α2− 1)
«
g (F.16)
S2233 = S3322 =
1
4(1− ν0)
„
α2
2(α2 − 1) −
„
1− 2ν0 + 34(α2 − 1)
«
g
«
(F.17)
S2211 = S3311 = − 12(1− ν0)
α2
α2− 1 +
1
4(1− ν0)
„
3α2
α2− 1 − (1− 2ν0)
«
g (F.18)
S1122 = S1133 = − 12(1− ν0)
„
1− 2ν0 + 1
α2− 1
«
+
1
2(1− ν0)
„
1− 2ν0 + 32(α2− 1
«
g (F.19)
S2323 = S3232 =
1
4(1− ν0)
„
α2
2(α2 − 1) +
„
1− 2ν0 + 34(α2 − 1)
«
g
«
(F.20)
S1212 = S1313 =
1
4(1− ν0)
„
1− 2ν0 − α
2
+ 1
α2− 1 −
1
2
„
1− 2ν0 − 3(α
2
+ 1)
α2− 1
«
g
«
(F.21)
with
g =
α√
α2− 13
(
α
√
α2− 1− cosh−1α
)
or (F.22)
g =
α√
α2− 13
(
cos−1α− α
√
1− α2
)
for disc-shaped inclusions. (F.23)
F.2 Thomsen parameter
Thomsen [1986] introduced new notation to describe transverse isotropy. He uses five pa-
rameters, two elastic moduli (vertical P- and S-velocity) and three dimensionless measures
of anisotropy, combined from elastic moduli. One of their advantages is that they reduce to
zero in the isotropic case.
The vertical P- and S-velocities can be written as:
α0 = vP (0◦) =
√
c33
ρ
(F.24)
β0 = vSV (0
◦) = vSH (0◦) =
√
c44
ρ
(F.25)
The new three parameters are defined as:
ǫ =
c11− c33
2c33
(F.26)
γ =
c66− c44
2c44
(F.27)
δ∗ =
1
2c233
[
2 (c13 + c44)
2− (c33− c44) (c11 + c33− 2c44)
]
(F.28)
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The wave speeds can then be written as:
vP(θ) = α0
√
1+ ǫ sin2θ + D(θ) = α0aP(θ) (F.29)
vSV(θ) = β0
√
1+
α20
β20
ǫ sin2θ− α
2
0
β20
D(θ) = β0aSV(θ) (F.30)
vSH(θ) = β0
√
1+ 2γ sin2θ) = β0aSH(θ), (F.31)
with
D(θ) =
1
2
√
q2 + 4 δ sin2θ + 4 sin4θ
[
ǫ
(
q+ e
)− δ]− q
2
(F.32)
and
q = 1− β
2
0
α20
=
c33− c44
c33
. (F.33)
In the case of weak anisotropy and small phase angles, equation F.32 can be developed
in a Taylor series. “Weak” anisotropy is defined as ε, γ, δ≪ 1 or 10–20% [Thomsen, 1986].
Thus, equation F.31 reduces to:
vP(θ) ≈ α0 (1+ δ sin2θ cos2θ + ǫ sin4θ) (F.34)
vSV(θ) ≈ β0
(
1+
α20
β20
(ε− δ) sin2θ cos2θ
)
(F.35)
vSH(θ) ≈ β0 (1+ γ sin2θ) (F.36)
In the special case of vertical incidence (θ = 0◦), these equations reduce to:
vP(0◦) ≈ vP0 (F.37)
vSV(0◦) ≈ vS0 (F.38)
vSH(0◦) ≈ vS0 (F.39)
And the special case of horizontal incidence (θ = 90◦), these equations reduce to:
vP(90◦) ≈ vP0(1+ ε) (F.40)
vSV(90◦) ≈ vS0 (F.41)
vSH(90◦) ≈ vS0(1+ γ) (F.42)
This fifth elastic parameter δ∗ can now be replaced with the simpler parameter δ:
δ =
(c13 + c44)
2− (c33− c44)2
2c33(c33 − c44) (F.43)
Here, θ is the angle between the wavefront normal and the symmetry axis and the pa-
rameters ε and γ are defined as the fractional differences between the P- and the S-wave
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FIGURE F.1 Frequency dependent shear-wave anisotropy for propagation direction of 70◦. Cracks filled
with brine with varying micro-crack density εc of A) 0.08, B) 0.06, C) 0.04, D) 0.02.
velocities, respectively, in the vertical and horizontal directions:
ε =
vP(90◦)− vP(0◦)
vP(0◦)
(F.44)
γ =
vSH(90◦)− vSV(90◦)
vSV(90◦)
=
vSH(90◦)− vSH(0◦)
vSH(0◦)
F.3 Modelling frequency dependent anisotropy
F.3.1 Testing the Matlab R© code
This section describes the problem with the Matlab R© code written for the frequency de-
pendent analysis based on Chapman’s papers [Chapman, 2003; Chapman et al., 2003] and
shows calculations based on the code as a work in progress. The calculations in section 7.6.2
are based on a Fortran77 code, kindly provided by Mark Chapman (personal communica-
tion).
To test theMatlab R© code, first calculations were runwith input parameters given in Chap-
man [2003] and Chapman et al. [2003]. But the published results could not exactly be repro-
duced. The calculations in the code were checked by several reviewers, and a mistake could
not be found. Instead, two misprints were discovered in the two publications by Chap-
man: Equation A.13 [Chapman et al., 2003] has a negative sign in the expression 3(1− Kc)
in the denominator within the parentheses, while equation 37 [Chapman, 2003] has a pos-
itive sign in it. This should not be a concern, as Kc = 0 is assumed. A second misprint
gives a factor 4/5µ2 in equation A.16 [Chapman et al., 2003], while equation 58 [Chapman,
2003] has 4/15µ2. The input of either of the latter expression leads to higher velocities and
anisotropies in the calculations. The notation from Chapman et al. [2003] is used for the fol-
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(a) Published in Chapman et al. [2003], Fig. 7
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FIGURE F.2 Frequency dependent quasi-shear velocity for propagation direction of 45◦ for different crack
fills, micro-crack density εc = 0.05 and porosity φp = 0.1.
lowing calculations. An additional misprint stated by Chapman (personal communication)
refers to the final diagram with the different attenuations (figure 10 in Chapman [2003]). It
states that it has been calculated for 3 kHz, but was actually calculated for 30 kHz.
It cannot be ruled out that there is a misprint or misunderstanding in the way the in-
put parameters are given in the publications or used here. Generally, the results from the
Matlab R© code show the expected trends (figures F.1 and F.2), but fail to reproduce the ex-
act numbers. Published results (figure F.2(a)) show anisotropy for different crack densities
falling to a common value at the highest frequencies. Every set of lines in the plots with
different crack densities attempted to reproduce has lines that are subparallel to each other,
never falling to a common value (figure F.2(b)). This occurs independently of the porosi-
ties used. A broader range in anisotropies, ranging from 2 to 13% for brine, is reproduced
compared to the published values ranging from 3 to 6%. The change in anisotropy occurs
over the same frequency range as in published graphs. The graphs reproducing figure 7
(figure F.3(b)) have a similar shape, and the changes in velocity occur in the same frequency
range as observed for the three different fluids in the original graphs (figure F.3(a)). But all
the reproduced absolute velocities are lower than the published ones.
F.3.2 Frequency dependent elastic parameters
C1111 = (Λ+ 2Υ ) (F.45)
−ǫc
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8L2(1− ν)
3µ
+
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(2− ν) µ−
8L2(1− ν)
µ
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G2− 8λκ(1− ν)3µ G3
–
−φp
»
3
4µ
1− ν
1+ ν
„
3λ2 + 4λµ+
36+ 20ν
7− 5nu µ
2
«
−
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1+
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–
−ǫ f
»
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F1 − 8λ
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The parameters D1,D2,G1,G2,G3, F1, F2, L2, L3 and L4 are given by:
D1 =
ι
3(1+Kc )
+ (1− ι)γ ′− iωτm1+iωτm
(
1
3(1+Kc )
− γ ′
)(
ι+ ιβ1+iωτ f
)
(1− ι)γ + (1−ι)β1+iωτ f +
(
ι+ ιβ1+iωτ f
)(
1+iωγτm
1+iωτm
) (F.50)
D2 =
β
(1+Kc )(1+iωτ f )
(1− ι)γ + (1−ι)β1+iωτ f +
(
ι+ ιβ1+iωτ f
)(
1+iωγτm
1+iωτm
) (F.51)
G1 =
iωτm
(1+ Kc)(1+ iωτm)
(F.52)
G2 =
1+ iωγτm
1+ iωτm
D1− iωτmγ
′
1+ iωτm
(F.53)
G3 =
1+ iωγτm
1+ iωτm
D2 (F.54)
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8
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2) (F.58)
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2
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4
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2 (F.59)
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Further parameters are defined as the following:
Critical stress σc =
πµ r
2(1− ν) (F.60)
Bulk modulus κ = λ+ 23µ (F.61)
Volume fraction of fractures φ f =
4
3 ǫ fπ r (F.62)
Volume fraction of cracks φc = 43 ǫπ r (F.63)
Volume of fractures fv = 43πa
3
f r (F.64)
β =
ιφ f
φc
(F.65)
Kc =
σc
κ f
(F.66)
Kp =
4µ
3κ f
(F.67)
ι =
4
3πǫ
4
3πǫ+ φp
(F.68)
γ =
3π
8(1− ν)

1+ 4ρ
3ρ f
(
vs
v f
)2 (F.69)
γ ′ = γ
1− ν
1+ ν
1
1+ Kp
(F.70)
Greve, 2008 175
ANALYTICAL SMALL-SCALEMODELLING
176 Greve, 2008
APPENDIX G
Two-layer modelling
G.1 Horizontal symmetry axis
Silver & Savage [1994] introduce a method to calculate apparent splitting parameters for
two horizontal vertical isotropic layers (horizontal symmetry axis). Characteristic for this
two-layer case is the π/2 periodicity of the apparent splitting parameters as a function of
incoming polarisation. The apparent delay time varies with incoming polarisation in a non-
intuitive way. In the special case of two layers with parallel fast polarisation, the apparent
delay time is the sum of the two single delay times. If the two fast polarisations are approx-
imately perpendicular, the delay times subtract. An extended version of Silver & Savage
[1994] method is applied here [Savage & Silver, 1994]. It performs a grid search to find the
best two-layer model fitting the observed data points. The search is performed over the
180◦-range of fast polarisations with increments of 10◦ and over delay times up to 4 s with
increments of 0.2 s. The best fit is defined by an L1 norm misfit measure, in order not to
weight outliers as heavily as least-squares (L2). The minimum misfit can be found for either
the fast polarisation Φ, the delay time δt, or the total fit. The total fit is evaluated as the
sum of the single fits, normalised by their standard deviations. Calculations depend on the
dominant frequency of the waveform.
All the good and fair splitting measurements (table E.1), excluding null measurements are
used for the grid search. First, the grid search is performed for the complete data set using
an average frequency of 0.1Hz (cf. spectra in section D.2).
The best-fit models minimising the misfit for delay time, fast polarisation, and the total
misfit consistently give nearly parallel fast polarisation in both layers and delay times be-
tween 0.8 and 1.2 s in each layer (figure G.2). These simple models cannot match all of the
measurements. Especially a group of measurement with initial polarisation between 60 and
90◦ with large delay times and differing fast polarisation cannot be matched with a single
two-layer model for the whole of North Island. Similarly, the apparent systematic variation
of fast polarisations (figure G.2) is not fitted. An additional test model (alltest, table G.1),
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TABLE G.0 Stations included in the
different anisotropic regions used for
anisotropic modelling
CVR
TAUC, TUKC, POIC, KIWC,
TETC, LDEN, SCHC
WNI
WAIC, YUPC, MILC, WULC,
PUKC, PUKC, STEC, YTFC,
VERC, FLYC, PEAC
TOZ, HIZ, WLZA, KUZ
CVR2
TAUC, TUKC, POIC, KIWC,
TETC, LDEN, SCHC, WAIC
WNI2
YUPC, MILC, WULC, PUKC,
PUKC, STEC, YTFC, VERC,
FLYC, PEAC
TOZ, HIZ, WLZA, KUZ
SENI
all but CVR(2) and WNI(2)
FIGURE G.1 Anisotropic regions used for two-layer modelling. Black triangles indicate permanent
GeoNet station, grey triangles temporary (W)CNIPSE stations and white triangles temporary stations from
other deployments. Station WAIC is modelled as part of the CVR in the first model variation (CVR, WNI) and
as part of western North Island (WNI) in the second variation (CVR2, WNI2) (q.v. table G.1). SENI=south
Eastern North Island.
excluding all measurement with fast polarisations Φ > 80◦ does lead to exactly the same
best-fit models, with smaller errors.
The confidence regions (figure G.3) show that the two fast polarisations are well con-
strained against each other, ranging between 20 and 50◦ and therefore implying an accuracy
of ±15◦. The two parameters, delay time and fast polarisation, are well constrained within
the same layer. They show the same accuracy of ±15◦ for delays greater than about 0.5 s,
with a 90◦-ambiguity. But the different parameters are not constrained across layers. This
means that the two layers are interchangeable and therefore independent. Because the split-
ting parameters for both layers are almost identical, this leads to the conclusion that the
best-fit solution for the complete data set is in fact a single layer model.
The wide spread of the data in the mentioned polarisation range makes it hard to find a
good fit with only one two-layer model. A new modelling approach splits the data into the
three different anisotropic regions (figure G.1) identified by the shear-wave splitting analy-
sis (cf. section 5.5.1). Two ways of dividing the data are applied. The first grouping follows
strictly the boundaries of the CVR, so that the CNIPSE stations TAUC to SCHC belong to the
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FIGURE G.2 Best-fit two-layer models for whole North Island. Lines show the expected results for the
two-layer model with best fit to all teleseismic shear-wave splitting measurements for North Island, shown as
circles. Top: Best-fit results to fast polarisation Φ only (left) and delay times δt only (right). Bottom: Best total
fit (Φ and δt).
region of the Central Volcanic Region (CVR) and stations WAIC to PEAC along the CNIPSE
line belong to western North Island (WNI) (table G.1). All the remaining stations are in-
cluded in the third region, in the following called South-Eastern North Island (SENI). The
second version of the regional model moves station WAIC from WNI (now called WNI2)
into the CVR (now called CVR2). This modified partitioning includes only stations where
no splitting is apparent into western North Island and stations with apparent splitting in
the CVR and the southeastern North Island, respectively. As the new partitioning only af-
fects stations on the western boundary of the CVR, region SENI and stations therein stay
the same for both versions. The grid search is performed for data from the different regions
separately. Again, the dominant frequency is set to 0.1Hz.
The results for the two version of the “regional” model with different partitioning show
only minor differences in the best-fit models for CVR and WNI (table G.1). Overall, the fit
of the data points to the model improved slightly by introducing the three regions. A more
detailed comparison including statistical evaluations is disregarded because of the similarity
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FIGURE G.3 95% confidence regions for best-fit model with horizontal symmetry axis for the full
data set (figure G.2). Crosses represent solution within the confidence region.
of results. Figure G.4 shows the best-fit model results in comparison with the data for the
second version of the regional model.
Results for WNI with best fit for fast polarisation and best total fit agree with only a
0.2 s difference in delay time and the order of the layers interchanged. Fast polarisations in
the two layers for both models are perpendicular with one layer showing north-south fast
polarisation and the other east-west. Fast polarisations for the best δt fit model are almost
perpendicular, but about 30◦ different from the other two models. For the CVR, the three
solutions for the different best fits do not agree in any of the layer parameters. The best
model to fit the fast polarisation suggests low delay times of 0.2 s in both layers. On the
other hand, the best-fit model for the delay time and the best total fit model require delay
times of 1.4 s or 1.8 s in the first layer and 1.8 s or 1.0 s in the second, with nearly parallel fast
polarisation. The best two-layer models for the SENI are the same as the results from the
first model for all the data.
A third approach models the data by separating them into different phases to consider
their different dominant frequencies. S- and SK(K)S-phases are modelled with a dominant
frequency of 0.1Hz, whereas ScS-phases are modelled with a dominant frequency of 0.5Hz.
Results for these “phase” models with the three different fit criteria vary widely. No con-
sistent models could be found within any of the results. Most of the models prefer large
differences in fast polarisations and delay times for the two layers (table G.1).
The last modelling approach combines the regional and the phasemodels described above.
It looks for the best model to fit single phase data in the three different regions. Results for
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FIGURE G.4 Best-fit two-layer models for three anisotropic regions in North Island: Western North
Island (green), CVR (orange) and southeastern North Island (blue). Coloured lines show the expected results
for the best-fit two-layer model for teleseismic shear-wave splitting measurements in the three regions, shown
as coloured circles. Top: Best-fit results for fast polarisation Φ only (left) and delay times δt only (right).
Bottom: Best total fit (Φ and δt).
the SKS-phases in all three regions are comparable to results from the regional model includ-
ing all phases. Differences between the three best-fit models are small. For ScS-phases, the
best total fit and the best Φ fit model for WNI consists of two perpendicular layers. The best
total fit and the best δt fit models for the SENI region prefer that one of the layers has zero
delay time. No ScS-phases were measured in the CVR; therefore, there is no such model for
the CVR. Models for S-phases in the CVR vary widely. But the best total fit model gives the
same fast polarisation of 30◦ and 40◦ as found before with the most general model for the
complete data set. For the SENI model, results for the best δt fit model and the best total
fit model are similar. With 40 to 60◦ the fast polarisations are also similar to the best overall
model. There are no ScS-phase measurements for the CVR.
Greve, 2008 181
TWO-LAYERMODELLING
Table G.1: Two-layer modelling results – horizontal symme-
try. The index ”1“ denotes the first layer the wave passes through,
e.g. the lower layer and the index ”2“ the second. The mean abso-
lute error is the absolute error divided by the number of points to
fit.
Model Best Φ1 Φ2 δt1 δt2 Points Mean absolute
fit for (◦) (◦) (s) (s) to fit error
all Φ 30 40 1.0 1.2 69 16.9
all δt 30 40 1.2 0.8 69 0.7
all total 30 40 0.8 1.0 69 55.3
all test Φ 30 40 1.0 1.2 61 10.4
all test δt 30 40 1.2 0.8 61 0.7
all test total 30 40 0.8 1.0 61 42.1
CVR Φ 70 10 0.2 0.2 6 4.8
CVR δt 0 160 1.4 0.8 6 0.3
CVR total 30 20 1.6 1.2 6 6.8
WNI Φ 180 90 0.2 1.4 6 14.0
WNI δt 150 50 0.6 0.4 6 0.2
WNI total 180 90 0.2 1.2 6 12.7
CVR2 Φ 70 10 0.2 0.2 7 5.0
CVR2 δt 0 160 1.4 0.8 7 0.4
CVR2 total 30 20 1.8 1.0 7 8.3
WNI2 Φ 90 180 1.4 0.4 5 10.2
WNI2 δt 150 50 0.6 0.4 5 -
WNI2 total 180 90 0.2 1.2 5 8.4
SENI Φ 30 40 1.0 1.2 57 15.2
SENI δt 30 40 1.2 0.8 57 0.6
SENI total 30 40 0.8 1.0 57 44.2
S Φ 110 20 0.2 0.2 16 13.7
S δt 60 50 0.6 2.0 16 0.4
S total 50 40 0.2 2.0 16 23.9
SKS Φ 100 30 0.2 1.2 31 14.1
SKS δt 80 160 2.0 0.2 31 0.7
SKS total 80 30 0.2 2.0 31 29.6
ScS Φ 30 130 0.4 1.6 22 15.9
ScS δt 60 150 0.4 1.4 22 0.4
ScS total 130 40 0.4 1.2 22 24.9
CVRS Φ 30 40 0.8 0.2 2 1.5
CVRS δt 110 160 1.8 1.6 2 -
CVRS total 120 10 1.6 0.8 2 1.0
CVRSKS Φ 170 0 1.0 1.2 4 5.3
CVRSKS δt 180 170 0.8 1.6 4 0.5
CVRSKS total 10 20 1.4 2.0 4 4.3
CVRScS - - - - - 0 -
WNIS Φ 100 150 1.4 1.4 1 -
WNIS δt 0 0 0.0 1.4 1 -
WNIS total 150 40 0.4 0.8 1 -
WNISKS Φ 50 60 0.6 1.8 1 -
continued on next page
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Table G.1: continued
Model Best Φ1 Φ2 δt1 δt2 Points Mean absolute
fit for (◦) (◦) (s) (s) to fit error
WNISKS δt 150 80 2.0 0.2 1 -
WNISKS total 50 60 0.4 1.0 1 -
WNIScS Φ 0 90 0.8 1.8 4 5
WNIScS δt 30 70 1.6 1.6 4 -
WNIScS total 180 90 0.2 0.8 4 2.5
CVR2S Φ 30 100 2.0 0.2 3 1.0
CVR2S δt 70 160 0.4 2.0 3 -
CVR2S total 30 40 1.2 0.4 3 3.0
CVR2SKS Φ 170 0 1.0 1.2 4 5.3
CVR2SKS δt 180 170 0.8 1.6 4 0.5
CVR2SKS total 10 20 1.4 2.0 4 4.3
CVR2ScS - - - - - 0 -
WNI2S - - - - - 0 -
WNI2SKS Φ 50 60 0.6 1.8 1 -
WNI2SKS δt 150 80 2.0 0.2 1 -
WNI2SKS total 50 60 0.4 1.0 1 -
WNI2ScS Φ 0 90 0.8 1.8 4 5.0
WNI2ScS δt 30 70 1.6 1.6 4 -
WNI2ScS total 180 90 0.2 0.8 4 2.5
SENIS Φ 110 20 0.2 0.2 13 15.9
SENIS δt 60 50 0.6 2.0 13 0.3
SENIS total 50 40 1.4 1.0 13 21.1
SENISKS Φ 50 30 0.6 2.0 26 13.8
SENISKS δt 30 40 0.4 1.6 26 0.6
SENISKS total 0 30 0.0 2.0 26 25.9
SENIScS Φ 30 130 0.4 1.6 18 8.0
SENIScS δt 0 0 0.0 1.2 18 0.4
SENIScS total 0 40 0.0 1.2 18 16.8
G.2 Dipping symmetry axis
In this section the modelling is extended in allowing for one more degree of freedom by
introducing dipping symmetry axes. A single layer with dipping symmetry axis will exhibit
symmetric (but not periodic) variations of splitting parameters with backazimuth and is
the most general case of lateral variations for a hexagonal system [Silver & Savage, 1994].
Hartog & Schwartz [2000] introduce a method to perform a grid search over olivine a-axis
orientations and path length. The maximum path length for each layer searched is 400 km.
Fast polarisations are searched from 0 to 180◦-range and dips of the a-axis from -90 to 90◦,
measured upward from the horizontal (figure 3.2). The code solves the Christoffel equation
for the propagation direction with a hexagonal elastic tensor derived from olivine plus an
isotropic component [Hartog & Schwartz, 2000]. As the code only allows the input of fixed
incidence angles for the phases, they are fixed to averages of 22◦ for S-, 10◦ for SKS- and 7◦ for
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FIGURE G.5 Results for two-layer modelling with dipping symmetry. Comparison of observed mea-
surements (circles) with predicted measurements for the best solution of the two-layer dipping symmetry model
(crosses) (a) for the full data set and (b) for the suggested three different regions: CVR (orange), WNI (green)
and SENI (blue). For a perfect fit the crosses have to match the circles.
ScS-phases. The best-fit solution is found by comparing the observed and predicted splitting
parameters and finding the minimum summed χ2 for both parameters. This method is
combined with the two-layer grid search [Silver & Savage, 1994; Marson-Pidgeon & Savage,
2004], as described and used in the previous section. The minimum normalised total misfit
for fast polarisation and delay time defines the best-fit model.
Analogously to the modelling with horizontal symmetry axis, the grid search is per-
formed for the full data set and for the sub-data sets corresponding to the three different
anisotropic regions, i.e. WNI, CVR and SENI. The best-fit two-layer model with dipping
symmetry axis for the total data set, excluding null measurements, requires the fast axes in
the two layers to be perpendicular. The upper layer is 40 km thick with a dip of 40◦ and the
lower layer is much thicker, 280 km, with horizontal symmetry axis. Figure G.6(a) shows
the fit of the measured data points (circles) to the predicted measurements from the best-fit
model (crosses). Not many data points are matched well and especially the high delay times
cannot be fitted with the suggested two-layer model.
The separation of the results into the three regions does not change the single layer so-
lutions significantly (figure G.6(b)). The best solutions for SENI stay consistent with the
solution for the full data set. For CVR, the best-fit solution requires long travel paths and
steep dips. The top layer for WNI is consistent for both versions of the modelling, but the
lower layer differs considerably. Note, that because of the almost perpendicular fast polar-
isations in model WNI, the dips of the layers are not subparallel. Again, the overall fit is
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FIGURE G.6 95% confidence region for the best-fit two-layer dipping symmetry axis model for the
full data set (figure G.5). Crosses represent solution within the confidence region.
TABLE G.2 Two-layer modelling results – dipping symmetry. “Error” is the mean normalised error, i.e.
the normalised error divided by the number of data points.
Model Φ1 dip1 L1 Φ2 dip2 L2 Error Data
(◦) (◦) (km) (◦) (◦) (km) Φ δt total points
all 40 0 280 130 -40 40 6.1 6.4 12.5 69
CVR 20 -30 360 150 -80 360 1.2 0.5 1.8 6
WNI 0 -40 80 90 50 120 3.0 1.3 4.3 6
SENI 40 0 280 130 -40 40 6.4 6.6 13.0 57
CVR2 50 -50 320 20 -60 200 1.3 1.1 2.4 7
WNI2 170 0 160 80 40 120 2.9 0.9 3.9 5
SENI2 40 0 280 130 -40 40 6.4 6.6 13.0 57
poor and the models cannot match the largest delay time.
The poor fit of the two-layer model with dipping symmetry axis is stressed by the 95%
confidence regions (figure G.6). The plots show the projection of the six-dimensional pa-
rameter space (fast polarisation, delay time and path length for the two layers) onto a two
dimensional plane. The crosses mark models that lie within the 95% error region to the best-
fit solution. The abundance of models in the 95% region illustrates that the best-fit model is
poorly constrained.
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APPENDIX H
Travel time residuals
H.1 Travel time residuals for fast and slow components
As mentioned in chapter 9, attempts were made to examine travel time residuals on the fast
and slow component of the data. Two different methods are applied, both of which have
some drawbacks. The fast polarisation varies slightly between stations and with incoming
polarisation (i.e. backazimuth). This implies a separate rotation for each event. However,
in this case travel time residuals can only be estimated for recordings that gave reliable
splitting parameters in the shear-wave splitting analysis. Not every cross-correlation then
delivers good results, so that the amount of measurements for this method is decimated
largely (figure H.1). To surpass this problem, another method rotates all recording in the
same, average fast polarisation. Two different average fast polarisations of 17◦ and 45◦ are
chosen (figure H.2). This method allows an extended dataset to be analysed, but for indi-
vidual measurements the average fast polarisation might deviate strongly from the real fast
polarisation for the particular measurement.
400
800-8
-6
-4
-2
0
2
4
6
Ti
m
e 
(s)
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Stationnumber
-120
-60
0
60
120
180
   BAZ (°)
(a) Fast
400
800-8
-6
-4
-2
0
2
4
6
Ti
m
e 
(s)
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Stationnumber
-120
-60
0
60
120
180
   BAZ (°)
(b) Slow
FIGURE H.1 Travel time residuals on traces rotated into individual fast and slow polarisation
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(c) Fast, Φ = 45◦
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(d) Slow, Φ = 135◦
FIGURE H.2 Travel time residuals on traces rotated into two different sets of average fast and slow polarisa-
tions
H.2 Travel time residuals due to crustal thickness variations
Assuming a thinned crustal thickness of hmin and a thicker crustal thickness of hmax, with a
crustal velocity of vc and a mantle velocity of vm with vc < vm the difference in travel time
for the path trough the thicker and the thinner crust can be estimated as:
∆t = hmax
vc · cos i −
(
hmin
vc · cos i +
hmax− hmin
vm · cos i
)
(H.1)
=
hmax− hmin
vc · cos i −
hmax− hmin
vm · cos i (H.2)
=
∆h
cos i
(
1
vc
− 1
vm
)
, (H.3)
where i is the incidence angle measured from the vertical.
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