Abstract.
Introduction
A sequence of real numbers a0 , ax, ... ,ad is said to be symmetric if aiad_i for / = 0, ... , [f J and is said to be unimodal if there exists an index 0 < j < d such that ax < a2 < ■ < a _, < a. > aj+x > ■ ■ ■ > ad . A polynomial 5Z,=oa/x' € ^M *s ca^Qd symmetric (respectively, unimodal) if the sequence {aQ, ... ,ad} has the corresponding property.
Unimodal polynomials arise often in combinatorics, geometry, and algebra and have been the subject of considerable research in recent years. Many different fields of mathematics have been used to prove that certain families of polynomials are unimodal such as, for example, classical analysis (see, e.g., [14, 22] ), linear algebra (see, e.g., [10, 11] ), the representation theory of Lie algebras and superalgebras (see, e.g., [12, 16, 17] ), algebraic geometry (see, e.g., [19, 20] ), the theory of total positivity (see, e.g., [2, 3] ), the theory of symmetric functions (see, e.g., [4] ), as well as the use of bijections and injections (see, e.g., [13] ). We refer the reader to [20] for an excellent survey of many of these techniques and further references.
In this paper we also use the theory of symmetric functions to prove a general result (Theorem 2, below) that produces many new infinite families of symmetric unimodal polynomials. The result has a wide applicability, in particular, a conjecture and a result of R. Stanley both follow as specializations of it.
For brevity reasons, we will call a nonzero polynomial a A-polynomial if it has nonnegative coefficients and is both symmetric and unimodal. Note that we require a A-polynomial to be nonzero. If p(x) is a A-polynomial then there is a unique n € N such that x"p(l/x) = p(x). We call the number n/2 the center of symmetry of p(x), and we write C(p) = n/2. So, for example, C(x2 + 3.x3 + x4) = 3 and C(l + x) = 1/2. An elementary, though crucial property of A-polynomials, which will be used repeatedly in this paper, is the following. Theorem 1. Let p(x) and q(x) be two A-polynomials. Then p(x)q(x) is a A-polynomial and C(pq) = C(p) + C(q).
Theorem 1 is well known and a proof of it can be found, e.g., in [20] We will follow Chapter I of [9] for symmetric function notation and terminology. In particular, we will denote by sx (respectively, hx, ex, mx, and px) the Schur (respectively, complete homogeneous, elementary, monomial, and power sum) symmetric functions, associated to the partition X. We also denote by & the set all partitions, and by Al the subspace of all elements of A" that are homogeneous of degree n . If X = (Xx > X2 > ■ ■ ■ > X¡ > 0) 6 J3 then let \X\ = J2i=x Xt, and also write X \-n if n -\X\. We call a basis {%}Ae9s of AQ standard if, for all n e N, {ax : X \-n) is a basis of Aq . Note that a standard basis {ax}Xe:y, is homogeneous and that deg(ax) = \X\.
We now come to the crucial definition of this paper. We say that an ordered triple ({ax}Xe^ , {bx}Xe^, {cx}x&y,) of standard bases of AQ is compatible if: (i) ax = bx = cx€{mx,ex,hx,sx,px}; (ii) ax -mx, and bx = cx€ {mx ,ex,hx, sx,px} ; (iii) ax=px, and bx, cx€ {px, hx) ; (iv) ax = sx, and bx, cx€ {ex,hx,sx}.
The proof of the preceding Proposition follows immediately from the results in Chapter 1, §6 of [9] and from our definitions and is therefore omitted.
We are now in a position to state and prove the main result of this paper. Proceeding by induction on |A|, the thesis is clearly true if |A| = 0. So fix X € 3°w ith \X\ > 1 and assume that the thesis holds for all partitions such that \p\ < \X\. Since (0) £ S, \p\ < \X\ and hence, by our induction hypothesis, R (x) is a A-polynomial and C(R ) = (n\p\ + k)/2, for all partitions p appearing in the first sum on the RHS of (5). But, by hypothesis, r (x) is a A-polynomial and C(r ) = n\p\/2 for all p € S. Therefore, by Theorem 1, R (x)r (x) is a A-polynomial and rin r ^ n(\p\ + \p\) + k C(RPr,) =-2-
for all p and p appearing in the first sum on the RHS of (5). On the other hand, by our assumptions, all polynomials uv(x)fvX appearing in the second sum on the RHS of (5) are also A-polynomials and
So all polynomials on the RHS of (5) are A-polynomials with center of symmetry equal to (n\X\ + k)/2 . Therefore their sum, -/^(x), is also a A-polynomial with the same center of symmetry, as desired. This concludes the induction step and hence the proof. D It may seem that Theorem 2 should be of limited use because it produces only one sequence of A-polynomials starting with two such sequences. However, as will be seen in the next section, in many applications the sequence {^(tf)}^î s much more complicated than the two starting sequences {uv(q)}v€T and
Applications
Our first application of Theorem 2 is the following. 
Combinatorial consequences
In this section we look at some combinatorial properties of the polynomials studied in the last section. Following Proof. Multiplying both sides of (7) by q and then adding 1 gives i + «i + E,>A
applying R on both sides and using (8) and (9) we obtain i + E «TMrfm =-i-;-
where, in the last equality, we have used a well known generating function for Eulerian polynomials (see, e.g., Equation (5i) on p. 244 of [5] ). Equating the coefficients of t" yields (10), as desired, o
Note that, by Proposition 3, the preceding result gives yet another proof of the well known fact that the Eulerian polynomials are symmetric and unimodal. Now let n € P and a € Sn (where Sn is the symmetric group on n ele- aeDn for n € P (so that dx(q) = 0), and let d0(q) d= 1 . Since dn(l) = \Dn\ we may consider dn(q) as a ¡^-analogue of the derangement numbers. These are different, however, from other ¿/-derangement numbers that have been previously considered in the literature (see, e.g., [6, 21] ). It is not hard to write down the exponential generating function for the polynomials d (q). where in the last equality we have again used Equation (5i) on p. 244 of [5] , and the proof follows, o
We can now prove the following result.
Proposition 6. Let Rx(q) be the polynomials defined in Proposition 2. Then, for n € N, ¿2fXRx(q) = dn(q).
U-n Proof. Applying the homomorphism R defined by (8) to both sides of (6) and the proof follows. Q By Proposition 2, the following is an immediate consequence of the previous result. Corollary 1. For « g P, the polynomials dn(q) defined by (11) are symmetric and unimodal.
It would be interesting to have a combinatorial proof of this result. Even though the techniques presented in this paper cannot be used to prove it, we feel that the following stronger statement actually holds.
Conjecture. For n € P, the polynomials dn(q) defined by (11) have only real zeros.
The conjecture has been verified for n < 14. It is possible that the techniques used in [2] and [3] may be useful in attacking the above conjecture which, in fact, is closely related to one of the conjectures appearing in §3.4 of [2] .
Given the results of Propositions 4 and 6 it is natural to ask for a combinatorial interpretation of the polynomials Tx(q) and Rx(q) themselves, a problem that had already been raised in [20] . Such a combinatorial interpretation has recently been found by J. Stembridge and will appear in a forthcoming paper of his.
