Change-point detection in CO2 emission-energy consumption nexus using a recursive Bayesian estimation approach by Awe, Olushina Olawale & Adepoju, Abosede Adedayo
STATISTICS IN TRANSITION new series, March 2020 
Vol. 21, No. 1 pp. 123–136, DOI 10.21307/stattrans-2020-007 
Submitted – 10.01.2019; accepted for publishing – 13.12.2019 
Change-point detection in CO2 emission-energy consumption 
nexus using a recursive Bayesian estimation approach 
Olushina Olawale Awe1, Abosede Adedayo Adepoju2 
ABSTRACT 
This article focuses on the synthesis of conditional dependence structure of recursive 
Bayesian estimation of dynamic state space models with time-varying parameters using a 
newly modified recursive Bayesian algorithm. The results of empirical applications to 
climate data from Nigeria reveals that the relationship between energy consumption and 
carbon dioxide emission in Nigeria reached the lowest peak in the late 1980s and the 
highest peak in early 2000. For South Africa, the slope trajectory of the model descended to 
the lowest in the mid-1990s and attained the highest peak in early 2000. These change-
points can be attributed to the economic growth, regime changes, anthropogenic activities, 
vehicular emissions, population growth and industrial revolution in these countries. These 
results have implications on climate change prediction and global warming in both 
countries, and also shows that recursive Bayesian dynamic model with time-varying 
parameters is suitable for statistical inference in climate change and policy analysis. 
Key words: dynamic model, Bayesian inference, CO2, climate change, energy. 
1.  Introduction 
A major reason for the burgeoning popularity of the recursive Bayesian 
estimation approach where new estimates are required each time a new measurement 
arrives in empirical science is the increasing prominence of numerical simulations by 
computational algorithms, which relies heavily on the Markov chain Monte Carlo 
methods (Ng and Young, 1990). Significant breakthroughs in the application 
of recursive Bayesian models with time-varying parameters in econometrics has been 
recorded by the works of authors like Pollock (2003), Chow et al. (2011), Del Negro 
and Otrok (2008) and Young (2011). 
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Recursive Bayesian algorithms are mainly based on statistical dependence 
of random variables. Two random variables, say x and y, are statistically independent 
if and only if their joint distribution is equal to the product of their marginal 
distribution.  
 
(1) 
intuitively,  
 
 (2) 
 
represent the fact that the conditional distribution of one random variable, given the 
other, is not a function of what it is being conditioned on. So, 
 
   (3) 
and 
 
   (4) 
 
This definition can easily be extended to more than two random variables. The 
joint distribution of a collection of independent random variables is the product of 
their marginal distributions (Petris et al., 2009; Hillebrand and Koopman, 2016). 
Basically, all conditional distributions are independent of the random variables they 
are conditioned on. In statistical dependence, knowledge of x tells us something about 
y. Using Bayes’ rule, we can easily show that the reverse is also true, i.e. knowledge  
of y also tells us something about x. Another important definition to consider is that 
of conditional independence. Two random variables x and y are conditionally 
independent given another random variable z if and only if:  
 
 (5) 
or equivalently, 
 
   (6) 
 
  (7) 
p(x, y) = p(x)p(y) 
p(x, y) = p(x)p(y|x) = p(y)p(x|y) 
p(x|y) = p(x)   
p(y|x) = p(y)  
p(x, y|z) = p(x|z)p(y|z)
p(x|y, z) = p(x|z) 
p(y|x, z) = p(y|z) 
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In Bayesian analysis, the simplest dependence structure is conditional 
independence. It can be assumed, in many applications, that the random observations 
yଵ, … , y௡ are conditionally independent and identically distributed given the 
parameter 𝜃. Mathematically, 
 
𝑓ሺyଵ, … , y௡|𝜃ሻ ൌ  ෑ ሺy௧|𝜃ሻ
௡
௧ୀଵ
 
 (8) 
In particular, 
𝑝ሺyଵ, yଶሻ ൌ  න 𝑝ሺyଵ, yଶ|𝜃ሻ𝑝ሺ𝜃ሻ𝑑𝜃 
ൌ  න 𝑝ሺyଵ|𝜃ሻ𝑝ሺyଶ|𝜃ሻ𝑝ሺ𝜃ሻ𝑑𝜃 
 
Suppose that the observations yଵ, … , y௡ provide us information about the 
unknown parameter 𝜃, and through 𝜃 we can also obtain information about the next 
observation y௡ାଵ, then y௡ାଵdepends on the past observations yଵ, . . . , y௡ 
in a probabilistic sense (Petris et al., 2009). Furthermore, the predictive densities for 
the case above can be computed as  
 
ሺy௡ାଵ|yଵ, … , y௡ሻ ൌ  ׬ 𝑓ሺy௡ାଵ, 𝜃|yଵ, … , y௡ሻ𝑑ሺ𝜃ሻ                    (9) 
 
ൌ  ׬ 𝑓ሺy௡ାଵ|𝜃ሻ𝜋ሺ𝜃|yଵ, … , y௡ሻ𝑑ሺ𝜃ሻ                              (10) 
 
where 𝜋ሺ𝜃|yଵ, … , y௡ሻ is the posterior density of 𝜃, conditional on the data (yଵ, … , y௡). 
The posterior density can be computed by Bayes’ formula as noted earlier. 
 
𝜋ሺ𝜃|yଵ, … , y௡ሻ ൌ  𝑓ሺyଵ, … , y௡|𝜃ሻ𝜋ሺ𝜃ሻ𝑝ሺyଵ, … , y௡ሻ  𝛼 ෑ ሺy௧|𝜃ሻ
௡
௧ୀଵ
𝜋ሺ𝜃ሻ 
(11) 
 
where the marginal density 𝑝ሺyଵ, … , y௡ሻ is playing the role of a normalizing constant 
and hence does not depend on 𝜃. More so, with the assumption of conditional 
independence, the posterior distribution can be computed recursively. This implies 
that we do not need all the previous data to be kept in storage and processed every 
time a new measurement is taken. 
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At times (n – 1), the information available about the parameter 𝜃 can be described 
by the conditional density 
 
𝜋ሺ𝜃|yଵ, … , y௡ିଵሻ 𝛼 ෑ ሺy௧|𝜃ሻ
௡ିଵ
௧ୀଵ
𝜋ሺ𝜃ሻ 
 (12) 
 
The density (12) above can then play the role of prior at time n. Once the new 
observation y௡ becomes available, we would just compute the likelihood, which 
is given as  
𝑓ሺy௡|𝜃, yଵ, … , y௡ିଵሻ ൌ  𝑓ሺy௡|𝜃ሻ                               (13) 
 
 
by the assumption of conditional independence and then update the prior 
𝜋ሺ𝜃|yଵ, … , y௡ିଵሻ by Bayes’ rule to obtain 
 
𝜋ሺ𝜃|yଵ, … , y௡ିଵ, y௡ሻ 𝛼 𝜋ሺ𝜃|yଵ, … , y௡ିଵሻ𝑓ሺy௡|θሻ 𝛼 ෑ 𝑓ሺy௧|𝜃ሻ
௡ିଵ
௧ୀଵ
𝜋ሺ𝜃ሻ𝑓ሺy௡|θሻ 
(14) 
 
which is equivalent to equation (12). This recursive structure of the posterior 
distribution is crucial in the study of dynamic linear models with time-varying 
parameters, which is used to analyze climate variables in this present work. The 
treatment of recursive regression has a Bayesian flavour and relies on the calculus of 
conditional expectations, whose essentials have been provided in equation (1) – (7). 
Essentially, this article presents how the nexus of energy consumption and carbon 
dioxide emission can be studied and predicted using the recursive Bayesian estimation 
approach. 
Essentially, the main objective of this study is to contribute to global warming and 
climate change research by investigating the change points in CO2 emission-energy 
consumption nexus over time in two major African countries using a new modified 
recursive Bayesian estimation approach of (Awe and Adepoju, 2018), which has been 
found to be computationally less intensive. To achieve this objective, we apply a 
model where the observational variance in the Bayesian dynamic linear model of West 
and Harrison (1997) is constant and the evolution variance, which is time-varying, 
is represented as a fraction of the filtering variance. This present work is a 
continuation and application of our previous work. 
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2. State space representation of the Bayesian Dynamic Linear Model 
(DLM) 
The Bayesian state space model has been defined by Petris et al. (2009), Awe et al. 
(2015) as one which consists of an Rp-valued time series 𝛽௧: 𝑡 ൌ 1,2, … , 𝑇 and an 
Rk-valued time series 𝑦௧: 𝑡 ൌ 1,2, … , 𝑇, which satisfies the following assumptions: 
 𝛽௧ is a Markov chain 
 Conditional on 𝛽௧, the 𝑦௧ᇱ𝑠 are independent and depend on 𝛽௧ only. 
 
State space models (dynamic linear models, in particular) are useful for modelling 
time-varying scenarios (Doh and Connolly, 2013), whose applications exist heavily in 
environmental science, economics and engineering. An archetypical dynamic linear 
(state space) model takes the following general form: 
 
𝑦௧ ൌ  𝐹௧ᇱ𝛽௧ ൅  𝑣௧                                   𝑣௧ ~ 𝑁ሺ0, 𝑉௧ሻ                              (15) 
 
𝛽௧ ൌ  𝐺௧𝛽௧ିଵ ൅ 𝑤௧                              𝑤௧ ~ 𝑁௉ሺ0, 𝑊௧ሻ                         (16) 
 
𝛽଴ ~ 𝑁௉ሺ𝑚଴, 𝐶଴ሻ                                                                                                       (17) 
 
where 𝑦௧ is a vector of observed time series of dimension 𝑚 ൈ 1. 
 
Equation (15) is known as the observation equation, while equation (16) is a first 
order Markov process called the evolution equation. 𝐺௧ and 𝐹௧ are known matrices of 
order 𝑝 ൈ 𝑝 and 𝑚 ൈ 𝑝 respectively, which determine how the observation and state 
equation evolve in time (Lee, 2012). 𝐵௧ are Markov-modulated time-varying 
parameters, which are to be estimated and whose structural behaviour we want to 
study. It also contains time-varying intercepts ∝௧, which were estimated. The matrices 
𝐹௧, 𝑉௧, 𝐺௧ 𝑎𝑛𝑑 𝑊௧ are known as the system matrices and contain non-random 
elements. If they do not depend deterministically on t, the state space system is time 
invariant, otherwise they are time varying. The initial state distribution is assumed to 
be normally distributed with parameters 𝑚଴ 𝑎𝑛𝑑𝐶଴ as shown in (17), where E(𝑣௧𝛽௧ᇱ) = 
0, E(𝑤௧𝛽௧ᇱ) = 0 for 𝑡 ൌ 1,2, … , 𝑇. It is often convenient to study the properties of a 
process when the model is in the state space form because of the Markovian property 
of the model which assumes that the knowledge of the present state is relevant to the 
predictions about the future of the system, although additional information about the 
past state is irrelevant. 
128                                                                                        Awe O. O., Adepoju A. A.: Change-point detection… 
 
 
3. Recursive estimation of model parameters 
Assuming normality, we estimated 𝛽𝑡 and 𝑓௧ by using the Kalman filter algorithm 
(Kalman, 1960). 𝑉௧ is assumed to be fixed and distributed inverse-gamma a priori and 
is estimated using a Gibbs sampler. We propose the use of discount factors to estimate 
𝑤௧ in the spirit of Awe et al. (2015). 
Basically, the estimation of the Bayesian state space model involves three 
important stages: prediction, filtering and smoothing. Prediction has to do with 
forecasting future values of the time-varying state parameters. Filtering makes the best 
estimate of the current values of the state from the record of observations including 
the current observation. Smoothing involves making the best estimate of past values 
of the states given the record of observations. Suppose data 𝑑௧obtained till time t is 
represented as 𝐷௧ ൌ ሺ𝐷௧ିଵ, 𝑦௧ሻ meaning combination of data until time t – 1 and 
observations at time t. Using Bayes’ formula, and supposing the parameter of interest 
is 𝛽௧, we have 
𝜋ሺ𝛽௧ሻ|𝐷௧ିଵ, 𝑦௧ሻ ൌ  𝜋ሺ𝑦௧|𝛽௧, 𝐷௧ିଵሻ𝜋ሺ𝛽௧|𝐷௧ିଵሻ𝜋ሺ𝑦௧|𝐷௧ିଵሻ  
 
𝜋ሺ𝑦௧|𝛽௧|𝐷௧ିଵሻ ൌ  𝜋ሺ𝑦௧|𝛽௧ሻ 
(18) 
and 
𝜋ሺ𝛽௧|𝐷௧ିଵ, 𝑦௧ሻ 𝛼 𝜋ሺ𝑦௧|𝛽௧ሻ𝜋(𝛽௧|𝐷௧ିଵ) 
where         𝛽௧|𝐷௧ ~ 𝑁(𝑚௧, 𝐶௧). 
 
The prior distribution for 𝛽௧ is  
 
𝛽௧|𝐷௧ିଵ ~ 𝑁(𝑎௧, 𝑅௧), 
 
The likelihood is 
𝑦௧|𝛽௧ ~ 𝑁(𝐹௧𝛽௧, 𝑉௧). 
 
The posterior for 𝛽௧ is  
𝛽௧|𝐷௧ ~ 𝑁(𝑚௧, 𝐶௧). 
𝑚௧ and 𝐶௧ are iteratively computed for 𝑡 ൌ 1, … , 𝑛 from the following Kalman 
filtering equations:  
𝑎௧ ൌ  𝐺௧𝑚௧ିଵ 
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(19) 
𝑓௧ ൌ  𝐹௧𝑎௧ 
(20) 
𝑅௧ ൌ  𝐺௧𝐶௧ିଵ𝐺௧ᇱ ൅ 𝑤௧  
(21) 
𝑄௧ ൌ  𝐹௧ᇱ𝑅௧𝐹௧ ൅  𝑉௧ 
(22) 
𝑒௧ ൌ 𝑦௧ െ 𝑓௧ 
(23) 
𝐴௧ ൌ 𝑅௧𝐹௧𝑄௧ି ଵ 
(24) 
           𝑚௧ ൌ 𝑎௧ ൅ 𝐴௧𝑒௧ 
(25) 
𝐶௧ ൌ 𝑅௧ െ 𝐴௧𝑄௧𝐴௧ᇱ  
(26) 
 
From the algorithm, 𝑓௧ is the predicted value of observation at time t൅1. 𝑒௧ 
represents the prediction error. In order to predict from the posterior estimate of the 
state parameter 𝛽௧, a one-step-ahead prediction is made as follows: 
 
𝐸ሺ𝑦௧ାଵ|𝐷௧ሻ ൌ 𝐸ሺ𝐹௧ାଵ𝛽௧ାଵ ൅ 𝑣௧ାଵ|𝐷௧ሻ 
(27) 
ൌ 𝐹௧ାଵ𝐸ሺ𝛽௧ାଵ|𝐷௧ሻ 
hence, 
𝐹௧ାଵᇱ 𝑎௧ାଵ ൌ 𝑓௧ାଵ 
(28) 
also,  
𝑉ሾ𝑦௧ାଵ|𝐷௧ሿ ൌ 𝑉ሾ𝐹௧ାଵ𝛽௧ାଵ ൅ 𝑉௧ାଵ|𝐷௧ሿ 
(29) 
ൌ 𝐹௧ାଵ𝑉ሾ𝛽௧ାଵ|𝐷௧ሿ𝐹௧ାଵ ൅ 𝑉௧ାଵ) 
(30ሻ 
ൌ 𝐹௧ାଵ𝑅௧ାଵ𝐹௧ାଵ+𝑉௧ାଵ 
(31) 
ൌ 𝑄௧ାଵ 
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For the smoothing aspect, we used the Recursive Forward Filtering Backward 
Smoothing algorithm of Carter and Kohn (1994) and Awe et al. (2015), where the best 
estimates of past values of the states given the record of observations are obtained 
using the rule of total probability: 
𝜋ሺ𝛽௧ିଵ|𝐷௧ሻ ൌ  න 𝜋ሺ𝛽௧ିଵ|𝛽௧, 𝐷௧ሻ 𝜋ሺ𝛽௧|𝐷௧ሻ𝑑𝛽௧  
(32) 
and  
(33) 
and  
𝜋ሺ𝛽௧ିଵ|𝛽௧, 𝐷௧ିଵሻ ൌ  𝜋ሺ𝛽௧|𝛽௧ିଵ, 𝐷௧ିଵሻ𝜋ሺ𝛽௧ିଵ|𝐷௧ିଵሻ𝜋ሺ𝛽௧|𝐷௧ିଵሻ  
(34) 
given that,  
𝛽௧ିଵ|𝐷௧ ~ 𝑁ሺ𝑎௧ିଵ, 𝑅௧ିଵሻ 
where 
𝑎௧ିଵ ൌ 𝑚௧ିଵ ൅ 𝛽௧ିଵሺ𝑚௧ െ 𝑎௧ሻ 
 (35) 
𝑅௧ିଵ ൌ 𝐶௧ିଵ െ 𝛽௧ିଵሺ𝑅௧ െ 𝐶௧ሻ 𝐵௧ିଵᇱ  
 (36) 
𝐵௧ିଵ ൌ 𝐶௧ିଵ𝐺௧ᇱ𝑅௧ି ଵ  
(37) 
We denote 𝑝ሺ𝜃଴, … , 𝜃்|𝐷் ൌ ∏ 𝑝ሺ𝜃௧|𝜃௧ାଵ, … , 𝜃், 𝐷்ሻ,௧்ୀ଴  then sample form 
𝑝ሺ𝜃்|𝐷்ሻ using the filtering density above. 
By the Markov property,   
𝑝ሺ𝜃௧|𝜃௧ାଵ, … , 𝜃், 𝐷்ሻ ൌ  𝑝ሺ𝜃௧|𝜃௧ାଵ, 𝐷்ሻ 
And we proceed recursively until we have a complete sample from 
𝑝ሺ𝜃଴ , … , 𝜃்|𝐷்ሻ 
A sample from the posterior state parameter was generated using the algorithm 
documented in Awe and Adepoju (2018). 
𝜋ሺ𝛽௧ିଵ|𝛽௧, 𝐷௧ሻ ൌ 𝜋ሺ𝛽௧ିଵ|𝛽௧, 𝐷௧ିଵሻ 
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4. Change point detection in carbon dioxide (CO2) emission-energy 
consumption nexus 
Our empirical application involves the estimation of time-varying parameters of 
the dynamic state space model with Markov-modulated structure presented 
in equations (15-17) above for analyzing the nexus of annual carbon dioxide emission 
and energy consumption in Nigeria and South Africa over time. The data were 
obtained from the World Development Index (WDI) database. Carbon dioxide (CO2) 
series is the endogenous variable (yt) while energy consumption is the exogenous 
variable. For the estimated Bayesian dynamic model, the techniques in the previous 
section were used and time-varying slope parameters (𝛽t) were estimated for both 
Nigeria and South Africa (two of the richest economies in Africa in the period before 
the fall of the global oil price (1970-2010). It is necessary to study past trends to aid 
future projections.  
This study is important because energy consumption has been known to be an 
increasing function of CO2 emission. In fact, CO2 emission significantly depends 
on energy consumption and economic growth (Sulaiman and Abdul-Rahim, 2017). 
This implies that CO2 emission increases with an increase in both energy 
consumption and economic growth. Carbon dioxide is also known as a greenhouse 
gas (GHG), a gas that absorbs and emits thermal radiation, thereby creating the 
‘greenhouse effect’. A limited number of countries are largely responsible for the 
African CO2 emissions from fossil fuels. South Africa accounts for 38% of the 
continental total carbon dioxide emission, while 46% comes from Nigeria, Algeria, 
Egypt, Morocco and Libya combined. For every tonne of coal burned (energy 
consumption), approximately 2.5 tonnes of CO2 are produced into the atmosphere 
(Aye and Edoja, 2017). The contribution of each of these sources has changed 
significantly through time, and still shows large differences by regions and countries. 
Rapid industrial development and growth of cities in major African countries have 
raised the quest for increasing understanding of the correlated relationship between 
pollution in the form of carbon dioxide emission, and energy consumption (burning 
of fossil fuels).  
The time plot of the variables for the two countries shown in Figures 1 and 2 
reveals a random walk nature during the period under study. The African continent is 
likely to be severely affected by climate change and global warming effects. Major 
catastrophes from climate change would affect the natural resources, energy 
consumption and economies of African nations (Aye and Edoja, 2017). Hence, there 
is a need to know the change points and dates in which the effect of energy 
consumption affects climate change in order to make adequate projections for proper 
future planning and policy recommendations based on past trends in the respective 
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countries. There are only few studies in the literature that monitor the year-to-year 
effect of energy consumption on CO2 emission in Africa. Subjective Bayesian methods 
were proposed for use in climate modelling as early as 1997 (West and Harrison, 
1997). 
  
Figure 1. Time Plot of CO2 Emission and Energy Consumption (Nigeria) 
 
 
 
Figure 2. Time Plots of CO2 Emission and Energy Consumption (South Africa) 
The Bayesian model used in this study is therefore a suitable model which can 
help influence policy because many of the research statements made on climate 
change over the past few years took on an increasingly Bayesian flavour (Fienberg, 
2011, IPCC, 2014). More so, the tradition of elicitation of expert judgments, which is 
what Bayesian model portends, is perfectly in line with climate policy making as 
suggested in the works of Morgan and Keith (1995), and Zickfeld et al. (2007). 
Knowing about the past trend of climate change with respect to change points and 
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periods of intervention can aid future policies. It has been well argued that a good 
predictive climate model is one that is able to adequately capture the past (Parker, 
2011). Therefore, this study provides a historical time-varying perspective of how the 
relationship between CO2 emissions and energy consumption have evolved over time. 
The probable causes of seasonal variation in concentration of atmospheric carbon 
dioxide due to energy consumption (burning of fossil fuels) are also discussed in the 
present study. A key advantage of the Bayesian method used in this work is that it 
allows us to combine estimates from study data with relevant past information 
(a prior probability distribution), to derive a posterior distribution. The prior 
probability distribution is capable of reflecting all information available to date on 
the model parameters. This is only possible and realistic via the Bayesian method 
adopted in this study. 
 
 
Figure 3. Time-Varying Slope (CO2 Emission vs. Energy Consumption) for Nigeria 
 
 
Figure 4. Time-Varying Slopes (CO2 Emission vs. Energy Consumption) for South 
Africa 
4.1.  Result and discussion 
The trend observed in Figures 3 and 4 is approximately a true reflection of the 
cross-sectional relationship of the observed climate variables over time across the two 
major countries considered. However, the trends differ for individual countries as 
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time evolved. If these trends are viewed over the timeline from 1990 onwards, we can 
see that there are large variations in the evolution of carbon intensities in both 
countries. Figure 3 shows that the relationship between energy consumption and CO2 
emission in Nigeria experienced the lowest peak in the late 1980s while that of South 
Africa (Figure 4) experienced the lowest peak in the mid-1990s. It, however, 
experienced the lowest peak in the mid-1990s around the period of independence in 
South Africa. Also, from early 2000, it can be shown that South Africa and Nigeria 
had a positive and significant impact on environmental degradation through the 
continuous release of carbon dioxide (CO2) emission as revealed by the positive 
slopes. This increase (peak) within the studied period can be attributed to economic 
growth, anthropogenic activities, vehicular emission as a result of rural-urban 
migration, population growth, proliferation of industries and provision of social 
amenities with respect to new carbon emitting technologies. It also shows that the 
slopes exhibit a seasonal and random walk pattern from 1970 in both countries. These 
results agree with the use of CO2 emissions as a pollution indicator, GDP and the 
production of nuclear electricity as economic indicators as reported by Baek and 
Pride (2014), who used the vector autoregressive co-integrated model and Johnsen 
cointegration during a study of countries in the major nuclear production within the 
period 1990–2011. 
5. Concluding remarks 
In this study, we have proposed a Bayesian time-varying parameter dynamic state 
space regression model for change-point detection in dynamic environmental and 
climatic processes. The model was estimated via a recursive Bayesian estimation 
approach for obtaining time-varying parameter shifts and change-point detection. It 
was observed that the contribution of energy consumption to CO2 emission in two of 
the richest economies in Africa have changed significantly and erratically through 
time.  
The relationship between energy consumption and CO2 emission in Nigeria 
(Africa’s largest economy) experienced the lowest peak in the late 1980s (after the 
Structural Adjustment Programme (SAP)), and the highest peak in mid-2000s (during 
a major regime change and industrial revolution) while the slope in South Africa  
(14th highest emitter of CO2 in the world and second largest economy in Africa 
(nominal GDP)) experienced the lowest peak in the mid-1990s (around the time of 
their independence) and the highest peak in early 2000 (during the time of their 
economic boom). Recursive Bayesian estimation of Bayesian state space models with 
time-varying parameters is useful for statistical inference on volatility of parameter 
estimates and change-point detection in climate change. The empirical applications 
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and findings in this study reveal that the increase and decrease in the relationship 
between carbon dioxide and energy consumption within this studied period can be 
attributed to economic growth, regime change, anthropogenic activities, vehicular 
emission as a result of rural-urban migration, population growth, proliferation of 
industries and provision of social amenities with respect to new carbon emitting 
technologies. 
The need for low carbon technologies which are capable of plummeting carbon 
emissions and enhancing sustainable economic growth in South Africa and Nigeria is 
hereby recommended and emphasized. This may include policies to enhance 
efficiency of energy through modification from non-renewable energy to renewable 
energy, thereby reducing the impending greenhouse effect. 
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