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SOBRE LAS INTERPRETACIONES CIBERNETICAS DE LA
(* )
TEORIA DEL APRENDliAJE
EMIL MARINESCU Y V. GH. VODA
1. lntroducc ion.
£1 propos ito de este articulo es esclarecer algunos aspectos de la interpreta-
cion ciberne tica de la teoria materna tic a del aprendizaje.
Segun una opinion com-in ([6J, [7J) los modelos de la-teoria del aprendizaje
(1)
pueden cons ider arse como casos de sistemas aleatorios con ligazones completas .
Como hoy en di a esta teoria e sta completamente estudiada, el trat am iento unitario
de los modelos estocasticos del aprendizaje se encuentr a totalmente realizado.
Segiin la opinion de Iosifescu [8 J la teoria de Bush y Mosteller [1] esta ya
finiquitada, haciendo abstraccion, claro esta , de la extension de ciertos resulta -
dos 0 de la cornpl icac ion de ciertos modelos particulares.
C\ertamente queda aun una serie de vias abiertas, por ejemplo, aquella que
aborda esta teoria desde el punto de vista de los juegos ( [11 J, [12 J ), la e labo-
rae ion de mode los informacionales ( [3 J, [9 J), los sistemas de auto-aprendizaje,
el problema del reconocimiento ("recognition problem"), los sistemas c ibernet i -
(*) Tr aduc c ion de V.S.Albis G. Es t c t r a b aj o fue publicado anteriormente en los Anais da F a c ul tln d e
de Ciencias do Porto, 1971.
(1) Las c u al e s generalizan las c ad e n a s de Ocinescu-Miboc.
96
cos. /
2. Algunos comentcrios sobre el proceso de aprendizaje.
El aprendizaje , en cuanto fenomeno, es considerado por Pieron [8J como la
rnodificac ion adaptativa del cornportamiento de un organismo - viviente 0 abstrac-
to- en el transcurso de experiencias repetidas.
La teoria maternatica del aprendizaje comprende la total idad de los metodos y
resultados ligados ala repre sentac ion maternatica de los fenornenos del aprendi-
zaje.
Ella puede cons iderarse como una "disciplina de frontera" que ha resultado
de la interseccion de la sicolcgia con las rnaternaticas.
En la modelacion maternatica del fenorneno del aprendizaje se pueden distin -
guir (segun la naturaleza de las hipotes is) dos tipos de modelos : los modelos de-
termini st icos y los estocasticos.
Por modelo se entiende un conjunto de axiomas, expresados matematicarnente ,
que ponen en evidencia la teoria s icologica, en el caso de una si tuacion experi
mental dada.
Es necesario precisar que por teoria sico logica se entiende la totalidad de
conceptos y las re lac ione s entre ellos que tiene que ver con toda una c1ase en-
tera de s ituacione s, y no con una situacion experimental particular.
Es evidente que la formal iz acion maternat ica del Ienomeno confiere a 1& s i-
tuac ion exper iment al un caracter mas restrictivo que la respect iva teoria sicolo-
gica, hecho que permite un ana lis is mas profundo del fenomeno.
Las situaciones experimentales constan de una suces ion de pruebas .
.El sujeto se somete, en cada una de estas pruebas, a la accion de un subcon-
junto de estimulos que hacen parte de un conjunto de estirnulos cuyas caracteris-
ticas son estudiadas por el que efectua la experiencia.
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En seguida, el suj eto, de entre un conjunto de alternat ivas , escoge una res-
puesta que represent a uno de los comportamientos posibles.
A cada respuesta sigue un resultado que, en el caso de experiencias de "apren-
dizaje simple" (e s decir, experiencias para las cuale s el subconjunto de estirnu -
los es identico de una prueba a otra), se imagine sea como recompense sea como
castigo.
Segun Estes [2], la s ituac ion del aprendizaje comprende tres tipos de ele -
mentos : las respuestas, los estirnulos y los sucesos de refuerzo.
La est imulac ion se representa por un cierto conjunto de es tirnulos, notado ge-
neralmen te con S = {1,2, ... ,n } a S = {5 /,52' ... , 5n } r de donde el sujeto
elige las muestras al comienzo de cada experiencia.
EI sujeto no sabria desde un comienzo escoger la respuesta necesaria y, des-
puesde cada exper ienc ia, da con una cierta probabilidad una respuesta del con-
junto de respuestas posibles.
Los resultados posibles de una experiencia se clasifican segun sus efectos
sobre las probabilidades de las respuestas y se representan con el conjunto :
E {Eo. F. 1, ... , e, },
en donde F. i' i i 0, representa el suceso : "Ia respue sta Ai esta reforzada" y
E I " . ' f d"•0 representa e suce so : mnguna respuesta esta re orza a .
EI aprendiz aje esta definido en terrninos del carnbio, de una experiencia a
otra, de la probabil idad de las respuestas, y las leyes del aprendizaje toman la
forma especifrca de estos cambios en las diferentes situaciones experimentales
dadas.
3. EI mede lc losifescu-Norman. EI; model ado informacional.
Para esclarecer la idea de la seccion precedente, se mostrara sucintamente
<)8
en que consi ste 10 esencial del model ado estocastico del fenorneno del apren d iz a-
je en la concepcion de Ios ife scu-N orrnan [10].
La forrnal iz ac ion que sigue se debe a Norman quien ha usado una obra clas i-
ca de losifescu (1963).
Segun estos autores , un "experimento" de aprendizaje puede modelarse de la
manera siguiente : un sujeto se somete varias veces a una cierta experiencia, ex-
periencia en la cual el sujeto puede dar respuestas diferentes.
Cad a expos icion a la s ituacion experimental puede influenciar de una rnanera
o de otra la tendencia en las respuestas del sujeto. Se supone que e sta tendencia
en la prueba n-es ima esta esencialmente determinada por el estado 5n del sujeto.
E] conjunto de estados del sujeto se llama 5. EI efecto de la n-e s irna prueba
esta representada por 1a apar ickn de un suceso den otado con En,' el conjunto
de todos los sucesos posibles se denota con E. Tanto 5n como En se cons ide-
ran variables aleatorias. A cada elemento "e" de E corresponde una Iunc ion
ue definida en 5 y con va lores en 5.
La trans ic ion de la prueba n-e s ica a la t n + 1) -e s irna e s t a dada por la ley
Sll+1 =0 "e (5n). Se supone que la rep art ic ion de En depende solo del est ado
/2
del sujeto y se denotara con P(5/2")'
E t I· t '~E () P(s) } se ll arnara un "modelo es-noncese s is terna t ,», " ue eEE' ,. sE5
t oca stico del aprendizaje" y seria fac il verificar que repre s en ta un sistema ale a-
torio con ligazones completas.
Los modelos informacionales ( [3], [9]) cons ist ian en que el proceso de
aprendiz aje se tomaba junto con el organismo y aquel que haci a la experiencia y
participaba en el proceso, constituia un sistema del tipo retro-alimentativo
(" feed -bac k ").
EI examen de este proceso se hace mediante la entr opi a, el concepto funda -
mental de la teori a de la informacion.
Se considera un sujeto colocado en ciertas condiciones estables, invariantes
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invariantes en el tiempo y que en say a dar respuestas util es en una serie de expe-
r ieric ias sucesivas.
Sean G' el conj un to de las respuestas posibles y tJ el conjunto de los resul-
tados, ambos supuestos finitos pero de cardinal diferente.
Sean /J 0 (A) la probabilidad de la respuesta A E G' en el memento inicial de
Ia experiencia, y Pn (0 I A) la probabilidad de que el resultado 0 E tJ aparezca
en la n-es irna experiencia cuando el sujeto ha escogido A EG' como la respues-
ta a esta experiencia.
Denotemos con Pn+1 (; I (A, 0)) la probabilidad de la respuesta A E a des-
pues de haber efectuado la exper iericia n-e s ima , condicionada por la pareja (A,D).
Evidentemente :
y
2: P (0 I A) = 1 ,
OEt) n .
'V 2: P +1 (A I ( A, 0) ) 1
AEG'n
para cada n 2. 1, A E G' r 0 E tJ .
El proceso de aprendizaje discurre de tal suerte que, en el momento inicial ,
las respuestas son todas equiprobables.
Despues de efectuar una exper iencia, el sujeto escoje una respuesta A EG' ,
de probabilidad parA), la cual es seguida por el resultado 0 E tJ con una cier-
ta probabilidad p 1(0 I A). La pareja (A, 0) modifies las probabilidadesde las
res puestas ulteriores.
El conjunto formado por el sujeto y el experimentador se denomina un "siste-
rna de ins truccion "'.
E] resultado interesante que se obtiene de esta cons truce ion es que, dado un
sistema de instrucc ion, ~l proceso de aprendizaje se reduce a una cadena de Mar-
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kov sobre el conjun to de respuestas posibles (Guiasu, [3]).
4. Interpretacion cibernetica.
Desde el punto de vista cibernetico, puedese considerar el aprendi zaje como
un proceso informativo.
Ej experimentador tran srn ite al sujeto , a 10 largo de experiencias repetidas ,
una cierta c antidad de informacion sobre las respuestas que este ultimo debe es-
coger de entre un conjunto dado de respuestas.
"Es necesario subrayar aqui que, desde el punto de vista c ibernetico , deben
tenerse en cuenta los Il amados "sistemas de apreridi zaje controlados por el ex-
perimentador" puesto que e110s pueden considerarse capaces de modelar "el pro-
ceso de iristruccion " en el sentido que el experimentador es un profesor y el su-
jete un alumno.
Antes de detallar estas cos as, es ne ce sar io dar algunas definiciones que nos
seran indispensables.
Introduzcamos en el conjunto B 2 = {O, 1} dos leyes de composicion interna
l larnadas "reunion" y "rnultiplicacion " - repre sen tados por "V" y " . ", respec-






ASI provisto, llamaremos al conjunto B2 un "algebra booleana de dos elemen-
tos". Llamarernos , "algebra booleana " IPor otra parte y en general, a un conj un -
to B, finito 0 no, provisto de tres operaciones : reunion, multipl icacion y nega -
cion que satisfacen las siguientes condiciones (no todas independ ientes ) :
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Para todos los x,y,z, elementos de B, se t iene :
1) x Uy = y Ux 2) (xUy) Uz) = xU(yUz)
3) xy = yx(l) 4) x(yz) = (xy) z
5) x Uxy = x 6) x(x U y) = x
7) x Uyz = (x U y) (x U z) 8) x(y U z) = xy U xz
9) x U 1 = 1 10) xO = 0
1l)xUx=1 12) x x = O.
Introduzcamos adernas de las tres leyes de cornpos ic ion precedentes, una ter-
cera llamada "diferencia s imetr ica " 0 "suma modulo 2" - representada por 6l y
definida por
XEllY=xyUxy,




0 6l 1 16l0=1
1 (B 1 0
x 6l y Y 6lx
(x 6ly) 6l z X6l(Y6lz)
x Ell 0 x
x 6l 1 x
x 6l x 0
x (y Ell z) xy 6l x z .
Supongamos ahara que el sistema de aprendizaje con la ayuda del experimen -
tador, conduce a la s ituacion siguiente : en un rnornento dado t , aque l actiia sa-
bre el sujeto can el estimulo s~) .. a1 recibir este est irnulo, e1 sujeto escoge , de
un cierto conjunto de respuestas, 1a alternativa A~).
( 1) En 10 que sigue, en ve z de x"y, (xUy)"z, etc, e s cr ib ir e mo s sencillamente xy,
(x tlv) z , etc .•
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Imaginaremos Ia respuesta A (k) como la n-p la
(tJ
en donde xk. • j =0 1. 2, .. " n , son elementos de un algebra booleana
J
B 2 =0 {0.1} de dos elementos.
En el conjunto de respuestas que tiene a su d ispos icion , el sujeto encuentra
la mejor respuesta para el estado tt ), digamos
>
en donde (tJ . 1 2 I d - { }Y k • J =0 r ••• , n, son e ernentos e un algebra boolean a R 2 =0 0.1.
j (t)
Consideremos ahara las "funciones respuestas" las n-plas A(t) =0 < "k
ukt) ukt) > asociadas con cada respuesta x(~) en donde ut) j
2 n J





uk. =0 1 < =0 > x
J kj





11k ••.•• 11k > la funcion respuesta asociada a la2 n
Resulta c lararnente que s i, para cada e stirnulo y sin importar el estado t, el
sujeto escoge la re spue sta correcta asociada al estado t, puede decirse que el
sujeto es "perfecto" y el modelo se vuelve interesante.
(I) (t)
Podemos definir para las variables "te . y 11k. la operac iori :
J J
/03
( t) ( t )











son los elementos de B 2 que asociamos con uk.
J
y
Introduzcamos la expres ion siguien te ;
tt ) 11 tt )
P = 2: (uk.
k i= 1 t
Esta expre s ion puede interpretarse como la "distancia" entre la respuesta
correcta y una respuesta cual quiera en un mismo estado t ,
La respuesta correcta asociada con el estado t puede considerarse como la
"meta" del proceso de aprendizaje para el estado respectivo.
~I problema que se plantea al sujeto es el de acortar 10 mas posible la " dis-
tancia" entre la respuesta correcta y la respuesta que el escoge por si mismo.
EI problema es pues el siguiente ;
, tt ) , ~ tt ) tt ) ' (t)encontrar mt n p = min L (uk Ell vk ), bajo la condic ion p < a,
k j=1 i 'i k,
es decir, en tal forma que las distancias entre las respuestas escogidas y la co-
rrecta no pasen de un numero dado. Evidenternente a > 0, pues si a =0 r enton-
ces p( t ) = 0 y se cae en el caso del" sujeto perfecto".
k
~esulta c1aramente que hemos definido las "distancias" entre respuestas co-
mo func iones seudo-booleanas, es decir, sobre el producto cartesiano B2 x
B2 x ..• x B2 y de val ores enteros (vease [5] ).
En esta s ituacicn el problema de programacion enunciado antes, se reduce a
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un problema de prograrnac ion seudo-bool eana.
Ej problema general de la progr arnacion seudo-booleana se enunci a de la ma-
nera siguiente :
m
Determinar t x I' x2' .•. r x".) E 82 que cumpla las relaciones seudo-boolea-
nas
i = I, 2, ... , n I
en donde las uj son las variables enteras asociadas con los elementos Xj del
algebra 82 segiin (j3) y Ri = { =, ::.. • ~, < , > l . y que minimiza una
funcion seudo-booleana dada: lor ul' U2,· .. , um) .
La so luc ion de este problema la han dado Hammer e Ivanescu y se encuentra
en [4] 0 en [5] .
Hemos, pues, reducido el problema de la teoria del aprend izaje a un problema
de programacion seudo-bool eana.
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