Introduction
Caching is widely recognized as an effective method for improving the efficiency and scalability of multimedia content delivery. It is essentially a process of keeping a smaller collection of frequently requested documents at points in the network where they can be accessed with high speed/low latency. One of the main differences between Web caching and traditional caching in computer systems is that Web documents vary considerably in size depending on the type of information they carry. One of the important aspects of engineering efficient Web caching systems is designing document/file replacement algorithms that achieve high hit ratios and are easy to implement.
The cache replacement problem consists of selecting and possibly dynamically updating a collection of frequently accessed documents. The most popular replacement algorithms in practice are based on the Least-Recently-Used (LRU) cache replacement rule that possesses many desirable characteristics, including the high hit ratio, low complexity and flexibility to dynamically adopt to possible changes in request patterns. However, the main disadvantage of the LRU replacement algorithm is its indifference to the variability of document sizes. In order to alleviate this problem, a straightforward, randomized extension of the LRU algorithm was proposed in [11] . In this scheme, if a requested document is not found in the cache, it is either brought into the cache with probability that depends on its size or the cache is left unchanged. In the former case, the new page is accommodated by removing the minimum necessary number of the least recently used documents.
In this paper, assuming the independence reference model with generalized Zipf's law request probabilities, we provide an explicit asymptotic characterization of the cache fault probability. Using our asymptotic analysis and Hölder's inequality we show that the performance of this class of algorithms is optimized when the randomization probabilities are selected to be inversely proportional to document sizes. This algorithm, termed LRU-S, was considered in [11] , but its optimality among the randomized LRU policies was not known. Furthermore, we show that LRU-S is within a constant factor from the optimal static arrangement.
Our analytical approach uses probabilistic (average-case) analysis that relies on the well-known connection between the LRU fault probability and Move-To-Front (MTF) search cost distribution, e.g. see [5, 7] . The analysis exploits the novel large deviation approach and asymptotic results that were recently developed in [7, 8] . For additional references on average case analysis of MTF and LRU algorithms see [5, 4, 7, 8] . In contrast to our probabilistic method, the majority of literature on cache replacement rules for variable document sizes is based on combinatorial (amortized, competitive) techniques. In this context, [2] represents one of the first formal treatments of the caching problem with variable-size documents; this paper proposed a new ¢ -competitive GreedyDual-Size algorithm. For very recent results and references on competitive analysis of deterministic, as well as some randomized, online algorithms the reader is referred to [12, 6] .
The rest of the paper is organized as follows. In Section 2, we formally introduce the MTF searching algorithm and, using the Poisson embedding technique from [4] , derive a representation result for the MTF search cost distribution. Then, in Theorem 2 of Section 3, we present our main asymptotic result that characterizes the MTF search cost distribution for the generalized Zipf's law requests. Using this result, we show in Theorem 3 of Section 4 that LRU-S algorithm has asymptotically the best performance within the class of randomized LRU rules. Furthermore, in the same section, we prove that LRU-S policy is within a constant factor from the optimal static arrangement. The concluding remarks are presented in Section 5.
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is the total number of documents of size
is a sequence of i.i.d. random variables, where an event
C represents a request for document 2 f 3 7 " g 5 having size ¥ 9 at time h . We denote request probabilities as
and, without loss of generality, assume v g w N V is equal to the total size of documents in the list that are in front of document 2 4 3 7 " g 5 . Our objective in this paper is to characterize the distribution of the stationary search cost N and use this result to estimate the cache fault probability of the corresponding LRU replacement scheme. Clearly, the stationary search cost exists since the process of permutations on the elements of the list represents an irreducible and aperiodic finite state Markov chain; for the proof of this existence in a more general setting see Lemma of [8] . Throughout the paper we assume that the search cost process is in stationarity.
In order to facilitate the analysis, we use the Poisson embedding technique that was first introduced for the MTF searching problem in [4] . The stationary process 
be the time since the last move of the currently requested item 2 U T X 5 to the front of the list and note that its distribution is equal to
Now, we state the following representation result. For the case of the ordinary MTF algorithm, this result was first derived using formal languages in [5] and later reproduced in [4] .
Theorem 1
The stationary search cost satisfies
where denotes equality in distribution.
Proof: Follows from the same arguments as in Proposition u of [4] (see also Theorem of [8] 
Let be the corresponding stationary search cost defined by request probability 
represents the time since the last move of the currently requested item U Á Ì º Ì with its distribution given by (2) . Note that these variables are well defined and a.s. finite. However, it is not clear whether the stationary regime of the search cost process exists for this infinite list. To overcome this technical difficulty, similarly as in Proposition Í g Í of [3] for the case of i.i.d. requests of the same size documents, we pass to the limit over finite lists.
Proposition 1
The constructed sequence of stationary search costs converges in distribution to , i.e.
The following section characterizes the asymptotic behavior of the tail of the searching cost . In this paper, using the standard notation, for any two real functions Ò f Å and
has a complementary definition. In addition, throughout the paper ã denotes a sufficiently large positive constant. The values of ã may differ in different places, for example,
Main results
Our results are derived under the following assumption of generalized Zipf's law distribution. This distribution has been widely used for modeling cache request patterns and, in particular, for capturing the Web access behavior, e.g. see [1, 9] .
Theorem 2 Under Assumption 1,
where
Remarks:
, where b is the Euler constant; this was formally provided in Theorem 3 of [7] .
(ii) Clearly, by setting
, the theorem reduces to the traditionally studied LRU system, investigated in Theorem 3 of [7] . Note that, by merging g different classes into one and enumerating the documents in a nonincreasing order of their probabilities, easy, but somewhat tedious, algebra shows that the tail of the resulting request distribution is asymptotically equivalent to
. In order to prove the preceding result we use Lemmas 1 and 2 of [7] and Lemma 4 of [8] ; for reasons of completeness, we state these lemmas in the appendix. Proof: Equation (5) easily implies 
The preceding inequality and the monotonicity of s § p p (see the remark after equation (1)) yield
From Assumption 1 and Lemma 5 of the appendix, it is easy to show that
Furthermore, by Assumption 1, for any § ¬ A ®
, there exists¯ such that for all¡°A¯ , the request probabilities are bounded as
, and, therefore, Lemma 5 of the appendix yields
Thus, since § can be chosen arbitrarily small, we obtain, for
Then, the estimates in (11) and (13) 
By replacing the last inequality in (10), we obtain for large enough
Now, by exploiting Lemma 4 of the appendix and Assumption 1, we infer that for
Now, by replacing (15) into (14) we obtain
Hence, after computing the integral in the preceding expression, multiplying it with AE , taking the limit as î « ª
, and passing § C ï Ä ® , we conclude
Next, we proceed with the proof of the upper bound. Since
, after splitting the integral in (8), we obtain
being the same as in (9) . Then, by similar arguments as in (11) and (13), we conclude that
for all large enough. Therefore, by Lemma 6 of the appendix, for all
Thus, since ù þ ÿ ¡ is nondecreasing and
, we conclude that for any
where the last equality follows from (18). Now, from Assumption 1 for all where in the last inequality we exploited the fact that
. Since r can be arbitrarily small, we infer that for all
Next, similarly as in (15), for
and large we derive
Now, replacing the estimates (19), (20) and (21) in (17) and using analogous steps to those taken in estimating (16) yield the upper bound
Finally, the last inequality and (14) prove the theorem.
The optimal randomized LRU algorithm
Consider a universe of a large number of documents ¾ , a subset of which can be placed in an easily accessible location of size , called cache. Interested parties request these documents by searching the cache first and then, if a document is not found there, the outside universe. When the document is not found in the cache, we say that there was a cache fault or miss. In addition, at the time of a miss, a cache replacement algorithm may replace the necessary number of documents in the cache with a newly retrieved document. The replacements are done in order to reduce the number of future faults. This system models the Web caching environment where the parties that request documents correspond to end-users, the cache represents a local proxy server and the document universe is the entire World Wide Web. The minor difference between this caching system and the traditional computer caching one is that cache updates in the case of faults are only optional. In other words, when a cache fault occurs, the requested document can be retrieved directly from its original storage (server) without impacting the cache content. However, since we are considering the asymptotic behavior for large cache sizes with Zipf's law requests, it is easy to show that our asymptotic results hold for the traditional system as well.
We assume that the request process is the same as in the case of the randomized MTF algorithm described in Section 2. Similarly, the decisions of the corresponding randomized LRU cache replacement algorithm depend on the currently requested document size´
. More specifically, in the case of a cache miss for an item of size´2 ¿ , the algorithm places the requested item with probability ; the successive randomized decisions are independent. In the case of a replacement, the necessary number of least recently accessed documents are removed from the cache in order to accommodate the newly placed item.
We investigate the behavior of the randomized LRU caching fault probability
using the connection between the randomized LRU caching and MTF searching algorithms. To this end, we can assume, without loss of generality, that documents in the cache are arranged according to an increasing order of their last access times. Furthermore, since the fault probability does not depend on the arrangement of documents that are outside of the cache, they can be arranged in an increasing order of the last access times as well. Thus, the ordered list of documents inside and outside of the cache under the randomized LRU rule behaves the same as the randomized MTF scheme. Clearly, using the notation from Section 2, the stationary cache fault probability satisfies
. Now, similarly as in (4), we can construct a family of caching systems indexed by
The following theorem shows that the optimal performance of the randomized LRU replacement scheme is achieved when randomization probabilities are inversely proportional to document sizes. Let Ü ¤ Ý Þ t ß c à be the fault probability for this particular selection of randomization probabilities. Adopting the notation from [11] , we will refer to this policy as LRU-S.
Theorem 3 Under Assumption 1, asymptotically optimal randomized LRU replacement scheme that minimizes the expression in (6) is achieved when
. Furthermore, for this choice of randomization probabilities, the fault probability satisfies
Remark: Note that this algorithm can provide an arbitrarily large relative improvement in comparison to the ordinary LRU scheme. In this regard, by setting
in (6), one obtains the asymptotic result for the traditional LRU. Then, computing the ratio between the obtained constant in (6) and (22) . Then, Hölder's inequality implies
where the equality is achieved for
, since the performance of the algorithm does not depend on 
which, by passing y 1 ¦ § {
, proves the result.Ï n the following theorem we show that the performance of the proposed greedy static and optimal policy are asymptotically the same.
Rremark: In Theorem of [10] it was shown that for any general request distribution and cache of size
The following lemma will be used in the proof of the preceding theorem. 
and
In addition, by Lemma 3, for all 
Hence, the total size of all documents stored in the cache can be bounded as
Corollary 1 The asymptotic ratio between the fault probabilities of the LRU-S and optimal static algorithm satisfies 
Optimizing the latency of document retrieval
In the Web environment, it may be desirable to minimize the expected latency of document retrieval, instead of the cache fault probability. In a first approximation, one can assume that the time to deliver a document from the cache is basically zero, while the transmission time of a document of size V from its original location depends on its size and is equal to . Then, using the same notation as in Section 2, it can be shown that the stationary limiting (as ) expected delay is not in the cache. Note that in a different framework, may stand for some other cost of not finding document of type in the cache. Now, by mimicking the proof of Theorem 2, it is easy to show that, under Assumption 1,
