We study the cover time of a random walk on the random digraph D n,p when np = d log n, d > 1. We prove that whp the cover time is asymptotic to d log(d/(d − 1)) · n log n. To obtain this result we prove that whp the stationary distribution of any vertex v is given asymptotically by
Introduction
Let D = (V, E) be a strongly connected digraph with |V | = n, and |E| = m. For a simple random walk W v = (W v (t), t = 0, 1, . . .) on D starting at v ∈ V , let C v be the expected time taken to visit every vertex of D. The cover time C D of D is defined as C D = max v∈V C v .
For connected undirected graphs, the cover time is well understood, and has been extensively studied. It is an old result of Aleliunas, Karp, Lipton, Lovász and Rackoff [2] that C G ≤ 2m(n − 1). It was shown by Feige [9] , [10] , that for any connected graph G, the cover time satisfies (1 − o(1))n log n ≤ C G ≤ (1 + o(1)) 4 27 n 3 , where log n is the natural logarithm. An example of a graph achieving the lower bound is the complete graph K n which has cover time determined by the Coupon Collector problem. The lollipop graph consisting of a path of length n/3 joined to a clique of size 2n/3 has cover time asymptotic to the upper bound of (4/27)n 3 .
For directed graphs cover time is less well understood, and there are strongly connected digraphs with cover time exponential in n. An example of this is the digraph consisting of a directed cycle (1, 2, ..., n, 1), and edges (j, 1), from vertices j = 2, ..., n − 1. Starting from vertex 1, the expected time for a random walk to reach vertex n is 2 n−2 .
In a sequence of papers we investigated the cover time of various classes of random graphs.
The main results of these papers can be summarized as follows:
• [4] If p = d log n/n and d > 1 then whp C Gn,p ∼ d log
n log n.
• [7, 8] Let d > 1 and let x denote the solution in (0, 1) of x = 1 − e −dx . Let X g be the giant component of G n,p , p = d/n. Then whp C Xg ∼ dx(2−x) 4(dx−log d) n(log n) 2 .
• [5] If G n,r denotes a random r-regular graph on vertex set [n] with r ≥ 3 then whp C Gn,r ∼ r−1 r−2 n log n.
• [6] If G m denotes a preferential attachment graph of average degree 2m then whp C Gm ∼ 2m m−1 n log n.
In this paper we turn our attention to random directed graphs. Let D n,p be the random digraph with vertex set V = [n] where each possible directed edge (i, j), i = j is included with probability p. It is known that if np = d log n = log n + γ where γ = (d − 1) log n → ∞ then D n,p is strongly connected whp. If γ as defined tends to −∞ then whp D n,p is not strongly connected. (We do not have a direct reference to this result. It is easy to show that if np = log n − γ where γ → ∞ then there are vertices of in-degree zero. On the other hand, if np = log n + γ where γ → ∞ then [11] shows that the random digraph is Hamiltonian and hence strongly connected). Strong connectivity for np = log n + γ where γ → ∞ also follows from the proof of Lemma 6. It is also easy to prove directly.
We determine the cover time of D n,p for values of p at or above the threshold for strong connectivity.
Theorem 1. Let np = d log n where d log n = log n + γ and γ = (d − 1) log n → ∞. Then whp
Note that if d = d(n) → ∞ with n, then we have C Dn,p ∼ n log n.
The method we use to find the cover time of D n,p requires us to know the stationary distribution of the random walk. For an undirected graph G, the stationary distribution is π v = deg(v)/2m, where deg(v) denotes degree of vertex v, and m is the number of edges in G. For a digraph D, let deg − (v) denote in-degree of vertex v, deg + (v) denote out-degree, and let m be the number of edges in D. For strongly connected digraphs in which each vertex v has in-degree equal to out-degree (deg − (v) = deg + (v)), then π v = deg + (v)/m. For general digraphs, however, there is no simple formula for the stationary distribution, and the main technical task of this paper is to find good estimates for π v in the case of D n,p . We summarize our result concerning the stationary distribution in the following theorem.
We summarize our result concerning the stationary distribution in Theorem 2 below. For a given vertex v, define a quantity ς * (v), which characterizes the in-neighbour w of v with minimum out-degree as follows:
Theorem 2. Let np = d log n where d log n = log n + γ. Let n → ∞ and assume γ → ∞.
Then whp, for all v ∈ V ,
where deg − (v) is the in-degree of v and m is the number of edges of D n,p , and ǫ v ∈ [0, 1].
We note the following special cases.
Remark 1.
We prove in Lemma 12 that whp ς * (v) = o(deg − (v)) for almost all vertices v. For these vertices, the ς * (v) term can be absorbed into the error term of π v .
Remark 2.
If γ = ω(log log n) then whp ς * (v) = o(deg − (v)) for all vertices v, and in particular when d = 1 + δ, δ > 0 then the minimum out-degree is Ω(log n). In these cases,
Our analysis is based on Lemma 3 which is given in Section 2. This lemma is proved in its current state in [7] . It provides a good estimate of the probability that a walk starting at vertex u does not visit another vertex v in steps T, T + 1, . . . , t where T is a mixing time. In order to apply the lemma we need an estimate of the stationary distribution π v of the random walk for all v ∈ V . We also need an estimate of T , and of a parameter R T (1) which is the expected number of returns made to v during the first T steps by a walk starting from v.
As previously remarked, the main problem is to estimate the stationary distribution, and we will briefly describe our technique for doing this. Once we know the stationary distribution, it is basically plain sailing. We establish that the conditions for Lemma 3 hold, and using this lemma we apply the methods used in previous papers such as [7] .
We approximate the stationary distribution π using the expression π = πP k . To do this we need the value of P k , where P is the transition matrix. By a suitable choice of k we find we can bound P (k)
from above and below by values independent of x, i.e. P (k)
, where the value for θ y is verified in Section 5. Here deg − (y) is the in-degree of y and m is the number of edges of D n,p . We next give a brief intuitive picture of how this is done.
Let k = 2ℓ + 1. We grow an out-branching T X from x to depth ℓ, and an in-branching T Y to y of depth ℓ, and join the top level of these branchings by random edges. By careful choice of ℓ these branchings are almost tree-like. Suppose that vertex w lies in the ℓ-th level of the out-branching T X . For each path P w = (x = v 0 , v 1 , ..., v ℓ = w) from x to w, the probability that W x follows this path for the first ℓ steps is 1/(deg
We estimate the sum of these probabilities over all vertices w in the ℓ-th level of the out-branching T X as a random variable. This is reasonably straightforward. We need to do this for T Y as well and this is more delicate. We approximate the required sum of probabilities from above and below by random variables W 1 t , W 0 t that are defined iteratively. This is Lemma 5, described in Section 4. In addition, the upper bound analysis requires us to deal with error terms that can be ignored for the lower bound.
The structure of the paper is therefore as follows: Section 2 describes Lemma 3. Section 3 provides a technical lemma about the degree sequence of D n,p . Section 4 describes Lemma 5. Section 5 deals with estimating the stationary distribution and forms the main body of this paper. Section 6 is short and gives a bound on the mixing time, using the results of Section 5. We then estimate the cover time asymptotically in Section 7.
Chernoff Bounds
The following inequalities will be used for the sum
Main Lemma
In this section D denotes a fixed strongly connected digraph with n vertices. A random walk W u is started from a vertex u. Let W u (t) be the vertex reached at step t, let P be the matrix of transition probabilities of the walk and let P (t)
We assume that the random walk W u on D is ergodic with stationary distribution π.
and let T be a positive integer such that for t ≥ T max u,x∈V
Fix two vertices u, v. Considering the walk W v , starting at v, let r t = Pr(W v (t) = v) be the probability that this walk returns to v at step t = 0, 1, ... . Let
and
for a sufficiently large constant K.
For t ≥ T let A v (t) be the event that W u does not visit v in steps T, T + 1, . . . , t.
Lemma 3. Suppose that
(a) For some constant θ > 0, we have
There exists
where R T (1) is from (5) , such that for all v ∈ V and t ≥ T ,
A similar lemma was first proved in [5] . It was amended slightly for [7] and this latter version is the one quoted above.
Degree Sequence
We state a simple lemma concerning the degree sequence of D n,p . The lemma can be proven by the use of the first and second moment method (see [4] for similar calculations).
Let np = d log n and let ∆ 0 = 30np.
Lemma 4. Assume that np = d log n where
denote the expected number of vertices v with deg − (v) = k. Let D(k) denote the actual number and
The degree sequence has the following properties.
Note. From now until Section 5.3, we will work under
(Note that 2 is somewhat arbitrary here. Any constant larger than 1 will suffice.)
Under Assumption 1, there is a constant c > 0 and an interval
where
Let E S be the event that the in-degree and out-degree of all vertices in S ⊆ V are in the interval I. Then for any S ⊆ V we have
A Useful Lemma
The weight of a path P of length ℓ from vertex z to y is the probability that the random walk W z reaches y in exactly ℓ steps by following P . The following lemma is used to estimate the stationary distribution of the random walk. It gives a good approximation to the weight of (the paths in) an in-tree T Y of height ℓ rooted at a vertex y. The precise construction of the tree T Y is described at the beginning of Section 5.1 below.
We introduce a random variable W t = W t,σ to model the weight of T Y . Here t ≤ ℓ is a non-negative integer and σ is an arbitrary sequence σ i of positive integers in
We note that σ is just a convenient notational device for saying that we have some freedom in choosing the number of trials in each of a collection of binomial random variables.
Initially, when t = 0, σ is empty. For given t, the entries in σ list the values of σ i used in the recurrence (16) given below, along with all entries of the σ i from previous applications of the recurrence. The exact values of σ i or the length of σ are not relevant to our construction. The value of σ i can differ at each application of (16).
Lemma 5. Let W 0,σ = 1 for all σ. For t ≥ 1, let B t be an independent copy of min{Bin(σ 0 , p), ∆ 0 }, where σ 0 ∈ I 0 and ∆ 0 is given by (9) . For i = 1, ..., B t , let A i be an independent copy of W t−1,σ i , and let D i,t be an independent copy of 1 + Bin(σ i , p) where
Suppose that M > 1, Mt = o(np) and np = o(n .33 ). Then for 1 ≤ |λ| ≤ M,
Proof
We proceed by induction on t. The claim is true for t = 0. Let q = 1 − p and let t ≥ 1, then
.
Applying induction, and using e x ≤ 1 + x + x 2 for |x| ≤ 1 we see that,
We observe then that E(e λA i /D i,t ) = 1 + o(1) and so
Plugging (19) and (20) into (18) we get
≤ exp λ + 5M|λ|t np which is (17). 2
We will apply Lemma 5 as follows. From (17) we have that
The recursive computation of W t as in (16) gives rise to a randomly weighted tree that we denote by T Wt . If t = 0 then T Wt is a single vertex. Otherwise, we have a root of degree B t with children T A i for i = 1, 2, . . . , B t . The weight of the root ρ of T Wt is one. The weight of the ith child v i of ρ will be 1/D i,t from (16). The children of v i will have weights 1/D j,t−1 and so on. I.e. creation of a vertex involves instantiation of a random variable D = 1 + Bin(σ, p) for some σ ∈ I 0 and the weight of the vertex is then 1/D.
If P is a path from a leaf to the root of T Wt then its weight is defined to be the product of the weights of the vertices on the path. With this definition, the random variable W t is equal to the sum of the weights of the leaf to root paths.
Furthermore, inequality (17) remains true if we evaluate W t in a top down approach, revealing σ as is needed i.e level by level in the tree T Wt .
Estimating the Stationary Distribution
We approximate the stationary distribution π as follows: Iterating the equation π = πP , k times gives π = πP k . For fixed y this gives π y = x∈V π x P (k)
x (y). By bounding P (k)
x (y) from above and below by values independent of x, i.e. P x (y) ∼ θ y we obtain π y ∼ θ y .
Lower Bound on the stationary distribution
To bound P (k)
x (y) from below, we use walks between x and y consisting of simple directed (x, y)-paths of length k. Let np = d log n. The proof consists of four cases, depending on the value of d.
Until Section 5.3, we work under Assumption 1 that d ≥ 2. Case O is treated separately, in Section 5.3. Most of the work in Lemma 6 below is in the proof of Case I. The proof of Lemma 6 uses Lemma 5. To apply this lemma, we need a careful construction of an in-tree rooted at vertex y.
Under Assumption 1, the term ς(v) of Theorem 2 gets absorbed into the ǫ v error term.
Lemma 6.
There exists an integer s = O(log np n) such that whp for all x, y ∈ V ,
where m is the number of edges in D n,p .
For a vertex v let N − (v) be the set of in-neighbours of v and for a set S, let
similarly with respect to out-neighbours.
Construction of T Y . For fixed y ∈ V , we build a tree T Y rooted at y, a truncated breadthfirst fashion. T Y has level sets Y i , i = 0, 1, ..., ℓ, and vertex set
When examining the in-neighbours of v k we retain the first (at most) ∆ 0 in-neighbours in I(v k ) in the natural label order. Let N * (v k ) be this set of retained vertices and update
, and the in-degree of v k in I(v k ) fits the definition of B t in Lemma 5.
The construction above means that for w ∈ Y i+1 there is a unique edge (w,
The distribution of the other out-edges of w is unknown. Because |Y * (w)| = o(n 0.67 ) the distribution of out-edges of w fits the definition of D i,t in Lemma 5.
Construction of T X . Given Y and x ∈ V , (x = y is allowed) we define X 0 = {x} , X 1 , . . . , X ℓ where
Let X = ℓ i=0 X i and let T X denote the BFS tree constructed in this manner. If w ∈ X i+1 is the out-neighbour of more than one vertex of X i , we only keep the edge (z, w) with z as small as possible for T X . Let X = {x 0 = x, x 1 , . . . , x N } where x i is the i-th vertex added to T X .
For u ∈ X i let P u denote the path of length i from x to u in T X and
Similarly, for v ∈ Y i let Q v denote the path from v to y in T Y and
Given D n,p we have
where 1 uv is the indicator for the existence of the edge (u, v) and we take
Now, at this point we know that u ∈ X ℓ does not have neighbours in T Y \ Y ℓ . Other possible edges are unconditioned. So the distribution of deg
We therefore have,
We will show next that for some ǫ X , ǫ Y = o(1) and E as in (15),
Note that there is one inequality (28) needed for each x, y ∈ V and one inequality (29) needed for each y ∈ V . For a given y, the latter inequality is independent of x.
Proof of (29): For each v i ∈ Y i (the ith level of T Y ) and j < i with path
Let
where Y v,ℓ is defined in (30), and (13)). If deg − (y) ∈ I, we say y is centered. Let E y be the event that y is centered. Then from (14), Pr(¬E y ) = o(n −1 ).
Let ζ = 1/ log log log n. A vertex is normal if at most ζ 0 = ⌈4/(ζ 3 d)⌉ of its in-neighbours have out-degrees which are not in the range [(1 − ζ)np, (1 + ζ)np]. Let N (y) be the event y is normal. If y is centered, the probability y is not normal is at most
If y is normal and centered, and ǫ Y ≥ 2ζ then, referring to (31),
From the construction of T Y , and the construction of T Wt given following Lemma 5, we see that there will be some sequence σ v such that the S v are distributed as independent copies of A v = W ℓ−1,σv We can then use (21) to estimate the probability (34). We now complete the proof of (29).
Proof of (28): For u ∈ X ℓ let P u = P u:ℓ = (u 0 = x, u 1 , . . . , u ℓ = u) denote the path from x to u in T X . Let deg
For the related walk on the digraph T X , starting at x; X ℓ is reached with probability Φ = 1 in exactly ℓ steps, after which the walk halts. Thus
There is an assumption that deg + X (v) > 0 for v ∈ X and this will be justified whp below, see (39).
For u ∈ X we can bound v∈Pu f (v) by the binomial Bin(N X , p) where
Assuming E X∪Y , see (14), we have N X = n 2/3+o (1) . Recall that np ≤ n 3/10 (Case I). Using the Chernoff bound (3), we have that
So with ω = o(np), with conditional probability at least 1 − n −np/(100ω) ,
(ii)
Going back to (38) we see from (ii) that with (conditional) probability at least 1 − n −np/(100ω)
There are at most n trees and n paths per tree and so (37), with h = O(1/ω) = o(1), follows from (40). This completes the proof of (28).
Evaluation of (25): see (14) ). In order to apply (27) we next establish the concentration of Z given C ∈ C. If u ∈ X ℓ and C ∈ C then |Y ℓ | = n 2/3+o(1) and
We write Z = u∈X ℓ Z u where
Referring to (26), (28), (29) we note that if C ∈ C then
where the n −3 is from (41).
With θ = 4(np/ µ) 1/2 we find that,
and hence that (1) ), and so this implies that
It then follows from (27), (28) and (29) that
So,
Since Pr(E V ) = 1 − o(1), this completes the analysis for case I.
Case II: Fix x, y ∈ V . A sequence of events E n is said to occur quite surely qs if Pr(E n ) = 1 − O(n −K ) for any constant K > 0. The vertex x will have ∼ np out-neighbours X + and y will qs have ∼ np in-neighbours Y − and qs |X + ∩ Y − | ∼ np 2 . Given this, the Chernoff bound shows that qs there are at least (1 − o(1))n 2 p 3 paths of length three joining x to y. Therefore, for any x, y ∈ V ,
and we can proceed as we did for the previous case from (44).
Case III: ω ≥ n 3/5 . We use a similar argument to the previous case. We now use the fact that qs there are at least ∼ np 2 paths of length two from x to y.
This completes the proof of Lemma 6. 2
Lemma 7. Whp for all y ∈ V ,
Proof
It follows from Lemma 6 that whp, that for any y ∈ V , and s = 2ℓ + 1 we have 
Upper Bound on the stationary distribution
Lemma 7 above proves that the expression in Theorem 2 is a lower bound on the stationary distribution. As π y = 1, this can be used to derive an upper bound of
for all but o(n) vertices y. To extend this upper bound to all y ∈ V is the subject of the following lemma.
Lemma 8.
where m is the number of edges of D n,p .
The proof of Lemma 8 is split into two cases. Each case requires a sequence of lemmas. As before, most of the work is in proving the first case. We use the notation α ≪ β to mean that α/β is small enough so that any implied inequalities hold.
Case I: np ≤ n δ where 0 < δ ≪ η ≪ 1 are positive constants. Case II: np ≥ n δ .
Proof of Case I. Let Λ = log np n.
We will use the following values:
The plan once again is to estimate P ℓ 0 +1 x (y) using breadth-first trees T X , T Y . This time it is easier to grow T X to a depth ℓ 1 and T Y to a relatively small depth ℓ 2 . With this choice, Lemma 9 below, implies that |Y | will contain no more than |Y | edges whp. This reduces the complexity of the argument.
log np n, S contains at most |S| edges whp.
Proof
The expected number of sets S with more than |S| edges can be bounded by
2
We fix x, y and grow T X from x to a depth ℓ 1 , and T Y into y to a depth ℓ 2 . The definition of T X will change, but we will retain the notation. Fortunately, dealing with T X becomes trivial. The need for parameters ℓ 3 , ℓ 4 , ℓ 5 indicates that things are more complicated for T Y .
We form the BFS tree T Y from Y 0 , Y 1 , . . . , Y ℓ 2 as we did with the Y i 's in the proof of Lemma 6 (i.e. if w ∈ Y i−1 is the in-neighbour of more than one vertex of Y i , we only keep the edge (z, w) with z as small as possible for T Y ). Our upper bound construction of T Y is different, in that we do not truncate in-neighbourhoods at ∆ 0 . The probability that there is a neighbourhood sufficiently large to truncate is o(n −10 ). If there is no truncation, the construction is the same as for the lower bound. Now let X i , 0 ≤ i ≤ ℓ 3 be the set of all vertices that are reachable from x by a walk of length i. These sets may be larger than the X i of Lemma 6 as we allow them to overlap, and they are not disjoint from Y . For 0 ≤ ℓ ≤ ℓ 3 , let
For 1 ≤ i ≤ ℓ 1 let X i = {a ∈ X i : ∃b ∈ X j and j ≤ i such that (a, b) is an edge} and letX = ℓ 1 i=0X i .
. Let ζ be the number of in-neighbours of z in
Suppose that we build T X * as in Section 5.1, by growing a breadth-first out-tree from x to depth ℓ 3 . In this way we expose only one in-neighbour of z. Thus ζ is dominated by 1 + Bin(|X
, p). We apply (11) to deal with the second binomial. Hence if r + 1 = 100/η,
Part (a) of the lemma follows.
, p) + n1 D where D is defined prior to (11) . The sum |X 1 | + |X 2 | + · · · + |X i | accounts for vertices that are in X i+1 and also inX j for some j ≤ i. For a vertex z ∈ X i+1 not so far counted, there are two possibilities. (i) z / ∈ i k=0 X k or (ii) there exists j ≤ i such that z ∈ X j and z / ∈ i k=j+1 X i . In the first case the number of edges from z to i+1 k=0 X k is dominated by Bin(|X 0 | + · · · + |X i+1 |, p). In the second case the number of edges from z to i+1 k=j+1 X k is dominated by Bin(|X j+1 | + · · · + |X i+1 |, p). We bound the number of vertices counted by (i) and (ii) by the number of edges described in (i) and (ii) and this is dominated by
The result follows from Chernoff bounds and induction on i. Thus with probability 1 − o(n −10 ) we have
+ log 2 n.
We now consider the weight of various types of walks of length ℓ 0 + 1 from x to y. Some of these are simple directed paths in the BFS trees, of the type considered in the lower bound, and some use back edges of the BFS trees or contain cycles etc.
For u ∈ X ℓ 1 we let
where of course
We also define the β i,v as we did in (24). We will estimate
where the definitions of the terms on the right hand side are as follows:
is the probability that W x (ℓ 0 +1) = y and the (ℓ 1 +1)th edge (u, v) is such that v ∈ Y ℓ 2 \X and the last ℓ 2 steps of the walk use edges of the tree T Y . These are the simplest walks to describe and they make up almost all the walk probability. They go through T X and then monotonically level by level through T Y .
• Q ℓ 0 +1 x (y) is the probability that W x (ℓ 0 + 1) = y and the (ℓ 1 + 1)th edge (u, v) is such that v ∈ Y ℓ 2 ∩ X and the last ℓ 2 steps of the walk use edges of the tree T Y .
• R ℓ 0 +1 x (y) is the probability that W x (ℓ 0 + 1) = y and the last ℓ 2 steps of the walk use an edge which is not part of the tree T Y .
Upper bound for Z ℓ 0 +1 x (y). We proceed in a similar manner to the proof of (29), and use the same definition of central and normal, and similar values of the parameters. Thus ζ = 1/ log log log n and ζ 0 = ⌈4/(ζ Let E * y be the event that y and all of its in-neighbours are centered. A simple calculation shows that Pr(E *
Arguing in a similar manner as for (33) to (35) we get
To go from (49) to (50) we use (22). Let
Using the Hoeffding inequality, we see as in (42), (43) that
In computing the expectation of Z we observe that some of the vertices in the top level of T X are previously inspected in our construction and now E(
Upper bound for Q ℓ 0 +1 x (y). From Lemma 10 we see that we can assume
is a walk that contributes to Q ℓ 0 +1 x (y). As u 0 ∈ X ℓ 1 , and v 0 ∈ X i ∩ Y for some 0 ≤ i ≤ ℓ 1 , we deduce that v 0 ∈ N + (X ℓ 1 ). Next let 1 ≤ ℓ(W ) = min {j : v j / ∈ X}. We put ℓ(W ) = ℓ 2 + 1 if v 0 , v 1 , . . . , v ℓ 2 ∈ X. We estimate the contribution to Q ℓ 0 +1 x (y) from paths W for which ℓ(W ) = j for some fixed j.
Let P j be the set of paths length j we can grow rooted inX ℓ 1 . Given |X ℓ 1 | = N the number of such paths at most |P j | ≤ N∆ j 0 . After we have grown X and P j , we can imagine that we grow T Y from y, only as far as level
and so bearing in mind the event D, given by (10) , there are at most (a conditioned on D) Bin(N∆ j 0 |Y ℓ 2 −j |, p) number of paths in P j which terminate at y. This binomial is qs at most n o(1) .
After summing over j ≤ ℓ 2 and using L a (ℓ 1 ) we see that the number of paths that start at x, reachX ℓ 1 after ℓ 1 steps and finish with a path of length ℓ 2 through T Y that uses an edge from X to (Y \ X) is at most n o(1) (100/η)
. Furthermore, L a (ℓ 1 ) also implies that the number of vertices inX ℓ 1 that are the start of a path of length at most ℓ 2 to y, and that use only edges in X, is at most (100/η) ℓ 2 = n o(1) (y ∈ X for this case).
This restricts the number of choices for v 0 . This also bounds the number of walks contributing to Q ℓ 0 +1 x (y) to n o(1) since for such walks (i) there is a unique path from v 0 to y in T Y and (ii) there are at most (100/η) ℓ 1 = n o (1) walks that can use v 0 . Thus
Upper bound for R log np n that start in X * and end at v y and the second factor bounds the number of walks of length at most ℓ 3 that start at x and end at the starting point of such a walk. Thus under these circumstances,
Remark 4. This proves that if x, y are such that there are no extra edges within ℓ 5 of y and if
Let ℓ y be the distance from v y to y if v y exists, and ℓ y = 0 otherwise. Let ℓ 6 = ℓ 0 + 1 − ℓ y , if v y exists then from Remark 4,
This is because ℓ 6 ≥ (1 + η 20
) log np n and we can repeat the arguments above with v y replacing y and with a smaller value of η. This assumes that the high probability event L 9 described in Lemma 9 occurs. In which case there is no edge (u vy , v vy ) to deal with and we are in the case described in Remark 4.
We write R
where A 1 is the probability that W x goes to y through v y and
So assuming v y exists
Hence,
and in conjunction with (53)
Removing conditioning, it follows from equations (51), (52), (53) and (55) that whp for all x, y ∈ V ,
This completes the proof for Case I of Lemma 8.
Case II: np ≥ n δ .
We can deal with this case by using a concentration inequality (56) from Kim and Vu [13] : Let Υ = (W, E) be a hypergraph where e ∈ E implies that |e| ≤ s. Let
where the w e , e ∈ E are positive reals and the z i , i ∈ W are independent random variables taking values in [0, 1]. For A ⊆ W, |A| ≤ s let
There exist positive constants a and b such that for any λ > 0,
For us, W will be the set of edges of K n the complete digraph on n vertices. E will be the set of sets of edges in walks of length s = ⌈2/δ⌉ between two fixed vertices x and y in K n , and w e = 1. Z will be the number of walks that are in D n,p . In which case we have
So M 0 = E(Z) and applying (56) with λ = (log n) 2 we see that for any x, y we have
This completes the proof of Lemma 8. 2
We can now give an upper bound complementing that in Lemma 7, thus completing the proof of Theorem 2 in the case where Assumption 1 holds.
Lemma 11. Whp for all y ∈ V ,
Proof
It follows from Lemma 8 that whp, for any y ∈ V , and s = ℓ 0 + 1 that 
Removing Assumption 1
We will assume now that
We need to prove some additional lemmas. Let a vertex be small if it has in-degree or out-degree at most log n/20 and large otherwise. Let weak distance refer to distance in the underlying graph of D n,p .
Lemma 12.
(a) Whp there are fewer than n 1/5 small vertices.
(b) Whp every pair of small vertices are at weak distance at least ℓ 10 = log n 10 log log n apart.
(c) Whp there does not exist a vertex v with max deg
Whp for all vertices y,
Proof (a) The expected number of small vertices is at most
Part (a) now follows from the Markov inequality.
(b) The expected number of pairs of small vertices at distance ℓ 10 or less is at most
(c) The expected number of vertices with small out-and in-degree is O(n 1−2×.8002 ) = o(1).
Let ǫ = 1 log log n . The probability there exists a vertex of in-degree k ∈ [1, ∆ 0 ] with λ k inneighbours of degree outside (1 ± ǫ)np, is bounded by
Now assume that there are fewer than λ k neighbours of v of degree outside (1 ± ǫ)np. Then, assuming at most one neighbour w of v is small,
This completes the proof of the lemma.
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Let weak distance refer to distance in the underlying graph of D n,p , and let a cycle in the underlying graph be called a weak cycle.
Lemma 13. Whp there does not exist a small vertex that is within weak distance ℓ 10 of a weak cycle C of length at most ℓ 10 .
Proof
Let v, C be such a pair. Let |C| = i and j be the weak distance of v from C. The probability that such a pair exists is at most
Lower bound on steady state
For this we proceed as in Section 5.1 but initially restrict our analysis to large x, y. Also, we do not include the small vertices when creating the X i , Y i . Our previous analysis holds up with c = 1/20 in the use of Lemma 5. Furthermore, avoiding the ≤ n 1/5 small vertices (see Lemma 12(a)) is easily incorporated because in the proof we have allowed for the avoidance of n 2/3+o(1) vertices from i X i etc.
In this way, we show for all large x, y that whp,
If x is small, then whp it will only have large out-neighbours (see Lemma 12(b) ) and so if y is large then
A similar argument deals with small y and x arbitrary i.e.
(60) We have used Lemma 12(d) to justify the last inequality.
We thus obtain a proof that for all x, y, whp
(We apply the argument of (60) to (58) to replace ℓ + 1 by ℓ + 2).
The extra term ς * (y) arises as follows:
Now we can proceed as in (45).
Upper bound on steady state
Returning to the proof of Section 5.2 we claim that Assumption 1 is only used in (49), (52), (53) and (54). We now explain how these parts of the proof alter when Assumption 1 is removed.
In (52) and (53) we used (cnp) ℓ 0 as a lower bound on the product of out-degrees on a path of length ℓ 0 . Using Lemmas 12 and 13, and noting that ℓ 0 /ℓ 10 < 11, we see that after dropping Assumption 1 we can replace this lower bound by (cnp) ℓ 0 −11 and then the proof continues unchanged.
The proof as is works perfectly well if we assume that y is large and if it has no small inneighbours and there is no small vertex in Y . We call such a vertex y ordinary. There is flexibility in choosing η and using this we can assume that
for all 1 ≤ i ≤ ℓ 2 and ordinary y.
If y is small then from Lemmas 12 and 13 we can assume that all of its in-neighbours are ordinary. This is under the assumption that 2ℓ 2 < ℓ 10 e.g. if η ≤ 1/250. So in this case we can use Lemma 12(d) and obtain for 1 ≤ i ≤ ℓ 2 that
Suppose now that y is large and that there is a small vertex z ∈ Y . We can assume from Lemma 13 that Y does not contain any edge not in T Y . Either z = w ∈ N − (y) or, if not, let w be the in-neighbour of y on the path from z to y in T Y .
Suppose first that z = w. The possible existence of vertices of small out-degree is allowed for in the random variable D i,t of Lemma 5, so the results of that lemma hold unaltered for w. In the case where z = w then
We have now completed the proof without Assumption 1.
Upper Bound on Mixing time
We next show that the mixing time T as defined in (4) satisfies
where ℓ is given by (23).
to be the maximum over x, x ′ of the variation distance between P (t)
x and P (t)
Lemma 20 of Chapter 2 of Aldous and Fill [1] proves that
and so (62) follows immediately from (64).
The Cover Time
We see immediately from (62) that Condition (b) of Lemma 3 is satisfied. The proof that Condition (a) of Lemma 3 is satisfied, is as follows. We show below that whp for all v ∈ V R T (1) = 1 + o(1).
Let λ = 1/KT as in (6) . The value of T = o(log 2 n) is given by (62). For |z| ≤ 1 + λ, we have
and thus for v ∈ V , the value of p v in (7) is given by
Proof of (65): If d ≥ (log n) 2 , then the minimum out-degree of D n,p is Ω(d log n). In which case we have for any x, y
The expected number of returns to v ∈ V by W v is therefore O(T /d log n).
If d ≤ (log n) 2 then a first moment calculation shows that whp for every vertex v ∈ V , there is at most one edge from a vertex in
Similarly, there is whp at most one vertex within distance 10 of v that has in-degree or out-degree less than cnp (see (13) ). Thus with probability 1 − O(1/(log n)
2 ), x = W v (3) satisfies dist(x, v) ≥ 3 and then the probability of a return to v is O(T /(log n)
3 ) = o(1/ log n).
Upper Bound on the Cover Time
Here ǫ → 0 sufficiently slowly so that all of the inequalities claimed below are valid.
Let T D (u) be the time taken by the random walk W u to visit every vertex of D. Let U t be the number of vertices of D which have not been visited by W u at step t. We note the following:
Recall that A v (t) denotes the event that W u (t) did not visit vertex v in the interval [T, t]. It follows from (68), (69) that for any t ≥ T ,
Plugging (71) into (70) we get
In place of (72) we use the bounds on the number of vertices of degree k given in Lemma 4. Thus
For the main term,
We have used the fact that (
and so we can choose a subset V * * of size ≥ n
Indeed, suppose that
for v ∈V . Divide this interval into (log n) 10 equal sized sub-intervals and then use the pigeon-hole principle.
We can also assume that if v ∈ V * * then there is no edge joining two vertices within outdistance ≤ (log log n) 2 of v. This removes only n o(1) vertices whp.
Now choose u / ∈ V * * and let V † denote the set of vertices in V * * that have not been visited by W u by time t 1 . Then E(|V † |) → ∞, as the following calculation shows;
where the last term accounts for possible visits before time T .
We now drop Assumption 1 and assume that d = 1 + γ log n where γ → ∞. Equations (77), (78) now hold for all v, w ∈V . This follows from a calculation similar to that given in Lemma 12(b). The size of V * * is at least n * /(log n) 10 and we can again write
As in previous papers we can use the Chebyshev inequality in to show that V † = ∅ whp, thus completing the proof of Theorem 1. This will follow if we can prove that
To establish this inequality, we will show that if v, w ∈ V † then
To prove this, we identify vertices v, w into a "supernode" σ to obtain a digraph D σ with n − 1 vertices. In this digraph σ has in-degree deg
The stationary distribution of D σ . The arguments we used in Section 5 remain valid in D σ , and thus
However, we need to be more precise. Let π * denote the vector of steady states in D σ and for a vertex x of D σ letπ x = π x x = σ π v + π w x = σ .
We will prove for all x ∈ V (D σ ), that
Proof of (81). Let ξ =π − π * be the difference betweenπ and π * . Let P * be the transition matrix of the walk on D σ , then .
We rewrite this as ξ
where η x = 0 for x / ∈ N + ({v, w}) and |η x | ≤ |π v − π w |/2 otherwise.
Multiplying (82) on the right by M = T −1 t=0 (P * ) t we have
But (P * ) T = Π + E
where Π is the (n − 1) × (n − 1) matrix with each row equal to (π * ) ′ . It follows from Section 6 that each entry of E has absolute value bounded by n −3 . Now write ξ = απ * + ζ where ζ ⊥ π * . It follows from (83) and (π * ) ′ P * = (π * ) ′ that (απ * + ζ)
Now ξ ′ Π = 0 implies that ζ ′ Π = −α(π * ) ′ Π = −α(π * ) ′ and so
As ζ ⊥ π * this implies that ζ
Note that
Now |ζ
It follows from (85), (86) and (87) that |ζ| 2 (1 − n −2 ) ≤ T |η||ζ| and so using (79) we find that
Now let 1 denote the (n − 1)-vector of 1's. Then
Using (88) this gives |α| ≤ |1| |ζ| = O 1 n 1/2 (log n) 8 . Now ξ x = απ * x + ζ x for all x and so
This completes the proof of (81).
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Proof of (80). For v ∈ V * * , we first tighten (65) to
Indeed (77) and (78) imply that for t ≤ (log n) 2/3 the walk W v will be at distance ≥ 2(log n) 2/3 − t from v. Then once the walk is at a vertex w within ≤ (log n) 2/3 of v its chance of getting closer is only O(1/ log n). This being true with at most one exception for a vertex of low out-degree. The probability that there is a time t such that W v is within ≤ (log n) 2/3 of v and it makes 10 steps closer to v in the next 100 steps is O(T (log n) −9 ) = O((log n) −7 ). This implies (89).
Similarly,
Using the suffix Pr σ to denote probabilities related to random walks in D σ , it follows that But, Pr σ (W x (t) = σ, T ≤ t ≤ t 1 ) = Pr(W x (t) = v, w, T ≤ t ≤ t 1 )
because random walks from x that do not meet v, w or σ have the same measure in both digraphs.
It follows that
Pr(A v (t 1 ) ∩ A w (t 1 )) − Pr σ (A σ (t 1 )) ≤ O(n −2 ) + o(1)(Pr(A v (t 1 ) ∩ A w (t 1 )) + Pr σ (A σ (t 1 ))).
This implies that
Pr(A v (t 1 ) ∩ A w (t 1 )) ≤ (1 + o(1))Pr σ (A σ (t 1 )) + O(n −2 ) ≤
(1 + o(1))Pr(A v (t 1 ))Pr(A w (t 1 )) + O(n −2 ), which completes the proof of (80). 2
Case 2: np ≥ n δ . In this range we take t 1 = (1 − ǫ)n log n and let V * * be the set of vertices of degree ⌊np⌋. A simple second moment calculation shows that whp we have |V * * | = n 1/2+o (1) . We then choose ǫ so that E(|V † |) ≥ n 1/4 . It is then only a matter of verifying (80). We define D σ as in the previous case and now use (56) to show that whp we have π σ ≥ (2 − o(1))/n. The details are as in the previous case.
This completes the proof of Theorem 1.
