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Abstract-- I rreducible,  continuous-time Markov models for reliability analysis axe considered 
whose finite state space is partitioned as G U B, where G and B stand for the set of system up 
('good') and down ('bad') states, respectively. For a fixed length of time to > 0, let TG(to ) and 
Ns(t0) stand, respectively, for the total time spent in G and the number of visits to B during [0, to]. 
The dependability measure considered here is P(TG(to) > t, Ns(t0) _~ n), i.e., the probability that 
during [0, to] the cumulative system up-time exceeds t(< to) and the system does not suffer more 
than n failures. Using the randomization technique and some recent ools from the theory of sojourn 
times in finite Maxkov chains, a closed form expression is obtained for this dependability measure. 
The scope of the practical computational utility of this analytical result is explored via its Mat- 
Lab implementation for the Maxkov model of a system comprising two parallel units and a single 
repairman. 
Keywords--Rel iabi l i ty,  Maxkov Modelling, Randomization, MatLab. 
1. INTRODUCTION 
Many stochastic models of technical systems are such that the system's tate space S is partit ioned 
into the set of working (i.e., 'good') states G, and the set of system down (i.e., 'bad')  states B; 
this defines a partit ioning of the state space S. The system considered here is repairable and it is 
modelled by an irreducible Markov process. The system's tate space S is partit ioned as S = GUB 
and the modelling process alternates between G and B indefinitely. The period of observation 
will have a fixed, finite length, to > 0. The performance measure xamined here is the probabil ity 
P(Tc(to) > t, Ns(to) <_ n), where To(to) and Ns(t0)  stand, respectively, for the total system 
up time and the total number of down periods during [0, to]. The quantity Tc(to)/to is known 
as interval availability and it is the object of interest in many papers. In fact, both To(to) and 
Ns(t0)  have well-known distributions: closed form expressions for the cumulative distribution 
function of TG(to) and gB(t0) were given, respectively, in [1,2]; algorithms for the computat ion 
of (as opposed to closed form expressions for) the cumulative distribution functions of To(to) and 
NB (to) are respectively known from [3] and [4]. Most recently, Rubino and Sericola [5] presented a 
computat ional  scheme for the cumulative distribution function of Tc (to) under certain additional 
conditions on the process Y. In the last three papers cited above, the randomization technique 
is used; it is based on a representation of a continuous-time Markov process in terms of a pair 
of independent processes: one of them is a homogeneous Poisson process determining the time 
instants at which state changes occur; the other is a discrete-parameter Markov chain describing 
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the state changes themselves. Further eferences on the randomization technique for the numerical 
solution of Markov models are [6-8]. This method has also been extended for the semi-Markov 
case [9] where certain additional conditions have to be met for the process to be randomizable. 
For a more recent work on the randomization of Markov processes, ee [10]. 
Our approach, too, is based on the randomization technique. The key event, which will be 
expressed in terms of the underlying discrete-parameter Markov chain, will turn out to involve 
essentially a discrete-parameter v sion of the performance measure under consideration. This 
issue will be discussed in Section 2. In Section 3 then, a closed form expression is obtained 
for our performance measure in the discrete-parameter case. It is based on a result on the 
joint distribution of any finite collection of sojourn times in G and B of a discrete-parameter 
Markov chain: the joint probability generating function of these variables is established in the 
Appendix by using a somewhat extended form of what is known as the 'renewal argument.' In 
Section 4, we explore the viability of our analytical result for the numerical computation of the 
dependability measure under consideration by the example of the Markov reliability model of a 
system comprising two parallel units and a single repairman. The paper is concluded with an 
outline of possible future research work in Section 5. 
2. THE DEPENDABIL ITY  MEASURE AND 
ITS  EVALUATION BY  RANDOMIZAT ION 
2.1. Descr ip t ion  of  the  New Measure  
Let Y = {Yt : t _> 0} be an irreducible continuous-time Markov model of a repairable system. 
The finite state space S of Y is partitioned as S -- G U B. The system is observed for a finite 
length of time to > 0. The two variables of interest are TG(to), the total time spent by Y in the set 
of 'good' states G during [0, to], and NB(t0), the number of visits by Y to the set of 'bad' states B 
during [0, to]. NB (to) can be viewed as a measure of the (undiscounted) cost incurred uring [0, to]; 
this interpretation is justified if every 'down' period is associated with the same cost irrespective 
of its duration. To(t0) measures the total amount of work delivered by the system during [0, to]. 
The dependability measure considered here is a compound one, incorporating both Tv(to) and 
NB(to): it is the probability P(TG(to) > t, NB(to) <_ n), for t E (0,t0), n E {0,1, . . .} .  This 
dependability measure combines and generalizes the two hitherto unrelated performance variables 
TG(to) and NB(to). Notice, in particular, that the complementary distribution function of Tv(to) 
and the distribution function of NB(to) (for Y0 C G) are, respectively, obtained in the limit by 
letting n --~ +c~ and t --* 0. Furthermore, given ]10 c G, the dependability measure is the system 
reliability if n -- 0 and t = 0. Thus, several of the familiar system characteristics are expressible 
in terms of our dependability measure. 
2.2. The  Randomizat ion  Technique for P(Ta(to) > t, NB(to) <_ n) 
For the sake of completeness and for later reference, the framework for the randomization 
technique is briefly reviewed first. For details, see, for example, [3] and the references therein. 
Let A denote the transition rate matrix of Y. Choose 
ks Cs 
and put 
p -1 A+L 
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where I stands for the identity matrix. Then, P is a suitable transition probability matrix 
of the subordinated discrete-parameter Markov chain Z = {Zo, Z1,... }. The Poisson process 
W = {Wt : t _ 0} alluded to earlier is independent of Z and has rate parameter #. The 
randomized process {Zw, : t > O) is a Markov process with the same distribution as Y. To 
express now P(Tc(to) > t, NB(to) <_ n) in terms of this new representation f Y, the 'number of 
state changes in [0, t0],' K, is introduced, which is the number of events of the Poisson process W 
during [0, to]. It is 
P(K  = k) = tk° #k exp(--t0 #), k = 0, 1, (2.1) 
Given that K -- k(> 1), let Ulk < ".. < Ukk denote the k event imes of the Poisson process W. 
It is well known that they have the same distribution as the order statistics of a random sample 
of size k > 1 from a uniform distribution on (0, to). Thus, for u • (0, to), 
( P(Uik <_ u) = E 1 - , i -- O , l , . . . , k+ 1. (2.2 /
3=z 
(Note that, by definition, Uok -- 0 and Uk+lk --= to.) It is also known that the k + 1 interevent 
times 
Vlk  ---- U lk ,  V2k : U2k -- Ulk,. . . ,  Vkk = Ukk -- Uk - lk ,  Vk+lk  -~ tO -- Ukk 
are exchangeable. 
To evaluate P(Tc(to) > t, Ns(to) <_ n), we write by (2.1) 
P(Ta(to) > t, YB(tO) <_ n) = P(Tc(to) > t, gB(to) _< n [ g = O) x exp(-to #) 
n oo (2.3) 
+ E E P(TG(t°) > t, NB(to) = u I K = k) P (K  = k). 
v=O k=l  
The first term on the right-hand side of (2.3) is, of course, P(I,~ E G) exp(-t0 #). It is easily seen 
that given K = k(_> 1), the pair (Ta(to), NB(to)) can be replaced by 
) 
where I{... } stands for the indicator function of the set {... }. Thus, for k _> 1, 
P (To(to) > t, NB(to) = u I K = k) = P (~ V,k I{z._lea} > t, I{zoes} 
\ r=l  
) + E I{Z~B, z~-lea} = u 
r=l 
= E P VrkI{z._lea) > t, I{Zo • B} 
i= l  \ r=l  (2.4) k k+l ) 
+ E I{Z.eB, Z~-,ea} = U, E I{z._,ee} = i 
r=l r=l 
k+l (k+l 
) 
r=l 
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(The last step in (2.4) holds by the exchangeability of Vlk,..., Vk+lk and by the independence 
of W and Z.) Summing over • -- 0, . . .  ,n in (2.4), we get from (2.1)-(2.4) 
P(Tc(to) > t, NB(to) <_ n) = P(Yo E G)exp(-t0 #) 
+ E T exp(-t0 •) ~0 1 - A(k, i ,n),  (2.5) 
k=l i=1 3=0 to "] 
where 
n [k+l  k 
/ u::0= \r----1 r----1 
It is seen from (2.6) that A(k, i, n) is a probability which can be expressed in terms of the first 
k + 1 variables of the subordinated Markov process Z as follows: 
A(k, i, n) = P({The total 'time' spent by Z0, . . . ,  Zk in G is i and 
(2.7) 
B is visited by Z0, . . . ,  Zk no more than n times.}). 
Let us add in passing that (2.7) shows that for n >_ k + 1, 
A(k, i, n) = A(k, i, k + 1) = P({The total 'time' spent by Zo,..., Zk in G is i}). 
This relationship has two important implications. First, it allows computational savings to be 
made if (2.5) is required for more than one value of n. Second, by letting n -~ +oo in (2.5), a 
closed form expression for the (complementary) distribution function of TG(to) is obtained 
P (Ta(to) > t) = P(Yo E G) exp(-t0#) 
+ E t°k #k exp(-t0#) 1 - A(k, i, k + 1). 
k=l j=0 T 
Equation (2.8) is known from [3]. 
By (2.5) and (2.7), the evaluation of the continuous-time d pendability measure under consid- 
eration is essentially reduced to that of its discrete-parameter counterpart. (Strictly speaking, 
the analogy is, of course, between A(k,i,n) and the density P(Tc(to) E dt, NB(to) <_ n).) In the 
next section, a closed form expression will be derived for A(k, i, n). 
3. THE EVALUATION OF  A(k ,  i, n) 
The purpose of this section is to furnish a closed form expression for the probability in (2.7). 
The following notation will be used. D stands for the closed unit disk in C; i.e., D = {z E C : 
Izl < 1}. Vectors are column-vectors. I stands for the identity matrix and 0 is a matrix or vector 
all entries of which are zero; 1 = (1, 1, . . . ,  1) T. In most cases, the size of these matrices and 
vectors will be obvious from the context but, if necessary, it will be indicated by an appropriate 
subscript or pair of subscripts; e.g., lk = 1 E ~k, 0~x k = (0,0, . . . ,0)  T e R k. As usual, a 
submatrix of a matrix is indicated by the pair of the corresponding subscripts from the index set; 
similarly, a group of entries of a vector is indicated by an appropriate subscript. 
The plan of obtaining A(k,i,n) is as follows. In Section 3.1, for fixed k E {1,2,. . .},  the 
first k + 1 components of the irreducible Markov chain Z, i.e., Z0 . . . .  , Zk, will be equivalently 
replaced by an auxiliary absorbing Markov chain X (k) = {X(o k), x~k),... } with a suitably 
defined (enlarged) state space S (k) which is partitioned as S (k) = G (k) U B (k) U {w}. A(k, i, n) in 
terms of X (k) will be 
A(k, i, n) = P({The total 'time' spent by X (k) in G (k) until absorption in w is i and 
(3.1) 
B (k) is visited by X (k) until absorption in w no more than n times}). 
In Section 3.2, then, an expression will be derived for the probability in (3.1). The reasoning 
there is based on the joint distribution of the sojourn times of X (k) in both G (k) and B (k). 
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Figure 1. The state-transition diagram of the auxiliary Markov chain X (k). (G (k) ----- 
unshaded sets of states, B (k) ----- shaded sets of states.) 
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3.1. The  Aux i l i a ry  Absorb ing  Markov  Cha in  X (k) 
Let k E {1, 2, . . .  } be fixed. Figure 1 shows the state-transition diagram of an auxiliary 
absorbing Markov chain X (k) with state space S (k) = G (k) U B (k) U {w}, where G (k) = Go U 
• .. U Gk, B (k) -- Bo LJ . . .  U Bk; Go, . . . ,  Gk and B0, . . . ,  Bk are disjoint instances of G and B, 
respectively, and w is the absorbing state. X (k) is equivalent to the finite sequence {Zo . . . . .  Zk} 
in the sense that A(k , i ,n )  from (2.7) is re-expressed by (3.1) in terms o fX  (k). For ~ E {1,2, . . .  }, 
let E(g) denote the square matrix of size g with entries 
1, fo r j - i= l ,  
e(g)ij = 0, otherwise. 
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Then it is seen from Figure 1 that the transition probability matrix of X (k) is 
G(k) 
Q = B (k) 
G (k) B (k) {w} 
PcG®E(k+I )  PGB ®E(k + 1) Qc(~){~} 
P_BC @ E(k + I) ~PBB ® E(k + 1) Q B("){w} 
0 0 1 
(3.2) 
where ® denotes the right direct product (Kronecker product) of matrices; see, e.g., [11, Chap- 
ter 8]. QG(k){~} and Q B(~){~} are column vectors, the only nonzero entries of which are unity in 
their last (i.e., the (k + 1) st) group of components. The initial probability vector fl(k) of X (k) is 
given in terms of Y's initial probability vector a = ~a, Z by 
~(k)= (~G~ (1,0~lxk),~TB® (1,0~lxk),O) T 
Let us add in passing that a similar 'equivalent Markov chain' technique has been employed 
recently by the author in [12,13]. 
3.2. The Closed Form Expression for A(k, i, n) 
In this section, the auxiliary Markov chain X (k) will be used to establish a closed form expres- 
sion for the probability in (3.1). For k 6 {1,2,... } fixed, we put X = X (k), S = S (k), g = G (k), 
and B = B (k). Let {Ng,1, Ng,2,... } and {Ns,1, NB,2,... } stand for the lengths of consecutive 
sojourns of X in g and B, respectively; Ns,# - 0, if X visits S' 6 {g, B} less than i times. MB is 
the number of visits of X to B until absorption. The n th cumulative sojourn time in g is denoted 
by NSg,n = N~,I + ... + N¢,n; the total time spent by X in g until absorption is NSg,oo. 
3.2.1. The generating function of {A(k,i, n) : i > 0} 
The next proposition expresses the generating function of {A(k, i, n) : i > 0} in terms of the 
sojourn time variables of X in G and B. 
PROPOSITION 3.1. The generating function of {A(k,i,n) : i > 0} is for z 6 D 
O0 
i =gk,.(z,o), (3.3) 
i=O 
where gk,n is the probability generating function of (NSg,n+l, NB,.+I) , i.e., 
gk,n(Z, W) = E [z No'I+'''+N¢,"+' wNB."+'] , (Z, W) 6 D 2. (3.4) 
PROOF. It is 
O0 O0 
E A(k' i 'n)z*= E P(NSg,oo =i, M6 < n)z' 
i=0 i=0 
= P(MB <_ n)E [z Nsg,°° [MB < n] = E [zNS¢'~I{Ma<n}]. 
(3.5) 
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Due to the equivalence 
NSg,oo = i, Ms <_ n ¢:~ Ng,1 4-... 4- Ng,n+l = i, NB,n+I = O, 
the right-hand side of (3.5) can be rewritten as 
[z~*O ~ I{.~_<,~] = ~. [z~O,+ +~o ~+, I{~..+,=0~] 
= lim E [z Na''+'''+Ng''~+I w N~''~+I] = gk,n(z,O), 
w--~0 
w~c\{o} 
from which (3.3) follows. | 
For a more explicit expression for the generating function of {A(k, i, n) : i > 0}, the right- 
hand side of (3.4) will now be examined. Using Theorem A.1 in the Appendix with A1 = G, 
A2 = B,m = n+ 1,zl = (z,...,z) e Dn+l,z2 = (1,.. . ,1,w) e D n+l, and ~AT = ~T® 
(1,~0,×k) , flAT2 = ~ ® (1,~01xk) , we g et 
E [zN°'I+'"+N~'"+'wNB'"+I]= {~T® (1,O,×k)}~gm+l(Z,...,Z; 1,... ,1, W) 
+ {~_~ ® (1,_0:×0 } ~s;n+l(z,...,z; :, .,1, w), 
from which it is seen by Proposition 3.1 with w = 0 that 
{ ( )} A(k,i,n)z i= ~GT® 1,01xk ~g;n+l(Z,...,Z; 1,...,1, 0) 
i:0 (3.6) 
4- {~ TB Q (I,O~lxk) } ~B;n+I(Z,...,Z; I,...,1, O) • 
The terms ~g;n+l and ~s;n+l in (3.6) are given, respectively, by 
~T~g;n+l (Z,...,Z; I , . . . , i ,0 )  = ~gs(Z)~Bg(Z) ~g{w}(Z) 
g=0 
n-1  g 
e=O 
x ¢~s(z )~(o) l ,  
and 
~IB;n+I(Z,...,Z; 1, . . . ,1 ,0)= ~ (~Bg(l)~gs(Z) ~B{~}(1) + Bg(1)~gB(Z 
~----0 
t=O 
+ (~(11 ~B(z)) ~ t,~(o)~,~(z)Z; 
(3.7) 
¢B{,~}(o) 
(3.8) 
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see (A.3) in the Appendix. An alternative form of (3.7) is obtained by (A.1) as follows: 
~g;n+l(z , . . - ,z ;  1 , . . . ,1 ,0 )=~ z -zQ~;g 
t=O 
x z z -  z@~ @~{,,,} 
-1  -, )' 
(3,9) } { }1), 
× z Z-  z@~ @~ Z-@~ Q~{~. 
The corresponding equation for (3.8) will be subject o some further examination and, therefore, 
we write it by reference to the individual terms as follows: 
~B;n+l (Z,. . . ,  Z; 1, . . . ,  1,0) = hl + h2, (3.10) 
with }1{ },),{ }, 
t=o (3.11) 
× (3a2) 
Equations (3.6), (3.9), and (3.10) in conjunction with (3.2) completely describe the generating 
function of {A(k, i, n) : i _> 0}. 
3.2.2. Invers ion of  the generat ing funct ion of {A(k, i, n) : i > 0} 
The expressions in (3.9) and (3.10) don't readily lend themselves to inversion. The following 
lemma shows, however, that (3.6) can be rewritten in a form which will allow the inverse to be 
established by simple inspection. 
LEMMA 3.1. For square matrices U and V of the same size and i E {1, 2,. . .  }, put 
M~(~,V)  = : 
i -1  
1 2 3 i 
I 
u v , ,  o 
I 
I 
o ~ u ~  
I I 
• .- i -1  
I 
• .. o I 
I 
I 
• .. o I 
I 
i 
I I I 
o l o l o ' . . -  
t I I 
I 
I ° ° ,  
I 
I 
£ 
I 
_u l  y 
I 
I 
0 ] v 
I 
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for all column vectors a and b of appropriate l ngth: 
i --1 --1 £ --1 z _l zl, z _l 
(3.13) 
PROOF. It is easily verified that the inverse of Mi (U, V)  is given by 
51,1 
~2,1 
~i--1,1 
~'~i, 1 
~2,2 
~i--1,2 
~i,2 
"'" i ~'~1,i-- 1
I 
" "  I ~2 , i -1  
I 
: I : 
I 
• .- I ~-1#-1  
I 
• . -  I _---.~#-1 
~" 1,i 
~2,i  
~i-- l,i 
with / ( ) '~-', 
0,  
for j2 > j l ,  
for j2 < j l .  
Thus, by I - zMi (U ,V]  =Mi(I-zU,-zV],theright-handsideof(3.13) is 
i 
=Zz~ m z Z-~_u  v S-zU b, 
g=0 
which is the left-hand side of (3.13). II 
In the light of Lemma 3.1 and by (3.9) and (3.10), the two terms on the right-hand side of (3.6) 
will now be recast as follows. Using (3.9), the first term is seen to evaluate to 
{=~(x0,xk)}~o~+,<z z~,  x0~=z{{~(,01xk))~(xo,~)) 
{ / / )}l ) 
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+ z { {~G ® (1,~Olxk)) ® (1, O.Qlx(n-1)) } 
(3.14) 
To see that also the expressions in (3.10) (and thus, the second term on the right-hand side of 
(3.6)) can be handled by Lemma 3.1, we note that the terms hi and h2 in (3.11),(3.12) can be 
written as follows: { }1 
•  ooo oo. 
t-----O 
{ / x ~ x - z@~ @~.  
Thus, by Lemma 3.1, 
-1 
(3.15) 
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The inversion f the generating function of {A(k, i, n) : i > 0} is now straightforward: it is 
easily deduced from (3.6) by power series expansions of (3.14) and (3.15) about the origin. This 
result is stated in the next theorem. 
THEOREM 3.1. A(k,i,n) is given by 
A(k,i,n) = {~T@ (1,0.Qlxk)} {~--QBB}-lQB{w}Z{n>_l}I{i=O} 
-t-{{~T@ (1,O.Qlxk)}@ (1,O.Q.lxn)} 
x {~o+~ ( oo,~{/_~}-1~o) } '~-~' 
-t- { {~T ® (l'~Olxk) } ® (l'~lx(n-1)) } {( )},~_1, 
× { ((~B{Z--I~)t3B}-l(~)13{w}) @ln}I{n>_l}I{i>_l} 
+ { { {gT ® (1' 01xk) } {~/-- Q88}-] Q8~ } ® (l,~O]x(n-2)) } 
(i-I) 
+ {{{~T@ (l'Olxk)} {I~--~BB}-IQB~} @ (l,O..Qlx(n-l))} {( )}(~_1, 
x o 
{ Q~{~o} ®1n+1 } I{i>1} 
(3.16) 
4. APPL ICAT ION AND COMPUTATIONAL EXPERIENCE 
In this section, the scope of the practical applicability of Theorem 3.1 will be examined by the 
example of the Markov model of a two-unit parallel system with a single repairman; see, e.g., [14]. 
We start with considerations pertaining to the numerical implementation f (2.5) and (3.16). 
4.1. Computational Implementation 
The computation ofP(TG(to) >t, NB($O) <_ n) will be based on (2.5) and (3.16), the former of 
which is an infinite sum. Truncating it after the k~ h summand will result in an error the modulus 
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of which is bounded by 
oo k+l to k#k exp(--to #)A(k, i, n) < e = exp(-to # exp(to #) - . (4.1) 
-  =__oTJ 
Obviously, ko is to be selected such that ~ in (4.1) does not exceed the desired error bound. 
In turn, k0 determines the size of the matrices involved in the evaluation of (3.16): the square 
matrix in (3.16) is of size (k + 1) + 1)lCl, whereas, the matrix in the last term on 
the right-hand side of (3.16) is of size (k + 1)nlB I. The size of the largest square matrix involved 
is thus 
max{(n+l ) IG l ,  nISt}, i faT l~0andaT l¢0 ,  
(k0 + 1) x (n + 1)IG I, if aT1 ~ 0 and aT1 = 0, (4.2) 
nIBI, if a~ l  = 0 and aT1 ¢ 0. 
For any system proposed for the implementation f a given model, the number in (4.2) will de- 
termine whether or not this is feasible. The tool used to implement the application in Section 4.2 
is the matrix computation package MatLab [15] on the Apple Macintosh SE/30. Matrices of any 
size are possible with the full version of MatLab; there is a limitation, however, due to the size 
of the computer's RAM (4 Mb in our case). 
4.2. Appl icat ion:  Two Paral le l  Un i ts  w i th  a Single Repa i rman 
The system comprises two parallel units with identical failure characteristics and a repairman. 
The individual failure rate is A, the repairman can attend one unit only at a time and the repair 
rate is #. The system's tate-transition-rate diagram is shown in Figure 2. The state space is 
S = {0, 1, 2}, and the set of good states is G = {0, 1}, if the objective is to keep at least one unit 
running. The transition rate matrix A is given by 
0 1 2 o] 
A = 1 # - (# + A) A , 
2 0 # -# 
Q 2A ,~ ..~ 
Figure 2. The state-transition-rate diagram of the Markov model of the two-unit 
repairable system with a single repairman. G = {0, 1}, B = {2} (shaded). 
Initially, both units are operational; i.e., a~ = (1, 0), and ~B = 0. As in [14], we assume 
a scaling which makes the mean time to failure of a single component unity, and thus, A = 1. 
Furthermore, we assume that n = 2, to = 1.6, and t E {0.5t0, 0.75t0, 0.9t0}. The results ob- 
tained from a MatLab implementation f (2.5) on the Macintosh SE/30 are shown in Table 1. 
Table 2 shows estimates of P(Tc(to) > t, NB(to) <_ n) obtained by simulation, also implemented 
in MatLab. It is seen from Table 1 that increasing the cut-off point k0 in the series representa- 
tion (2.5) does not increase the achieved (relative) accuracy beyond a certain value. Furthermore, 
the CPU-time increases rapidly with k0. The exact reason for not always being able to achieve 
the desired accuracy (i.e., the accuracy claimed by the error bound e in (4.1)) by increasing k0, 
could not be established. However, a situation like this where for certain parameter values the 
results are very accurate, whereas for some others they aren't, is usually indicative of problems 
in the computational implementation rather than in the analytical results. 
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Table 1. Results by (2.5) (n = 2, to = 1.6, A -- 1.0,/~ -- 4.0). 
Truncation CPU-time 
Point k0 [sec~ 
5 43 
10 531 
15 3,702 
20 16,892 
25 57,577 
P(Ta(to) > t, Error Bound Actual Relative 
NMto)  <_ n) e in (4.1) Error 
0.80 0.18733 
1.20 0.17742 
1.44 0.16601 
0.80 0.80055 
1.20 0.74985 
1.44 0.66266 
0.80 0.97048 
1.20 0.91071 
1.44 0.79507 
0.80 0.97801 
1.20 0.91799 
1.44 0.80096 
0.80 0.97809 
1.20 0.91807 
1.44 0.80103 
8.0876 X 10 -1 
1.8411 x 10 -1 
8.2310 x 10 -3 
80.9% 
81.3% 
81.2% 
18.5% 
21.o% 
25.1% 
1.2% 
4.1% 
10.1% 
9.3968 x 10 -5 
3.5515 x 10 -7 
0.4% 
3.3% 
9.5% 
0.4% 
3.3% 
9.5% 
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Table 2. Results by simulation (n ---- 2, to = 1.6, A -- 1.0, ~ -- 4.0). 
t P(TG(to) > t, Error Bound with 
103 
104 
CPU-time 
[secs] 
40 
395 
3,935 105 
NB(to) ~ n) 
0.80 0.98300 
1.20 0.93900 
1.44 0.88200 
0.80 0.98160 
1.20 0.94840 
1.44 0.88450 
0.80 0.98204 
1.20 0.94928 
1.44 0.88488 
0.95 Confidence 
8.0123 x 10 -3 
1.4834 x 10 -2 
1.9995 x 10 -2 
2.6341 x 10 -3 
4.3359 x 10 -3 
6.2646 x 10 -3 
8.2314 x 10 -4 
1.3600 x 10 -3 
1.9782 x 10 -3 
5. FUTURE RESEARCH AND CONCLUDING REMARKS 
A closed form expression has been derived for a new dependabil i ty measure for irreducible 
continuous-t ime Maxkov models of repairable systems. The method used is the randomizat ion 
technique. The expression itself is in terms of large sparse matrices which are derived from 
the transit ion probabil i ty matr ix of the subordinated Markov chain. The numerical exploration 
of this expression has shown its l imited practical uti l ity which is due to its specific structure. 
Another problem associated with the closed form expression is the excessive computing t ime 
needed for its evaluation. In conclusion, further work is required to render the present result 
more applicable. One possible direction for this could be along the lines of De Souza e Silva and 
Gall [3] by trying to devise a recursive scheme for the computat ion of the quantit ies A(k, i, n). 
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APPENDIX  
THE JO INT  D ISTR IBUT ION OF  SOJOURN T IMES 
FOR A D ISCRETE-PARAMETER MARKOV CHAIN 
Assume that the Markov chain X = {Xn : n = 0, 1,.. .  } is absorbing and it takes values in 
S = A1 UA2 tA {w}, where w is the absorbing state. Q stands for the transition probability matrix 
of X. The Ai-component of the initial probability vector of Z is flA, with flAT1 + fl~21 = 1. For 
z e D = {z e C:  Izl < 1}, and nonempty S', S" • {A1, A2, {w}}, S' # {w}, S' # S", define ( )1 
• = z I_- zQs,s, (A.1) 
X will alternate between A1 and A2 until absorption into w. Let NAz,g be the length of the ~th 
sojourn of X in Ai; NA,,g = 0, if X visits Ai less than ~ times until absorption. The probability 
mass function of any finite collection of sojourn times in, say, A1 is well-known; see Theorem 3 
in [12]. In the next theorem, the probability generating function of any finite collection of sojourn 
times in A1 and A2 is stated. 
THEOREM A.1. For m • {1,2,...  }, the probability generating function of the first 2m sojourns 
times in A1 and A2 is given for Zl,Z2 • D m by 
where 
I~ff--IgAel 2 T ( )  E zig ~' = ~-~Ai~Ai;m Zl;  Z2 , 
L~=lg=I J . - 
I I{  [~IfigA~'£1xO 1 ~mi }ff~al;m Zl, z2 = E zig = s : s 
Li=I e=l 
with 
m--1 
~"~ I-I (~A, Aj(Zik)~AjA~(Zjk))C_A,(,,,}(Zie+I) 
e=O k=l  
rn-1 e 
+ ~ H (¢~)~a'Aj(Zik)e~aJ m'(zjk)) ~m'aj(Zi'+l)~a'{w} (zj'+I) 
g----0 k=l  
+kl~l= ~A, Aj(Zik)~AjA.~(ZJk) !, with je{1 ,2} ,  j# i .  
(A.2) 
(A.3) 
NOTE. We have chosen to state the above theorem for absorbing Markov chains since this suffices 
for our present purposes. Let us add, however, that (A.3) also holds if X is not absorbing. With 
the state space of X then being S = A1 U A2, the above still holds formally with ~Al{o~} = 00, 
~A~{,.} -- 09: 
PROOF OF THEOREM A. 1. The proof is by induction on m. As a preliminary step, we state an 
alternative representation f the matrices in (A.1). Then, a recurrence relation for the entries 
of ~ in (A.2) will be derived from which (A.3) readily follows. 
We first note that if X starts in some a E A~, the first sojourn of X in Ai is of length 
gi(-- NA~,I) which is defined by Ki = k ¢~ Xo E A i , . . . ,Xk -1  E A~, Xk ~ A,. The first 
'arrival value' of X into S\Ai  is then XK~. From Lemma 2 in [12], it is easily deduced that for 
S" E {A1, A2, {w}} \{Ai}, the expression in (A.1) is the following array of generating functions 
~A, S,,(z) = P (NA,,I = n, XK, = s l Xo = a) z n : a E Ai, s E S'' . (A.4) 
t, n=O 
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To find a recurrence relation for the entries of ~, we note that for m E {1, 2, . . .  } and a E A1, 
say, 
~a;rn (Zl, Z2) "~ ~ P {NAi,g -~ nig} [ X0 =a 1-I zign,t, (A.5) 
nil ....,him=0 \i=1 g=l i=1 g=l 
~r~21 , . , , ,n2m =0 
with 
(tiff, ) P NA,,g = nig} [ Xo = a 
ki--1 g=l 
= E P ( f i f i{NA ' ,g=n ig}N {XK' =s}[XO=a)  
seSkA1 i=l g=l (A.6) 
(mill f i  ) = y~ P {YA,,g = nlg+l} N {NA2,g = n2g} [ Xo = s 
sES\A1 \ ~=1 g=l 
X P (NAI,1 - nil, Xgl = 8 I Xo = a). 
(The last step in (A.6) is a simple instance of what can be termed a 'generalized renewal 
argument;' see [16].) From (A.4)-(A.6), it follows for a E A1 that 
lI/a;m (Zl; Z2/ ~ Y~ ffffs;m(Zl2, Zl3,''',Zlm, 1; Z21~''',Z2rn)(Pa,s(Zll), 
sES\A1 
or, since ~w;m -- 1, 
~a;m (Zl; Z2) -~gaw(Zll) "[- Y~ Cs;m(Z12, Zl3,''',Zlm, 1; Z21,...,Z2m)~)a,s(Zll). 
sEA2 
(A.7) 
{ 
A corresponding equation holds, of course, for ~;m (zx; z2) , s E A2. Applying now this 
\ / 
equation to g2s;m on the right-hand side of (A.7), we get 
~a;rn (z l ; z2 )  -~ Ca'w(Zll)"~ E Ca's(Zll) (gs'w(Z21) 
sEA2 
-[- ~ ~ ¢a,s2(Zll)¢s2,s,(z21) 
slEA1 s2EA2 
× ff~sl;rn (Z12, Z13,''-,Zlm, 1; z22, z23,-.. ,z2m, 1), 
which, for m = 1 and m > 2 reads, respectively, as 
~I/a;1 (Zll; Z21) • ~)a,w (Zll)"+- ~ Ca,s (Zll) (gs,w (Z21)-~- ~ Z q~a,s2 (Zll)¢s2,sl (Z21), (A.8) 
sEA~ slEA1 s2EA2 
and 
sEA~ slY.A1 s2EA2 
X XI/81;rn_ 1(2:12 , Z13,...,Zlm; Z22, Z23,...,Z2m). (A.9) 
The matrix form of (A.8) is (A.3) for m = 1. The required recurrence relation for the induction 
step is (A.9); the induction step itself is straightforward. I 
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