Terms in source code have become extremely important in Software Engineering research. These "important" terms are typically used as input to research tools. Therefore, the quality of the output of these tools will depend on the quality of the term extraction technique. Currently, there is no definitive best technique for predicting the importance of terms during program comprehension. In my work, I perform a literature review of several techniques. I then propose a unified importance prediction model based on a machine learning algorithm. I evaluate my model in a field study involving professional programmers, as well as a standard 10-fold synthetic study. I found that my model predicts the top quartile of most-important source code terms with approximately 50% precision and recall, outperforming tf/idf and other popular techniques. Furthermore, I found that, during actual program comprehension tasks, the predictions from my model help programmers equivalent to a real set of most-important terms.
PROBLEM AND MOTIVATION
"Terms" are alphanumeric strings found in source code such a variable name, a function name, or words found in comments. Software engineering research relies heavily on the idea that terms in source code are useful as inputs to various research tools. The main problem is that researchers are unsure which terms are more valuable as inputs because there is a lack of evidence to support deciding which terms to choose. Without this evidence to guide them, researchers may unknowingly extract terms that have little to no value for their current task. If a solution is found to this problem, the beneficial impact on software engineering research could be significant. As the quality of the output of tools that require specific terms as input increases, the quality of results of several research projects are likely to increase, as well. 1 These studies are part of a paper that will soon be under review at TSE.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). 
ICSE

Important Terms
To say that a term is "important" means that that term is more beneficial to programmers during program comprehension than other terms. A substantial amount of research exists on studying how and why programmers have tendencies towards certain terms [4, 5, 7, 9, 10, 11, 12, 13, 14, 17, 18, 20] . The main consensus seen within this literature is that with the ever increasing size and scope of software engineering projects, professional programmers rely more heavily on the ability to skim source code for needed information than they have in the past. This means that programmers no longer have the luxury of reading all source code terms to glean the meaning of a method or class, but must now be able to quickly find the most important terms for their current comprehension needs.
Modeling Importance
Software engineering researchers have previously attempted to create useful models of term importance, such as tf/idf [8, 15] . I have performed a literature review to create a list of 20 individually widely used metrics to combine and use in my model. These metrics have been broken down into two main categories: structural and textual. Structural metrics represent the placement and use of a term with respect to the method, class, and package. These metrics help determine a term's inherent importance to the overall project. The structural metrics are assignment, complexity, conditional, input, invocation, line, LSA, nesting, location, output, scope, signature, tf/idf, and variable type. Textual metrics represent the spelling and design of a term. These metrics help determine the importance given to the term by the programmer who wrote that section of source code. The textual metrics are abbreviation, capitalization, compound, length, line size, and part of speech. 
Eye-tracking Data
Eye-tracking technology is starting to be more widely used in software engineering studies [1, 2, 3, 6, 19] . These studies, among others, show that eye-tracking can be useful for helping improve software engineering research. In this study, I used my previous eye-tracking data as a basis for determining what gaze times should be considered important. In the previous study, I examined the source code terms and ar-eas of code programmers focused on when reading a method for the purpose of comprehension [16] . I recruited 10 professional programmers to scan unfamiliar source code and write a summary about it. The source code was randomly gathered from 6 common open source projects : Jajuk, JEdit, JHotDraw, JTopas, NanoXML, and Siena. As the programmers scanned the source code, I had an eye-tracking system keeping record of their eye movements, including both position and timing. The study determined that there were both areas of code and certain terms in each method that programmers tended to focus on.
APPROACH AND UNIQUENESS
The uniqueness behind my approach is discovering importance through a combination of metric calculations for every term in a source code project. First, I parse the source code for all possible terms. I log 15 characteristics of each term as I go, such as class name, method name, and line number. Second, I extract all the metrics associated to each term. Some metrics only require the simple information gathered during parsing, while others require an examination of the entire project that contains the term. Third, I create test data that can be used for classification using a combination of the various metrics. Fourth, I use a Naive Bayes classifier to place each term into specific categories that fit its metrics. Fifth, I calculate a predicted gaze time for each term using those specific categories. This calculation requires some tuning to ensure that the correct metrics are used. Finally, I then determine which terms are important on a per method basis. Importance is achieved by a term if its predicted gaze time is above a specified "importance threshold". This list of important terms may help improve a future auto-generated comment for that method.
RESULTS
My evaluation was two-fold: I used a synthetic study to calibrate my approach for a field study.
Synthetic Study
I first conducted a synthetic study using a verifiable and reproducible procedure aimed at configuring my set of input metrics to have optimal prediction quality. For this study, I created several variations of metrics combinations, including one automatically produced by a feature selection algorithm 3 . Then, I trained a machine learning algorithm to create an importance model using each combination configuration. I used a quartile categorization for every metric group to produce my predictions.
From my synthetic study results, I derive two key interpretations. First, I note that the best performance occurred when using a subset of the 20 metrics. Using this subset, I was able to reproduce the real data to approximately 50% top quartile precision and recall. A second interpretation is that textual metrics had better predictive power than structural metrics. Note that even the metric tf/idf, which is extremely popular in software engineering research, achieved only 37.9% top quartile precision and 39.8% top quartile recall.
Field Study
Second, I conducted a field study to determine to determine the power of my predictions when actual humans are involved. I also wanted to compare my list of predicted important terms with the list of important terms based on the real eye-tracking data. I recruited 11 professional programmers to participate in my study. Four of the programmers came from the Center for Research Computing at Notre Dame, while the other seven participants came from various industry companies, including IBM, Alden Systems, and Uber Technologies. The participants were each required to perform comprehension tasks. In each comprehension task, a programmer read the source code of a randomly chosen, quartile-obfuscated Java method that only showed either the predicted or eye-tracking important terms only. Note that the programmer did not know why certain terms were chosen to be hidden. The programmer then wrote an English description of the functionality of that code and gave a rating of the comprehension difficulty. This process was then repeated, but with no obfuscation of the source code. A programmer could spend as much time on each task as he or she desired, for a total duration of 90 minutes.
My main finding is that there was no statistically-significant difference between the difficulty of the program comprehension task when using the top predicted terms, versus the top actual terms. This means that my predicted terms made comprehension just as easy for the professional programmers as the set of important terms taken from eye-tracking data of other professional programmers. This also means that my prediction model performs just as well as gathering actual data. In addition, I found evidence that some terms really do help programmers more than other terms: the top predicted and actual terms led to less difficulty than the bottom quartile predicted and actual terms.
CONTRIBUTIONS
My work contributes to Software Engineering research in two ways. First, I introduced a unified prediction model for discovering the important source code terms. I trained a machine learning algorithm using actual programmer eye gaze data, which strongly correlates to term importance. Furthermore, a second contribution is that I evaluated my model with a variety of professional programmers in the field. My predictions and the original eye-tracking data were shown to both be equally useful for program comprehension tasks. I recommend replacing tf/idf and other importance metrics that are currently in use in Software Engineering research with my unified model. I believe that my unified model will produce higher quality output for tools in the general case, although some specific cases may benefit from a more specific metric. I acknowledge that more work is required to ensure that my model is a beneficial a replacement all Software Engineering problems. However, I note that my unified model includes many of these current metrics as input before deciding on how to make predictions.
REPRODUCIBILITY
All my input data, raw and processed results, and processing scripts are available via my online appendix 4 . The field study data collection program is also available open source for use by other researchers. 4 http://www3.nd.edu/˜prodeghe/projects/importance/
