Physics-integrated machine learning: embedding a neural network in the
  Navier-Stokes equations. Part I by Iskhakov, Arsen S. & Dinh, Nam T.
1 
PHYSICS-INTEGRATED MACHINE LEARNING: 
EMBEDDING A NEURAL NETWORK IN THE NAVIER-STOKES EQUATIONS 
Arsen S. Iskhakov*, Nam T. Dinh** 
*North Carolina State University, Department of Nuclear Engineering, Campus Box 7909, Raleigh, NC 27695 USA, 
aiskhak@ncsu.edu 
**North Carolina State University, Department of Nuclear Engineering 
 
ABSTRACT 
In this paper the physics-integrated (or partial differential equation, PDE-integrated) machine learning (ML) 
framework is investigated. The Navier-Stokes equations are solved using the Tensorflow ML library for Python 
programming language via the Chorin’s projection method. The methodology for the solution is provided, which 
is compared with a “classical” solution implemented in Fortran. This solution is integrated with a deep feedforward 
neural network (DFNN). Such integration allows one to train a DFNN embedded in the Navier-Stokes equations 
without having the target (labeled training) data for the direct outputs from the DFNN; instead, the DFNN is trained 
on the field data (quantities of interest), which are the solutions for the Navier-Stokes equations. 
To demonstrate the performance of the framework, a case study is formulated: the 2D lid-driven cavity with non-
constant velocity-dependent dynamic viscosity is considered. A DFNN is trained to predict the dynamic viscosity 
from the velocity fields. The performance of the physics-integrated ML is compared with “classical” ML 
framework, when a DFNN is directly trained on the available data (fields of the dynamic viscosity). Both 
frameworks showed similar accuracy; however, despite its complexity and computational cost, the physics-
integrated ML offers principal advantages, namely: (i) the target outputs (labeled training data) for a DFNN might 
be unknown and can be recovered using the knowledge base (PDEs); (ii) it is not necessary to extract and preprocess 
information (training targets) from big data, instead it can be extracted by PDEs; (iii) there is no need to employ a 
physics- or scale-separation assumptions to build a closure model for PDEs. The advantage (i) is demonstrated in 
this paper, while the advantages (ii) and (iii) are the subjects for future work. 
Such integration of PDEs with ML opens a door for a tighter data-knowledge connection, which may potentially 
influence the further development of the physics-based modelling with ML for data-driven thermal fluid models. 
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NOMENCLATURE 
Mathematical symbols 
Δt Time step size, s L Dimensions of the domain, m 
ε Tolerance for convergence  Number of layers in a NN 
ϕ An arbitrary field m Mesh nodes number in y-direction 
φ Resulting field after convolution of ϕ Ncases Number of datasets 
η Learning rate n Mesh nodes number in x-direction 
μ Dynamic viscosity, Pa∙s p Pressure, Pa 
ρ Density, kg/m3 T Temperature, K 
σ Sigmoid activation function t Time, s 
A Advection term, m/s2 u x-velocity, m/s 
b Biases of a NN v y-velocity, m/s 
C Cost (loss) function vel Absolute velocity, m/s 
c Constant W Weights of a NN 
D Diffusion term, kg/(m2∙s2) x Horizontal coordinate, m 
h Mesh size, m y Vertical coordinate, m 
k Kernel (filter)   
 Thermal conductivity, W/(m∙K)   
Subscripts 
0 Initial value out Output value 
func Exact functional value p Pressure 
i Mesh node’s x-index sol Solution 
inp Input value targ Target value 
j Mesh node’s y-index vel Velocity 
h Finite volume approximation w Wall 
max Maximum value x x-projection of a vector 
nn NN-based value y y-projection of a vector 
Superscripts 
* Predictor step value T Transposed tensor 
n Time step number   
Dimensionless Numbers 
Re Reynolds number CFL Courant-Friedrichs-Lewy number 
Acronyms 
ANN Artificial Neural Network ML Machine Learning 
API Application Programming Interface NN Neural Network 
CG Coarse-Grid PDE Partial Differential Equation 
CFD Computational Fluid Dynamics QoI Quantity of Interest 
CNN Convolutional Neural Network RANS Reynolds-Averaged Navier-Stokes 
CR Closure Relation (or closure model) RMSE Root Mean Square Error 
DD Data-Driven SET Separate-Effect Test 
DFNN Deep Feedforward Neural Network SS Steady State 
DL Deep Learning VV&UQ Verification, Validation and 
DNS Direct Numerical Simulations  Uncertainty Quantification 
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1. INTRODUCTION 
The field of fluid dynamics is rapidly advancing and generates a large amount of data from 
simulations and experiments at multiple spatiotemporal scales. Traditionally, the fluid dynamics 
modelling is being performed using the physics (knowledge) base design (e.g. the Navier-Stokes 
equations, Lattice Boltzmann methods), which allowed to make a great progress in science and 
engineering. However, there are serious challenges associated with current equations-based 
analysis of fluids, including high dimensionality and nonlinearity, which defy closed-form 
solutions and limit real-time optimization and control efforts [1]. Current situation may be 
characterized as “data-rich, knowledge-poor”: the complexity of underlying physics is so high that 
it is almost impossible to learn and extract new knowledge from a large amount of the observed 
data directly [2]. Machine learning (ML) offers a plethora of different techniques to extract 
information from this data, which then can be potentially translated into knowledge about the 
underlying physics. Thus, ML algorithms can augment domain knowledge and automate tasks 
related to flow control and optimization and provides a powerful information processing 
framework that can augment, and possibly even transform, current lines of fluid dynamics research 
and industrial applications [1]. 
One of the application fields of fluid dynamics is nuclear thermal hydraulics. Paper [3] 
suggests a classification of ML frameworks for data-driven (DD) thermal fluid models based on 
the requirements of data and knowledge; the classification briefly summarized in Table 1.1. The 
authors [1] distinguished 5 different types of ML frameworks employed in the literature for 
thermal fluid models: 
- Type 1 (Physics-Separated) ML. Perhaps it is the most widespread one and it is usually 
employed when there is a necessity to build a surrogate closure relation (CR) using data 
obtained in a separate-effect1 test (SET) and later use it. The main assumption here is that the 
conservation equations (usually in PDE form) and CRs (which close the PDEs), are scale 
separable. This framework requires a substantial knowledge base about the physics, but is not 
as data-hungry as the other ML frameworks. Possible examples include prediction of the 
minimum film boiling temperature [4], critical flow prediction [5], and many others [3]. 
                                                 
1 Separate effects describe the behavior of single component or characteristics of one phenomenon. 
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- Type 2 (Physics-Evaluated) ML is employed when the high-fidelity data are used to reduce 
uncertainties and/or errors in the low-fidelity simulations. In other words, it is a DD approach 
to use high-fidelity codes to calibrate low-fidelity codes [6]. This framework requires the 
availability of the sufficient amount of high-fidelity data (or other information about the 
solution with higher accuracy), which poses a restriction for real engineering applications (e.g. 
Direct Numerical Simulations (DNS) are still very computationally expensive), and substantial 
knowledge base for choosing appropriate CRs (if applicable) to inform the low-fidelity 
simulations (e.g. an appropriate turbulence model for Reynolds-Averaged Navier-Stokes 
(RANS) simulations). Hanna B. et al. [7] used high-fidelity simulations to inform Coarse-Grid 
Computational Fluid Dynamics (CG-CFD) simulations using artificial NNs (ANNs) and 
random forests. It is interesting to mention a paper [8], where the authors suggested a 
framework to predict errors in CG simulations without high-fidelity data: instead, they use an 
adjoint-based error estimation method. Perhaps, such approach has a limited range of 
applications since the adjoint-based methods require linearization of the Quantities of Interests 
(QoIs), which is only possible for a limited range of problems [9]. 
- Type 3 (Physics-Integrated) ML is employed when there is a need to build a CRs without 
having a target data for direct outputs from a NN; in this case the scale separation assumption 
is not required [3] and a CR is trained together with the solution of PDEs. This framework is 
firstly introduced in [3] and its performance is demonstrated on the 2D heat conduction 
equation (see Section 3.1): CR for non-constant temperature-dependent thermal conductivity 
is built using ANNs, which is integrated with 2D heat conduction PDE. Possibly similar 
framework is proposed in [10], where the authors are used a NN integrated with the Navier-
Stokes equations to predict velocity and pressure fields using a scalar quantity fields; however, 
there are not many details provided in this paper. Current work is aimed at further 
investigations of the Type 3 ML framework for its applicability for the embedding (or 
integration) of a NN in the Navier-Stokes equations (see Section 3.2). 
- Type 4 (Physics-Recovered) ML is aimed at recovering the exact form of PDEs by finding 
optimal candidates for unknown terms (e.g. advection, diffusion terms, etc.). The knowledge 
of possible candidates is necessary to provide a ML algorithm with a list of these terms. One 
of the examples is a usage of a genetic algorithm to choose best candidates for unknown terms 
in PDEs [11]. 
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- Type 5 (Physics-Discovered) ML is a very data-hungry framework since no knowledge base 
is available: the DD-framework is aimed at recovering PDEs describing the physics (or their 
solution) from big data [12]. For example, Guo X. et al. [13] employed Convolutional Neural 
Networks (CNNs) for steady flows approximation. 
Recent comprehensive review of ML application in fluid mechanics is performed in [1]. 
The authors analyzed different ML tasks (supervised, semi-supervised, and unsupervised learning 
and further sub-branches) and their possible applications for flow modelling and flow optimization 
and control. A brief summary is presented in Table 1.2 with some examples found in the literature. 
Some of the frameworks in Table 1.2 are classified according to Table 1.1, while the others were 
not considered in [3]. 
ML is a fast-growing field and the researchers are continuously trying to tackle challenges 
for its employment in fluid dynamics that are also outlined in the review [1]. These challenges are 
not specific only for fluid dynamics field, but rather a more general problems of artificial 
intelligence (a reader may get further information reading the references provided after each of 
them): 
- ML algorithms often come without guarantees for performance, robustness, or convergence, 
even for the well-defined tasks. How can interpretability, generalizability, and explainability 
of the results be achieved? [25, 26] 
- Incorporating and enforcing known flow physics is a challenge and opportunity for ML 
algorithms. Can we hybridize DD and first principle approaches in fluid dynamics? [10, 27] 
- Meta-learning (learning to learn) – how can we make ML algorithms continuously learning? 
[28, 29] 
- Transfer learning – how to incorporate previous knowledge into a new ML algorithm? [30] 
- How to improve the performance of the ML for extrapolation mode and assess data coverage 
condition? [31] 
- How to perform Verification, Validation and Uncertainty Quantification (VV&UQ) of ML and 
DD-driven frameworks? [32, 33] 
A paper [27] is a comprehensive survey of the current attempts in the ML-community to 
integrate physics-based modeling with ML, which is “fundamentally different from mainstream 
practices in the ML community for making use of domain-specific knowledge” [27]. Some of the 
objectives of the physics-ML integration are: improving predictions of physical models, reducing 
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the dimensionality and order of physics-based models, parametrization, inverse modelling, 
forward solving of PDEs, discovering governing equations, data generation, UQ. The methods 
reviewed include introduction of the physics-guided cost function (when additional terms are 
introduced to the cost function to penalize physically inconsistent results); physics-guided 
initialization (when initial parameters such as weights and biases of a NN are initialized with usage 
of some previous knowledge, which is tightly connected with transfer learning); physics-guided 
design of architecture (when the architecture of a NN is designed for a specific task according to 
the knowledge-base); residual modelling (error prediction, or Type 2 ML); hybrid physics-ML 
models (when ML-models are integrated with physics-based model to improve the predictions or 
compensate the lack of data, which is, perhaps, a more general concept for Type 3 ML). 
From the framework development point of view, knowledge2 may be implemented in ML 
on a pre-training, training, and post-training stages [34]. Pre-training phase may include 
implementation of a specific architecture for a NN, which will be knowledge-informed (e.g. 
Muralidhar N. et al. [35] used physics-guided design to improve prediction of the drag force). On 
the training phase, physics-informed cost function [10], or transfer learning [30] techniques may 
be used. Finally, data-refinement [36] is a tool to use knowledge to inform DD-models on a post-
training phase. 
The aim of this paper is to investigate a possibility to integrate ML with first principle 
approaches in fluid dynamics, specifically, Type 3 framework for the Navier-Stokes equations (2D 
lid-driven cavity with non-constant velocity dependent dynamic viscosity is considered; a 
surrogate for the dynamic viscosity is built using a deep feedforward NN (DFNN)). Section 2 
provides the information on the solution methodology of the Navier-Stokes equations using the 
Tensorflow library [37] for Python programming language [39]; Section 3 is describing Type 3 
ML framework and its architecture; Section 4 consists of the case study formulation and solution 
verification; Section 5 is devoted to the discussion of the results and setting tasks for further 
investigations. 
 
                                                 
2 Knowledge, physics and PDEs are used as synonyms in this paper. It is the authors’ believe that definitions for 
“physics”, “knowledge”, “physics-integration”, “physics-informed”, and other terms widely used in ML community, 
require further refinement and clarification. 
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Table 1.1. Classification of ML frameworks for DD thermal fluid models [3]. 
 Type 1 
Physics-Separated ML 
Type 2 
Physics-Evaluated ML 
Type 3 
Physics-Integrated 
ML 
Type 4 
Physics-Recovered 
ML 
Type 5 
Physics-Discovered ML 
 Regression Task 
Goal Develop CRs by using 
SET data 
Reduce the uncertainty for 
conservation equations by 
utilizing high-fidelity data to 
inform low-fidelity simulations 
Develop CRs 
without scale 
separation 
assumption and 
target data for a NN  
Recover the exact form 
of PDEs 
Recover the PDEs or their 
solution from data 
Major 
assumption 
Conservation equations 
and CRs are scale 
separable 
Knowledge base for 
physics is substantial 
High-fidelity data are available 
Knowledge base for CRs 
selection is substantial 
PDE for physics is 
available 
Candidates for terms in 
PDEs are available 
Knowledge of physics is 
unavailable 
Abundance of training data 
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Table 1.2. ML for fluid mechanics [1]. 
 
Flow modelling with ML 
Flow feature extraction Modelling flow dynamics 
Dimensionality 
reduction 
Sparse and 
randomized 
methods 
Super-
resolution and 
flow cleaning 
Clustering 
and 
classification 
Linear models 
through 
nonlinear 
embeddings 
NN 
modelling 
Parsimonious 
nonlinear 
models 
CRs with 
ML 
Regression Task (mostly) Classification Task Regression Task 
Goal 
Simplify data and 
find low 
dimensional feature 
spaces and more 
effective non-linear 
coordinates 
Decrease the 
amount of data 
Improve 
simulations and 
experiments 
Classify 
different 
(physical) 
domains in a 
problem 
Identify a 
coordinate 
system where 
nonlinear 
dynamics 
appear linear 
Uncover 
latent 
variables 
and 
relations 
from data 
Construct a 
simple model for 
balancing 
predictive 
accuracy and 
complexity 
Build CRs 
for 
conservation 
equations 
Example 
Reconstruct near 
wall velocity field 
in a turbulent 
channel flow using 
wall pressure and 
shear [14] 
Decrease the 
amount of data for 
compact 
representations of 
wall-bounded 
turbulence [15] 
Turbulence 
reconstruction 
inside a cell for 
LES [16] 
Two-phase 
flow regime 
classification 
[17] 
Extraction of 
spatiotemporal 
coherent 
structures from 
time series 
data of fluid 
flows [18] 
Learn PDEs 
or their 
solutions 
[19] 
Conservation 
equations 
reconstruction 
using genetic 
algorithms [20] 
Reynolds 
stress tensor 
for RANS 
[21] 
Type [1] N/A N/A 2 N/A N/A 5 4 1 
Table 1.2. ML for fluid mechanics [1] (continuation). 
 
Flow optimization and control using ML 
NNs for control Genetic algorithms for control Flow control via reinforcement learning 
Regression Task (mostly) 
Goal Optimization and control of the flow parameters 
Example Turbulent flow control/drag optimization [22] Shear flow control GA [23] Reproduce the dynamics of hydrological systems [24] 
Type [1] N/A N/A N/A 
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2. GOVERNING EQUATIONS AND THEIR NUMERICAL SOLUTION 
2.1. The Navier-Stokes Equations Discretization 
In this paper the incompressible 2D Navier-Stokes equations with non-constant dynamic 
viscosity (2.1.1) and (2.1.2) are solved using the Chorin’s projection method [40] and end-to-end 
open source ML platform Tensorflow developed by Google (API version 1.15) [37] on the 
Python 3.7 programming language [39]. Additionally, due to a relatively slow solution on the 
Python 3.7, analogous Fortran program is developed for fast data generation and manipulation (see 
Section 4.3). 
Thus, the governing equations are 
0u   (2.1.1) 
   1 1T Tu uu p u ut             
     (2.1.2) 
where  , ,u u x y t   is the 2D velocity vector; t is the time; ρ is the density;  , ,p p x y t  is the 
pressure; μ is the non-constant dynamic viscosity. 
The Navier-Stokes equations (2.1.1)-(2.1.2) are discretized using the finite-volume method 
on the staggered uniform grid with characteristic size of control volume h (Fig. 2.1.1): 
   * 1/2, 1/2, 1/2, 1/2,1n nni j i j x xi j i ju u t A D            (2.1.3) 
   *, 1/2 , 1/2 , 1/2 , 1/21n nni j i j y yi j i jv v t A D            
2 1 *1 1n
h hp ut
    
  
1 1 1 1 1 * * * *
1, 1, , 1 , 1 , 1/2, 1/2, , 1/2 , 1/2
2
4n n n n ni j i j i j i j i j i j i j i j i jp p p p p u u v v
h t h
    
                   
 
(2.1.4) 
 1 * 1 11/2, 1/2, 1, ,n n ni j i j i j i jtu u p ph        
(2.1.5)  1 * 1 1, 1/2 , 1/2 , 1 ,n n ni j i j i j i jtv v p ph        
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where n denotes the number of a time step; u and v are the x- and y-velocities, respectively; Δt is 
the time step size; A and D are the advection and diffusion terms, respectively; h  and 2h  denote 
numerical approximations for the gradient and Laplacian, respectively. 
 
 
Fig. 2.1.1. The staggered grid: pressure, density, and dynamic viscosity are in the centers of the 
control volumes; velocities are on the edges. 
 
To ensure the numerical stability of the scheme, the Courant-Friedrichs-Lewy 
CFL = velmax∙Δt / h number was set 0.25 for cases with constant dynamic viscosity (solution 
verification, Section 4.2) and 0.05 for cases with non-constant dynamic viscosity; here velmax is 
the maximum absolute velocity in the domain. 
The solution procedure of the above equations is known as the Chorin’s projection method 
[40], which consists of prediction step (2.1.3) to find the prediction velocities u* and v*; pressure-
Poisson equation (2.1.4), which has to be iteratively solved on each time step; and projection step 
(2.1.5) to find the velocities on a new time step. This method is very effective and allows splitting 
velocity and pressure and solve for them independent sets of equations. In this study only steady 
state (SS) solutions are considered: as the SS condition the value εvel = max(|un – un+1|, |vn – 
vn+1|) = 10-8 m/s is adopted. At the same time, the pressure equation iterations are limited to 100, 
or until the tolerance εp = max|pn – pn+1| = 10-8 Pa is reached. 
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The discretizations of the advection and diffusion terms are obtained using the finite 
volume method: 
      2 23/2, 1/2, 1/2, 1/2,1/2, 14n n n n nx i j i j i j i ji jA u u u uh           
     1/2, 1 1/2, 1, 1/2 , 1/2 1/2, 1/2, 1 1, 1/2 , 1/2n n n n n n n ni j i j i j i j i j i j i j i ju u v v u u v v                  
(2.1.6)       2 2, 3/2 , 1/2 , 1/2 , 1/2, 1/2 14n n n n ny i j i j i j i ji jA v v v vh           
     1, 1/2 , 1/2 1/2, 1 1/2, , 1/2 1, 1/2 1/2, 1 1/2,n n n n n n n ni j i j i j i j i j i j i j i jv v u u v v u u                  
     1, 3/2, 1/2, 1/2, 1/2 1/2, 1 1/2,21/2, 1n n n n nx i j i j i j i j i j i ji jD u u u uh                 
   , 1/2, 1/2, 1/2, 1/2 1/2, 1/2, 1n n n ni j i j i j i j i j i ju u u u              
(2.1.7)      , 1 , 3/2 , 1/2 1/2, 1/2 1, 1/2 , 1/22, 1/2 1n n n n ny i j i j i j i j i j i ji jD v v v vh                 
   , , 1/2 , 1/2 1/2, 1/2 , 1/2 1, 1/2n n n ni j i j i j i j i j i jv v v v              
The values of the dynamic viscosity on the edges of the control volumes are found using 
the simple averaging, e.g. 
 1/2, 1/2 , 1, , 1 1, 114i j i j i j i j i j              (2.1.8) 
As it could be seen, the adopted time and space discretization schemes are the simplest 
ones and might be unstable for high Re numbers, but in this study, they are used for simplicity and 
demonstration purpose. They are provided in this work to help a reader better understand the 
solution methodology for these equations using the Tensorflow library, which is described in the 
next section. 
2.2. Solution of the Navier-Stokes Equations using the Tensorflow Library 
The equations (2.1.3)-(2.1.8) are solved using the Tensorflow ML library for designing of 
ANNs [37] employing the convolutional layer model tf.nn.conv2d [41]. Before diving into the 
solution procedure, we discuss basics of the convolutional operations in the Tensorflow (and other 
ML libraries). 
Convolution operations are used in deep learning (DL) to design a special class of ANNs 
called CNNs. The CNNs are ubiquitous in DL and they have shown big advantages comparing to 
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the DFNNs for such problems as image recognition, computer vision, text classification, etc. [42], 
where data have a spatial structure (e.g. face recognition, hand-written digits recognition, etc.). 
Fig. 2.2.1 demonstrates how a convolution operation is applied to a 2D scalar field ϕ. The 
kernel (or filter) ki,j is moving along two dimensions: from left to right and from top to bottom 
performing the convolution of the field ϕ over the region where it is applied. As a result, a new 
scalar field φ is obtained, which is calculated using a following rule: 
1, 1 1,1 2, 2 2,1 1, 2 3,1 , 2i j i j i j i jk k k               
1,2 2, 1 2,2 1, 1 3,2 , 1i j i j i jk k k            
1,3 2, 2,3 1, 3,3 ,i j i j i jk k k        
(2.2.1) 
This new scalar field φ has a lower dimension than ϕ depending on the size of a kernel. 
Please note that the explained convolution is the simplest one: there are many different 
opportunities for a user to specify parameters of a convolution (e.g. padding, stride, dilation, etc. 
[41]), but such basic understanding is enough to understand how discretized PDEs can be solved 
using the convolution. 
 
 
Fig. 2.2.1. Convolution operation applied for a 2D field ϕ (m×n) using a kernel k (3×3) to obtain 
a new field φ ((m – 2)×(n – 2)). 
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In ML, when CNNs are employed, the kernel values ki,j are being trained to extract features 
from the input fields in the same manner as weights in a DFNN, but it is also possible to set them 
manually (without further changes). For instance, applying a pre-set kernel 
1 1kernel 0
h h
      (2.2.2) 
to a field, one will obtain a new field of central derivatives with respect to x. 
To summarize this discussion, we provide the kernels and solution procedure of the Navier-
Stokes equations (2.1.3)-(2.1.8) below: 
1
0 1 0
kernel 1 4 1
0 1 0
      
 
2
0 1 0
kernel 1 0 1
0 1 0
      
 
 3kernel 1 1   
4
1kernel 1
      
5
0.25 0.25kernel 0.25 0.25
      
 6kernel 1 1  
7
1kernel 1
      
(2.2.3) 
          3 6 6 4 7 61 kernel kernel kernel kernel kernel kernel4n n n n nxA u u u vh            
(2.2.4) 
          4 7 7 3 7 61 kernel kernel kernel kernel kernel kernel4n n n n nyA v v u vh            
        3 3 4 5 421 kernel kernel kernel kernel kerneln n n n nxD u uh              
        4 4 3 5 321 kernel kernel kernel kernel kerneln n n n nyD u uh              
   * 1n nn x xu u t A D         
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   * 1n nn y yv v t A D         
     1 * *2 3 41 kernel kernel kernel4n hp p u vt          (2.2.5) 
 1 * 13kerneln ntu u ph     
(2.2.6) 
 1 * 14kerneln ntv v ph     
Note that the Tensorflow performs tensor operations, unlike Fortran which calculates the 
values element by element using indexes i and j, and, therefore, the values in Eqs. (2.2.4)-(2.2.6) 
are tensors. It gives some advantages and disadvantages that are discussed in Section 4.3. 
3. TYPE 3 MACHINE LEARNING: EMBEDDING A NEURAL NETWORK 
IN PARTIAL DIFFERENTIAL EQUATIONS 
3.1. Basic Introduction to Type 3 Machine Learning 
The Type 3 ML framework is firstly proposed in the paper [3] and its performance is 
demonstrated on the stationary 2D heat conduction PDE with non-constant temperature-dependent 
thermal conductivity k: 
    0T Tk T k T
x x y y
                 (3.1.1) 
where T is the temperature, x and y are the coordinates. 
The functional dependence for the thermal conductivity considered is the normal 
distribution 
 
 23
2221
2 2
T c
cck T e
c
   (3.1.2) 
where c1, c2, c3 are some fixed parameters. 
The heat conduction equation (3.1.1) might be discretized as 
1/2, 1, , 1/2 , 1 1/2, 1, , 1/2 , 11
,
1/2, , 1/2 1/2, , 1/2
i j i j i j i j i j i j i j i jn
i j
i j i j i j i j
k T k T k T k T
T
k k k k
       
   
       (3.1.3) 
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and solved on the staggered grid iteratively using the Jacobi iterations with the Tensorflow library 
[37] employing a similar technique as described in the Section 2.2 (this case is much simpler than 
the Navier-Stokes equations). 
A NN is embedded in the solution of the heat conduction equation as it shown in Fig. 3.1.1. 
 
 
Fig. 3.1.1. Type 3 ML: a NN is embedded into the solution of the heat conduction equation [3]. 
 
Note, that for the Type 3 ML it is crucial to solve the PDE(s) using the same library (e.g. 
Tensorflow [37], Pytorch [38]) as the NN is based on, because the Python script must have a 
traceable connection between the solution of the PDE (Tsol) and outputs from the NN (k). At the 
same time, one need not to have the thermal conductivity values as training targets at all: the cost 
function uses only the solution of the PDE Tsol and target values of temperatures Ttarg: 
 , , 2i j i jsol targ
cases
T T
C
N

   (3.1.4) 
where Ncases is the number of training datasets, and  ,i jsolT f k . 
The authors [3] proposed a following algorithm for Type 3 framework implementation 
(Fig. 3.1.2). Firstly, it is necessary to prepare the input to the NN (initial guess for the temperature 
distribution 0inpT ); these values are updated after each global iteration. The training target 
temperatures Ttarg might be obtained in the experiments, or in calculations; these values are fixed 
and do not change. Since we maintain the connection between the Tinp and Tsol via the NN and 
solution of the PDE (Fig. 3.1.1), it is possible to train the NN by updating its weights and biases 
without values of the thermal conductivity k using the cost function Eq. (3.1.4). When necessary 
number of iterations is performed (or desired value of the cost function (accuracy) is reached), the 
PDE is separately solved using the NN-based thermal conductivity and new values Tsol are 
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obtained. Then these values are used to update Tinp and we proceed to a next global iteration, which 
are executed until some ad-hoc criteria are met. 
Note, that this framework is very time consuming since it includes several iteration loops 
(global iterations, iterations to train a NN, iterations to solve a PDE), but at the same time it 
promises a high-potential impact in complex thermal fluid problems where the separation of scales 
or physics decomposition may involve significant errors [3]. 
 
Prepare input: Initial guess for the temperature field 0inp inpT T  
Prepare targets: Temperature field from the experiments (or simulations) Ttarg 
For it in range (0, itmax) do {global iterations} 
For epoch in range (0, epochmax) do {iterations to train the NN} 
Train the NN (to build a surrogate for k(Tinp)) to minimize C (Eq. 3.1.1) 
Solve the PDE (3.1.1) using the NN-based k(Tinp) and obtain Tsol {Jacobi iterations} 
Replace Tinp by Tsol and proceed to the next global iteration 
Fig. 3.1.2. Proposed algorithm for Type 3 ML in [3]. 
 
In the next section a Type 3 ML framework for training a surrogate model of the velocity-
dependent dynamic viscosity inside the Navier-Stokes equations is described. At the same time, 
we note that it is not necessary to constantly update the Tinp values if SS solutions are considered. 
Indeed, considering a following limit 
lim inp targit T T   (3.1.5) 
one can see that in the end the value of Tinp ideally should converge to the values of Ttarg. Therefore, 
from the both sides in Fig. 3.1.1 it is possible to use the values of Ttarg and train the NN. Of course, 
such simplification is only valid if one is building a SS surrogate (which is the case in this work 
and in [3]). At the same time, the iterative framework proposed in the paper [3] might be useful 
for unsteady surrogates with Recurrent Neural Networks (RNNs) [43]. Such opportunity might be 
explored in the future work. 
3.2. Embedding a Neural Network in the Navier-Stokes Equations 
As it is stated above, in this paper the SS solutions of the Navier-Stokes equations are 
considered. The architecture of the framework is presented in Fig. 3.2.1. The inputs to the NN is 
the field of the absolute velocity, which is calculated using the fields of u and v as follows 
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2 2
, , ,i j i j i jvel u v   (3.2.1) 
while the aim is to build a surrogate model for the velocity-dependent dynamic viscosity, which is 
the output from the NN with some functional dependency μ = μ(vel). 
 
 
Fig. 3.2.1. Type 3 ML: a NN is embedded into the solution of the Navier-Stokes equations. 
 
Again, we note that the values of the dynamic viscosity are not used as the training targets: 
instead, the training targets are the SS velocity fields utarg, vtarg. Therefore, the cost function is 
defined as 
   , , ,2 2i j i j i j i, jsol targ sol targ
cases
u u v v
C
N
  
    (3.2.2) 
Since the NN is embedded in the Navier-Stokes equations using the Tensorflow according 
to the Section 2.2, there is a “clear” traceable connection between input values uinp, vinp and 
solutions usol, vsol. Furthermore, since a SS flow is considered, the algorithm in Fig. 3.1.2 might be 
simplified according to the Fig. 3.2.2 and Eq. (3.1.5) (no global iterations since the values utarg, 
vtarg are used as the inputs). Note that the tensor pinp is also fed as an input field because it allows 
maintaining the connection between uinp, vinp and usol, vsol. 
 
Prepare targets (which are also the inputs): velocity fields from the experiments (or 
simulations) utarg, vtarg 
Prepare input: pressure field pinp which corresponds to the steady-state solution utarg, vtarg 
For epoch in range (0, epochmax) do {iterations to train the NN} 
Train the NN (by building a surrogate for μ(utarg, vtarg)) to minimize C (Eq. 3.2.2) 
Use the trained NN to predict μ or to solve new cases for the unknown u, v, p 
Fig. 3.2.2. Simplified algorithm for a SS Type 3 ML. 
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In the next section a case study is formulated to demonstrate the performance of the Type 3 
ML with embedded DFNN in the Navier-Stokes equations. 
4. CASE STUDY FORMULATION 
4.1 Mathematical Model 
As the case study the 2D lid-driven cavity is chosen [44]. This is a famous benchmark 
problem: the dimensions of the cavity are 1×1 m; all 4 boundaries are motionless walls, except the 
upper one, which is moving with constant x-velocity uw = 1 m/s. As a result, initially motionless 
fluid with density ρ = 1 kg/m3 is accelerated; by choosing different Re numbers (or dynamic 
viscosities μ) the complex flows are modelled inside the cavity (e.g. Fig. 4.1.1 (a) demonstrates 3 
vortices inside the cavity for Re = 100 and μ = const = 10-2 Pa∙s). Fig. 4.1.1 (b)-(d) shows the SS 
solutions for pressure and velocity fields. 
Thus, the mathematical model consists of the Navier-Stokes equations (2.1.1) and (2.1.2) 
with no-slip boundary conditions: 
     0, 1, , 0 0     u x y u x y u x y  
 , 1 1 u x y  m/s 
       0, 1, , 0 , 1 0       v x y v x y v x y v x y  
(4.1.1) 
 
  
a b 
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c d 
Fig. 4.1.1. SS solution of the 2D lid-driven cavity problem for Re = 100 (μ = 10-2 Pa∙s); mesh 
32×32 (including 2 ghost cells): (a) streamtraces (3 vortices are generated: in the central region 
and 2 bottom corners of the cavity), (b) pressure, (c) u-velocity, and (d) v-velocity. 
 
4.2. Solution Verification 
For numerical solution verification, velocity profiles along the vertical and horizontal 
centerlines of the cavity are compared with the results provided by Ghia U. et al. [44]; the results 
of comparison are shown in Fig. 4.2.1. The blue curves represent the solutions obtained using 
Python script with the Tensorflow library; the red curves are the Fortran solutions (developed for 
fast data generation, see Section 4.3); white dots are the results provided in [44]. As it could be 
seen, the results are very close; some minor deviations are caused by the control volume size (not 
enough mesh refinement for high Re numbers). Since later only small Re numbers are considered, 
the mesh 32×32 is adopted; such mesh allows to maintain quick solutions and reasonable accuracy. 
The green curves represent the calculations with non-constant velocity-dependent dynamic 
viscosity according to the Eq. (4.2.1): 
0.5
0 4 vele     (4.2.1) 
where μ0 is the initial value of the dynamic viscosity (for a motionless fluid). 
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a 
  
b 
  
c 
Fig. 4.2.1. Velocity profiles along the centerlines of the cavity: (a) Re = 100 (μ0 = 10-2 Pa∙s); 
(b) Re = 400 (μ0 = 2.5∙10-4 Pa∙s), and (c) Re = 1000 (μ0 = 10-3 Pa∙s). 
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The adopted dependence μ(vel) noticeably changes the velocity profiles in the cavity and 
the aim is to “catch” this underlying dependence using the DFNN without having target values for 
μ. This dependence for the dynamic viscosity might be considered as a simple model of a non-
Newtonian fluid3, which becomes more viscous at high velocities. 
4.3. Training Data Generation 
For fast training data generation analogous Fortran code is developed: Python is an 
interpretable language and it is very slow when it is necessary to perform iterations in loops, which 
are required to achieve the SS and solve the pressure equation (2.1.4). Additionally, since the 
Python with Tensorflow performs tensor operations, it is only possible to use the Jacobi iterations, 
while using the Fortran code it is possible to implement the Gauss-Seidel method, or successive 
overrelaxation (SOR) method, which substantially reduce the number of iterations for pressure-
Poisson equation [45]. 
Comparison of the CPU time consumed by Fortran and Python is presented in Fig. 4.3.1. 
As it could be seen from the figure, the Fortran code is much superior than the Python script 
because the solution of the pressure equation requires hundreds of iterations on each time step and 
thousands of time steps to reach the SS. 
At the same time, the Tensorflow session might be launched on a CPU or on a GPU4: the 
comparison shows that for a small mesh (less than ~60×60 nodes) the CPU solves the equations 
faster; however, for relatively large mesh the GPU outperforms the CPU in speed due to faster 
tensor operations). At the same time, it looks like the Tensorflow still does not provide a good 
platform for efficient parallelization in scientific simulations: element by element Fortran 
calculations require much less CPU time. Hopefully, the future development of the Python and 
Tensorflow5 will allow employing GPU for faster (and easier) parallel solution of PDEs with large 
mesh sizes. 
Note that data format used was float64 (double precision), which is not recommended for 
the Tensorflow (since it gives the best performance for float32 (single precision)), but float32 
format does not have enough digits to solve the PDEs iteratively and reach a convergence criterion 
specified in Section 2.1. 
                                                 
3Strictly speaking, for a Non-Newtonian fluid the viscosity is non-constant and depends on stresses (not on velocity). 
4Calculations are performed using a usual laptop: Intel Core i7-6500 CPU 2.5 GHz and Nvidia GeForce GTX 950M 
GPU. 
5 In this work API version 1.15 is used, while the newest one is 2.3 [37]. 
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Fig. 4.3.1. Comparison of CPU/GPU time required to achieve SS by Python and Fortran 
programming languages. 
 
Usually, when the lid-driven cavity is considered, the Re number (or viscosity, which is 
equivalent) is changed. However, since the aim is to build a surrogate for the viscosity, it is 
necessary to keep μ0 in Eq. (4.2.1) constant: instead of changing the viscosity, the upper wall 
velocity is varied in the range 0.50-1.50 m/s with a step 0.05 m/s (overall Ncases = 21 training 
datasets are generated according to the Table 4.3.1). 
 
Table 4.3.1. Training data. 
Dataset Upper wall velocity uw, m/s Re = ρuwLx / μ0 μ0, Pa∙s ρ, kg/m3 Lx = Ly, m 
1 0.50 50 
10-2 1.0 1.0 
2 0.55 55 
… … … 
11 1.00 100 
… … … 
21 1.50 150 
 
Fig. 4.3.2 shows the field of the dynamic viscosity for the dataset No. 11 (Re = 100). It has 
maximum values in the upper region of the cavity where the velocity is higher due to the moving 
wall. 
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Fig. 4.3.2. Dynamic viscosity field for the dataset No. 11. 
 
4.4. Hyperparameters and Architecture of a Neural Network 
A DFNN is used in this study, which has the input layer with 30×30 = 900 neurons (fed 
with vel field), 4 hidden layers with 128 neurons in each layer, and the output layer with 
30×30 = 900 neurons, which gives the dynamic viscosity field. Note that while the pressure and 
dynamic viscosity fields have dimensions 32×32, the ghost cells (which are used to set boundary 
conditions) are not used in the DFNN. 
The sigmoid activation function σ(z) is used in all layers of the DFNN: 
   1 1 2 2( )out inp inp L Ly x ... x W +b W +b ... W +b        (4.4.1) 
1( ) 1 inpinp xx e    (4.4.2) 
where yout is the output from the NN, xinp is the input, Wl are the weights in the lth layer, bl is the 
biases of the lth layer, L is the number of layers in the NN. 
The weights are initialized with the Xavier initialization [46], while the biases are 
generated using the normal distribution with the mean 0.0 and standard deviation 1.0. They are 
trained using the Adam algorithm [47] with a learning rate η = 0.01. To prevent the overfitting the 
dropout technique was tried with different rates [48], but it has not improved the performance of 
the DFNN. 
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Additionally, a CNN was used, but it has shown worse performance than the DFNN 
probably due to the absence of the spatial structure in the data which might be extracted by the 
convolutional kernels. Perhaps, a CNN would be useful if dynamic viscosity dependence on 
stresses (not on absolute velocity) is considered. 
5. RESULTS AND DISCUSSION 
The DFNN is trained inside the Navier-Stokes equations during 15000 epochs, which took 
approximately 10 minutes. It is interesting to note, that the originally proposed framework in [3] 
(Fig. 3.1.2) required much more time (hours and days) to train a NN for a much simpler heat 
conduction problem. 
Cost function dependence on the epoch number is presented in Fig. 5.1 (a). Additionally, 
to monitor the accuracy of the dynamic viscosity prediction by the DFNN, Root Mean Square 
Error (RMSE) is monitored (Fig. 5.1. (b)): 
     
2
2 2
nn funcRMSE
m n
    
   (5.1) 
where μfunc is the functional dependence (4.2.1), μnn is the direct output from a NN. 
 
  
a b 
Fig. 5.1. Cost function (a) and accuracy of the μ prediction (b) versus epoch number. 
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A 
  
B 
  
c 
Fig. 5.2. Comparison of the solutions obtained with the NN-based dynamic viscosity (left) and 
target data (right): pressure (a), u-velocity (b), and v-velocity (c) for the dataset No. 11. 
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After the training, the NN-based dynamic viscosity is used to predict the training data 
(velocities) and pressure field (Fig. 5.2): as it could be seen they are very close. 
Fig. 5.3 shows the NN-based dynamic viscosity, real dynamic viscosity fields (calculated 
using functional dependency Eq. (4.2.1)), as well as their difference for the dataset No. 11. The 
difference does not exceed 15% and has the highest value in the bottom corners of the cavity, 
where the vortices exist (see Fig. 4.1.1 (a)). 
 
a b c 
Fig. 5.3. NN-based dynamic viscosity (left), real dynamic viscosity (center), and the discrepancy 
between them (c). 
 
However, the true test of a model is ability to make predictions in new situations. To check 
the performance of the DFNN, 3 different cases are considered (2 extrapolation ones (the wall 
velocities are outside of the training range) and 1 interpolation case), according to Table 5.1. 
 
Table 5.1. Cases for NN performance evaluation. 
Case uw, m/s Re Data coverage condition 
1 0.45 45 Extrapolation 
2 1.025 102.5 Interpolation 
3 1.55 155 Extrapolation 
 
Fig. 5.4 shows the results of the profiles calculations for the evaluation case No. 2; the 
results are very close to each other (as well as for cases No. 1 and No. 2, not shown). Fig. 5.5 
demonstrates the deviations of the dynamic viscosity, velocities and pressure for all 3 evaluation 
cases. 
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a b 
Fig. 5.4. Comparison of the exact profiles with profiles calculated using the NN-based dynamic 
viscosity. 
  
a b 
  
c d 
Fig. 5.5. Deviations of the (a) dynamic viscosity, (b) pressure, and (c, d) velocities. 
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Appendix A demonstrates an implementation of Type 1 ML framework for a considered 
case study, when target data are available dynamic viscosity values. As it could be seen from 
Fig. 5.5 (a) and Fig. A.2, Type 1 shows a slightly better performance and its computational 
complexity is much lower. 
However, Type 3 suggests several advantages such as: (i) the target outputs for a NN might 
be unknown and can be recovered using knowledge-base (PDE integrated with a NN); (ii) it is not 
necessary to extract information from big data (labeled targets), instead it can be recovered by 
PDEs: for example, when building a CR for a turbulence model it is often necessary to extract 
physically interpretable data from the calculations such as Reynolds stress tensor and/or its 
characteristics, turbulent viscosity, etc., which is very time-consuming and may lead to the loss of 
relevant information; on the contrary, Type 3 may allow to use only QoIs (e.g. velocities) to 
recover necessary parameters (e.g. turbulent viscosity); (iii) there is no need to employ a physics- 
or scale-separation assumptions when building a CR; for instance, in multiphase flows modelling, 
many different forces on bubbles (or on droplets) are introduced, such as interfacial drag, lift force, 
virtual mass force, turbulent dispersion force, wall force [49]; it is clear that these forces are the 
models (e.g. there are still some argument on the physical meaning of the wall-force, which 
prevents bubbles from their accumulation near the walls). Indeed, nature does not separate this 
forces and Type 3 may allow to use a single force that may be represented by a NN trained in this 
manner on the DNS data. 
The case study examined in this paper explicitly addresses demonstrates only point (i), 
while the other two (ii) and (iii) are the subjects for future work. 
6. CONCLUSIONS 
In this paper a framework to embed a NN in a system of PDEs is investigated. It is based 
on Type 3 (physics-integrated) ML framework proposed in [3], which is simplified (to 
significantly reduce the computational cost) and applied to the Navier-Stokes equations. The 
performance of the framework is demonstrated on a 2D lid-driven cavity problem with non-
constant velocity-dependent dynamic viscosity: a DFNN was successfully trained to predict the 
dynamic viscosity without direct target data (values of viscosity). Instead, the viscosity field was 
recovered from the Navier-Stokes equations, which were solved using Chorin’s projection method 
and the Tensorflow ML library. The proposed methodology for solution of the Navier-Stokes 
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equations using the Tensorflow ML library is provided and may be adopted for further 
developments in the area of integration of ML with PDEs. 
The developed framework is promising because (i) it allows to recover unknown physical 
values from the field variables if the governing equations for physics are known; (ii) it eliminates 
the necessity to extract physically-interpretable data from big data to train a NN; (iii) it eliminates 
the need to postulate a scale and physics separation. The future work will be aimed at further 
investigation of properties and opportunities made available by Type 3 ML framework. 
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APPENDIX A. TYPE 1 IMPLEMENTATION FOR THE LID-DRIVEN CAVITY 
CASE STUDY 
Type 1 is a classical framework for development of DD CRs. It is applicable when target 
data for training are available and PDEs and CRs are scale-separable. In this case the cost function 
directly connects outputs from a NN and labeled target data (compare with (3.2.2)): 
     
2
Cost RMSE 2 2
nn targ
m n
     
  (A.1) 
Here the DFNN is trained with the same parameters as in Type 3 demonstration to ensure 
a correct comparison (see Section 4.4). Fig. A.1 shows the cost on training data (Table 4.3.1) and 
on evaluation data (Table 5.1). Fig. A.2 shows the deviations of the dynamic viscosity. 
 
  
c d 
Fig. A.1. Cost function on the training data (Table 4.3.1) and on the evaluation data (Table 5.1). 
 
Fig. A.2. Deviations of the dynamic viscosity for Type I ML.  
31 
REFERENCES 
1. Brunton S.L., Noack B.R., Koumoutsakos P. Machine learning for fluid mechanics // Annual 
Review of Fluid Mechanics 52, 477-508, 2020 https://doi.org/10.1146/annurev-fluid-010719-
060214 
2. Dinh N., Nourgaliev R., Bui A., Lee H. Perspectives of nuclear reactor thermal hydraulics // 
Proceedings of the NURETH-15, Pisa, Italy, May 12-17, 2013 
3. Chang C.-W, Dinh N.T. Classification of machine learning frameworks for data-driven thermal 
fluid models // International Journal of Thermal Sciences 135, 559-579, 2019 
https://doi.org/10.1016/j.ijthermalsci.2018.09.002 
4. Bahman A.M., Ebrahim S.A. Prediction of the minimum film boiling temperature using 
artificial neural network // International Journal of Heat and Mass Transfer 155, 119834, 2020 
https://doi.org/10.1016/j.ijheatmasstransfer.2020.119834 
5. An Y.J., Yoo K.H., Na M.G., Kim Y.-S. Critical flow prediction using simplified cascade fuzzy 
neural networks // Annals of Nuclear Energy 136, 107047, 2020 
https://doi.org/10.1016/j.anucene.2019.107047 
6. Lewis A., Smith R., Williams B., Figueroa V. An information theoretic approach to use high-
fidelity codes to calibrate low-fidelity codes // Journal of Computational Physics 324, 24-43, 
2016 http://dx.doi.org/10.1016/j.jcp.2016.08.001 
7. Hanna B.N., Dinh N.T., Youngblood R.W., Bolotnov I.A. Machine learning based error 
prediction approach for coarse-grid computational fluid dynamics // Progress in Nuclear 
Energy 118, 103140, 2020, https://doi.org/10.1016/j.pnucene.2019.103140 
8. Chen G., Fidkowski K.J. Output-based error estimation and mesh adaptation using 
convolutional neural networks: application to a scalar advection-diffusion problem // 
Proceedings of AIAA Scitech 2020 Forum, Orlando, USA, January 6-10, 2020 
https://doi.org/10.2514/6.2020-1143 
9. Granzow B.L. New approaches for adjoint-based error estimation and mesh adaptation in 
stabilized finite element methods with an emphasis on solid mechanics applications // PhD-
Thesis, RPI, 2018 
10. Raissi M., Yazdani A., Karniadakis G.E. Hidden fluid mechanics: learning velocity and 
pressure fields from fields visualizations // Science 367, 1026-1030, 2020 
https://doi.org/10.1126/science.aaw4741 
32 
11. McCall J. Genetic algorithms for modelling and optimization // Journal of Computational and 
Applied Mathematics 184, 205-222, 2005 https://doi.org/10.1016/j.cam.2004.07.034 
12. Berg J., Nystrom K. Data-driven discovery of PDEs in complex datasets // Journal of 
Computational Physics 384, 239-252, 2019 https://doi.org/10.1016/j.jcp.2019.01.036 
13. Guo X., Li W., Iorio F. Convolutional neural networks for steady flow approximation // 
Proceedings of 22nd ACM SIGKDD Conference, San Francisco, USA, August 13-17, 2016 
http://dx.doi.org/10.1145/2939672.2939738 
14. Milano M, Koumoutsakos P. Neural network modeling for near wall turbulent flow // Journal 
of Computational Physics 182, 1-26, 2002 https://doi.org/10.1006/jcph.2002.7146 
15. Bourguignon J.-L., Tropp J.A., Sharma A.S., McKeon B.J. Compact representation of wall-
bounded turbulence using compressive sampling // Physics of Fluids 26, 015109, 2014 
https://doi.org/10.1063/1.4862303 
16. Meneveau C., Katz J. Scale-invariance and turbulence models for large-eddy simulation // 
Annual Review of Fluid Mechanics 32, 1-32, 2000 
https://doi.org/10.1146/annurev.fluid.32.1.1 
17. Yang Z., Ji H, Huang Z., Wang B., Li H. Application of convolution neural network to flow 
pattern identification of gas-liquid two-phase flow in small-size pipe // Proceedings of 2017 
Chinese Automation Congress (CAC), Jinan, China, October 20-22, 1389-1393, 2017, 
https://doi.org/10.1109/CAC.2017.8242984 
18. Kutz J.N., Brunton S.L., Brunton B.W., Proctor J.L. Dynamic mode decomposition: data-
driven modeling of complex systems. SIAM-Society for Industrial and Applied Mathematics, 
250 p. 2016 
19. Chen R.T.Q., Rubanova Y., Bettencourt J., Duvenaud D. Neural ordinary differential equations 
// Proceedings of 32nd Conference on Neural Information Processing Systems (NeurIPS 2018), 
Montreal, Canada, December 2-8, 2018 
20. Schmidt M., Lipson H. Distilling free-form natural laws from experimental data // Science 324, 
81-85, 2009 https://doi.org/10.1126/science.1165893 
21. Chang C.-W., Fang J., Dinh T.N. Reynolds-averaged turbulence modeling using deep learning 
with local flow features: an empirical approach // Nuclear Science and Engineering, 2020 
https://doi.org/10.1080/00295639.2020.1712928 
33 
22. Lee C., Kim J., Babcock D., Goodman R. Application of neural networks to turbulence control 
for drag reduction // Physics of Fluids 9, 1740-1747, 1997 https://doi.org/10.1063/1.869290 
23. Benard N., Pons-Prats J., Periaux J., Bugeda G., Braud P., Bonnet J.P., Moreau E. Turbulent 
separated shear flow control by surface plasma actuator: experimental optimization by genetic 
algorithm approach // Experiments in Fluids 57, 22, 2016 https://doi.org/10.1007/s00348-015-
2107-3 
24. Loucks D., van Beek E., Stedinger J., Dijkman J., Villars M. Water resources systems planning 
and management: an introduction to methods 2. Springer, https://doi.org/10.1007/978-3-319-
44234-1 
25. Yampolskiy R.V. Unexplainability and Incomprehensibility of Artificial Intelligence // 
https://arxiv.org/abs/1907.03869, 2019 
26. Yampolskiy R.V. Unpredictability of AI // https://arxiv.org/abs/1905.13053, 2019 
27. Willard J., Jia X, Xu S., Steinbach M., Kumar V. Integrating physics-based modeling with 
machine learning: a survey // https://arxiv.org/abs/2003.04919, 2020 
28. Beaulieu S., Frati L., Miconi T., Lehman J., Stanley K.O., Clune J., Cheney N. Learning to 
continually learn // https://arxiv.org/abs/2002.09571, 2020 
29. Vanschoren J. Meta-learning: a survey // https://arxiv.org/abs/1810.03548, 2018 
30. Ye S., Zhang Z., Song X., Wang Y., Chen Y., Huang C. A flow feature detection method for 
modeling pressure distribution around a cylinder in non-uniform flows by using a 
convolutional neural network // Scientific Reports 10, 4459, 2020 
https://doi.org/10.1038/s41598-020-61450-z 
31. Bao H., Dinh T.N., Lane J.W., Youngblood R.W. A data-driven framework for error estimation 
and mesh-model optimization in system-level thermal-hydraulic simulation // Nuclear 
Engineering and Design 349, 27-45, 2019 https://doi.org/10.1016/j.nucengdes.2019.04.023 
32. Pullum L.L., Steed C., Jha S.K., Ramanathan A. Mathematically rigorous verification & 
validation of scientific machine learning // Proceedings of DOE Scientific Machine Learning 
Workshop, North Bethesda, USA, January 30 – February 1, 2018 
33. Yao J., Pan W., Ghosh S., Doshi-Velez F. Quality of uncertainty quantification for Bayesian 
neural network inference // https://arxiv.org/abs/1906.09686, 2019 
34 
34. Gurgen A. Development and assessment of physics-guided machine learning framework for 
prognosis system // A preliminary report submitted to the Graduate Faculty of North Carolina 
State University, May 6, 2020 
35. Muralidhar N., Bu J., Cao Z., He L., Ramakrishnan N., Tafti D., Karpatne A. Physics-guided 
design and learning of neural networks for predicting drag force on particle suspensions in 
moving fluids // https://arxiv.org/abs/1911.04240v1, 2019 
36. Khandelwal A., Mithal V., Kumar V. Post classification label refinement using implicit 
odering constraint among data instances // Proceedings of 2015 IEEE International Conference 
on Data Mining, Atlantic City, USA, 2015 https://doi.org/10.1109/ICDM.2015.149 
37. An end-to-end open source machine learning platform Tensorflow 
https://www.tensorflow.org/, accessed June 17 2020 
38. An open source machine learning library Pytorch https://pytorch.org/, accessed June 17 2020 
39. Programming language Python https://www.python.org/, accessed June 17 2020 
40. Chorin A.J. A numerical method for solving Incompressible viscous flow problems // Journal 
of Computational Physics 135, 118-125, 1997 https://doi.org/10.1006/jcph.1997.5716 
41. Convolution operation for Tensorflow tf.nn.conv2d 
https://www.tensorflow.org/api_docs/python/tf/nn/conv2d, accessed June 17 2020 
42. Nielsen M.A. Neural networks and deep learning. Determination Press, 2015 
http://neuralnetworksanddeeplearning.com/ 
43. Recurrent neural network https://www.sciencedirect.com/topics/engineering/recurrent-neural-
network, accessed June 17 2020 
44. Ghia U., Ghia K.N., Smith C.T. High-Re solutions for incompressible flow using the Navier-
Stokes equations and a multigrid method // Journal of Computational Physics 48, 387-411, 
1982 https://doi.org/10.1016/0021-9991(82)90058-4 
45. Patankar S.V. Numerical heat transfer and fluid flow. Hemisphere, 1980. 
46. Glorot X., Bengio Y. Understanding the difficulty of training deep feedforward neural 
networks // Proceedings of the 13th International Conference on Artificial Intelligence and 
Statistics (AISTATS), Chia Laguna Resort, Italy. Volume 9 of JMLR: W&CP 9, 2010 
47. Kingma D.P., Ba J. Adam: a method for stochastic optimization // 
https://arxiv.org/abs/1412.6980, 2014 
35 
48. Srivastava N., Hinton G., Krizhevsky A., Sutskever I., Salakhutdinov R. Dropout: a simple 
way to prevent neural networks from overfitting // Journal of Machine Learning Research 15., 
1929-1958, 2014 
49. Lahey R.T. Jr, Drew D.A. The analysis of two-phase flow and heat transfer using a 
multidimensional, four field, two-fluid model // Nuclear Engineering and Design 204, 29-44, 
https://doi.org/10.1016/S0029-5493(00)00337-X 
