Abstract :We establish the regularity in 2 dimensions of L 2 solutions to critical elliptic system in divergence form involving involution operator of finite W 1,2 -energy. 
I Introduction
In [24] the second author discovered a compensation phenomenon for the linear elliptic systems of the form − ∆u = Ω · ∇u in D 2 , (I.1)
and Ω is an L 2 map into the antisymmetric matrices of R 2 vectors. That is to say there exists a matrix (Ω A-priori the system (I.1) is critical for the chosen norms, with a right hand side in L 1 . Without antisymmetry of Ω no improved regularity has to be expected in general while W 1,2 solutions to (I.1) for Ω ∈ L 2 (D 2 , R 2 ⊗ so(n)) are known to be in p<2 W 2,p loc (D 2 ).
One of the main strategy introduced in [24] was to use the antisymmetry of Ω in order to construct a "gauge" A ∈ L ∞ ∩ W 1,2 (D 2 , Gl n (R)) satisfying div(∇ Ω A) := div(∇A − A Ω) = 0
Taking a "primitive" ∇ ⊥ B = (−∂ x2 B, ∂ x1 B) := ∇ Ω A ∈ L 2 (D 2 , M n (R) ⊗ R 2 ) the system (I.1) becomes equivalent to the conservation law div(A∇u) = ∇ ⊥ B · ∇u (I.
2)
The Jacobian form of the right-hand-side of (I.2) permits to use now classical integrability by compensation phenomena originally discovered by H.Wente [35] and related to the ones by R.Coifman, Rochberg and Weiss [4] (see [5] ).
Following the main ideas of [24] , extensions of this compensation phenomenon were obtained in [25] for critical systems of the form (for m > 2)
where Ω ∈ L m/2 (B m , so(n)) and v ∈ L m/(m−2) (B m , R n ) as well as for systems of the form
where this time v ∈ L 2 (R, R n ) and Ω ∈ L 2 (R, so(n)) (see [12] ). More recently the two authors are extending their results to non local right-hand-side
H(x, y) v(y) dy (I. 5) where pointwize antisymmetry has to be replaced by the more general notion of anti-self-duality of the underlying non-local operator K(x, y) where K(x, y) := H(x, y) − ω(x) δ x=y ∈ L 1 loc (R 2 ) (see [13] ). In the present work we are exhibiting a new compensation phenomenon which does not enter in none of the previous existing ones. Our main result is the following Theorem I.1. Let S ∈ W 1,2 (D 2 , Sym(n)), where Sym(n) denotes the vector space of symmetric n × n matrices, such that S 2 = id n and let u ∈ L 2 (D 2 , R n ) be a solution of the following linear elliptic system in divergence form div (S ∇u) = n j=1 div (S ij ∇u j ) = 0 . (I.6)
. ✷ Remark I.1. The system (I.6) is elliptic with Principal Symbol |ξ| 2 S. It is however not strongly elliptic in the sense of Legendre Hadamard since obviously < λ, Sλ > can change sign as λ varies. ✷ Remark I.2. Structural conditions on S for the regularity are necessary in the following sense. In [22] an L 2 solution to div (A ∇u) = 0 is produced where A ∈ W 1,2 (D 2 , Sym(2)) and A is satisfying the strong ellipticity condition , we have not found yet striking applications in geometry or physics of systems (I.6) while nevertheless they look very "natural" and enjoy numerous formulations that we are going to present in this work. The system (I.6) is nothing but the harmonic Map equation into a pseudo-riemannian manifold (see remark I.4). The formulation using Dirac operator below (see I.10) moreover corresponds to the Weierstrass representation of Lagrangian surfaces in four-dimensional space by Hélein and Romon ( [21] Theorem 1). The assumption u ∈ L 2 is also faithful to the Hilbert Space framework in mathematical physics 2 and makes this function space natural in that sense.
✷ Behind the proof of theorem I.1 there is an ǫ−regularity type of estimate which implies the following concentration-compactness result Theorem I.2. Let S k ⇀ S ∞ weakly in W 1,2 (D 2 , Sym(n)) where S 2 k = id n and let
then, modulo extraction of a subsequence, there exists finitely many points
where S 2 = id n a chirality operator. Ethimologicaly, in old greek χειρ (kheir) means "hand". The word chirality refers to an intrinsic disymmetry of the space where a left and a right directions are given. More precisely almost everywhere on D 2 we have the existence of two orthogonal projections, P R and P L complementary to each other (P R = id n − P L ), the left and the right, such that S = P R − P L .
Remark I.4. The system (I.6) is then the Euler-Lagrange equation of the Dirichlet energy into the pseudo-riemannian manifold (R n , g) where
In other words (I.6) is the harmonic map equation from D 2 into (R n , g), it correspond to critical points of
✷
As we will see theorem I.1 can be rephrased as follows.
In the course of the paper we will give a third formulation of our main result. For n = 2 it takes a simpler following form.
where Ω ∈ L 2 (D 2 , so(2) ⊗ C) and ℑ(∂ z Ω) = 0 enjoys the same compensation property as (I.8) for f ∈ L 2 (D 2 , C) but this last fact is a consequence of the theory in [24] while the theorem I.4 is new. It can be recasted in the following way. Recall the definition of the Dirac Operator in C
Then we have the following corollary
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II Preliminaries
We will denote by S(R n ) the space of Schwarz functions.
II.1 Bourgain-Brezis Inequalities
In [2] Bourgain and Brezis proved the following striking result:
Theorem II.5 (Lemma 1 in [2] ). Let u be a 2π-periodic function in R n such that R n u = 0, and let ∇u = f + g, where f ∈ W −1, n n−1 and g ∈ L 1 are 2π-periodic vector valued functions. Then
As a consequence of Theorem II.5 they get the following
II.2 Bourgain-Brezis inequality in 2 dimension revisited
For the convenience of the reader we provide a proof of (II.11) in 2-dimension which has the advantage of not assuming the periodicity. The proof is related to some compensation phenomena observed first in [16] in the analysis of 2-dimensional perfect incompressible fluids. This observation has also been used by the second author in the analysis of isothermic surfaces [26] (see also [17, 23, 24] ).
Proof of Lemma II.1.
The Hodge decomposition of f in L 2 (C) gives the existence of w, v ∈Ḣ 1 (C) such that
We rewrite (II.12) in the form
given explicitely by ψ = 4π
1 z * h. 3 We also have
Proof of the Claim We take the Fourier Transform of both sides in (II.18) and get
We set ξ = ξ 1 + iξ 2 . Observe that
Since ξ 2 1 − ξ 2 2 + 2iξ 1 ξ 2 is homogeneous harmonic polynomial, we can apply Theorem 5 in 3.3 of [32] and deduce the existence of an universal constant c 0 such that
It follows then from (II.20)
This proves the claim.
It follows from (II.21)
(II.22) 3 We recall that Observe that h 2 = |u − w| 2 − |v| 2 − 2iv(u − w) and 
We conclude the proof. ✷ Remark II.5. We observe that if in the Lemma II.1 ∇u = ∇ ⊥ v + g with g ∈ L 1 and v ∈ L 2 then we simply get the estimate
In this case we have to estimate the solution ψ of (II.18) in B(0, 1). Letψ be the solution of , 1) ). This implies that w =zφ 1 (z) + φ 2 (z) where φ 1 and
III Regularity of solutions to div(S ∇u) = 0 : Proof of theorem I.1.
In this section we are going to investigate the regularity of L 2 solutions to the following system
where S ∈Ẇ 1,2 (C, O(n)) 4 with S 2 = 1. It has been shown in [22] that there exists solutions u ∈ W Actually they construct a counter-example of a matrix A which turns to be also in W 1,2 (B(0, 1)). The matrix A(x) = (a ij (x)) 1≤i≤n 1≤j≤n is defined as follows
where r 0 is large enough so that α ≥ − 1 2 and β > 1. Clearly a ij ∈ L 2 (B(0, 1)). A direct computation for any i, j, k gives
It is proved in [22] that
We are now proving the following result
with m ≤ n and
where C > 0 only depends on n. ✷ Proof of Theorem III.6.
where m = # positive eigenvalues and n − m = # negative eigenvalues (we recall that the eigenvalues of S can be either 1 or −1. Since det S, Trace(S) ∈ W 1,2 (R 2 ) it follows that det S and Trace(S) are both constant a.e. in R 2 . We set
and (I + S) 2 = 2(I + S) and the ranks of P L and P R are constant.
We can see P L (resp. P R ) as W 1,2 maps with values into the Grassmanian Gr m (R n ) (resp. Gr n−m (R n )) of un-oriented m−planes (resp. n − mplanes) in R n . By applying Lemma 5.1.4 in Hélein book [20] one can find 2 W 1,2 frames forming orthonormal basis e = e 1 , . . . , e m and f 1 , . . . , f n−m of Im(P L ) and Im(P R ) respectively such that
..,n be the canonical basis of R n and let Q L ∈ SO(m), Q R ∈ SO(n − m) be such that
and
By construction we have
This concludes the proof of Theorem III.6. ✷ Next we show how theorem I.1 implies theorem I.3. More precisely we establish that (III.29) is equivalent to (I.7) for a suitable choice of f .
Let us introduce f : C → C n given by f = u + iv. Obviously f satisfies:
In other words
Therefore f satisfies (III.42) and we conclude the proof. ✷
III.1 Proof of theorem I.1 : the case n = 2
In this section we focus the case the function u takes values into R 2 , since as we will see the formulation will become simpler and maybe more entlightning .
Let Q ∈Ẇ 1,2 (C, SO (2)) then a classical result by Carbou gives the existence of α ∈ W 1,2 (C, R) such that
We also set
Next we re-formulate the system (I.6) in the n = 2 case. Precisely we have
satisfies the following equation
be a solution of (III.41) and v ∈ L 2 (C) be such that
Since S = Q −1 S 0 Q we can write (III.51) as
We set f ℜ := S 0 Qu and f ℑ := Qv. From the fact that
We have
(III.54)
From (III.54) it follows
This concludes the proof of proposition III.2. ✷ Now we present the regularity of the equation (III.50) and therefore of (III.55). We would like first to explain the reasons why the equation (III.55) does not fall within the classical theory of systems with a L 2 potential. Let us represent a function
We observe that the equation (III.55) can be written as
(III.56)
The system (III.56) is of the form
(III.57)
The difficulty is that in the right hand side of (III.57) there are the conjugate of the unknows (φ, ψ). Suppose we would have instead a system of the form
where
Hence we would deduce ∂ z (Q Φ) = 0 which would imply that Φ ∈ W 1,2
loc . Unfortunately the multiplication of Φ solving (III.57) by a matrix in SO(2) does not permit to absorb the potential Ω which is the case of interest in the present work. Therefore we have to find a different Lie group that permit us to absorb the potential.
Recall standard notations regarding the algebra of Quaternions that we denote by H :
where i, j and k are the fundamental quaternion units satisfying i 2 = j 2 = k 2 = −1 and ij = −ji = k, jk = −kj = i and ki = −ik = j. The set H of all quaternions is a vector space over the real numbers with dimension 4. The conjugate of q ∈ H is the quaternion q
We also denote by H p the quaternion of the form q = q 2 i + q 3 j + q 4 k (the pure quaternions) and U(H) := {q ∈ H : |q| = 1}. H p is the Lie Algebra of the Lie Group U(H).
Finally given f : C → H we introduce the following differential operators (Cauchy-Riemann-Fueter operators):
We observe that if f takes values in C then
We are going to rewrite the equation (III.56) using the quaternions.
be a solution of (III.50) then the quaternion
Proof of lemma III.2. Equation (III.50) can also be written using ∂ L operator (which coincides with ∂ R at this stage since the variables u 1 + iu 2 and
(III.65)
We multiply from the right the second equation in (III.65) by j and we get (recall that ij
We can write the equation (III.56)
By summing (III.66) and (III.67) we find
Hence we get (III.64) and we can conclude. ✷
III.2 Bootstrap test for
In the sequel up to exchange α and −α we study the following equation
The first main goal of this section is to show that the operator
. This is what we call the "bootstrap test".
Theorem III.7. There exists ε 0 > 0 such that for any α ∈Ẇ 1,2 (C, R) satisfying
Before going to the proof of theorem III.7 we will introduce a non linear operator N.
Let q ∈ U(H)
We multiply the equation (III.70) on the left by q :
By combining (III.71) and (III.72) we get
We introduce the following operator
We shall prove the following result.
Lemma III.3. There is ε 0 > 0 and C > 0 such that for any choice of
In order to prove lemma III.3 we shall need to introduce some notations and establish some intermediate results. As in [12, Proof of Theorem 1.2, Step 4], by an approximation argument it suffices to prove Lemma III.3 assuming that ω and g are slightly more regular. We fix 1 < p < +∞ and for ε > 0 we introduce let
For constants ε, Θ > 0 let V ε,Θ ⊆ U ε be the set where we have the decomposition (III.76) with the estimates
That is (ii) V ε,Θ is nonempty.
(iii) For any ε, Θ > 0, V ε,Θ is a relatively closed subset of U ε . We show now the openness property (iv). For this let ω 0 , g 0 be arbitrary in V ε,Θ , for some ε, Θ > 0 chosen below.
Let
p−2 (C) so that the decomposition (III.76) as well as the estimates (III.79), (III.80) and (III.81) are satisfied for ω 0 and g 0 .
We consider perturbations of q 0 of the form q = q 0 e u where u ∈ (Ẇ 1,p ∩Ẇ
Observe that the exponent p > 2 has been chosen in particular to ensure
We will write u = u 1 i + u 2 j + u 3 k. 5 Indeed for a Schwartz function one has
Generalized Hölder inequality (see [19] ) gives moreover
The statement u ∈ L ∞ follows by the density of Schwartz functions inẆ
We haveÑ q0 ∈ C 1 and we can compute DÑ q0 (0) as
(III.83)
In order to use a fixed-point argument forÑ q0 , we will show that L q0 is an isomorphism. Precisely we prove the following lemma.
Lemma III.4. For any Θ > 0 there exists a ε > 0 so that the following holds for any ω 0 , α 0 and q 0 as above.
and for some constant
Indeed we have
Classical estimates give
The claim is proved.
Observe that
Choosing ε > 0 small enough (depending on Θ) we obtain that L q0 is an invertible map fromẆ
From (III.89) and (III.88) it follows ∇u ∈ L t . We have also ∇u ∈ L t ′ . This implies that u ∈ L ∞ (see previous footnote). Therefore q
From (III.88) it follows that ∇u ∈ L p and the Claim 2 is proved. This concludes the proof of lemma III.4. ✷
Proof of proposition III.3 continued.
For ε = ε(Θ) > 0 chosen small enough, and for any (ω 0 , g 0 ) ∈ V ε,Θ the local inversion theorem applied to N some δ > 0 (that might depend on (ω 0 , g 0 )) such that, for any (ω, g) ∈ U ε with 
(III.94)
We can write
or equivalently
Therefore by combining (III.96) and (III.99) we get for every q
(III.100)
This concludes the proof of lemma III. 
We analyze the first equation in (III.101).
(III.103) From (III.103) it follows in particular that
The right hand side of (III.105) is a sum of jacobians, hence it is in the Hardy space H 1 (C). It follows in particular that ∇ζ ∈ L 2,1 (C), with
In (III.105) we use the fact that Π jk (ai) = Π jk (a)i for a ∈ H. By combining (III.73), (III.101) and (III.105) we get
(III.109)
(III.110)
From (III.110) it follows
(III.111)
is sum of Jacobians and therefore we can apply
If ε 0 is small enough then f ≡ 0. This concludes the proof of Theorem III.7. ✷
III.3 Morrey-Type Estimates
In this section we prove Morrey-type estimates for solutions to (III.29) in the case n = 2.
Proposition III.4. Let S ∈ W 1,2 (C, O(2)) with S 2 = 1 and u ∈ L 2 (C) be a solution of (III.29). Then u ∈ W ,1) ) and
We set
(III.117)
We have The following estimates hold:
Estimate of β 1 : Since β 1 is harmonic, for every δ > 0 we have
where C is a constant independent of r.
Estimate of B:
Combining the previous estimates we obtain ∞ (B(0,r) ) .
(III.123)
where γ = γ(δ, ε 0 ) < 1. By iterating (III.123) we get the existence of a constant 0 < α < 1 such that
Now we plug the estimate (III.124) into (III.115) and we get sup
and therefore using the main result of [1] sup
From (III.125) it follows in particular that ∇A ∈ L q (B(0, 1/4)) for all q < 
loc for all q < +∞ and therefore ∇u = ∇(Su) − S∇(Su) ∈ L p loc for all p < 2. This concludes the proof of proposition III.4 which itself implies theorem I.1 in the n = 2 case. ✷ IV Proof of theorem I.1 : the general case n ≥ 2.
We are going to present here another approach to study the regularity of the equation (III.29) which works for every n ≥ 2. We start by showing the bootstrap test:
where S 0 is the matrix (III.32). We set
Equation (III.50) is equivalent to the system:
(IV.130)
Let Ω = (ω ij ) 1≤i,j≤n be an anti-symmetric real matrix (i.e. ω ij = −ω ji ), theñ
.
Observe that the matrixΩ is still anti-symmetric. We set
(IV.132)
Then we get
From (IV.131) it follows for ℓ = 1, 2
We can write the system (IV.134) as
We observe that by construction for every i, j we have
since these quantities are linear combinations of Jacobians of functions with gradient in L 2 .
Let Q be defined as follows:
The following identity hold
Claim 1: There are two constants ε(n) > 0 and C(n) > 0 depending only on n such that if ∇Ω + L 2 < ε(n) there exist a matrix Q of the form (IV.141) and η
Proof of Claim 1. By the same arguments in Lemma A.3 in [24] we can find Q ∈Ẇ 1,2 (C, SO(n)) of the form (IV.141) and η ∈Ẇ 1,2 (C, so(n)) such that
(IV.143)
It follows that
(IV.144)
(IV.145)
The first term (1) on the right hand side of (IV.144) is in the Hardy Space H 1 (R 2 ) since it is a linear combination of Jacobians of functions with derivative in L 2 .
Regarding the second term in (2) we now show that it is in W −1,(2,1) (R 2 ). Indeed we observe that each component of (2) can be written in the form
We can deduce from (IV.147) that ∆c ∈ H 1 (R 2 ) hence c ∈Ẇ 1,(2,1) (R 2 ). We can now rewrite (IV.146) as follows
. This gives that (2) is in W −1,(2,1) (R 2 ). and this concludes the proof of claim 1.
The system (IV.142) can then be written as
In the sequel we are going to study a system of the type:
) satisfying B ij = −B ji and (IV.151).
Step 1. We first observe that
where j is the quaternion number satisfying j 2 = −1 and ij = −ji.
Step 2. The function gj satisfies the system
Step 3. We set
where we have set
and then
Recall the general rule for the conjugacy operation in H : iΩ ℑ = −Ω ℑ i. Since we have that the coefficients of Ω ℑ are in j R, we obtain
The matrix Ω = Ω ℜ − iΩ ℑ satisfies then (Ω) t + Ω = 0 which means that it belongs to the Lie algebra of the hyper-unitary group : the compact Lie group U (n, H) of invertible n × n quaternions matrices D satisfyingD t D = DD t = Id n .
Lemma IV.6. Let n ∈ N. There are two constants ε(n) > 0 and C(n) > 0 depending only on n such that for each vector Ω ∈ L 2 (R 2 , u(n, H)) with ∇Ω L 2 < ε 0 there exist P ∈ U (n, H) and
For the proof of Lemma IV.6 we refer either to Lemma A.3 in [24] or to Lemmae 2.2 and 2.4 in [30] . We just point out that in this case one replace so(n) and SO(n) respectively with u(n, H) and U (n, K).
We observe that in the case Ω is given by (IV.158) then ξ
solution of (IV.156) with Ω, Ω 1 given by respectively (IV.158) and (IV.157) with ∇Ω L 2 < ε 0 and ∇Ω L 2 < ε 0 Let P ∈ U (n, H) and ξ ∈Ẇ 1,(2,1) (R 2 , u(n, H)) be as in Lemma IV.6. Then the following estimate holds
From (IV.160)-(IV.161) we deduce that
or in other words
If ε is small enough then G ≡ 0. This concludes the proof of theorem IV.8. ✷
IV.1 Dirichlet growth estimates
We are now proving the following ǫ−regularity theorem Theorem IV.9. Let 1 < p < 2. There is ε 0 > 0 and C such that for any S ∈Ẇ where C is a constant independent of r.
Estimate of ∇σ 2 :
A classical result on Riez potentials implies that there exists a constant C 0 independent of r such that It remains to establish the point removability. Since S ∞ ∇u ∞ = ∇(S ∞ u ∞ ) − ∇S ∞ u ∞ ∈ H −1 + L 1 (D 2 ) a classical result on distributions supported by points gives the existence of α 1 · · · α Q ∈ R n such that
We pick a point a i0 arbitrary and we consider an axially symmetric function χ centred at a i0 such that χ ≡ 1 in a neighborhood of a i0 and Suppχ ⊂ B r (a i0 ) where 0 < r < inf i =j |a i − a j |. We have 0 =
Because of the weak convergence of ∇u k towards ∇u ∞ in L q for any q < 2 away from the points a 1 · · · a Q and the strong convergence of S k towards S ∞ in any L p for p < +∞ we have 0 =
Br (ai 0 ) ∇χ · S ∞ ∇u ∞ dx which gives α i0 = 0. This concludes the proof of theorem I.2. ✷
