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STOCHASTIC MONGE-KANTOROVICH PROBLEM AND ITS DUALITY∗
XICHENG ZHANG
Abstract. In this article we prove the existence of a stochastic optimal transference plan for a
stochastic Monge-Kantorovich problem by measurable selection theorem. A stochastic version
of Kantorovich duality and the characterization of stochastic optimal transference plan are also
established. Moreover, Wasserstein distance between two probability kernels are discussed too.
1. Introduction andMain Results
Let X be a Polish space and P(X) the total of probability measures on (X,B(X)), where
B(X) is the Borel σ-field. It is well known that P(X) is a Polish space with respect to the weak
convergence topology. Let B(P(X)) be the associated Borel σ-field. Let Y be another Polish
space and c : X × Y → [0,∞] be a lower semicontinuous function called cost function. For
µ ∈ P(X) and ν ∈ P(Y), consider the classical Monge-Kantorovich problem
Cdeter(c, µ, ν) := inf
pi∈Π(µ,ν)
∫
X×Y
c(x, y)pi(dx, dy), (1)
where Π(µ, ν) denotes the set of all joint probability measures on X ×Y with marginal distribu-
tions µ and ν. The history and the background of Monge-Kantorovich problem are refereed to
[4, 6] etc. The element in Π(µ, ν) is called transference plan; those achieving the infimum are
called optimal transference plan. We remark that the existence of optimal transference plan is
easily obtained by the compactness ofΠ(µ, ν) inP(X×Y). Moreover, the following Kantorovich
duality formula holds (cf. [4] or [6, Theorem 5.10])
Cdeter(c, µ, ν) = sup
(ψ,φ)∈L1(µ)×L1(ν);φ−ψ6c
(∫
Y
φ(y)ν(dy) −
∫
X
ψ(x)µ(dx)
)
. (2)
We now turn to the description of stochastic versions of Monge-Kantorovich problem and its
duality. Let (Ω,F , P) be a probability space and µ a probability kernel from Ω to X. Here, by
a probability kernel µ from Ω to X, we mean that a mapping µ : Ω ×B(X) → [0, 1] satisfies
(i) for each ω ∈ Ω, µω ∈ P(X); (ii) for each B ∈ B(X), ω 7→ µω(B) is F -measurable.
LetY be another Polish space and ν a probability kernel fromΩ toY. Let c : Ω×X×Y→ [0,∞]
be a measurable function called stochastic cost function. Consider the following stochastic
Monge-Kantorovich problem:
Cstoch(c, µ, ν) := inf
pi∈K(µ,ν)
E
∫
X×Y
c(ω, x, y)piω(dx, dy), (3)
where K(µ, ν) is the set of all probability kernels from Ω to X × Y with marginal probability
kernels µ and ν, i.e., for a piω ∈ K(µ, ν),
piω(·,Y) = µω, piω(X, ·) = νω.
∗ This work is supported by NSFs of China (Nos. 10971076; 10871215).
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If piopt ∈ K(µ, ν) attains the infimum for the minimization problem (3), we call it a stochastic
optimal transference plan. Unlike the deterministic problem (1), it seems to be hard to prove the
existence of a stochastic optimal transference plan by a direct compactness argument. In fact,
when the cost function c is deterministic, the existence of pioptω has been obtained by Zhang [7]
(see also [6, Corollary 5.22]). On the other hand, one may also expect the following stochastic
Kantorovich duality formula holds:
Cstoch(c, µ, ν) = sup
(ψ,φ)∈L1(µω×P)×L1(νω×P);φ−ψ6c
E
(∫
Y
φ(ω, y)νω(dy) −
∫
X
ψ(ω, x)µω(dx)
)
, (4)
where L1(µω ×P) denotes the set of all measurable functions ψ with E
∫
X
|ψ(ω, x)|µω(dx) < +∞,
and φ − ψ 6 c means that φ(ω, y) − ψ(ω, x) 6 c(ω, x, y) for all ω, x, y.
Our first result is about the existence of stochastic optimal transference plans.
Theorem 1.1. Assume that for each ω, (x, y) 7→ c(ω, x, y) is continuous, and for each (x, y) ∈
X × Y, ω 7→ c(ω, x, y) is F -measurable and satisfies
E
∫
X×Y
c(ω, x, y)µω(dx)νω(dy) < +∞. (5)
Then there exists a stochastic optimal transference plan piopt ∈ K(µ, ν) such that
Cstoch(c, µ, ν) = E
∫
X×Y
c(ω, x, y)pioptω (dx, dy) < +∞. (6)
Moreover, ω 7→ Cdeter(c(ω), µω, νω) is F -measurable and we have
Cstoch(c, µ, ν) = E
(
inf
pi∈Π(µω,νω)
∫
X×Y
c(ω, x, y)pi(dx, dy)
)
= E
(
Cdeter(c(ω), µω, νω)
)
. (7)
Remark 1.2. For fixed ω ∈ Ω, let Xω ⊂ Π(µω, νω) be the set of all optimal transference plans for
deterministic problem (1). It is well known that Xω is a nonempty compact subset of P(X × Y).
For proving Theorem 1.1, we have to carefully choose a measurable function ω → pioptω so that
for each ω, pioptω ∈ Xω. This seems not to be trivial as shown in [7].
Our second result is about the stochastic Kantorovich duality.
Theorem 1.3. Keeping the same assumptions as in Theorem 1.1, we further have
Cstoch(c, µ, ν) = sup
(ψ,φ)∈L1(µω×P)×L1(νω×P);φ−ψ6c
E
(∫
Y
φ(ω, y)νω(dy) −
∫
X
ψ(ω, x)µω(dx)
)
= sup
(ψ,φ)∈Lipωb (X)×Lipωb (Y);φ−ψ6c
E
(∫
Y
φ(ω, y)νω(dy) −
∫
X
ψ(ω, x)µω(dx)
)
, (8)
where Lipωb (X) is the space of all bounded measurable functions ψ(ω, x) on Ω × X which is
Lipschitz continuous in x for each ω, similarly for Lipωb (Y).
Our third result is about the characterization of stochastic optimal transference plan, which
corresponds to [6, Theorem 5.10 (ii)] (see also [1, 5]).
Theorem 1.4. In the situation of Theorem 1.1, for any pi ∈ K(µ, ν), the following statements
are equivalent:
(a) pi is a stochastic optimal transference plan;
(b) for almost all ω ∈ Ω, the support of piω is a c(ω)-cyclically monotone set;
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(c) there exist a pair of measurable functions (φ, ψ) on Ω × Y and Ω × X such that
φ(ω, y) − ψ(ω, x) 6 c(ω, x, y), ∀(ω, x, y) ∈ Ω × X × Y,
and for each ω ∈ Ω, ψ(ω) is c(ω)-convex and
Γω := {(x, y) : φ(ω, y) − ψ(ω, x) = c(ω, x, y)} ⊂ ∂cψ(ω)
has piω-full measure, where ∂cψ(ω) denotes the c(ω)-subdifferential of ψ(ω, ·).
Moreover, the measurable set Γ := {(ω, x, y) : (x, y) ∈ Γω} defined from (c) may be indepen-
dent of the choice of optimal plan pi. More precisely, let p˜i be another stochastic optimal plan,
then p˜iω is concentrated on Γω for almost all ω.
Remark 1.5. In these theorems, if we assume that c is lower semi-continuous and approxi-
mate it by the usual Lipscitz continuous functions (see (16) below), then we shall encounter a
very subtle issue about the measurability of an uncountable infimum of lower semi-continuous
functions (cf. [6, p.70-72]).
These three theorems will be proved in Section 3 by measurable selection theorem. For this
aim, we give some necessary preliminaries in Section 2. In Section 4, we shall give a defi-
nition of Wasserstein distance between two probability kernels and discuss the corresponding
properties. It is hoped that the results of the present paper can be used to the study of Markov
processes.
2. Preliminaries
Let C be the total of all nonnegative continuous cost functions c : X × Y→ [0,∞), which is
endowed with a metric as follows:
dC (c1, c2) :=
∞∑
m=1
2−m
1 ∧ sup
(x,y)∈Bm
X
(x0)×BmY(y0)
|c1(x, y) − c2(x, y)|
 ,
where (x0, y0) ∈ X × Y is fixed and
Bm
X
(x0) := {x ∈ X : dX(x, x0) 6 m}, BmY(y0) := {y ∈ Y : dY(y, y0) 6 m}.
It is easy to see that (C , dC ) is a complete metric space. LetM be defined by
M :=
{
(c, µ, ν) ∈ C × P(X) × P(Y) :
∫
X×Y
c(x, y)µ(dx)ν(dy) < +∞
}
.
Then it is a metric space (maybe not complete and separable) under
dM((c1, µ1, ν1), (c2, µ2, ν2)) := dC (c1, c2) + dP(X)(µ1, µ2) + dP(Y)(ν1, ν2),
where dP(X) and dP(Y) are weak convergence metric in P(X) and P(Y) respectively. We have:
Lemma 2.1. Let {(cn, µn, νn) ∈ M, n ∈ N} satisfy that
sup
n∈N
∫
X×Y
cn(x, y)µn(dx)νn(dy) 6 M.
Assume that (cn, µn, νn) converges to (c, µ, ν) inM. Then∫
X×Y
c(x, y)µ(dx)ν(dy) 6 M.
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Proof. By Urysohn’s lemma, there exist continuous functions f m
X
: X → [0, 1] and f m
Y
: Y →
[0, 1] such that
f m
X
(x) = 1, x ∈ Bm
X
(x0), f mX (x) = 0, x < Bm+1X (x0)
and
f m
Y
(y) = 1, y ∈ Bm
Y
(y0), f mY (y) = 0, y < Bm+1Y (y0).
Thus, by the monotone convergence theorem, we have∫
X×Y
c(x, y)µ(dx)ν(dy) = lim
m→∞
∫
X×Y
c(x, y) ∧ m · f m
X
(x) f m
Y
(y)µ(dx)ν(dy)
= lim
m→∞
lim
n→∞
∫
X×Y
c(x, y) ∧ m · f m
X
(x) f m
Y
(y)µn(dx)νn(dy).
Since cn → c in C , we have
lim
n→∞
sup
(x,y)∈Bm+1
X
(x0)×Bm+1Y (y0)
|c(x, y) − cn(x, y)| = 0.
Hence,∫
X×Y
c(x, y)µ(dx)ν(dy) = lim
m→∞
lim
n→∞
∫
X×Y
cn(x, y) ∧ m · f mX (x) f mY (y)µn(dx)νn(dy) 6 M.
The proof is complete. 
We recall the following definitions of cyclical monotonicity and c-convexity (cf. [6, Defini-
tions 5.1, 5.2]).
Definition 2.2. Let X,Y be two arbitrary set and c : X × Y → (−∞,∞] be a function. A
subset Γ ⊂ X × Y is said to be c-cyclically monotone if for any N ∈ N and any family
(x1, y1), · · · , (xN , yN) of points in Γ, the following inequality holds:
N∑
i=1
c(xi, yi) 6
N∑
i=1
c(xi, yi+1), yN+1 = y1.
A function ψ : X→ (−∞,+∞] is said to be c-convex if it is not identically +∞, and there exists
ζ : Y→ [−∞,+∞] such that
ψ(x) = sup
y∈Y
(ζ(y) − c(x, y)), ∀x ∈ X.
Then its c-transform is defined by
ψc(y) := inf
x∈X
(ψ(x) + c(x, y)), ∀y ∈ Y,
and its c-subdifferential defined by
∂cψ := {(x, y) ∈ X × Y : ψc(y) − ψ(x) = c(x, y)}
is a c-cyclically monotone set.
We first prove the following slight extension of [5, Theorem 3] and [6, Theorem 5.20].
Theorem 2.3. Assume that (cn, µn, νn) → (c, µ, ν) in M. Let pin be an optimal transference
plan for problem (1) associated with cn, µn, νn. Then there exists a subsequence still denoted
by n such that pin weakly converges to some pi ∈ Π(µ, ν) and pi is an optimal transference plan
associated with c, µ, ν.
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Proof. First of all, by [6, Lemma 4.4], (pin)n∈N is tight, and so there exists a subsequence still
denoted by n weakly converging to some pi ∈ Π(µ, ν).
By [6, Theorem 5.10], pin is concentrated on some cn-cyclically monotone set Γn. For N ∈ N,
let Cn(N) ⊂ (X × Y)⊗N be defined by
N∑
i=1
cn(xi, yi) 6
N∑
i=1
cn(xi, yi+1), yN+1 = y1,
where (xi, yi)Ni=1 ∈ (X × Y)⊗N . Then pi⊗Nn is concentrated on Γ⊗Nn ⊂ Cn(N).
For any ε ∈ [0, 1], let Cε(N) ⊂ (X × Y)⊗N be defined by
N∑
i=1
c(xi, yi) 6
N∑
i=1
c(xi, yi+1) + ε, yN+1 = y1,
where (xi, yi)Ni=1 ∈ (X × Y)⊗N . Since cn → c in C , for any ε ∈ (0, 1] and N,m ∈ N, there exists a
n0 ∈ N such that for all n > n0
Cn(N) ∩ (BmX(x0) × BmY(y0))⊗N ⊂ Cε(N) ∩ (BmX(x0) × BmY(y0))⊗N =: Amε (N).
Since c is continuous, Amε (N) is closed. Hence,
pi⊗N(Amε (N)) > lim
n→∞
pi⊗Nn (Amε (N)) > lim
n→∞
pi⊗Nn (Cn(N) ∩ (BmX(x0) × BmY(y0))⊗N).
In view that pi⊗Nn is concentrated on Cn(N), by letting ε ↓ 0, we further have
pi⊗N(Am0 (N)) > lim
n→∞
[pin(BmX(x0) × BmY(y0))]N >
[
1 − lim
n→∞
(µn((BmX(x0))c) + νn((BmY(y0))c))
]N
. (9)
Noticing that (µn)n∈N and (νn)n∈N are tight, we have
lim
m→∞
sup
n∈N
µn((BmX(x0))c) = 0, lim
m→∞
sup
n∈N
νn((BmY(y0))c) = 0.
Therefore, letting m →∞ for both sides of (9), we obtain that
pi⊗N(C0(N)) = 1, ∀N ∈ N,
which leads to
(support of pi)⊗N = support of pi⊗N ⊂ C0(N), ∀N ∈ N,
So the support of pi is c-cyclically monotone. Since (c, µ, ν) ∈ M, we have
Cdeter(c, µ, ν) 6
∫
X×Y
c(x, y)µ(dx)ν(dy) < +∞.
By [6, Theorem 5.10] again, pi is an optimal transference plan associated with c, µ, ν. 
The following lemma will be used in the proof of Theorem 1.3.
Lemma 2.4. Assume that Cb(X × Y) ∋ cn ↑ c in the sense of pointwise. Then
Cdeter(c, µ, ν) 6 lim
n→∞
Cdeter(cn, µ, ν).
Proof. Without loss of generality, we assume that
α := lim
n→∞
Cdeter(cn, µ, ν) < +∞.
In particular, there exists a subsequence still denoted by n such that
lim
n→∞
Cdeter(cn, µ, ν) = α.
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Let pin ∈ Π(µ, ν) be the optimal transference plan associated with cn, µ, ν. Since Π(µ, ν) is
weakly compact, there exists another subsequence nk such that pink weakly converges to some
pi0 ∈ Π(µ, ν). By the monotonicity of cn, we have for each m ∈ N,∫
X×Y
cm(x, y)pi0(dx, dy) = lim
k→∞
∫
X×Y
cm(x, y)pink (dx, dy)
6 lim
k→∞
∫
X×Y
cnk (x, y)pink (dx, dy)
= lim
k→∞
Cdeter(cnk , µ, ν) = α.
On the other hand, by the monotone convergence theorem, we have
Cdeter(c, µ, ν) 6
∫
X×Y
c(x, y)pi0(dx, dy) = lim
m→∞
∫
X×Y
cm(x, y)pi0(dx, dy).
The result now follows. 
We also recall the following measurability theorem for multifunctions (cf. [2] or [3, p.26,
Theorem 2.3]).
Theorem 2.5. Let (W,W ) be a measurable space and X a Polish space. Let X : W → F be a
multifunctions, where F is the total of all closed sets in X. Consider the following statements:
(1) for any closed A ⊂ X.
{w : X(w) ∩ A , ∅} ∈ W ;
(2) for any open set A ⊂ X
{w : X(w) ∩ A , ∅} ∈ W ;
(3) there exists a sequence (ξn)n∈N of measurable selections of X such that for each w ∈ W
X(w) = {ξn(w), n ∈ N}.
Then it holds that (1)⇒(2)⇔(3).
The following lemma is useful.
Lemma 2.6. The Borel σ-field B(P(X)) coincides with the σ-field generated by the mapping
µ 7→ µ(B), where B ∈ B(X).
Proof. Let F be a closed set in X. Define
fn(x) := 1(1 + dX(x, F))n .
Then fn(x) ↓ 1F(x). So, for any r ∈ [0, 1]
{µ ∈ P(X) : µ(F) < r} = ∪n∈N{µ ∈ P(X) : µ( fn) < r} ∈ B(P(X)).
The result now follows by a monotone class argument. 
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3. Proofs ofMain Theorems
In this section we give the proofs of Theorems 1.1, 1.3 and 1.4. First, we prove Theorem 1.1.
Proof of Theorem 1.1. Define a multi-valued map:
M ∋ (c, µ, ν) 7→ Φ(c, µ, ν) ⊂ P(X × Y),
where Φ(c, µ, ν) is the total of all optimal transference plan associated with c, µ, ν.
By Theorem 2.3, for each (c, µ, ν) ∈ M, Φ(c, µ, ν) is a nonempty compact subset of P(X×Y),
and for any closed set A ⊂ P(X × Y)
{(c, µ, ν) ∈ Mm : Φ(c, µ, ν) ∩ A , ∅} is a closed subset ofM,
whereMm :=
{
(c, µ, ν) ∈ M :
∫
X×Y
c(x, y)µ(dx)ν(dy) 6 m
}
. Indeed, let (cn, µn, νn) ∈ Mm converge
to (c, µ, ν). By Lemma 2.1, we have (c, µ, ν) ∈ Mm. Let pin ∈ Φ(cn, µn, νn) weakly converge to
some pi ∈ Π(µ, ν). By Theorem 2.3, pi ∈ Φ(c, µ, ν). Since A is closed, pi also belongs to A.
Note that
{(c, µ, ν) ∈ M : Φ(c, µ, ν) ∩ A , ∅} = ∪m∈N{(c, µ, ν) ∈ Mm : Φ(c, µ, ν) ∩ A , ∅}.
By Theorem 2.5, there exists a B(M)/B(P(X × Y))-measurable selection (c, µ, ν) 7→ pi(c, µ, ν)
such that for each (c, µ, ν) ∈ M
pi(c, µ, ν) ∈ Φ(c, µ, ν) ⊂ Π(µ, ν).
We now define
pi
opt
ω := pi(c(ω), µω, νω).
Since ω 7→ (c(ω), µω, νω) is F /B(M)-measurable by Lemma 2.6, we thus have
ω 7→ pi
opt
ω is F /B(P(X × Y))-measurable. (10)
In particular,
ω 7→
∫
X×Y
c(ω, x, y)pioptω (dx, dy) = Cdeter(c(ω), µω, νω)
is F -measurable and
Cstoch(c, µ, ν) 6 E
(
Cdeter(c(ω), µω, νω)
)
.
The opposite inequality is clear. Thus, we complete the proof of (6) and (7). 
We now prove Theorem 1.3.
Proof of Theorem 1.3. We divide the proof into three steps.
(Step 1): First of all, for any pi ∈ K(µ, ν), we have
sup
(ψ,φ)∈L1(µω×P)×L1(νω×P);φ−ψ6c
E
(∫
Y
φ(ω, y)νω(dy) −
∫
X
ψ(ω, x)µω(dx)
)
= sup
(ψ,φ)∈L1(µω×P)×L1(νω×P);φ−ψ6c
E
(∫
X×Y
(φ(ω, y) − ψ(ω, x))piω(dx, dy)
)
6 E
(∫
X×Y
c(ω, x, y)piω(dx, dy)
)
. (11)
Thus, we obtain one side inequality:
sup
(ψ,φ)∈L1(µω×P)×L1(νω×P);φ−ψ6c
E
(∫
Y
φ(ω, y)νω(dy) −
∫
X
ψ(ω, x)µω(dx)
)
6 Cstoch(c, µ, ν).
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(Step 2): In this step, we assume that c(ω, x, y) is bounded and Lipschitz continuous in (x, y)
for each ω.
Let pioptω be the stochastic optimal transference plan constructed in Theorem 1.1. Let Γω be
the support of pioptω , a c(ω)-cyclically monotone set. Note that for any open set A ⊂ X × Y,
{ω : Γω ∩ A , ∅} = {ω : piω(A) > 0} ∈ F .
By Theorem 2.5, there exists a sequence (ξn(ω), ηn(ω))n∈N of measurable selections of Γω such
that for each ω ∈ Ω
Γω = {(ξn(ω), ηn(ω)), n ∈ N}. (12)
Define for each (ω, x) ∈ Ω × X,
ψ(ω, x) := sup
m∈N
sup
(x1 ,y1),··· ,(xm ,ym)∈Γω
{
[c(ω, ξ1(ω), η1(ω)) − c(ω, x1, η1(ω))]
+[c(ω, x1, y1) − c(ω, x2, y1)] + · · · + [c(ω, xm, ym) − c(ω, x, ym)]
}
. (13)
Arguing as in [6, p.65, Step 3], we know that
ψ(ω, ξ1(ω), η1(ω)) = 0
and
ψ(ω) is c(ω)-convex.
Since c(ω, x, y) is continuous with respect to (x, y), by (12) we may write
ψ(ω, x) = sup
m∈N
sup
(x1 ,y1),··· ,(xm ,ym)∈{(ξn(ω),ηn(ω)),n∈N}
{
[c(ω, ξ1(ω), η1(ω)) − c(ω, x1, η1(ω))]
+[c(ω, x1, y1) − c(ω, x2, y1)] + · · · + [c(ω, xm, ym) − c(ω, x, ym)]
}
. (14)
Hence, for each x ∈ X, ω 7→ ψ(ω, x) is F -measurable. Moreover, since c is Lipschitz continu-
ous in (x, y), it is easy to see that for each ω ∈ Ω, x 7→ ψ(ω, x) is also Lipschitz continuous. Let
ψc(ω, y) be the c-transform of ψ defined by
ψc(ω, y) := inf
x∈X
(
ψ(ω, x) + c(ω, x, y)
)
.
Then for each y ∈ Y, ω 7→ ψc(ω, y) is also F -measurable, and for each ω ∈ Ω, y 7→ ψc(ω, y) is
Lipschitz continuous. Since c is bounded, as in [6, p.66, Step 4], ψc and ψ are bounded. Note
that (cf. [6, p.65, Step 3])
ψc(ω, y) − ψ(ω, x) = c(ω, x, y) on Γω. (15)
So ∫
X
ψc(ω, y)νω(dy) −
∫
Y
ψ(ω, x)µω(dx) =
∫
X×Y
c(ω, x, y)pioptω (dx, dy),
which then gives that
Cstoch(c, µ, ν) = E
(∫
X
ψc(ω, y)νω(dy) −
∫
Y
ψ(ω, x)µω(dx)
)
.
(Step 3): For general c(ω, x, y), define for n ∈ N
cn(ω, x, y) := inf(x′ ,y′)∈X×Y
{
min(c(ω, x′, y′), n) + n[dX(x, x′) + dY(y, y′)]}. (16)
It is easy to see that cn is Lipschitz continuous, and
cn(ω, x, y) 6 min(c(ω, x, y), n)
8
and for each (ω, x, y) ∈ Ω × X × Y
cn(ω, x, y) ↑ c(ω, x, y) n → ∞.
Thus, by (7), Lemma 2.4 and Fatou’s lemma, we have
Cstoch(c, µ, ν) = E
(
Cdeter(c(ω), µω, νω)
)
6 E
(
lim
n→∞
Cdeter(cn(ω), µω, νω)
)
6 lim
n→∞
E
(
Cdeter(cn(ω), µω, νω)
)
= lim
n→∞
E
(∫
X
φn(ω, y)νω(dy) −
∫
Y
ψn(ω, x)µω(dx)
)
, (17)
where φn = ψcn ∈ Lipωb (Y) and ψn ∈ Lipωb (X) constructed in Step 2 satisfy
φn(ω, y) − ψn(ω, x) 6 cn(ω, x, y) 6 c(ω, x, y). (18)
The proof is thus complete by combining with Step 1. 
Lastly, we prove Theorem 1.4.
Proof of Theorem 1.4. (a)⇒(b): Let pi ∈ K(µ, ν) be a stochastic optimal transference plan, and
let (φn, ψn)n∈N be as in (17). By (11) and (17), we have
lim
n→∞
E
(∫
X×Y
[c(ω, x, y) − φn(ω, y) + ψn(ω, x)]piω(dx, dy)
)
= 0.
If necessary, by extracting a subsequence and by (18), there is an Ω0 ∈ F with P(Ω0) = 1 such
that for each ω ∈ Ω0,
lim
n→∞
∫
X×Y
[c(ω, x, y) − φn(ω, y) + ψn(ω, x)]piω(dx, dy) = 0.
Fix such an ω. Up to choosing a subsequence (possibly depending on ω), we can assume that
for piω-almost all (x, y) ∈ X × Y,
lim
n→∞
φn(ω, y) − ψn(ω, x) = c(ω, x, y).
For N ∈ N, by passing to the limit in the inequality
N∑
i=1
c(ω, xi, yi+1) >
N∑
i=1
[φn(ω, yi+1) − ψn(ω, xi)] =
N∑
i=1
[φn(ω, yi) − ψn(ω, xi)],
we find that pi⊗Nω is concentrated on the closed set
Cω(N) :=
(xi, yi)Ni=1 ∈ (X × Y)⊗N :
N∑
i=1
c(ω, xi, yi+1) >
N∑
i=1
c(ω, xi, yi)
 .
So the support of piω is c(ω)-cyclically monotone.
(b)⇒(c): Fix pi ∈ K(µ, ν) and set ˆΓω := supp(piω). Since we can redefine pi on a P-negligible
set, without loss of generality, we can assume that for allω ∈ Ω, ˆΓω is c(ω)-cyclically monotone.
Define a c(ω)-convex function ψ(ω, x) as in (13) in terms of ˆΓω. From (14), we know that ψ is
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an F × B(X)-measurable function and for each ω, x 7→ ψ(ω, x) is lower semicontinuous. Let
ψc(ω) be the c(ω)-transform of ψ(ω), i.e.,
ψc(ω, y) := inf
x∈X
(
ψ(ω, x) + c(ω, x, y)
)
.
Since ψc is the infimum of uncountably many measurable functions, it is not known whether
ψc is F × B(Y)-measurable. As in [1, p.133, Step 2] or [6, p.72], we can modify ψc on a
νω(dy)P(dω)-negligible set so that it becomes measurable. First, we disintegrate piω(dx, dy)P(dω)
as piω(dx|y)νω(dy)P(dω) and define an F ×B(Y)-measurable function
ˆφ(ω, y) :=
∫
X
[ψ(ω, x) + c(ω, x, y)] · 1 ˆΓω(x, y)piω(dx|y).
Since piω( ˆΓω) = 1 and ˆΓω ⊂ ∂cψ(ω) (see (15)), there exists a measurable set A ∈ F ×B(Y) with∫
A νω(dy)P(dω) = 1 such that for all (ω, y) ∈ A,
ˆφ(ω, y) = ψc(ω, y)
∫
X
1 ˆΓω(x, y)piω(dx|y) = ψc(ω, y).
Let us define an F ×B(Y)-measurable function by
φ(ω, y) :=

ˆφ(ω, y) = ψc(ω, y), (ω, y) ∈ A;
− ∞, (ω, y) < A.
Then, it is easy to check that (φ, ψ) has the desired properties.
(c)⇒(a): Arguing as in [5, Theorem 2] or [6, p.72, (d)⇒(a)], we can prove it by a truncation
argument.
Moreover, let p˜i be another stochastic optimal plan, as in [6, p.73, (a)⇒(e)], we can prove that
E
∫
X×Y
[c(ω, x, y) − φ(ω, y) + ψ(ω, x)]p˜iω(dx, dy) = 0.
Hence, for almost all ω, p˜iω is concentrated on
Γω := {(x, y) ∈ X × Y : φ(ω, y) − ψ(ω, x) = c(ω, x, y)}.
The whole proof is finished. 
4. WassersteinMetric between Two Probability Kernels
In this section, we define the Wasserstein metric in the space of all probability kernels and
discuss its properties. Let (X, dX) be a metric space. For p > 1, let Kp(X) be the space of all
probability kernels from Ω to X with
E
∫
X
dX(x, x0)pµω(dx) < +∞
for some x0 ∈ X (hence for all x0 ∈ X). Let us define for µ, ν ∈ Kp(X)
Wp(µ, ν) :=
(
inf
pi∈K(µ,ν)
E
∫
X×X
dX(x, y)ppiω(dx, dy)
)1/p
,
which is called p-Wasserstein distance. By Theorem 1.1, we have
Wp(µ, ν) =
(
EWp(µω, νω)p
)1/p
, (19)
where Wp(µω, νω) = Cdeter(dpX, µω, νω)1/p is the usual Wasserstein distance between probability
measures µω and νω.
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The following result is a direct consequence of (19) and [6, Theorem 6.18].
Theorem 4.1. Let (X, dX) be a complete and separable metric space, and (Ω,F , P) a separable
probability space. Then for any p > 1, (Kp(X),Wp) is also a complete and separable metric
space.
We now consider the case of p = 1. In this case, Wasserstein distance is usually called
Kantorovich-Rubinstein distance. We have:
Theorem 4.2. For any µ, ν ∈ K1(X),
W1(µ, ν) = sup
‖ψ(ω)‖Lip61
E
(∫
X
ψ(ω, x)νω(dx) −
∫
X
ψ(ω, x)µω(dx)
)
,
where
‖ψ(ω)‖Lip := sup
x,x′∈X
|ψ(ω, x) − ψ(ω, x′)|
dX(x, x′) .
Proof. By Theorem 1.3, it only needs to prove that
sup
(ψ,φ)∈Lipωb (X)×Lipωb (X);φ−ψ6dX
E
(∫
Y
φ(ω, y)νω(dy) −
∫
X
ψ(ω, x)µω(dx)
)
(20)
= sup
‖ψ(ω)‖Lip61
E
(∫
X
ψ(ω, x)νω(dx) −
∫
X
ψ(ω, x)µω(dx)
)
. (21)
Assume that φ(ω, y) − ψ(ω, x) 6 dX(x, y). Then
φ(ω, y) 6 inf
x∈X
(ψ(ω, x) + dX(x, y)) =: ψd(ω, y)
and
ψ(ω, x) > sup
y∈X
(ψd(ω, y) − dX(x, y)) =: ψdd(ω, x).
Thus,
(20) 6 sup
ψ∈Lipωb (X)
E
(∫
Y
ψd(ω, y)νω(dy) −
∫
X
ψdd(ω, x)µω(dx)
)
.
On the other hand, it is easy to verify
‖ψd(ω)‖Lip 6 1,
and so,
ψd(ω, x) = ψdd(ω, x).
Hence, (20)6(21). Moreover, (20)>(21) is obvious. The proof is complete. 
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