Abstract. Goodwillie [16] introduced a periodic cyclic homology group associated to a mixed complex. In this paper, we apply this construction to the symplectic cochain complex of a Liouville domain (M, θ) and obtain two periodic symplectic cohomology theories, denoted as P SH * (M ) and P SH * (M ). Our main result is that both cohomology theories are invariant under Liouville isomorphism and that there is a natural isomorphism H * (M ) ⊗ Q Q((u)) ∼
Introduction
Symplectic homology of a symplectic manifold with boundary was introduced by Cieliebak-FloerHofer-Wysocki in a sequence of papers [10, 11, 14, 15] . There are several versions of the theory defined for slightly different notions of symplectic manifolds with boundary. In this paper, we will consider a specific class, called Liouville domains, which are exact symplectic manifolds with contact type boundary. The completion M of a Liouville domain (M, ω = dθ) is defined to be (M ∪ ∂M [1, ∞) × ∂M, d(Rα)) with α = θ| ∂M . Symplectic homology theory can be viewed as an infinite-dimensional Morse theory, or Floer theory, for an action functional A : L M → R. There is a natural S 1 -action on the free loop space L M by reparametrizations which makes L M into a topological S 1 -space. This suggests that one can define S 1 -equivariant symplectic homology SH where H * (LQ, Z) is the homology of the free loop space equipped with the Chas-Sullivan product [9] and the BV operator. There is an S 1 -action on LQ which is homotopy equivalent to the S 1 -space LT * Q. It is classical that given an S 1 -space one can define three versions of S 1 -equivariant homology theories, which are called ordinary, periodic, and negative S 1 -equivariant homology, respectively. In the situation that the S 1 -space is the free loop space LQ, there is a model of S 1 -equivariant homology of LQ given by the cyclic homology of the singular chains on the based loop space of Q. This is proved by Goodwillie in [16] also see [18, 21] .
Motivated by Viterbo's isomorphism (1.1) and the definition of the periodic cyclic homology of the chains on the based loop space, we apply periodic cyclic homology to the symplectic cochain complex on the symplectic side. The key feature of the symplectic cochain complex shown in [7] is that it is an S 1 -complex, or an ∞-mixed complex which was introduced in [20] . This means that it satisfies the definition of a mixed complex up to higher homotopies. We call the periodic cyclic homology of the symplectic cochain complex the periodic symplectic cohomology and denote it by P SH * (M ).
There is another version of periodic symplectic cohomology that one can associate to a Liouville domain M . This version is inspired by the work of Jones and Petrack in [19] on completed periodic equivariant cohomology of the free loop space. It is proved by Goodwillie in [16] that the usual periodic equivariant cohomology does not satisfy localization when the S 1 -space is infinite-dimensional as in the case of the free loop space. To deal with this problem, Jones and Petrack defined a variant of the usual periodic equivariant cohomology, called the completed periodic equivariant cohomology, which satisfies localization but not the weak homotopy invariance property in [19, Sections 1, 2] . Using this idea together with the natural action filtration on the symplectic cochain complex, we define another cohomology theory P SH * (M ), called the finitely supported periodic sympletic cohomology, of the Liouville domain M . Our main result can be now viewed as a symplectic analogue of the localization theorem for the completed periodic equivariant cohomology of Jones and Petrack. Theorem 1.1. Given a Liouville domain (M, θ), the natural inclusion of the fixed point set ι : M → L M induces a map ι * : H * (M ) ⊗ Z Z((u)) → P SH * (M ) which is an isomorphism with Q-coefficients.
Remark 1.2. Albers, Cieliebak and Frauenfelder in [5] have independently discovered a similar construction in the context of Rabinowitz Floer homology.
We end the introduction with an outline of this paper. Section 2 contains a discussion of the algebraic formalism of S 1 -complexes following [7] and the definition of the periodic cyclic homology of an S 1 -complex. In section 3, symplectic cohomology SH * (M ) of a Liouville domain M is defined to be the direct limit of Floer cohomology groups of admissible Hamiltonians that are linear on [R 0 , ∞) × ∂M for R 0 1. In section 4, we introduce the finitely supported periodic symplectic cohomology P SH * (M ). The Floer cochain group CF * (M, H t ) of an admissible Hamiltonian H t can be equipped with an S 1 -structure {δ i } i≥0 , where δ 0 = d is the usual Floer differential and δ 1 = ∆ is the BV operator. This implies that (1.2) P SC * (M, H t ) := CF * (M, H t )((u)), δ
is a cochain complex. Let P SH * (M, H t ) denote the homology of this cochain complex. Then P SH * (M ) is defined to be lim − → P SH * (M, H t ), where the direct limit is taken over all admissible Hamiltonians H t with respect to appropriate continuation maps. By definition P SH * (M ) is invariant under Liouville isomorphism. In practice, to compute P SH * (M ) one can use a specific class of admissible Hamiltonians, described in section 5, which are autonomous away from its 1-periodic orbits, grow quadratically on [1, R 0 − ) × ∂M and linearly of slope τ on [R 0 , ∞) × ∂M for some constant R 0 and small . Such autonomous Hamiltonians H τ are convenient to work with, since nonconstant 1-periodic orbits of H τ are in bijection with Reeb orbits of period less than τ on the contact manifold ∂M . Furthermore, if we define the Floer cochain complex using a carefully chosen perturbation H degenerates at E 1 page over Qcoefficients and converges to H * (M ) ⊗ Q Q((u)) for each Hamiltonian H τ τ of slope τ . After taking direct limit, one obtains the result of Theorem 1.1. In section 7, we define the periodic symplectic cohomology P SH * (M ) using the telescope construction introduced in [3, Section 3g] and prove that P SH * (M ) is an invariant of M up to Liouville isomorphism. Finally, we include explicit computations of P SH * (M ) and P SH * (M ) when M is the unit disk D 2 and the annulus A in C in section 8. The finitely supported periodic cohomology P SH * (D 2 ) of the unit disk D 2 is Q[u, u −1 ], which agrees with the main result. Whereas the periodic symplectic cohomology P SH * (D 2 ) vanishes. This shows that P SH * (M ) does not satisfy localization as in the case of the usual periodic equivariant cohomology of the free loop space.
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Cyclic homology of S 1 -Complexes
Given a cochain complex (C * , δ 0 ), there are notions of an S 1 -structure on C * and three cyclic homology theories of such an S 1 -complex C * . The exposition in this section is based on [18, Section 2] and [7, Section 2.4] while using a cohomological convention. Definition 2.1. Let (C * , δ 0 ) be a cochain complex over a ring K such that C i is a free K-module for all i. An S 1 -structure on (C * , δ 0 ) is given by a sequence of maps δ :
such that the relation (2.1)
is a cochain complex C * equipped with maps
that satisfy the relations
Cyclic homology of a mixed complex is studied in [22, 20] . It is clear from above definitions that a mixed complex is an S 1 -complex with
One should view an S 1 -complex as an ∞-mixed complex, which means that an S 1 -complex (C * , δ) satisfies (2.4) up to higher order homotopies.
There are also notions of chain maps and chain homotopies defined for S 1 -complexes.
is satisfied for every k ≥ 0. Similarly, given two S 1 -equivariant maps κ, κ , an S 1 -equivariant chain homotopy is a sequence of maps h :
is satisfied for all k ≥ 0.
To an S 1 -complex (C * , δ), one can associate three cyclic homology theories. Let u be a formal variable of degree 2. We define the following chain complexes
. This means that arbitrary formal power series with coefficients in C * are allowed. The S 1 -structure on C * gives rise to a differential on C − given by
and the relation (2.1) ensures that (δ
We also denote the differentials induced in the localization C ∧ and the quotient C − by δ S 1 . Then the cyclic homology of the
, and the negative cyclic homology HC
. All three cyclic homology theories satisfy the following invariance property.
The proof of this Proposition is similar to [18, Lemma 2.1] in the case of mixed complexes.
Proof. The isomorphism HC * (C * ) ∼ = HC * (D * ) follows from applying the Comparison Theorem in [30, 5.2.12] to the E 1 -pages of the spectral sequences associated to the bounded below u-adic filtrations on C + and D + . Then it suffices to show that HC
For fixed m, n ∈ Z with m ≥ n, we consider the quotient complex
There is a finite filtration on C m, n given by
The filtration F p D m, n on D m, n is defined similarly. The E 1 -pages of the associated spectral sequences are given by
and E 
for any m, n ∈ Z with m ≥ n.
By construction we have that
where the inverse limit is taken as m → ∞. Again, the same statement holds for D − . By the lim 1 exact sequence, there is a commutative diagram
In particular, when n = 0 we have that
If C * is acyclic, then the proof of Proposition 2.4 implies the following immediate consequence.
Symplectic Cohomology
In this section, we define symplectic cohomology of the class of exact symplectic manifolds with boundary that will be studied. This definition implies that α := θ| ∂M is a contact form on ∂M . Therefore a Liouville domain is also called an exact symplectic manifold with contact type boundary.
Given such a Liouville domain (M, θ), the flow of the Liouville vector field φ r Z for r ∈ (−∞, 0] gives rise to a canonical collar neighbourhood of ∂M
. It follows that Ψ * θ = e r α and Ψ * Z = ∂ r . One can then define the completion of the Liouville domain (M, θ) to be
We set R := e r from now on, The completion of (M, θ) in this coordinate is given by
We will be interested in studying the Liouville isomorphism type of the completion M of a Liouville domain (M, θ).
3.1.
Floer cohomology of admissible Hamiltonians. Let ( M , ω = d(Rα)) be the completion of (M, θ) in (3.3). We know that (∂M, α) is a contact manifold. The Reeb vector field R α of α is defined by (3.4) i Rα dα ≡ 0 and α(R α ) = 1.
A Reeb orbit x : R/lZ → ∂M is non-degenerate if the linearized return map dψ l Rα : ξ x(0) → ξ x(0) has no eigenvalues equal to 1. For a generic choice of the contact form α on ∂M , all Reeb orbits of R α are non-degenerate and their periods form a discrete subset of R + , called the action spectrum,
Given τ / ∈ S, a time-dependent Hamiltonian H t : M → R is admissible if it satisfies
where τ is called the slope of H t . We denoted by H the space of admissible Hamiltonians on M such that all 1-periodic orbits are non-degenerate. There is a preorder on H defined by (3.7) H t K t if the slope of H t is less than or equal to the slope of K t .
Given a Hamiltonian H t ∈ H, the action functional A Ht : L M → R is given by
The Hamiltonian vector field X Ht of H t is defined by i X H t = −dH t . Critical points of A Ht are precisely the non-degenerate 1-periodic orbits of X Ht , denoted by P(H t ). We consider the space of time-dependent ω-compatible almost complex structures J such that J t ∈ J satisfies
is standard on RZ ⊕ RR α and allowed to be any dα-compatible almost complex structure on ξ = ker(α). If H t ∈ H and J t ∈ J , then we will call (H t , J t ) an admissible pair. Given an admissible pair (H t , J t ), we letM(x 0 , x 1 , H t , J t ) be the moduli space of solutions to the Floer equation
with E(u) = R×S 1 ||∂ s u|| 2 dsdt < ∞. The finite energy condition is equivalent to having asymptotic conditions (3.11) lim
where x 0 , x 1 are 1-periodic orbits of X Ht such that E(u) = A Ht (x 0 ) − A Ht (x 1 ). It can be shown that for fixed H t ∈ H and a generic choice of J t ∈ J , the moduli space M(x 0 , x 1 ) :=M(x 0 , x 1 , H t , J t )/R is a smooth manifold of dimension |x 0 | − |x 1 | − 1, where |x| = n − µ CZ (x) for x ∈ P(H t ), and µ CZ (x) denotes the Conley-Zehnder index of non-degenerate 1-periodic orbit x. Due to the openness of ( M , ω), the usual Gromov-compactness argument fails for arbitrary Hamiltonians and ω-compatible almost complex structures on M . However for an admissible pair (H t , J t ), Floer trajectory u ∈M(x 0 , x 1 , H t , J t ) obeys a maximal principle, shown in [24, Lemma 1.4], which implies that images of any sequence of J t -holomorphic maps lie in M ∪ ∂M [1, R 0 ] for some R 0 1. Then one can define the Floer cochain complex of the admissible Hamiltonian H t by (3.12)
where o x and the differential d : CF * (M, H t ) → CF * +1 (M, H t ) are defined in the following section.
Remark 3.3. We have suppressed the dependence of CF * (M, H t ) on the almost complex structure J t as the homology of (CF * (M, H t ), d) is independent of the choice of J t ∈ J .
3.2.
Orientations. In order to define the periodic symplectic cohomologies, we need to define the Floer cochain complex with Z-coefficients. This can be achieved by relatively orientating the moduli space M(x 0 , x 1 ) for all x 0 and x 1 in P(H t ) as follows. Given a path Ψ(t) in Sp(2n) such that Ψ(0) = I and det(I − Ψ(1)) = 0, one can reparametrize Ψ(t) and associate to it a loop of symmetric matrices S(t) that satisfies (3.13)Ψ(t) = J 0 S(t) · Ψ(t).
Such a loop S(t) will be called non-degenerate if det(I − Ψ(1)) = 0. For non-degenerate S(t), we denote by O + (S) and O − (S) the spaces of all operators of the form
where S ∈ C 0 (C, gl(2n)) satisfies
Similarly, for loops of non-degenerate symmetric matrices S − (t) and S + (t) corresponding to paths Ψ − (t) and Ψ + (t) in Sp(2n), we define O(S − , S + ) to be the space of all operators If we fix the asymptotic data S(t) and S ± (t), the spaces O ± (S) and O(S − , S + ) are contractible. This implies that line bundles Det(O ± (S)) and Det(O(S − , S + )) are trivial for fixed loops of symmetric matrices S(t) and S ± (t).
For non-degenerate asymptotic data S + (t), S − (t) and S(t), we consider Fredholm operators K in O(S − , S) resp. O + (S) and L in O(S, S + ) resp. O − (S). There is a gluing operation defined for Fredholm operators K and L, which is denoted as K# ρ L in O(S − , S + ) resp. O ± (S ± ). Let Z = R × S 1 . One first forms the glued Riemann surfaces C# ρ Z, Z# ρ Z, and Z# ρ C under the identifications given by
For ρ 0, the restrictions of the inhomogeneous terms of K and L to the glued regions coincide with the value of S, we then obtain the glued operators K# ρ L defined on C# ρ Z, Z# ρ Z and Z# ρ C in each case. With respect to the gluing operation, it is shown in [13, Proposition 9] that there is a canonical isomorphism
up to multiplication by a positive real number. We now define the Floer differential on CF * (M, H t ) over Z. Let ψ t H be the Hamiltonian flow generated by the Hamiltonian vector field X Ht . Each 1-periodic orbit yields a map x : S 1 → M such that ψ t H (x(0)) = x(t). For any J t ∈ J , the complex vector bundle (x * T M , J t ) over S 1 can be trivialized. We choose a trivialization ξ(t) : R 2n → T x(t) M and obtain a path Ψ x (t) in Sp(2n) as the composition of
Given x 0 and x 1 in P(H t ), we denote by S 0 (t) and S 1 (t) the loops of symmetric matrices which generate Ψ x0 (t) and Ψ x1 (t), respectively. The construction in ( 
Together with the fact that
where R∂ s is the 1-dimensional subspace of ker(D u ) spanned by translation in positive s-direction. For
By comparing the fixed orientations on both sides of (3.26), we obtain an isomorphism
3.3. Symplectic cohomology as a direct limit. Given admissible pairs (H t , J H s (r, y) = h s (R) and ∂h s ∂s ≤ 0 for R 1, and the family of ω-compatible almost complex structures J s belongs to J for each s ∈ R. It is shown in [26, Section 3c ] that there is a well-defined continuation map
associated to such a monotone homotopy. Furthermore, the continuation map κ is independent of the choice of monotone homotopy. The symplectic cohomology of M is then defined by
which is the direct limit of all Floer cohomology groups of admissible Hamiltonians H t with respect to the continuation map (3.30).
3.4.
The BV operator on SH * (M ). Given an admissible Hamiltonian H t ∈ H of slope τ as in (3.6), we define a family of admissible Hamiltonians
We also choose a family of almost complex structures J θ s,t ∈ J that agree with J t if s 0 and
The pair (θ, u) is said to be regular if for generic choices of Floer data H θ s,t and J θ s,t , the map
, there is a short exact sequence
which induces an isomorphism of determinant lines
By the gluing described in (3.23), an orientation of det(D u ) is determined by the isomorphism
If one fixes the orientation of T θ S 1 , then (3.37) yields an isomorphism
Then we define the BV operator ∆ : 
It is shown in [2, Section 2.2] that this in fact defines an operation ∆ on SH
for some C > 0, and g N is the metric induced by the round metric on S 2N +1 . We denote the
. One can then smoothly extend H N to a Hamiltonian
where β(z) is a S 1 -invariant cut-off function which is 1 near critical orbit S 1 · z 0 and 0 outside V z0 for all z 0 ∈ Crit(−f N ), and ρ(x) is a cut-off function which is 1 on [R 0 , ∞) × ∂M for R 0 0 and 0 in the region where H t depends on time. The advantage of such H N is that for large enough C in (4.1) the critical points of
We have that the cochain complex associated to A H N +f N has a particularly simple form
where Ind M (Z) is the standard Morse index of the critical point Z with respect to f N . We consider the set of S 1 -invariant ω-compatible almost complex structures on M parametrized by S 2N +1 which is denoted by
For each N we choose J N ∈ J N such that J z N is independent of z along the local slice U z0 , and an
to the system of equations
with asymptotic behaviors
where
by relatively orienting the parametrized moduli space M i (γ 0 , γ 1 ) as in the case of the BV operator. This yields an operation δ i :
The formula δ
given by .2), we obtain a family of Hamiltonians (4.12)
. One can also choose J N,s,t ∈ J N for all s ∈ R such that J z N,s,t is independent of z and agrees with the chosen homotopy of almost complex structures J s,t ∈ J along each local slice U z0 . Given x − = (γ − , Z 0 ) and x + = (γ + , Z j ) with Ind M (Z 0 ) = 0 and Ind M (Z j ) = 2j, we denote byM
to the system of equations (4.13)
with asymptotic behaviors (4.14) lim
As N → ∞, there are operations κ j :
By the definitions of δ i and κ j , one can verify that
Thus we obtain a chain map for admissible Hamiltonians H t K t given by
Remark 4.1. One can consult Lemma 7.2 for detailed definitions of the isomorphisms δ i,u and κ i,u .
4.2.
Finitely supported periodic symplectic cohomology. For an admissible Hamiltonian H t of slope τ / ∈ S, the periodic symplectic cochain complex of H t is defined to be
We denote by P SH * (M, H t ) the homology of the cochain complex (P SC (4.18) in the localization. The induced map in the homology
is well-defined and independent of the choice of the monotone homotopy between H t and K t . Then the finitely supported periodic symplectic cohomology is defined to be
where the direct limit is taken over the preordered set of all admissible Hamiltonians H t ∈ H with respect to (4.21) . By definition, finitely supported periodic symplectic cohomology P SH * (M ) is an invariant of the completion M up to Liouville isomorphism. We denote P SH
Remark 4.2. As P SH * (M ) is defined to be a direct limit
each element of homogeneous degree k in P SH * (M ) is given by a finite sum (4.24)
where x k−2i is a linear combination of cohomology classes given by
This finiteness property does not hold for the periodic symplectic cohomology P SH * (M ) defined in section 7. Therefore we call P SH * (M ) the finitely supported periodic symplectic cohomology of the Liouville domain M . This distinction between P SH * (M ) and P SH * (M ) is illustrated in the computations of P SH * (A) and P SH * (A) for the annulus A in section 8.
A Convenient Complex for Computing
In this section, we restrict ourselves to a special class of admissible Hamiltonians which are autonomous away from neighbourhoods of its 1-periodic orbits. Explicitly, for τ / ∈ S we consider an autonomous Hamiltonian (shown in Figure 1 ) of the form
To obtain a C ∞ Hamiltonian, we define the value of H τ on the collar neighbourhood [1− 0 , 1]×∂M to be ρ(R)f (x), where ρ(R) is a smooth cut-off function which equal to 1 at {1 − 0 } × ∂M and zero at {1} × ∂M for 0 sufficiently small. One notices that H τ is only C 0 at R = τ +1, so we need to modify the value of
where the values of g(R) agree with R −1 and τ to all orders at R = τ + 1 and R = τ + 1+ 0 , respectively. On [τ + 1, τ + 1 + 0 ], the function g(R) satisfies
We denote the resulting C ∞ Hamiltonian by H τ . Since the Hamiltonian H τ is autonomous on [1, ∞) × ∂M , there is a non-trivial S 1 -action on its 1-periodic orbits by
We can break the S 1 -symmetry by choosing small perturbations of the Hamiltonian H τ in an isolated neighbourhood N (γ) of each orbit γ. For fixed 1-periodic orbit γ of H τ that corresponds to a Reeb orbit of multiplicity k, one considers a Morse function h 0 : S 1 → [−1/2, −1] that has one minimum value −1 at 0 ∈ S 1 and one maximum value −1/2 at c 0 for some small enough c 0 ∈ S 1 . We define h γ : N (γ) → [0, −1] by h γ (t, γ(s)) = h 0 (ks − kt) on γ(S 1 ) and smoothly extend it to N (γ) such that h γ | ∂N (γ) ≡ 0. Then the time-dependent perturbation of H τ is defined by
for some small enough > 0. One observes that the perturbed Hamiltonian H τ (t) has two 1-periodic orbits in N (γ) for each γ ∈ P(H τ ). They are given by
Proposition 2.2 in [11] then implies that in fact γ(t) and q γ(t) are the only 1-periodic orbits of H τ (t) in N (γ) with indices satisfying (5.6) | γ| = |q γ| + 1.
In the subsequent discussions, the notation CF * (M, H τ ) denotes the Floer cochain complex defined by the time-dependent perturbation H τ (t) of the autonomous Hamiltonian H τ .
5.1.
Relations with Reeb dynamics on ∂M . Given a Liouville domain (M, θ), we recall that (∂M, ξ = ker(θ| ∂M )) is a contact manifold. Let ψ t Rα be the flow of the Reeb vector field. Reeb orbits of period l are smooth maps x : R/lZ → ∂M such that ψ t Rα (x(0)) = x(t). Such an orbit is simple if the map x is injective. We further assume that all Liouville domains in consideration satisfy:
This is a generic condition which can be achieved by perturbing the contact form in the neighborhood of each Reeb orbit as in Theorem 13 of [4] . Remark 5.3. There is another characterization of bad orbits appearing in [12] on symplectic field theory, that is, a Reeb orbit x 2k is called bad if it is a 2k-fold covers of some simple orbit x such that µ CZ (x 2k ) − µ CZ (x) is odd.
For any autonomous Hamiltonian
This implies that Reeb orbits on ∂M of period l with l < τ correspond to non-constant 1-periodic orbits of H τ under the map x(t) → γ(t) = (l + 1, x(lt)) belonging to {l + 1} × ∂M . It should be observed that for 1-periodic orbit γ(t) = (l + 1, x(lt)) in [1, ∞) × ∂M , the action of γ(t) has a simple form
In particular, the action of γ(t) = (l + 1, x(lt)) is given by the y-intercept of the tangent line to h τ at R = l + 1, which is exactly −l 2 /2 − l in this case. We set (5.10)
in the following discussion. For the perturbed Hamiltonian H τ , the actions of 1-periodic orbits γ and q γ of period l are given by
This implies that for sufficiently small choices of > 0, the values of A H τ ( γ) and Figure 1 . Action of 1-periodic orbits of an autonomous function.
The action filtration on the S
1 -complex CF * (M, H τ ). Let S be the action spectrum of the Reeb orbits associated to the contact form α defined in (3.5). One can list all the elements of S in an increasing order 0 = l 0 < l 1 < l 2 < · · · , where l 1 corresponds to the minimum period of a Reeb orbit. We choose τ j / ∈ S such that τ j = lj +lj+1 2
. There is a natural action filtration on CF
The following lemma implies that for specific perturbations of H τ defined using (5.4), the action filtration is preserved by the S 1 -structure.
Lemma 5.4. For a fixed τ / ∈ S, there is an τ depending on τ such that
Proof. Given a regular solution u ∈M i (γ 0 , γ 1 ) to (4.6) for any i ≥ 0 with o γ1 belonging to F j CF * (M, H τ ), the energy of u is given by (5.14)
where z i is a flow line between θ Z0 · Z 0 and θ Zi · Z i on S 2N +1 for some θ Z0 , θ Zi ∈ S 1 and N ≥ i. The family of Hamiltonians H zi(s) N is defined by extending H τ to be
where we have used the fact that ρ(u) = 0 in (4. Figure 2 . The value of β(z i (s)) and the support of
Therefore, one can equivalently compute 
are only nonzero if there exists (γ, Z) in P(H τ ) × Crit(f N ) such that (u(s 0 , t), z i (s 0 )) belongs to a neighbourhood of the critical orbit S 1 · (γ, Z) for all s 0 in I j = [s 2j−1 , s 2j + δ 2j ]. As the number of generators of the Floer cochain group CF * (M, H τ ), denoted as M τ , is finite, there exists at most M τ intervals of the form I j such that the integrand in (5.18) is nonzero. Then the first term in (5.18) becomes
where C 1 := sup θ∈S 1 |h γ (t − θ) − h γ (t)| and we have used the fact that k ≤ M τ . The second term in (5.18) is given by
where C 2 := sup t∈S 1 ,x∈N (γ) ∂ t h γ (t, x). Combining the estimates in (5.21) and (5.24), one obtains that
where C = C 1 + C 2 is a constant that only depends on the fixed function h γ (t) defined in (5.4). Since the constants M τ and C are finite, one can choose sufficiently small τ depending only on τ such that
) for all i, j by the discreteness of the action spectrum of P(H τ ).
We have shown that for fixed τ / ∈ S, there is a well-defined action filtration (5.13) on CF * (M, H τ τ ). For τ + < τ − , we have + > − . As h γ (t) ≤ 0 for all γ in (5.4) 
be defined as in (5.27). We have that
Proof. LetM 
Since ∂ s H N,s,t ≤ 0, (5.14) and (5.29) give that
Since − M τ− C was taken sufficiently small as in Lemma 5.4, by discreteness of the action spectrum, we conclude that
for all i, j. The same argument applies to the elements of the moduli spaceM κ, i (γ 0 , γ 1 ) defined by the Floer data (H s,t , J s,t ), which yields that
for all i and j. Combining these results, we conclude that (5.32)
for all i, j as desired.
5.3.
A convenient complex to compute P SH * (M ). For τ i / ∈ S and τ i → ∞ as i → ∞, we choose a cofinal system of Hamiltonians H with the specific choice of τi provided by Lemma 5.4, and define the finitely supported periodic symplectic cohomology to be
where the direct limit is taken with respect to the continuation maps
) for all i ≥ 0. 
We will use this formulation of P SH * (M ) in the next section.
Localization Theorem
We prove the following main result in this section, which can be seen as the localization theorem for P SH * (M ).
Theorem 6.1. Given a Liouville domain (M, θ), the natural inclusion of the fixed point set ι :
, which is an isomorphism with Q-coefficients.
In particular, Theorem 6.1 holds for the large class of Weinstein manifolds, which includes affine varieties.
To prove Theorem 6.1, we first deal with autonomous Hamiltonian H τ with perturbations H τ as in (5.4). For each γ ∈ P(H τ ) there is an isolated neighbourhood N (γ), which only contains two 1-periodic orbits γ, q γ of H τ defined as in (5.5). One needs to compute the local Floer contributions to the equivariant differential δ Lemma 6.3. For each 1-periodic orbit γ ∈ P(H τ ) that corresponds to a k-fold Reeb orbit, the zero dimensional manifold M ∆ (q γ, γ) consists of k points.
Proof. γ(S 1 ) is an isotropic submanifold in M . The isotropic Weinstein Neighbourhood Theorem implies that there is a diffeomorphism
Consider the Hamiltonian K :
After composing with the flow ψ t K , we have that
be the unperturbed Hamiltonian. We lift loops in
to the universal cover R 2n and consider the operator
The kernel of F consists of constant solutions of the form x a (t) = (ka, 0) ∈ R × R 2n−1 . The linearized operator DF xa :
) has the same kernel as F . We denote the kernel of F given by {x a (t) = (ka, 0) | a ∈ R} by N , and its
Each solution to the BV-equation yields u :
One can write u(s) = x a (s) + y(s) with x a (s) ∈ N and y(s) ∈ N ⊥ . The last estimate in the proof of Proposition 2.2 in [11] then applies with f := ∇h replaced by f θ , and we obtain
for some constant C and < C 2 . This implies that for fixed θ, all solutions u(s) = x a (s) + y(s) to the BV-equation satisfy y(s) ≡ 0 and
We denote the solution to (6.8) when θ i = i/k by x ai(s) = (ka i (s), 0) for i = 0, . . . , k − 1. Thus there are exactly k solutions to the BV-equation which are given by
as claimed.
Next, for u i ∈ M( γ, q γ), i = 1, 2 we compute d ui defined in (3.27). Since we have chosen trivializations of o γ and o q γ , the isomorphism d ui is given by multiplication by ±1. It is worthwhile noticing that the computation result for the Floer differential d in Lemma 6.4 below coincides with that of Bourgeios and Oancea [7] in the Morse-Bott homology setting.
The trivialization of the bundle γ * T M → S 1 in (6.1) can be chosen so that the linearized Hamiltonian flow Ψ(t) of the unperturbed Hamiltonian H τ is a block diagonal matrix. We denote by R θ (t), P a (t) the paths of orthogonal and positive definite matrices (6.12) R θ (t) = cos(θt) − sin(θt) sin(θt) cos(θt) and P a (t) = e at 0 0 e −at .
If the linearized return map Ψ(1) has eigenvalues
for some C > 0, θ i ∈ (0, 2π) and a i = ln(λ + i ), (6.14) and H − i (t) is homotopic with fixed end points to the concatenation of 2k paths of symplectic matrices given by
product of 2k matrices
The resulting path, also denoted as H − i (t), is piece-wise smooth and continuous when t = j/2k for all j = 1, 2 . . . , 2k − 1.
Proposition 2.2 in [11] shows that the two Floer trajectories between γ and q γ are given by (6.17) where α 1 and α 2 are Morse flow lines of h 0 : S 1 → R (see Figure 3 ) such that
We denote by Ψ i (s, t), Ψ i (s, t) and Φ i (s, t) the linearizations of the flows of the Hamiltonian vector fields X H τ , X H τ and X hγ on the image of u i (s, t) respectively. Simple computations show that For Ψ i (s, t) in Sp(2n), one considers symmetric matrices S i (s, t) defined by
Lemma 7.2 in [25] implies that the path of unbounded self-adjoint operators
has the same crossings as the symplectic path s → Ψ i (s, 1) and the crossing forms are isomorphic. A crossing, s 0 ∈ [0, 1] such that det(Ψ i (s 0 , 1) − I) = 0, is called a regular crossing if the crossing form . A detailed computation of the signs of the crossing form is given in the following Lemma.
After reparametrizing Ψ i (s, 1) · Φ i (s, 1) as in Remark 6.5 below, one obtains loops of symmetric matrices
and the value of S
, which is negative definite since α 2 (s) < 0 for all s ∈ R. As Ψ i (s, 1) · Φ i (s, 1) is in block diagonal form, and generically one can choose the Morse function 
for crossings s Tr
For each 1 ≤ j ≤ k−1, there is only one s j ∈ R such that (6.29) is satisfied, that is to say that α 2 (s j ) is the only crossing in (
Since there are n 3 block matrices whose eigenvalues are negative in the linearized return map Ψ(1), the total contributions of all the crossings provide us
One observes that (−1) (k−1)n3 = −1 if and only if both k − 1 and n 3 are odd, which precisely corresponds to the definition of bad Reeb orbits in (5.2). Therefore, we conclude that
Remark 6.5. To obtain a loop of symmetric matrices in (6.25), one needs to reparametrize the path of symplectic matrices as
is a non-decreasing such that χ (0) = χ (1) = 0. Also, the block matrix H − i (t) in Ψ(t) is only piece-wise smooth. In order to obtain continuous loops S − i , we reparametrize H − i (t) to be H − i (χ(t)) with χ (t) = 0 when t = i 2k , i = 1, . . . , 2k − 1. However the sign of the crossing form is independent of the parametrization, so we have suppressed the reparametrization χ in the proof above.
It remains to compute ∆ vi associated to each solution v i of the BV equation in the definition of ∆. We recall that the solutions to the BV equation at θ i = i/k for i = 0 . . . k − 1 are given by
For fixed θ i the linearization of the equation (3.34) at v i can be written as
where J 0 q S and J 0 S in sp(2n) generates Ψ q γ (t) and Ψ γ (t) in Sp(2n) respectively. As defined in section
If we fix the orientation of
γ is given by multiplication by ±1. The value of (v i ) is determined by comparing the chosen orientations of two sides of (6.37). The following Lemma [8, Lemma 4.27] is required to compute (v i ).
Lemma 6.6. Given a loop of non-degenerate symmetric matrices S 1 (t), we define S k (t) = S 1 (kt) and assume that S k (t) is also non-degenerate. Consider operators 
The induced action of Ψ T ρ on Det(O) is orientation reversing if and only if k is even and the differences of Conley-Zehnder indices µ CZ (Ψ S k ) − µ CZ (Ψ S1 ) is odd.
Let T be the operator defined in (6.39). The i-th iterations of T is defined to be (6.41)
Taking S k (t) = q S(t) in Lemma 6.6, we have (6.42)
where β Lemma 6.7. For each γ ∈ P(H τ ) which corresponds to a k-fold Reeb orbit, we have ∆ vi = ( (γ)) i−1 ∆ v1 where (γ) is equal 1 if γ is good, and −1 if γ is bad.
is a surjective operator. For ρ 0, the glued operator
is also surjective with a uniformly bounded inverse Q i . It is shown in [6, Corollary 6] or [13, Proposition 9] that restriction of the projection
is an isomorphism. Lemma 6.6 now implies that this isomorphism is explicitly given by 
We consider the path of stabilized operators Let ker(D r i ) be spanned by (f i (r, s), 0) with Proof of Proposition 6.2. Given the result of Lemma 6.4, we compute
if γ corresponds to a good Reeb orbit; ±2 γ, if γ corresponds to a bad Reeb orbit.
As k is even when γ corresponds to a bad Reeb orbit, by Lemma 6.7 the BV-operator is given by
∆ vi · q γ = ±kq γ, if γ corresponds to a good Reeb orbit; 0, if γ corresponds to a bad Reeb orbit.
, we have that δ i = 0 for i ≥ 2 by degree reasons, that is d 0 = d + u∆. We conclude immediately that δ Proof of Theorem 6.1. Given 0 = l 0 < l 1 < l 2 < · · · with l i ∈ S for i ≥ 1, we set τ i = 
and the associated graded complexes are defined by (6.56)
The E 0 page of the spectral sequence associated to this filtration is given by
Since we have assumed that all 1-periodic orbits γ have distinct action A H τ i i (γ) by condition (5.7), the associated graded complexes are given by
. It suffices to compute δ i on o γ and o q γ to obtain the differential
Proposition 6.2 implies that for all p = 0 and | γ| = |q γ| + 1 = q, we have
if γ corresponds to a good Reeb orbit on ∂M , or Together with (6.59) and (6.60), one obtains that the E 1 -page of the spectral sequence associated to the corresponding filtration on P SC
We conclude that this spectral sequence degenerates at E 1 page and converges to H * (M ) ⊗ Q Q((u)) for each τ i . Now for τ i < τ j , there is a natural inclusion of filtered cochain complexes by Lemma 5.5
which induces identity maps between (E p,q 0 ) τi and (E p,q 0 ) τj if p ≤ i and zero maps otherwise. As τ i → ∞,
forms a direct limit of spectral sequences with respect to ι i,j . We have shown that ((E
) for all τ j , it follows that the direct limit is still H * (M ) ⊗ Q Q((u)). This finishes proof.
Periodic Symplectic Cohomology P SH * (M )
We define periodic symplectic cohomology of a Liouville domain P SH * (M ) in this section. Given τ i → ∞ with τ i / ∈ S, we choose a cofinal system of admissible Hamiltonians H = {H τi t } i≥0 of slope τ i . One considers a formal variable q of degree −1 satisfying q 2 = 0 and set 
where κ 0 is the continuation map associated to the monotone homotopy between H . Explicitly, this is given by the infinite direct sum
with the total differential
for a + qb ∈ CF * (M, H). Similarly given δ j with j ≥ 1 in the definition of δ S 1 , we can extend it to an operation δ i on CF * (M, H) by setting
) are defined previously in (4.16). Using the facts
it can be shown that i+j=k δ i δ j = 0. Thus we obtain an S 1 -complex ( CF * (M, H), { δ j } j≥0 ). The periodic symplectic cohomology of the Liouville domain M is then defined to be the homology of the cochain complex
with differential δ S 1 = δ 0 +u δ 1 +u 2 δ 2 +· · · . We denote the resulting cohomology groups by P SH * (M, H).
The notation P SH * suggests that P SC * (M, H) is the completed tensor product CF * (M, H)((u)), which is u-adically complete. In fact, periodic symplectic cohomology is independent of the choice of Hamiltonians H = {H τi t } i≥0 in the construction.
Proposition 7.1. Periodic symplectic cohomology P SH * (M, H) is independent of the choice of the sequence of admissible Hamiltonians H = {H τi t } i≥0 used in the definition. ). Depending on the ordering of H τi t and K σj+m t in (7.7), we define that
The fact that h m is a S 1 -equivariant chain homotopy between the maps η m+1
The same relations hold for all a i ∈ CF
There is a natural filtration on CF * (M, H) defined by
The natural inclusion ι : 
where D u is the linearized operator associated to an element (r, u, z) inM 
choose a cofinal system of Hamiltonians H τi i and define
We equip P SC * (M ) with the differential δ S 1 = δ 0 + u δ 1 + u 2 δ 2 + · · · . The map δ j is defined by
) is now taken to be the action-preserving map κ j as in (5.26). There is a filtered S 1 -structure on CF * (M ), and consequently a filtration on P SH * (M ) by action. It will be convenient to use this formulation to compute P SH * (M ) in the next section.
8. Computations of P SH * (M ) and P SH * (M ) when M is the disc D 2 and the annulus A
We consider C with a primitive of ω = dx ∧ dy given by θ = 1 2 (xdy − ydx). If we denote (r, θ) as the polar coordinates on C, the Liouville vector field is given by Z = r 2 ∂ r . Since in our convention (3.3) the Liouville vector field is of the form R∂ R using the cylindrical coordinate on [1, ∞) × S 1 , this implies that r 2 = R so that R∂ R = r 2 ∂ r . Similarly, the Reeb vector field R α on the contact manifold S 1 = {z ∈ C | |z| = 1} is given by 2∂ θ . The periods of Reeb orbits on S 1 are kπ for k ∈ Z + . We choose a cofinal system of Hamiltonians
is a negative C 2 small Morse function and
The contact manifold S 1 consists only good Reeb orbits which are maps γ i : S 1 → S 1 ⊂ C of degree i for all i ∈ Z + . The Reeb orbit γ i of degree i corresponds to the 1-periodic orbit γ i when R − 1 = iπ. One can perturb H kπ+1 locally in a neighbourhood of each nonconstant 1-periodic orbit γ i . Using the explicit perturbation H 
) defined in (5.13), we have that δ i = 0 for all i ≥ 2. Then Proposition 6.2 implies that for j = 1, . . . , k
Also, we see that ∆(x −2j ) = 0 as ∆ preserves the action filtration on CF * (M, H , there is precisely one regular solution to the continuation equation given by (8.8) u : R × S 1 → N (γ), u(s, t) → γ(t).
So the continuation map η 0 is the identity. ) is given by the natural inclusion. This implies that κ k,k+1 = κ 0 is also the natural inclusion (8.9) κ k,k+1 : P SC
After passing to homology, we have that As shown in section 7, the sequence of operations ( δ 0 , δ 1 , . . .) gives rise to a S 1 -structure on CF * (D 2 ).
One notices that H * ( CF * , δ 0 ) = SH * (D 2 ). By Corollary 2.5, we conclude that P SH * (D 2 ) = 0 as SH * (D 2 ) = 0.
8.3. P SH * (A) for the annulus A. Let A ∼ = [−1, 1] × S 1 be the annulus with coordinate (r, θ) in
There is a bihomolomorphism ι : T * S 1 → C * , (r, θ) → e r+iθ which embeds T * S 1 into C. We equip A with the Liouville structure induced by ι * θ, where θ = and H iπ+1 | Int(A) is a negative C 2 -small Morse function, which has a minimum at (0, 0) and a maximum at (0, This confirms that P SH * (A, Q) ∼ = H * (A) ⊗ Q Q((u)) ∼ = H * (S 1 ) ⊗ Q Q((u)). δ S 1 (q γ k ) = 0, δ S 1 (qq γ k ) = κ 0 (q γ k ) − q γ k for all k ∈ Z, (8.22) δ S 1 ( γ k ) = kuq γ k , δ S 1 (q γ k ) = −(qkuq γ k + κ 0 ( γ k ) − γ k ) for all k ∈ Z. 
P SH

