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RESUMEN 
Los procesos puntuales espaciales de Markov se utilizan para modelizar pa-
trones puntuales regulares o agregados. Tras los modelos "pairwise-interaction", 
se sabe que los modelos "area-interaction" y "weighted shot-noise"son mas 
adecuados para patrones ligeramente agregados o regulares. El que se pre-
senta aquf pretende a:iiadir mas fl.exibilidad a la hora de ajustar patrones de 
puntos y mantiene la posibilidad de ser simulado mediante "exact simulation". 
Ademas se trata de un modelo no parametrico desde el punto de vista de la 
estimaci6n. 
Palabras y frases clave: Markov point processes, area-interaction, weighted 
shot-noise, perfect simulation. 
Clasifl.caci6n AMS: 62M30. 
1. Introducci6n 
El trabajo esta dividido en distintas secciones donde se exponen los procesos pun-
tuales espaciales que motivan y desembocan en la definici6n de uno que generaliza 
a algunos de ellos. Se estudian las propiedades basicas y los posibles campos de 
aplicaci6n. 
Las densidades de procesos puntuales espaciales en una region W (generalmente en 
espacios abstractos, aunque aqui trabajamos en el plano) son funciones con argu-
mento en el conjunto de configuraciones finitas de puntos de W, llamados eventos. 
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Los modelos de procesos puntuales se agrupan en familias parametrizadas por uno 
o varios parametros que determinan el comportamiento de los patrones puntuales 
que est as pueden generar. 
p(x) = p(xi,B, "(, .. . ), f3, 'Y, . . . parametros (1) 
Los procesos puntuales de Gibbs (aquellos que atribuyen una densidad positiva a 
toda subconfiguraci6n de una configuraci6n de puntos para la cual la densidad ya 
es positiva) se pueden expresar siempre de la forma 
i<j i<j<k 
donde X = { Xi} ~~~),Vo es Constante y Vk : Wk -+ JRU{-oo} es funci6n simetrica para 
cada k = 1, 2, .... Es decir, las interacciones existentes entre los puntos presentes en 
la configuraci6n se pueden descomponer. Las funciones Vk se dicen potenciales de 
interacci6n y los procesos puntuales se pueden clasificar por el orden de interacci6n 
entre puntos. Diremos que un proceso puntual tiene interacci6n entre puntos de 
orden k si k = max{j EN: Vj ¥ O}. 
Los procesos puntuales se dicen de Markov (Ripley et al. (1977)) cuando son de 
Gibbs, existe una relaci6n simetrica ,....., de vecindad, y las interacciones son nulas 
excepto para conjuntos de puntos que son vecinos dos a dos (llamados cliques). 
Todos los procesos que aparecen en este trabajo son procesos de Markov. 
2. Proceso puntual de interacci6n par pares 
Los procesos puntuales de Gibbs interacci6n entre puntos mas baja posible se llaman 
pairwise interaction (interacci6n por pares), y han sido profundamente estudiados 
desde la aparici6n del proceso de Strauss (Strauss (1975)) o el proceso hard-core. 
En el caso de tener estacionariedad e isotropia estos procesos se pueden escribir de 
forma general como 
p(x) = a,Bn(x) IT <f>(d(xi, Xj)) (3) 
i<j 
donde </> es la funci6n de interacci6n (la exponencial de la funci6n potencial de 
interacci6n de orden 2). 
Mientras el proceso hard-core unicamente modeliza patrones puntuales regulares 
(puesto que se trata de un proceso de Poisson condicionado a una distancia minima 
entre puntos), el proceso definido por Strauss 
p(x) = a,Bn(x)'YSR(x)' {3, /', R > 0 ( 4) 
(SR(x) es el numero de pares de puntos cuya interdistancia es menor que R), aunque 
no consigue ser una familia de densidades de procesos puntuales para todos los val-
ores de sus parametros, intuitivamente produce patrones de puntos regulares o agre-
gados segun el valor de dicho parametro. Sin embargo noes adecuado para modelizar 
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patrones de puntos ligeramente alejados de la aleatoriedad espacial completa (ver 
M0ller (1993)). 
El modelo mas rico de la familia de procesos puntuales de interacci6n por pares es 
el multiscale pairwise interaction introducido por Heikkinen et al. (1999), dado que 
presenta distintos niveles de interacci6n entre los puntos dependiendo de la distancia 
que los separa, y ademas sirve para aproximar cualquier proceso de interacci6n por 
pares, ya que su densidad viene dada por la formula 




</>(t) = 7~. 
/k 
(5) 
y rp es una funci6n escalonada que puede aproximar cualquier funci6n continua o no 
(k EN, 0 = ro < ri < r2 < · · · < rk y /i > 0 para i = 1, 2, ... , k). 
Asi, se trata del modelo adecuado para estimar los parametros de cualquier proceso 
de interaccion por pares (incluido el 'parametro' rp). Otros modelos de este tipo son 
el proceso de Diggle (Diggle et al. (1994)) y el Very-Soft Core (Ogata et al. (1984) 
y Diggle et al. (1994)). 
3. Proceso puntual de interacci6n de areas 
Generalizaciones a los procesos comentados en la secci6n anterior se obtienen facil-
mente dando libertad al orden de interacci6n entre puntos. Por ejemplo, el proceso 
triplets consiste en permitir interacciones de ternas de puntos. 
Aun asi, los procesos definidos de esta forma tienen la particularidad de poseer una 
funci6n intensidad condicional (de Papangelou >.) escalonada. Es decir si 
{ 




, u Ex 
se fija x y se toma como funcion de variable en W, esta resulta ser escalonada en 
los casos citados anteriormente. 
Una forma de suavizar la intensidad condicional es cambiar la densidad del proceso, 
de forma que, en lugar de contabilizar un numero de puntos cuya interdistancia 
este en cierto rango, se contabilice el area que dos puntos encierran conjuntamente 
dentro de un radio de acci6n R > 0. 
El proceso de interaccion de areas (Baddeley et al. (1995)) viene definido por la 
densidad 
(7) 
donde /3 > 0 es un parametro de intensidad, A(x) representaria el area de la union 
de los discos centrados en cada punto del proceso y de cierto radio dado R > 0, y 
"( > 0 el parametro de fuerza de la interacci6n. 
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Es facil comprobar que el orden interacci6n por puntos noes acotado, por la formula 
de inclusi6n-exclusi6n de la union de conjuntos. Un ejemplo grafico que muestra la 
naturaleza mas suave de la interacci6n en este modelo que, por ejemplo, en el de 
Strauss, es la representaci6n de la intensidad condicional en una region [O, 255]2 
donde hay 8 puntos Figura ??) . 




,.. .. ,.. 
Figura 1: Confi.guraci6n de un proceso de interacci6n de areas con radio R = 15 dentro 
de un cuadrado de 256 x 256 y los correspondientes exponentes de la funci6n intensidad 
condicional. Para 'Y > 1 las sombras claras indican valores altos, y viceversa si 'Y < 1. 
Un resultado importante es la consecuci6n del proceso de interacci6n de areas como 
la marginalizaci6n del proceso bivariante de Widom-Rowlinson (penetrable spheres 
mixture model, Widom et al. (1970)). Dicho proceso bivariante se caracteriza por 
ser la superposici6n de dos procesos de Poisson, condicionados a que exista una 
interdistancia minima entre puntos de distinto tipo. De hecho, su funci6n de densidad 
es 
(8) 
donde /31, (32 > 0 son las intensidades respectivas. 
La densidad del proceso de interacci6n de areas tiene una expresi6n equivalente 
usando integrales de funciones como sigue: 
p(x) = aj3n(x)"(- fw max.,iex l{aEb(x.,R)}da (9) 
Esta expresi6n servira de punto de partida, junto a otra del siguiente modelo ex-
puesto, para la generalizaci6n al modelo que se presenta. 
La utilizaci6n del modelo de interacci6n de areas es muy adecuada pues genera, en 
mayor medida, patrones ligeramente agregados o regulares, y ademas viene moti-
vado por ejemplos intuitivos de aplicaci6n a los contextos biol6gicos, en funci6n de 
animales y comida circundante, o animales y depredadores en posiciones aleatorias. 
Ademas, este modelo admite extensiones a una forma menos estandar en la que las 
figuras que se toman para calcular las areas son conjuntos compactos mas generales 
que los discos. 
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4. Proceso puntual Shot-Noise con peso 
fue introducido en van Lieshout et al. (1998) 
y proceso de de ::ireas. 
oo) donde K(a, .::r) mide influencia 
le rodea et. De este modo, 
x = . se 
el resto region {x ( ·) = 
de funciones se le llama proceso Shot-
por 
p(x) = (10) 
se dice proceso Shot-Noise con peso. Los panimetros son los usuales y la funci6n f 
aparece se llama funcion potencial, y es la responsable de dar lugar a una gnm 
de ejemplos. El proceso de interacci6n de areas es el que se tiene al tomar 
= l{t 2 l} cuando t.:(a,x) = l{a E R)}. 
Ca.he notar que la familia de densidades esta sobre parametrizada, pues la funci6n 
f cambiarse por un multiplo de esta. La situaci6n se resuelve, por ejemplo, 
tomando que JR f(t)dt = 1. 
Las condiciones de buena definid6n de la farnilia de densidades se consiguen med.i-
ante restricciones sabre K y f, por ejemplo /(~x(a) :s; Cn(x). 
El problema de la inferencia, que se atacaba rnediante aproximaciones a la maxima 
verosimilitud, o bien mediante el metodo de estimaci6n de Takacs-Fiksel, o mediante 
!as de pseudoverosimilitud, encontr6 un nuevo impulso tras el desarrollo 
algoritmo de Kendall {Kendall (1998) y Kendall et al. (2000)), ba...sado en el 
Dominated Coupled from the Past, que consigue la simulacion exacta en procesos 
puntuales localrnente estables (definici6n en seccion ??). 
5. Proceso puntual de interaction de areas gener-
alizado 
5.1. Definiciones 
El proceso que se define a continuaci6n genera.liza al proceso de interacci6n de areas 
en el sentido de la expresi6n (??) usando la funcion de infiuencia introducida en los 
procesos Shot-Noise con peso. En ese sentido, si K : t1' x Hl __.. [O, oo) es como se 
describia en la secci6n anterior, la densidad de un proceso de interacci6n de areas 
genernlizado viene dad.a por la expresi6n 
(11) 
donde los para.metros son los usuales. 
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Dado que K-(a, xi) describe el efecto que la presencia del punto Xi tiene sobre el lugar 
a que le rodea, es 16gico asumir que ese efecto decrece en intensidad con la distancia, 
tomandose un truncamiento a partir de un rango r > 0. Asimismo, si no se posee 
informaci6n adicional es razonable suponer isotropfa, es decir, 
K.(a, b) = K.(d(a, b)) 
donde se toma el abuso de notaci6n K: [O, oo) -l- [O, oo). 
Ejemplos de funci6n infl.uencia son, para r, a > 0, 
K.(t) = 
l{t::;r} 
exp [-(~) 2] l{t::; 2a} 
l+t~) 2 l{t::; 3a} 
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Figura 2: Grafico de funciones infl.uencia tipicas. De arriba a abajo, Escalon, 
Cuadratica, Campana y Cauchy. Los parametros de escala son r = 0,07, 
a= 0,07, a= 0,035 y a = 0,0233 respectivamente. 
De hecho, el proceso definido esta sobreparametrizado al igual que Shot-Noise con 
peso, y una forma de evitarlo es tomar el convenio K. = sup a x x:( a, x) = 1. 
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5.2. Existencia y Markov 
Una condici6n suficiente para la buena definici6n de la familia de procesos de inter-
acci6n de areas generalizados es la acotaci6n de la funci6n x:( ·). 




y esta acotada por j3 si / 2:: 1 y por /31-1<:IWI si / < 1. El hecho de tratarse de un 
proceso de Markov (Ripley et al. (1976)) se observa tambien de que la densidad 
es positiva para cualquier configuracion y de que en la expresion de la intensidad 
condicional se pueden obviar los eventos Xi de x tales que 
{a E W: K-(a,xi) =/= O} n {a E W: K-(a,u) of= O} = 0. (14) 
La relacion de vecindad,....., que define el proceso de Markov ser:fa precisamente x rv y 
si y solo si 
{a E W: K(a,x) =/= 0} n {a E W: K,(a,y) =/= 0} =/= (/J. (15) 
5.3. Simulaci6n 
Para este modelo se puede usar cualquier metodo aproximado de simulacion conoci-
do, aunque se va a poder conseguir simulaciones directas (genuinas) de la disribucion. 
Para ello, hay que comentar que si se define una relacion de orden parcial entre las 
realizaciones de los procesos puntuales (la de inclusion x £;;; y), entonces, este modelo 
cumple que ,\(u; x) ::; ,\(u; y) para/ > 1, y la desigualdad contraria si / < 1. En 
otras palabras, p( ·) se dice monotona si 'Y > 1 y antimonotona si 'Y < 1. 
Siendo pues la densidad de un proceso de interaccion de areas generalizado local-
mente estable y monotona o antimonotona, dependiendo del valor de /, se pueden 
extraer simulaciones exactas usando el algoritmo coupling from the past (Kendall 
et al. (2000), Propp et al. (1996)) que se resume a continuacion: 
Un proceso de Poisson dominante de intensidad K-* = max{/3, /3'Y-1<:IWI} 
se extiende retrocediendo en el tiempo desde 0 hasta -n segun un pro-
ceso espacial de nacimiento-muerte (birth-and-death process) de ratio 
de muerte unidad (Preston (1976)). Emparejado a este, se inician dos 
procesos (superior e inferior) en el tiempo -n. El superior con el estado 
del proceso dominante en ese instante, y el inferior en estado vado. Am-
bos se desarrollan hasta el instante inicial (tiempo 0) con transiciones 
gobernadas por el proceso dominante, de modo que estos se van aprox-
imando entre si. Si en tiempo 0 los procesos no tienen el mismo estado, 
se repite retrocediendo hasta tiempo -2n. Cuando los procesos acaban 
con el mismo estado, se dice que se alcanzo la coalescencia, y el estado 
mostrado es una realizacion del proceso. 
La mejor referenda al respecto es Kendall et al. (2000). 
5.4. Inferencia: estimaci6n de parametros 
Estimaci6n parametrica de j3 y / 
A partir de un patron de puntos x, si se conoce la expresi6n de la funcion /'\,(·) que 
gobierna la infiuencia de los puntos sobre la region, es posible realizar la estimaci6n 
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sobre los parametros /3 y 'Y· Si K.(-) tambien es desconocida se debe intentar un 
proceso de estimaci6n no parametrica al estilo de Heikkinen et al. (1999) y Berthelsen 
et al. (2001), que describimos en el siguiente punto. 
Estimaci6n Bayesiana no parametrica 
Al intentar estimar la funci6n K(·), entramos en un contexto Bayesiano. Para mod-
elizar K( ·) a priori usaremos una densidad que proporcione funciones escalonadas (al 
estilo del proceso de interacci6n por pares multiscale (??)) con pequeiios saltos. Un 
metodo similar se us6 de forma pionera por Heikkinen y Penttinen en Heikkinen et 
al. (1999), y refinado por Berthelsen y M!Zlller en Berthelsen et al. (2001). 
Como se cit6 anteriormente, es 16gico trabajar en un conjunto de funciones decre-
cientes. 
{ ~l } "°' ·l{[ . ·)} . ~1 1 = ao;:::: a1 ;:::: ... ;:::: ap;:::: a~1 = 0 K, E L._.,;ai Ti-1,ri . p E 1'l, 0 
. = ro < r1 < ... < rp < rp+l = Tma.x < oo 
i=l 
donde rma.x es el rango maximo de infl.uencia, determinado por el tamaiio de la 
region o por inspecci6n de los estadfsticos coma las funciones K (de Ripley) o J 
(van Lieshout et al. (1996)). 
La densidad de un proceso de interacci6n de area generalizado para tal tipo de 
funci6n escalonada queda 
p(x) = af3n(x)1- L:f=o a;[IUr;+i (x)l-IUr; (x)IJ 
donde Ur(x) = UxexB(x, r) n W y que seria la version del proceso multiscale, pero 
con interacci6n de areas ( que no de pares de puntos). 
N6tese que K( ·) viene unfvocamente determinada por un proceso puntual marcado 
(ri, ai)f=1 en el intervalo [O, Tma.xl· 
Elecciones a priori 
La elecci6n de densidades a priori para f3 y 'Y es mas natural, en contraposici6n a "'' 
pues se debe encontrar un equilibria entre la 'realizaci6n esperada' y la simplicidad-
complejidad de la expresi6n de la densidad. 
Para empezar, como en Berthelsen et al. (2001), f3 se tomara distribuida uniforme-
mente en un intervalo [/3m1n, /3ma.x] que contenga la intensidad observada lfV~ . 
Respecto al parametro 'Y, distinguimos entre patrones regulares y agregados. En el 
primer caso, dado que 'Yes, te6ricamente, un valor de (0, 1), tomarfamos la distribu-
ci6n uniforme estandar. En el otro caso, consideraremos 1-1 distribuido uniforme-
mente en [O, 1]; en otras palabras la densidad sera l/12 para 'YE (1, oo). 
Para K presentamos diversas opciones. En todos los casos, los puntos de discon-
tinuidad se distribuyen segun un proceso de Poisson de intensidad A > 0 prefijado 
por el investigador en [O, Tma.x] (rmax elegido de forma conservadora mediante el 
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Figura 3: Realizacion, con ).. = 25, de una funcion K, con distribuci6n a priori del 
ti po 'escalado'. 
Caso 'Uniforme' 
Aquf cada marca ai associada al punto ri sigue una distribucion uniforme en el 
intervalo [O, ai_ 1] para i = 1, 2, ... ,p. Con ello, la densidad del proceso es 
( ) (1->..)r , 'P 1{1 > a1 > a2 > · · · > aP > O} 7r K, /'i, = e m~x /\ x ----------'-----
a1 a2 · · · ap-1 
con respecto al proceso puntual marcado Ps(Leb x Leb) y donde K, = (ri, ai)f=1 . 
La densidad posterior 
((3 I ) 1 (l->..)r \P 1{1 > a1 > a2 > · · · > aP > O} p , /, /'i, x <X e max /\ x -------------
f3m6J<. - f3rnrn a1 a2 ... ap-1 
x a((3, "(, K,) (3n(x) 1 - 'l:f=o °'i [IUri+i (x)l-iUri (x)I 
Caso 'Exponencial' 
Las marcas ai se obtienen a partir de marcas Si disribuidas independiente y expo-
nencialmente con intensidad >.rm6J<.· Asi ai = 1 - 2:'.:~=l Si· 
La densidad de tal proceso, si /'i, = (ri, 5i)f=1 es 
p ( >.r ' e->..rm.s.x8j) 7r,,.,(K,) = e(l->..)rmax )..P X JI ma.xe_8j 
i=l 
= e(l->..)rmax )..P()..rm6J<.)Pe-(>.rm.s.x-l) °l:f=1 8j 
con respecto al proceso puntual marcado Ps(Leb x exp(l)). 
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N6tese que esta densidad asigna probabilidad no nula a funciones "" no deseadas (ya 
que la suma de los 6~s podrfa exceder 1, hacienda que r;, tome valores negativos). 
Remos elegido aceptar tales funciones para disponer de una densidad con una ex-
presi6n manejable, y lo que se hara es descartar la parte negativa de "' cuando se 
calcula la integral que aparece en la densidad del proceso. 
Asf, para el caso regular ('y E (0, 1)) podemos escribir como densidad a posteriori 
de los parametros 
p(,8,')',K,jX) ex l €(1-.>.)rma.x_AP(,\rma.x)Pe-(Arma.x-l)L;f=1 oj 
.Bmax - .Bmin 
x a(f3,"f,K-) {3n(x) 
x 1- I:f=o max(0,1-I:J~i oJ)[IUri+1 (x)j-!Ur, (x)IJ 
donde K = (ri, 6i)f=i · En el caso agregado se obtiene una expresion similar. 
Caso 'Escalado' 
Aun otra elecci6n posible es CXi+l = Ci+1CXi con 1- ci+l uniformemente distribuida 
en (0, 2 log(.Armax) / ,\rroax)· N6tese que 
lE [CXi+i] = l _ log(.Armax) 
CXi ATmax 
es constante, como tambien la varianza del cociente de infl.uencias. Mas aun, la 
esperanza del ultimo valor no nulo es IEaN = 1/(,\rroax)· 
El modelo descrito tiene como densidad 
Algoritmo de Metropolis-Hastings 
Para la estimaci6n de los valores {3, "I y K usaremos un algoritmo de Metropolis-
Hastings en 3 pasos, uno para cada 'parametro'. Hay que tener en cuenta que el 
paso de K es mas complejo por tratarse de un proceso puntual en sf mismo. 
La estructura del algoritmo (para cada uno de los 3 pasos) es la usual: 
1. Se parte de un valor inicial del parametro. 
2. Se genera un valor propuesto (update) bajo cierta distribuci6n de transici6n. 
3. Se acepta o rechaza la actualizaci6n segun el 'acceptance ratio'. 
4. Se vuelve al paso 2. 
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La particularidad del algoritmo para el paso de r;, es el segundo punto, donde se 
requiere de tecnicas de 'importance sampling' (Geyer (1994)) y de simulacion exacta, 
posible en este caso. 
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