Gorensteiness or generalized Cohen-Macaulayness could not be investigated. The reason is that there is no appropriate theory for the specialization of modules which appear in the homological characterizations.
Generalizing the case of ideals, Seidenberg [S] already gave a definition for the specialization of submodules of a free R-module of finite rank. This naturally leads to a definition for the specialization of quotient modules of free R-modules of finite ranks and therefore for the specialization of arbitrary finitely generated R-modules. But such a definition only makes sense if it does not depend on the presentation of the given module (up to isomorphisms). For instance, for a submodule of a finite R-module of finite rank, one would have two specializations depending on the presentations of the given module as a submodule and as a quotient module of a free module. It is not clear whether these two specializations are isomorphic, and, even when they are isomorphic to each other, the isomorphism should be canonical.
The aim of this paper is to give a definition for the specialization of an arbitrary finitely generated R-module which, up to canonical isomorphisms, does not depend on the presentation of the given module, and which preserves basic properties and operations on modules.
First, we observe that the specializations of free R-modules of finite ranks and of homomorphisms between them can be defined in a natural way. Then, given an arbitrary finitely generated R-module L with a finite presentation F 1 −→ F 0 −→ L −→ 0, where F 0 , F 1 are free modules of finite ranks, we define the specialization L α of L to be the cokernel of the map (F 1 ) α −→ (F 0 ) α . This definition is not as explicit as Seidenberg's definition. However, it has the advantage that all encountered problems concerning the uniqueness of L α (up to isomorphisms) and compatibility with basic operations on modules can be brought back to problems on specializations of free modules and homomorphisms between them which can be studied by the existing theory of specializations of ideals. The uniqueness of L α can be deduced from the preservation of the exactness of finite complexes of free modules at specializations which, by the criterion of Buchsbaum and Eisenbud [B-E] , can be proved by considering the ranks and the depths of determinantal ideals of the given complex. This preservation can be extended to any exact sequence of finitely generated modules. Using this fact we are able to prove that specializations preserve basic operations on modules including the Tor and Ext functors.
For later applications one should also develop a theory for specializations of finitely generated modules over a local ring R P , where P is an arbitrary prime ideal of R. But this is more subtle since the specialization P α of P need not to be a prime ideal in k(α) [x] (see e.g. [T] ). We hope that the results of this paper would help us to settle this problem in the near future. This paper is divided into four sections.
In Section 1 we define the specialization of free modules of finite rank and of homomorphisms between them. The main result is the preservation of finite exact complexes of free modules of finite rank (Theorem 1.5).
In Section 2 we introduce the specialization of arbitrary finitely generated Rmodules and of homomorphisms between them. The specialization of ideals as well as Seidenberg's specialization of submodules of free modules of finite ranks can be considered as special cases of our definition. We will prove that specializations of modules preserve the exactness of an exact sequence (Theorem 2.4).
In Section 3 we study the preservation of basic operations on modules at specializations. As applications we show that for almost all α, dim L α = dim L (Theorem 3.4) and that primary decomposition specializes if k is an algebraically closed field (Proposition 3.5).
In Section 4 we will prove that
for almost all α (Theorem 4.2 and Theorem 4.3). As a consequence, the grade of an ideal on a module remains unchanged at specializations (Corollary 4.4).
Throughout this paper we assume that k is an arbitrary infinite field. We denote
We shall say that a property holds for almost all α if it holds for all α except perhaps those lying on a proper algebraic subvariety of K m . For other notations we refer the reader to [B-H] or [E] .
Specialization of free modules
The specialization of a free R-module and of a homomorphism between free Rmodules can be defined in the following natural way.
Definition. Let F be a free R-module of finite rank. The specialization F α of F is a free R α -module of the same rank.
Let φ : F −→ G be a homomorphism of free R-modules. Let {f i } and {g j } be bases of F and G, respectively. Write
Then we can represent φ by the matrix A = (a ij (u, x)).
Every element a(u, x) ∈ R can be written in the form
For any α such that q(α) = 0 we define
Definition. Let φ : F −→ G be a homomorphism of free R-modules of finite ranks represented by a matrix A. The specialization φ α :
Remark. This definition requires two fixed bases of F α and G α .
If we choose different bases for F and G, then φ is given by a different matrix.
However, the above definition of φ α does not depend on the choice of the bases of F , G in the following sense. Proof. There are transformation matrices C and D such that B = D −1 AC. Since the determinants of C and D are invertible, the determinants of C α and D α are invertible for almost all α. Then we may consider C α and D α as transformations matrices of F α and G α , respectively, which map the given bases of F α and G α to new bases of
Hence B α is the matrix of φ α with respect to the new bases of F α and G α . Lemma 1.2. Let φ, ψ : F −→ G and δ : G −→ H be homomorphisms of free R-modules of finite ranks. Then, for almost all α,
Proof. Let A, B, C be the matrices of φ, ψ, δ with respect to fixed bases of F, G, H. For almost all α we have
Hence the conclusion is immediate. Lemma 1.3. Let φ, ψ be the homomorphisms of free R-modules of finite ranks. Then, for almost all α,
Proof. Let φ, ψ be represented by the matrices A, B, respectively. Then the matrices of φ ⊕ ψ and φ ⊗ ψ are A ⊕ B, and A ⊗ B, respectively. It is clear that
for almost all α.
−→ F 0 be a finite complex of free R-modules finite ranks. By Lemma 1.2,
is a complex of free R α -modules for almost all α. To study the preservation of the exactness of finite complexes of modules at specializations we shall need the following notations.
Let φ : F −→ G be a homomorphism of free R-modules of finite ranks and let A be the matrix of φ w.r.t. fixed bases of F, G. Denote by I t (φ) the ideal generated by the t × t minors of A. Put rank φ := max{t| I t (φ) = 0} and put I(φ) : [E, Theorem 20 .9]). Therefore, we need to study rank φ α and depth I(φ α ). Lemma 1.4. Let φ : F −→ G be a homomorphism of free R-modules of finite ranks. Then, for almost all α,
(ii) Since R and R α are Cohen-Macaulay rings,
for almost all α. Hence depth I(φ α ) = depth I(φ) for almost all α. Theorem 1.5. Let F • be a finite exact complex of free R-modules of finite ranks. Then (F • ) α is an exact complex of free R α -modules of finite ranks for almost all α.
Proof. By Lemma 1.4, we have
Proof. Since the base ring R is regular, we may extend the above exact sequence to a finite exact complex of free R-modules [E, Corollary 19 .8], [B-H, Corollary 2.2.14]:
By Theorem 1.5, (F • ) α is an exact complex of free R α -modules for almost all α.
Specialization of arbitrary modules
In this section we shall introduce the concept of a specialization of an arbitrary finitely generated R-module. Let L be an arbitrary finitely generated R-module.
α be a specialization of φ (as defined in Section 1). We call
If E is a free R-module, then 0 −→ E −→ E −→ 0 is a finite free presentation of E. Hence E α as defined in Section 1 is a specialization of E.
Remark. The above definition of specialization covers Seidenberg's definition for the specialization of submodules of free modules. Let L be a submodule of a free R-
s . Clearly, this definition extends the specialization of an ideal
be a generating set of L and 
Then we have an exact sequence
for almost all α. Hence Im ψ α is the submodule of E α generated by the elements l 1 (α, x), . . . , l t (α, x). By [S, Appendix, Theorem 1], the latter module is equal to L * α for almost all α. Thus,
The definition of L α clearly depends on the chosen presentations of L. If we choose a different finite free presentation
We shall see that L α and L ′ α are canonically isomorphic. For this we need to introduce the specialization of a homomorphism of finitely generated R-modules.
Let v : L −→ M be a homomorphism of finitely generated R-modules. Consider a commutative diagram
where the rows are finite free presentations of L, M . For almost all α we have the diagram
α by Lemma 1.2 and v α is the induced homomorphism which makes the above diagram commutative.
This definition depends only on the presentations of L and M .
Lemma 2.1. v α does not depend on the choices of v 0 and v 1 for almost all α.
Proof. Suppose that we are given two other maps w i :
¿From now on we will identify the given R-modules L, M with fixed finite free presentations
L −→ M will correspond to a map between these finite presentations (as complexes)
Here we will use the same symbol v with subindex i to denote the given map from F i to G i , i = 0, 1. We shall see that there are canonical isomorphisms between the specializations of an R-module with respect to different finite free presentations.
Proof. Put w = v −1 . There is a commutative diagram of the form
The composed map {w i v i | i = 0, 1} of complexes of free R-modules gives a presentation of the identity map id L : L −→ L. Hence it is homotopy equivalent to the map {id F i | i = 0, 1}, by [E, A 3.14] . By Lemma 1.2, the map
complexes of free R α -modules is homotopy equivalent to the map {id
Let L α and L ′ α be specializations of L with respect to different finite free presentations. By Proposition 2.2, L α ∼ = L ′ α and the isomorphism is just the specialization of the identity map id L : L −→ L with respect to the two given presentations of L. In particular, the specialization of the identity map id L : L −→ L with respect to a fixed finite free presentation of L is the identity map id
If we choose two different finite free presentations for the map v :
is commutative. In fact, ε L and ε M are the specializations of the identity maps id L and id M . The commutativity of the diagram follows from the second statement of the following result. 
Proof. (i) From the maps between the finite free presentations of L and M corresponding to v and w we get the commutative diagram
(ii) Consider a commutative diagram
where the last rows is a finite free presentation of N. By Lemma 1.2, (z
We now come to the main result of this section. Proof. By [E, Corollary 19.8] or [BH, Corollary 2.2.14], given two arbitrary finite free 
where the rows and columns are exact for almost all α by Theorem 1.5. Using induction we can easily prove that the sequence
and Coker (ψ 1 ) α is the specialisation of M with respect to the finite free presentation
where M α is the specialization of M with respect to an arbitrary finite presentation and ε α the specialization of the identity map id M : M −→ M . By Proposition 2.2, ε α is an isomorphism. By Lemma 2.3, the above diagram is commutative. Therefore, as the first sequence is exact, so is the second sequence.
Corollary 2.5. Let v : L −→ M be a homomorphism of finitely generated Rmodules. Then, for almost all α,
Proof. By Theorem 2.4, the sequences
are exact for almost all α. Now consider the diagram:
By Lemma 2.3 (ii), the triangle involving v α is commutative for almost all α. Hence the conclusions are immediate.
Remark. By Corollary 2.5, if v is injective (resp. surjective) then v α is injective (resp. surjective) for almost all α.
Corollary 2.6. Let L be a finitely generated R-module. Then
Using induction we may assume that proj.dim H α = proj.dim H for almost all α. By Theorem 2.4, the sequence 0
finite complex of finitely generated R-modules. Then, for almost all α,
Proof. By Corollary 2.5, since the map Im φ i −→ Ker φ i−1 is injective, the map (Im φ i ) α −→ (Ker φ i−1 ) α and therefore the map Im(φ i ) α −→ Ker(φ i−1 ) α is injective, too. So (F • ) α is a finite complex of R α -modules. By Theorem 2.4,
Using Corollary 2.5 again we obtain
Operations on specializations of modules
So far we have defined the specialization of an R-module, but we have not discussed what operations are allowed between them. In this section we will discuss some of the basic operations on specializations of modules.
Lemma 3.1. Let L and M be finitely generated R-modules. There is a finite free presentation of
Let us now consider a submodule M of a finitely generated R-module L. We shall see that M α may be identified with a submodule of L α . Indeed, the canonical map M α −→ L α is injective for almost all α by Corollary 2.5. Moreover, if we fix a finite free presentation of L, then different finite free presentations of M yield different specializations M α , M ′ α with the same image in L α . This follows from the commutative diagram:
where ε α is the specialization of the identity map id M : M −→ M with respect to the two different presentations of M.
By the above observation we may consider operations on specializations of submodules of a module.
Proposition 3.2. Let M, N be submodules of a finitely generated R-module L. For almost all α, there are canonical isomorphisms:
Proof. (i) By Theorem 2.4 we have, for almost all α, the exact sequence
(ii) Consider the exact sequence
Hence we have, for almost all α, the exact sequence
(iii) Consider the exact sequence
where ϕ(x, y) = x + y, x ∈ M, y ∈ N. Similarly as above we can deduce that there are canonical isomorphisms (L/M +N ) α ∼ = L α /M α +N α and, therefore, (M +N ) α ∼ = M α + N α for almost all α.
As a consequence we shall see that generators of an R-module specializes.
Proof. For each j = 1, · · · , s the canonical map R −→ Re j is surjective. By Corollary 2.5, R α −→ (Re j ) α is surjective for almost all α. Hence we can find (e j ) α ∈ (Re j ) α ⊆ L α such that (Re j ) α = R α (e j ) α . Now, applying Proposition 3.2 (iii) we obtain
An important property of specializations of modules is that they preserve the dimension.
Theorem 3.4. Let L be a finitely generated R-module. Then, for almost all α,
Proof. (i) Let L = Re 1 +· · ·+Re s . Then Re j = R/Ann e j , j = 1, · · · , s. By Theorem 2.4, we have the exact sequence (M j ) α for almost all α. Since k is algebraically closed, the residue field of R/℘ j is a regular extension of k(u). By [T, Proof of Lemma 2.1], this implies that (℘ j ) α is a prime ideal for almost all α.
by Theorem 3.4 (i) and Proposition 3.2 (i). Therefore, we can conclude that (M j ) α is a (℘ j ) α -primary submodule of L α for almost all α.
Remark. If k is not algebraically closed, Proposition 3.5 does not hold. For example, if I is the prime ideal (
Proposition 3.6. Let L be a finitely generated R-module and I an ideal of R. For almost all α we have
Proof. We first prove the statements for the case I is a principal ideal (f (u, x) ).
Consider the commutative diagram
By definition, the specialization of the map
Hence the specialization of the map L
−→ L α . By Theorem 2.4, we obtain the exact sequence
and therefore
Now assume that
for almost all α. Similarly, we have
Specialization of Tor and Ext
First we will show that for any free R-module E of finite rank and any finitely generated R-module M, there is a canonical map (E ⊗ R M ) α −→ E α ⊗ R α M α for almost all α. Note that similarly, there is a canonical map Hom
Lemma 4.1. Let φ : E −→ F be a homomorphism of free R-modules of finite ranks and M a finitely generated R-module. Then, for almost all α, there are isomorphisms
such that the following diagram is commutative:
where the last row is induced by the exact sequence (
Theorem 4.2. Let L, M be finitely generated R-modules. Then, for almost all α,
Proof. Let F • : 0 −→ F ℓ −→ F ℓ−1 −→ · · · −→ F 1 −→ F 0 be a free resolution of L. By Proposition 2.7,
for almost all α. By Theorem 1.5,
is a free resolution of L α for almost all α. Therefore
for almost all α. By Lemma 4.1,
for almost all α. Hence we can conclude that Tor Proof. Take a free resolution F • of L. By Proposition 2.7,
for almost all α. By Theorem 1.5, (F • ) α is a free resolution of L α for almost all α. Therefore,
Similarly as in the proof of Lemma 4.1 we can prove that
Let L be a finitely generated R-module and I an ideal of R. The grade of I on L, denoted by grade(I, L), is the maximal length of regular L-sequences in I if L = IL. If L = IL, grade(I, L) := ∞. In particular, the grade of L is the grade of Ann L on R, denoted by grade L. We will show that the grade remains unchanged by specialization.
Corollary 4.4. Let L be a finitely generated R-module. Then, for almost all α, for almost all α. Hence the conclusion is immediate.
(ii) Using Theorem 3.4 we obtain grade L α = grade(Ann L α , R α ) = grade((Ann L) α , R α ) = grade(Ann L, R) = grade L.
Recall that a finitely generated R-module L is perfect if grade L = proj. dim L. It is well-known that perfect R-modules are Cohen-Macaulay modules.
Proposition 4.5. Let L be a finitely generated perfect R-module. Then L α is a perfect R α -module for almost all α.
