Analytical evaluation of the numerical coefficients in the Zassenhaus
  product formula and its applications to quantum and statistical mechanics by Bologna, Mauro
ar
X
iv
:1
80
4.
01
12
5v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  3
 A
pr
 20
18
Analytical evaluation of the numerical coefficients
in the Zassenhaus product formula and its
applications to quantum and statistical mechanics
Mauro Bologna
Instituto de Alta Investigacio´n, Universidad de Tarapaca´-Casilla
7-D Arica, Chile.
Abstract
This paper studies the exponential of the sum of two non-commuting
operators as an infinite product of exponential operators involving re-
peated commutators of increasing order. It will be shown how to deter-
mine two coefficients in front of the nested commutators in the Zassenhaus
formula. The knowledge of one coefficient is enough to generate a closed
formula that has several applications in solving problems ranging from
linear differential equations, quantum mechanics to non-linear differential
equations.
1 Introduction
A crucial problem of mathematical physics is the development of the ex-
ponential of the sum of two non-commuting operators. A very deep and
important application of the Baker-Campbell-Hausdorff formula [1, 2, 3]
and its dual, the Zassenhaus formula [4, 5, 6], is related to quantum me-
chanics. Quantum mechanics is the kingdom of the operators and the
Baker-Campbell-Hausdorff formula, jointly with the Zassenhaus formula,
are an important mathematical tool. Even the simplest case of a time-
independent one-dimensional Hamiltonian shows the difficulty of the prob-
lem. If considered by a general point of view, both the time evolution of a
state |ψ(t)〉 and the eigenvalues problem associated with it are formidable
problems. Indeed the following well-known Schro¨dinger’s equations
ih¯ ∂
∂t
|ψ(t)〉 = H |ψ(t)〉, Hψ(x) = Eψ(x), (1)
Hψ(x) = Eψ(x), H = −h¯2 ∂2
∂x2
+ V (x), (2)
where V (x) is a generic potential, are an unsolved problem. Exact so-
lutions are known for a particular choice of the potential function only.
Schro¨dinger’s equations is a particular case of a linear differential equation
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of order n and with variable coefficients
y(n)(z) + an−1(z)y
(n−1)(z) + · · ·+ a0(z)y(z) = 0, (3)
where y(j) means the jth derivative of y(z). It can be rewritten as
d
dz
Y (z) = Y (z)M(z), Y (z) ≡
[
y(z) · · · , y(n−1)(z)
]
. (4)
Reducing Eq. (3) to a linear differential equation for a linear operator,
Eq. (4), then we may write a formal solution via the Magnus expansion [4].
This last case is directly related to the solution of the problem of a time-
dependent Hamiltonian that is an intensive research field [7, 8, 9, 10,
11, 12, 13, 14, 15, 16]. In particular in Refs. [13, 15] the investigation is
performed using the Zassenhaus formula. In the present paper, we will find
an approximated formula obtained from the Zassenhaus expansion based
on the knowledge of the coefficients in front of the nested commutators.
Another important active research field is Statistical Mechanics. We
will focus on the liouvillian approach to statistical mechanics, i.e.
∂
∂t
ρ(q1 · · · qn, t) = −
n∑
i=0
∂
∂qi
[ai(q1 · · · qn, t)ρ(x, t)]. (5)
The associated Langevin equations (Ref. [17] for an historical point of
view and [18] for a generalization) are
dqi
dt
= ai(q1 · · · qn, t), i = 1, · · ·n, (6)
where ai(q1 · · · qn, t) are given functions that in general can be stochastic.
Its connection to statistical mechanics can be found via the Van Kampen’s
lemma [19] that relates the liouvillian density to the probability density
through the relation P (q, t) = 〈ρ(q, t)〉. It is virtually impossible to list a
complete bibliography on the topic. For this reason, the reader is referred
to few exemplary textbooks or paper collections [20, 21, 22, 23, 24].
As we may infer by direct inspection, Eqs. (6) are a set of non-linear
equations whose solution is generally unknown. Using the results of the
paper we will find an approximate analytical solution of Eqs. (6) and
consequently of Eq. (5). To realize that we will use the Liouville equation
or more in general, a linear partial differential equation. Solving non-
linear problems through the solution of linear problems is a technique
used in literature (see Ref. [25] on this topic) and a recent method based
on spectral decomposition is presented in Ref. [26]. Applying the results
of the paper we will be able to evaluate the argument of the liouvillian
density and through the method of characteristics, we will give a formula
for the solution of Eqs. (6).
The paper is organized as follows: In Sec. 2 we will obtain an analytical
expression for the coefficients of the nested commutators [A, [A, · · · , [A,B]]]
and [[[A,B], · · · , B,B]. In Sec. 3, using the result of the previous section,
we will find an approximated closed formula for linear differential equa-
tions. In Sec. 4 we will apply the previous results to recover the fundamen-
tal energy level of a quantum system in a generic shallow potential well
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and we will shortly sketch a solution for the time evolution of a quantum
state. In Sec. 5, using the result of Sec. 2, we will find an approximated
closed formula for the first order non-linear differential equations applied
to statistical mechanics.
2 The Zassenhaus product formula
In this section, we will study an analytical approach to determine the co-
efficients in the Zassenhaus exponents in front of the nested commutators.
The knowledge of these coefficients inspired several recent works (see for
example [28, 29, 30]). As we will see, the result will have several im-
portant applications. Our starting point is the analytical solution of the
operatorial differential equation obtained in Ref. [27]. Given the equation
d
dt
Y (t) =M(t)Y (t), (7)
its solution is
Y (t) =
[
I +
∫ t
0
M(t0) exp [uO] |t0=0 du
]
Y (0) (8)
where M(t) is a time dependent operator, such as for example a n × n
matrix, and O is defined as
O ≡ d
dt
+M(t). (9)
The symbol I is the identity matrix and it is understood that O acts on
the left, i.e. on M(t0). The symbol exp [uO]M(t0) |t0=0 means that it
must be evaluated at t0 = 0. Equivalently for the equation
d
dt
Y (t) = Y (t)M(t) (10)
we have
Y (t) = Y (0)
[
I +
∫ t
0
exp [uO]M(t0) |t0=0 du
]
(11)
where it is understood that O acts on the right. The aim of this sec-
tion is to rigorously show that the coefficient in the Zassenhaus prod-
uct formula associated to the term [A, [A, · · · , [A,B]]] is (−1)n/n! while
[[[A,B], · · · , B,B] is −(n− 1)/n!.
As starting point, we will prove that when the matrix M(t) and its
derivatives commute at any value of the parameter t than we will recover
the solution of the differential equation (7). To fix the ideas let us assume
that M(t) is a diagonal matrix. Using the Trotter product formula [31]
we may rewrite solution (11) as
Y (t) = Y0

I + lim
N→∞
N∏
j=1
t∫
0
exp
[
u
N
∂t0
]
· · ·
exp
[
u
N
M(t0)
]
M(t0) |t0=0du
)
. (12)
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Note that the operator exp
[
u
N
∂t0
]
translates of a quantity u
N
the argu-
ment of M(t0). Without loss of generality we set t0 = 0. Performing the
translation and exploiting the commutating properties of the matrix M
we may write
Y (t) = Y0

I + lim
N→∞
t∫
0
N∏
j=1
exp
[
u
N
M
(
j
u
N
)]
M (u) du

 . (13)
Since M
(
j u
N
)
commutes for any value of j u
N
, we rewrite Eq. (13) as
Y (t) = Y0

I + lim
N→∞
t∫
0
exp
[
N∑
j=1
u
N
M
(
j
u
N
)]
M (u) du

 . (14)
We now use the fact that for N → ∞ we can write the sum in the con-
tinuous limit, i.e.
u
N
N∑
j=1
M
(
j
u
N
)
→
u∫
0
M (z) dz. (15)
Plugging the result into Eq. (14) we finally obtain
Y (t)=Y0

I+
t∫
0
exp

 u∫
0
M (z) dz

M (u) du

=Y0 exp

 t∫
0
M (z) dz

. (16)
We will use this result to determine the coefficient in front of the term
[A, [A, · · · , [A,B]]] in the Zassenhaus expansion formula. Indeed if we
consider the Zassenhaus expansion formula [4]
exp[u(A+B)] = exp [uA] exp [uB] exp
[
−1
2
u2 [A,B]
]
exp
[
1
6
u3[A, [A,B]]− 1
3
u3[[A,B], B]
]
· · · (17)
and setting A = ∂t and B =M(t) we have that
[∂t,M(t)] = ∂tM(t) ≡M (1), · · · , [∂t, [∂t, · · · , [∂t,M(t)]]] =M (n). (18)
Formally solution of Eq. (11) can be rewritten as
Y (t) = Y0

I +
t∫
0
exp [u∂t] exp [uM(t)] exp
[
−1
2
u2 [∂t,M(t)]
]
exp
[
1
6
u3[∂t, [∂t,M(t)]]− 1
3
u3[[∂t,M(t)],M(t)]
]
· · ·M (t) |t=0 du) . (19)
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Since M(t) and its derivatives are commutating matrices ∀t, all the com-
mutators present in the formula vanish except for those that contain
only once the matrix M . Using the properties of the translational op-
erator exp [u∂t] we may write the following
Y (t) = Y0

I+
t∫
0
exp [uM(u)] exp
[
−1
2
u2M (1)(u)
]
exp
[
1
6
u3M (2)(u)
]
· · · exp
[
cnu
nM (n−1)(u)
]
· · ·M (u) du
)
. (20)
Exploiting again the commutating properties of M(t), the exponential
matrix product is commutative and we may write Eq. (20) as
Y (t) = Y0

I +
t∫
0
exp
[
∞∑
n=1
cnu
nM (n−1)(u)
]
M (u) du

 . (21)
This result has to be the same result obtained in Eq. (16). This is so if
and only if
u∫
0
M (z) dz =
∞∑
n=1
cnu
nM (n−1)(u) (22)
Integrating by part repeatedly the left side of Eq. (22) we end up into
∞∑
n=1
(−1)n−1 u
n
n!
M (n−1)(u) =
∞∑
n=1
cnu
nM (n−1)(u). (23)
Equating the coefficients of the power laws of the two series we infer that
cn =
(−1)n−1
n!
. (24)
We may use the same development in terms of nested commutators iden-
tifying A with M and B with ∂t. In this case Eq. (19) may be written
as
Y (t) = Y0

I +
t∫
0
exp [uM(t0)] exp [u∂t] exp
[
−1
2
u2 [M(t), ∂t]
]
exp
[
1
6
u3[M(t), [M(t), ∂t]]− 1
3
u3[[M(t), ∂t], ∂t]
]
· · ·M (t) |t=0 du) . (25)
As before the solution has to be the solution given in Eq. (16). But
in this case the identification of the correspondent coefficient is not so
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straightforward. We assume the same conditions on the matrix M as
before but we consider that its elements are polynomial. Without loss
of generality, we set its matrix element as f(t) = tn. It is no hard to
see that the m-th nested commutator is [[M(t), ∂t] · · ·] = (−1)mM (m)(u).
Since the matrices commute, we may perform the sum of the exponen-
tials exp [cm [[M(t), ∂t] · · · ∂t]] and, according to Eq. (22), we must have
n∑
m=0
c¯m
(−1)mn!
(n−m)!u
n+1 =
∫ u
0
Mij(z)dz =
1
n+ 1
un+1. (26)
For each power of the polynomial we determine the coefficient c¯m. We
may write the following recursive relationship
c¯n =
(−1)n
(n+ 1)!
−
n−1∑
m=0
c¯m
(−1)n−m
(n−m)! . (27)
It is straightforward to show that Eq. (27) correspond to
c¯n = − (n− 1)
n!
. (28)
Formulas (24) and (28) give an analytical expression for the coefficients in
front of the nested commutator [A, [A, · · · , [A,B]]] and [[[A,B], · · · , B,B]
respectively. The exactness of those formulas can be checked in Ref. [28,
29, 30].
3 Ordinary differential equations with small
variable coefficients
In this section, we will use the result of Sec. 2 to provide an approximate
solution of a differential equation in the form
y(n)(t) + an−1(t, ε)y
(n−1)(t) + · · ·+ a0(t, ε)y(t) = 0 (29)
where ε is a small parameter and an−1(t, ε) → 0 for ε → 0. The above
equation can be written as a first order differential equation in the form of
Eq. (10). We will consider the problem set in Eq. (29) when the matrixM
may be written asM(t) = εN(t), where N(t) is a matrix with finite values
of its elements. We assume that it holds the following equality
[
M (s)(t),M (p)(t)
]
= 0, for s, p ≥ k (30)
where k is a given integer. Using the results of the previous section we
obtain at ε order
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Y (t) ≈ Y0
(
I +
∫ t
0
exp[uM(u)] · · · exp
[
cku
kM (k−1)(u)
]
exp
[
∞∑
n=k+1
cnu
nM (n−1)(u)
]
M(u)du
)
=
= Y0
(
I +
∫ t
0
exp[uM(u)] · · · exp
[
cku
kM (k−1)(u)
]
exp
[∫ u
0
M(z)dz −
k∑
n=1
cnu
nM (n−1)(u)
]
M(u)du
)
(31)
where the coefficients cn are given by Eq. (24). In particular if M(t)
commutates starting from the second derivative on, we have the following
approximate formula
Y (t)≈Y0
(
I +
∫ t
0
exp[uM(u)] exp
[∫ u
0
M(z)dz − uM(u)
]
M(u)du
)
. (32)
As example we consider the following second order differential equation
d2
dt2
x(t) = ε2f(t)x(t). (33)
Note that the small coefficient ε can be eliminated by rescaling the vari-
able t and leading to an alternative formulation of the problem
d2
dτ 2
x(τ ) = f(τ/ε)x(τ ). (34)
The above equations can be generated by a two dimensional system
d
dt
[x(t), y(t)] = [x(t), y(t)]M(t), M(t) = ε
[
0 f(t)
1 0
]
, (35)
and, applying Eq. (32), we obtain
x(t) = a
(
1 +
∫ t
0
ε2∆(u) cosh
[
uε
√
f(u)
]
+ ε
√
f(u) sinh
[
uε
√
f(u)
]
du
)
+
+ bε
∫ t
0

ε∆(u) sinh
[
εu
√
f(u)
]
√
f(u)
+ cosh
[
εu
√
f(u)
] du, (36)
y(t) = aε
∫ t
0
f(u) cosh
[
εu
√
f(u)
]
du+
b
(
1 + ε
∫ t
0
√
f(u) sinh
[
εu
√
f(u)
]
du
)
, (37)
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where
∆(u) =
∫ u
0
f(z) dz − uf(u). (38)
It is no hard to see that a sufficient condition so that Eqs. (36) and (37)
are a valid approximation in t ∈ [a, b] is
∣∣∣∣
∫ t
0
f(z) dz − tf(t)
∣∣∣∣ =| ∆(t) |≤ K (39)
where K is a finite positive number. For an infinite interval, t ∈ [0,∞),
a sufficient condition is given by f(t) = k + g(t) where k is a finite value
parameter and g(t) is a finite value function such that g(t) → 0 faster
than 1/t for t→∞. Less strict conditions can be found according to the
case under study. As example, we consider the differential equation
d2
dt2
x(t) = −ε2
(
1− t exp
[
−t2
])
x(t), x(0) = 1,
dx
dt
∣∣∣
t=0
= 0, ε = 0.2. (40)
The coefficient f(t) is on purpose taken with an exponentially decaying
term. This will show that the contribution of such a term to the correc-
tion to the unperturbed solution (x0(t), x
′
0(t)) = (cos εt,−ε sin εt) is not
negligible. The approximate solution given by Eq. (36) is visually indis-
tinguishable and it is more convenient to plot the percent error. Since the
solution is oscillating, to plot the percent error we can not use the tradi-
tional definition | xex(t) − xapp(t) | / | xex(t) |. This because when the
exact solution xex(t) vanishes, the error would be divergent, regardless of
how the approximate value is near to the exact one. To overcome this
difficulty we first define the percent error as the ”distance” between two
functions with respect one of the two. In mathematical symbols
∆E = 100
‖y2(t)− y1(t)‖L1
‖y2(t)‖L1
(41)
where y2(t) is the reference function, y1(t) is the approximated function
and ‖ · ‖L1 is defined as
‖y(t)‖L1 =
∫
I
|y(t)|dt (42)
In Fig. 1 it has been plotted the percent error between the exact so-
lution and the ”unperturbed” solution i.e. x0(t) = cos εt. The percent
error, given by ‖xex(t)− x0(t)‖L1/‖xex(t)‖L1100, is of the order of 10%.
In Fig. 2 it has been plotted the percent error between the exact solution
and x(t) given by Eq. (36). The percent error is of the order of 2%. We
end the section noting that if we consider the derivative of the solution
then the percent error between the exact solution and the unperturbed
8
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Figure 1: Plot of the the percent er-
ror ∆E. On the horizontal axis the t
variable while the vertical axis rep-
resents ∆E. Here xapp(t) = cos εt.
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Figure 2: Plot of the the percent er-
ror ∆E. On the horizontal axis the t
variable while the vertical axis rep-
resents ∆E. Here xapp(t) is given
by Eq. (36) with a = 1 and b = 0.
solution x′0(t) = −ε sin εt ranges from 10% up to 50%. Taking the deriva-
tive of Eq. (36), the percent error between the exact solution and the
approximate solution is of the order of 1%. Finally, we note that one
can build more accurate solutions rearranging x(t) the derivative of the
function x(t) and y(t) according to the initial values (x0, y0). A detailed
study of this topic is out of the scope of this paper.
4 Applications to quantummechanics: shal-
low potential well and time evolution of a
quantum state
Many works in quantum mechanics are devoted to finding approximate
solutions of Schro¨dinger’s equation. Among them, several methods use
Zassenhaus expansion formula [13, 15]. As already noticed in the pre-
vious sections, this paper is more focused on the wide range of possible
applications of the proposed method rather than its accuracy. In spite of
the fact that we are working with a first order approximation, the accu-
racy is enough to find both the energy level of a quantum particle in a
shallow potential well and the time evolution of a quantum state. First
we will study the stationary Schro¨dinger’s equation to evaluate the energy
of a particle in a shallow potential well. The one dimension Schro¨dinger’s
equation reads as
d2ψ
dx2
+
2m
h¯2
[E − V (x)]ψ = 0 (43)
where for shortness we dropped off the argument of the wave function.
Without loss of generality, we assume that the potential is of the form V (x) =
−V0g(x/a) where a is a length scale parameter and g(z) a positive func-
tion. Performing the variable change z = x/a and defining e = E/V0 we
may rewrite Eq. (43) as
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d2ψ
dz2
+ ε2 [e+ g(z)]ψ = 0, ε2 ≡ 2mV0a
2
h¯2
. (44)
We will focus on a shallow potential well. The literature on shallow po-
tential well is vast and we limit ourselves to Ref. [32] as textbook. In
particular, we consider a symmetric potential with a finite value for the
minimum as shown in Fig. 3. The condition for shallow potential well is
-U0
x
UHxL
Figure 3: The plot represents a potential well V (x) = −V0g(x/a) of depth V0 .
ε2 ≪ 1. Since we are interested to the bound state, i.e. e = −|e| < 0
with g(x) > 0, we rewrite Eq. (44) as
d2ψ
dz2
− ε2 [|e| − g(z)]ψ = 0. (45)
Setting f(z) = |e| − g(z), if g(z) → 0 faster than 1/|z| for |z| → ∞, then
condition (39) applies. Vanishing the coefficient of the positive exponen-
tials in solutions (36) and (37), we obtain the necessary conditions to have
a decaying solution at infinity. At the zero and first order on g(z), we have
(
−ε∆∞ +
√
|e|
)
a+
(
1− ε ∆∞√
|e|
)
b = 0, ∆∞ ≡
∫
∞
0
g(z)dz (46)
√
|e|a+ ε∆∞√
|e|
b = 0. (47)
Vanishing the determinant of the above system we have the condition
(
−ε∆∞ +
√
|e|
)2
= 0, ⇒ |e| = ε2∆2∞, (48)
or, in terms of the energy E,
E = −2mV
2
0 a
2
h¯2
∆2∞ = − m
2h¯2

 ∞∫
−∞
V (x)dx


2
. (49)
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We recovered the result given at pag. 163 in Ref. [32].
We end this section shortly studying the time evolution of a quantum
state. To apply directly the formalism of Sec. 2 we consider the time
evolution of 〈ψ(t)|. Setting for brevity h¯ = 1, we have
−i ∂
∂t
〈ψ(t)| = 〈ψ(t)|(H0 + εH1(t))| (50)
where H0 is a time-independent Hamiltonian and εH1(t) is a small time-
dependent correction to H0. Passing to the interaction representation [33]
we may always transform Eq. (50) into
−i ∂
∂t
〈ψI(t)| = 〈ψI(t)|εHI(t) (51)
with HI(t) = exp[iH0t]H1(t) exp[−iH0t]. Using the results of Sec. 2 at ε
order we may write the approximate solution
〈ψI(t)| ≈ 〈ψI(0)|
(
I +
∞∏
n=1
∫ t
0
exp
[
iεcnu
nH
(n−1)
I (t)
]
iεHI(u)du
)
(52)
where the coefficient cn are given by (24). Without to specify the commu-
tator [H
(i)
I (t),H
(k)
I (t)] no further calculations can be performed. Finally,
we note that if the perturbation H1(t) is time-independent, then the ap-
proximate solution for the time evolution of a state |ψ(t)〉 is given by
|ψ(t)〉 ≈ exp [−iH0t] exp [−iεH1t]
∞∏
n=2
exp [−iεcntn[H0, [H0, · · · , [H0,H1]]]] |ψ(0)〉. (53)
5 Statistical mechanics and non-linear equa-
tions
Generally speaking, a non-linear first order differential equation is an un-
solved problem. There is not a general method to solve such a differential
equation. One can use a recursive method such as the method of succes-
sive approximations (see for example Ref. [34]). These kind of methods
are quite hard to handle from an analytical point of view. In this section,
we will provide an approximate closed formula for first order non-linear
differential equations. Let us consider the non-linear first order equation
dx
dt
= a(x, t). (54)
where x is a vector and a(x, t) is a given vectorial function. Its connec-
tion to statistical mechanics can be found simply interpreting Eq. (54) as
Langevin equation [17, 18]. The corresponding Liouville equation is
11
∂∂t
ρ(x, t) = −∇ · [a(x, t)ρ(x, t)]. (55)
If a(x, t) is a stochastic function then, via the Van Kampen’s lemma [19],
the liouvillian density is related to the probability density by the rela-
tion P (x, t) = 〈ρ(x, t)〉. The difficulty to solve Eq. (54) is inherited by
Eq. (55) since also for Eq. (55) there is not a general method for solving
it. But, using physical arguments, if we interpret Eq. (54) as the motion
equation of a particle, then the solution of Eq. (55) is
ρ(x, t) = δ(x− xP (t)) (56)
where δ(z) is the Dirac delta function and xP (t) is the solution of Eq. (54).
An important advantage of considering Liouville equation, or, more in gen-
eral, a linear partial differential equation, is that for the partial differential
equation we may use a linear theory. For our purposes, we can exploit the
theory developed in Sec. 3. For sake of simplicity, we shall focus on a one-
dimensional case with a(x, t) a real function. The one-dimensional case
can be related to anomalous diffusion. In the past thirty years, anoma-
lous diffusion has been intensively investigated [35, 36, 37, 38, 39]. We
will study the following non-linear equation [40, 41]
dx
dt
= − ∂
∂x
V (x) + F (t) (57)
where, in a over-damped regime, V (x) represent a potential and F (t) can
be interpreted as a force and more in general as a stochastic force. The
above equation can be always rewritten as
dx
dt
= ε
[
− ∂
∂x
v(x) + f(t)
]
(58)
where now t, x, v(x) and f(t) are dimensionless quantities and ε is a
parameter that we will take small. Alternatively, making the variable
change t→ τ/ε, we may consider also equations like
dx
dτ
= − ∂
∂x
v(x) + f
(
τ
ε
)
. (59)
The corresponding Liouville equation is
∂
∂t
ρ(x, t) = ε
∂
∂x
[v′(x)ρ(x, t)]− εf(t) ∂
∂x
[ρ(x, t)]. (60)
Due to the formalism developed in Sec. 3 it is more convenient to study
the equivalent equation
∂
∂t
Φ(x, t) = ε[v′(x)− f(t)] ∂
∂x
Φ(x, t) ≡ Φ(x, t)M. (61)
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Both equations have as solution an arbitrary function G(x, t) = const
where the arguments x, t are the solution of the characteristic equation, i.e.
Eq. (58). The knowledge of the characteristic curve implies the knowledge
of the function xP (t) of Eq. (56) and ultimately the knowledge of the
statistical function ρ(x, t). Following the prescription of Sec. 2, a formal
solution of Eq. (61) via Eq. (8) is given by
Φ(x, t) = Φ(x, 0)
[
1 +
∫ t
0
du exp
[
u
(
∂t0 + ε
←−
∂x[v
′(x)− f(t0)]
)]
×
× ε
←−
∂
∂x
ε[v′(x)− f(t0)]|t0=0du
]
(62)
with the understanding that the partial derivative with respect to x acts
on the left (stressed by the arrow on top of the partial derivative symbol),
while the partial derivative with respect to t acts on the right. Applying
Eq. (32) we obtain the approximate solution
Φ(x, t) ≈ Φ(x, 0) + Φ(x, 0)
∫ t
0
exp
[
εu
←−
∂x[v
′(x)− f(u)]
]
×
exp
[
−←−∂xε
(∫ u
0
f(z)dz − uf(u)
)] ←−
∂
∂x
ε[v′(x)− f(u)]du. (63)
To perform the action of the exponential operators we make a change of
variable as following
w =
1
ε
∫ x
0
1
u′(y)− f(u)dy, Φ(x, 0) = Φ¯(w(x)) (64)
and we have
Φ (x, 0) exp
[
εu
←−
∂x[v
′(x)− f(u)]
]
exp
[
−←−∂xε
(∫ u
0
f(z)dz − uf(u)
)]
=
= Φ¯ [w(x− ε∆(u)) + u] (65)
where we used the definition of ∆(u) given in Eq. (38). We may rewrite
Eq. (63) as
Φ(x, t) ≈ Φ(x, 0) +
∫ t
0
∂
∂w
Φ¯ [w(x− ε∆(u)) + u] du. (66)
With enough accuracy we may substitute the partial derivative ∂w with ∂u.
Integrating by part, taking in account that Φ¯ [w(x− ε∆(t)) + t] |t=0 =
Φ¯(w(x)) = Φ(x, 0) we finally obtain
Φ(x, t) ≈ Φ¯ [w(x− ε∆(t)) + t] . (67)
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The solution of the linear problem is giving us the solution of the non-
linear problem (58) setting as constant the argument of function Φ¯(z),
i.e.
w(x− ε∆(t)) + t = 1
ε
∫ x−ε∆(t)
0
1
v′(y)− f(t)dy + t = constant. (68)
The constant can be determined using the initial condition x = x0 at t = 0.
It is worthy to stress the following points:
a) When f(t) is a constant Eq. (68) gives the known exact solution.
b) The difficulties to invert Eq. (68) with respect to x are the same of
the exact case, i.e. when f(t) = constant.
c) The derivative of the potential function v′(x) is subjected to the
less restrictive condition |v′(x)| < K with K a positive constant,
while f(t) must satisfy the more strict condition (39).
We now will consider an example that will illustrate the points (a), (b), (c).
We will study Eq. (68) using as potential a periodic potential [that does
not satisfy (39)] in presence of an arbitrary force f(t). This problem is
known as the diffusion in the egg-carton potential [42, 43]. The movement
equation is
dx
dt
= ε [a cos(βx) + f(t)] , x(0) = 0. (69)
According to Eq. (68) the solution of Eq. (69) is given by
2 tanh−1
[
(a−f(t)) tan
[
β(x−ε∆(t))
2
]
√
a2−f2(t)
]
β
√
a2 − f(t)2
+ εt = 0 (70)
The inversion of Eq. (70) is straightforward and x(t) can be found explic-
itly. This step is left to the reader. In Fig. 4 we compare the numerical and
the analytical solution in the case of a slowly damped harmonic force f(t)
f(t) = f0 +
b cos(Ωt)
1 + t
2
τ2
. (71)
The agreement is excellent and the percent error evaluated with formula
(41) is smaller than 1%. A detailed study of the solution is out of the
scope of this paper.
6 Conclusion
In this paper, it has been shown how to determine two coefficients in the
Zassenhaus expansion. The analytical expression of these coefficients al-
lowed a series of applications ranging from nth order linear equations, eval-
uation of eigenvalues, to first order non-linear equations. We have been
14
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Figure 4: The dotted line represents the numerical solution of Eq. (69) while
the continuous line is the plot of solution (70). The value of the parameters
are: a = −1, β = 2, f0 = 1, b = 1, Ω = 6, τ = 1, ε = 0.1 .
able to build an approximate closed formula at first order of the expan-
sion parameter ε in the case of linear differential equations and non-linear
first order differential equation. We showed the applications regarding the
evaluation of eigenvalues and the statistical mechanics. Finally, we gave
a formula implying an infinite matrix product of exponential operators
for the time evolution of a quantum state. According to the expression
of the Hamiltonian, the product of the of exponential operators can be
summed and expressed as a closed analytical formula. The presented ap-
proach could be extended to evaluate other coefficients in the Zassenhaus
expansion and to solve higher order non-linear differential equations. This
is left for a future work.
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