Abstract. We prove that generic fiber-bunched and Hölder continuous linear cocycles over a non-uniformly hyperbolic system endowed with a u-Gibbs measure have simple Lyapunov spectrum. This gives an affirmative answer to a conjecture proposed by Viana in the context of fiber-bunched cocycles.
Introduction
The notion of (uniform) hyperbolicity was introduced in the context of dynamical systems by Smale [32] , and since then has played a major rule in this area of research. This notion is expressed in terms of (uniform) rates of contraction and expansion by the dynamics along complementary directions. At first, it was conjectured that uniform hyperbolicity is quite frequent among all dynamical systems. Newhouse then proved that this was not the case: he exhibited a C 2 -open set of diffeomorphisms on the 2-sphere where none of its elements are hyperbolic [25] .
In order to describe the majority of dynamical systems, weaker notions of hyperbolicity were introduced and have been intensively studied. These include partially hyperbolic and non-uniformly hyperbolic dynamical systems. The notion of nonuniform hyperbolicity is defined in terms of Lyapunov exponents: a diffeomorphism is non-uniformly hyperbolic if it has no zero Lyapunov exponents. Lyapunov exponent measure the asymptotic rates of contraction and expansion along directions and are one of the most fundamental notions in dynamical systems. They have received a great deal of attention in the last decades, and they are the focus of the present work. Among many interesting questions that can be posed about them, we cite the following:
• What are the regularity properties of Lyapunov exponents?
• How frequently a system has at least one non-zero Lyapunov exponent?
• How frequently a system has Lyapunov exponents all different from zero?
• How frequently a system has Lyapunov exponents all different ? The context of linear cocycles has provided a fruitful playground for addressing these questions, since it allows to detach the underlying dynamics from an action, induced by it, on a vector space. In this context the abundance of non-uniform hyperbolicity, foreseen since the pioneering works of Furstenberg [16] , Guivarch and Raugi [18] , Goldsheid and Margulis [17] on random i.i.d. products of matrices, was later extended by Bonatti and Viana [12] , Viana [33] , Avila and Viana [2] to include a much broader class of (Hölder continuous) cocycles over hyperbolic maps. More recently, Matheus, Möller and Yoccozz [24] considered the Kontsevich-Zorich cocycle, Poletti and Viana [29] established a criterion for simplicity of the Lyapunov spectrum for cocycles over partially hyperbolic maps, and Bessa et al [9] considered the top Lyapunov exponent for linear cocycles on semisimple Lie groups over non-uniformly hyperbolic diffeomorphisms. One should mention that the coincidence of all Lyapunov exponents (in opposition to the abundance of non-uniform hyperbolicity) occurs for generic continuous cocycles over ergodic automorphisms, as proved by Bochi [10] . In this note, we are interested in the last question: how frequently a system has Lyapunov exponents all different ? When this happens, we say that the Lyapunov spectrum is simple. Our main result is the following. Theorem 1.1. Generic fiber-bunched linear cocycles over a non-uniformly hyperbolic system have simple Lyapunov spectrum.
Since we need some preliminary definitions, the precise statement of our result is at the end of Section 2 after some preliminary definitions. It provides an affirmative answer to a conjecture of Viana in [33] , p. 648, in the context of fiber-bunched cocycles: the set of linear cocycles whose Lyapunov exponents are all different contains an open and dense set of fiber-bunched cocycles. We remark that other similar questions have also attracted the attention of the community and have already been answered in some specific contexts, see [3, 4, 7, 8, 11, 12, 15, 28, 34] and references therein. We also remark that for the dynamical cocycle, corresponding to the cocycle Df over the diffeomorphism f , fewer results are known.
Definitions and Statements
In this section we introduce some preliminary notions and provide the precise statement of our main result. Let M be a closed smooth manifold, f : M → M a C 1+β diffeomorphism and µ an ergodic f -invariant measure.
Linear cocycles and Lyapunov exponents.
Given an integer d ≥ 1 and K = R or C, the linear cocycle generated by a matrix-valued map A :
Its iterates are
Sometimes we denote this cocycle by (f, A) or simply by A, when there is no risk of ambiguity. The projectivized cocycle f A :
A natural example of linear cocycle is given by the derivative cocycle: the cocycle generated by A(x) = Df (x) over f . When log A and log A −1
are both integrable, a famous theorem of Oseledets [26] guarantees the existence of a full µ-measure set R(µ) ⊂ M , whose points are called µ-regular, such that for every x ∈ R(µ) there exist real numbers
for every non-zero v ∈ E i,A x and 1 ≤ i ≤ k. Moreover, since µ is ergodic, the Lyapunov exponents λ i (A, x) are constant on a full µ-measure subset of M (and thus we denote it just by λ i (A, µ)) as well as the dimensions of the Oseledets subspaces
is called the multiplicity of λ i (A, µ). We say that the cocycle (f, A) has simple Lyapunov spectrum with respect to the measure µ if every Lyapunov exponent has multiplicity one. This means that A has d distinct Lyapunov exponents.
2.2. Non-uniformly hyperbolic systems and Gibbs states. An f -invariant measure µ is said to be hyperbolic if all Lyapunov exponents
Nonuniform hyperbolicity implies the existence of a very rich geometric structure of the dynamics of f , given by stable and unstable manifolds in the sense of Pesin (see [5] ): there exists a full µ-measure set H(µ) ⊂ M so that through every point x ∈ H(µ) there exist C 1 embedded disks W 
Moreover, W s loc (x) and W u loc (x) depend measurably on x, as C 1 embedded disks, as well as the constants τ x and C x . By Lusin's theorem, we may find compact hyperbolic blocks H(C, τ ), whose measure can be made arbitrarily close to 1 by increasing C and decreasing τ , such that in H(C, τ ) the sets W s loc (x) and W u loc (x) vary continuously, τ x > τ and C x < C. In particular, the sizes of W s loc (x) and W u loc (x) are uniformly bounded from zero on H(C, τ ), as well as the angles between these disks. The drawback on this argumentation is that H(C, τ ) is in general not f -invariant. Definition 2.1. An f -invariant measure µ is called a u-Gibbs state (respectively, an s-Gibbs state) if its disintegrations along unstable (respectively, stable) manifolds are absolutely continuous with respect to the Lebesgue measure.
In the literature, u-states are also called SRB measures. The simplest example is given by volume preserving diffeomorphisms: the Lebesgue measure is both an s-Gibbs and a u-Gibbs state. The class of u-Gibbs measures is physically relevant: physical measures 1 of uniformly hyperbolic and of many partially hyperbolic attractors are u-Gibbs states, see e.g. [1, 13, 27] and references therein. By [19, 20, 21] , an f -invariant measure µ is a u-Gibbs state iff it satisfies the entropy formula
For χ > 0, let µ be an ergodic χ-hyperbolic measure. We say that the cocycle
for every x ∈ M and n ∈ Z. A simple remark is that the previous notion does not depend on the invariant measure µ but on the hyperbolicity constant χ > 0. Let B r,α χ (M ) denote the set of C r,α cocycles that are
Main theorem.
The main result of this work is that, for u-Gibbs measures, a typical fiber-bunched cocycle has simple Lyapunov spectrum. More precisely, we have the following theorem. It is clear that Theorem A above also applies for s-Gibbs measures. Indeed, while on the one hand µ is s-Gibbs for f iff it is u-Gibbs for f −1 , on the other hand a cocycle is fiber-bunched for (f, µ) iff it is fiber-bunched for (f −1 , µ). Moreover, similar calculations to those of [12] imply that the complement B r,α χ (M ) \ O has infinite codimension, that is, it is locally contained in finite unions of closed submanifolds with arbitrarily large codimension. Theorem A should be compared to [33] , where the author proved that an open and dense set of C r,α cocycles over an ergodic χ-hyperbolic measure with local product structure such that each of the cocycles has at least one positive Lyapunov exponent.
At this point it would be interesting to exhibit non-trivial examples of open sets of cocycles which are not fiber-bunched and yet have simple Lyapunov spectrum. By non-trivial examples we mean, for instance, not having dominated decomposition.
The proof of Theorem A has two main ingredients: the first is the simplicity criterion established by Avila and Viana [2] , and the second is the symbolic description of non-uniformly hyperbolic diffeomorphisms given by Sarig [31] and Ben Ovadia [6] .
We would also like to mention that our result can be extended to the case when the base dynamics is the class of billiards considered by Lima and Matheus in [23] , since their symbolic description is the same as the ones given in [31, 6] .
Preliminaries
This section recalls some notions and results that will be used in the proof of Theorem A.
3.1. Topological Markov shifts. The notation in the section is the same as in the Appendix. Let G be a directed graph with a countable vertex set R, such that every vertex has at least one ingoing and one outgoing edge. The topological Markov shift associated to G is the pair ( Σ, σ) where
With this metric, Σ is a complete separable metric space and σ is a hyperbolic homeomorphism (with hyperbolicity constant e χ 2 ). Furthermore, Σ is compact iff G is finite, and it is locally compact iff every vertex of G has finite ingoing and outgoing degrees. We define
This set contains all periodic point of σ. Also, by the Poincaré recurrence theorem, every σ-invariant probability measure is supported on Σ # . The next result plays an important role in our proof. It was first established by Sarig for surface diffeomorphisms [31] and later generalized to any dimension by Ben Ovadia [6] .
For each χ > 0, there exists a locally compact topological Markov shift ( Σ, σ) and a Hölder continuous map π : Σ → M such that:
has finitely many pre-images in Σ # . More specifically: there is ϕ : R → N such that if x = π(R) with R n = R for infinitely many n > 0 and
In Appendix A we present a brief sketch of the proof of Theorem 3.1. The proof not only provides the existence ( Σ, σ) and π, but it also implies some additional properties of these objects, such as Lemma 4.4 below. That is why we decided, to maintain consistence and simplify the understanding of the reader, to use the notations of [31, 22] . 3.2. Product structure and continuous product structure. Consider
Points in Σ + will be denoted by R + and points in Σ − will be denoted by R − . There are canonical projections P + : Σ → Σ + and P − : Σ → Σ − , obtained by dropping all the negative coordinates respectively all of the positive coordinates of elements of Σ.
We define the local stable and local unstable sets of R ∈ Σ by
We think of Σ − and Σ + as parametrizations of the local stable and unstable sets, respectively. Observe that: 
where ν s = P − * µ and ν u = P − * µ and the density ρ is measurable. Moreover, we say that µ has continuous product structure if the density ρ : Σ → R + is uniformly continuous and bounded away from zero and infinity.
Invariant holonomies. A (α-Hölder) stable holonomy for the linear cocycle generated by
loc (R) which satisfy, for some L > 0, the following properties:
Replacing the cocycle generated by A over σ by the cocycle generated by A over σ −1 , we obtain an analogous definition for the unstable holonomies H u, A RS , S ∈ W u loc (R). Examples of linear cocycles admitting stable and unstable holonomies are given by locally constant cocycles and χ 2 -fiber-bunched cocycles. In these cases, the families of stable and unstable holonomies are given by:
See for instance [11, 33] .
Translation to the symbolic setting
The goal of this section is to prove the proposition below, which provides a translation of our problem to the symbolic setting. Remember that B The existence of the semi-conjugacy π : Σ → M follows readily from our assumptions and Theorem 3.1, so it remains to prove items (1) and (2) .
We begin with (2). Let A : Σ → GL(d, K) be the map given by A(R) = A( π(R)). Observe that, since π is Lipschitz (see Remark 3.2), A is α-Hölder. Moreover, by the definition of A and the assumptions on A,
for R, S ∈ Σ in the same stable manifold (similarly for points in the same unstable manifold under iteration of σ −1 ), it follows that A is fiber-bunched in the sense of [2] . By [2, Proposition A.6], A admits stable and unstable. This proves (2) .
To prove (1), we proceed as in [31] : since the semi-conjugacy π satisfies property (3) of Theorem 3.1, we can define the measure µ by
where π # : Σ # → M is the restriction of π to the recurrent set Σ # . The fact that µ is indeed a probability measure is proved in [31, Proposition 13.2] . The same proposition shows that µ is σ-invariant and satisfies π * µ = µ. Furthermore, almost every ergodic component of µ also projects to µ. Passing to an ergodic component, it remains to prove the continuous product structure.
Extensions of Gibbs measures have continuous product structure.
A measurable set Q ⊂ M is said to have local product structure if for every x, y ∈ Q there exist Pesin stable and unstable manifolds W s loc (x), W u loc (y) that intersect in a unique point, and this intersection point belongs to Q. We denote the intersection point by [x, y] . In this case, for any x 0 ∈ Q there are measurable sets We stress that the notions of product structure and continuous product structure stated by Definition 3.3 and the notion of local product structure defined above do not coincide, in general.
Remark 4.3. Observe that by the absolute continuity of stable and unstable holonomies any Gibbs state (u-Gibbs or s-Gibbs) has local product structure.
In the remaining of this section we prove that the measure µ defined by (3) has continuous product structure. We begin with some auxiliary results about π given by Theorem 3.1, as detailed in Appendix A.
The proof of Lemma 4.4 is based on [31] , and is contained in Appendix A. Given a cylinder [R] ⊂ Σ, let µ R := µ| [R] . By Rokhlin's disintegration theorem (see [35] ), µ R has a disintegration along local stable sets W s loc (R + ), say given by Φ, µ R := Φ −1 * µ| R has a disintegration along stable manifolds, say
The next lemma gives us a relation between the disintegrations of µ R and µ R . To state it precisely, let us introduce the following notation: given R ∈ Σ, write R = (R + , R − ) where R − = P − (R) and
s is the inverse image of x by Φ. Although these notations do depend on the choices of N s and N u , they are locally welldefined, so we abuse notation and write π − (R − ) = x s and π + (R + ) = x u . By Remark 4.5, we can also write π
Lemma 4.6. For P + * µ-almost every R + and every measurable set
Proof. Given a symbol R ∈ R, let R :
, and let p = π( p). Let N u × N s be coordinates on R centered at p, induced by the local product structure. 
Let B ⊂ [R] be a measurable set with µ(B) > 0. We have
where
Since disintegrations are uniquely defined almost everywhere, the result follows.
A simple consequence of the lemma above is the following corollary.
Corollary 4.7. If µ has local product structure then µ has product structure. Moreover, if µ has local product structure with density ρ then µ has product structure with density ρ given by ρ(R) = ρ( π(R)).
Proof. The first part of the claim is a direct consequence of Lemma 4.6. To prove the second part, write Φ 
and we conclude that
Now we are ready to prove that µ has continuous product structure. Assume that µ is an s-Gibbs state (the case of u-Gibbs states is analogous). Proposition 4.8. If µ is an s-Gibbs state then µ has product structure with density function ρ : Σ → R + uniformly continuous and bounded away from zero and infinity.
In Corollary 4.7 we proved that µ has product structure and its density function ρ is given by ρ(R) = ρ( π(R)
for every x, y in the same stable manifold. Let Γ ⊂ Σ × Σ be the set defined by Γ = {(R, S) ∈ Σ × Σ : R n = S n , ∀n ≥ 0}, and consider the function ∆ : Γ → R given by ∆(R, S) = ∆( π(R), π(S)). We now study the regularity properties of ∆. Let us recall the notion of weak Hölder continuity.
Definition 4.9. Let (X, dist X ) be a metric space. A function g : X → R is called weak Hölder if there exists γ > 0 such that for every ǫ > 0 there exists C(ǫ) > 0 such that
Clearly, every weak Hölder functions is absolutely continuous.
Lemma 4.10. The function ∆ is weak Hölder (hence uniformly continuous), and it is bounded away from zero and infinity.
Proof. Define Jf s (R) := JDf | E s ( π(R)) and let
The map R → E s ( π(R)) is Hölder continuous (the two dimensional case has been proved by Sarig, the necessary tools to prove the multidimensional version of this lemma have been developed in [6] , hence the same proof of the case of surfaces establishes the higher dimensional case). Since f is C 1+β and M is compact, R → log Jf s (R) is Hölder continuous and bounded away from zero. Let γ be its Hölder exponent and C > 0 the corresponding constant. Thus, for every (R, S) ∈ Γ,
Therefore, log ∆ n converges uniformly to log ∆ and We now claim that log ∆ is weak Hölder. Indeed, if (R, S), (U , P ) ∈ Γ then log ∆ n (R, S) − log ∆ n (U , P )
Recalling that R → log Jf s (R) is (C, γ)-Hölder, we obtain that
where the first summand in the latter expression is related to distances of points that are not necessarily in the same stable manifold and the second summand to distances of points in the same stable manifold. Now, since σ is Lipschitz with Lipschitz constant L = e χ/2 , it follows that
Given ǫ > 0 if we take n large enough such that 2C 
, ∀S ∈ Σ.
In particular, Lemma 4.10 implies that ψ : [R] → R + is uniformly continuous and bounded away from zero and infinity. 
By the absolute continuity of the unstable foliation (h 
We now fix some (y u , y s ) ∈ N u × N s and define φ :
, an analogous calculation to the one did in the proof of Lemma 4.10 shows that φ is uniformly continuous and bounded away from zero and infinity. By Corollary 4.7 and the equality ρ = ψφ, we obtain that ρ = ψ φ and so ρ is also uniformly continuous and bounded away from zero and infinity. This concludes the proof of Proposition 4.8.
To conclude the proof of Proposition 4.1, it remains to show that µ can be chosen to be ergodic. This follows from the next lemma.
Lemma 4.11. Almost every ergodic component of µ projects to µ and has continuous product structure.
Proof. By [31, Proposition 13.2] almost every ergodic component of µ projects to µ. We claim that the ergodic decomposition of µ is actually a sum of restrictions of µ to union of cylinders. Indeed, let Σ 0 ⊂ Σ be a full µ-measure subset on which the Birkhoff theorem holds for every continuous function. Divide Σ 0 into equivalence classes: R ∼ S if the Birkhoff averages are the same for every continuous function. For any cylinder [R], using a Hopf argument we conclude that µ-almost every point in [R] is in the same equivalence class. So, every equivalence class is a union of cylinders, modulo sets of zero measure. In particular, there are at most countably many classes, which we denote by Γ j , j ∈ N. Hence µ = j µ j where every µ j := 1 µ(Γj ) µ| Γj is ergodic. Moreover, the restriction of µ j to a cylinder of positive measure is a multiple of the restriction of µ to this cylinder. In particular, every µ j has continuous product structure.
The proof of Proposition 4.1 is now complete.
Simplicity is typical
In this section we conclude the proof of Theorem A. We begin recalling a criterion established by Avila and Viana in [2] that guarantees the simplicity of the Lyapunov spectrum of a fiber-bunched cocycle over a topological Markov shift. 5.1. Simplicity Criterion. Let P ∈ Σ be a σ-periodic point with period q ≥ 1.
is simple if there exists a σ-periodic point P ∈ Σ of period q ≥ 1 and some homoclinic point U ∈ W u loc (p) such that: (P) all eigenvalues of A q (P ) have distinct absolute values; (T) for any invariant subspaces (sums of eigenspaces) E and F of A q (P ) with [2] ). If A : Σ → GL(d, K) is simple then the cocycle generated by A over σ has simple Lyapunov spectrum.
Observe that, in order to apply Theorem 5.2, we only need ( Σ, σ) to be a topological Markov shift and the measure µ to have continuous product structure in the sense of Definition 3.3. This fact follows from [2, Appendix A.1]. In our context, Proposition 4.1 establishes that this is exactly the case for the topological Markov shift ( σ, µ) and measure µ induced by the pair (f, µ) satisfying the hypothesis of Theorem A.
Conclusion of the proof of Theorem A.
Keeping all the notation introduced in the previous sections, we will prove that A satisfies Definition 5.1. Before going into the proof, let us remind part (3) of Theorem 3.1: there exists a function ϕ : R → N such that if x = π(R) with R n = R for infinitely many n > 0 and R n = S for infinitely many n < 0 then #{S ∈ Σ # : π(S) = x} ≤ ϕ(R)ϕ(S).
Proof. Assume first that K = C. Let P ∈ Σ be a σ-periodic point with period q, let U ∈ W u loc (P ) be a homoclinic point such that σ ℓ (U ) ∈ W s loc (P ) and consider p = π(P ) and z = π(U ). Since A takes values in GL(d, C), we can perform a small C r,α -perturbation of A on a neighborhood of p such that the perturbed map
is arbitrarily close to A and all eigenvalues of B ′q (p) have distinct absolute values. In particular, B ′ = B ′ • π satisfies the pinching condition. To obtain the twisting property, we begin observing that π[ σ nq (U )] = π[ σ jq (U )] for every pair of distinct integers n, j. Indeed, if this is not the case then there are n = j such that π[ σ nq (U )] = π[ σ jq (U )]; using that π • σ ℓ = f ℓ • π for all ℓ ∈ Z, we get that f q(j−n) (z) = z and so is z is periodic, which contradicts the choice of U . Thus, there exists a small neighborhood V ⊂ M of z such that U / ∈ σ nq [ π −1 (V )] for every n = 0. In particular, modifying B ′ in this neighborhood V does not change neither of the holonomies H
that is supported on V . Consequently, there is a cocycle B that is C r,α -arbitrarily close to B ′ , coincides with B ′ outside V , and such that ψ B P U does not preserve the invariant subspaces of B q (P ), hence B has the twisting property. Noting that, since B and B ′ coincide outside V , B still satisfies the pinching condition. This concludes the proof of the proposition when K = C. Now assume that K = R. The first perturbation performed in the case K = C can also be performed when K = R, therefore we can assume that A already satisfies the twisting property at a periodic point P of period q ≥ 1. The difficulty is to obtain the pinching property, because there may exist pairs of complex eigenvalues. To bypass this issue, we explain how to adapt ideas from [12, Section 9] to our context. After a small perturbation, if necessary, we can assume that there exists a splitting
where each E j (P ) is a one or two dimensional eigenspace and the eigenvalues corresponding to different subspaces have different absolute values. This perturbation can be done in a way that A still satisfies the twisting condition at P . If all subspaces E j (P ) are one dimensional, then we are done. So, let us assume that dim E j (P ) = 2 for some j, that is E j (P ) is associated to a complex eigenvalue of A q ( π(P )). Since the cocycle A admits stable and unstable holonomies and has the twisting property at P , there exists a horseshoe H containing P and U and a dominated decomposition
∞ cocycle on M such that the matrix R tδ (p) is a rotation of angle tδ when restricted to the plane E j (P ) ⊂ R d , and is the identity map when restricted to the other subspaces E i (P ), i = j. Consider the continuous family of cocycles A δ,t := R tδ A ∈ B r,α χ (M ). By the symbolic dynamics, there exists a sequence (R n ) n of periodic points of H such that each R n has period nq + ℓ, the points σ i (R n ) and σ i (U ) are close for every 0 ≤ i ≤ ℓ, and the points σ ℓ+i (R n ) and σ i (P ) are close for every 0 ≤ i ≤ qn. As we will perturb the cocycle generated by A : M → GL(d, R) over f , we need real eigenvalues for the perturbation of A per(xn) (x n ), where x n := π(R n ). The point x n is clearly periodic for f . If the projection π restricted to the orbit { σ j (R n ), j ≥ 1} is injective, then the argument given in [12, Section 9] works directly in our context. If not, we need to estimate the period of x n .
If u ∈ R denotes the symbol such that P ∈ [u] then the symbol u appears infinitely many times in the coding of the periodic point R n and, by part (3) of Theorem 3.1, π −1 (x n ) has cardinality less than or equal to m := ϕ(u) 2 < ∞. Therefore, the period of x n satisfies per(x n ) ≥ nq+ℓ m . Now, the argument of [12, Section 9] shows that the variation of the rotation number of A per(xn) δ,t (x n ) is at least ntδ 2m . Thus, for n sufficiently large we can find t close to 0 so that A per(xn) δ,t (x n ) has a real eigenvalue of multiplicity 2 in the plane E j (R n ). Then, making an extra small C r,α -perturbation near the point x n , we obtain two different real eigenvalues on E j (R n ). Repeating this process a finite number of times (in fact, no more than d times) we find a cocycle B close to A and a periodic point P ∈ Σ that has both the twisting and pinching properties. 
This map is Lipschitz continuous, since the C 0,α -norm of π * A on Σ is bounded by Here we give, as much as possible, a brief sketch of the proof of Theorem 3.1, as well as a self contained proof of Lemma 4.4, based on the work of Sarig [31] and of Ben Ovadia [6] . We eventually refer the reader to [22] and [23] , where some of the arguments have been simplified and/or are better explained. Let f : M → M be a C 1+β diffeomorphism on a closed smooth Riemannian manifold M of dimension d, and let χ > 0.
χ-hyperbolic measure: An f -invariant probability measure µ on M is called χ-hyperbolic measure if µ-almost surely all of its Lyapunov exponents are in R\[−χ, χ].
We restate Theorem 3.1 below.
has full measure for every χ-hyperbolic measure.
has finitely many pre-images in Σ # . More specifically: there is ϕ : R → N such that if x = π(R) with R n = R for infinitely many n > 0 and R n = S for infinitely many n < 0 then #{S ∈ Σ # : π(S) = x} ≤ ϕ(R)ϕ(S). (4) For every χ-hyperbolic measure µ, there exists a σ-invariant measure µ such that π * µ = µ.
We recap some definitions of [31] . In the sequel, we fix ε > 0 sufficiently small. Let x ∈ M be a regular point in the sense of the Oseledets theorem, and assume that the Lyapunov exponents of f at Generalized pseudo-orbit: A generalized pseudo-orbit (gpo) is a sequence {v n } n∈Z of double Pesin charts s.t. v n → v n+1 for all n ∈ Z. A positive gpo is a sequence {v n } n≥0 of double Pesin charts s.t. v n → v n+1 for all n ≥ 0; a negative gpo is a sequence {v n } n≤0 of double Pesin charts s.t. v n−1 → v n for all n ≤ 0. See [ 
equal to the unique limit point obtained by the application of the sequence of contractions Shadowing: Each gpo {v n } n∈Z shadows a unique point, equal to the intersection of the admissible manifolds The underlying idea used to prove these results is simple: the set of all double Pesin charts is the union of countably many precompact subsets. Being precompact, each of these subsets has a contable and dense subset. The union of these coutable and dense subsets defines the countable family A . Let Σ be the topological Markov shift with vertex set A and edge relation defined as above.
The coding π: It is the map π :
The family Z : It is the family Z = {Z v : v ∈ A }, where
In general, each Z v is neither closed nor open. Although the elements of Z might intersect non-trivially, the family Z is locally finite: for each Z ∈ Z , the set
This property is certainly one of the main difficulties encountered in [31] . Let Z ∈ Z , say Z = Z(v).
Invariant fibres on
Apply a Bowen-Sinaȋ refinement to the family Z , see [31, Section 11.1] . This defines a new family R of disjoint sets that covers the same set as Z . The family R has three main properties, as we will now explain: local finiteness with respect to Z , product structure, and the Markov property. Local finiteness with respect to Z follows by the local finiteness of Z and is expressed by two properties:
• For each R ∈ R, the set {Z ∈ Z : Z ⊃ R} is finite.
• For each Z ∈ Z , the set {R ∈ R : R ⊂ Z} is finite. The sets W s/u (x, R) are usually fractal-like subsets of R, contained in the Pesin stable/unstable manifolds at x. Fix R ∈ R, and let x, y ∈ R. Since W s (x, R) and W u (y, R) are subsets of an s-admissible and a u-admissible manifold at a same double Pesin chart, their intersection consists of at most one element. The product structure property states that W s (x, R) and W u (y, R) indeed intersect at one point, denoted by [x, y] , and that [x, y] ∈ R. See [31, Proposition 11.5].
Markov property: Let R, S ∈ R, and assume that x ∈ R and f (x) ∈ S. Then
See [31, Proposition 11.7] . Let Σ be the topological Markov shift with vertex set R and edge relation R → S iff f (R) ∩ S = ∅.
The coding π: It is the map π : Σ → M defined by the equality { π(R)} := n≥0 f n (R −n ) ∩ · · · ∩ f −n (R n ), for R = {R n } n∈Z ∈ Σ.
This map is well-defined for two reasons: by the Markov property, the right-hand side is the intersection of a descending chain of closed sets; by the non-uniform hyperbolicity, the diameters decrease exponentially fast. See [31, Section 12.2] for details. A point of attention is that, since each R ∈ R is usually neither closed nor open, the good definition of π requires that we take closures. This could potentially increase the image of π and prevent finiteness-to-one, but fortunately there is a relation between the images of π and π, as observed in [31, Lemma 12.2] .
Proof of Lemma 4.4. Let R = {R n } n∈Z , S = {S n } n∈Z ∈ Σ with R 0 = S 0 = R. Let x = π(R) and y = π(S). We have [R, S] = U , where U = {U n } n∈Z is defined by U n = R n , n ≥ 0 S n , n ≤ 0.
We wish to show that π( Now define u = {u n } n∈Z by u n = v n , n ≥ 0 w n , n ≤ 0.
Clearly π(U ) = π(u), since: # does not contain any periodic orbits and has zero measure for every shift invariant probability measure (Poincaré recurrence theorem). To conclude this appendix, we explicitly state the bound on the cardinality of π −1 (x) ∩ Σ # .
Affiliation: We say that R, R ′ ∈ R are affiliated if there are Z, Z ′ ∈ Z s.t. R ⊂ Z, R ′ ⊂ Z ′ and Z ∩ Z ′ = ∅.
Given R ∈ R, define N (R) := #{(R ′ , Z ′ ) ∈ R × Z : R, R ′ are affiliated and Z ′ ⊃ R ′ }.
The local finiteness properties of R with respect to Z imply that N (R) < ∞. Let x = π(R) with R ∈ Σ # . Sarig proved in [31, Theorem 12.8] that if R n = R for infinitely many n ≥ 0 and R n = S for infinitely many n ≤ 0, then π −1 (x) ∩ Σ # has at most N (R)N (S) elements. The proof is an adaptation of the "diamond argument" of Bowen [14, pp. 13-14] .
