In the last few years, optical camera communication (OCC) has benefited from built-in CMOS image sensors in smart devices. OCC is now considered a candidate for incorporation into IEEE 802.15.7r1. A major study on OCC was conducted for line-of-sight (LOS) environments. To enable users to receive OCC signals reflected from any surface easily, we considered non-LOS (NLOS) OCC in a heterogeneous reflective background in this study. A modified background subtraction method was proposed to identify the transmitted modulated signal that was recorded in an image. Then, the majority vote principle was used to restore the damaged pixels that were primarily caused by nonuniform reflection from the heterogeneous reflective background. The experimental results obtained after using a self-built NLOS OCC system demonstrated a significant improvement in the bit error rate when the proposed OCC signal recovery method was used for different distances between a smartphone and a heterogeneous reflective background.
Introduction
In the last few years, the luminous efficacy of LEDs has been improved considerably; thus, LEDs have increasingly become a mainstream light source. LEDs quickly respond to variations in electrical current and can convert electrical signals into optical signals to achieve illumination and wireless communication in a unified environment. This form of communication is known as visible light communication (VLC) [1] , [2] . When engaging in VLC, a receiver uses an optical sensor to convert the received optical signals into electrical signals, and in the past, photodetectors were primarily used for signal reception. However, more recently, image sensors, which are widely embedded in smart devices, have been used for signal reception. At present, in fact, smart devices are generally equipped with image sensors that are used to receive VLC signals. This has led to the development of optical camera communication (OCC) technology [3] , [4] .
While photodetectors were previously used to receive data in VLC, the OCC technology that has emerged as a new form of VLC extends the primary function of cameras from that of capturing images to the communication function of obtaining information bits transmitted through LED light-ing sources. In comparison with photodetectors, the widespread availability of image sensors in smartphone camera modules has allowed them to become the major driving force in facilitating the development of OCC applications, which has resulted, in turn, in the standardization of OCC being considered for the IEEE TG7m [5] . Without any need to modify hardware, the image sensors assembled in smartphone camera modules are capable of capturing and transforming the modulated optical signals from LED lighting sources into electrical signals, and as such, existing image sensors are enabling OCC technology to become a promising candidate for optical wireless communications.
Several studies have used built-in CMOS image sensors in smartphones as the receiver during OCC. When the OCC transmission rate is higher than the image-sensor frame rate, a single image frame can be used to record several bright and dark fringes. Thus, the different logic bits can be represented using the rolling shutter effect to increase the line-of-sight (LOS) OCC transmission rate so that it is higher than the image-sensor frame rate [6] . In [7] , second-order polynomial fitting was used to eliminate the blooming effect in a CMOS sensor when the sensor was used to engage in LOS OCC, and histogram equalization and a Sobel filter were used to improve the OCC performance. In [8] , effective grayscale values were selected from each row for signal demodulation by sorting the grayscale values of the pixels obtained from each row. The moving exponent average (MEA) algorithm was proposed to reduce the extinction ratio fluctuation to improve performance during LOS OCC. For optical signals that are received after being reflected from a pure-white reflective surface, a non-line-of-sight (NLOS) OCC message broadcast system, including the physical layer and link layer, was presented in [9] . Currently, most OCC experiments are discussed in the context of LOS situations. However, LOS transmission could cause strong image sensor blooming effects when detecting modulated optical signals [6] - [8] . Moreover, a smartphone camera should always be aligned with the LED luminaires in an LOS scenario, resulting in unusual use cases because the lighting sources are typically found on the ceilings of indoor environments. NLOS supported OCC thus seems to be more normal for daily usage in that it enables users to easily receive OCC signals reflected from any reflective surface. A few previous studies have considered NLOS OCC, but the reflective surface in those studies was assumed to be pure white [8] . In practical terms, light could be reflected from any of the surfaces of indoor objects, causing a heterogeneous reflective background when engaged in NLOS OCC. Against a heterogeneous reflective background, a glossy material strongly reflects light, whereas a dull material absorbs light, leading to a nonuniform reflection, and this phenomenon damages the received image pixels and results in significant performance degradation [9] .
In this study, we consider the scenario of NLOS OCC against a heterogeneous reflective background, with the aim of easily receiving optical signals that are reflected from any surface. Against a heterogeneous reflective background, bright and dark fringes become fragmentary due to the nonuniform reflection caused by different materials. To address this issue, we first proposed a modified background subtraction method to adaptively construct a background frame for extracting the bright and dark fringes from each grayscale image in a video. Then, we used binary clustering for fringe classification on the basis of the majority vote principle and identified the damaged pixels for recovery. In contrast to the polynomial fitting method and the MEA method adopted in previous studies [7] , [8] , only simple and logical computations are involved in the proposed scheme. Thus, the proposed method is suitable for mobile computation. The method was used in a self-built NLOS OCC system. The performance of the proposed method was assessed for different distances between a heterogeneous reflective background and a smartphone camera, and the results revealed that the bit error rate (BER) was considerably improved when the proposed modified background subtraction method was used.
The Proposed NLOS OCC Signal Detection Scheme
In this study, the built-in CMOS image sensor of a commercial smartphone was used to receive the transmitted signals during NLOS OCC by capturing videos. In the transmitter, the optical power output of the LED sources is varied in accordance with the transmitted signals. When the information transmission rate is higher than the frame rate of the image sensor, the LED light intensity is varied several times according to the transmitted signals in a period of image frame. By setting the exposure time below the transmitted bit period, the image sensor recodes several bright and dark fringes within one image frame because each row of pixels in the CMOS image sensor is sequentially activated by a rolling shutter. The sample images of a captured video obtained after conducting grayscale conversion are presented in Fig. 1 (a) and (b) for a pure-white background and a heterogeneous reflective background, respectively. Due to NLOS transmission, the CMOS sensor has a less substantial blooming effect on the grayscale images. However, many broken fringes can be observed in Fig. 1(b) . These fringes occur because image pixels are damaged due to nonuniform reflection from a heterogeneous reflective background. Against a heterogeneous reflective background, a glossy material strongly reflects light, whereas a dull material absorbs light. Thus, the distribution of grayscale values in an image captured against a heterogeneous reflective background exhibits violent fluctuation compared with an image captured against a pure-white background, as presented in Fig. 1(c) and (d) . Some studies have used histogram equalization and a Sobel filter to enhance the performance of mobile phone camera VLC [7] . Against a heterogeneous reflective background, the use of histogram equalization improves the extinction ratio of the image; however, the fringes remain damaged. Moreover, a Sobel filter extracts the fringes' edges but cannot restore the broken fringes.
In this study, we proposed a modified background subtraction method to eliminate the effect of nonuniform reflection when the smartphone received a signal against a heterogeneous reflective background. In image processing, background subtraction is a technique used to extract foreground objects, such as humans, cars, and text, that are objects of interest for further processing. During OCC, transmitted information is hidden in both dark and bright fringes on an image captured by using a camera module. The fringes are considered objects of interest on the image. In addition to the desired transmitted signal, the nonuniform reflected light from a heterogeneous reflective background and the temporal noise captured by the camera module cause the fringes to become fragmented. Consequently, these broken fringes must be restored. The proposed method uses four steps as follows:
1) Setting the background frame: In the original background subtraction method, the first background frame, B (1) , is the first frame, F (1) , in the video. Then, the following background frames are updated using various background updating algorithms. In the considered case, the primary objective is to identify the bright and dark fringes rather than to extract moving objects. Thus, all pixel values in the background frame B (s) for the s-th video frame are adaptively set to be a pure grayscale value b (s) on the basis of its current frame F (s) . Here, b (s) is the average grayscale value of all pixels on F (s) and can be represented as follows:
wherep (s)
t denotes the mean grayscale value of the pixels located on the t-th row in the s-th video frame F (s) , and T denotes the number of rows in F (s) . On the basis of (1), for example, the background frame of Fig. 1(b) is presented in Fig. 2(a) . 2) Background subtraction: To illustrate how a background frame B (s) is subtracted from the s-th frame F (s) , background subtraction is conducted on the image presented in Fig. 1(b) , as illustrated in Fig. 2(b) . Furthermore, an indicator frame I (s) is used to identify the bright and dark pixels on the s-th frame by determining (F (s) − B (s) ) as follows: 
On the basis of (2) and (3), the bright and dark pixels hidden in the original fragmentary frame can be initially determined, as presented in Fig. 2(c) . 3) Fringe clustering and recovery of damaged pixels: As presented in Fig. 2(c) , each fringe must be classified and the damaged pixels must be restored before conducting signal demodulation. The majority vote principle is used as follows. t ) > 0. In both cases, these pixels are converted to repair the damaged pixels. Fringe clustering and the recovery of damaged pixels were performed on the image illustrated in Fig. 2(c) , as presented in Fig. 2(d) . 4) Extraction of logical bits: The demodulation of the fringes embedded in the image frames, which are represented by grayscale values, back to logical bits is accomplished by selecting a column vector of grayscale values from the image frame and calculating a threshold function to decide the logical bits. In some previous studies, the polynomial fitting method was used for a specific column matrix, which was selected based on some criteria, to calculate the threshold function to decide the logical bits [7] , [8] . However, the asymptotic complexity when an n-th order polynomial is fitted to an m × 1 data vector is O (n 2 m), and thus this method may not be suitable for use in mobile computing. In our proposed method, all pixels in each row have the same grayscale value, and the grayscale value is either zero or 255 after fringe clustering and the recovery of damaged pixels. Thus, the logical bits can be extracted by selecting an arbitrary column in F (s) . An information bit is considered to be logic 1 and logic 0 when the grayscale value is 255 and zero, respectively. The main contributions of the proposed NLOS OCC system in comparison with the methods presented in previous studies are summarized as follows. First, optical modulated signals are freely received from any reflective surface, and thus the proposed NLOS OCC has no need for the alignment of light sources and the camera lens. Moreover, to the best of our knowledge, this study is the first to adopt a heterogeneous reflective background scenario, and thus it is more truly representative of normal use cases involving NLOS OCC transmission. Second, in the proposed method, the situation of the selected column matrix to extract logical bits from grayscale values seriously damaged by the nonuniform reflection would substantially be mitigated. This is because the broken fringes on the captured image frame resulting from the effect of nonuniform reflection could be restored by the coordination of fringe clustering and the majority-vote principle in the proposed method. These differences are the keys to improving BER performance, as will be shown shortly.
Experimental Setup and Results
The block diagram of the NLOS OCC system is illustrated in Fig. 3 , and its testbed setup is shown in Fig. 4 . The pseudo-random binary sequence is programmed using NI LabVIEW on a computer, and is packetized as a combination of a 12-bit packet preamble by using Manchester coding and a 48-bit data block with on-off keying modulation. To conduct the digital-to-analog conversion, the computer is connected to an arbitrary function generator (AFG3151C, Tektronix) for transmitted waveform generation with a data rate of 4 kbps. The transmitted waveform is then superimposed over the dc bias current a priori to the intensity modulation of a 2 × 2 white-light LED array (Crescent D01-A1-A33) with 4-cm spacing. The distance between the reflective background and the LED array is set at 70 cm to achieve the basic illuminance level in a typical office area. After transmitting the free-space signals that are reflected from a reflective background, the modulated optical signal is received by a smartphone (ASUS ZE552KL) that has ISO 3200 and an exposure time of 1/3000. After recording a video, each video frame is processed using the open source computer vision library in C++ to restore the fringes to the logic values by using the considered methods, packet synchronization, demodulation, and BER analysis.
Two NLOS reflective environments, including a pure-white background and a heterogeneous background, were used to verify a variety of OCC signal detection schemes, including the polynomial fitting method [7] , the MEA method [8] , and the proposed method. First, the scenario of NLOS OCC under a pure-white reflective background was tested. The central column vector in each image frame was selected to recover the fringes to logic values for the polynomial fitting, and the column selection associated with the MEA is the same as that in [8] . The measured BER and illuminance values are presented in Fig. 5(a) and (b) , respectively, for different distances between the pure-white reflective background and the smartphone camera. As can be seen in Fig. 5(a) , the BERs of all three methods increased as the distance between the pure-white reflective background and the smartphone camera was increased. Notably, these three methods showed indistinguishable performance in this scenario of NLOS OCC with a pure-white reflective background. When the CMOS image sensor is used to receive the OCC signal, it often suffers from the blooming effect that is caused by the charge developed as pixels leak into adjacent pixels when there are very bright spots in the scene. Here, however, we implemented an NLOS OCC scenario in which the smartphone camera received the optical modulated signal from surrounding reflective surfaces. Thus, there was no image sensor blooming effect, and all three methods achieved quite close performance in this scenario.
In the second experimental condition, a heterogeneous reflective background in a typical laboratory was adopted, as shown in Fig. 4 . The measured BERs are presented in Fig. 6(a) for different distances between the heterogeneous reflective background and the smartphone camera, while the sample image frames for both the polynomial fitting method and the MEA method for a distance of 80 cm between the heterogeneous reflective background and the smartphone camera are shown in Fig. 6(b) . As can be seen in Fig. 6(a) , the performance of both the polynomial fitting method and the MEA method suffered severely from the heterogeneous reflective background. We can see clearly from Fig. 6(b) that the bright and dark fringes in the image frames became fragmented in the heterogeneous reflective background, especially when using the polynomial fitting method. Thus, in the polynomial fitting method, there is no effective principle for selecting the column vector to demodulate these fringes back to logical bits. Rather, the method allows only for the selection of a column vector in each image frame at random. The column selection associated with the MEA method, as indicated by the red line in Fig. 6(b) , is also the same as that in [8] . Although the step of sorting grayscale values in each row used in the MEA method results in continuous fringes, the selected column vector would be heavily deviated by the nonuniform reflection from the heterogeneous reflective background. These results indicated that the polynomial fitting method and the MEA method are incapable of correct symbol detection, mainly because the bright and dark fringes become fragmented in a heterogeneous reflective background. In contrast to the results of both the polynomial fitting method and the MEA method, the BER performance was substantially improved when the proposed modified background subtraction method was used.
In analyzing Fig. 6(a) , we observed that the BER was improved from 5.23 × 10 −2 for the polynomial fitting method and from 1.11 × 10 −2 for the MEA method to 3.26 × 10 −3 for the proposed method when the distance between the smartphone camera and the heterogeneous reflective background was 100 cm, which corresponded to an illuminance of approximately 112 lux, as shown in Fig. 5(b) . The experimental results also revealed that the proposed modified background subtraction method considerably improved the BER for different distances between the smartphone camera and the heterogeneous reflective background. The results demonstrated that the proposed method is capable of mitigating the nonuniform reflection effect. Thus, the NLOS OCC system can perform effectively against a heterogeneous reflective background.
Conclusions
This study presented a modified background subtraction method for NLOS OCC signal detection against a heterogeneous reflective background. Instead of the blooming effect of a CMOS sensor observed in previous studies for LOS transmission, the fringes were primarily broken due to the nonuniform reflection from a heterogeneous reflective background. The proposed modified background subtraction method identified the bright and dark fringes. Moreover, the damaged pixels were successfully detected, which allowed them to be recovered. The experimental results revealed that the proposed scheme improved the BER performance from 5.23 × 10 −2 for the polynomial fitting method and from 1.11 × 10 −2 for the MEA method to 3.26 × 10 −3 for the proposed method when the distance between the smartphone camera and the heterogeneous reflective background was 100 cm, which corresponded to an illuminance of approximately 112 lux.
