Introduction
The role played by the Krawtchouk polynomials in coding theory is evident for example in the work of McEliece, Rodemich, Rumsey and Welch [2] . They used polynomials with nonnegative FourierKrawtchouk coefficients to derive an upper bound for the information rate of a code. Another application of these polynomials was discovered by Tietavtiinen, who presented the following result in the information theory meeting at Oberwolfach in May, 1989 (cf. [3,4] ).
Let C be a code with length it and dual distance d'. Let j be such an integer and let be such a polynomial that /3,,>0 and /3(i)GO, fori=j+l,.
. . ,n.
(1)
Then the covering radius R of C satisfies R s j.
Using the McEliece-Rodemich-Ramsey-Welch-polynomial of the type where 2t -1 = deg /3 < d', one then gets that in this case R s x(~-~,~), the smallest zero of K,_,,,(x). As van Lint immediately asked, here is potentially room for some improvement, because Tietavainen's result only requires the zeroth Fourier-Krawtchouk coefficient to be positive. In this note we give a polynomial that satisfies Tietavainen's conditions, gives a slight improvement to the above estimate of the covering radius and is optimal in a sense made more precise later on.
Notation and results
As above we denote the smallest zero of K,,,(x) by J+,). We will also use the Krawtchouk inner product on the space of functions on the set (0, . . . , n} given bY
The following orthogonality relation (cf. e.g. [l, p. 15 In what follows we look for polynomials satisfying the conditions (1) for as small a value of j as possible. Proof. Again we only need to check that (1, /SE(x)),, >O. We compute _ is orthogonal to any polynomial of degree Ct. We also see that f'(e) = n;g (n ; ') (&I-1(x)/(x -4)2 > 09
for all E > 0, and the claim follows. 0
Corollary. For a code of length n and dual distance 2t + 1, the covering radius R satisfies R s ~-1) (<q,,)). (2) In [4], Tietavainen has extended the method of Proposition 2 to cover the cases of codes of even dual distance and self-dual codes. There the goodness of this bound is studied in detail. We remark here that improvements are gotten e.g. for Reed-Muller codes.
We now proceed to prove that the polynomial of Proposition 2 (for E = 0) is optimal in the very natural sense that we restrict our attention to polynomials of the type.
where OS/~~G..*G/$ G n and we seek to minimize /I1 with the side condition OG (I7 K4L. Proof. We will use the fact that up to a scalar multiple Kl,,_,(x)
is the unique polynomial of degree t that is orthogonal to all the polynomials of degree <t -1 with respect to the inner product ( , ),-,.
Clearly for /Ii to be minimal it is necessary that we have (1, for i = 2, . . . , t. Assume first that fii # /!Ij6,, for i, j > 1. In this case we are done, because the polynomials h(x) = (x -p2) . . . (x -p,) and h(x)l(x -pi), for i = 2 . . 7 t are linearly independent and hence span the space of polynomials of degree less than t. On the other hand it is easy to see (e.g. using induction on t)
that the case /I; = pj+1 cannot give a minimal 6,. The claim follows El Conceivably one could use Tietavainen's theorem even more effectively, if one used as factors of /3(x) polynomials like (x -p) (x -/3'), where m s /3, /3' s m + 1, for some integer m, instead of (x -/I)". Any such improvement will, however, probably be very small.
