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Abstract
Cet article pre´sente un algorithme de calcul de
solutions garanties pour des proble`mes nume´riques
MaxCSP. Les auteurs proposent une approche
qui offre une exploration comple`te et garantie de
l’espace de recherche et identifie l’ensemble des
sous-espaces e´ventuellement disjoints qui satisfont
le plus grand nombre de contraintes nume´riques du
CSP. L’imple´mentation de cet algorithme fournit une
approximation inte´rieure de ces sous-ensembles pour
une taille minimale de pave´ donne´e. L’approche repose
sur des me´thodes de propagation classiques sur les
intervalles (AC-3) et sur un processus d’extension par
l’inte´rieur en n dimensions. Une hybridation avec des
me´thodes locales de recherche, e´tendues aux intervalles,
est propose´e et teste´e. Les re´sultats, portant sur des
proble`mes jouets montrent l’apport par rapport a`
un algorithme na¨ıf mais ne mettent pas en lumie`re
l’e´vidence de la contribution des me´thodes de recherche
locale.
1 Introduction
Les approches comple`tes de re´solution de CSP
nume´riques permettent de s’attaquer a` des proble`mes
re´pute´s difficiles dans de nombreux domaines
(conception pre´liminaire, conformation mole´culaire,
proble`mes d’automatique, de robotique, ou de
synthe`se d’images, etc.). Ces me´thodes de´terminent
un ensemble de pave´s approximant par l’exte´rieur
l’ensemble re´el de solutions assurant qu’aucune
solution re´elle n’est perdue lors du processus
de re´solution (proprie´te´ de comple´tude). Or de
nombreuses applications ne´cessitent le calcul de
solutions suˆres, c’est-a`-dire telles que tout point des
pave´s re´sultats soit une solution garantie du syste`me
de contraintes. De tels proble`mes ont e´te´ re´solus
par diffe´rentes approches [24, 15, 5] dites de calcul
d’approximation inte´rieure ou i-consistency [10].
Cependant, aucune de ces deux approximations
(inte´rieure ou exte´rieure) n’est directement adapte´e
au cadre des proble`mes Max-NCSP qui cherche a`
maximiser le nombre de contraintes satisfaites dans un
CSP sur les domaines continus (ici, on n’e´tablit pas de
hie´rarchie entre les contraintes ou de pre´fe´rences sur
les domaines). Ce travail est motive´ par le fait qu’il
est ge´ne´ralement difficile de de´terminer a` l’avance la
nature d’un mode`le nume´rique (i.e. sous-contraint ou
sur-contraint) avant sa re´solution, et donc de pre´voir
la nature des techniques a` employer pour le re´soudre.
Nous proposons dans cet article les premiers
re´sultats issus d’un algorithme de calcul
d’approximations inte´rieures pour des proble`mes
sur ou sous-contraints. Cet algorithme de´termine
un ensemble de pave´s qui satisfont un maximum
de contraintes du CSP. La technique de re´solution
consiste a` entrelacer des e´tapes de propagation de
contraintes avec des e´tapes d’extensions inte´rieures
base´es sur le choix d’un point repre´sentatif d’un pave´.
Cette se´lection sera effectue´e par deux techniques
diffe´rentes, la premie`re e´tant un simple tirage du
milieu du pave´ (midPoint), la deuxie`me faisant appel
a` une me´thode de Recherche Locale (LS) e´tendue
au domaine continu pour aider a` de´terminer le
meilleur tirage possible dans le pave´. A` ce sujet,
nous de´finissons un cadre formel pour l’extension au
continu de la recherche locale. Nous proposons de
comparer les re´sultats de l’algorithme dit de midPoint
avec un simple processus de bissection/e´valuation,
puis de les comparer aux solutions obtenues par
l’approche de recherche locale continue. A la
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connaissance des auteurs, il n’existe pas dans la
litte´rature d’approches Max-NCSP pour le calcul
d’approximations inte´rieures sur des syste`mes
nume´riques.
L’article s’organise de la fac¸on suivante. La section
2 pre´sente les fondements lie´s aux techniques de
re´solution de CSP nume´riques puis propose, a` l’instar
des ope´rateurs de contraction n−aires exte´rieurs, un
ope´rateur simple d’extension n−aire inte´rieur. La
section 3 de´finit ensuite la classe des proble`mes
Max-NCSP, et propose une me´thode de re´solution
base´e sur l’application d’ope´rateurs de contraction et
d’extension. Nous de´finissons ensuite un cadre pour
une extension au continu de la recherche locale dans
la section 4, avant de pre´senter quelques re´sultats.
2 Re´solution par Contraintes d’Intervalles
2.1 L’analyse par intervalles
Dans cette section, nous limiterons la pre´sentation
de l’analyse d’intervalles aux concepts utilise´s dans
la suite du papier. Pour une pre´sentation plus
approfondie de l’analyse d’intervalles, le lecteur peut
se re´fe´rer a` [21, 1, 12, 22]. Une solution propose´e
par Moore [21] pour controˆler les erreurs d’arrondis
rencontre´es lors des calculs en arithme´tique flottante
est l’utilisation de l’arithme´tique des intervalles. Celle-
ci consiste a` remplacer les nombres re´els (∈ R) par
des intervalles les contenant et dont les bornes sont
repre´sentables en machine. Un intervalle I dont les
bornes sont repre´sentables est appele´ un intervalle
de flottants et est de la forme : I = [a, b] = {r ∈
R | a ≤ r ≤ b, avec a, b ∈ F } ou` F repre´sente
l’ensemble de tous les flottants. Un intervalle non-vide
I = [a, b] qui contient au plus deux nombres flottants
est dit canonique. De la meˆme manie`re, un produit
Carte´sien d’intervalles (aussi appele´ boˆıte ou pave´) est
dit canonique lorsqu’il est canonique dans chacune de
ses dimensions. Soit I l’ensemble contenant tous les
intervalles de nombres flottants. Dans la suite de ce
papier, les produits Carte´siens et les vecteurs seront
note´s en gras.
Les ope´rations et les fonctions sur les re´els sont
de`s lors remplace´es par une extension aux intervalles
posse´dant la proprie´te´ dite de containment (cf. [21]).
Soit une fonction sur les re´els, f : Rn → R et une boˆıte
B ∈ In, soit f(B) = {f(r) | r ∈ B}, Df le domaine
de f , et DIf = {B ∈ I
n | B ⊆ Df}.
De´finition 1 (Extension aux intervalles [22])
Une extension aux intervalles F : In → I de f est
une fonction sur les intervalles ve´rifiant les proprie´te´s
suivantes :
f(r) = F (r) ∀r ∈ Df
Outer(f(B)) ⊆ F (B) ∀B ∈ DIf
avec Outer(ρ) =
⋂
{B ∈ In | ρ ⊆ B} pour toute
relation re´elle ρ ∈ Rn.
Les extensions aux intervalles de quelques-uns des
ope´rateurs basiques sur les re´els sont de´finies comme
suit :
[a, b]⊕ [c, d] = [a+ c, b+ d]
[a, b]⊖ [c, d] = [a− d, b − c]
[a, b]⊗ [c, d] = [min(ac, ad, bc, bd),max(ac, ad, bc, bd)]
exp([a, b]) = [exp(a), exp(b)]
2.2 Approximations exte´rieures
E´liminer toutes les valeurs inconsistantes d’une
boˆıte est un proble`me insoluble pour un syste`me
de contraintes re´elles. Par conse´quent, des me´thodes
telles que la hull consistance [4] et la box
consistance [7] reposent sur l’application d’ope´rateurs
de contractance exte´rieurs, qui e´liminent ces valeurs
en fonction d’une consistance donne´e. Ces me´hodes
instancient le cadre de la consistance locale issu
de l’intelligence artificielle [17]. De tels ope´ateurs
be´ne´ficient des proprie´te´s de contractance, comple´tude
et de monotonie.
De´finition 2 (Ope´rateur Outer) Soit c une
contrainte n-aire et ω une consistance, un ope´rateur
de contraction exte´rieure pour c est une fonction
OCOωc : I
n → In qui e´limine des valeurs en fonction
de la consistance ω.
2.3 Approximations inte´rieures
Nous pre´sentons ici des ope´rateurs fournissant
une approximation inte´rieure, c’est-a`-dire un sous-
ensemble d’une relation ρ associe´e au syste`me de
contraintes. En conse´quence, les boˆıtes re´sultant de
l’application de ces ope´rateurs jouissent de la proprie´te´
de correction, c’est-a`-dire que n’importe quel point
appartenant a` ces boˆıtes est solution du syste`me de
contraintes [6]. Nous conside´rons la de´finition suivante
de l’approximation inte´rieure d’une relation :
De´finition 3 (Ope´rateur Inner) Soit une relation
re´elle n-aire ρ ⊆ Rn, l’ope´rateur d’approximation
inte´rieure Inner : Rn → Rn est de´fini par :
Inner(ρ) = {r ∈ Rn | Outer({r}) ⊆ ρ}
Une telle approximation inte´rieure englobe tous
les e´le´ments dont la plus petite boˆıte englobante
appartient a` la relation.
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2.3.1 Ope´rateur d’extension inte´rieure
Dans [10], Collavizza et al. proposent une approche
qui permet de calculer, sur une dimension, une
extension des domaines consistants d’une solution
correcte d’un NCSP en utilisant des fonctions
extremum monovarie´es pour e´valuer les bornes
minimum et maximum consistantes. Nous proposons
une approche similaire base´e sur un ope´rateur
d’extension inte´rieure qui prend en entre´e un pave´
B ⊆ ρc consistant ainsi qu’une contrainte c et qui
de´termine un pave´ B′ tq B′ ⊇ B et dont toutes les
valeurs satisfont la contrainte c.
De´finition 4 (Ope´rateur d’extension inte´rieure)
E´tant donne´ une contrainte n-aire c et sa relation
sous-jacente ρc, un ope´rateur d’extension inte´rieure
est une fonction IEOc : In → In ve´rifiant, pour toute
boˆıte B ⊆ ρc :
ρc ⊇ IEOc(B) ⊇ B
Nous introduisons ensuite la notion d’ope´rateur
optimal d’extension inte´rieure qui permet de
de´terminer la plus grande boˆıte (au sens de l’inclusion)
dont tout point appartient a` la relation ρc :
De´finition 5 (Ope´rateur Optimal d’IEO) Etant
donne´ une contrainte n-aire c, un ope´rateur optimal
d’extension inte´rieure pour c est une fonction
OptimalIEOc : I
n → In ve´rifiant, pour tout B ⊇ ρc :
∄B′ ∈ In|B′ ⊃ OptimalIEOc(B) ∧B
′ ⊇ ρc
Devant l’impossibilite´ de de´terminer
nume´riquement une telle extension, due a` la
repre´sentation des flottants en machine, nous
proposons d’imple´menter un ope´rateur approchant
l’ope´rateur optimal. Cet ope´rateur d’extension
inte´rieure est pre´sente´ par l’algorithme 1. Il est
parame´tre´ par une contrainte c, un domaine de
recherche initial B, un pave´ consistant P ⊆ ρc et une
pre´cision ε. Une imple´mentation triviale consisterait
a` ite´rativement e´tendre la boˆıte P d’une valeur ε
dans toutes les dimensions jusqu’a` ce que le pave´
P ne satisfasse plus la contrainte c (ou jusqu’a`
avoir de´passe´ l’espace de recherche B) et a` retenir
l’avant dernie`re boˆıte calcule´e. Nous proposons ici une
imple´mentation plus efficace base´e une extension par
dichotomie : une premie`re ite´rative permet d’e´tendre
la boˆıte consistante P selon la moitie´ du domaine
disponible entre P et B pour chacune des dimensions
jusqu’a` trouver une boˆıte P partiellement consistante.
Une deuxie`me e´tape re´duit alors P de fac¸on similaire
jusqu’a` trouver une boˆıte P certainement consistante
par c. Le processus est re´cursivement applique´ jusqu’a`
obtention de la pre´cision de´sire´e. Dans l’algorithme
Alg. 1, la notation P |vi signifie le domaine de la
variable vi dans la boˆıte P , ⌊I signifie la borne gauche
de l’intervalle I et ⌈I sa borne droite.
L’approche peut eˆtre vue comme une extension
a` n dimensions de l’imple´mentation de l’ope´rateur
de box-consistance [26], en garantissant cependant la
correction plutoˆt que la comple´tude.
La figure 1 pre´sente l’extension d’une boˆıte
consistante P , en fonction d’une contrainte c dans un
espace de recherche limite´ a` B.
P
P certainement satisfaite
P partiellement satisfaite
P initial
B contrainte c
Fig. 1 – Extenstion (en deux dimensions) d’une boˆıte
P en fonction d’une contrainte c dans une espace de
recherche limite´ par une boˆıte B.
2.3.2 Calcul d’extension inte´rieure pour un
ensemble de contraintes {c1, . . . , cn}.
Une fois l’extension inte´rieure pre´sente´e pour une
contrainte c, nous conside´rons l’extension inte´rieure
d’un ensemble {c1, . . . , cn} de contraintes dans une
boˆıte B, a` partir d’une boˆıte initiallement consistante
P . Le principe est identique a` celui formule´ par
[10] : pour toute contrainte ci on de´termine une
extension inte´rieure avec l’ope´rateur IEO puis on
les intersecte. L’algorithme obtenu AlgoIEA (Inner
Extending Algorithm) est pre´sente´ par Alg. 2. Cet
algorithme est parame´tre´ par un ensemble C =
{c1, . . . , cn} de contraintes, une boˆıte B et une boˆıte
consistante P .
3 Re´solution de proble`mes Max-NCSP
Notre objectif est de proposer une me´thode de
re´solution qui de´termine une approximation inte´rieure
des espaces de recherche satisfaisant le maximum de
contraintes d’un CSP nume´rique. Nous proposons tout
d’abord quelques de´finitions :
De´finition 6 (Proble`me Max-NCSP) Un
proble`me Max-NCSP est de´fini par S = 〈C, V,D〉,
ou` C est un ensemble de contraintes nume´riques, V
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Alg. 1 – Algorithme d’extension inte´rieure pour une
contrainte c (AlgoIEO).
1AlgoIEOc(in : P ∈ I
n,B ∈ In, ε ∈ R) : out : K ∈ In
2 begin
3if (smallestDifference(B,P ) ≤ ε) then
4 return P
5else
% Boucle d’extension de P
6 while certainlySatisfied(P , c)
7 P
′ ← P
8 for each vi ∈ c do
9 P |vi ←
[
⌊B|vi + ⌊P |vi
2
,
⌈B|vi + ⌈P |vi
2
]
10 endforeach
11 end
% Boucle de re´duction de P
12 while not certainlySatisfied(P , c)
13 P
′′ ← P
14 for each vi ∈ c do
15 P |vi ←
[
⌊P |vi + ⌊P
′|vi
2
,
⌈P |vi + ⌈P
′|vi
2
]
15 endforeach
16 end
% re´cursion
17 return AlgoIEOc(P ,P”, ε)
18end
19 end
Alg. 2 – Algorithme d’extension inte´rieure pour un
ensemble C de n contraintes (AlgoIEA)
1 AlgoIEA(in : C;P ∈ In,B ∈ In, ε ∈ R)
out : K ∈ In
2 begin
3 return
⋂n
ci∈C
AlgoIEOci(P ,B, ε)
4 end
un ensemble de variables et D un produit Carte´sien
d’intervalles borne´s par des nombres flottants.
Une solution B ⊆ D du proble`me Max-NCSP S
est une assignation des variables de V dans D telle
que ∄B′ ⊆ D t.q. psatisC(B
′) > psatisC(B), avec
psatisC(B) qui de´termine le cardinal des contraintes
de C partiellement satisfaites pour la boˆıte B
(partiellement satisfaite signifiant qu’il existe dans B
des re´els satisfaisant C et d’autres ne satisfaisant pas
C).
De´finition 7 (Approx. int. d’un Max-NCSP)
L’approximation inte´rieure d’un proble`me
Max-NCSP S = 〈C, V,D〉 est compose´e de
toutes les sous-re´gions B ⊆ D telles que
∄B′ ⊆ D t.q. csatisC(B
′) > csatisC(B), avec
csatisC(B) la fonction qui retourne le nombre de
contraintes de C certainement satisfaites pour la boˆıte
B.
Calculer une approximation inte´rieure d’un
proble`me Max-NCSP consiste donc a` fournir un
ensemble de boˆıtes maximisant le nombre de
contraintes certainement satisfaites du syste`me.
Etant donne´ un proble`me Max-NCSP 〈C,V ,D〉,
chaque zone de l’espace de recherche (c’est-a`-dire un
sous-ensemble de D) peut eˆtre caracte´rise´e par les
ensembles disjoints de contraintes C,P ,N tels que
C ∪ P ∪ N = C et qui correspondent respectivement
aux ensembles de contraintes Certainement satisfaites,
Possiblement satisfaites et Non satisfaites pour
la boˆıte B. Un exemple de boˆıtes certainement,
possiblement et non satisfaites est donne´ dans la
figure 2.
c2
c3
c1
D
〈{c2}, {c3}, {c1}〉
〈∅, ∅, {c1, c2, c3}〉
〈{c1}, {c2, c3}, ∅〉
〈∅, {c3}, {c1, c2}〉
Fig. 2 – CPN -caracte´risation de diffe´rentes boˆıtes
dans un pave´ D en conside´rant trois contraintes
c1, c2, c3.
Dans la suite de l’article, nous de´finissons trois
ope´rateurs CS,PS et NS qui calculent respectivement
les sous-ensembles C,P et N d’une boˆıte B d’un
proble`me Max-NCSP. Dans les trois de´finitions
suivantes, nous conside´rons une boˆıte B de l’espace
de recherche et un ensemble C de contraintes.
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De´finition 8 (Ope´rateur CS) L’ope´rateur
CS(C,B) calcule le sous-ensemble C′ de contraintes
de C tel que ∀c ∈ C′,B ⊆ ρc.
De´finition 9 (Ope´rateur PS) L’ope´rateur
PS(C,B) calcule le sous-ensemble C′ de contraintes
de C tel que ∀c ∈ C′,B * ρc ∧B ∩ ρc 6= ∅.
De´finition 10 (Ope´rateur NS) L’ope´rateur
NS(C,B) calcule le sous-ensemble C′ de contraintes
de C tel que ∀c ∈ C′,B ∩ ρc = ∅.
Une fois ces trois ope´rateurs donne´s, nous proposons
la de´finition d’une boˆıte “CPN”, qui associe a` une
boˆıte B, les trois ensembles de contraintes C,P et N .
De´finition 11 (Boˆıte CPN) Une boˆıte CPN est un
quadruplet 〈B, C,P ,N〉 de´fini pour un ensemble de
contraintes C et une boˆıte B tel que C = CS(C,B),
P = PS(C,B) et N = NS(C,B).
3.1 Un premier algorithme na¨ıf
Afin de de´terminer une approximation inte´rieure des
solutions d’un proble`me Max-NCSP, nous proposons
une premie`re approche base´e sur l’e´valuation-
bissection a` l’instar des travaux de Haroud et de
Jaulin [16, 14] sur l’approximation inte´rieure d’un
NCSP. L’e´tape d’e´valuation consiste a` de´terminer
la consistance de chacune des contraintes via les
ope´rateurs CS, PS et NS pour une boˆıte donne´e.
L’exploration d’une branche de l’arbre ainsi produit
par bissection-e´valuation se termine de`s que la boˆıte
conside´re´e ne posse`de plus de contraintes partiellement
satisfaites ou est plus petite qu’un seuil donne´. Les
zones Max-NCSP sont alors forme´es par les noeuds
posse`dant le nombre de contraintes certainement
satisfaites C le plus important. L’ensemble de l’espace
est ainsi explore´.
Cette approche est repre´sente´e par l’algorithme
IAMaxNCSP-SplitEval (cf. Alg.3). Il garantit la
proprie´te´ de correction des solutions. Il est parame´tre´
par un ensemble C de contraintes ainsi qu’une
boˆıte B repre´sentant l’espace de recherche initial et
retourne la liste des pave´s composant les meilleures
approximations inte´rieures de ce Max-NCSP.
3.2 Une approche par extension inte´rieure
Afin d’obtenir ces re´sultats de manie`re plus efficace,
nous proposons d’utiliser une approche de type branch-
and-bound en maintenant a` jour un optimum m
sur le nombre de contraintes certainement satisfaites.
A` l’instar d’un processus d’optimisation classique,
nous cherchons a` e´laguer au plus toˆt les branches
de recherche ininte´ressantes. Dans notre cas, ce sont
Alg. 3 – Algorithme na¨ıf d’approximation
inte´rieure pour un Max-NCSP.
1 IAMaxNCSP-SplitEval(in : C;B ∈ In)
out : une liste ResultL de boˆıtes CPN
2begin
3 ResultL ← ∅
4 L ← {〈B,CS(C),PS(C),NS(C)〉}
5 while not empty(L)
6 〈B, cs, ps, ns〉 ← chooseOneFrom(L)
7 if (|ps| = 0) then
8 ResultL ← ResultL∪ 〈B, cs, ps, ns〉
9 else
% il reste des contraintes part. satisfaites
10 L ← L ∪ split(B)
11 end
12 endwhile
13 return best(ResultL)
14end
les boˆıtes B telles que |PS(C,B)| + |CS(C,B)| <
m). Nous ame´liorons ce processus classique sur trois
points :
– nous proposons d’e´valuer une boˆıte canonique
P choisie dans B afin de mettre a` jour plus
rapidement l’optimum m. La boˆıte canonique
satisfait possiblement plus de contraintes que B
(e´tant canonique il y a des chances qu’elle posse`de
moins de contraintes partiellement satisfaites).
Cette heuristique permet d’e´laguer les branches
plus toˆt dans le processus.
– nous proposons de de´terminer une boˆıte B′ par
l’utilisation de l’ope´rateur d’extension inte´rieure
a` partir de la boˆıte P pour re´duire le travail de
recherche dans la boˆıte B.
– enfin nous proposons l’emploi d’un ope´rateur
d’approximation exte´rieur autour de la boˆıte
B
′ ; celui-ci porte seulement sur les contraintes
partiellement satisfaites. Si la propagation e´choue
(inconsistance), la boˆıte ne sera jamais meilleure
que |S(C,B′)| + |PS(C,B)|. Si la propagation
re´duit partiellement les domaines, le pave´ re´duit
est une zone prometteuse de recherche.
L’algorithme est pre´sente´ par Alg. 4. Conside´rons
a` un certain niveau du processus de re´solution une
boˆıte CPN 〈B, cs, ps, ns〉 (ligne 6 ). En premier lieu,
nous re´cupe´rons un point (i.e. une boˆıte canonique)
par application d’une proce´dure chooseConfiguration
qui retourne un point dans le pave´ courant. Dans le cas
ou` ce dernier est meilleur (satisfait certainement plus
de contraintes que l’optimum courant), l’optimum est
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Alg. 4 – Algorithme d’approximation inte´rieure
pour un Max-NCSP.
1 IAMaxNCSP(in : C;B ∈ In)
out : une liste ResultL de boˆıtes CPN
2begin
3maxSat← 0
4L ← {〈B,CS(C),PS(C),NS(C)〉}
5while ¬empty(L)
6 〈B, cs, ps, ns〉 ← chooseOneFrom(L)
7 if (|ps| = 0) then
8 ResultL ← ResultL∪ 〈B, cs, ps, ns〉
9 else
% recherche d’un canonique dans B
10 〈P , cs′, ps′, ns′〉 ← chooseConfiguration(B)
11 if (|cs′| > maxSat) then
% m.a`.j. de l’optimum
12 maxSat← |cs′|
13 end
% branche inte´ressante ?
14 if (|cs′ + ps′| > maxSat) then
15 B
′ ← AlgoIEA(cs′,P ,B, ε)
16 B
′′ ← propagation(B′, ps′)
17 L ← L ∪ split(B′′)
18 L ← L ∪ {B′\B′′}
19 L ← L ∪ {B\B′}
20 end
21 end
22endwhile
23return best(ResultL)
24end
naturellement mis a` jour. Nous pratiquons ensuite une
extension inte´rieure (i.e. application de l’algorithme
AlgoIEA) afin de maximiser la boˆıte. Une e´tape de
propagation de contraintes en utilisant des ope´rateurs
de contraction exte´rieurs est applique´e par la suite sur
la boˆıte e´tendue.
Il est naturel de penser que la performance de cet
algorithme de´pend du moment de l’exe´cution ou` l’on
de´termine un des pave´s qui satisfait maximalement le
CSP. Plus celui-ci est trouve´ toˆt, plus les branches
peuvent eˆtre e´lague´es rapidement. Dans la suite nous
proposons d’instancier la me´thode chooseConfiguration
par une me´thode de recherche locale afin de trouver au
plus toˆt l’optimum.
4 Une extension continue de la RL
Les me´thodes de re´solution incomple`tes ont e´te´
applique´es avec succe`s a` un grand nombre de CSPs
discrets, voir [13] et plus re´cemment [8]. Parmi elles,
les algorithmes de recherche locale sont base´s sur un
processus ite´ratif d’ame´lioration d’une configuration
initiale choisie ale´atoirement. L’ame´lioration d’une
configuration est relative a` une notion de fonction de
pe´nalite´ f (aussi appele´e fonction de couˆt ou fonction
d’erreur). Cette dernie`re repre´sente le plus souvent
dans le cadre des CSPs, le nombre de contraintes
viole´es par la configuration courante (selon l’ide´e du
Min-Conflict [19]).
Le principe de ces algorithmes est de de´buter
avec une configuration initiale ale´atoire, d’explorer
un voisinage de cette configuration et de modifier
la configuration courante sous certaines conditions :
combinaison d’ame´lioration de la pe´nalite´ et d’une
me´taheuristique. On re´pe`te ces e´tapes jusqu’a`
satisfaction d’une condition de terminaison (une
solution a e´te´ trouve´e ou un nombre maximum
d’ite´rations a e´te´ atteint). La partie me´taheuristique
consiste a` guider la recherche a` un plus haut
niveau que l’ite´ration e´le´mentaire, ceci pour e´viter
de boucler a` court terme, et pour garantir certaines
proprie´te´s de l’algorithme par rapport a` l’espace de
recherche (intensification, diversification). L’une des
me´taheuristiques les plus efficaces et connues est
certainement la recherche taboue propose´e par Glover
[11] et se´pare´ment par Hansen [23].
La recherche locale (et les me´taheuristiques en
ge´ne´ral) est souvent guide´e avec deux notions
comple´mentaires. La diversification consiste a`
garantir que la recherche explore largement
l’espace de recherche, sans rester confine´e a` un
sous-espace pre´cis, ce qui peut-eˆtre re´alise´ simplement
avec des re´initialisations ale´atoires. Au contraire,
l’intensification consiste a` forcer la recherche dans
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certaines zones suppose´es prometteuses.
Les applications des techniques me´taheuristiques
aux CSPs continus restent encore assez rares.
Plusieurs ont e´te´ propose´es a` partir d’approches
populationnistes, comme par exemple [18]. Les travaux
de Chelouah et Siarry ont e´tendu de nombreuses
me´ta-heuristiques au cas continu, avec notamment la
recherche taboue avec ECTS [9]. Une difficulte´ est
de tenir compte de domaines bien plus grands que
dans le cas discret. ECTS utilise une me´trique sur
ces domaines pour de´finir des rectangles concentriques
autour de la configuration courante, dans lesquels
on tire ale´atoirement les configurations du voisinage.
Une autre recherche taboue continue est propose´e par
Battiti et Tecchiolli [3] dans un algorithme hybride.
Ici, le continu est traite´ comme une grille de points
recouvrant l’espace de recherche Rn. Anglada et al. [2]
proposent eux aussi une adaptation au continu d’un
algorithme proche de la recherche taboue, la recherche
adaptative. Le voisinage de´pend de la fonction a`
optimiser, en coupant par exemple sur une variable
donne´e les sous-ensembles de son domaine ame´liorant
la fonction.
Dans ces travaux, les configurations e´tudie´es sont
comme dans le cas discret des instanciations de valeurs
(continues) aux variables, donc des points de Rn. Cela
ame`ne a` rede´finir notamment le voisinage et la partie
heuristique des algorithmes, pour tenir compte de la
grande taille des domaines explore´s (R discre´tise´).
Notre approche est orthogonale : pour les besoins
de notre application, nous devons conside´rer non pas
des points de Rn mais des intervalles de In. Nous
avons donc d’abord centre´ l’algorithme sur la gestion
de ces configurations-pave´s et la nature continue des
contraintes. La partie me´taheuristique ou recherche
taboue de notre algorithme reste assez simple pour
l’instant, ce que nous justifierons ci-dessous. Cette
me´thode se rapproche des travaux de Barichard et
Hao [25], qui proposent PICPA, une me´thode hybride
dont la partie me´ta-heuristique est un algorithme
ge´ne´tique. Les individus sont des boˆıtes se´lectionne´es
selon un crite`re multi-objectif. Dans notre algorithme,
les configurations sont des boˆıtes se´lectionne´es selon
un crite`re Min-Conflict.
4.1 Configurations d’intervalles
Dans le cas discret, on conside`re ge´ne´ralement une
me´thode de recherche locale comme de´crite par le
triplet :
– fonction de voisinage, qui fait correspondre un
ensemble de voisins a` chaque configuration de
l’espace de recherche ;
– fonction de pe´nalite´ a` optimiser ;
– heuristique permettant d’e´viter le bouclage de
l’algorithme.
Cependant les algorithmes de recherche locale
utilisent e´galement des ope´rateurs qui ne sont
jamais de´finis, voire meˆme jamais identifie´s car leur
instanciation est e´vidente pour le cas discret. En
premier lieu, la notion de configuration est imme´diate,
celle-ci e´tant de´finie comme une affectation de valeurs
aux variables discre`tes. De ceci, de´coule le reste de
manie`re e´vidente : deux configurations sont compare´es
par rapport a` l’e´galite´ des valeurs de leurs variables.
Une solution est trivialement identifie´e comme ayant
une pe´nalite´ nulle. Ces ope´rations e´videntes sur le
discret ne le sont plus sur le continu.
Comme dit plus haut, notre application ne´cessite
des variables continues au sens le plus large, dont
leurs domaines sont repre´sente´s comme des intervalles
a` bornes flottantes. Pour envisager une technique de
recherche locale sur les intervalles, il faut d’abord
rede´finir plusieurs ope´rations e´le´mentaires.
En premier lieu, il faut de´finir l’ensemble S
des configurations possibles. Une possibilite´ est de
choisir Fn comme dans le cas discret. Mais cette
solution ne tirerait pas avantage des proprie´te´s de
continuite´ des domaines pre´sente´es en section 2.1.
De plus, le calcul des pe´nalite´s serait hasardeux
tout comme la ve´rification des contraintes pour les
me´thodes comple`tes : erreurs d’arrondi, probabilite´
tre`s faible de satisfaire une contrainte d’e´galite´ (F
e´tant un sous-ensemble de´nombrable de R). De plus,
dans le cas des ine´galite´s, nous voulons calculer
un pave´ solution (c’est-a`-dire une approximation
inte´rieure de l’ensemble solution). Nous de´finissons
donc naturellement S comme e´tant l’ensemble des
intervalles In.
4.2 Choix des ope´rateurs de RL
A partir de ce choix pour S, il nous faut de´finir
de manie`re cohe´rente les notions de fonction de
voisinage et d’exploration, de fonction de pe´nalite´ et
de comparaison de configurations.
4.2.1 Fonction de voisinage
La fonction de voisinage en recherche locale doit
retourner, partant de la configuration courante, les
configurations potentiellement se´lectionnables pour un
mouvement. On conside`re des configurations voisines
dans le sens a` la fois ge´ome´trique (proches de la
configuration courante) et calculatoire (le voisinage
doit eˆtre obtenu simplement).
Nous de´finissons le voisinage d’une configuration p
a` partir d’une boˆıte Bp centre´e sur la configuration
courante. Par principe, il faudrait calculer un nombre
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tre`s important de boˆıtes (ordre de grandeur de
l’ensemble des parties d’un ensemble de Bp ∩ F)
pour couvrir le voisinage. Aussi nous introduisons
un nouvel ope´rateur ge´ne`rant ale´atoirement nbneigh
nouvelles configurations a` l’inte´rieur de la boˆıte Bp,
qui seront le voisinage a` explorer
Notre fonction de voisinage sera parametre´e par le
nombre de voisins ge´ne´re´s a` chaque e´tape (nbneigh).
On peut rapprocher notre de´finition de fonction de
voisinage a` l’ide´e de voisinage variable ou VNS
(Variable Neighbourhood Search) pre´sente´e par Hansen
et Mladenovi’c dans [20].
Il est a` noter que l’explosion combinatoire du
nombre configurations-pave´s, qui nous geˆne pour
explorer le voisinage, nous prote`ge du bouclage a`
court terme et nous e´vite de de´finir une liste taboue
au sens strict. Dans le cas discret, une configuration
a de grandes chances d’eˆtre choisie plusieurs fois
dans un nombre relativement restreint d’ite´rations
(taille et reversibilite´ du voisinage). Dans notre
cas, la probabilite´ de recalculer deux fois la meˆme
configuration est ne´gligeable. Bien suˆr, ceci n’empeˆche
pas l’immobilisation de la recherche dans une zone
de minimum local. Les questions d’intensification,
diversification et me´taheuristique pour les intervalles
restent a` de´velopper plus en de´tail. Dans l’e´tat actuel
de l’algorithme, nous exe´cutons des rede´marrages
ale´atoires pour assurer la diversification.
4.2.2 Fonction de pe´nalite´
Les contraintes e´tant de´finies sur les re´els, par
des ope´rateurs arithme´tiques usuels, ce sont des
fonctions de R dans {0, 1}. Ici nous voulons
optimiser selon la satisfaction des contraintes, en
tenant compte des diffe´rents cas possibles pour les
contraintes continues, ou` la notion de solution est
de´coupe´e en approximations inte´rieure et exte´rieure.
Nous proce´dons pour cela en plusieurs e´tapes.
Nous avons un seul type de contraintes, des
ine´galite´s du type f(V ) ≤ g(V ), ou` f et g sont des
fonctions re´elles sur un sous-ensemble des variables.
Dans le cas d’un cercle centre´ en 0 dans le plan, par
exemple, on aura f(x, y) =
√
x2 + y2 et g constante.
Il faut tenir compte de l’e´valuation des pe´nalite´s sur
des boˆıtes et non des points. Ici nous be´ne´ficions de
la puissance de l’extension aux intervalles (2.1). On
sait calculer l’intervalle image de la configuration pour
f et g, via les extensions F et G. Cet intervalle
repre´sente aussi pre´cisement qu’il est possible les
valeurs prises par la configuration courante. Enfin,
nous comptons la pe´nalite´ a` la fac¸on Min-Conflict :
pour la contrainte conside´re´e, la position relative des
boˆıtes calcule´es permet de savoir si la contrainte
est entie`rement satisfaite pour cette configuration,
partiellement satisfaite ou entie`rement non-satisfaite.
Le principe est le meˆme que le Min-Conflict discret,
il s’agit intuitivement de mesurer si la contrainte est
satisfaite ou non, mais de manie`re etendue au cas
des intervalles. On obtient pour chaque contrainte
un triplet de valeurs comme illustre´ par la figure
2. En sommant ces valeurs, on obtient le nombre
de contraintes satisfaites (certainement, partiellement,
ou non). Nous retenons dans la version actuelle de
l’algorithme le nombre de contraintes certainement
satisfaites comme fonction de pe´nalite´.
4.2.3 Algorithme de RL continue
Nous donnons ici le pseudo-code de notre
algorithme. Il ne´cessite quatre parame`tres :
1. le nombre de re´initialisations ale´atoires :
maxTries ;
2. le nombre d’ite´rations associe´es a` chaque point de
de´part : maxSteps ;
3. le nombre de voisins nbneigh ge´ne´re´s a` chaque
ite´ration ;
Alg. 5 – Recherche Locale continue.
1CLS(in : C;P ∈ In;
in : maxTries,maxSteps,nbneigh ∈ Z ;)
out : B ∈ In
2 begin
3 best← initialConfiguration(C,P )
4 current← best
4 nbTries← 0
% Boucle de Diversification
5 while nbTries < maxTries
6 nbSteps← 0
% Boucle d’Intensification
7 while nbSteps < maxSteps
8 neigh← genNeighbors(nbneigh, current, C)
9 current← getBestNeighbor(neigh, C)
10 if (cost(current) ≺I cost(best)) then
11 best← current
12 end
13 nbSteps + +
14 endwhile
15 nbTries + +
16 endwhile
17 return best
18 end
Notre algorithme est pre´sente´ dans Alg. 5. Ce
dernier prend en entre´e un ensemble de contraintes
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C = {c1, . . . , cn}, une boˆıte de recherche P et les trois
parame`tres de la recherche locale.
5 Re´sultats
Nous pre´sentons ci-dessous les re´sultats
obtenus, en comparant les temps d’execution des
algorithmes IAMaxNCSP-SplitEval, IAMaxNCSP-Mid
et IAMaxNCSP-CLS pour le meˆme ensemble de
proble`mes. L’algorithme IAMaxCSP-Mid repre´sente
l’algorithme IAMaxNCSP dans lequel la me´thode
chooseConfiguration() retourne simplement le milieu
du pave´. L’algorithme IAMaxNCSP-CLS repre´sente
IAMaxNCSP dans lequel chooseConfiguration()
fait appel a` la recherche locale sur le continu
(CLS). Les proble`mes jouets Circle-n de´finissent un
ensemble de n disques dont les rayons et centres
sont de´finis ale´atoirement. L’espace de recherche
est restreint a` l’intervalle [−3, 3]2. Les proble`mes
Sphere-n de´finissent de fac¸on identique des spheres
ale´atoirement re´parties (dimension [−3, 3]2). La
recherche locale est ici parame´tre´e par maxTries=10,
maxSteps=10, nbneigh=10.
Les re´sultats obtenus montrent de fac¸on claire
que l’approche avec recherche locale n’arrive
pas a` se´rieusement concurrencer l’approche par
point inte´rieur, malgre´ les diffe´rents parame`trages
applicables sur la recherche locale (nombre de voisins,
d’e´tapes et de random restart). Si, dans l’ensemble
des cas, la recherche locale trouve l’optimum (le
maximum de contraintes certainement satisfaites)
plus toˆt que la me´thode point milieu (et souvent de`s
la premie`re e´tape), en revanche, cette recherche locale
perd le reste du temps en e´valuations dans des zones
tre`s peu prometteuses (typiquement dans tous les
pave´s sur les frontie`res des relations). Le gain fourni
aux premie`res e´tapes est alors perdu par la suite.
Quelques tentatives de me´thodes adaptatives ont e´te´
propose´es (favoriser la recherche locale en de´but de
processus, puis utiliser la me´thode du point milieu),
mais ne sont pas performantes de la meˆme fac¸on sur
les diffe´rents benchmarks.
6 Conclusion
Cet article a pre´sente´ une me´thode pour re´soudre les
proble`mes Max-NCSP en introduisant un ope´rateur
d’extension inte´rieure couple´ avec des ope´rateurs
classiques de contraction. Des re´sultats sont pre´sente´s
sur des exemples simples. Un couplage avec une
me´thode de recherche locale a e´te´ propose´ sans
toutefois obtenir les re´sultats escompte´s. Un cadre
ge´ne´rique a cependant e´te´ de´fini pour la recherche
locale continue, de manie`re orthogonale aux me´thodes
Tab. 1 – Re´sultats des approches SplitEval,Mid et CLS
en secondes sur un Pentium M 1.7 GHz, 512Mo.
Bench. IAMaxCSP -SplitEval -Mid -CLS
time time time
ε = 0.1
Circle5 (2-sat) 0.49 0.09 0.22
Circle25 (9-sat) 0.96 0.13 0.05
Circle100 (21-sat) 3.99 1.3 0.9
Sphere10 (3-sat) 10.19 1.21 1.21
Sphere100 (9-sat) 157.74 9.29 2.39
ε = 0.01
Circle5 (2-sat) 3.87 1.9 1.8
Circle25 (9-sat) 16.14 0.54 0.51
Circle100 (21-sat) 133.04 1.02 1.62
Sphere10 (3-sat) 107.76 75.6 77.31
Sphere100 (9-sat) > 10mn 3.64 3.63
ε = 0.001
Circle5 (2-sat) 24.87 3.92 7.56
Circle25 (9-sat) 127.64 2.0 1.72
Circle100 (21-sat) > 10mn 4.31 3.80
Sphere100 (9-sat) > 10mn 71.53 72.52
Fig. 3 – Application de notre approche sur Circle5
(ε = 0.01). Les zones rouges repre´sentent les pave´s
satisfaisant maximisant le CSP nume´rique (deux
contraintes sur cinq).
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existantes ou` les configurations sont des points. Notre
cadre est centre´ sur les intervalles, seule manie`re a`
re´pondre aux questions classiques d’approximations
inte´rieures et exte´rieures. La contrepartie est la
difficulte´ a` de´finir la partie me´ta-heuristique, qui doit
eˆtre de´veloppe´e.
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