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ABSTRACT
Drones, or general UAVs, equipped with a single camera have been
widely deployed to a broad range of applications, such as aerial pho-
tography, fast goods delivery and most importantly, surveillance.
Despite the great progress achieved in computer vision algorithms,
these algorithms are not usually optimized for dealing with images
or video sequences acquired by drones, due to various challenges
such as occlusion, fast camera motion and pose variation. In this pa-
per, a drone-based multi-object tracking and 3D localization scheme
is proposed based on the deep learning based object detection. We
first combine a multi-object tracking method called TrackletNet
Tracker (TNT) which utilizes temporal and appearance information
to track detected objects located on the ground for UAV applica-
tions. Then, we are also able to localize the tracked ground objects
based on the group plane estimated from the Multi-View Stereo
technique. The system deployed on the drone can not only detect
and track the objects in a scene, but can also localize their 3D coordi-
nates in meters with respect to the drone camera. The experiments
have proved our tracker can reliably handle most of the detected
objects captured by drones and achieve favorable 3D localization
performance when compared with the state-of-the-art methods.
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• Security and privacy; • Computing methodologies→ Cam-
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Figure 1: Demonstration of the UAV tracking and localiza-
tion system. Some local visual scene in UAV (camera) frame
and global trajectories in 3D world frame is shown. Each
path of the object in the recorded frames begins from the
start point towards the endpoint and different colors repre-
sent the different object.
’19), October 21–25, 2019, Nice, France. ACM, New York, NY, USA, 9 pages.
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1 INTRODUCTION
Machine vision systems, such as monocular video cameras, and
algorithms represent essential tools for several applications involv-
ing the use of unmanned aerial vehicles (UAVs). These techniques
are frequently used to extract information about the surrounding
scenes for several civilian/military applications like human surveil-
lance, expedition guidance, and 3D mapping. Indeed, UAVs have the
potential to dramatically increase the availability and usefulness of
an aircraft as information-gathering platforms.
In addition to video cameras, multi-UAV missions have exploited
various relative sensing systems for information gathering, such as
Radio-Frequency (RF)-based ranging [27], LIDAR-based ranging[17],
etc. The main advantages relevant to vision systems are: (1) no ad-
ditional sensors are needed; (2) visual cameras are extremely small,
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Figure 2: The flow chart of our proposed system, which integrates object detection, multi-object tracking and 3D localization.
light and inexpensive with respect to the other sensors; (3) cam-
eras can provide accurate line-of-sight information, which is often
required in specific applications.
The novelties of the proposed system and the advantages are
detailed below:
• Accurate object detection: The proposed system detects
objects of interest based on the modified RetinaNet [16],
which provides a better prior for tracking by detection [11]
method compared with other state-of-the-art detectors.
• Multi-object tracking: A robust TrackletNet Tracker (TNT)
for multiple object tracking (MOT), which takes into account
both discriminative CNN appearance features and rich tem-
poral information, is incorporated to reduce the impact from
unreliable or missing detections and generate smooth and
accurate trajectories of moving objects.
• Visual odometry and ground plane estimation: We use
the effective semi-direct visual odometry (SVO) [9] to get
the camera pose between views. The ground plane is then es-
timated from dense mapping based on the multi-view stereo
(MVS) [35] method. It minimizes photometric errors across
frames and uses a regularization term to smoothen depth
map in low-textured region.
• 3D object localization: Based on the self-calibrated drone
camera parameters, available camera height and estimated
ground plane, the detected and tracked objects can be back-
projected to 3D world coordinates from 2D image plane. The
distance between objects and drones can thus be obtained.
The rest of the paper is organized as follows: Section 2 provides
an overview of related works, with a focus on drone-based vision
techniques. Furthermore, the originality and the advantages of
each proposed module are motivated and addressed. Sections 3
presents the practical contexts in which every part of the proposed
tracking and 3D ground object localization system are developed.
Section 4 provides detailed implementation details and extensive
experiments results to show the accuracy and robustness of our
systems, followed by the conclusions in Section 5.
2 RELATEDWORK
The key enabling technologies required in the cognitive task of
our proposed drone-based system mainly include object of interest
detection, multiple object tracking, detected object 3D localization
and overall system integration. In this section, we will present a
review of related works on each of modules and open issues ahead.
Object of Interest Detection. Most of surveillance drones fly
with low-altitude, so that the ground objects to be detected are
within the range of views. Existing vision approaches for object de-
tection are classified into two categories: (1) direct and feature-based
methods, and (2) deep learning methods. The latter methods usually
achieve higher performance and now become the state-of-the-art
techniques. Among which, Faster R-CNN [29], SSD [18], YOLO [28]
and RetinaNet [16] are the most popular deep learning detectors
used by researchers. However, due to the critical challenges such as
fast camera motions, occlusion and relative motion between camera
and targets that can cause a significant and high-dynamic variation
of sudden appearance changes, the above mentioned deep learning
detectors may not be optimal for such scenarios.
Multiple Object Tracking. Most of the recentmulti-object track-
ing (MOT)methods are based on tracking-by-detection schemes[32].
Given detection results, we are able to associate detections across
frames and locate objects in 2D even when unreliable detections
and occlusions occur. Common tracking frameworks, such as the
Graph Model proposed in [22], try to solve the problem by min-
imizing the total energy loss. However, using graph models for
representation requires the nodes (detections) to be conditionally
independent, which is usually not the case. Some other frameworks,
such as Tracking by Feature Fusion [31, 38, 44], usually jointly fuse
classical features (HOG, color histogram and LBP) as appearance
features and locations/speed of 2D bounding boxes from detections
as temporal features, nonetheless, it is still hard and quite heuristic
to determine each weight for feature fusion. Other approaches, like
End-to-End deep learning based Tracking [8, 12, 13], can sometimes
be successful but require huge amount of labelled training data. It is
usually not the case for drones since it is very laborious for human
labelling of tiny objects in the drone videos.
Ground Object Localization. There are two definitions for 3D
localization in our paper: (1) Self-localized (self-calibrated) of the
camera extrinsic parameters to get its own world positions; (2)
3D-localized of detected target objects and get the distance from
camera to objects;
To achieve the first goal, simultaneous localization and mapping
(SLAM) technology is introduced. ORB-SLAM [23] is a symbolic
framework for computing camera trajectory in real-time by extract-
ing and tracking feature points across video frames and reconstruct
sparse point cloud using camera geometry. Foster et al. [9] propose
a semi-direct monocular visual odometry (SVO), which uses pixel
brightness to estimate pose, resulting in the ability to maintain
pixel-level based precision in high-frame-rate video, and can gen-
erate denser map compared to the ORB-SLAM. To accomplish goal
of the second definition, as we all know, it is impossible for an
object from a single image to obtain the distance of the object to
camera. Knoppe et al. [10] propose a system for a drone carrying a
stereo camera to get ground surface scanning data. Karol et al. [20]
use a drone-mounted LIDAR to do the ground plane estimation.
Nonetheless, the use of additional cameras and advanced sensors
could generate problems for a drone such as the increased payload,
etc. Thus, the obvious solution is to carry a single camera.
Traditional computer vision techniques also indicate that a ground
object can be accurately 3D-localized if the camera pose, its height
and ground plane patch beneath the object is known.
Overall System Integration. There are few works have been
done for high-level drone-based surveillance systems. Surya et al.
[24] propose an autonomous drone surveillance system that can
detect individuals engaged in violent activities. Singh et al. [36]
use a feature pyramid network (FPN) as the object detector and a
ScatterNet Hybrid Deep Learning (SHDL) Networks to estimate the
pose of each detected human. However, both works are still very
much in its early stage and all their techniques have been demon-
strated only based on 2D coordinates. In real world applications, a
much better way for a drone to achieve surveillance aim is to infer
where are the ground targets (distances) in 3D world space (meters)
and how they will move in the future, so that some actions can be
Figure 3: The TNT framework for multi-object tracking.
Given the detections in different frames, detection associ-
ation is computed to generate Tracklets for the Vertex Set
V . After that, every two tracklets are put into the Track-
letNet to measure the degree of connectivity, which form
the similarity on the Edge Set E. A graph model G can
be derived from V and E. Finally, the tracklets with the
same ID are grouped into one cluster using the graph par-
tition/clustering approach.
predicted according to targets’ locations, movements, and speed,
etc.
3 PROPOSED TRACKING AND
LOCALIZATION SYSTEM
3.1 TrackletNet based MOT Tracker
As shown in Figure 2, our proposed drone-based multiple object
tracking (MOT) and 3D localization system only require one single
monocular video camera, which can systematically and dynamically
calibrate its own extrinsic parameters in order to achieve the self-
localization. The ground plane in the view is then estimated by a
multi-view stereo[35]method to infer 3D coordinate transformation
of the image pixels. Based on the calibrated camera parameters and
estimated ground plane, the detected and tracked objects of interests
(pedestrians, cars) on the ground can be 3D localized in either the
image or the world coordinates.
We adopt TrackletNet Tracker (TNT) [42] in our UAV applica-
tions. The tracking system is based on a tracklet graph-based model,
as shown in Figure 3, which has three key components, 1) tracklet
generation, 2) connectivity measure, and 3) graph-based cluster-
ing. Given the detection results in each frame, each tracklets to be
treated as a node in the graph is generated based on the intersection-
over-union (IOU) compensated by the epipolar geometry constraint
due to camera motion and the appearance similarity between two
adjacent frames. Between every two tracklets, the connectivity is
measured as the edge weight in the graph model, where the con-
nectivity represents the likelihood of the two tracklets being from
the same object. To calculate the connectivity, a multi-scale Track-
letNet is built as a classifier, which can combine both temporal and
spatial features in the likelihood estimation. Clustering [39] is then
Figure 4: Changing the relative pose ξk,k−1 between the cur-
rent and the previous frame implicitlymoves the position of
the reprojected points in the new image. Sparse image align-
ment seeks to find ξk,k−1 that minimizes the photometric
difference between image blocks corresponding to the same
3D point (blue blocks) corresponding to the same 3D point
(P1, P2).
conducted to minimize the total cost on the graph. After clustering,
the tracklets from the same ID can be merged into one group.
The reason we use TNT as our tracking method is due to its
robustness dealing with erroneous detections caused by occlusions
and missing detections. More specifically, 1) The TrackletNet fo-
cuses on the continuity of the embedded features along the time. In
other words, the convolution kernels only capture the dependency
along time. 2) The network integrates object Re-ID, temporal and
spatial dependency as one unified framework. Based on the track-
ing results from TNT, we know the continuous trajectory of each
object ID across frames. This information will be used in the object
3D localization to be discussed in the subsequent subsection.
3.2 Semi-Direct Visual Odometry
To self-calibrate the drone camera, i.e., to estimate the extrinsic
camera parameters frame-by-frame, we use amonocular semi-direct
visual odometry (SVO) algorithm [9, 34], which directly operates
on the raw intensity image instead of using extracted features at
any stage of the algorithm. As shown in Figure 4, we represent the
image as function I : Ω → R. Similarly, we represent the inverse
depth map and inverse depth variance as functions D : ΩD → R+
and V : ΩD → R+, where ΩD contains all the pixels which should
have a valid depth hypothesis. Note that D andV separately denote
the mean and variance of the inverse depth, which is assumed as a
Gaussian-distributed depth. The depth values of extracted SIFT [19]
feature points are initialized with random depth values and large
variance for the first frame. Assume the camera moves slowly and in
parallel to the image plane, the SVO will quickly converge to a valid
map. The pose of a new frame is then estimated using direct image
alignment, more specifically, given the current map {IM ,DM ,VM },
the relative pose ξ ∈ SE(3) of a new frame I is obtained by directly
Figure 5: Probabilistic depth estimate dki for feature i in the
reference frame Ik−1M . The point at the true depth projects
to similar image regions in both images (blue squares). The
point of highest correlation lies always on the epipolar line
in the new image.
minimizing the photometric error.
E(ξ ) :=
∑
x ∈ΩDM
∥IM (x) − I (ω(x ,DM (x), ξ ))∥δ , (1)
where ω : ΩDM × R × SE(3) → Ω projects a point from reference
image plane to the new frame, and ∥·∥δ is the Huber norm to
account for outliers.
In order to make the approach more robust, we propose to ag-
gregate the photometric cost in a small pixel block centered at
the feature pixel and approximate the neighboring pixels as those
estimated for the SIFT feature points. The minimization is com-
puted using standard nonlinear least squares algorithms, such as
Levenberg-Marquardt (LM).
3.3 Depth Map from Multi-View Stereo
Based on the sparse depth map values estimated from SVO, we fur-
ther formulate the dense depth calculation as a Gaussian estimation
problem [26] so as to estimate the depth map values surrounding
the initialized SIFT points based on multiple frames of a monocular
video. As discussed in Section 3.2, the relative pose between sub-
sequent frames and the depth at semi-direct feature locations are
estimated from SVO. Each observation gives a depth measurement
by triangulating from the reference view and the last acquired view.
The depth of a pixel block can be continuously updated on the basis
of the current observation. Finally, densification and smoothness on
the resulting depth map based on multiple observations is achieved.
More specifically, for a set of previous keyframes as well as ev-
ery subsequent frame with known relative camera pose, a block
matching epipolar search is performed to search for the highest
correlation. Several metrics to describe the similarities can be intro-
duced to form the block matching problem, such as Sum of Absolute
Distance (SAD) [15], Sum of Squared Distance (SSD) [43], and Nor-
malized Cross Correlation (NCC) [19], among which NCC has been
commonly used as a metric to evaluate the degree of similarity
between two compared pixel blocks. The main advantage of the
NCC is that it is less sensitive to linear changes in the amplitude of
illumination in two compared pixel blocks. In our case, the block
matching between the block centered at xi in frame Ik−1M and that
of xi
′ in frame IkM can be given as,
S(xi ,xi ′) =
∑
m,n xi (m,n)xi
′(m,n)√∑
m,n xi (m,n)2xi ′(m,n)2
(2)
where (m,n) indicates each pixel inside the corresponding block.
If the resulting value is close to 1, which means two pixel blocks
between two consecutive frames are very likely to be the same. The
problem might occur if the epipolar search is long or the block be-
comes non-textured, we are very likely to encounter a non-convex
distribution for correlation score, resulting in a very unreliable and
non-smooth depth map. However, we always know that this is a
one-to-one problem, therefore the depth filter is thus introduced
for further processing.
Wemodel the depth filter based on aGaussian distribution, which
is the depth d (D) (normally distributed around the true depth).
Hence, the probability of depth measurement dki for each block i at
frame k is modeled as:
p(dki ) ∼ N (dki |µi ,σ 2i ) (3)
where µi represents the mean and σi 2 represents variance of the
performance of Gaussian distribution of depth measurement, whose
parameters could be estimated in a maximum likelihood framework
using Expectation Maximization. Since each observation gives a
depth measurement by triangulating from reference view and the
last acquired view, given the consecutively multiple independent
observations { dk , for k = 1, 2, ...,N }, the depth estimation can be
continuously refined by Bayesian propagation, i.e,
p(µ,σ 2 |d1, ...,dN ) ∝ p(µ,σ 2)
∏
k
p(dk |µ,σ 2) (4)
where p(µ,σ 2) is our prior on depth. The µk and σk can be
iteratively obtained from relative positions of the camera at frame
k−1 and k . According to Figure 5, let ®t be the translation component
of relative pose ξ and f be the camera focal length,
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Let δβ be the angle spinning for one pixel:
δβ = arctan 1
f
(7)
γ = π − α − (β + δβ) (8)
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By using Eq. 4, the estimates of µk and σk will eventually converge
to the correct value and the depth is updated on the basis of the
current observation.
For densification, we extend PatchMatch Stereo [4] to Multiview
form. We keep the camera poses from SVO and epipolar search for
best depth value for each local block. Search and updating for the
best value for each block is time-consuming, however, PatchMatch
uses a belief propagation to accelerate the updating process. For
each block, we look for the depth value with least photometric
error and propagate it to the other neighboring pixels using bilinear
interpolation.
3.4 3D Object Localization via Ground Plane
Estimation
As shown in Figure 6, the camera height above the ground hcam is
defined as the distance from the principle center to the ground plane.
For a common geometry representation of the ground plane, the
ground plane is defined as ground height hcam and the unit normal
vector n = (n1,n2,n3)T . There exists a pitch angle θ between the
drone and ground plane. For any 3D point (x ,y, z)T on the ground
plane, we have hcam = y cosθ − zsinθ .
Assume we obtain the depth map from 4 and there are multiple
objects on the ground, we use the multiple average depth values z¯
surrounding the bottom center points of each bounding boxes of
multiple detected objects to form a local plane. Once such a plane
is obtained, we can get the unit normal vector n = (n1,n2,n3)T by
using Cramer 's rule [14]:
n1 =
∑
yz¯ ×
∑
xy−
∑
xz¯ ×
∑
yy
n2 =
∑
xy ×
∑
xz¯−
∑
xx ×
∑
yz¯
n3 =
∑
xx ×
∑
yy−
∑
xy ×
∑
xy
(11)
3D Object Localization. Accurate estimation of both ground
height and orientation is crucial for 3D object localization [37]. Let
K be the camera intrinsic calibration matrix. The bottom center of
a 2D bounding box, b = (x ,y, 1)T in homogeneous coordinates, can
now be back-projected to 3D through the ground plane {nT ,hcam }.
c = π−1G (b) =
hcamK
−1b
nTK−1b
(12)
4 EXPERIMENTS
4.1 Datasets
Two datasets are used to evaluate our performance for each stage.
VisDrone-2018. VisDrone benchmark dataset [45]was proposed
at ECCV 2018 workshop. The benchmark datasets consist of 263
video clips with 179,264 frames, captured by various drone-mounted
cameras. Objects of interests frequently appear in the image are
pedestrians, cars, buses, etc. Tasks involved in this dataset, such as
Figure 6: Coordinate system definitions for 3D object local-
ization. The ground plane is defined as a {nT ,hcam }. z¯ is the
average depth of the surrounding area.
object detection and multi-object tracking, are extremely challeng-
ing due to issues such as occlusion, large scale, and pose variation
and fast motions. The dataset is used to evaluate our performance
for detection and tracking modules.
Our own-recorded dataset. We chose the commercial UAV DJI
Phantom 4 as a platform for the data acquisition. The video frames
were captured by the equipped monocular camera, which guaran-
tees high-quality video/image acquisition during speed movement
with its wide-angle fixed focal length, and a shooting screenwithout
distortion. The barometer module on the drone is used to measure
the flight attitude for the monocular visual odometry scale correc-
tion. Our own datasets also cover different environments, including
campus, grass land, basketball field, etc. The target objects positions
are recorded using hand-hold GPS device. We then human-labeled
the positions by refining them into multiple grids. Finally, all tra-
jectories are smoothened and can be regarded as the ground truth.
4.2 Implementation Details
Object Detection. Our trained detector was based on the Reti-
naNet50 Detector [16, 46]. We changed the anchor size to detect
smaller objects. For the same reason, we added a CONV layer in FPN’s
P3 and P4, where the higher-level features are added to the lower-
level features. We also used the multi-scale training techniques and
the Soft-NMS [6] algorithm in post processing. The detector was
pretrained on MOT16 [21] and fine-tuned on VisDrone2018-DET
datasets. We split the training datasets from VisDrone-2018-DET
into 6,000 frames for training and 1,048 frames for testing. We eval-
uated our detection performance for only pedestrians, cars and
buses after 20,000 epochs. The mAP for each class reached 86.2%,
97.8%, 95.5% respectively.
Multi-Object Tracking. Similar to the training of the detector,
we also pre-trained the multi-scale TrackletNet on MOT16 datasets,
and then fine-tuned the model on VisDrone2018-MOT datasets.
The VisDrone2018-MOT contains 56 video sequences for training
(24,201 frames in total), and 33 sequences for testing. To generate
better tracklets, the IOU_threshold is set to 0.3 due to the drone’s
fast camera motions. The time window is set to 64 and batch size is
Figure 7: Tracking results on the test sequences in our
recorded campus datasets and the VisDrone-MOT bench-
mark.
set to 32. The Adam optimizer with an initial learning rate of 1e-3
and is decreased by 10 times for every 2,000 iterations.
Intrinsic Camera. The cameramatrixK is assumed to be known
for every testing sequence. As we will show in the experiments, an
approximation [7] of focal length f .
K =

f 0 w/2
0 f h/2
0 0 1
 withf =
w
2 arctan(
90
180
π
2 ) (13)
under an image size ofw × h, assuming a horizontal field of view
of 90 degrees, is sufficiently accurate for drone-equipped cameras.
Ground Plane Estimation. As mentioned above, the camera
pose estimation is based on semi-direct VO. The implementation is
measured by an average drift in pose of 0.0045 meters per second
for an average depth of 1 meter. We also estimated depth using
sliding window approach by setting the window interval N = 30
frames. The area of ground patch beneath the object is chose to
be (a, 13b), where a is the width of the bounding box and b is the
height.
4.3 Experimental Performance
Multi-Object Tracking onVisDrone2018-MOTdatasets. We
provide our qualitative results on VisDrone2018-MOT benchmark
datasets by comparing with other state-of-the art methods, which
are shown in Table 1. Note that the benchmark datasets can evalu-
ate performance on one of two different evaluation tasks, donated
by without prior detection and with prior detection. As mentioned
above, our method is based on tracking-by-detection, so the final
performance is evaluated on provided Faster-RCNN detection re-
sults. Figure 7 shows some examples of tracking results on both
VisDrone dataset and our recorded datasets.
V_IOU [5] is also a tracking by detection method, they assumed
that the detections of an object in consecutive frames have an un-
mistakably high overlap IOU which is commonly the case when
sufficiently high frame rates. However, their method is just a simple
IOU tracker without incorporating the appearance information.
TrackCG [41] proposed a novel approach by aggregating temporal
events within target groups and integrating a graph-modeling based
stitching procedure to handle the multi-object tracking problems.
Tracker MOTA ↑ IDF1 ↑ MT ↑ ML ↓ FP ↓ FN ↓ IDsw. ↓
V_IOU [5] 40.2 56.1 297 514 11,838 74,027 265
TrackCG [40] 42.6 58.0 323 395 14,722 68,060 779
GOG_EOC [25] 36.9 46.5 205 589 5,445 86,399 754
SCTrack [1] 35.8 45.1 211 550 7,298 85,623 798
Ctrack [41] 30.8 51.9 369 375 36,930 62,819 1,376
FRMOT [29] 33.1 50.8 254 463 21,736 74,953 1,043
GOG [25] 38.4 45.1 244 496 10,179 78,724 1,114
CMOT [2] 31.5 51.3 282 435 26,851 72,382 789
Ours 48.6 58.1 281 478 5,349 76,402 468
Table 1: Tracking performance on the VisDrone2018-MOT test set compared to state-of-the-art. Best in bold, second best in
blue.
Figure 8: Output of our localization system. The left panel
shows input 2D bounding boxes, its object id given by track-
ing and the estimated distance. The right panel shows the
top view of the ground truth object localization from mod-
ified GPS results, compared to our 3D object localization
given by our system.
Yet, the graphical model is used for representation and requires
the nodes (detections) be conditionally independent, which is usu-
ally not the case. Our method takes advantage of both appearance
feature and temporal information into a unified framework based
on an undirected graph model. By comparing the tracking perfor-
mance, it can be seen that we achieved the first place on MOTA
[3, 21], IDF1 [30], and FP (false positive). Among these, IDF1 scores
can effectively reflects how long of an object has been correctly
tracked and MOT score computes the tracking accuracy. For other
metrics like ID Switch, we are also among the top rankings.
3D Localization Performance. The output of our system is
shown in Figure 8. The 3D localization performance was evaluated
under our captured sequences. As the drone flies to a higher alti-
tude, or the object is farther away, the distance towards the object
becomes less accurate. Some examples of 3D localization results
are shown in Figure 9.
Figure 9: Sampled localization results. The distance between
objects and the drone is displayed in yellow and white be-
neath the bounding boxes (Zoom in for better visualization).
Figure 10: An example showing occlusion handling in test-
ing sequence (basketball field). The trajectory of the person
with a purple bounding box (ID: 32) recovers after fully oc-
culsion.
4.4 Ablation Study
Occlusion Handling. Better occlusion handling can help im-
proving the 3D object localization performance. When an object
is occluded, the detection is very likely to be unreliable or miss-
ing, which can generate wrong 2D bounding boxes or even no
bounding boxes at all. The TNT tracker can handle the partial and
full occlusions for a long duration. In Figure 10 of the basketball
sequence, the person with a purple bounding box is fully occluded
by a billboard from frame 12, but its trajectory is recovered after it
appears again at frame 40.
Table 2: Mean localization error(standard deviation in parenthesis) in meters.
Approach Scene Overall (m) <=10m <=25m >25m
Det+Flat_Ground_Asmp
Campus 3.84(±1.67) 4.05(±1.42) 4.76(±2.06) N/A
Grass land 3.96(±1.74) 2.41(±1.32) 3.98(±2.01) N/A
Basketball field 6.74(±3.15) 6.04(±2.78) 8.66(±3.18) 12.30(±3.84)
Det+Our_Ground_Est
Campus 2.22(±1.12) 2.04(±0.78) 2.61(±1.47) N/A
Grass land 2.27(±1.16) 1.15(±0.77) 1.98(±1.43) N/A
Basketball field 3.21(±1.84) 2.49(±1.66) 4.47(±2.12) 6.71(±2.33)
Det+Trk+Our_Ground_Est
Campus 0.49(±0.31) 0.47(±0.08) 1.21(±0.54) N/A
Grass land 0.78(±0.31) 0.21(±0.08) 0.94(±0.35) N/A
Basketball field 2.07(±1.46) 1.97(±1.22) 2.42(±1.74) 3.87(±1.95)
Figure 11: Typical issues (e.g. view of truncation, incorrect
ground plane estimation and motion blur) that affect 3D lo-
calization performance.
Ground Plane Estimation and Tracking. To demonstrate the
effectiveness of each of the our modules, we show the object local-
ization performance with different methods in Table 2. Det+Flat_
Ground_Asmp denotes performing detection only and assuming a
flat ground plane, i.e., unit normal vector of [0,−1, 0]T . Det+Our_
Ground_Est uses our ground plane estimation method in 3.3. Note
that the localization performance is especially improved for far ob-
jects, since small errors in ground plane can have a large impact on
error over longer distances. Finally, in Det+Trk+Our_Ground_Est,
the tracking method is added for comparison. In TNT, the un-
weighted moving average algorithm is applied to adjust the size of
the bounding box when unreliable detection occurs. If the detection
score is below threshold (0.2), the size of the bounding box is then
determined by the past k frames. Let {si,t }, where i ∈ {1, 2, 3, 4}
be four corner points of the target bounding box in the t-th frame
and {xi,t } be the detection outputs. The recursive formula of the
unweighted moving average is
si,t = si,t−1 +
xi,t − xi,t−k
k
(14)
It is observed that the error decreases further, since the localization
can now be estimated on more reliable detection bounding boxes
with the help of tracking.
Failure Modes. We illustrate some failure cases in Figure 11,
which includes field of view truncation that cause the bottom cen-
ter of the bounding box no longer being the actual footpoint of
the object. Failures can also occur due to incorrect ground plane
estimation, and the abrupt camera motion with blurring.
5 CONCLUSION AND FUTURE STUDY
In this work, we have presented a novel framework for drone-based
tracking and 3D object localization system. It combines CNN-based
object detection, multi-object tracking, ground plane estimation
and finally, 3D localization of the ground targets. Both the tracking
performance and 3D localization performance are compared with
either the state-of-the-art or ground truth. The robustness of our
system is shown to handle most of the cases by drone, including
occlusion handling and camera fast motions.
However, our work does have a few limitations. Although we
demonstrate the fast camera motions may not affect the perfor-
mance of tracking, it may affect the group plane estimation. When
performing the epipolar search, it is not able to obtain the depth if
the camera performs pure rotation, which is usually the case for the
drone. A possible solution is to take the monocular depth map by
CNN into considerations [33]. Since we are able to get 3D positions
of each objects from proposed system, our future work also explores
the 3D tracking so the trajectory will be much smoother compared
to 2D. By adding some constraints into 3D trajectories, we believe
the system will become more robust and effective.
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