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（注1）：本研究は [4], [5] を発展させたものである．













2. 1 LTL checker




















Table 1 Examples of event logs.




表 2 性 質 の 例
Table 2 Examples of properties.
Property Formal Property
A が実行されたらいつかは B が実行される A ⇒ B
いつかは D または E が実行される (D ∨ E)
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Table 3 Examples with event order relations of
traces.
trace ID trace AB AC AE AF ... label
1 ABCEF 1 1 1 1 ... true
2 ABCD 1 0 1 0 ... false
3 ABBA 2 0 0 0 ... false
α : 全トレースにおけるイベントの組
特徴の総数 = P (α, 2)
P(n, r) は n(n−1)(n−2)...(n−r+1) のように計算
できる．次に，各トレースから特徴量を抽出する方






AE, AF, BC, BE 等．これらは Algorithm 1 におい
て FeatureListOfEachLog1 として記述される) これ
らは Algorithm 1における「step 1 : 各トレースから
イベント順序関係を抽出する」によって出力される．
Algorithm 1の内容を説明する．このアルゴリズム
は各トレースである logi を入力とする．各 logi にお
いて，eventij はイベント名とトレースにおけるイベ
ントの場所を表す．例えば，eventi0 は logi の最初に
実行されたイベントであることを表す．各 eventij は
トレースにおいて eventij の後に実行される eventik
とペアにされる．この処理は 8 行目に書かれている．












Fig. 2 Flowchart for extracting features of a trace.
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Algorithm 1 各トレースからの特徴量の抽出
1: Input:
log0, ..., logn : 配列として表現されるトレース群
logi = 〈eventi0, ..., eventim〉: トレースはイベントの集ま
りによって構成される
AllFeatures : すべてのイベント順序関係の集合
2: for i = 0 to n do
3: //step 1: 各トレースからイベント順序関係を抽出する
4: FeatureListOfLogi = []
5: Results = [] : 各ログの特徴を表すベクトルデータ
6: for j = 0 to m− 1 do





12: for L = 0 to last do
13: for O = 1 to last do
14: if AllFeaturesL == FeatureListOfLogO
then












は samplesの trueまたは falseを表す各トレース数，
左側の数値は falseの数，右側の数値は trueの数を表
























ならば，論理式は (E ∧ H) となり，偽であれば，
¬(E ∧ H) となる．加えて，全てのパスの選言は

















ためにパス (A → B → E)，パス (A → C → G) が使







Fig. 4 Example of decision tree.

























correct :  (activity==Repair(Complex)start
∧  (activity==Repair(Complex)complete
∧  (activity==Inform User
∧  (activity==Archive Repair)))) (3)
incorrect :  (activity==Repair(Complex)start)
∧  (activity==Repair(Complex)complete)










ト “Repair (Complex) start”(A) が実行されたらそ































( ((activity == Repair(Complex)complete
∧  (activity==InformUser)))
∧  ((activity == Repair(Complex)complete
∧  (activity==ArchiveRepair)) (5)
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Table 5 Prediction result using decision tree and ver-
iﬁcation result using logical formula gener-
ated by our proposed approach.
図 5 各ステップにおける比較と他手法との比較

























correct :  (activity==Repair(Complex)start
∧  (activity==Repair(Complex)complete
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