This work is concerned with numerical methods for controlled regime-switching diffusions, and regime-switching jump diffusions. Numerical procedures based on Markov chain approximation techniques are developed. Convergence of the algorithms is derived by means of weak convergence methods. In addition, examples are also provided for demonstration purpose. ᭧
Introduction
Many systems in the real world are complex, in which continuous dynamics and discrete events coexist. The need of successfully control such systems in practice leads to the resurgent effort in formulation, modeling, and optimization of regimeswitching diffusions and regime-switching jump diffusions. It has attracted much needed attention in the last few years; see for example, Blair and Sworder (1986) , Ji and Chizeck (1990) , Mariton and Bertrand (1985) ; Mao (1999) , among others. Recent study of stochastic hybrid systems has indicated that such a formulation is more general and appropriate for a wide variety of applications. One of the distinctive features of the underlying system is that there are a number of regimes across which the behavior of the system can be markedly different. For some recent applications in risk theory, financial engineering, and insurance modeling, we refer the reader to Di Masi, Kabanov, and Runggaldier (1994) , Dufresne and Gerber (1991) , Moller (1995) , Rolski, Schmidli, Schmidt, and Teugels (1999) , ଁ This paper was not presented at any IFAC meeting. This paper was recommended for publication in revised form by the Associate Editor Rene Boel under the direction of the Editor Ian Petersen.
In this work, we develop numerical algorithms for regimeswitching controlled diffusions and regime-switching jump diffusions, prove their convergence, and demonstrate their performance by considering some examples. Different from existing results on numerical methods for controlled diffusions, in lieu of one scalar cost function and one scalar value function, we have a collection of such functions. Effectively, we are dealing with a system instead of a single equation. Although we also use Markov chain approximation method, compared with the existing results in Kushner and Dupuis (2001) , the systems are hybrid containing both continuous dynamics and discrete events. The results of the aforementioned references are not directly applicable. In our problem, the approximating Markov chain has two components. One component is an approximation to the diffusion, whereas the other keeps track of the regimes.
The rest of the paper is arranged as follows. Problem formulation for controlled regime-switching diffusions is given next. In Section 3, we study the approximating Markov chain, and in Section 4, we consider interpolated processes of the approximation. In Section 5, relaxed control representation is introduced for our approximation. Section 6 establishes the convergence of the algorithms. Section 7 extends the formulation and results to regime-switching jump diffusions and discounted cost problems. Several numerical examples are given in Section 8. Section 9 makes additional remarks. Finally, an appendix is provided to include the detailed proofs of results.
Formulation
Consider a controlled hybrid diffusion system or controlled diffusions with regime switching. For simplicity, the system is assumed to be one dimensional; it can be easily generalized to multi-dimensional cases. Suppose that there is a finite set M = {1, . . . , m 0 } representing the possible regimes of the environment, that (·) is a continuous-time Markov chain having state space M with generator Q = (q ), and that w(·) is a standard Wiener process. Let {F t } be a filtration that measures at least {w(s), (s) : s t}, and u(·) be an F t -adapted control, taking value in a compact set U ⊂ R. Such controls are said to be admissible controls. The dynamic system of interest is
where x(t) is a component of the state representing the continuous dynamics and (t) is another component representing discrete events. For example, to model the price of a stock in a financial market, we use dS = ( (t))S dt + ( (t))S dw,where S(·) represent the stock price, (·) and (·) the appreciation and volatility rates, and w(·) a standard Brownian motion. The use of the Markov chain (·) is an effort to represent the random environment, the market trends, as well as other economic factors.
To proceed, let be the first exit time from the interval
and consider the cost function
where k(·) and g(·) are appropriate functions representing the running cost and terminal cost, respectively. In the above, the notation E u x, denotes the expectation taken with the initial data x(0) = x and (0) = and given control process u(·) used. For an arbitrary r ∈ U , (x, ) ∈ G × M, and (·, ) and xx (·, ) denote the first and second derivative with respect to x, and
). Let U be the collection of admissible controls. For each ∈ M, let V (x, ) be the value function
The value functions are solutions of the following system of HJB equations
Our task to follow is to construct a numerical procedure for solving the optimal control problem. The method that we are using is Markov chain approximation; see Kushner and Dupuis (2001) . However, our approximating Markov chain has two components. One of them delineates the behavior of the continuous component and the other represents the switching process.
Approximating Markov chain
In this section, we construct a discrete-time, finite-state, controlled Markov chain to approximate the controlled diffusion processes with regime switching. The approximating Markov chain is locally consistent with (1), so that the weak limit of the Markov chain satisfies (1). Let h > 0 be a discretization parameter. Define S h = {x :
n ), n < ∞} be a controlled discrete-time Markov chain on a discrete state space S h × M with transition probabilities from a state (x, ) ∈ M to another state (y, ) ∈ M, denoted by p h ((x, ) , (y, )|r) for r ∈ U . We use u h n to denote the random variable that is the control action for the chain at discrete time n. In order to approximate the continuous-time (x(·), (·)), we need to use an appropriate continuous-time interpolation (Kushner & Dupuis, 2001 
We need the approximating Markov chain constructed satisfying local consistency. 
n )} is said to be locally consistent with (1), if it satisfies, for ε h = o( t h (x, , r) ),
Suppose we have the approximating Markov chain discussed above. Then we can obtain approximation of cost function defined in (3).
h . Natural cost functions for the chain that approximates (3) are, for
Corresponding to the continuous-time problems, the first term on the right-hand side of (8) represents the running cost and the last term gives the terminal cost. Using U h to denote the collection of controls, which are determined by a sequence of measur-
Practically, we can compute V h (x, ) by solving the corresponding dynamic programming equation using iteration method. That is, for (x, )
with the boundary condition V h (x, ) = g(x, ) for (x, ) ∈ {0, B} × M. Now we proceed to find the transition probabilities and interpolation intervals for the Markov chain {( h n , h n )}. To find a reasonable Markov chain that is locally consistent, we first consider a special case, in which the control space has a unique admissible control u h ∈ U h . In this case, min in (10) can be dropped. That is,
Similarly, if we assume U has a unique admissible control u(·), we can drop inf in (5), and apply
Discretize (12) using upwind finite difference method with stepsize h > 0 by
where b + and b − are the positive and negative parts of b, respectively. Combining like terms and comparing the result with (11), we obtain transition probability
Next, we present the local consistency for our approximation sequence. The proof of the following lemma is to verify all conditions in Definition 1 through calculations, and is omitted.
Lemma 2. The Markov chain (
h n , h n ) with transition probabilities {p h (·)} defined in (13) is locally consistent with (1).
Interpolations
Based on the Markov chain approximation constructed in the last section, piecewise constant interpolation is obtained here with appropriately chosen interpolation intervals. Using
Using the interpolation process, we can rewrite (8) as
In addition, U h is equivalent to the collection of all piecewise constant admissible controls with respect to D h t . Hence, we still use the same formula for value function given in (9). To proceed, we need the following assumptions: (A1) For each ∈ M and each r ∈ U , the functions b (·, , r) and (·, ) are continuous in G.
(A3) For each ∈ M and each r ∈ U , the functions k (·, , r) and g(·, ) are continuous in G.
The local consistency leads to
with error e h (t) satisfying lim h→0 sup 0 t T E|ε h (t)| → 0 for any 0 < T < ∞. Note that M h (·) is a martingale with respect to D h t , and its discontinuities go to zero as h → 0. We attempt to represent M h (t) similar to the diffusion term in (1). Define
We can now rewrite (15) as
Since (·) > 0 in the compact set G, −1 (·) is uniformly bounded, which assures that the weak limit has continuous path with probability one. Note that in this paper, we are working with switching diffusions. The methods developed in what follows can be readily applied to switching systems of the form
is a non-degeneracy requirement for the diffusion part, which is used for convenience. In case, if is not strictly positive, we modify its inverse by † (x, )= −1 (x, ) if (x, ) = 0 and † (x, ) = 0 if (x, ) = 0, which is a trick used in general for martingale problems (see Kushner & Dupuis, 2001, p. 288) , and which requires more complex notation and the use of another Brownian motion.
Relaxed control
Sections 3 and 4 gave numerical method to approximate V (·) in (3). Only weak sense solution of (1) is important. Our primary goal is to prove convergence of our approximation to desired V (·) as h → 0. The sequence of ordinary controls might not converge in a traditional sense, and the use of the relaxed control terminology enables us to obtain and appropriately characterize the weak limit. To facilitate the proof of weak convergence, we introduce the relaxed control representation; see Kushner and Dupuis (2001, Section 4.6 ) for details.
where B(U ) is the -algebra of Borel subsets of U. (17), (14), and the value function (9) as
Note that m t (·) is a probability measure on B(U ).

Loosely, it is the time derivative of m(·). It is natural to define the relaxed control representation m h (·) of u h (·) by m h t (A)=I {u h (t)∈A} , ∀A ∈ B(U
The introduction of relaxed controls makes the control appear essentially linearly in the dynamics and cost function. In fact, the infimum of the cost over the classes of ordinary controls and relaxed controls are the same. We can rewrite (1) and (3) as
Definition 4. By a weak solution of (21), we mean that there exists a probability space ( , F, P ), a filtration (21), irrespective of the probability space.
We need two more assumptions. (A5) is a broad condition that is satisfied in most applications. The main purpose is to avoid the tangency problem; see Kushner and Dupuis (2001, p. 278 (x, ) given in (20), which is the same as (9), converge to V (x, ) in (4). The proof of the next lemma can be obtained similar to that of Yin, Zhang, and Badowski (2003, Theorem 3 .1).
Convergence
Consider the Markov chain {(
Lemma 5. Using the transition probabilities{p h (·)} defined in (13), the interpolated process of the constructed Markov chain { h (·)} converges weakly to (·), the Markov chain with generator Q = (q ).
The main results are given below. The proofs are provided in the appendix to facilitate the continuity of presentation. 
Theorem 6. Assume (A1) and (A2
(·), h (·), m h (·), w h (·)
, h } has a weakly convergent subsequence whose limit process satisfies (21). With a slight abuse of notation, still index the convergent subsequence by h with the limit denoted by (
x(·), (·), m(·), w(·),˜ )
. By assumption (A2), { h } is uniformly integrable. By the weak convergence (see Theorem 6) and the Skorohod representation, as h → 0,
Assumption (A5) guarantees that the first exit time of x(·)
Theorem 7. Assume (A1)-(A5). V h (x, ) and V (x, ) are value functions defined in (20) and (4), respectively. Then
V h (x, ) → V (x, ) as h → 0.
Extensions
Regime-switching jump diffusion processes
Here we consider the optimal control problem for (3) subject to a controlled regime-switching jump diffusion given by
dx(t) = b(x(t), (t), u(t)) dt + (x(t), (t)) dw(t) + dJ ,
where N(·) is a Poisson measure with intensity dt × (d ) (see the details in Kushner & Dupuis, 2001 , Section 1.5), (·) has a compact support Υ , q(·) is a bounded and measurable function, and q(·, , ) is continuous for each and each ∈ M. There is an equivalent way to define the process (24) by working with the jump times and values directly. To this end, let 0 = 0 and n , n 1, be the time of the nth jump, and q(·, ·, n ) is the corresponding jump intensity with a suitable function q(·). Let { n+1 − n , n , n < ∞} be mutually independent random variables with n+1 − n being exponentially distributed with mean 1/ , and let n have a distribution (·). In addition, for each n, let { k+1 − k , k , k n} be independent of {x(s), (s), s < n , k+1 − k , k , k < n}. Then the nth jump of the process x(·) is q(x( − n ), ( n ), n ), and the jump term can be written as
We note the following local properties of jumps for (24). Because n+1 − n is exponentially distributed, we can write P {x(·) jumps on [t, t +
)|x(s), (s), w(s), N (s, ·), s t} = + o( ). For any H ∈ B(R), define (·) as (x, , H ) = ( : q(x, , ) ∈ H ). By the independence and the definition of n , P {x(t) − x(t − ) ∈ H |t = n ; w(s), x(s), (s), N (s, ·), s < t; x(t − )=x, (t)= }= ( : q(x(t − ), (t), ) ∈ H ) = (x(t − ), (t), H ).
It is implied by the above discussion that the regime-switching jump diffusion x(·) satisfying (24) can be viewed as a process that evolves as a regime-switching diffusion (1) with jumps that occur at random time according to the jump rate defined above.
Given that the nth jump occurs at time n , we construct its values according to the conditional probability law, or, equivalently write it as q(x( − n ), ( n ), n ). Then the process given in (24) is a switching diffusion process in (1) . We also need a new definition of local consistency for Markov chain approximation of the regime-switching jump diffusions.
Definition 8. A controlled Markov chain {(
h n , h n ), n < ∞} is said to be locally consistent with (24), if there is an interpolation interval t h (x, , r) → 0 as h → 0 uniformly in x, , and r such that (a) there is a transition probability p h D (·) that (together with an interpolation interval t h ) is locally consistent with (1) in the sense that (7) (x, , r) ) such that the one-step transition probability p h ((x, ) 
, (y, )|r) is given by p h ((x, ), (y, )|r) = (1 − t h (x, , r) − h (x, , r))p h D ((x, )(y, )|r) + ( t h (x, , r) + h (x, , r)) { : q h (x, , ) = y − x}.
Local consistency can be easily verified with the use of the local properties of jumps specified. To proceed, let the discrete times at which jumps occur be denoted by 
We use M h n and J h n to denote the third and fourth terms in the last equation. By the local consistency,
where M h n is a martingale with respect to D h n whose quadratic variation is given by
Note that E n−1
→ 0 in probability as h → 0. So we can drop the term involving I T h k without affecting the limit, obtain
,where
, and ε h (t) is used as in (15) 
h (x, , r)] (y, ) p h D ((x, ), (y, )|r)V h (y, ) +[ t h (x, , r)
Using analogous approach as in previous section, we can obtain convergence result.
Discounted cost problems
In many applications, it is desirable to deal with discounted cost problems in an infinite-time horizon. To construct numerical algorithms for controlled regime-switching jump diffusions, the state space for the x-component needs to be bounded. Thus, we adopt the ideas in Kushner (1990) and still set this up as a stopping time problem. Consider a discounted cost problem subject to (24). The cost function is given by
where > 0 is the discount rate. Stopping time and value function V (x, ) are defined as in (1) and (4), respectively. Then, V (x, ) satisfies the system of HJB equations
Hence, we can compute the value similar to the method for solving (3) subject to (24). The system of dynamic programming equations is given by (x, , r) ]. Using the method leading to (13) from (12), and approximating e − t h (x, ,r) by 1 − t h (x, , r), we have the same transition probability as in (13), but slightly different time interval function t h (x, , r 
It can be demonstrated as in the previous sections, the approximation so constructed is consistent. In addition, the convergence results carry over to the current setup.
Examples
In this section, we provide several examples for demonstration. All the numerical experiments were computed using MAT-LAB on a WinXP platform. W (x, , u) . Using the algorithms developed in this paper in conjunction with iteration in policy space, we can obtain V h n (·) → V h (·) as n → ∞, where V h (·) is the value function in (9). The procedure is outlined as: (1) for a pre-specified tol> 0:
Example 9. Consider a LQ regulator system with regimeswitching. The dynamic system is given by dx(t)=A( (t))x(t) dt +B( (t))u(t) dt +C( (t))x(t) dw(t), where the control u(·)
with n → n + 1. Fig. 1 is the result of approximation of value and optimal control for each initial status in G 0 h when step-size is h = 2 −9 . Solid line and dotted line are for = 1 and = 2, respectively. Table 1 presents the approximated values for selected initial states in comparison with various step-sizes. The iterative scheme was applied until the maximum difference between successive iterates was less than tol=10 −6 .
Example 10. Consider a modified version of the model studied in Ghosh, Arapostathis, and Marcus (1993) (a flexible manufacturing system). Suppose there is one machine producing a single commodity. The inventory where (t) represents marketing state (a continuous-time Markov chain having generator Q with q 11 = q 22 = −0.5 and q 21 = q 12 = 0.5), is interpreted as minor demand fluctuation with (1) = 1 and (2) = 2, and J (t) is a Poisson jump process that is interpreted as sales returns with J (t) = n t n , where n ∈ Υ = {0.01, 0.02}, with its distribution (0.01) =0.6, (0.02)=0.4 . Let = 4, and the { n+1 − n } is a sequence of exponentially distributed random variables with mean 1/ . The cost function is W (x, , u) = E u x, 0 (x(t) − 0.2u(t)) 2 dt, and the value function is V (x, ) = inf u(·) W (x, , u) . Policy iteration used for this example is similar to that of Example 9. The main difference is that the system of dynamic programming equations used is the one developed in Section 7.1. Fig. 2 and Table 2 present the computation results.
Further remarks
This paper is devoted to numerical methods for approximating regime-switching diffusions and regime-switching jumpdiffusions. For notational simplicity, the problem is setup such that the x-component of the state is a scalar-valued function. The results obtained readily extend to systems with multidimensional diffusion processes.
For a regime-switching system in which the Markov chain has a large state space, we may use the ideas of two-time-scale approach presented in Yin and Zhang (1998) (see also Yin & Zhang, 2005 and references therein) to first reduce the complexity of the underlying system and then construct numerical solutions for the limit systems. As demonstrated in the aforementioned references, the limit control problems can be used for construction of controls of the original systems leading to near optimality. It would be interesting to obtain rate of convergence for the numerical method developed in this paper. For stochastic control problems without switching, the rate of convergence has only become available very recently; see Krylov (2000) . The essence is the use of nonlinear PDE (partial differential equation) techniques. The addition of switching adds another fold of complication, namely, one needs to deal with nonlinear system of PDEs. Another important problem concerns the problem when the diffusion term is also controlled. The complication here is that the set of models is not "closed" under convergence of controls (even relaxed controls). A remedy is to enlarge the set of models by introducing "martingale measure driving processes;" see Kushner (1990) . This does not change the optimal cost or controls, but facilitates the convergence proof and approximations. The main problems are the consistency issue and the construction of easily codable algorithms; see Kushner (2000) . This problem is our current research project.
where E m h h is the conditional expectation with respect to F h h . Taking lim sup h→0 followed by lim →0 yield the tightness of {w h (·)}.
Next we prove the tightness of { h (·)}. Let E h x, be the expectation for the interpolated process with interpolation step size h and initial data (x, ). By (A1), (18), and (A.1), we have
, where K is a generic positive constant. Applying similar argument as that of (A.2), we also have
This shows the tightness of h (·). So far, we have proved that
For the rest of the proof, we assume the probability space is chosen as required by Skorohod representation (see Kushner & Dupuis (2001, Theorem 1.7, Chapter 9) 
