This paper proposes to infer accurately a 3D shape of an object captured by a depth camera from multiple view points. The Generalised Relaxed Radon Transform (GR 2 T) [1] is used here to merge all depth images in a robust kernel density estimate that models the surface of an object in the 3D space. The kernel is tailored to capture the uncertainty associated with each pixel in the depth images. The resulting cost function is suitable for stochastic exploration with gradient ascent algorithms when the noise of the observations is modelled with a differentiable distribution. When merging several depth images captured from several view points, extrinsic camera parameters need to be known accurately, and we extend GR 2 T to also estimate these nuisance parameters. We illustrate qualitatively the performance of our modelling and we assess quantitatively the accuracy of our 3D shape reconstructions computed from depth images captured with a Kinect camera.
Introduction 1
With the increasing popularity of 3D displays and 3D printers, capturing automatically and 2 easily a 3D shape of an object of interest using low cost hardware like the Kinect sensor opens 3 interesting perspectives for non-specialist users for archiving, reproducing or displaying objects. 4 Several methods have been recently proposed to recover a 3D shape from depth images (these are 5 reviewed in paragraph 2.1). However all approaches convert the depth images into point clouds 6 in the 3D space with little consideration to how the noise on a pixel of a depth image translates 7 into uncertainty on the corresponding 3D point. Moreover smoothing the depth images is often 8 used as a preprocess to remove noise before conversion to a 3D point cloud but this implies 9 that valuable information can also be lost. In this paper, we defend an alternative strategy for 10 estimating an accurate 3D shape from depth images: the original recorded data is not transformed 11 into a point cloud, and thanks to prior knowledge about the sensor, the noise associated with each 12 recorded pixel is modelled explicitly. As a consequence, our cost function used for 3D shape 13 inference represents well the global uncertainty related to the noise of the depth images. 
where the notation N(Θ; µ, Σ) indicates a Normal distribution for random variable Θ with mean 70 µ and isotropic covariance matrix Σ = h 2 I controlled by a bandwidth h (with I identity matrix).
71
These two steps (correspondence-transformation) are iterated until the convergence criterion is 72 reached. It is one of the most used algorithms for registration due to its simplicity and low 
Assuming the transformed point cloud {t(v ( j) )} j=1,··· ,N v is sampled from p Θ , the transformation t 80 is then estimated by maximising the likelihood:
Using this cost function, Cui et The transformation t can be estimated by maximising the kernel correlation [24]:
The cost function for this estimation consists in the cross correlation between two probability 88 density functions (pdf) each of which represents a point cloud [24] . The pdf corresponding to the 89 reference point cloud is modelled as the empirical density function, while the second point set is 90 modeled with a Gaussian mixture (eq. (2)). Defining the empirical estimate of the distribution 91 of Θ using observations in V (using the Dirac kernel δ) by:
the cross correlation can be understood as: The Generalised Relaxed Radon Transform (GR 2 T) has recently been proposed for robust 113 inference [1] and its modelling relies on the following stochastic system of equations:
with
and F a given link function. Using Bayes theorem, the 115 probability density of (λ, Θ) can be computed as an expectation:
Note that when the error distribution p is the Dirac density function δ( ), the probability density 
The priors {π i } i=1,··· ,N associated with the observations are often assumed equiprobable π i = 1 N .
123
When Θ and x are assumed independent, equation (9) becomes:
The term lik(λ, Θ) can be understood as an average of likelihoods that consider only one obser- Ruttle et al [36] corresponds to the relation between the 3D position Θ = (θ 1 , θ 2 , θ 3 ) in the real world and the pixel position x = (x 1 , x 2 ) where Θ is projected using a projection matrix P associated with a pinhole camera model: Section 3.1 presents the link function F used to estimate the 3D shape from depth images.
158
It is based on the pin-hole camera model. Paragraph 3.2 gives an explicit expression for the 159 average likelihood used as a cost function modelling the surface of the object in the 3D space.
160
In practice, using a turning table, the extrinsic camera parameters can not be known precisely 161 via calibration and we propose to refine them using the depth images (section 3.4). A mesh is 162 then inferred using an iterative algorithm that explores the surface of the object characterised by 163 a ridge in the cost function (section 3.5). Section 3.6 provides more details on the computations 164 involved in our framework.
165
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To solve SfD, we define the following random variables:
167
• Θ ∈ R 3 is the 3D spatial latent variable of interest. The cost function proposed here is 168 optimised w.r.t. Θ to extract the shape of the object in view in the depth images.
169
• Ψ ∈ R 6 correspond to the extrinsic camera parameters modelled as a nuisance random by calibration and they are combined with the extrinsic camera parameters to create the 176 projection matrix P(Ψ):
The coordinate of the centre of the camera C(Ψ) can then be computed with:
• x ∈ R 3 is an observed random variable corresponding to the pixel spatial positions (x 1 , x 2 ) 179 and the depth value x 3 . For each camera, a set of observations for x has been collected.
180
These sets are noted S 1 = {x
for the depth image recorded by camera 2, and so on up to S C = {x
recorded by camera C.
183
• ∈ R 3 is the random variable modelling the noise on depth images. Its distribution p is 
187
The function F(x, Ψ, Θ) that links the random variable x, Θ, Ψ is defined as:
and the stochastic equation used in our modelling is: The link function F(x, Θ, Ψ) is depending on additional nuisance parameters Ψ and these 197 camera parameters need to be estimated accurately to recover the information Θ of interest.
198
Assuming independence between Θ and (x, Ψ), the joint density function p λΘΨ can be computed 199 by:
The joint density function p x,Ψ (x, Ψ) can be approximated by its empirical estimate using the
Using this estimate to compute the integral (16), we get the following estimate of p λΘ :
At λ = 0, the average likelihoodp λ|Θ is a function of Θ: Xbox 360 (released in 2010) has been used in this study [41] . to estimate the camera parameters. Using as many as 3D to 2D correspondences as can be avail-233 able, camera parameters are estimated as well as the radial distortion coefficients. We used the
234
MATLAB toolbox developed by Bouguet [44] for all the camera calibration in this work.
235
The intrinsic parameters of the RGB camera can be found using standard calibration tech- seen in the depth image. This is used to calibrate the intrinsic parameters of the depth camera.
242
Viewing this same glass chessboard from both the RGB camera and the depth camera allows a 243 standard stereo calibration to be done to determine the rotation translation between the two cam-244 eras. The relationship allows a real world origin to be calculated in the RGB image and from that 245 the extrinsic parameters of the depth camera can be determined, or the depth camera data can be 246 re-projected into the RGB camera space to provide a pixel to pixel match.
247
Figure 4: The glass chessboard used to calibrate the Kinect Camera, both the colour and the depth sensor can see the pattern.
Raw depth data conversion & Depth bandwidth selection

248
The variable x 3 (cf. eq. (14) at a flat surface (a wall) and repeated depth images were captured from different distances. A 253 calibration chessboard pattern was also placed on the wall so that the distance of the camera 254 from the wall could be determined using standard extrinsic camera calibration. link the observed Kinect depth value to the real distance [41] :
Our estimated values for the αs parameters are reported in Appendix A. Note that the abscissa in 
267
For all the experiments carried out in this work, the object was placed between 0.6 and 
Data Capture
A board is placed on top of a large sheet of paper, which is marked every 10 degrees around 273 in a full circle (cf. Fig. 6 ). The board and the marked sheet of paper allow the board to be placed 36 positions to be calibrated, and an initial estimate of the camera parameters to be obtained.
277
Then an object is placed on the board and the board is again placed in all 36 positions, every 278 10 degrees on a full horizontal circle, with a capture taken at each position. Various objects 279 (cf. Fig. 9 ) was used from highly complex to relatively plain to test the algorithm. Silhouette 280 images have also been generated using standard background subtraction techniques to segment 281 the foreground and background pixels. The silhouette images were improved using the depth 282 data and when necessary any obvious errors in the segmentation were corrected by hand. No 283 extraordinary measures were taken to get perfect RGB and depth images e.g. no special lights, 284 background or rig was used and the calibration step for the extrinsic parameters is only designed 285 to give good initial guesses in our algorithm. In practice, even with a careful calibration, the extrinsic camera parameters are not accurate 288 enough and these are necessary to get a good cost function lik(Θ) for inference of the shape.
289
Choosing camera 1 as a reference camera (Ψ 1 is available), we want to estimate the parameters 290 {Ψ 2 , · · · , Ψ C } such that all average likelihoods overlap well in the 3D space. We formulate the In practice, to compute this integral, we extract independent samples {Θ (i) } j=1,··· ,N 1 of the refer- 
The estimateΨ c is then computed using an iterative gradient algorithm with an initial guess given This process can lead to a propagation of errors on the estimated camera parameters. but these 304 can be reduced by repeating the process with a different reference camera and by calibrating the 305 cameras in reverse order. (18)). The approach is explained by the algorithm 1.
314
The prior is defined such that it depends on the previous point found on the surfaceΘ (n) :
For simplicity, the resolution r is fixed to sample points at regular interval on the ridge and the repeated for multiple slices of the object to achieve a full reconstruction. It is possible to repeat 324 the process again, now using slices in a different orientation to improve surface completeness. 
Optimisation and Computations
326
The cost function lik(Θ) is a kernel density estimate computed using ( C c=1 N c ) observations.
327
As more images are collected, the computation at a spatial position Θ becomes more intensive.
328
In practice, we consider only the kernels with the observations (pixels) in the vicinity of the pro- 
Experimental results
339
In this section we illustrate the different stages of our 3D shape inference system. First depth the objects in each case. As more depth maps are used, the 3D reconstruction improves steadily.
This improvement is even more visible for the Vanish Bottle that has a smooth surface. very small (0.5 mm). Four additional synthetic objects were also tested leading to similar results
377
[41].
378
When dealing with real objects, we created several ground truths using less noisy sensors.
379
Figure 11 presents three 3D reconstructions of the Lighthouse captured using different sensors.
380
The first one has been computed using 40 high resolution colour images using an online tool for 
405
In general, errors are larger in the areas with very high curvatures compared to flat areas.
406
This limitation could be overcome with adding prior information about the class of object to 407 reconstruct. Our algorithm provides vertices located at regular distances on the surface of the 408 object, and more complex areas would benefit from having locally a higher resolution mesh than 409 flat areas well described with a low resolution mesh. , reconstruction from 4 scans (in blue) using a 3D scanner Minolta Vivid 700 (G 4 Scan ), and our reconstruction (in pink) from 36 Kinect depth images.
Conclusion and Future works 411
We have shown that GR 2 T can be used to merge depth images captured from multiple views, initial guesses for these algorithms. Despite the noise on the depth images, the accuracy of the 418 resulting reconstruction using the Kinect sensor compares reasonably with reconstructions using 419 alternative technologies using less noisy sensors.
420
The proposed approach infers vertices well distributed on the surface of the object and future work will focus on also inferring all edges defining the full mesh. This will be done by extending 
