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Abstract
We consider a fractional generalization of gradient systems. We use differential
forms and exterior derivatives of fractional orders. Examples of fractional gradient
systems are considered. We describe the stationary states of these systems.
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1 Introduction
Derivatives and integrals of fractional order [1, 2, 3] have found many applications in recent
studies in physics. The interest in fractional analysis has been growing continually during
the last few years. Fractional analysis has numerous applications: kinetic theories [4, 5, 6];
statistical mechanics [7, 8, 9]; dynamics in complex media [10, 11, 12, 13, 14]; and many
others.
The theory of derivatives of non-integer order goes back to Leibniz, Liouville, Riemann,
Grunwald, and Letnikov. In the last few decades many authors have pointed out that
fractional-order models are more appropriate than integer-order models for various real ma-
terials. Fractional derivatives provide an excellent instrument for the description of memory
and hereditary properties of various materials and processes. This is the main advantage of
fractional derivatives in comparison with classical integer-order models in which such effects
are in fact neglected. The advantages of fractional derivatives become apparent in mod-
elling mechanical and electrical properties of real materials, as well as in the description of
rheological properties of rocks, and in many other fields.
In this Letter, we use a fractional generalization of exterior calculus that was suggested
in Refs. [15, 16]. Fractional generalizations of differential forms and exterior derivatives were
defined in [15]. It allows us to consider the fractional generalization of gradient dynamical
systems [17, 18]. The suggested class of fractional gradient systems is a wider class than
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the class of usual gradient dynamical systems. The gradient systems can be considered as
special case of fractional gradient systems.
In Section 2, a brief review of gradient systems and exterior calculus is considered to fix
notation and provide a convenient reference. In Section 3, a definition of fractional gener-
alization of gradient systems is suggested. In Section 4, we consider a fractional gradient
system that cannot be considered as a gradient system. In Section 5, we prove that a dynam-
ical system that is defined by the well-known Lorenz equations [23, 24] can be considered as
a fractional gradient system. Finally, a short conclusion is given in Section 6.
2 Gradient Systems
In this section, a brief review of gradient systems and exterior calculus [18] is considered to
fix notation and provide a convenient reference.
Gradient systems arise in dynamical systems theory [19, 18, 17]. They are described by
the equation dx/dt = −grad V (x), where x ∈ Rn. In Cartesian coordinates, the gradient
is given by grad V = ei∂V /∂xi, where x = eixi. Here and later, we mean the sum on the
repeated indices i and j from 1 to n.
Definition 1. A dynamical system that is described by the equations
dxi
dt
= Fi(x) (i = 1, ..., n) (1)
is called a gradient system in Rn if the differential 1-form
ω = Fi(x)dxi (2)
is an exact form ω = −dV , where V = V (x) is a continuously differentiable function (0-
form).
Here, d is the exterior derivative [18]. Let V = V (x) be a real, continuously differentiable
function on Rn. The exterior derivative of the function V is the one form dV = dxi∂V /∂xi
written in a coordinate chart (x1, ..., xn).
In mathematics [18], the concepts of closed form and exact form are defined for differential
forms, by the equation dω = 0 for a given form ω to be a closed form, and ω = dh for an exact
form. It is known, that to be exact is a sufficient condition to be closed. In abstract terms
the question of whether this is also a necessary condition is a way of detecting topological
information, by differential conditions.
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Let us consider the 1-forms (2). The formula for the exterior derivative d of (2) is
dω =
1
2
(
∂Fi
∂xj
−
∂Fj
∂xi
)
dxj ∧ dxi,
where ∧ is the wedge product. Therefore the condition for ω to be closed is
∂Fi
∂xj
−
∂Fj
∂xi
= 0. (3)
In this case, if V (x) is a potential function then dV = dxi∂V /∂xi. The implication from
’exact’ to ’closed’ is then a consequence of the symmetry of the second derivatives commute,
∂2V
∂xi∂xj
=
∂2V
∂xj∂xi
. (4)
If the function V = V (x) is smooth function, then the second derivative commute, and Eq.
(4) holds.
Proposition 1. If a smooth vector field F = eiFi(x) of system (1) satisfies the relations
(3) on a contractible open subset X of Rn, then the dynamical system (1) is the gradient
system such that
dxi
dt
= −
∂V (x)
∂xi
. (5)
If the exact differential 1-form ω is equal to zero (dV = 0), then we get the equation
V (x) − C = 0 that defines the stationary states of gradient dynamical system (5). Here, C
is a constant.
3 Fractional Generalization of Gradient Systems
A fractional generalization of exterior calculus was suggested in [15, 16]. A fractional exterior
derivative and fractional differential forms were defined [15]. It allows us to consider the
fractional generalization of gradient systems.
If the partial derivatives in the definition of the exterior derivative d = dxi∂/∂xi are
allowed to assume fractional order, a fractional exterior derivative can be defined [15] by the
equation dα = (dxi)
αDαxi . Here, we use the fractional derivative D
α
x in the Riemann-Liouville
form [1] that is defined by the equation
Dαxf(x) =
1
Γ(m− α)
∂m
∂xm
∫ x
0
f(y)dy
(x− y)α−m+1
, (6)
3
where m is the first whole number greater than or equal to α. The initial point of the
fractional derivative [1] is set to zero. The derivative of powers k of x is
Dαxx
k =
Γ(k + 1)
Γ(k + 1− α)
xk−α, (7)
where k ≥ 1, and α ≥ 0. Note that the derivative of a constant C need not be zero.
Let us consider a dynamical system that is defined by the equation dx/dt = F, on subset
X of Rn. In Cartesian coordinates, we can use Eq. (1), where i = 1, .., n, x = xiei, and
F = Fiei. The fractional analog of Definition 1 has the form.
Definition 2. A dynamical system (1) is called a fractional gradient system if the frac-
tional differential 1-form
ωα = Fi(x)(dxi)
α (8)
is an exact fractional form ωα = −d
αV , where V = V (x) is a continuously differentiable
function, and dα = (dxi)
αDαxi is a fractional exterior derivative.
Using the definition of the fractional exterior derivative, Eq. (8) can be represented as
ωα = −d
αV = −(dxi)
αDαxiV.
Therefore, we have Fi(x) = −D
α
xi
V .
Note that Eq. (8) is a fractional generalization of differential form (2). Obviously that
fractional 1-form ωα can be closed when the differential 1-form ω = ω1 is not closed.
Proposition 2. If a smooth vector field F = eiFi(x) on a contractible open subset X of
Rn satisfies the relations
DαxjFi −D
α
xi
Fj = 0, (9)
then the dynamical system (1) is a fractional gradient system such that
dxi
dt
= −DαxiV (x), (10)
where V (x) is a continuous differentiable function and DαxiV = −Fi .
Proof. This proposition is a corollary of the fractional generalization of Poincare lemma
[16]. The Poincare lemma is shown [15, 16] to be true for exterior fractional derivative.
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Note that the Riemann-Liouville fractional derivative of a constant need not be zero (7),
and we have
DαxiC =
x−αi
Γ(1− α)
C.
Therefore we see that constants C in the equation V (x) = C cannot define a stationary state
for Eq. (10). In order to define stationary states of fractional gradient systems, we consider
the solutions of system of the equations DαxiV (x) = 0.
Proposition 3. The stationary states of gradient system (10) are defined by the equation
V (x)−
∣∣∣∣∣
n∏
i=1
xi
∣∣∣∣∣
α−m m−1∑
k1=0
...
m−1∑
kn=0
Ck1...kn
( n∏
i=1
(xi)
ki
)
= 0. (11)
The Ck1...kn are constants and m is the first whole number greater than or equal to α.
Proof. In order to define the stationary states of a fractional gradient system, we consider
the solution of the equation
DαxiV (x) = 0. (12)
This equation can be solved by using Eq. (6). Let m be the first whole number greater than
or equal to α, then we have the solution [2, 1] of Eq. (12) in the form
V (x) = |xi|
α
m−1∑
k=0
ak(x1, ..., xi−1, xi+1, ..., xn)(xi)
k, (13)
where the ak are functions of the other coordinates. Using Eq. (13) for i = 1, ..., n, we get
the solution of the system of equation (12) in the form (11).
If we consider n = 2 such that x = x1 and y = x2, we have the equations of motion for
fractional gradient system
dx
dt
= −DαxV (x, y),
dy
dt
= −DαyV (x, y). (14)
The stationary states for Eqs. (14) are defined by the equation
V (x, y)− |xy|α−1
m−1∑
k=0
m−1∑
l=0
Cklx
kyl = 0.
The Ckl are constants and m is the first whole number greater than or equal to α.
The Riemann-Liouville fractional derivative has some notable disadvantages in physical
applications such as the hyper-singular improper integral, where the order of singularity is
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higher than the dimension, and nonzero of the fractional derivative of constants, which would
entail that dissipation does not vanish for a system in equilibrium. The desire to formulate
initial value problems for physical systems leads to the use of Caputo fractional derivatives
[3] rather than Riemann-Liouville fractional derivative. The Caputo fractional derivative
[3, 20, 21, 22] is defined by
Dα
∗ xf(x) =
1
Γ(m− α)
∫ x
0
f (m)(y)dy
(x− y)α−m+1
, (15)
where f (m)(y) = dmf(y)/dym, and m is the first whole number greater than or equal to α.
This definition is of course more restrictive that (6), in that requires the absolute integrability
of the derivative of order m. The Caputo fractional derivative first computes an ordinary
derivative followed by a fractional integral to achieve the desire order of fractional derivative.
The Riemann-Liouville fractional derivative is computed in the reverse order. Integration
by part of (15) will lead to
Dα
∗ xf(x) = D
α
xf(x)−
m−1∑
k=0
xk−α
Γ(k − α + 1)
f (k)(0+). (16)
It is observed that the second term in Eq. (16) regularizes the Caputo fractional derivative
to avoid the potentially divergence from singular integration at x = 0+. In addition, the
Caputo fractional differentiation of a constant results in zero.
If the Caputo fractional derivative is used instead of the Riemann-Liouville fractional
derivative then the stationary states of fractional gradient systems are the same as those for
the usual gradient systems (V (x) − C = 0). The Caputo formulation of fractional calculus
can be more applicable to gradient systems than the Riemann-Liouville formulation.
4 Examples of Fractional Gradient System
In this section, we consider fractional gradient systems that cannot be considered as a gra-
dient system. We prove that the class of fractional gradient systems is a wider class than
the usual class of gradient dynamical systems. The gradient systems can be considered as
special case of fractional gradient systems.
Example 1. Let us consider the dynamical system that is defined by the equations
dx
dt
= Fx,
dy
dt
= Fy, (17)
where the right hand sides of equations (17) have the form
Fx = acx
1−k + bx−k, Fy = (ax+ b)y
−k, (18)
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where a 6= 0. This system cannot be considered as a gradient dynamical system. Using
∂Fx
∂y
−
∂Fy
∂x
= ay−k 6= 0,
we get that ω = Fxdx+ Fydy is not closed form
dω = −ay−kdx ∧ dy.
Note that the relation (9) in the form
DαyFx −D
α
xFy = 0,
is satisfied for the system (18), if α = k and the constant c is defined by c = Γ(1− α)/Γ(2− α).
Therefore, this system can be considered as a fractional gradient system with α = k and a
linear potential function
V (x, y) = Γ(1− α)(ax+ b).
Example 2. Let us consider the dynamical system that is defined by Eq. (17) with
Fx = an(n− 1)x
n−2 + ck(k − 1)xk−2yl,
Fy = bm(m− 1)y
m−2 + cl(l − 1)xkyl−2,
where k 6= 1 and l 6= 1. It is easy to derive that
∂Fx
∂y
−
∂Fy
∂x
= ckl xk−2yl−2((k − 1)y − (l − 1)x) 6= 0,
and the differential form ω = Fxdx + Fydy is not closed dω 6= 0. Therefore this system is
not a gradient dynamical system. Using the conditions (9) in the form
D2yFx −D
2
xFy =
∂2Fx
∂y2
−
∂2Fy
∂x2
= 0,
we get dαω = 0 for α = 2. As the result, we have that this system can be considered as a
fractional gradient system with α = 2 and the potential function
V (x, y) = axn + bym + cxkyl.
In the general case, the fractional gradient system cannot be considered as gradient
system. The gradient systems can be considered as special case of fractional gradient systems
such that α = 1.
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5 Lorenz System as a Fractional Gradient System
In this section, we prove that dynamical systems that are defined by the well-known Lorenz
equations [23, 24] are fractional gradient systems.
The well-known Lorenz equations [23, 24] are defined by
dx
dt
= Fx,
dy
dt
= Fy,
dz
dt
= Fz,
where the right hand sides Fx, Fy and Fz have the forms
Fx = σ(y − x), Fy = (r − z)x− y, Fz = xy − bz.
The parameters σ, r and b can be equal to the following values
σ = 10, b = 8/3, r = 470/19 ≃ 24.74 .
The dynamical system which is defined by the Lorenz equations cannot be considered as
gradient dynamical system. It is easy to see that
∂Fx
∂y
−
∂Fy
∂x
= z + σ − r,
∂Fx
∂z
−
∂Fz
∂x
= −y,
∂Fy
∂z
−
∂Fz
∂y
= −2x.
Therefore ω = Fxdx+ Fydy + Fzdz is not a closed 1-form and we have
dω = −(z + σ − r)dx ∧ dy + ydx ∧ dz + 2xdy ∧ dz.
For the Lorenz equations, the conditions (9) are satisfied:
D2yFx −D
2
xFy = 0, D
2
zFx −D
2
xFz = 0, D
2
zFy −D
2
yFz = 0.
As the result, we get that the Lorenz system can be considered as a fractional gradient
dynamical system with potential function
V (x, y, z) =
1
6
σx3 −
1
2
σyx2 +
1
2
(z − r)xy2 +
1
6
y3 −
1
2
xyz2 +
b
6
z3. (19)
The potential (19) uniquely defines the Lorenz system. Using Eq. (11), we can get that the
stationary states of the Lorenz system are defined by α = m = 2, and the equation
V (x, y, z) + C00 + Cxx+ Cyy + Czz + Cxyxy + Cxzxz + Cyzyz = 0, (20)
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where C00, Cx, Cy, Cz Cxy, Cxz, and Cyz are the constants. The plot of these stationary
states of Lorenz system can be derived by using computer.
Note that the Rossler system [25], that is defined by the equations
dx
dt
= −(y + z),
dx
dt
= x+ 0.2y,
dz
dt
= 0.2 + (x− c)z,
can be considered as a fractional gradient system with potential function
V (x, y, z) =
1
2
(y + z)x2 −
1
2
xy2 −
1
30
y3 −
1
10
z2 −
1
6
(x− c)z3.
This potential uniquely defines the Rossler system. The stationary states of the Rossler
system are defined by Eq. (20).
6 Conclusion
Using the fractional derivatives and fractional differential forms, we consider the fractional
generalization of gradient systems. In the general case, the fractional gradient system cannot
be considered as gradient systems. The class of fractional gradient systems is a wider class
than the usual class of gradient dynamical systems. The gradient systems can be considered
as special case of fractional gradient systems. Therefore, it is possible to generalize the
application of catastrophe and bifurcation theory from gradient to a wider class of fractional
gradient dynamical systems. Note that the order of fractional derivative can be considered
as an additional parameter that can leads to bifurcation. For example, fractional gradient
system with the Ginzburg-Landau potential
V (x) =
1
4
x4 +
a
2
x2 + bx
has the stationary states that are defined by the equation x1−α(x3 + a′x + b′) = 0, where
bifurcation is defined by new values of parameters
a′ = a
Γ(5− α)
6Γ(3− α)
, b′ = b
Γ(5− α)
6Γ(2− α)
.
Note also that the some of fractional gradient systems can be non-local in coordinates,
due to the integral in the definition of fractional derivatives. These non-local properties will
be considered in the next paper. The fractional generalization of differential forms [15, 16]
leads us to the following open questions: Is there a fractional analog of the homology and
cohomology theories? Is there a connection with the non-local character of the fractional
derivative and the topological properties of the fractional differential forms? These interest-
ing open questions require the additional research.
9
References
[1] Samko S.G., Kilbas A. A., and Marichev O.I.: Fractional Integrals and Derivatives
Theory and Applications, Gordon and Breach, New York, 1993.
[2] Oldham K.B., and Spanier J.: The Fractional Calculus, Academic Press, New York,
1974.
[3] Podlubny I.: Fractional Differential Equations, Academic Press, San Diego, 1999.
[4] Zaslavsky G.M.: Fractional kinetics, and anomalous transport, Phys. Rep. 371 (2002),
461-580.
[5] Zaslavsky G.M.: Hamiltonian Chaos and Fractional Dynamics, Oxford University Press,
2005.
[6] Tarasov V.E., and Zaslavsky G.M.: Fractional Ginzburg-Landau equation for fractal
media, Physica A 354 (2005), 249-261; E-print physics/0511144.
[7] Tarasov V.E.: Fractional generalization of Liouville equation, ıChaos 14 (2004), 123-
127; E-print nlin.CD/0312044.
[8] Tarasov V.E.: Fractional systems and fractional Bogoliubov hierarchy equations, Phys.
Rev. E 71 (2005), 011102; E-print cond-mat/0505720.
[9] Tarasov V.E.: Fractional Liouville and BBGKI equations, J. Phys.: Conf. Ser. 7 (2005),
17-33; E-print nlin.CD/0602062.
[10] Nigmatullin R.: The realization of the generalized. transfer in a medium with fractal
geometry, Phys. Stat. Solidi B 133 (1986), 425-430.
[11] Tarasov V.E.: Continuous medium model for fractal media, Phys. Lett. A 336 (2005),
167-174; E-print cont-mat/0506137.
[12] Tarasov V.E: Possible experimental test of continuous medium model for fractal media,
Phys. Lett. A 341 (2005) 467-472; E-print physics/0602121.
[13] Tarasov V.E.: Fractional hydrodynamic equations for fractal media, Ann. Phys. 318
(2005) 286-307; E-print physics/0602096.
[14] Tarasov V.E.: Fractional Fokker-Planck equation for fractal media, Chaos 15 (2005),
023102; E-print nlin.CD/0602029.
[15] Cottrill-Shepherd K., and Naber M.: Fractional differential forms, J. Math. Phys. 42
(2001), 2203-2212; E-print math-ph/0301013.
[16] Cottrill-Shepherd K., and Naber M.: Fractional differential forms II, E-print
math-ph/0301016.
[17] Gilmor R.: Catastrophe theory for Scientists and Engineers, Wiley, New York, 1981.
Sec 14.
[18] Dubrovin B.A., Fomenko A.N., and Novikov S.P.: Modern Geometry - Methods and
Applications. Part I, Springer, New York, 1992.
10
[19] Hirsh M., and Smale S. Differential Equations, Dynamical Systems and Linear Algebra,
Academic Press, New York, 1974.
[20] Caputo M.: Linear models of dissipation whose Q is almost frequency independent.
Part II, Geophys. J. Royal Astron. Soc. 13 (1967), 529-539.
[21] Caputo M. and Mainardi F.: A new dissipation model based on memory mechanism,
Pure and Appl. Geophys. 91 (1971), 134-147.
[22] Gorenflo R., and F. Mainardi F., Fractional calculus, integral and differential equations
of fractional order, in: A. Carpinteri and F. Mainardi (Eds.), Fractals and Fractional
Calculus in Continuum Mechanics, Springer Verlag, Wien and New York, 1997, pp.
223-276.
[23] Lorenz E.N.: Deterministic nonperiodic flow, J. Atmos. Sci. 20 (1963), 130-141.
[24] Sparrow C.: The Lorenz Equations, Springer, New York, 1982.
[25] Rossler O.E.: An equation for continuous chaos, Phys. Lett. A 57 (1976), 397-398.
11
