The aim of this study is to develop a model for proppant transport in hydraulic fractures capable of capturing both gravitational settling and tip screen-out effects, while prohibiting the particles from reaching the crack tips by imposing a width restriction based on the particle size. First, the equations that govern the propagation of hydraulic fractures and the proppant transport inside them are formulated. They are based on the solution for the steady flow of a viscous fluid, mixed with spherical particles, in a channel, which is obtained assuming an empirical constitutive model. This proppant transport model is applied to two fracture geometries -Khristianovich-Zheltov-Geertsma-De Klerk (KGD) and pseudo-3D (P3D). Numerical simulations show that the proposed method makes it possible to capture proppant plug formation and growth, as well as the gravitational settling for both geometries. A dimensionless parameter, whose magnitude reflects the intensity of the settling, is introduced for the P3D fracture.
Introduction
Hydraulic fracturing is a process whereby the fluid pressure due to fluid injection into a crack is the driving force for the fracture opening and propagation. Among the multiple uses of hydraulic fracturing, such as accelerating the waste remediation process (Frank and Barkley, 2005) , waste disposal (Abou-Sayed et al., 1989) , or preconditioning in rock mining (Jeffrey and Mills, 2000) , oil and gas reservoir stimulation (Economides and Nolte, 2000) stands out as one of the most common applications. Recognizing the significance of hydraulic fracturing, many studies have been devoted to the modeling and numerical simulation of this phenomenon. Starting from the work of Khristianovic and Zheltov (1955) , further examples of the analytical modeling can be found in Garagash and Detournay (2000) , Adachi and Detournay (2002) , Detournay and Garagash (2003) and Detournay (2004) , where the near tip solutions and regimes of propagation are studied, while reviews of the existing numerical approaches aiming to predict hydraulic fracture propagation are given in Adachi et al. (2007) and Peirce and Detournay (2008) .
The problem of hydraulic fracturing is challenging to analyze due to a variety of physical processes that are involved in the problem, such as fluid flow inside the fracture, fluid leak-off to the surrounding rock, the rock fracturing due to crack propagation, and, in some cases, elastic interaction with natural fractures or other hydraulic fractures. Moreover, the fracturing fluid can be non-Newtonian, and its properties may vary with time and temperature. To effectively model the process, however, many assumptions are typically made. For instance, the fluid is assumed to be Newtonian, the flow is assumed to be laminar, the behavior of the rock is taken as linear elastic, poroelastic effects are typically neglected, the geometry of the fracture is greatly simplified to one-dimensional, radial, or planar etc. Even with these simplifications, the phenomenon of hydraulic fracturing is difficult to model, as it requires the solution of a nonlinear problem with a singularity, in which the nonlinearity comes form the lubrication equation and the singularity typically appears at the crack tip. This study aims to add an additional aspect to the problem, namely, the movement of proppant within the fracture. Typically, proppant is used to prevent the fracture from closing once the well is depressurized. In this case, modeling the fracture propagation driven only by a viscous fluid is not sufficient, since the proppant, blended with the fracturing fluid alters the properties of the fracturing fluid. Incorporating the effects associated with the presence of particles poses an additional challenging problem, which is addressed in this study. As mentioned in Adachi et al. (2007) , in hydraulic fracturing problems, the slurry is typically modeled as a Newtonian fluid with the effective viscosity given by an empirical function of proppant content. In addition, a uniform particle distribution across the fracture is assumed and the slip velocity http://dx.doi.org/10.1016/j.ijsolstr.2015.02.051 0020-7683/Ó 2015 Elsevier Ltd. All rights reserved. only due to gravity is considered. In contrast, the current study utilizes an approach developed in Dontsov and Peirce (2014) , where the governing equations for the slurry and the proppant transport are obtained based on the empirical constitutive model for the slurry introduced by Boyer et al. (2011) . This model accounts for the non-uniform particle distribution across the channel, slip velocity induced by the slurry flow, and captures the transition from Poiseuille's flow for small particle concentrations to Darcy's law for nearly maximum proppant content.
It is also important to highlight a two phase model proposed by Boronin and Osiptsov (2010) , and work by Chekhonin and Levonyan (2012) , where proppant plug formation near the crack tip is studied. In the latter study, the one-dimensional problem of KGD fracture propagation is considered, and the problem is tackled using a double moving coordinate system. One coordinate is scaled by the length of the crack and another by the distance from the inlet to the proppant plug, in which case the boundaries of the plug are tracked automatically based on the calculated distances. While this approach works well for a 1D geometry, its generalization to 2D fractures seems to be tremendously difficult since two moving boundaries cannot easily be resolved using scaling. Some of the studies, however, investigate just the flow of the slurry, i.e. the mixture of fluid with the particles, and do not apply it to the fracture propagation problem. One example is a study by Eskin and Miller (2008) , in which the granular temperature is used to account for micro-level particle movements. To address the problem, this study aims to develop a model for hydraulic fracturing by a slurry, which accounts for the mechanics of the slurry, while, at the same time, is sufficiently simple that it can be implemented into a hydraulic fracturing simulator.
The paper is organized as follows. First, the governing equations for the slurry flow and proppant transport inside hydraulic fractures, obtained in Dontsov and Peirce (2014) , are in summarized in Section 2. Then, in Sections 3 and 4, the governing equations for the slurry and proppant transport are embedded into the fracture propagation problems (respectively KGD and P3D) and the complete problems are solved numerically.
Background
This section aims to summarize background information that is necessary to develop a computational scheme for proppant transport inside hydraulic fractures. The approach is based on the slurry flow solution in the channel, developed in Dontsov and Peirce (2014) . This solution is, in turn, based on the empirical constitutive model for the mixture of a Newtonian fluid and spherical particles introduced in Boyer et al. (2011) . Fig. 1 shows the schematics of the fracture and the associated coordinate system, where x is the coordinate along the fracture in the horizontal direction, z is the vertical axis (it is assumed that the fracture is contained in a vertical plane), while y is the coordinate across the fracture. As shown in Dontsov and Peirce (2014) , the balance equations for the slurry and proppant can be written as @w @t
where w is the width of the fracture, / ¼ h/i=/ m is the normalized proppant concentration averaged over fracture the width, i.e. in the y direction, / m ¼ 0:585 is the maximum allowed proppant concentration, g L represents leak-off, while q s and q p denote respectively the slurry and proppant fluxes. Note that the fluxes have two components, namely x and z, and consequently, r ¼ ð@=@x; @=@zÞ in (1).
The expressions for the fluxes are
where l f is the clear fluid viscosity,p is the fluid pressure corrected by hydrostatic pressure, q p À q f is the difference between proppant and fluid mass densities, g is the gravitational acceleration, a is the particle radius, B is a, so-called, blocking function, while the func-tionsQ s ;Q p andĜ p come from the slurry flow solution (Dontsov and Peirce, 2014) . The blocking function B is introduced to capture proppant bridging that occurs when the fracture width is on the order of several particle diameters. For the purpose of calculations, the blocking function is taken as
where N represents ''several'' particle diameters, H denotes the Heaviside step function, while w B ¼ 2aðN þ 1Þ, which provides a continuous vanishing of the function and helps in the numerical implementation. N ¼ 3 is chosen for all examples considered in this paper. FunctionsQ s ;Q p andĜ p can be expressed in a simpler form aŝ
where Q s ; Q p ; G s and G p are functions of / only and are calculated numerically, D ¼ 8ð1 À / m Þ a =3/ m is related to the permeability of the packed particles, a ¼ 4:1, see Dontsov and Peirce (2014) . As It is the difference between the fluid pressure and hydrostatic pressure, denoted byp, that drives the slurry, see (2). According to Dontsov and Peirce (2014) ,p is given bŷ
where p is the fluid pressure and p h is the hydrostatic pressure. The hydrostatic pressure is the driving force for buoyancy-driven fractures (Lister, 1990) , which is typically neglected for other hydraulic fracturing problems for simplicity. For this reason, all calculations in this paper neglect the hydrostatic pressure, which effectively replacesp by the fluid pressure p in (2). It is important to outline the assumptions of the proppant transport model that is adopted in this study. Firstly, since a continuum approach is used, the model is only applicable in regions where the fracture width exceeds several particle diameters. Clearly, this condition is violated near the fracture tip, where proppant size becomes comparable to the fracture width and bridging occurs. At the same time, the model is applicable in regions that are away from the fracture tip. Secondly, it is assumed that all particles are spherical and have the same diameter. To incorporate effects associated with non-spherical particles, a new constitutive model for the flow of such particles would have to be developed first. Thirdly, the steady state slurry flow is used to formulate the model. Hence, the regions of a fracture where slurry flow changes rapidly are not described accurately. For instance, if a clear fluid is followed by a slurry with a finite proppant concentration, the evolution of the proppant front will entail rapid flow fluctuations, which leads to inaccurate predictions near the clear fluid/slurry boundary.
Numerical solution for a KGD fracture

Problem formulation
To better understand the effects associated with the presence of particles (or proppant) on hydraulic fracture propagation, it is instructive to consider the simplest one-dimensional case of a KGD fracture in the presence of stress barriers. To this end it is assumed that the fracture lies along z axis and occupies interval ðÀl 1 ; l 2 Þ (see Fig. 3 ), where l 1 and l 2 are the extensions of the fracture respectively in the negative and positive z directions. By using Carter's leak-off model (Carter, 1957) and adding the source terms, the governing equations for fluid flow within the fracture including proppant can be deduced from (1) as
where Àl 1 6 z 6 l 2 , and
is the injection volume of the slurry per unit time, while / 0 is the normalized volume fraction of proppant at the source. To close the system of Eqs. (6), one needs to add the elasticity equation (see e.g. Adachi, 2001) , which can be written as
where E 0 ¼ E=ð1 À m 2 Þ is the plane-strain Young's modulus, the integral is understood in the sense of a Hadamard finite part, while DrðzÞ is an additional confining stress coming from the stress barriers. The boundary and propagation conditions at the tips are
is the scaled fracture toughness.
Numerical algorithm
The problem under consideration is split into two steps: (i) solve for the propagation of the fracture, i.e. coupling (6a), (8) and (9) and (ii) solve for the proppant transport, i.e. (6b) with the boundary conditions given in (9). In other words, at each time step, first (6a), (8) and (9) are solved to update the fracture width profile and length, and then (6b) is solved to find the new proppant concentration distribution over the fracture length. This subsection is aimed to cover both steps in the procedure.
To facilitate the numerical solution of the moving-boundary problem under consideration, a double moving mesh is introduced. In this case, negative and positive components of the x coordinate are normalized respectively by l 1 and l 2 , so that 
and @ðÁÞ @t z ¼ @ðÁÞ @t
where V 1 ¼ dl 1 =dt and V 2 ¼ dl 2 =dt are the velocities of crack propagation in the negative and positive z directions, as indicated in the Fig. 3 . By substituting (11) into (6), one can write
and the indices 1; 2 correspond respectively to the regions z 6 0 and z P 0 (see (11)). Fracture propagation. To formulate the numerical scheme, first, the width is approximated by a piecewise constant function in the f 1 and f 2 domains. In this case, the elasticity Eq. (8) can be discretized in obtain
where p i and w i denote respectively pressure and width vectors (defined at all grid points and time t i ), p i tip is the pressure correction at the tip (defined only at the tip points and time t i ),
is the elasticity matrix (depends on time through l 1 and l 2 ), while
Dr i is the term that comes from the presence of stress barriers (again, this depends on time through l 1 and l 2 ). Here Df denotes the mesh size associated with the discretized coordinates f 1 and f 2 (the same element size is used for both f 1 and f 2 ), while z j refers to the location of the jth element of w i . The tip pressure is added as an unknown since the accuracy of the pressure at the tip is poor due to the singular nature of the kernel in (8). By using the backward Euler scheme to approximate the time derivative, Eqs. (12a) and (13) can be written in a discretized form as
where B i is the matrix that accounts for the ''moving mesh terms'' coming from the time derivatives in (11), Aðw i ; / i Þ approximates the flux divergence term, while S iÀ1=2 accounts for the source and leak-off terms. Central differences are used to calculate matrix B i , while Aðw i ;
jAE1=2 are defined at the midpoints, see Fig. 4 . Note that the pressure is defined at the same points as the width, while coefficients J A jAE1=2 share the mesh with / i jAE1=2 . The discretized Eq. (14) approximates the corresponding differential equation inside the domain, and thus does not capture the boundary conditions. To find the discretized equations for the boundary nodes, one needs to integrate Eq. (6a) over the tip elements and use the boundary conditions (9). This provides two equations, which can be written in the general form as
If the correction for the tip were not necessary, then (16) would allow us to find the unknown tip velocities V 1 and V 2 and close the system of Eqs. (14). However, since the pressure at the tip elements cannot be computed accurately, one has to impose two additional conditions. One possibility is to assume that the width in the tip elements should follow the appropriate asymptotic solution, as used in Peirce and Detournay (2008) , and use the corresponding asymptotic formulas for the tip velocity. In this case, two additional equations are
where functions V 1 and V 2 depend on the regime of propagation of the hydraulic fracture. Note that the proppant cannot occupy the near-tip elements due to the ''blocking'' functions, introduced in (3), for this reason, ''classical'' asymptotic solutions can be used. For instance, in the viscous regime, i.e. in situation when
where b m ¼ 2 1=3 Á 3 5=6 , while w i 2 and w i N f À1 are the values of the width for the second and the penultimate nodes. Note that w i 1 ¼ w i N f ¼ 0 due to the boundary conditions in (9). More information about asymptotic solutions for the KGD fracture can be found in Adachi (2001) .
Finally, at each time step, Eqs. (14) and (16) are solved iteratively using the appropriate expression for the tip velocities (17). Then, the fracture footprint is updated using
Proppant transport. As indicated earlier in this section, first, the fracture propagation is determined for a given time step, and then (12b) is solved numerically to update the particle distribution over the fracture length. Eq. (12b) has the form of a conservation law, which is both nonlinear and heterogeneous. To deal with such a problem, a finite volume method with cell-centered flux functions (Bale et al., 2002) is used. In particular, the moving mesh term is integrated by parts, and (12b) is discretized as follows
where S iÀ1=2 p is the source term, matrix D is a finite difference operator, which employs a central difference scheme to approximate the flux derivative. i.e. ðDAÞ jÀ1=2 ¼ A iÀ1 j À A iÀ1 jÀ1 ; E AE1=2 is a shift operator, which shifts the flux function evaluation either to the left or to the right by a half grid cell size, i.e. E AE1=2 A j ¼ A jAE1=2 . Note that ðw /Þ i are defined at the grid points that correspond to / i jAE1=2 (see Fig. 4 ), so that ðw /Þ
The most difficult challenge in using (19) is to determine how to use the shift operator appropriately to have a stable scheme.
An in-depth analysis of the nonlinear conservation laws (and the associated numerical schemes) entails finding the characteristics, which depend on the derivative of the nonlinear flux, i.e. @ f q p z =@ðw /Þ (see e.g. Bale et al., 2002; LeVeque, 2002) .
Unfortunately, the proppant flux f q p z depends on w, which, in turn, is functionally dependent upon / through (6a), so that exact evaluation of this derivative is not trivial. For this reason, it is assumed that the variation of w with respect / is small (@w=@ / % 0), in which case the differentiation of (6a) with respect to / yields:
where v s z is an average velocity of the slurry, and ''const.'' means constant with respect to /. The implication of Eq. (20) is that the velocity of the slurry may be taken as constant during the evaluation of the derivative of the flux, i.e.
One may also interpret the assumption @w=@ / % 0 and consequently (20) in a different way. In the numerical scheme, first the width profile is updated, and then the equation for particle concentration is solved. Once the width is calculated, it cannot be changed while solving the proppant transport equation (within the same time step), hence w ¼ const:, which consequently implies (20). It is interesting to observe that according to Fig. 2 , derivatives of the functionsQ p andĜ p appearing in (21) can be large in magnitude for / % 1. In particular, it can be shown that their absolute values behave like w 2 =a 2 ) 1. Note, however, thatQ s ¼ Oða 2 =w 2 Þ and consequently v s z ¼ Oða 2 =w 2 Þ for such particle concentrations, so that the product of the derivative ofQ p and v s z is Oð1Þ in terms of the small parameter a=w. Since a 2 multiplies the gravitational settling term in (21), the fact that the derivative ofĜ p is Oðw 2 =a 2 Þ similarly does not make the whole term large in magnitude. This shows that even in the limit of very small particles, the flux derivative (21) is bounded. The width of the fracture can also be small, but, clearly, the differentiation in (21) cancels w and leads to some finite value of the flux derivative for small w.
Since (12b) has the form of a conservation law, Eq. (21) allows us to calculate the velocity of the nonlinear wave, which is then used to find the sign of the ''wind'' and utilize it in the numerical scheme. One of the best options is to use the Godunov scheme, which, however, requires the solution of the Riemann problem (LeVeque, 2002) . Unfortunately, finding the solution of the Riemann problem may be challenging and requires a significant amount of the computation time (since the proppant flux depends on functions that are computed numerically), for this reason an approximate Riemann solver is used. To assist with the construction of the numerical scheme, it is noted that f q p z ¼ f q p z ðw /; wÞ, and that the shock velocities between the elements can be defined as
where w i jAE1=2 ¼ 1 2 ðw i j þ w i jAE1 Þ. Fig. 5 shows the algorithm for determining the proppant flux based on the sign of the ''wind'' (21) and the shock velocity (22). There are three cases, where: (a) the ''wind'', calculated according to (21), is positive for both neighboring points, (b) the ''wind'' is negative for both neighboring points, and (c) the direction of the ''wind'' is different for the neighboring points. In the latter case, the shock velocity in (22) is used to determine the value of the proppant flux, see Fig. 5 .
Since Eq. (19) represents an explicit scheme, stability poses a restriction on the magnitude of the time step t i À t iÀ1 . In other words, the time step has to be reduced to make sure that the Courant-Friedrichs-Lewy (CFL) condition (LeVeque, 2002) is satisfied. On the other hand, since the numerical scheme for the crack opening (14) is implicit, there is no restriction on the time step for solving (14). To allow for arbitrary large time steps t i À t iÀ1 for the whole numerical algorithm, the time step t i À t iÀ1 is subdivided into small time steps when solving (19), each of which satisfies the CFL condition. This decomposition enables us to use large time steps for the stiff part of the problem (6a) and (8), which would require a time step restriction Dt $ OðDz 3 Þ, while the less stiff Eq. (6b) can be treated explicitly as it only involves a CFL condition Dt $ OðDzÞ.
It should also be noted that the equations are first scaled and then solved numerically. Once the solution is obtained, the dimensions of the parameters are then recovered. More information about scaling for the KGD fracture can be found in Adachi (2001) .
Numerical examples
This section is devoted to numerical examples that highlight the effects produced by the proppant. Due to the considerable number of parameters that influence the result, it is instructive to specify a reference set of parameters, and then change just some of them if needed. All numerical simulations in this section start at t start ¼ 1 s, assume a symmetric crack of length l 1 ¼ l 2 ¼ 1 m, and take the opening to be elliptic with the maximum width w max ¼ 5 Â 10 À4 m. The fracture is then propagated until t pr ¼ 1000 s using pure fluid, and thereafter the proppant is introduced, so for t > t pr , the mixture of the proppant and the fluid is used. The simulations run until t end , which is specified uniquely for each calculation. The input volume concentration of particles is taken / 0 ¼ 0:2, but note that / 0 is the scaled concentration, so that the true concentration is / m / 0 . Other parameters used for the calculations are E 0 ¼ 25 Â 10 9 Pa for the plane strain modulus, l 0 ¼ 1:2 Pa s for the viscosity (times 12), Q 0 ¼ 2 Â 10 À4 m 2 /s for the inlet flux, C 0 ¼ 5 Â 10 À5 m/s 1/2 for the leak-off coefficient, K 1c ¼ 10 6 Pa m 1/2 for the fracture toughness, a ¼ 4 Â 10 À4 m for the particle radius, Dq ¼ 1300 kg/m 3 for the difference in mass densities between the proppant and the fluid and g ¼ 9:8 m/s 2 for the gravitational acceleration. A stress barrier is assumed to be symmetric, located l r ¼ 10 m from the inlet, and to have a magnitude Dr ¼ 2:5 Â 10 6 Pa.
The problem with no leak-off is considered first. Fig. 6 plots pictures of the fracture width and proppant concentration at different time instants, as well as pressure and length histories. First of all, without the leak-off, the proppant does not accumulate rapidly in the tip regions, while, at the same time it can reach the bottom tip due to the gravitational settling. Even though the proppant changes the viscosity notably, its uneven distribution does not influence the symmetry much. This is because high viscosity has the most influence in the regions with high pressure gradients, i.e. near fracture tips. So, there is almost no influence of proppant Fig. 4 . Discretization of the width w and normalized particle concentration /. Fig. 5 . Schematics of the algorithm for approximating the proppant flux at the point that corresponds to w i j : (a) if the ''wind'' at both neighboring points is positive, then use the ''left'' value, (b) if the ''wind'' at both neighboring points is negative, then use the ''right '' value, and (c) if the direction of the ''wind'' is different for neighboring points, then use the sign of V sh j to determine value of the flux. before it reaches the tip region and starts to accumulate there. This hypothesis is supported by the length histories shown in Fig. 6 . Indeed, noticeable asymmetry is induced only at t % 4500 s, which corresponds to the time when the bottom proppant plug develops. Note that the kink on the pressure history at t % 110 s corresponds to reaching the stress barrier. There is no visible pressure change due to the injection of the proppant as well as due to the developing of the bottom plug.
To investigate the tip screen-out effect, Fig. 7 shows the results of a simulation for the reference parameter set, which includes leak-off. There are three features in the pressure diagram. First, there is a kink that corresponds to the time when the fracture reaches the stress barrier. Then, there is a characteristic pressure increase due to the development of the bottom proppant plug at t % 1800 s. After that, when the proppant reaches the top fracture tip, it causes an additional pressure rise at t % 2000 s. These observations are also supported by the length histories, which clearly indicate slower fracture growth due to the stress barriers, initiation of asymmetry at t % 1800 s, as well as slower propagation of the top fracture tip after the formation of a proppant plug there. Also note that the fracture width is noticeably affected by the formation of the proppant plugs.
Numerical solution for a P3D fracture
Problem formulation
To highlight the versatility of the proppant transport model, a simple multidimensional case is considered, namely the pseudo-3D (P3D) model for hydraulic fracture propagation with symmetrical stress barriers (Adachi et al., 2010) . Fig. 8 shows the schematics of the fracture. The fracture is propagating between two symmetric stress barriers, where an additional stress Dr further compresses the fracture in the regions jzj > H=2. The fracture tip is assumed to be vertical, the horizontal length of the fracture is denoted by lðtÞ, while the height of the fracture is hðx; tÞ, see Fig. 8 . Other assumptions of the model are: (i) the fluid pressure is uniform over the height of the fracture, i.e. does not depend on z; p ¼ pðxÞ, which implies the symmetry of the fracture, (ii) a plain strain elasticity condition exists in any vertical ðy; zÞ plane, and (iii) leak-off occurs only in the reservoir layer (jzj < H=2) and follows the Carter's leak-off model (Carter, 1957) .
To facilitate the development of the appropriate proppant transport model, it is useful to formulate the 2D equations for both fracture width and the particle concentration, so that @w @t þ @q s
where the fluxes are given in (2), Q ðzÞ is a source density that is distributed over the vertical coordinate z, and H is a Heaviside step function. The boundary conditions for (23) require the vanishing of all fluxes along the fracture boundary, as well as the appropriate asymptotic behavior of the width near the vertical tips, see Peirce and Detournay (2008) for details. Following Adachi et al. (2010) , since the pressure is assumed to be uniform over the height, the elasticity equations can be solved to obtain where
, while E 0 as in (8) is the planestrain Young's modulus. Again, as follows from Adachi et al. (2010) , the application of the toughness propagation criterion leads to
where K Ic is mode I fracture toughness. Formulas (24) and (25) apply in the regions where h > H. When h ¼ H, an elliptic fracture width profile is used instead of (24), i.e. w ¼ 2ðE 0 Þ À1 vpðxÞ. To formulate the P3D model, one also needs to introduce average width, flux, and total inlet flux as follows:
Note that / is an average concentration over the thickness (i.e. in the out-of-plane y direction) of the fracture, while w and q s x are respectively the width and flux, averaged over the height (i.e. z direction) of the fracture. With (26) in mind, Eq. (23a) can be integrated over z to obtain
; a Ã ¼ HDr
The biggest advantage of this scaling lies in the fact that it highlights the number of independent parameters that govern the problem. For this problem, there are four of such quantities:
K;Ĉ;â andĝ. Note that the scaling (34) is done slightly differently from Adachi et al. (2010) .
To aid the solution of the moving boundary problem, a moving mesh in both x and z directions is introduced. The following scaled coordinates are introduced as
wherel ¼lðtÞ andĥ ¼ĥðn;tÞ. In this case, the derivatives transform as @ðÁÞ @t 
where V ¼ dl=dt is the velocity of the crack tip. By substituting (37) into (31), and simplifying the result, one may write
All figures in this section that plot the fracture footprint and show the proppant concentration in color. Note that the maximum value for / is 1, since the concentration is scaled by / m . For all figures, simulations start at t start ¼ 1 s, with l ¼ 1 m, and an elliptic width profile with a maximum opening w max ¼ 10 À3 m. At time t pr the proppant is introduced, and at t end the simulation stops. Note that the effect of the initial condition decays with time, so, as long as the total initial volume of the fracture is sufficiently small, there is practically no effect associated with the initial condition. The reference problem parameters are H ¼ 25 m for the width of the reservoir layer, l 0 ¼ 1:2 Pa s for the shear viscosity (times 12), E 0 ¼ 25 Â 10 9 Pa for the plane strain modulus, Q 0 ¼ 2 Â 10 À2 m 3 /s for the injection rate, Dr ¼ 2:5 Â 10 6 Pa for the magnitude of the stress barriers, Dq ¼ 1300 kg/m 3 for the difference between proppant and carrying fluid mass densities, K 1c ¼ 10 6 Pa m 1/2 for the fracture toughness, C 0 ¼ 5 Â 10 À5 m/s 1/2 for the leak-off coefficient, a ¼ 4 Â 10 À4 m for the particle radius, g ¼ 9:8 m/s 2 for the gravity constant, / 0 ¼ 0:2 for the proppant concentration at the inlet, and t pr ¼ 1000 s for the start time of proppant injection. At the same time, different values of t end are used. For all the figures in this section, the parameters are assumed to be taken from the above reference set, except those, which are specified directly.
It is important to recognize the presence of the time scale associated with the gravitational settling. The asymptotic behavior of the functionĜ p ð /Þ (see Dontsov and Peirce, 2014) can be used to estimate the settling velocity, while the settling time can be calculated based on the vertical distance the proppant needs to travel, which is 1=2 in the scaled formulation. Combining these assumptions and the last equation in (41), the settling time can be estimated as
wherev settl is the dimensionless settling velocity calculated for small particle concentrations. This settling time needs to be compared to the proppant injection duration. Since the proppant is first injected at t pr , the duration of the injection is t end À t pr . In this case, it might be useful to introduce the ratio between two time scales which determines whether the gravitational settling is significant or not
If the parameter G s ) 1, then the settling occurs before the end of the fracturing job, while if G s ( 1, then the gravity does not affect the proppant distribution much. It is interesting to note that if t end À t pr ¼ const:, the viscosity does not enter (45), so that changing the viscosity of the carrier fluid alone cannot be used to alter the settling pattern. This counterintuitive phenomenon can be understood in the following way: a higher viscosity leads to a slower vertical settling velocity, however, at the same time, the horizontal velocity becomes smaller too. Since both settling and horizontal velocities are proportional to the inverse of the viscosity, the direction of the velocity vector does not change, and so the proppant pattern is unaffected. However, if the design fracture length is regarded as fixed, then the total treatment time t end becomes a function of viscosity, and then G s will no longer be independent of l 0 .
In addition, since high powers of E 0 ; Dr and H appear in the scaling parameters (34), and in particular in (45), the fracture footprint and proppant distribution become very sensitive to the values of , Fig. 10 plots the distribution of / for different values of G s . As can be seen from Fig. 10 , G s ¼ Oð1Þ leads to some skewness of the proppant distribution, which is nearly identical (as it should be) for the top pictures. The bottom left picture corresponds to G s ) 1, and so the effect of the gravity is significant. The bottom right picture corresponds to G s ( 1, and so the effect of the gravitational settling is minimal. One can also see the effect of the ''blocking'' functions, as the proppant cannot sink all the way to the bottom of the fracture and the maximum concentration in the plug does not increase beyond unity (the maximum allowed concentration).
Crack tip screen-out is another very important consequence of the presence of proppant. It is important to recognize that particles can reach the crack tip even without leak-off. First, the proppant flows faster by a factor 1.2 for small concentrations, which can be concluded from the asymptotic behavior ofQ p , see Dontsov and Peirce (2014) . This happens because of the nonuniform distribution of particles over the width of the channel. A similar thing happens in the vertical direction, the proppant tends to flow in the areas where the fracture is wide, while the fluid flows everywhere inside the fracture. So, the proppant gets concentrated near the centre, which again implies that, on average, it flows faster than the slurry. To illustrate this phenomenon, Fig. 11 plots the fracture footprints and the proppant distributions at different time instants t ¼ 800 s, t ¼ 1200 s, t ¼ 3000 s and t ¼ 4500 s for C 0 ¼ 0 (other parameters are taken from the reference set). The variation of the pressure at the inlet, the length of the fracture, and the height at the inlet versus time are also shown. As can be seen from the pictures, the length of the fracture is below 100 m right before the proppant injection starts, and by a length of 300 m, the proppant is already in the tip region. The proppant travels approximately 250 m, while the fracture grows by 200 m during the same time period, which shows that the proppant is faster by approximately 25%. There is no plug formation (in the x direction), however, at these times and the proppant is distributed almost uniformly inside the fracture. At the same time, there is a plug in the vertical z direction due to gravitational settling. The variation of the pressure, the length, and the height is smooth, although there is a small kink at t ¼ 1000, which corresponds to the beginning of proppant input.
To promote the accumulation of proppant in the tip region, leak-off needs to be introduced. Fig. 12 plots the fracture footprint and the proppant distribution at different time instants t ¼ 800 s, t ¼ 1200 s, t ¼ 1700 s and t ¼ 3000 s (all parameters are taken from the reference set). The variation of the pressure at the inlet, the length of the fracture, and the height at the inlet versus time are also shown. As can be seen, the leak-off significantly retards the fracture propagation, and even at t ¼ 800, the fracture is 50% shorter compared to that in Fig. 11 . Once the proppant is introduced, it reaches the crack tip much faster, accumulates there, and significantly slows further fracture propagation. After the plug is formed, only a small amount of fluid can penetrate and so the fracture starts to grow noticeably in the vertical direction.
Summary
This paper applies a model for proppant transport, which is based on an empirical constitutive law for the mixture of a viscous fluid with spherical particles, to two hydraulic fracturing problems, namely with the KGD and the P3D geometries. In the adopted formulation, the slurry flux has two terms, one Poiseuille-law-type term with an effective viscosity (which goes to infinity as the concentration reaches a critical value), and a Darcy-law-type term, where the average velocity is proportional to the particle size squared and the pressure gradient. The flux of the particles also has two terms, one proportional to the slurry flux, and another related to gravitational forces. The first term describes the advective motion, while the second term describes gravitational settling. The proppant transport model is first applied to the KGD fracture geometry with stress barriers. The numerical simulations show that the developed model is able to capture the initiation and further growth of a proppant plug in the crack tip region, which leads to tip screen-out. The gravitational settling introduces asymmetry, leads to faster screen-out at one side of the crack, and may stop the propagation there for some time. The proppant transport model is then implemented with the P3D fracture geometry. Despite the fact that the P3D model reduces to the solution of a 1D equation, the proppant transport cannot be treated in a similar fashion, and requires the numerical solution of a 2D problem. Two main objectives in the analysis of the numerical solutions include the gravitational settling and tip screen-out. A dimensionless parameter, which controls the magnitude of the particle settling, is introduced. One interesting fact is that this parameter does not directly depend on the viscosity of the fluid. It is further shown that the particles can reach the tip of the fracture even without leak-off. This occurs due to the fact that the proppant is concentrated near the centre of the channel, and thus, on average, gets transported faster than the carrying fluid. When leak-off is introduced, the proppant reaches the crack tip region notably faster and accumulates there forming a plug. Once the plug is developed, only a small amount of fluid can penetrate the plug (due to the Darcy-law-type term), which switches fracture growth predominantly to the vertical direction. The main drawbacks of the model include: its inability to capture asymmetry caused by gravitational settling; and the rigid plug property, in which the proppant can sustain some stress once the fracture tends to close. Both issues cannot be implemented since one of the key assumptions of the P3D model -uniform pressure over the height of the fracture (and the resulting solution of the elasticity equation), would not be satisfied. This could be overcome only by adding a proppant transport module into a fully planar 3D hydraulic fracture propagation model, which is a challenging problem for future research.
