Abstract. In this paper, the authors studied the fractional S-transform on BMO and Hardy spaces and generalized the results given in [15] . In introduction section, the definitions of the S-transform, fractional Fourier transform and fractional S-transform are given. In Section 2 continuity and boundedness results for the fractional S-transform in BMO and Hardy spaces are obtained. Furthermore, in Section 3 the fractional S-transform is studied on the weighted BMOκ and weighted Hardy spaces associated with a tempered weight function.
Introduction
The S-transform is a new time-frequency analysis method, which is deduced from short-time Fourier transform and an extension of wavelet transform. It was first introduced by Stockwell et al. [17] in 1996 for analyzing geophysics data and since then has been applied in several discipline, such as geophysics, oceanography, atmospheric physics, medicine, hydrogeology. The continuous S-transform of a function f with respect to the window function ω is defined as [18] (S ω f )(τ, ξ) = R f (t) ω(τ − t, ξ) e −i2πξt dt, for τ, ξ ∈ R, (1.1) where the window ω is assumed to satisfy the following:
R ω(t, ξ)dt = 1 for all ξ ∈ R 0 := R \ {0}.
( 1.2)
The most usual window ω is a Gaussian one ω(t, ξ) = |ξ| k √ 2π e −ξ 2 t 2 /2k 2 , k > 0, (1.3) where ξ is the frequency, t is the time variable, and k is a scaling factor that controls the number of oscillations in the window. Equation(1.1) can be rewritten as a convolution (S ω f )(τ, ξ) = f (·)e −i2πξ· * ω(·, ξ) (τ ). (1.4) Applying the convolution property for the Fourier transform in (1.4), we can obtain a direct relation between S-transform and Fourier transform as follows:
dt is the Fourier transform of f . Certain examples and basic properties of the S-transform can be found in [7, 8, 9, 10, 11, 12, 13, 14] .
1.1. The fractional Fourier transform. The fractional Fourier transform was introduced by Almeida [1] as a generalization of classical Fourier transform. It has several known applications in the signal processing and many other scientific fields. The a th order FRFT (fractional Fourier transform) of a signal f is defined as 6) where the transform kernel is given by
where
, i is the complex unit, j is an integer and ξ is the fractional Fourier frequency. The inverse FRFT of equation (1.6) is
1.2. The fractional S-transform. The fractional S-transform is used by Xu et.al. [19] in 2012 as a generalization of the S-transform. The a th order continuous fractional S-transform (FRST) of a signal f (t) is defined as 8) where the window function g is given by
which satisfies the condition:
Inverse fractional S-transform is defined as
The fractional S-transform depends on a parameter θ and can be interpreted as a rotation by an angle θ in the time-frequency plane. The parameter p and k can be used to adjust the window function space. The fractional S-transform has been studied on distribution spaces by Singh [9, 10, 11] .
The fractional S-transform on BMO and Hardy spaces
The bounded mean oscillation space BM O(R) also known as John-Nirenberg space was first introduced by F. John and L. Nirenberg in 1961 [5] . It is the dual space of the real Hardy space H 1 and serves in many ways as a substitute space for L ∞ . The BM O(R) spaces play an important role in various areas of mathematics, for example many operators which are bounded on L p , 1 < p < ∞, but not on L ∞ , are bounded when considered as operators on BM O. Now, we recall the definitions of the BMO and Hardy spaces.
Definition 2.1. The bounded mean oscillation space BM O(R) is defined in [16, p. 140] as the space of all Lebesgue integrable (locally) functions defined on R such that
here the supremum is taken over all intervals I in R of measure |I| and f I stands for the mean of f on I, namely
Definition 2.2. The Hardy space is defined in [16, pp. 90-91] as the space of all functions f ∈ L 1 (R) such that
where φ is any test function with R φ(x)dx = 0 and φ t (x) = t −1 φ(x/t); t > 0, x ∈ R.
Our main results in this section are as follows.
is the transform kernel defined in (1.7) and θ = jπ, then for any Lebesgue integrable (locally) function defined on R we have
where m is a constant given in equation (2.2).
Proof. By using the inequality |K a (x, ξ)| ≤ |A θ |, we have
Theorem 2.2. For any fixed ξ ∈ R 0 and θ = jπ, the operator F RST a f :
Now by using above lemma we get
Then for any fixed ξ ∈ R 0 , the operator F RST a f : H 1 (R) → H 1 (R) is continuous and
Proof. We have
(by using equation (2.4) and then definition of convolution)
The fractional S-transform on weighted function spaces
Let us recall the definitions of relevant weighted function spaces. 
and the set of all such functions κ is denoted by K . Certain examples and basic properties of weight function κ can be found in [4] . 
Definition 3.3. The weighted bounded mean oscillation space BMO κ (R) is defined as the space of all weighted Lebesgue integrable (locally) functions defined on R such that
where the supremum is taken over all intervals I in R and |I| κ = I κ(x)dx.
Definition 3.4. The weighted Hardy space is defined as the space of all functions f ∈ L 1 κ (R) such that
Our main results on weighted function spaces are as follows.
Lemma 3.1. If g(x, ξ) is defined by (1.9) and θ = jπ, then for any fixed ξ ∈ R 0 we have the following estimate
where N is positive constant, and A ξ,N is a constant depend on ξ and N .
Proof. Using the well-known inequality, |x + y| n ≤ 2 n−1 (|x| n + |y| n ), ∀ x, y ∈ R, ∀ n ∈ N, we have
is the transform kernel defined in (1.7) and θ = jπ, then for any locally Lebesgue integrable function defined on R we have
Proof.
So by using lemma 3.1 and 3.2, we get Now by using lemma 3.1 we get
