We exploit a relation between the mean number Nm of minima of random Gaussian surfaces and extreme eigenvalues of random matrices to understand the critical behaviour of Nm in the simplest glass-like transition occuring in a toy model of a single particle in N -dimensional random environment, with N 1. Varying the control parameter µ through the critical value µc we analyse in detail how Nm(µ) drops from being exponentially large in the glassy phase to Nm(µ) ∼ 1 on the other side of the transition. We also extract a subleading behaviour of Nm(µ) in both glassy and simple phases. The width δµ/µc of the critical region is found to scale as N −1/3 and inside that region Nm(µ) converges to a limiting shape expressed in terms of the Tracy-Widom distribution. Understanding statistical structure of stationary points (minima, maxima and saddles) of random landscapes and fields of various types is a rich problem of intrinsic current interest in various areas of pure and applied mathematics [1, 2] . It also keeps attracting steady interest in theoretical physics community over more than fifty years [3] [4] [5] [6] [7] [8] , with recent applications to statistical physics [9, 10] , string theory [11] and cosmology [12, 13] . For a landscape described by a sufficiently smooth random function H(x) of N real variables x = (x 1 , ..., x N ) the problem of counting all stationary points amounts to finding solutions of the simultaneous stationarity conditions ∂ k H = 0 for all k = 1, ..., N , with ∂ k standing for the partial derivative ∂ ∂x k
We exploit a relation between the mean number Nm of minima of random Gaussian surfaces and extreme eigenvalues of random matrices to understand the critical behaviour of Nm in the simplest glass-like transition occuring in a toy model of a single particle in N -dimensional random environment, with N 1. Varying the control parameter µ through the critical value µc we analyse in detail how Nm(µ) drops from being exponentially large in the glassy phase to Nm(µ) ∼ 1 on the other side of the transition. We also extract a subleading behaviour of Nm(µ) in both glassy and simple phases. The width δµ/µc of the critical region is found to scale as N −1/3 and inside that region Nm(µ) converges to a limiting shape expressed in terms of the Tracy-Widom distribution. Understanding statistical structure of stationary points (minima, maxima and saddles) of random landscapes and fields of various types is a rich problem of intrinsic current interest in various areas of pure and applied mathematics [1, 2] . It also keeps attracting steady interest in theoretical physics community over more than fifty years [3] [4] [5] [6] [7] [8] , with recent applications to statistical physics [9, 10] , string theory [11] and cosmology [12, 13] . For a landscape described by a sufficiently smooth random function H(x) of N real variables x = (x 1 , ..., x N ) the problem of counting all stationary points amounts to finding solutions of the simultaneous stationarity conditions ∂ k H = 0 for all k = 1, ..., N , with ∂ k standing for the partial derivative
N x of stationary points in any spatial domain D amounts to knowing the corresponding density ρ(x) essentially given by the Jacobian associated with the Hessian ∂ 2 k1,k2 H of the random surface at stationary points. In particular, the mean value of such density is given by the so-called Kac-Rice formula
where δ(x) stands for the Dirac's δ− function and brackets here and henceforth denote the ensemble average. For a general random surface the problem of evaluating the averages involving the modulus of the Jacobian is rather difficult and no efficient technique seems to be known to perform the task [14] . However, as was first noticed in [7] such calculation can be indeed completed for Gaussian fields H(x) such that their covariance structure H(x 1 )H(x 2 ) depends only on the Euclidean distance |x 1 − x 2 | and is therefore invariant under rotations. For such fields it turns out to be possible to reduce (1) to evaluating the mean density of eigenvalues of the Gaussian Orthogonal Ensemble (GOE) of real N × N random matrices for which closed-form expression is well-known [15] . This observation and its further ramifications proved to be very useful in estimating the probability density of the highest maximum of such surfaces [2] , for obtaining detailed information about large-N asymptotics of N
tot in spherical spin-glass models [16] and in counting stationary points of random superposition of eigenfunctions of Laplacian operator on high-dimensional manifolds [17] .
Among various possible types of random Gaussian landscapes we will concentrate on arguably the simplest, yet nontrivial model
where µ > 0 is the main control parameter and V (x) is a random mean-zero Gaussian-distributed field characterized by a particular (translational invariant) covariance structure:
where f (x) is any smooth function which in this paper we consider suitably decaying at infinity. Looking at (2) as a certain random energy surface, one can associate with it the equilibrium statistical mechanical model of a single particle equilibrated by thermal forces as described by the corresponding equilibrium Boltzmann-Gibbs measure p β (x) = e −βV (x) /Z(β), with β = T −1 being the inverse temperature and Z(β) being the associated partition function. The model can be then studied in the framework of the replica trick method, see [18] [19] [20] , though nowadays a rigorous mathematical treatment of models of such type is possible as well, see e.g. [21] . The analysis reveals that for µ < µ c = f (0) the model exibits for N → ∞ a well-defined thermodynamic transition to a glassy phase with single-step broken arXiv:1207.6790v2 [cond-mat.stat-mech] 8 Sep 2012 replica symmetry. In particular, in the latter phase confined to the lower-temperature region T < T c (µ) in the µ − T plane the thermodynamic expectation value of the particle displacement 1 N x 2 p β (x) dx becomes T − independent, i.e. particle remains "frozen" below the transition line. It is therefore conventional to consider such model as a toy system describing the glass-like freezing transition. The transition temperature T c (µ) tends to zero when µ → µ c , so that for µ > µ c even for T = 0 the system remains in the replica symmetric phase. On the other hand for µ < µ c the replica symmetry at zero temperature is broken. In this way the model provides a rather unique possibility of studying zero-temperature glass transition by varying the control parameter µ.
As the statistical mechanics at T → 0 is expected to be dominated by minima in the energy landscape, the existence of the zero-temperature phase transition suggests that the number of landscape minima N m in the two phases should be qualitatively different. Namely, it is expected that N m (µ) ∝ exp (N Σ m (µ)), with Σ m (µ) > 0 for µ < µ c when the random part of H dominates, but drops to a subexponential value for µ > µ c when the harmonic part of H dominates and tends eventually to N m = 1 for µ → ∞. In such a context, it is natural to call the quantity Σ m (µ) > 0 the complexity of minima.
Even for such a simple model (2) understanding the statistical properties of the number of minima N m (µ) is a difficult, and to large extent open problem. Some progress is possible if one concentrates on studying the simplest informative quantity, the mean value N m (µ) . And even analysing that mean as a function of µ is not at all trivial, and is actually the subject of the present Letter. To that end let us recall that the original paper [7] concentrated on analysing even simpler quantity, the mean of the total number of stationary points N (D) tot (µ), and on extracting the associated cumulative complexity Σ t (µ). Further developments of the method proposed in [22] , and applied to the present model in [23] allowed to evaluate the complexities associated with the mean number of stationary points with any extensive index I = αN 1 with α > 0, where the index I is defined as the number of negative eigenvalues of the Hessian at the stationary point. One then can consider the formal limit α → 0 and in this way extract the supposed complexity of minima which turned out to be given by [23] 
and Σ m (µ) = 0 for µ > µ c . Note however that α → 0 can not distinguish genuine minima with I = 0 from any other saddle-points with non-extensive 0 < I N . The goal of this letter is to perform the accurate evaluation of N m directly from the first principles, and in particular to analyse in great detail the so-called critical regime, i.e. the vicinity of the critical point µ = µ c where the number of minima drops from its exponentially big value in the glassy phase µ < µ c to a subexponential value for µ > µ c . Our starting point is the general Kac-Rice expression for the mean number of minima
where the matrix Heaviside step-function θ(A) = 1 for positive definite matrices and zero otherwise, which ensures that only strict minima are contributing to the counting. For the model in question (2) we can now follow the method of [7] and show that
where z t = µ + µ c t and we introduced
where the average now goes over the random matrix M 0 taken from the so-called Gaussian Orthogonal Ensemble (GOE) [15] with the proba-
. Using the O(N ) invariance of the GOE measure, we can introduce the eigenvalues λ i of M 0 and in the standard way [15] 
and wherẽ
In fact in the mathematical literature one frequently uses the "standardized" GOE defined as the ensemble of real symmetric N × N matrices M with the measure P(M ) ∝ e 
By definition, the probability that the maximal eigenvalue of a standardized GOE matrix M is smaller than some value y is given by:
Our key observation is that the functionκ N (y) is related to the above cumulative distribution (11) as
Moreover, a simple change of variables shows that
. In this way we can express the mean number of minima of our random energy
I N (µ/µ c ) where
with P N (λ max ≤ y) defined in (11) . It is appropriate to mention that a closely related formula appeared also in [16] in the context of studying the extrema of the random energy surface for the so-called spherical model of spin glasses.
Main utility of the above observation is in the fact that the behaviour of the cumulative distribution of the maximal eigenvalue of GOE matrices for large N was thoroughly studied in various regimes in recent years, starting from the famous work by Tracy and Widom [24] . In particular, most detailed large-deviation results were obtained in [25] for the left tail and [27] for the right tail for the regime N 1 and y = s √ N with fixed s. For example, the left tail is given by
where y − √ 2N = O( √ N ) and [26] , [25] 
and explicit expressions for Φ 1,2 (s) and φ 1 are rather long and can be found in [25] . On the other hand, the right large deviation tail is given by [27] 
and y > √ 2N where [28] , [27] 
These results allow us to get the behaviour of the mean number of minima by extracting the appropriate asymptotic from the integral (13) for large N via the saddle point method. Using (16), we find for µ > µ c the following equivalent:
which is much more precise than just the statement of vanishing complexity. It turns out we just have on average one single minimum not only for µ µ c as one might naively expect, but immediately for all µ > µ c . Similarly, (14) implies that N m ∼ e S N (µ/µc) for µ < µ c where
with the leading term Σ (y) = − ln (y) −
coinciding with the complexity of minima Eq. (4) found in [23] and subleading terms given by Σ 1 (y) = 
It is easy to check that Σ (µ) ∝ (µ c − µ) 3 when approaching the transition point as was already noticed in [23] . This should be contrasted with the cumulative complexity for all stationary points (instead of minima) vanishing as Σ t (µ) ∝ (µ c − µ)
2 [7] . The difference is significant as it has implications for the width of the so-called "transition region" |µ − µ c | where the two phases of the system become indistinguishable for large but finite N 1. Here we argue that it is the complexity of minima which provides the correct scaling. Indeed, as shown in [20] the difference ∆F between the zero-temperature free energies F = − lim T →0 T ln Z(β) of the replica-symmetric solution and one with broken replica symmetry is of the order of N (µ c − µ) 3 close to the transition point. Thus thermodynamically the two phases cease to be distinguishable precisely in the same region when the leading term N Σ µ µc in the ln N m (µ) becomes of the order of unity. One may consider this as an independent confirmation of the thermodynamic relevance of minima, rather than of the totality of stationary points for the glass transition.
Moreover, we further see that for |µ − µ c | ∼ N function of the scaling variable δ. To find that limiting shape we use the celebrated Tracy-Widom law [24] for the probability of the maximal eigenvalue of the standardized GOE matrix:
where F 1 (x) is a special solution of the Painleve II equation. Using this fact we can rewrite (13) as (25) and y x = 2(N + 1) + x (N +1)
. For large N , the integral computed by the saddle point method is dominated by the vicinity of x * such that
We thus get N m ∼ N (δ) in the transition region 
whee x * is the solution of (26) . It is not difficult to check that the scaling function (27) which is one of the main results of this work matches smoothly the two regimes µ < µ c cf (19) and µ > µ c cf (18) as shown in the figure: In conclusion, we investigated in a great detail the mean number of minima of the random energy function in a toy model of the glass transition, and determined the precise scaling form of that number at the transition region between the two phases. It turned out to be related to the Tracy-Widom distribution well-known in the random matrix theory. Note that such distribution was also shown to describe fluctuations of transition temperature in mean-field spin glasses [29] . We hope that similar methods could prove useful in the problem of understanding the ground states fluctuations of glassy systems, which attracts growing interest in recent years [30] .
