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ABSTRACT
Numerical Weather Prediction (NWP) models represent sub-grid processes using parameterizations,
which are often complex and a major source of uncertainty in weather forecasting. In this work, we
devise a simple machine learning (ML) methodology to learn parameterizations from basic NWP
fields. Specifically, we demonstrate how encoder-decoder Convolutional Neural Networks (CNN)
can be used to derive total precipitation using geopotential height as the only input. Several popular
neural network architectures, from the field of image processing, are considered and a comparison
with baseline ML methodologies is provided. We use NWP reanalysis data to train different ML
models showing how encoder-decoder CNNs are able to interpret the spatial information contained in
the geopotential field to infer total precipitation with a high degree of accuracy. We also provide a
method to identify the levels of the geopotential height that have a higher influence on precipitation
through a variable selection process. As far as we know, this paper covers the first attempt to model
NWP parameterizations using CNN methodologies.
1 Introduction
Numerical Weather Prediction (NWP) currently underpin most weather forecasting operations across the globe. The
steady increase in NWP skill over the past 40 years is linked to the growth in computing power, the increased availability
of observational data, and the development of better data assimilation methods [1]. However, despite technological
advances, some important physical processes, such as convection, friction, turbulence or radiation, manage to elude
adequately representation at the sub-grid scales for most NWP systems [2, 3]. NWP uses parameterizations to model
these physical processes, which rely on the availability of explicitly resolved parameters. Parameterizations are often
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based on empirical assumptions used to represent processes which occur at sub-grid scales and constitute a major source
of uncertainty in NWP [4, 5].
Most parameterizations are based on deterministic model equations representing simplifications of the physical processes.
There are also some that are based on statistical or probabilistic approaches. These parameterized processes can interact
with each other leading to complex model behaviours. Often, a small modification in one of its components can lead to
inconsistencies with other parameterizations and ultimately results in instabilities in NWP estimation. The process of
designing and maintaining individual parameterizations and the relationships between them, is therefore laborious and
requires a high level of domain-specific knowledge.
The ready access to large volumes of data permits the use of data-driven methods to derive parameterizations[6].
Machine Learning (ML) has been proposed to derive parameterizations using methods such as regression trees [7, 8]
or neural networks [9, 10]. In meteorology, the question of whether deep neural network models [11], for example,
trained on atmospheric data, can compete with physics-based NWP models has been recently addressed demonstrating
promising results [12, 13]. Similar deep learning networks have also been explored in the context of parameterizing sub-
grid physical processes in NWP. For example, deep neural networks have been used to perform prognostic simulations
[10] or to learn convective and radiative processes from cloud resolving models [14] using single column models.
In this paper, we propose the use of a specific kind of deep neural network, called an encoder-decoder convolutional
neural network (CNN), to learn relationships between NWP variables and demonstrate their potential as a novel approach
to parameterization. Specifically, we demonstrate how the geopotential height parameter can be used exclusively to infer
total precipitation – a field that is strongly dependent on NWP parameterizations and other NWP explicitly resolved
parameters such as humidity or temperature. Our objective here is to demonstrate that despite only using the most
basic of NWP fields, i.e. geopotential height, CNNs have the capacity to extract the necessary information to estimate
precipitation in the absence of additional physical fields. NWP offers fields closely related to precipitation, such as
humidity or temperature. However, the objective of this work is to demonstrate the capacity of CNNs to extract the
information contained in geopotential height, which is one of the most basic fields.
The challenge is to design a model that is capable of extracting the synoptic and mesoscale spatial information contained
in the geopotential height and that finds the relationships with the corresponding total precipitation field. To train
the networks for the experiments presented in this manuscript, we use 40 years of reanalysis data made available by
ECMWF’s ERA-Interim model [15].
We demonstrate that encoder-decoder CNNs are able to learn, with some skill, the relationship between geopotential
height and precipitation. We devise a methodology to identify the input variables (atmospheric levels in our case)
which result in the most accurate total precipitation estimates. We also compare the skill of several encoder-decoder
architectures, from the domain of computer vision, identifying the most accurate architecture for deriving precipitation.
The paper is structured as follows: Section 2 provides an overview of CNNs, identifying the key components relevant
to NWP learning and describing the specific class of CNN used in our research. Section 3 presents the dataset and
methodology used in the experiments. Section 4 shows the results of the experiments offering a comparison with
traditional methodologies, including linear regression and random forest for a selected group of locations across the
extended European region. We finish with Section 5, which provides conclusions and ideas on how the proposed
methodology can be further developed in the future.
2 Convolutional neural networks in the context of weather forecasting
NWP outputs are expressed as two-dimensional (2d) numerical arrays of numbers for any given time at discrete levels
of the atmosphere. Typically these 2d weather fields are represented as digital images comprising the latitude and
longitude dimensions. In this section we introduce Convolutional Neural Networks (CNN), a popular image analysis
methodology from the field of computer vision. We describe their application to NWP and parameterization problems,
referring to 2d arrays of numerical data as images hereafter.
2.1 Image convolution
Convolution, in the context of image processing, is a mathematical operation performed over a neighbourhood of pixels
in an image, weighted by a 2d matrix called a kernel. The output of convolution operation is another transformed
image with the same dimensions as the original image (ignoring border effects). Performing image convolution requires
the application of the same operation iteratively, by sliding the kernel across the whole image. The result of each
convolution operation is assigned to the pixel in the new image at the position designated by the kernel’s centre. The
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following equation shows the decomposed convolution operation between the different grid points in a region of a
weather field F, a convolution kernel K and how the results are assigned to an output image C:
cij =
[
fi−1,j−1 fi−1,j fi−1,j+1
fi,j−1 fi,j fi,j+1
fi+1,j−1 fi+1,j fi+1,j+1
]
~
[
k11 k12 k13
k21 k22 k23
k31 k32 k33
]
(1)
Figure 1 contains a representation of how a convolution operation is applied using a 3× 3 kernel over a region of a
gridded NWP 850 hPa geopotential field. Two kernels are used: a smoothing kernel (top) and a edge-detecting kernel
(bottom). The figure shows the effect of two different convolution kernels on a 850 hPa geopotential height field as
grey-scale images. The Right-Sobel kernel, for example, detects the edges with an orientation to the right or, in other
words, it makes salient the regions of the image that contain right to left decreasing gradients. We observe that this
kernel has identified features in the geopotential that are reminiscent of those that a trained weather forecaster might
identify as frontal systems. This automated method for the identification of key features provides a targeted approach
for identifying weather phenomena over vast areas and large volumes of numerical data.
Figure 1: Illustration of the convolution operation applied to image of 850 hPa geopential heights. Two kernels are used:
a sharpen kernel and a edge-detecting kernel. The resulting output of the operation is displayed using greyscale images.
2.2 Convolutional neural networks
Convolutional Neural Networks (CNN’s) [16] contain a series of layers which perform convolution operations, extracting
the spatial information of input images. Instead of using predefined kernels, CNN’s use gradient descent method [17] to
find the optimal matrix weight values that reduce a loss function. This loss function measures the accuracy of a task
during training. The network learns, during the training process, the weights that transform a set of input images into a
close representation of its corresponding outputs.
Convolutions, at each layer of a CNN, are commonly followed by an operation that causes a reduction in the size of the
image, and an activation function to introduce non-linearities in the model [18]. The dimensionality reduction is usually
achieved by applying a specific subsampling method called pooling [19] or by performing the convolution operation on
strides over the image. The convolution, pooling and non-linear activation function, performed at each layer of a CNN,
result in a gradual reduction in the size of the input image, which implies that kernels can cover increasingly larger areas
relative to the initial image. This characteristic allows CNNs to identify features at different scales in an image. Fig 2
represents the reduction in the size of a NWP geopotential height field performed by a 4 layers CNN. Each pooling
operation in this network reduces the size of the image to a half. As the dimensions of the image decrease, each grid
point represents a larger area and kernels are able to extract mesoscale and synoptic scale features in the initial image.
Each layer in a CNN transforms the dimensionality of the input image by reducing its spatial extent and expanding
the number of features along a third dimensional axis. This expansion in depth of the images is achieved using
3-dimensional kernels, by stacking 2-dimensional kernels, each detecting specific patterns or features of the input
image.
CNNs are an extremely popular and effective method to solve classification and regression tasks. Although these
networks were originally developed in the field of computer vision, they have found applications in other fields, such as
medical image analysis [20], high-energy physics [21] or astronomy [22].
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Figure 2: Graphical representation of the dimensionality reduction performed by each convolutional layer in the network.
A fix sized kernel captures a progressively larger area in each layer.
2.3 Convolutional encoder-decoder networks
Autoencoders [23] are a type of neural networks that can learn to create compressed representations of the input data.
These networks perform a dimensionality reduction followed by an expansion of the input space trained to recreate the
original input. Convolutional autoencoders [24] use CNNs to learn compressed representations of images. Convolutional
encoder-decoder networks use convolutional layers to compress, or reduce the dimensionality of input images, followed
by deconvolution layers, which perform the inverse operation by expanding the dimension of images. The encoder
and decoder parts define a symmetrical structure in which images get compressed into a latent representation and then
decompressed into its original dimensions. Convolutional encoder-decoder networks have been mainly applied to image
segmentation tasks, in which the network identifies the pixels of an image belonging to the same class [25, 26, 27].
A generalisation of convolutional encoder-decoder networks is found in pixel-to-pixel regression or image-to-image
translation networks [28], where similar architectures are used to perform regression between images instead of
classification. The same networks used to perform image segmentation tasks can be applied to regression problems by
modifying the network’s loss function. Using a regression loss function, such as Root Mean Square Error (RMSE) or
Mean Absolute Error (MAE), these networks can learn to predict pixel values in a continuous domain.
In the context of weather forecasting, convolutional encoder-decoder networks can be used to learn the relationship
between physical variables. These networks are modified, in this paper, to perform regression and find the relationship
between the NWP geopotential height and total precipitation. Figure 3 represents the basic structure of the VGG-16
convolutional encoder-decoder network showing the transformations performed to the dimensionality of the data. In
this example, the network creates a mapping between two spaces defined by the input geopotential height and the output
total precipitation.
Figure 3: Transformations in the dimensionality of the data performed by a VGG-16 encoder-decoder to map between
the input and output spaces.
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The main constraint of convolutional encoder-decoder networks is the loss of spatial information, caused by the
dimensionality reduction pooling operations [19] on the encoder half. This information cannot be fully recovered by
the decoder section and as a consequence, the output images often become blurry or contain ill defined features.
For this work we consider three different state-of-the-art convolutional encoder-decoder networks in the field of image
segmentation: VGG-16 [26], Segnet [29] and U-net [30]. These three convolutional encoder-decoder networks perform
similar dimensionality transformations to the data. The difference between them resides in the number of convolution
operations performed at each layer and in the configuration of the connections between layers. VGG-16 presents a
linear architecture, in which each layer is only connected to the adjacent ones whereas the other two networks present
features to improve the quality of the reconstructed images. Segnet computes the index of the max pooling operation at
each encoder layer and communicates this value to its symmetric in the decoder, so they can be used in the up-sampling
stage. The U-net decoder, on the other hand, concatenates the weights used in the encoder part to reconstruct the spatial
information at the decoding stage. These last two network address therefore the problem of preserving the spatial
information lost during the encoding stage.
NWPs produce a large number of inter-related physical variables with different levels of dependence. Some of
these variables are derived from other fields using physical equations and others are parameterized. In this context,
convolutional encoder-decoder networks provide a generic methodology to perform regression between different weather
fields, learning the underlying relationships between them. In the next sections we explore the use of convolutional
encoder-decoder networks to learn NWP parameterizations.
3 Dataset and methodology
3.1 Dataset
Here we use the NWP ERA-Interim [15] global climate reanalysis dataset produced by the European Centre for
Medium-Range Weather Forecasts (ECMWF). ERA-Interim contains reanalysis data from 1979 to present with a 6-hour
temporal resolution. The spatial resolution of the dataset is approximately 80 km (reduced Gaussian grid N128) on 60
vertical levels from the surface up to 0.1 hPa pressure level. ERA-Interim data is publicly accessible from ECMWF’s
Public Datasets web interface [31]. From the large volume of output variables available, we choose geopotential
height (Z) and total precipitation (P). In addition, we focus on the mid-latitudes region defining a rectangular area over
Europe bounded by (latitude: [75, 15], longitude = [-50, 40]). Figure 4 represents the geographic area as well as the
correspondence between the geopotential height and the total precipitation field time series.
Figure 4: Representation of the geographic study area (latitude: [75, 15], longitude = [-50, 40]) and temporal extent
covered by ERA-Interim geopotential height and total precipitation.
Note that we select a subset of the available geopotential heights (Z) corresponding to the following pressure levels of
the atmosphere: {1000, 900, 800, 700, 600, 500, 400, 300, 200, 100} hPa. The resulting geopotential height data are
stored as a 4-dimensional numerical array with shape [54.023, 10, 80, 120] for the corresponding dimensions [time,
height, latitude, longitude].
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The ERA-Interim (tp) represents an accumulated amount over a 3-hour period for each grid point. This field is further
aggregated to match the 6-hour frequency of the geopotential height field. The result is a 3-dimensional numerical array
with shape [54.023, 80, 120] for the corresponding dimensions [time, latitude, longitude].
3.2 Experimental design
The objective of the experiments described here is to demonstrate that convolutional encoder-decoder neural networks
can learn to infer complex atmospheric processes, such as precipitation, using basic NWP fields as input. We consider 3
state-of-the-art convolutional encoder-decoder neural networks to find the relationships between geopotential height
and total precipitation comparing their performance.
To facilitate the comparison between the different encoder-decoder models, we propose the use of a pipeline comprising
two steps. The first step performs a variable selection process to determine the geopotential height levels that minimise
the error at forecasting the total precipitation field. The second step compares the results of three state-of-the-art
convolutional encoder-decoder architectures, in the field of image segmentation, at learning to diagnose the ERA-Interim
total precipitation field.
3.2.1 Variable selection
The input dataset comprises ten levels of the geopotential height; however, due to the linear increase in the number of
trainable parameters and the hardware requirements to train these convolutional encoder-decoder networks, we limit the
number of input levels to three. Different methods for performing variable selection have been proposed [32]. These
methods generally reduce the search space of input variables and optimize the construction of accurate predictors.
For our experiment, we build a simplified convolutional encoder-decoder network and perform an exhaustive search
over all the possible combinations of the considered geopotential height levels. This simplified network has a similar
architecture to the deeper encoder-decoder networks, but its complexity is reduced by limiting the number of layers
and depth of the convolution operations. Performing a similar exhaustive search of input variables with the deeper,
more complex networks, like those introduced in the next part of the experimental process, would be computationally
infeasible. However, this simplified network allows a quick iteration across the whole feature space to identify the
subset of geopotential heights that minimizes the error of the precipitation field in the training set.
To identify the levels of geopotential height that produce the best precipitation results, the simplified convolutional
encoder-decoder network is trained over the 1-, 2- and 3-combinations out of a set of 10 pressure levels, which results
in 175 combinations. The results of this variable selection process are used to compare the accuracy of the three
state-of-the-art deep encoder-decoder convolutional networks in the second step of the pipeline. Therefore, the final
validation comparing the accuracy of the different networks must be performed using a different dataset partition that
remains unseen during the variable selection process [33].
The whole pipeline can be seen as a variable selection process followed by the training process of the three compared
networks. The initial dataset, which contains 54,060 samples, is randomly split into the training and validation datasets,
containing 80% and 20% of the data respectively, so that the different meteorological situations are evenly represented
in both splits. These partitions are used to evaluate the differences in accuracy between the compared deep architectures.
The variable selection process is performed internally using the training dataset, which is further split into 80% and
20% internal partitions to train and validate the different subsets of input variables. The final comparison between the
architectures is performed using the initial outer 20% validation split, which does not intervene at neither the variable
selection process nor the training of the different architectures. Figure 5 represents the proposed experiment and the
relationship between the variable selection and the model evaluation processes.
The network used in the variable selection process is a simplification of the VGG-16 convolutional encoder-decoder
network [26], which has demonstrated state-of-the-art results in image segmentation tasks. Figure 3 represents the
dimensionality transformations performed by the VGG-16 network to the input space using 3x3 convolutions using
stride value of 2 to perform the spatial dimension reduction. The simplification proposed for this part of the experimental
process consists in removing the last convolution operation in the encoder section. The information gets compressed to
a depth of 256 channels instead of the 512 in the full VGG-16 network. This simplified network reduces significantly
the total number of parameters when compared to the full VGG-16 which results in a significant reduction in the amount
of compute resources required to train it. Each network is trained during 20 epochs (iterations over the internal input
training split) and their results are computed using the MAE metric comparing the output to the total precipitation field
in the internal validation dataset. The results of this first experiment are therefore used to determine the geopotential
height levels that minimize the error at forecasting total precipitation.
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Figure 5: Graphical representation of the experiment pipeline comprising the variable selection and the encoder-decoder
network comparison processes.
3.2.2 CNN model selection
The second step of the pipeline focuses on training each deep encoder-decoder convolutional network to forecast
ERA-Interim’s total precipitation field. The objective of this second half of the experimental process is to determine
the network that provides the best accuracy when forecasting total precipitation. For this part, we use the levels of
geopotential height, selected previously, to compare the three different state-of-the-art segmentation networks.
We consider three different state-of-the-art convolutional encoder-decoder networks in the field of image segmentation:
VGG-16 [26], Segnet [29] and U-net [30]. These networks are modified to perform regression tasks instead of
classification by changing the loss function to MAE. To accomplish an honest comparison between these three networks,
we build them using the same number of layers and depth of the convolution operations. The basic structure for all three
networks is represented in Figure 3. Therefore, all three networks perform the same dimensionality transformations
when estimating total precipitation from the geopotential height input. The difference between these networks resides in
the number of convolution operations performed at each layer and in the configuration of the connections between layers.
VGG-16 presents a linear architecture, in which each layer is only connected to the adjacent ones. Segnet computes the
index of the max pooling operation at each of the encoder layers and communicates this value to its symmetric in the
decoder, so they can be used in the up-sampling stage. The U-net decoder, on the other hand, concatenates the weights
used in the encoder part to reconstruct the spatial information.
All three networks are trained using the initial outer 80/20 split defined at the beginning of the experiment. This way,
the validation split used to compare the accuracy of the different networks has remained unseen during the variable
selection and training of the different networks. This method assures the independence and fairness of the results
between the results from each part of the pipeline.
The networks are trained during 50 epochs using the subset of geopotential heights selected in the first part of the
experiment as input and the total precipitation field as output. The same optimiser (stochastic gradient descent,[17]),
learning rate (0.01) and loss function (MAE) as in the variable selection process are used to train the three networks.
These networks are then compared with the total precipitation field in the validation split dataset produced by ERA-
Interim, to determine the error.
The models are implemented using the Keras [34] framework and the TensorFlow [35] back-end. These models, as
well as a copy of the dataset used in the experiments, are available at this repository: https://github.com/prl900/
precip-encoder-decoders.
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4 Results and discussion
4.1 Variable selection process
In the first part of the experimental process we identify a subset of the geopotential height levels that produce a better
estimate in the training set of the ERA-Interim total precipitation field. We train the simple encoder-decoder network
175 times as described in the previous section using the training split.
The resulting models are then compared using the internal validation split, which is formed with the remaining 20% of
the initial training split. The MAE metric is used to compare the error in diagnosing total precipitation at each point
of the grid. Figure 6 contains the MAE scores produced for each combination of any two geopotential height levels
relative to the total precipitation field produced by the NWP. The results indicate that combinations of lower levels of
the atmosphere produce better estimates of the precipitation field than the higher levels. The main diagonal of the matrix
in Figure 6 represents the resulting errors when using a single geopotential level to train the network. Individually, the
lower levels of the atmosphere present lower MAE values when forecasting precipitation, being 900 hPa the one with
the lowest error. In the case of using two inputs, the lowest errors are found when combining low and mid levels of
geopotential, being the combination of 1000 and 500 hPa levels the one that presents the lowest error.
Figure 6: Matrix representing the average validation MAE results for each simple encoder-decoder network trained
with each possible combination of two geopotential levels.
Training the encoder-decoder network with three geopotential levels, results in a significant improvement in performance.
Table 1 contains the five lowest error results and their corresponding atmospheric levels. Unfortunately, the results for
three levels cannot be easily represented graphically. Compared to the previous results, there is a notable improvement
in performance when a third level is added as input to the encoder-decoder network. This implies that the neural
network is capable of finding internal relationships between the different levels of the atmosphere and relate them with
precipitation events. The combination of 1000, 800 and 400 hPa geopotential heights results in the lowest error of the
total precipitation field in the training partition. This result is surprisingly similar to the traditional practice in weather
forecasting of using 850 and 500 hPa geopotential fields (in conjunction with others, such as temperature and wind) to
determine the location of weather fronts and therefore, precipitation [36, 37].
Table 1: Top 5 average MAE results when training the simple encoder-decoder network with every combination of
three geopotential height levels to diagnose the ERA-Interim total precipitation field.
z levels [hPa] MAE [mm]
1000, 800, 400 0.2895
1000, 800, 500 0.2897
1000, 900, 500 0.2897
1000, 900, 400 0.2901
1000, 700, 400 0.2927
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The mean absolute error (MAE) values represented in Table 1 are calculated using the average of the MAE results over
the 120× 80 grid area and for all the temporal entries in the validation partition. Considering that the total precipitation
field is expressed in millimetres of liquid-equivalent precipitation, the error of these networks when forecasting total
precipitation is, on average, less than 1/3th of litre per square metre in a 6-hour period, when compared to the values
produced by the NWP.
4.2 Comparing deep convolutional networks
For this part of the experimental process, we choose the subset of 1000, 800 and 400 hPa geopotential heights to evaluate
the performance of the previously introduced deeper, state-of-the-art segmentation encoder-decoder networks adapted
to perform regression tasks. The number of parameters and depth of these networks is significantly higher than the
simplified network previously used to perform the selection of the geopotential levels. Training these deeper networks
demands therefore significantly higher compute and memory resources. We use a compute node equipped with a
NVIDIA Tesla P100-PCIE-16GB Graphical Processing Unit (GPU) provided by the Australian National Computational
Infrastructure.
Table 2 represents the total number of trainable parameters for each of these networks and the total amount of time
required to train the different networks during 50 iterations (epochs) over the initial training split. The total number
of trainable parameters provides an indication of the size of each network and the time value in this table gives an
indication of the time required to train each network using TensorFlow [38], an open-source library released by Google,
and P-100 GPU nodes.
Table 2: Number of parameters for each encoder-decoder network architectures and resulting training time for each
network (50 epochs).
Network Parameters T ime [hours]
Simple (ref.) 745,000 0.6
VGG-16 16,467,469 4.7
Segnet 29,458,957 8.6
U-net 7,858,445 2.4
Figure 7 shows the learning process of the four different encoder-decoder networks during 50 epochs over the training
dataset. At the end of each epoch during training, the validation dataset is used to assess the error of the model and the
improvement of the different models can be compared using unseen data. At the beginning of the training process the
network learns fast and it slows down as the training progresses. The reduction in the validation error is different for
each network which flattens at different points and rates.
Figure 7: Comparison of the evolution of the validation error during training for the four convolutional encoder-decoder
networks over 50 epochs.
Considering the validation results in Figure 7 and the size of each network in Table 2, we highlight the behavior of
U-net which shows the lowest validation error and is also the one with the lowest number of parameters of the three
deep learning networks considered.
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Figure 8: Visual comparison between the total precipitation field generated by the different networks. ERA-Interim
1000 hPa geopotential height and total precipitation fields are included for reference.
Table 3: Accuracy of the different networks using the validation split at the end of the training process.
Network MAE [mm]
Simple 0.2893
VGG16 0.2630
Segnet 0.2618
U-net 0.2386
Figure 8 offers a visual comparison between the outputs generated by each model for an atypical atmospheric situation
around 0000 UTC 04 June 1983. The first two columns from the left represent the 1000 hPa geopotential height
and total precipitation, as produced by the ERA-Interim model. Total precipitation represents the total precipitation
accumulated over the 6-hour period following the indicated time. In a similar way, and using the same colour scale, the
next 4 columns represent the precipitation generated by the different encoder-decoder networks.
The spatial structure and intensity of the precipitation field is represented differently by each network, with slight
variations in respect of the ERA-Interim reference output. Different convolutional encoder-decoder networks use
different methods to reconstruct the spatial information lost during the encoding phase. Apart from capturing the spatial
structure of the precipitation field, the different networks provide accurate results for the precipitation intensity at each
grid point.
4.3 Statistical analysis of the results
To compare the performance of each convolutional encoder-decoder architectures, we use the external validation split
to extract the total precipitation at the closest grid point to nine different cities. Figure 9 represents the geographical
location of these nine cities within the region of our dataset. These cities are located in different climatic zones and
present distinct precipitation patterns.
Results are assessed using the ERA-Interim total precipitation field as reference for the same grid points using the
signed error – or bias – metric. This metric provides information about possible biases and distribution of the error
as opposed to the previously used MAE, which does not provide information about the sign of the error. For each
city and point in time the error at estimating total precipitation is calculated. These results are then aggregated by city
and type of network. Figure 10 uses a violin plot [39] to represent the error results at each location for the different
architectures. A violin plot proposes a modification to box plots adding the density distribution information to the basic
summary statistics inherent in box plots. The horizontal blue bar towards the centre of each of the violins in Figure 10
represents the mean. The lower part in each plot shows the mean (µ) and standard deviation (σ) of the error values for
each network and location. The shape of the violin gives a visual indication of each model’s performance. Wider and
sharper violin shapes around the 0 value provide an indication of good network performance.
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Figure 9: Location of the nine different cities within the comprised region.
In order to statistically compare the results, we use the methodology proposed by [40] to assess the statistical significance
of the differences between the error results of each network across the nine locations. The initial Friedman test rejects
the null hypothesis of similarity among the 4 convolutional encoder-decoder networks. This justifies the use of post-hoc
bivariate tests, Nemenyi [41] in our case, to assess the significance of the differences between the different pairs of
encoder-decoder networks.
The results of these tests are graphically expressed using Critical Difference (CD) diagrams. The Nemenyi test perfoms
pairwise comparisons of the error results for any two architectures. Differences are considered significant if the
corresponding average rank differs by at least one critical difference.
Figure 11 shows a CD diagram representing the results of the Nemenyi test (α = 0.05) using the error values at the
nine locations for each convolutional encoder-decoder network. The CD diagrams make a pairwise comparison between
methods, connecting the architectures for which no significant statistical differences are found, or in other words, those
whose distance is less than the fixed critical difference, shown as reference, at the top of Figure 11. Networks ranked
with lower values in CD diagrams imply higher error values. These tests have been performed using the scmamp R
package, which is publicly available at the Comprehensive R Archive Network (CRAN) [42].
Statistical differences are found between all pairs of networks. As can be seen in the CD diagram, the performance of
U-net is significantly better at forecasting total precipitation than the other 3 networks. VGG-16 and Segnet have a
significantly lower performance but they are still considerably better than the simple convolutional encoder-decoder
described in the first part of the experimental process. These results imply that U-net based architectures provide
statistically significant better results when forecasting total precipitation, using geopotential height as input. Considering
the results presented in Table 2, U-net requires approximately half the GPU and memory resources than VGG-16 or a
quarter than Segnet equivalent networks.
4.4 Comparison with state-of-the-art machine learning methods
This section is intended to provide readers with an understanding of the qualitative improvement that deep convolutional
architectures offer when compared to other ML methodologies in this context.
First of all, we provide a baseline comparison of precipitation forecast using constant prediction values. We consider
two different constant rain fields using zero and the average precipitation over the area of study. These two situations
represent the scenarios where we always predict that there is no precipitation or the average precipitation based on the
climatology at each grid point. The MAE results of comparing these two scenarios to the ERA-Interim precipitation
values over the validation partition are represented in Table 4.
Table 4: Baseline comparison of precipitation forecast using constant values over the whole area.
Constant value [mm] MAE [mm]
0 (No precipitation) 0.3417
0.45 (Mean precipitation) 0.4845
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Figure 10: Representation of the error density function and the mean (µ) and standard deviation (σ) values for the
different neural network architectures at each city.
The results in Table 4 indicate that forecasting no precipitation provides a substantially better forecast than using the
average value, result explained by the fact that in this area most of the grid points do not experience rain at any given
time. We refer readers interested in the verification of unlikely event to read the “Finley effect” [43]. The mean in
this case results in a poor estimate for the precipitation field. The distribution of precipitation has a high variability,
precipitations concentrates around well defined clusters and in most of the grid points there is no precipitation. This is
why using zero precipitation performs better than the mean value for the MAE metric.
A common technique in computer vision is to train models that learn to predict the value of a pixel using a patch
containing the surrounding pixels in the input space [44, 45]. We approach the problem of learning the total precipitation
field from the 3 levels of geopotential height determined during the experimental process, but using traditional regression
methodologies. We choose three popular regression techniques: linear regression, Least Absolute Shrinkage and
Selection Operator (LASSO) and random forest regressor. Due to the high dimensionality of the data, we train the
different algorithms using increasingly larger patches (1,3,5,7 and 9) comprising the 3 levels in the input to predict the
output’s central pixel.
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Figure 11: Critical Differences comparing the 3 convolutional encoder-decoder architectures together the reference
simplistic model. α = 0.05
As the size of the patch increases the overlap area between two adjacent patches is larger and the size of the dataset
increases, the resulting dataset cannot fit in the memory of high-end machines. To train the different models we
randomly sample 100 000 patches of each size.
Table 5 contain the MAE results of the different regression models for each patch size. This table shows that none of
these techniques is capable of learning the relationships between the geopotential and total precipitation fields of a
NWP. Also, because these models are trained using a narrow patch or window of the input field, they cannot even match
the accuracy of the naive approaches (constant zero and mean precipitation) proposed at the beginning of this section.
Figure 12 shows the output generated by each regression algorithm for the same meteorological situation presented in
Figure 8. The models are not able to provide the sharpness necessary to represent the precipitation field. It can be seen
that the output generated by random forest provides a light improvement in detecting the position of the precipitation
regions, possibly because it is the only non-linear method. However, the capacity of this methodology is not enough to
accurately resolve this problem.
Table 5: Comparison of the accuracy level for the different regression models.
method patch size
1 3 5 7 9
Lin. Reg. 0.5281 0.5061 0.5055 0.5054 0.5105
LASSO 0.5281 0.5056 0.5049 0.5034 0.5034
RF 0.5437 0.4924 0.4903 0.4862 0.4851
5 Conclusions and future work
This work demonstrates the suitability of convolutional encoder-decoder networks in learning NWP parameterizations.
We performed a series of experiments to demonstrate that these networks can be used to estimate total precipitation,
with reasonable accuracy, using only geopotential height field as input. We use the ERA-Interim reanalysis dataset to
train different versions of convolutional encoder-decoder networks, using nearly 40 years of geopotential height and
total precipitation fields over an extended European region.
We can conclude, from our experiments, that convolutional encoder-decoder networks are able to extract the relevant
information out of the geopotential height field to diagnose total precipitation, as shown in Figures 8 and 10. Although
there are many other physical variables simulated by NWP that contain valuable information to determine the location
and intensity of precipitation (ie temperature, humidity), this work’s main objective is to demonstrate the capacity of
deep neural networks to extract and interpret the synoptic and mesoscale spatial information.
Different architectures of convolutional encoder-decoder networks are statistically compared for a selected group
of locations inside the considered region. A modified version of the U-net encoder-decoder network presents the
best accuracy, among the considered architectures, at reproducing the total precipitation field. Furthermore we show
that deep learning based methods significantly outperform other ML methodologies and traditional methodologies in
estimating total precipitation from the geopotential height field.
NWP precipitation parameterizations consider a combination of several physical fields related to rain formation, such as
temperature, humidity or vorticity as inputs. For this work we propose the use of geopotential height at different levels
as the only input variable to forecast total precipitation. This is intentional and used to demonstrate the ability of neural
networks to find complex non-linear relationships between input and output grid fields. This work also serves as a nod
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Figure 12: Output of the three state-of-the-art regression methods (patch size = 7) using the same dates shown in Figure
6.
to the community of extremely skilled human weather forecasters that are able to provide an accurate analysis based on
the analysis of the 850 and 500 hPa geopotential fields.
In this work we present a series of neural network models that are trained to generate precipitation estimates from
the geopotential field. The quality of these models are therefore limited by the quality of the underlying NWP
parameterization used to represent the total precipitation field. The same encoder-decoder network could ideally be
trained using observed precipitation data instead of parameterized variables. Recent advances in earth observation
technologies, such as the Global Precipitation Monitoring (GPM) [46], offer high quality global precipitation datasets
which could be used in combination with NWP to learn better parameterization models.
Finally, another promising evolution of the methodology presented in this work, is to introduce the temporal dimension
to the convolutional encoder-decoder networks using recurrent configurations. Recurrent neural networks [47] have
demonstrated remarkable results in the area of time-series analysis and speech recognition and open an interesting new
line of research for models that can learn both the spatial and temporal dimensions of NWP data.
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