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The states of a boron acceptor near a Si/SiO2 interface, which bind two low-energy Kramers pairs,
have exceptional properties for encoding quantum information and, with the aid of strain, both heavy
hole and light hole-based spin qubits can be designed. Whereas a light-hole spin qubit was introduced
recently [Phys. Rev. Lett. 116, 246801 (2016)], here we present analytical and numerical results
proving that a heavy-hole spin qubit can be reliably initialised, rotated and entangled by electrical
means alone. This is due to strong Rashba-like spin-orbit interaction terms enabled by the interface
inversion asymmetry. Single qubit rotations rely on electric-dipole spin resonance (EDSR), which
is strongly enhanced by interface-induced spin-orbit terms. Entanglement can be accomplished by
Coulomb exchange, coupling to a resonator, or spin-orbit induced dipole-dipole interactions. By
analysing the qubit sensitivity to charge noise, we demonstrate that interface-induced spin-orbit
terms are responsible for sweet spots in the dephasing time T ∗2 as a function of the top gate electric
field, which are close to maxima in the EDSR strength, where the EDSR gate has high fidelity. We
show that both qubits can be described using the same starting Hamiltonian, and by comparing their
properties we show that the complex interplay of bulk and interface-induced spin-orbit terms allows
a high degree of electrical control and makes acceptors potential candidates for scalable quantum
computation in Si.
I. INTRODUCTION
Quantum computing is among the most intensively re-
searched topics in modern physics.[1] The need for scal-
ability and long coherence times has spurred the devel-
opment of spin-based solid state quantum bits (qubits),
[2–9] which are inherently scalable and interact weakly
with their environment. Solid state spin qubits employ
the nuclear spin of a donor, [2] the spin of a quantum
dot or donor-bound electron, [3] or two-electron singlet
and triplet states. [4] Among semiconducting host ma-
terials, Si is promising due to its compatibility with Si
microelectronics, the absence of piezoelectric coupling to
phonons and nuclear-spin free isotopes offering the pos-
sibility of isotopic purification to eliminate the hyperfine
interaction leaving nearly pure 28Si. [10] The outstanding
spin coherence times of Si [11–21] have caused Si-based
devices to be energetically investigated. [19, 20, 22–26]
At the same time, the study of localised spin systems
with strong spin-orbit interactions has flourished in re-
cent years, motivated by their potential for all-electrical
spin manipulation. [27–34] Spin-based quantum com-
puting schemes typically rely on static magnetic fields
to achieve a splitting of the qubit states, and on radio-
frequency (RF) magnetic fields to effect transitions be-
tween these states. Static magnetic fields can be localised
by using nanomagnets [35] but localising RF magnetic
fields is considerably harder. Hence, a significant body
of research has been devoted to accomplishing spin ma-
nipulation entirely by electrical means, such as electric
dipole spin resonance (EDSR) [31, 36–39]. Many addi-
tional advantages of spin-orbit coupling have been iden-
tified. Via coupling to electric fields and deformation
potentials, spin orbit coupling opens new channels for
entanglement of spin qubits by direct Coulomb interac-
tions, photons, and phonons. When intrinsic spin-orbit
Figure 1: Sketch of the qubit architecture, projected onto the
xz-plane, with zˆ perpendicular to the interface.
coupling of the crystal is employed, complex fabrication
of nano-magnets can be avoided, while also avoiding ad-
ditional decoherence channels they may introduce.
Confined hole systems are ideal to explore spin-orbit
coupling effects in localized spins. Hole spin-orbit inter-
actions are inherently strong, due to the orbital angu-
lar momentum l = 1 of their constituent atomic wave
functions, and holes are described by an effective spin-
3/2 [40]. The additional degrees of freedom of the spin-
3/2 – the quadrupole moment associated with the heavy
hole-light hole coupling as well as the octupole moment
– give rise to physics unique to holes: an alternating
spin polarisation [41] and interactions with an electric
field quadratic in the effective spin.[40, 42] Decoherence
in hole systems can be less pronounced than in some elec-
tron systems, [43–45] due to the suppression of the hole-
nuclear spin contact interaction. [46–48] Thanks to these
favourable properties, hole quantum dots and acceptors
have been the focus of increasing attention, [26, 38, 49–
53] for example experiments have successfully measured
the Zeeman splitting of a single acceptor hole [54].
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2Spin-orbit coupling in conventional spin qubits en-
hances unwanted coupling to electric fluctuations aris-
ing from phonons and charge fluctuations, thus poten-
tially destroying single- and two-qubit coherence. The
fundamental question to be answered is whether strong
spin-orbit must necessarily be associated with dephasing
and the loss of quantum information,[55–58] or whether
quantum computation schemes could be devised in which
electrical spin control by desired electric fields is enabled
while dephasing due to unwanted electric fields is sup-
pressed. The long-term aim of our work is therefore to
devise a highly coherent localised spin-orbit qubit which
can be operated and entangled purely through the use of
electric fields. In particular it is important that the qubit
be robust to electrical noise during both single qubit
and two-qubit gates. Protection during two qubit opera-
tions could prove to be very important since the exchange
mechanism for entangling spin qubits is inherently vul-
nerable to dephasing by electric field fluctuations.
In this paper we propose using holes bound to B:Si
acceptors implanted near an interface (Fig. 1) to real-
ize highly coherent qubits that utilise both the spin and
the charge degrees of freedom for enhanced functionality
[59–62] We discuss analytically the various hole interac-
tions with the interface and electric fields and introduce
their use in a new heavy-hole qubit, in a manner broadly
analogous to our previously proposed light-hole qubit.
[63] We develop a theoretical picture unifying acceptor
qubits and compare the heavy-hole and light-hole archi-
tectures in a way that illustrates the principles used in
acceptor quantum computing. The greatest advantage of
acceptors is their high degree of tunability using a gate
electric field, which is due to the interplay of the dipole
and quadrupole degrees of freedom inherent in the hole
spin-3/2. Acceptors in Si combine a series of additional
desirable properties. The acceptor confinement potential
is built into the device, the sharp confinement helps to
reduce decoherence, and its shape is well understood and
reproducible. Moreover, devices based on single Si:B ac-
ceptors have recently been demonstrated[54], and we ex-
pect that fabrication of future Si:B devices will benefit
from advances in ion implantation and STM lithography
technologies used for fabricating Si:P devices[64, 65].
Near an interface both heavy (HH) and light hole (LH)
spin qubits can be implemented allowing a degree of flex-
ibility. In both architectures all-electrical quantum com-
puting is enabled by the subtle interplay between bulk
terms with Td symmetry and interface-induced Rashba-
like spin-orbit terms, which are tunable by a top gate. As
compared to Si electrons, holes do not possess a valley
degree of freedom, which could interfere with qubit op-
eration and entanglement. The key physics of interface-
bound acceptor qubits is conveniently captured by an
effective 4 × 4 Hamiltonian, which enables an analytical
description, and is our central result:
Heff =

εH+ 0 ε‖ −i
√
3pFz
0 εH− i
√
3pFz ε˜‖
ε∗‖ −i
√
3pFz εL+ gµBB−
i
√
3pFz ε˜
∗
‖ gµBB+ εL−
 . (1)
The basis used here is {3/2,−3/2, 1/2,−1/2} in the no-
tation detailed in Sec. II. The energies εH± = εH ± 32 εZ ,
and εL± = εL ± 12 εZ , with εH,L the HH, LH ener-
gies respectively in the absence of magnetic fields, and
the Zeeman energy εZ = gµBBz. The terms ε‖ =
−i√3pE+ +
√
3
2 gµBB−, ε˜‖ = −i
√
3pE− +
√
3
2 gµBB+
where E± = Ex ± iEy, B± = Bx ± iBy are the in-plane
electric and magnetic fields, while Fz is the out-of-plane
gate electric field. We provide an analytic model with an
analytic solution, with parameters obtained from exact
numerical solution to the 6x6 LK Hamiltonian with cubic
terms and split-off holes, and parametrized in terms of a
series expansion in the gate-electric field. Based on this
Hamiltonian and on numerical calculations, we demon-
strate that B:Si hole EDSR is especially strong thanks
to the interface-induced spin-orbit terms. The biggest
challenge facing electrical quantum computation schemes
is decoherence due to fluctuating electric fields [66–69].
In B:Si, at certain values of the gate electric field we
identify sweet spots in the qubit dephasing rates due to
charge noise, which are traced to HH-LH mixing, i.e. the
quadrupole moment. The EDSR term peaks close to the
point where the dephasing time T ∗2 also peaks, implying
high gate fidelity at the T ∗2 sweet spot. Hence acceptor
hole qubits can have better coherence times than cer-
tain quantum dot-based electron qubits. Entanglement
can be accomplished by coupling to a superconducting
resonator, using the spin-orbit induced dipole-dipole in-
teraction, or Coulomb exchange [26, 70–88]. Our pro-
posed architectures are feasible by combining mature sil-
icon nanofabrication technology with emerging schemes
for single-dopant electronics [23, 54, 89, 90].
This paper is part of a series of joint experimental and
theoretical studies of acceptor spin qubits. Our exper-
imental work Ref. 91 demonstrated the use of acceptor
dopants in silicon for quantum simulation, with results
backed up by theoretical modeling. Ref. 63 proposed
a spin quantum computation scheme based on the light
hole states of an acceptor near an interface (cf. Sec. V).
In this greater context our scope in this paper is twofold:
to derive a master Hamiltonian for all interface-bound
acceptor qubits and to demonstrate the use of the heavy
hole states as a qubit thus completing the greater picture
of acceptor spin qubits.
The outline of this paper is as follows. In Sec. II we
introduce the total Hamiltonian of an acceptor near an
interface. In Sec. III we discuss the methodology of im-
plementing a heavy-hole qubit, and a general entangle-
ment platform applicable to all acceptor qubit architec-
tures is introduced in Sec. IV. The heavy-hole and light-
hole schemes are compared in Sec. V, and we end with a
3summary and conclusions.
II. TOTAL HAMILTONIAN
The total Hamiltonian for a boron acceptor located
near the Si/SiO2 interface is
H = HLut +HTd +HC +HZ +Hif +Hgt +HE (2)
Here HLut is the 4 × 4 Luttinger Hamiltonian describ-
ing holes in bulk semiconductors in the absence of ex-
ternal fields or confinement potential[92], discussed in
detail below. The acceptor Coulomb potential HC =
e2/(4pi0rr), with r the hole position vector and r
the relative permittivity. The Zeeman Hamiltonian HZ
incorporates the interaction with a constant magnetic
field, which is needed only to define the qubit. The
normal to the interface is taken to be ‖ zˆ, with Si on
the +z side, and the interface potential is represented
by Hif = U0Θ(−z), with U0 the potential step and
Θ the Heaviside step function. The gate Hamiltonian
Hgt = eFzz takes into account the interface electric field
F , which gives rise to the Rashba terms needed to drive
the qubit. The term HE represents the interaction with
the applied time-dependent in-plane electric field E for a
bulk acceptor. Finally, HTd represents the Td corrections
to the interaction with the electric fields. We explicitly
neglect the central cell correction to HC [93], which works
well for Si:B [94] but which cannot be neglected for other
acceptors such as Si:Al, Si:Ga or Si:In.
A. Bulk acceptor
The Luttinger Hamiltonian is written as
HLut =
(
γ1 +
5
2
γ2
)
p2
2m0
− γ2
m0
(p2xS
2
x + p
2
yS
2
y + p
2
zS
2
z )
− 2γ3
m0
({px, py}{Sx, Sy}+ c.p.),
(3)
where p is the momentum operator, m0 the bare elec-
tron mass, S the effective spin-3/2, and the dimensionless
Luttinger parameters for Si are γ1 = 4.28, γ2 = 0.375,
and γ3 = 1.45, [93] while c.p. stands for cyclic permu-
tations and {A,B} = AB + BA. Alternatively, µ =
(6γ2 + 4γ3)/(5γ1) measures the strength of the spherical
term, while δ = (γ3 − γ2)/γ1 < µ measures the strength
of the cubic terms. [95, 96] Since in Si µ ≈ 0.38 while
δ ≈ 0.25, a perturbative treatment of δ is known to be
inaccurate. [94, 96] In our numerical calculations there-
fore we have retained the full cubic symmetry of Si and
included the spin-1/2 split-off band. Both affect the Si
acceptor energy spectrum and are needed for quantita-
tive accuracy, though they do not affect qubit spin dy-
namics qualitatively. Our analytical exposition therefore
relies on the spherical approximation. In the absence of
Table I: Coefficients of expansion for p(Fz) defined in the text.
Units
z0 [nm] 2.3 4.6 6.9
p(0) [D] +3.09× 10−1 +2.87× 10−1 +2.75× 10−1
p(1) [D(m/MV)] +8.67× 10−3 +1.79× 10−3 +7.70× 10−4
p(2) [D(m/MV)2] −1.76× 10−4 −2.24× 10−4 −6.46× 10−4
HC , the eigenstates of bulk holes are characterised by the
projection of their effective spin-3/2 onto the wave vec-
tor, and are referred to as heavy holes (HH, projection
±3/2) and light holes (HH, projection ±1/2). For an
acceptor in the bulk the ground state is fourfold degen-
erate, with two states (HH1) predominantly HH and two
states (LH1) predominantly LH. [94–106] The states can
be labeled by their total angular momentum J = L+S,
where L is a pure orbital operator of the dopant atom.
The spin-orbit term couples only states with ∆L = 0,±2,
defining the wave functions [95]
|ΨmJ 〉 = f0(r)|L = 0, S = 32 ; J = 32 ,mJ〉
+g0(r)|L = 2, S = 32 ; J = 32 ,mJ〉
|ΦmJ 〉 = f2(r)|L = 1, S = 32 ; J = 32 ,mJ〉
+g2(r)|L = 3, S = 32 ; J = 32 ,mJ〉,
(4)
where |ΨmJ 〉 are the 4-fold degenerate ground state func-
tions with energy ε0 and |ΦmJ 〉 are the first excited states
with energy ε1. The energy eigenfunctions |ΨmJ 〉 are also
eigenstates of Jz.
The Td symmetry of the diamond lattice enables terms
linear in the electric field, coupling HH1 to LH1 [42]
HTd = pEx{Jy, Jz}+ c.p., (5)
where p is given in Table I and Fig. 2. [105] For spin-
3/2 systems interactions with the electric field quadratic
in the spin exist which preserve time reversal symmetry.
[42] We shall see below that additional terms ∝ ExFz
exist cf. Refs. 42, 105. In general p is a function of the
gate field containing even powers of Fz as shown in Fig. 2.
It can be written as p ≈ p(0)+p(2)F 2z , as in Table I, where
the coefficient p(1) is negligible. The interface electric
field reduces the charge density at the centre of the ion by
mixing in higher excited states with P symmetry which
have zero charge density at the origin.
B. Hamiltonian near an interface
In the vicinity of the interface, inversion symmetry
breaking lifts the degeneracy of the ground state, and
provides a natural spin quantisation axis ‖ zˆ. Symmetry
breaking gives rise to a splitting between HH1 and LH1,
and to Rashba-like spin-orbit coupling terms.
The interface potential Hif (z) = u0Θ(−z) is a func-
tion of z = r cos θ only, and thus does not couple states
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Figure 2: Dependence of p on the gate electric field for three
acceptor depths z0 = 2.3 nm, 4.6 nm, and 6.9 nm using a full
numerical calculation.
with different mJ . Therefore if we consider only matrix
elements within the 4×4 bulk ground state manifold, the
interface gives only a splitting between HH1 and LH1:
uH = 〈Ψ± 32 |Hif (z)|Ψ± 32 〉 (6)
uL = 〈Ψ± 12 |Hif (z)|Ψ± 12 〉 (7)
We will use εH± = εH ± 32 εZ , and εL± = εL ± 12 εZ .
The energies εH,L are the energies in the absence of the
Zeeman field: εH = ε0 + uH , εL = ε0 + uL. The splitting
between them ∆HL = εL−εH = uL−uH comes from the
interface, and has been observed experimentally. [90] The
Zeeman energy εZ = gµBB, withB ‖ zˆ for the HH qubit,
andB ‖ xˆ for the LH qubit. The states HH1 are lowest in
energy in the absence of strain. [107] Henceforth we work
in the basis of eigenstates of HLut+HC +HZ +Hif , and
restrict the analytical treatment to the manifold spanned
by the four states |ΨmJ 〉 ≡ {3/2,−3/2, 1/2,−1/2} cor-
responding to HH1 and LH1, which are two sets of
Kramers conjugate pairs.
Next we consider the first excited state manifold
{|ΦmJ 〉} and evaluate Rashba-like spin-orbit terms per-
turbatively using a Schrieffer-Wolff transformation to
project onto the ground state manifold. [40] This trans-
formation is described in detail in the supplement. In-
cluding Hif +Hgt and denoting E± = Ex ± iEy, we find
HR = α
 0 0 E− 00 0 0 −E+E+ 0 0 0
0 −E− 0 0
 . (8)
We can write α ≈ α(0)+α(1)Fz +α(2)F 2z +α(3)F 3z , where
α(0) comes from the interface potential step while the ad-
ditional terms stem from the interface electric field Fz.
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Figure 3: Dependence of ∆LH on gate electric field for three
acceptor depths z0 = 2.3 nm, 4.6 nm, and 6.9 nm.
Table II: Coefficients for α(Fz).
Units
z0 [nm] 2.3 4.6 6.9
α(0) [D] −10.4 −2.24 +5.08 × 10−2
α(1) [D(m/MV)] +7.77× 10−1 +8.04× 10−1 −6.13 × 10−1
α(2) [D(m/MV)2] −3.39× 10−2 −1.76× 10−2 +7.38 × 10−2
α(3) [D(m/MV)3] +7.20× 10−4 +4.22× 10−4 −1.02 × 10−3
These terms are given in Table II. At low fields we can
retain only the linear-in-field term, but at higher values
of Fz this approximation does not hold. The full depen-
dence of α on the gate electric field is displayed in Fig. 4.
We note that Zincblende materials also have Dressel-
haus spin-orbit interactions due to bulk inversion asym-
metry, [40] but these are absent in Si. The Schrieffer-
Wolff transformation also yields diagonal terms which
give a renormalisation of the splitting between heavy
holes and light holes:
∆HL = ∆
(0)
HL + ∆
(1)
HLFz + ∆
(2)
HLF
2
z + ∆
(3)
HLF
3
z + ∆
(4)
HLF
4
z .
(9)
In a real system higher order terms are always involved,
however a parabolic dependence holds as long as Fz is not
very large. The coefficients ∆
(i)
HL are given in Table III.
C. Our approach
In this work we use a hybrid approach combining ana-
lytics and numerics, which gives both physical insight and
numerical accuracy. The analytical approach is based
on the simplified 4 × 4 Luttinger Hamiltonian in the
spherical approximation introduced above, in which the
cubic terms and the spin split-off band are neglected.
5Table III: Coefficients for expansion of ∆LH(Fz).
Units
z0 [nm] 2.3 4.6 6.9
∆
(0)
LH [eV] +1.20× 10−3 +1.29× 10−4 +1.98 × 10−5
∆
(1)
LH [eV(m/MV)] +5.10× 10−5 +1.47× 10−5 −4.35 × 10−6
∆
(2)
LH [eV(m/MV)
2] −1.77× 10−6 −9.83× 10−8 +3.55 × 10−6
∆
(3)
LH [eV(m/MV)
3] +8.65× 10−8 +3.11× 10−8 −5.97 × 10−7
∆
(4)
LH [eV(m/MV)
4] −1.58× 10−9 −1.31× 10−11 −3.16 × 10−8
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Figure 4: Dependence of α on gate electric field for three
acceptor depths z0 = 2.3 nm, 4.6 nm, and 6.9 nm.
We include the Td interaction terms with the electric
fields as well as the interface-induced level splittings and
spin-orbit terms, and adding up all the terms introduced
above we obtain the Hamiltonian of Eq. (1). The numeri-
cal approach is a non-perturbative, exact diagonalisation
6× 6 Luttinger-Kohn calculation explicitly including the
cubic terms, the ion and interface well potentials and all
electric field terms. We account for hybridisation of lev-
els outside the 4 × 4 extended qubit subspace, leading
to renormalised parameters for e.g. the Zeeman inter-
actions. Since the analytics cannot yield the coefficients
e.g. α(0) and α(1) for the interface spin-orbit coupling,
these coefficients are obtained by fitting the analytical
results to the numerics, thus we keep all the terms in the
analytics required to reproduce the numerical results.
III. HEAVY HOLE QUBIT
Taking Eq. (1) as our starting point, we now describe
in detail the operation of a HH qubit encoded in the
effective HH1 Kramers doublet |Ψ± 32 〉. A constant uni-
form Zeeman field ‖ zˆ separates the qubit states, such
that a hole can be loaded into the mJ = − 32 state in
the HH1 manifold. A Zeeman field of ≈ 0.5 T produces
an energy splitting of ≈ 50µeV  kBT in a dilution
refrigerator, hence initialisation is straightforwardly ac-
complished. The in-plane magnetic field in Eq. (1) is set
to zero for the remainder of this discussion.
A. Effective HH Qubit Hamiltonian and states
We assume Ex, Ey  Fz and initially we take Ex =
Ey = 0. Diagonalizing Eq. (1), assuming ∆HL > 2εZ ,
we obtain the eigenvalues
λH+ =
1
2
[(εH+ + εL−)−
√
(εH+ − εL−)2 + 12p2F 2]
λH− =
1
2
[(εH− + εL+)−
√
(εH− − εL+)2 + 12p2F 2]
λL+ =
1
2
[(εH− + εL+) +
√
(εH+ − εL−)2 + 12p2F 2]
λL− =
1
2
[(εH+ + εL−) +
√
(εH− − εL+)2 + 12p2F 2]
(10)
with corresponding eigenvectors
|vH+〉 = 1
N1

− i
√
3pF
(λH+−εH+)
0
0
1
 = 1N1
−ia00
1

|vL−〉 = 1
N1

1
0
0
− i
√
3pF
(λH+−εH+)
 = 1N1
 100
−ib

|vH−〉 = 1
N2

0
i
√
3pF
(λH−−εH−)
1
0
 = 1N2
0ib1
0

|vL+〉 = 1
N2

0
1
i
√
3pF
(λH−−εH−)
0
 = 1N2
01ib
0
 .
(11)
where N1, N2 are normalisation factors, given by:
N1,2 =
√
1 +
3p2F 2
(λH± − εH±)2 . (12)
The corresponding eigenvector matrix V is given in the
supplement. The originally 4-fold degenerate subspace
was first split into HH and LH subspaces as a result of the
interface potential, each being doubly degenerate. This
remaining degeneracy is completely removed in response
to the applied Zeeman field. In the presence of the Zee-
man field, the energy of the state |uH+〉 is lifted while
the energy of |uL−〉 is suppressed. We notice that the
two level cross each other at εZ =
1
2∆HL, thus
1
2∆HL is
the critical Zeeman field strength below which the two
lowest energy levels are the heavy holes |uH±〉 and above
6which are |uH−〉 and |uL−〉. Without the interface spin-
orbit terms
H
(0)
qbt =

εH+ 0 −i
√
3pE+ −i
√
3pFz
0 εH− i
√
3pFz −i
√
3pE−
i
√
3pE− −i
√
3pFz εL+ 0
i
√
3pFz i
√
3pE+ 0 εL−
.
(13)
The dependence of the qubit Larmor frequency on the
gate electric field is shown in Fig. 5.
B. EDSR
Rotated Rashba terms: The off-diagonal terms of
Rashba Hamiltonian couple between heavy holes and
light holes. In the basis {|vH+〉, |vH−〉, |vL+〉, |vL−〉} the
off-diagonal matrix is transformed to
H˜R = α
 0 −iξ1E− ξ2E− 0iξ1E+ 0 0 −ξ2E+ξ2E+ 0 0 −iξ1E+
0 −ξ2E− iξ1E− 0
 (14)
where ξ1 = (a− b)/(N1N2), ξ2 = (1 + ab)/(N1N2). This
Hamiltonian describes the response of the HH qubit to
the in-plane electric field through the Rashba interaction.
It has an overall dependence on Fz which is the origin of
all the novel physics in the vicinity of this interface. In
this same basis
H˜E =
√
3p
 0 ξ1E+ iξ2E+ 0ξ1E− 0 0 iξ2E−−iξ2E− 0 0 −ξ1E−
0 −iξ2E+ −ξ1E+ 0
 . (15)
We further project H˜E into the HH subspace using
a Schrieffer-Wolff transformation, whence the original
dipole moment p → peff =
√
3ξ1p. We apply the same
transformation to H˜R, finding that the Rashba-induced
dipole moment pR ≈ −i[α(0) + α(1)Fz]ξ1, thus the to-
tal EDSR dipole moment is D = |peff + pR|, with the
interface-induced spin-orbit terms making a significant
contribution. The dependence of D on the gate electric
field is shown in Fig. 6. The blip in this figure indicates
the point at which the interface-induced spin orbit terms
become dominant over the bulk Td-symmetry p-terms.
C. Relaxation
Qubit relaxation is expected to be due predominantly
to acoustic phonons. For the heavy hole qubit the spin
relaxation time is given by the standard expression
1
T1
=
(~ω)3
20~4piρ
( εZ
∆˜HL
)2[
6d′2
( 2
3v5l
+
1
v5t
)]
, (16)
where εZ = gµBB, ~ω is the qubit frequency, ∆˜HL is
the splitting between heavy hole subspace and light hole
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Figure 5: Dependence of qubit splitting on gate electric field
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Figure 6: Dependence of EDSR coupling D on gate electric
field for z0 = 4.6 nm, including the interface term (red) and
without the interface term (black). The sensitivity of gate
timing to electric field noise is proportional to the first deriva-
tive of D with respect to electric field, dD/dFz (blue).
subspace modified both by the interface and gate electric
field, which is given in the supplement, where the details
of the derivation are also provided. This value of T−11
is approximately 3(εZ/∆˜HL)
2 smaller than the value for
the |−1/2〉 to |−3/2〉 transition in Si:B. The factor of
3 comes because the Zeeman energy is tripled, and the
factor (εZ/∆˜HL)
2 comes because the transition here is
for a spin qubit. We use vl = 8.99 × 103 m/s and vt =
1.7vl for the longitudinal and transverse sound velocities
in silicon, respectively, ρ = 2330 kg/m3 for the mass
density, and b′ = −1.4 eV and d′ = −3.7 eV for the
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Figure 7: Dependence of T1 on gate electric field for z0 = 4.6
nm and B = 0.5 T.
Bir-Pikus deformation potentials. We obtain T1 = 40 µs
for B = 0.5 T, and T1 = 1.3 ms for B = 0.25 T. The
dependence of T1 on the gate electric field is shown in
Fig. 7.
D. Dephasing
For a Zeeman energy εZ <
1
2∆HL, the two lowest en-
ergy states are |vH−〉 and |vH+〉. To analyse the promise
of constructing a highly coherent qubit out of these two
heavy hole states, we evaluate the free induction decay
dephasing time T ∗2 . [58, 68, 108–113] Common sources
of dephasing in solid state spin qubits include the hyper-
fine interaction, fluctuations in the Lande´ g-factor and
through the joint effect of hyperfine or spin-orbit cou-
pling and fluctuating electric fields due to phonon effects
or charge noise. [46, 66, 69, 114–125] In silicon the hyper-
fine effect can be removed by isotopic purification while
phonon effects decrease in importance at low magnetic
fields, therefore the susceptibility to charge noise is ex-
pected to be the main source of dephasing. [18, 126–130]
We introduce explicitly the vertical electric field Fz due
to the defect, which modifies the total vertical electric
field as Fz → Fz + Fz, and the HH-LH splitting as
∆HL → ∆(0)HL + ∆(1)HL(Fz + Fz) + ∆(2)HL(Fz + Fz)2. (17)
We will retain only terms up to first order in Fz, since
in realistic samples active defects will be some distance
d away from the acceptor. We will assume d = 40 nm.
The dephasing rate is plotted in Fig. 8, in which a sweet
spot is notable. We find T ∗2 > 1 ms for Fz within ±0.1
MV/m of the sweet spot, which is more than 103 times
the value of the obtained entanglement gate times. To
obtain these figures, firstly a realistic defect separation
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Figure 8: Dependence of T ∗2 on the gate electric field Fz for
z0 = 4.6 nm using an analytical approximation. The sweet
spot occurs at Fz = 13.68 MV/m in this approximation,
which is marginally different from the numerical result.
d = 40 nm is considered, since the immediate vicinity
of the acceptor is depleted by the gates. The value of
the defect Fz is 3380 V/m using  = 11.8, and a defect
switching time τ = 1000τ1 is considered as a worst case
estimate. Here τ1 is taken as the EDSR gate time for a pi-
pulse represented by h/2DEac, with Eac the ac in-plane
electric field, estimated as 500 V/cm, and the dipole mo-
ment D estimated at the sweet spot from Fig. 6. This
choice is justified by the fact that the effect of slower
fluctuators can be strongly suppressed by dynamical de-
coupling pulses, which in our architecture are mediated
by EDSR.
Importantly, we find that the peak in T ∗2 occurs at a
point where the EDSR strength is near the maximum,
which implies that at the T ∗2 sweet spot the EDSR term
exhibits very little sensitivity to noise. Since very little
jitter in the gating is expected at this point well-defined
gate times can be obtained as well as high fidelity. The
same may be true of the circuit quantum electrodynam-
ics (cQED) and dipole-dipole entanglement schemes dis-
cussed below, which rely on the EDSR gate to couple the
qubit spin to an electric field.
IV. ENTANGLEMENT
The transverse coupling of both the HH and LH qubits
to electric fields allows for entanglement of spins over long
distances. Two schemes of immediate interest for spin-
spin coupling include electric dipole-dipole interactions,
or cQED using superconducting microwave cavities.
Long-range schemes for entanglement have important
advantages over short-range schemes such as Heisenberg
exchange, because they reduce qubit density, reducing
the density of qubit control lines, and make entanglement
operations far less susceptible to errors in positioning of
8the dopants. Acceptor-bound holes are ideal for long-
distance coupling of spins mediated by electric fields and
photons, since their large spin-orbit coupling allows for
strong couplings to electric fields resulting in fast oper-
ations over long distances. Moreover, despite the strong
coupling to electric fields, the spins are protected at the
Hamiltonian level against electric field noise, when oper-
ating at the sweet spot during entanglement operations.
A. Dipole-dipole interactions
Given that Coulomb interactions couple into the spin-
subspace due to spin-orbit coupling, two qubit gates can
be achieved by electric dipole-dipole interactions [71, 72].
We consider the mutual Coulomb interaction for qubits
with R12 & 20 nm separation, where the exchange inter-
action is sufficiently small to be neglected.
The Hamiltonian in the two-spin subspace is H = H1+
H2 + Hint where Hi is the extended 4 × 4 Hamiltonian
for isolated qubit i = 1 and 2, and Hint is their mutual
Coulomb interaction. Working in a 16×16 direct product
subspace |pq〉 = |vp〉 ⊗ |vq〉 where p ∈ {H±, L±} and
q ∈ {H±, L±}, the dipole-dipole interaction in the multi-
pole expansion is
〈pq|V 12|p′q′〉 = e
2
4piR512
[
R212〈δr1〉pp′ · 〈δr2〉qq′
−3(〈δr1〉pp′ ·R12)(〈δr2〉qq′ ·R12)
]
(18)
where we have introduced
〈δri〉pp′ =
∫
dr3i (ri −Ri)v†p(ri)vp′(ri). (19)
That is, 〈δri〉pp′ is related by scale factors to the sum of
quadrupolar interactions of individual qubits with elec-
tric fields, H˜Rnn′ + H˜Enn′ , given by Equation (14) and
Equation (15). Here, Ri is the position of qubit ion i,
and R12 = R1 −R2.
The combined effect of Zeeman and Coulomb pertur-
bations can be projects into the coupled qubit subspace
|H − H−〉, |H − H+〉, |H + H−〉, |H + H+〉 as a spin-
dependent interaction, using a Schrieffer-Wolff trans-
formation. This interaction, which is physically inter-
preted as Ising-type interaction, has a magnitude Jdd =
[v1 ·v2R212− 3(v1 ·R12)(v2 ·R12)]/(4piR512), where vi is
the spin-dependent charge dipole of qubit i = 1, 2. After
some simplification we obtain Jdd = D
2/4piε0εrR
3
12. An
electric dipole-dipole mediated two-qubit
√
SWAP time
of τdd = h/4Jdd = 1 µs is obtained.
B. Circuit QED
For entanglement using cQED it is customary to start
from the well-known Jaynes-Cummings Hamiltonian
HJC = ~ωr(a†a+ 1/2) +
~ω
2
σz +~gc(a†σ−+σ+a) (20)
where a, a† represent photon creation and annihilation
operators respectively for a resonator with frequency ωr,
ω is the qubit frequency, and gc = eDE0/~ the vacuum
Rabi coupling constant, given by the product of the qubit
dipole matrix element and the vacuum electric field E0
of the resonator mode.
By means of a unitary transformation, described in
Ref. 78, the following effective two-qubit (1,2) interaction
Hamiltonian can be derived
H = [~ωr +
~g2c
∆
(σ(1)z + σ
(2)
z )] a
†a
+
(
~ω
2
+
~g2c
∆
)
(σ(1)z + σ
(2)
z )
+
~g2c
∆
(σ
(1)
+ σ
(2)
− + σ
(1)
− σ
(2)
+ ).
(21)
Here the detuning ∆ = ω − ωr is the difference between
the Larmor energy of the qubit ~ω and the photon energy
~ωr in the resonator. This indicates that an effective
spin-spin interaction of magnitude Jc = 2~g2c/∆ can be
achieved, whose magnitude is estimated as follows.
Assuming a coplanar waveguide resonator operating
at B = 0.5 T narrowed to a gate of 60 nm in the vicin-
ity of the dopant, a vacuum electric field of E0 = 50
V/m should be achievable, and the vacuum Rabi cou-
pling gc = eDE0/~ can be found from Fig. 6 by taking
the value of D at the sweet spot. Operating at a detun-
ing of ∆ = 4gc, we obtain a two-qubit
√
SWAP time of
τc = h/4Jc,xx = 6.6 µs. Recently, quality factors exceed-
ing 105 have been achieved for fields up to 0.5 T in an
in-plane field geometry, which corresponds to a photon
decay rate of approximately κ ∼ (40 µs)−1.
We note that the insensitivity of the qubit Larmor fre-
quency to charge noise also protects the qubits against
decoherence during two-qubit gates. Moreover, the
strength of the dipole-dipole and cQED mediated inter-
actions is proportional to D2, such that the jitter in gate
times goes as dD2/dFz, see Fig. 6. Here we see that
dD2/dFz goes to zero near the sweet spot, also helping to
minimize gate errors that might be introduced by charge
noise during two-qubit operations.
V. DISCUSSION
The quadrupolar spin-orbit interactions described
herein are general to acceptor-bound holes experiencing
additional confinement from an interface and a gate elec-
tric field. For example, they are the essential ingredients
for the proposed electrically controllable light-hole qubit
in Ref. 91. They include the (i) Td symmetry electric-field
interactions, (ii) interface-induced splitting, and (iii) in-
terface induced spin-orbit coupling.
For both the HH qubit described herein, and the LH
qubit in Ref. 91, the gate-electric field is used to tune
the interface-induced splitting and the interface-induced
spin-orbit coupling between the light and heavy holes.
9Moreover, in both cases, the Td symmetry spin-orbit in-
teraction with gate electric fields mixes the light and
heavy holes. This mixing is responsible for two effects:
first, together with the applied magnetic field, it trans-
forms the spin-orbit coupling between the light and heavy
holes into a transverse EDSR term in the qubit subspace,
and second, it introduces a dispersion into the ground
state that gives rise to the sweet spot, which makes
the qubit insensitive to electric field noise. We empha-
sise that both qubits can be described starting from the
generic Hamiltonian introduced in Eq. (1), which is thus
regarded as a master Hamiltonian of acceptor spin qubits.
The key ingredients enabling full electrical control of ac-
ceptor qubits are the interface-induced spin-orbit terms,
which may be regarded as the spin-3/2 equivalent of the
Rashba terms known in semiconductor nanostructures.
These fall into two categories: a contribution due to the
potential energy step at the interface, which has not been
calculated before, and a contribution due to the interface
electric field, which can be identified with the d-terms in
Ref. 42.
In spite of the overall similarities, the heavy-hole qubit
that has been the focus of this paper is described by a
qualitatively different effective Hamiltonian than the one
in Ref. 91. This is because it relies on the spin-diagonal
Zeeman interaction with an out-of-plane magnetic field,
since HH have vanishing Zeeman interactions for in-plane
magnetic fields. On the other hand, the light-hole qubit
of Ref. 91 has spin off-diagonal Zeeman interactions be-
cause the applied magnetic field is perpendicular to the
interface-induced spin quantization axis. The in-plane g-
factor can be sizeable thanks to couplings between the
heavy holes and the light holes. In part due to these
qualitative differences, the physical origin of the sweet
spot in T ∗2 is different for the two systems. For the LH
qubit with an in-plane magnetic field a very generic rea-
son for the sweet spot can be identified, namely the non-
perturbative HH-LH mixing near the anti-crossing, where
the qubit states comprise a
√
3/2 spectral amplitude of
light holes and a 1/2 spectral amplitude of heavy holes.
Moreover, for an out of plane applied magnetic field, the
LH qubit architecture would not exhibit a sweet spot in
T ∗2 . The sweet spot for the HH qubit, on the other hand,
is not liable to a simple explanation. It is absent if ∆
(2)
HL
is artificially set to zero, even for p 6= 0, which is not a
restriction on the realization of the sweet spot for the LH
qubit.
The two qubits we have introduced in this work and
in Ref. 91 can be controlled solely by electrical means.
Quite generally in both cases, the location of the qubit
with respect to the interface is important in achieving
a high degree of electrical tunability. Having the qubit
too close to the interface is not ideal because the HH-LH
splitting ∆HL becomes very large, suppressing HH-LH
mixing terms. At the same time it is undesirable to have
the qubit too far from the interface, since the eFzz term
increases linearly with z. The ground state is a hybrid
between triangular and spherical eigenstates and the anti
crossing between the two becomes very sharp (narrow) at
large values of eFzz. [131] This latter shortcoming can
be compensated using strain. [54, 91, 132, 133]
Two notable quantitative differences stand out be-
tween the HH and LH qubits. Firstly, as compared to
the LH qubit, the effective EDSR dipole moment for the
HH qubit is weaker by a factor of approximately 30. This
is compensated by the fact that for the exact same phys-
ical setup the HH qubit is considerably less sensitive to
noise than the LH qubit, exhibiting much longer dephas-
ing times around the sweet spot. Furthermore, the sec-
ond order term in the noise electric field is expected to be
much smaller for the HH qubit because the curvature of
the Larmor frequency as a function of gate electric field
is considerably smaller. This fact, and the quantitative
description of dephasing, will be addressed in detail in a
future publication.
Overall, the LH qubit has more extreme performance
characteristics, since it allows for larger drives to be ob-
tained, giving more gate operations per T1. However, it
is harder to make, requiring strain. Moreover, obtain-
ing larger drive strengths requires deeper acceptors, such
that the sweet spot has a narrower window of operation
where T ∗2  T1. The HH qubit on the other hand allows
fewer gate operations per T1, since around the sweet spot
T2 is limited by T1 ≈ 100 µs, allowing 100 qubit oper-
ations compared with 104 for the LH qubit. However,
it has a much larger window in which the charge noise
T ∗2  T1, and it does not require strain, simplifying the
fabrication. At the same time, for the HH qubit, to a
first approximation the Zeeman interaction with an in-
plane magnetic field vanishes, therefore a magnetic field
perpendicular to the interface is needed to split the qubit
states. Such a perpendicular field may affect the Q-factor
of a superconducting resonator used in entanglement via
circuit QED. In that case it will be preferable to use
dipolar coupling for entanglement, a scheme for which
we have found no obvious restrictions.
Finally, we note that two-qubit gates, mediated by
dipole-dipole interactions or cQED and producing en-
tanglement, can either be turned “on” and “off”, by
varying the gate electric field, or alternatively, “always-
on” interactions could be employed[134]. The “on” be-
haviour is obtained at the finite-field sweet spot, where
EDSR-mediated cQED and dipole-dipole interactions are
strong. The “off” behaviour is obtained by adiabat-
ically sweeping at the Fz ∼ 0 (zero-field) sweet spot
where EDSR is considerably weaker, see Fig. 6. Although
couplings αEx,y between the light and heavy holes are
present at Fz ∼ 0 due to the interface, the pFz-induced
light-heavy hole mixing vanishes, and as such, the αEx,y
interactions do not couple into the qubit subspace as
EDSR interactions. Alternatively, several schemes exist
which can provide a universal set of operations, without
the ability to dynamically modulate two-qubit interac-
tions. The relative merits of these two schemes follow
from their requirements; tuning the interactions requires
control of individual qubits between the two sweet spots,
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while “always-on” interactions consume additional phys-
ical resources[134–136].
VI. SUMMARY
In conclusion, we have studied an interface-bound sil-
icon acceptor-spin qubit driven by a Rashba-like spin-
orbit interaction induced by the interface. We have
demonstrated that quadrupolar terms in the qubit inter-
action with the electric field are the source of sweet spots
in the dephasing time, which enhance the qubit immunity
to charge noise. The spin off-diagonal terms induced by
the interface enhance EDSR significantly, which allows
efficient manipulation entirely by means of electric fields.
Entanglement by means of dipole-dipole interactions or
cQED is inherently scalable thanks to the noise immu-
nity of the qubit. The Rashba-like spin-orbit interaction
terms improve the possibility of building a true spin qubit
in solid state quantum computing platforms.
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Appendix A: Wave functions
S can be regarded as a real spin-3/2 operator with eigenstates being spinors χ± 32 and χ± 12 , while the eigenstates of
L are the spherical harmonics Ylm. For the convenience of evaluating the matrix elements of the interface potential,
it is useful to decomposite the wave functions into uncoupled L-S representation using Clebsch-Gordan coefficients:
|Ψ 3
2
〉 = f0(r)Y00 χ 3
2
+ g0(r)
(√
2
5
Y22χ− 12 −
√
2
5
Y21χ 1
2
+
√
1
5
Y20χ 3
2
)
|Ψ 1
2
〉 = f0(r)Y00 χ 1
2
+ g0(r)
(√
2
5
Y22χ− 32 −
√
1
5
Y20χ 1
2
+
√
2
5
Y2,−1χ 3
2
)
|Ψ− 12 〉 = f0(r)Y00 χ− 12 + g0(r)
(√
2
5
Y2,−2χ 3
2
−
√
1
5
Y20χ− 12 +
√
2
5
Y2,1χ− 32
)
|Ψ− 32 〉 = f0(r)Y00 χ− 32 + g0(r)
(√
2
5
Y2,−2χ 1
2
−
√
2
5
Y2,−1χ− 12 +
√
1
5
Y20χ− 32
)
.
(A1)
|Φ 3
2
〉 = f2(r)
(
−
√
3
5
Y10χ 3
2
+
√
2
5
Y11χ 1
2
)
+g2(r)
(
−
√
1
35
Y30χ 3
2
+
√
4
35
Y31χ 1
2
−
√
2
7
Y32χ− 12 +
√
4
7
Y33χ− 32
)
|Φ 1
2
〉 = f2(r)
(
−
√
2
5
Y1,−1χ 3
2
−
√
1
15
Y10χ 1
2
+ 2
√
2
15
Y11χ− 12
)
+g2(r)
(
−
√
4
35
Y3,−1χ 3
2
+
√
9
35
Y30χ 1
2
− 2
√
3
35
Y31χ− 12 +
√
2
7
Y32χ− 32
)
|Φ− 12 〉 = f2(r)
(√
2
5
Y1,1χ− 32 +
√
1
15
Y10χ− 12 − 2
√
2
15
Y1,−1χ 1
2
)
+g2(r)
(√
4
35
Y31χ− 32 −
√
9
35
Y30χ− 12 + 2
√
3
35
Y3,−1χ 1
2
−
√
2
7
Y3,−2χ 3
2
)
|Φ− 32 〉 = f2(r)
(√
3
5
Y10χ− 32 −
√
2
5
Y1,−1χ− 12
)
+g2(r)
(√
1
35
Y30χ− 32 −
√
4
35
Y3,−1χ− 12 +
√
2
7
Y3,−2χ 1
2
−
√
4
7
Y3,−3χ 3
2
)
(A2)
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Appendix B: Eigenvector matrix and eigenvalues
The eigenvector matrix V in the basis {|vH+〉, |vH−〉, |vL+〉, |vL−〉} takes the form
V =
−ia/N1 0 0 1/N10 ib/N2 1/N2 00 1/N2 ib/N2 0
1/N1 0 0 −ia/N1

V † =
ia/N1 0 0 1/N10 −ib/N2 1/N2 00 1/N2 −ib/N2 0
1/N1 0 0 ia/N1
 .
(B1)
where N1, N2, a, b are normalisation factors introduced for typographical simplicity, and are given by:
a = − 2
√
3pFz
(εH+ − εL−) +
√
(εH+ − εL−)2 + 12p2F 2z
b = − 2
√
3pFz
(εH− − εL+) +
√
(εH− − εL+)2 + 12p2F 2z
N1 =
√
1 + a2
N2 =
√
1 + b2
(B2)
For εZ <
1
2∆HL, the eigenvalues in ascending order are
λH− =
1
2
[(εH− + εL+)−
√
(εH− − εL+)2 + 12p2F 2z ]
λH+ =
1
2
[(εH+ + εL−)−
√
(εH+ − εL−)2 + 12p2F 2z ]
λL− =
1
2
[(εH+ + εL−) +
√
(εH+ − εL−)2 + 12p2F 2z ]
λL+ =
1
2
[(εH− + εL+) +
√
(εH− − εL+)2 + 12p2F 2z ]
(B3)
For εZ >
1
2∆HL, the eigenvalues in ascending order are:
λH− =
1
2
[(εH− + εL+)−
√
(εH− − εL+)2 + 12p2F 2z ]
λL− =
1
2
[(εH+ + εL−)−
√
(εH+ − εL−)2 + 12p2F 2z ]
λH+ =
1
2
[(εH+ + εL−) +
√
(εH+ − εL−)2 + 12p2F 2z ]
λL+ =
1
2
[(εH− + εL+) +
√
(εH− − εL+)2 + 12p2F 2z ]
(B4)
This can be understood by the fact that λH± and λL± tend to εH± and εL± in the limit Fz = 0. For the construction
of a qubit the two states of which have opposite spin orientation, we should guarantee that εZ <
1
2∆HL.
For the discussion of relaxation, we further define λH/L to be the eigenvalues in B3 without Zeeman field:
λH = λH±
∣∣
εZ=0
=
1
2
[(εH + εL)−
√
(εH − εL)2 + 12p2F 2z ]
λL = λL±
∣∣
εZ=0
=
1
2
[(εH + εL) +
√
(εH − εL)2 + 12p2F 2z ]
(B5)
Then the splitting between heavy hole subspace and light hole subspace becomes
∆˜HL = λL − λH =
√
∆2HL + 12p
2F 2z (B6)
Appendix C: Interface spin-orbit Hamiltonian after the Schrieffer-Wolff transformation
We work out Hif +Hgt = U0Θ(−z) + eE · r in the basis {Ψ3/2,Ψ1/2,Ψ−1/2,Ψ−3/2,Φ3/2,Φ1/2,Φ−1/2,Φ−3/2} using
the wave functions calculated in Appendix A. Projecting all terms that couple |Φ〉 states and |Ψ〉 states into the
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ground state manifold using Schrieffer-Wolff transformation, keeping terms up to the second order, we obtain the
effective Rashba Hamiltonian in basis {3/2,−3/2, 1/2,−1/2}:
Hif +Hgt = − 1
∆

(UH +
√
3eρFz)
2 0 eE−ρ(Ut +
4
√
3
3
eρFz) 0
0 (UH +
√
3eρFz)
2 0 −eE+ρ(Ut + 4
√
3
3
eρFz)
eE+ρ(Ut +
4
√
3
3
eρFz) 0 (UL +
√
3
3
eρFz)
2 0
0 −eE−ρ(Ut + 4
√
3
3
eρFz) 0 (UL +
√
3
3
eρFz)
2

(C1)
where ∆ = ε1 − ε0 is the splitting between ground state and the first excited state, ρ = −
√
1
15
〈f0|r|f2〉 −
4
5
√
1
15
〈g0|r|f2〉 − 3
5
√
1
15
〈g0|r|g2〉 comes from the radial integral, UH = 〈Ψ 3
2
|Hif |Φ 3
2
〉, UL = 〈Ψ 1
2
|Hif |Φ 1
2
〉, Ut =
UH + UL all come from the interface.
The off-diagonal terms are to couple between heavy holes and light holes which can be simplified as:
HR = (aR + bRFz)
 0 0 E− 00 0 0 −E+E+ 0 0 0
0 −E− 0 0
 . (C2)
where aR = −eρUt
∆
comes from the interface, while bR = −4
√
3e2ρ2
3∆
describes the (first-order) coupling due to the
gate field Fz.
The diagonal terms give a parabolic correction to the splitting between heavy holes and light holes:
εH → ε0 + uH − (UH +
√
3eρFz)
2
∆
εL → ε0 + uL − (3UL +
√
3eρFz)
2
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∆HL ≈ εL − εH = ∆(0)HL + ∆(1)HLFz + ∆(2)HLF 2z
(C3)
where ∆
(0)
HL = uL − uH −
1
∆
(U2L − U2H), ∆(1)HL =
2
√
3e2ρ
3∆
(UL − 3UH), ∆(2)HL =
8e2ρ2
3∆
in this case.
Appendix D: Relaxation
We derive the phonon-induced spin relaxation for a J = 3/2 system. In first-order perturbation theory, the phonon-
mediated relaxation rate from a level |n′〉 to a level |n〉 via emission of a phonon with energy ~ωqs = ~vsqs is
1
Tn→n′
=
2pi
~
∑
i,j,s,qs
| 〈n′, nq + 1|Hijs|n, nq〉 |2δ(εn − ε′n − ~ωqs) (D1)
where s = `, t1, t2 are the phonon polarizations, qs is the phonon wavevector, and
∑
i,j Hijs =
∑
i,j Dijijs. The
deformation potential matrices Dij are determined from the Bir-Pikus Hamiltonian∑
Dijijs =a
′(xxs + yys + zzs)
+b′[(J2x − 54I)xxs + (J2y − 54I)yys + (J2z − 54I)zzs]
+(2d′/
√
3)[{Jx, Jy}xys + {Jy, Jz}yzs + {Jx, Jz}xzs] (D2)
and the strain ijs =
1
2 (dδRis/drj + dδRjs/dri) of the phonon mode s is determined by the displacement [137]
δRs = (−i)
√
~
2NVcρωqs
eˆqs(a
†
qs + aqs) exp(iqs · r), (D3)
13
where eˆqs is the normalized phonon polarization vector, N is the number of unit cells, Vc is the unit cell volume,
NVc = L
3 is the crystal volume, and ρ is the mass density. Using these relations, we obtain
Hijs = qDij
√
~
2NVcρωqs
(
− i
2
)
(eqisqj/q + eqjsqi/q)(a
†
qs + aqs) exp(iqs · r) (D4)
For 〈n′|Dij exp(iq · r)|n〉 we make use of the dipole approximation 〈n′|Dij(1 + iq · r + . . . )|n〉 ≈ 〈n′|Dij |n〉, which
is appropriate since qa ∼ 10−2 where q is the the phonon wavevector for ~ω = 60 µeV and a ∼ 1 nm is the Bohr
radius. The identity δ[g(x)] =
∑
i δ(x−xi)/|(∂g/∂x)x=xi |, where xi are the zeros of g(x), gives δ(~ω−~vqqs) = δ(q−
ω/vq)/(~vq), and we furthermore the summation over phonon wavevectors to an integral with
∑
q(·) ≈ ( L2pi )3
∫
dq3(·).
Using these simplifications we get
1
Tn→n′
=
1
32~pi2ρ
∑
i,j,s
| 〈n′|Dij |n〉 |2Ωijs
v2qs
∫
q3dqδ(q − ω/vq)|
〈
nq + 1|(a†qs + aqs)|nq
〉 |2 (D5)
where Ωijs =
∫
dΩ(eqsiqj/q + eqsjqi/q)
2 is a dimensionless angular integral. At low temperatures Tω  ~ω/k ≈ 0.7
K we have | 〈nq + 1|(a†qs + aqs)|nq〉 |2 ≈ 1, and
1
Tn→n′
=
1
32~4pi2ρ
∑
i,j
| 〈n′|Dij |n〉 |2
(Ωij`
v5l
+
Ωijt1 + Ωijt2
v5t
)
(D6)
where vl and vt are the longitudinal and transverse acoustic phonon velocities. The Ωijs are computed by substitution
of qs and eˆqs [138]
eˆq` = q
−1(qx, qy, qz) (D7)
= (cos(θ) sin(φ), sin(θ) sin(φ), cos(φ)) (D8)
eˆqt1 = (q
2
x + q
2
y)
− 12 (qy,−qx, 0) (D9)
= (sin(θ),− cos(θ), 0) (D10)
eˆqt2 = q
−1(q2x + q
2
y)
− 12 (qxqz, qyqz,−(q2x + q2y)) (D11)
= (cos(θ) cos(φ), sin(θ) cos(φ),− sin(φ)). (D12)
For the longitudinal phonons we have Ωxx` = Ωyy` = Ωzz` = 16pi/5 and Ωxy` = Ωyz` = Ωxz` = 16pi/15. Similarly, for
the ta1 phonons we have Ωxxt1 = Ωyyt1 = 4pi/3 and Ωzzt1 = 0, and Ωxyt1 = 4pi/3 and Ωyzt2 = Ωxzt2 = 2pi/3. Finally,
for the ta2 phonons we have Ωxxt2 = Ωyyt2 = 4pi/5 and Ωzzt2 = 32pi/15 and Ωxyt2 = 4pi/15 and Ωyzt2 = Ωxzt2 =
14pi/15. These integrals obey Ωij` = 16pi/5 for i = j, Ωij` = 16pi/15 for i 6= j, Ωijt1 + Ωijt2 = 32pi/15 for i = j and
Ωijt1 + Ωijt2 = 8pi/5 for i 6= j. Substituting these expressions we obtain
1
T1
=
(~ω)3
20~4piρ
[∑
i
| 〈n′|Dii|n〉 |2
( 2
v5l
+
4
3v5t
)
+
∑
i6=j
| 〈n′|Dij |n〉 |2
( 2
3v5l
+
1
v5t
)]
(D13)
For the heavy hole qubit spin relaxation is given by
1
T1
=
(~ω)3
20~4piρ
[∑
i
| 〈−|Dii|+〉 |2
( 2
v5l
+
4
3v5t
)
+
∑
i6=j
| 〈−|Dij |+〉 |2
( 2
3v5l
+
1
v5t
)]
(D14)
We determine the deformation potential 〈−|Dij |+〉 of the heavy-hole spin-orbit qubit using a Schrieffer-Wolff trans-
formation. Because the magnetic field is a diagonal interaction for the heavy-hole qubit, we work with a perturbation
H¯ ′ = H¯Z + H¯hp, where H¯hp = V †(
∑
i,j,sDijijs)V , and H¯Z = V
†HZV .
〈−|Dij |+〉 ≈ 1
∆˜HL
(H˜ ′−,L−H˜
′
L−,+ + H˜
′
−,L+H˜
′
L+,+). (D15)
where H˜ ′ = H˜Zo + D˜ij . For the HH qubit we obtain | 〈−|Dxx|+〉 |2 = 0, | 〈−|Dyy|+〉 |2 = 0, | 〈−|Dzz|+〉 |2 =
0,| 〈−|Dxy|+〉 |2 = 0, | 〈−|Dyz|+〉 |2 = 3d′2(εZ/∆˜HL)2, and | 〈−|Dxz|+〉 |2 = 3d′2(εZ/∆˜HL)2. Collecting terms, we
have
1
T1
=
(~ω)3
20~4piρ
( εZ
∆˜HL
)2[
6d′2
( 2
3v5l
+
1
v5t
)]
(D16)
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Figure 9: Dependence of T ∗2 on gate electric field for z0 = 4.6 nm around the sweet spot.
where εZ = gµBB and ~ω is the qubit frequency. This value of T−11 is approximately 3(εZ/∆˜HL)2 smaller than the
value for the |−1/2〉 to |−3/2〉 transition in Si:B. The factor of 3 comes because the Zeeman energy is tripled, and the
factor (εZ/∆˜HL)
2 comes because the transition here is for a spin qubit. We use vl = 8.99 × 103 m/s and vt = 1.7vl
for the longitudinal and transverse sound velocities in silicon, respectively, ρ = 2330 kg/m3 for the mass density, and
b′ = −1.4 eV and d′ = −3.7 eV for the Bir-Pikus deformation potentials. We obtain T1 = 40 µs for B = 0.5 T, and
T1 = 1.3 ms for B = 0.25 T.
Appendix E: Dephasing
The in-plane components of the defect electric field do not contribute to dephasing in leading order. The eigenvalues
of the two lowest qubit states λH± are expanded in Fz as λH± = λ(0) + CH±Fz, which can be written as
λH± = λ
(0)
H± +
CH− + CH+
2
Fz + CH− − CH+
2
Fz σz. (E1)
The dephasing rate [58] 1/T ∗2 = V
2τ/(2~2) where the energy fluctuation due to the defect field is given by V =
(CH− − CH+)Fz/2. Using Eq.(B3),
1
T ∗2
=
Fzτ
32~2
[
(∆
(1)
HL + 2∆
(2)
HLFz)(∆HL − 2εZ) + 12p2F 2z√
(∆HL − 2εZ)2 + 12p2F 2z
− (∆
(1)
HL + 2∆
(2)
HLFz)(∆HL + 2εZ) + 12p
2F 2z√
(∆HL + 2εZ)2 + 12p2F 2z
]2
.
(E2)
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