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Abstract
Delivery of compressed digital video signals over packet switched communications
channels has a wide variety of applications. The variable bit rate transmission supported
by the Asynchronous Transfer M o d e ( A T M ) offers efficient utilisation of the network
resources through statistical multiplexing but introduces n e w problems to real time
services. For video signals the most important matter of concern is network congestion
which m a y lead to cell loss and quality degradation.

In this thesis four packet video coding systems incorporating two-layer coding technique
are proposed to overcome the problem of cell loss. The main concept of layered coding
is that the layers divide the video information according to an importance criterion. The
more important layers are transmitted through high priority channels and the other layers
are transmitted over low priority channels. The higher priority layer provides a lower
quality version of the signal at a lower average cell-rate, whilst the second layer improves
the overall video quality.

The end-to-end performance of a two-layer packet video system is compared with its
corresponding single layer system which uses the two-layer coding structure but all data
are transmitted through the high priority channel only.
proposed two-layer systems have superior P S N R .

The results show that the

A cost function for evaluating a

packet video system and some constraints for "fair" comparison between a two-layer
system and its corresponding single layer system are also developed. The cost function
includes both the performance of the video compression algorithm and the cost
characteristics of the communications channel. In this study the video coding standards,
M P E G - I and H.261 are used for the compression algorithm and ATM-based B I S D N is
considered as the communications channel in all packet video systems studied.

The characterisation of the traffic generated by the encoder of a packet video system is
important both in the simulation of the encoder and in the overall analysis of the packet
video communications system.

It is found that the G a m m a density function is an

appropriate model for fitting the distribution of the cells-per-frame processes generated

ii

by the encoder in each layer of a two-layer system. A n Auto-Regressive Integrated
Moving Average ( A R I M A ) model is proposed for the traffic generated by the four twolayer encoders. This model is compared with the Autoregressive order one (AR(1))
model for all proposed two-layer systems. In all cases, A R T M A model shows better
goodness-of-fit than the AR(1) model.
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CHAPTER 1:

Introduction

1.1

Background

Recent developments in semiconductor performance, storage capacity, signal processing
technology and network capacity have made it possible to code, store and transmit visual
information in a digital format. It is predicted that digital video coding will be an
important component of future multimedia and entertainment applications. Since the
complexity of scene contents and the amount of motion in video sequences vary
randomly in time, efficient video coding algorithms generate variable bit rate ( V B R )
signals. Constant bit rate ( C B R ) encoders control the transmitted bit rate through the
use of rate buffers and adaptive control of the compression ratio. A lower quality will
occur in this situation for high motion frames and consequently the quality will vary from
frame to frame. Moreover, in C B R codecs (coder-decoders) the compression ratio must
never exceed a threshold that corresponds to the rnhiimum quality occurred in high
motion frames. Consequently, C B R codecs must allocate sufficient bandwidth to handle
peak rate scenes (that is, with heavy motion content) at the allowed compression ratio
level. This rate will be equivalent to the peak rate generated by a buffered V B R encoder
operating at the same compression ratio. This means that V B R video transport is
generally more bandwidth efficient than C B R transport at a given quality level, since a
V B R encoder will not transmit at its peak rate continuously [Tan 1991 et al; Arnold
1992].

Well-engineered circuit-switched networks are capable of providing the quality-of-
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service ( Q O S ) necessary for digital video transmission.
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However, circuit-switched

networks are not able to flexibly allocate network capacity to V B R data transmission
sources. For this reason the trend in networking design is towards packet-switched
networks which are better able to statistically multiplex V B R sources and hence achieve
higher network utilisation. Packet-switched networks, especially those based on the
asynchronous transfer m o d e ( A T M ) , appear to be a better choice for carrying integrated
audio/video/data traffic as is prevalent in multimedia applications. A T M
function by segmenting source data into fixed-size packets (cells).

networks

D u e to the

asynchronous nature of packet-switched networks, video transport faces issues of delay
variation, cell loss and bandwidth allocation which are not present in circuit-switched
networks.

The main problem for VBR video coding in ATM networks is the cell loss. Although
statistical multiplexing increases the transmission efficiency it m a y lead to burst errors in
which successive cells are lost. Basically there are two major causes of lost video cells.
Firstly, random noise on the channel m a y alter the header of a video cell so that it is
either misrouted or unrecognisable by the intermediate switching node in the network.
Because of the very small probability of this error (less than 10~8 for digital networks), by
incorporating a forward error correction code on the headers of video cells the bit errors
can be reduced to an almost error free condition [Biersack 1993]. Secondly, congestion
in the network resulting from poor network dimensioning m a y lead to cell loss. Unlike
bit errors, the cell loss due to network congestion is bursty and cannot be improved by
forward error correction.

Cell loss has been a major concern in packet video research and several techniques are
proposed to cope with it. There are two levels at which cell loss compensation can be
implemented: network level and codec level. Most preventive cell loss compensation
methods are employed in the networks rather than at the video codec level. Traffic and
admission controls, appropriate network management and resource allocation techniques
are involved in this class. Moreover, to prevent the cell loss due to congestion, some
parameters such as the delay and the size of the buffer in the statistical multiplexer and
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the necessary bandwidth for multiplexed data should be predicted. Mathematical analysis
is more popular than simulation based on observed data because of the difficulty of
handling the large amount of data. In this thesis a mathematical analysis is used and an
Auto-Regressive Integrated Moving Average ( A R T M A ) model [Vandaele 1983;
Pankratz 1983] is proposed to model the cells-per-frame process generated by the
encoder. The capability of this model is compared with the autoregressive ( A R ) model
[Chatfield 1984]. The results obtained from several encoders show a better goodness-offit for A R T M A . Furthermore, the probability density function (pdf) of the cells-per-frame
process is examined and modelled using the G a m m a density function [Scheaffer and
McClave 1990]. The pdf model is tested by the T, F and %2 (Chi-squared) tests. In all
cases the null hypothesis [Scheaffer and McClave 1990]

is rejected at the

5%

significance level.

The focus of this thesis is on reactive cell loss compensation methods rather than
preventive techniques. The multi-layer coding [Zhang et al. 1991; Guillemot and Ansari
1994] and error concealment [Feng et al. 1994 (December); L u o and Zarki 1995]
schemes are two major reactive classes of techniques that are applicable to video
encoders and/or decoders. A multi-layer coding scheme in conjunction with a cell
priority facility in the A T M is the first reactive technique. It is possible to segment video
data into a base signal and an enhancement signal. The segmentation is determined on
perceptual criteria and can be performed in the frequency, spatial or time domain.
Essential video data (base layer) is transmitted over a high priority (HP) channel. The
encoder negotiates a high Q O S (low cell loss rate) for this layer. Less essential video
data (enhancement layer) is transported through one or more low priority (LP) channels.
Loss of some of the enhancement layer data will not significantly affect the overall video
quality. Therefore the enhancement layer can be transmitted with a lower Q O S (higher
cell loss rate) and thereby a defined cost function for the packet video system would be
optimised. In this thesis four layering methods in the frequency and spatial domains are
employed in the four proposed two-layer packet video systems. They are called spectral
separation [Pancha and Zarki 1993; K i m and Park 1994], re-quantisation [Ghanbari
1992; Ghanbari and Azari 1994], spatial and hybrid two-layer schemes.
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Error concealment is another c o m m o n
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reactive cell loss compensation

scheme

incorporated in the proposed systems' decoder. This technique hides the lost portion of
the image from the viewer by using redundancy in the received video signal, for example
by replace with the damaged part of the image using a neighbouring part. The receiver
can reconstruct the lost block using neighbouring data in the same frame (spatial error
concealment) or the previous frame (temporal error concealment). In this study, several
temporal error concealment techniques are proposed to minimise the quality degradation
due to cell loss.

Regardless of which cell loss compensation scheme is used, video compression is an
essential part of a packet video coding system.

Although several video coding

algorithms have been proposed to compress video data, standard video coding
algorithms are adopted in this thesis. Current standards for digital video coding, such as
the International Telegraph and Telephone Consultative Committee (CCITT, n o w called
ITU-T) H.261 videoconferencing standard [CCITT 1990 (August); Liou 1991] and the
International Organisation for Standardisation (ISO) Moving Picture Experts Group
( M P E G ) video storage and transmission standard [ISO 1990; ISO 1991; L e Gall 1991],
are designed for transport over C B R networks without cell loss, such as the existing
digital telephone network. T o be applicable to A T M networks, these algorithms need to
be restructured to address the packet video transmission issues. For example, their
smooth output buffers should be eliminated so that V B R coding can be achieved. In
addition two-layer coding and error concealment schemes are added to these algorithms
ensuring cell loss resilience. Adding packet video support to existing video coding
standards is desirable since current investments in hardware and applications can be
preserved.

The input data used in this work are three image sequences named Bike, Table Tennis
and Flower Garden. These sequences have been selected by the standards bodies and
many researchers for use in their studies. They contain varying complexity such as slow
to moderate movements, textured background, camera zoom/pan and scene changes.
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These characteristics are necessary to ensure the simulation results are as general as
possible. They are all in Y U V colour format in which the chroma signals, U and V , are
lowpass filtered and 2:1 decimated in the horizontal and vertical directions. In addition,
they have SIF spatial resolution format which represents an inputfileof 352x240 pixels
for the luminance and 176x120 pixels for the chrominance signals. The temporal
resolution of 30 non-interlaced frames per second is used in these sequences.

To evaluate the performance of a packet video system a simulation of the cell loss
process is needed. In this thesis the C C I T T model [CCITT 1992] is used to simulate the
cell loss in the base and enhancement layers. This model is not intended to accurately
model an A T M network but rather to provide a good approximation for the likely
behaviour of cell loss. A uniform probability density function is assumed for cell loss
whilst the average error burst length is also taken into account. The main objective of
the C C L T T model is to allow consistent simulation of the effects of cell loss on video
coding. T o simulate more precisely the real behaviour of cell loss in an A T M network, a
relatively high cell loss rate has been applied to both channels (0.005 for H P channel and
0.01 for L P channel).

This thesis focuses on the performance evaluation of four proposed two-layer packet
video coding systems in comparison with the corresponding single layer coding system.
In each case, the single layer system uses the structure of its corresponding two-layer
system and sends all data over the H P channel. In recent studies end-to-end P S N R is
adopted to measure the performance of the packet video system [Seferidis 1993; Blake
1994]. However, other factors due to channel characteristics such as the cost ratio
between H P and L P channels should also be considered. Moreover, for performance
comparison between a two-layer system and single layer system some constraints on cellrate and P S N R must be defined to ensure the comparison is valid. In this thesis a cost
function is developed to measure the performance of a packet video system and some
constraints are proposed to provide a fair environment for performance comparison.
Using these measurements, it is found that the proposed two-layer systems show better
performance in comparison with single layer system.

There is NO p. 6 in original document
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Figure 1.1 shows a general block diagram of all the two-layer packet video systems
implemented in this study. The task of the encoder is data rate reduction which exploits
the redundancy characteristics of the input sequence, X(i%j,n), as well as the unequal
probability of the representation alphabet. The output of the encoder is the time series of
the compression codeword, Y(k). The codewords resulting from the video compression
process is prioritised into two layers. In each layer, the codewords are further processed
by a channel encoder where they are transformed to yield a signal which is more
amenable to transmission on the packet-switched networks. For the channels considered
in this study (the ATM-based B I S D N network) the channel encoder consists of a
packetiser. Thus the output of the channel encoder is a series of packets, Z ( m ) , where
all packets have the same size. At the decoder the compression and encoding processes
are reversed and Z(m), Y(k), and X(i,j,n) are recovered. A s will be discussed later, the
channel decoder consists of a cell numbering checker, a lost cell replacer, and a
depacketiser.

Thus far, different two-layer packet video coding systems have been reported, however
few detailed investigations have considered cell loss in both layers [Shimamura et al.
1988; Joseph et al. 1991; Chen et al. 1995]. In most cases the transmission medium is
transparent for high priority data so that the cell loss rate in this channel is ignored. In
this study cell loss is considered for both layers.

1.2 Overview
In order to avoid forward referencing as m u c h as possible, the structure of this thesis is
slightly non-conventional.

It consists of two major parts, nine chapters and two

appendices. Part 1 which is called background and theory covers Chapters 2, 3 and 4
and part 2 which contains the simulation results consists of Chapters 5, 6, 7 and 8. There
are several sub-systems which should be studied to introduce a packet video system. All
these sub-systems and their literature reviews are discussed in Chapters 2, 3, and 4
therefore no independent chapter or section is allocated for literature review. In these
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Figure 1.1 : Block diagram of a two-layer packet video system.

chapters the different techniques for each sub-system is presented and the option used
this thesis is introduced.

In the Chapters 5, 6, 7 and 8 the simulation results are

presented. The contents of the chapters is as follows.

Chapter 1 is an introduction to packet video coding systems and the problem being
examined. Chapter 2 surveys the general areas covered in packet video coding systems
including the channel, encoder and decoder. S o m e A T M network issues relevant to
packet video systems such as V B R coding, statistical multiplexing and the major
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problems in packet switched networks (that is, delay jitter and cell loss) are discussed.
Standard video coding algorithms are briefly introduced in this chapter.

Only the

features of H.261 and M P E G relevant to this study are presented here. Finally, a general
formula is proposed to evaluate the performance of a two-layer packet video system in
comparison with a single layer system. This formula takes into account the cost ratio
between the H P and L P channels in A T M networks, the cell rate of the base and
enhancement layers and the end-to-end P S N R obtained in a lossy environment.

The video source modelling provides the necessary information for some cell loss
compensation techniques at the network level. In Chapter 3 the video source modelling
is discussed and the G a m m a density function and A R T M A model are proposed to model
the cells-per-frame process. Chapter 4 examines the cell loss compensation methods at
the codec level, although some preventive techniques at the network level are briefly
discussed. Two-layer coding and error concealment techniques are introduced in this
chapter. Moreover, some other relevant issues such as coping with lost motion vectors
and error propagation are introduced and some compensation methods are surveyed.
Packetisation and detection mechanisms are also discussed in Chapter 4.

Chapter 5 investigates the performance of a two-layer coding system using adaptive
spectral separation technique (frequency scalability) and compares it with corresponding
single layer coding system. The H.261 video coding standard with some modifications is
used for video compression. The error concealment is performed at the macroblock
( M B ) level and therefore a M B header is added to the stream to provide closer
synchronisation points. The statistical characteristics of the cells-per-frame process in
both layers are analysed and an A R T M A model is proposed for this process.

In Chapter 6 a two-layer packet video system using the re-quantisation layering scheme
( S N R scalability) is implemented and its performance is compared with a single layer
coding system. The M P E G video coding standard is applied for video compression in
this work. The error concealment is performed at the slice level. The slice header is
already part of M P E G and therefore no extra headers are needed. T o investigate the
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statistical characteristics of M P E G two-layer coder outputs, the cells-per-frame process
in both layers are analysed and an A R T M A model is proposed for the outputs of the
M P E G two-layer encoder.

Chapter 7 addresses adaptive spatial two-layer coding. In this approach the layering i
performed based on macroblocks. The intraframe coded macroblocks are transmitted
over the H P channel and the interframe macroblocks are sent through the L P channel.
The H.261 video coding standard is adopted for video compression. Little overhead
information is needed and a simple processing only should be applied if the enhancement
layer is lost. The error concealment for the base layer is performed in the group of
blocks ( G O B ) level and as the G O B header is established in H.261, no excess header is
inserted.

In Chapter 8 a hybrid two-layer coding scheme that combines the schemes introduced in
Chapters 5, 6 and 7 is proposed. This scheme has been implemented in the M P E G
framework and uses both spectral separation and re-quantisation schemes to segment
macroblocks into two layers. The performance of the hybrid system is evaluated and
compared with the spectral separation and re-quantisation two-layer systems.

The

comparison is performed under two conditions: when only the base layer is received (the
enhancement layer is lost) and w h e n there is no loss at all.

Chapter 9 summarises the major findings of the thesis and makes a number of
suggestions for further research. In Appendix A the video sequences used in this work
are introduced and their characteristics are explained. The C C I T T cell loss simulation
model [CCITT 1992] is described in Appendix B. C programs are also presented.

1.3 Contributions
This section lists the main original contributions made in relation to this thesis, pointing
to the chapters where they are discussed for the first time.
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Derivation of a set of requirements for designing efficient packet video coding
systems and formulation of these requirements. Then cost function is derived to
evaluate the performance of the two-layer coding system. See Chapter 2.

2. Derivation of several seasonal and non-seasonal ARTMA models for the cells-perframe processes generated by the H.261 and M P E G spectral separation two-layer
coders, the M P E G re-quantisation two-layer coder, the H.261 spatial two-layer
coder and the M P E G hybrid two-layer coder. See Chapter 3.

3. Investigation of the probability density function of the cells-per-frame process
generated by all the encoders described in Item 2 above. In all cases, the G a m m a
density function is derived for both the base and enhancement layers. See Chapter
3.

4. Development of a cell loss detection mechanism in the decoder. This mechanism
includes two separate stages. In the first stage the cell numbering, provided in the
cell header by the transmitter, is checked at the cell loss detector and when the
sequential cell number is not in the normal order a d u m m y cell (all " 1") is inserted
in its place. This stage reduces the effects of misinterpretation in the decoding
process w h e n using the standard structure with long streams of consecutive zeros
in the headers. In the second stage the detection is performed by a variable length
decoder ( V L D ) . W h e n the m a x i m u m code length is reached and no valid translation
of a codeword has occurred, the decoder sets a flag and goes to the error concealment
process mode. See Chapter 4.

5. Development of a spectral separation two-layer coding applied to the H.261 video
coding standard. The corresponding two-layer system can suppress the effect of
cell loss effectively and shows better performance in comparison with the single
layer system. See Chapter 5.
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Modification of the M P E G video coding standard to incorporate re-quantisation
two-layer coding.

The two-layer system shows high resilience to cell loss

compared to the corresponding single layer system. See Chapter 6.

7. Introduction of a spatial separation two-layer coding applied to the H.261 vide
coding standard. The corresponding two-layer system can suppress the effect of
cell loss effectively without any extra cell rate cost and shows better performance
in comparison with the single layer system. See Chapter 7.

8. Introduction of a hybrid two-layer coding scheme that uses both spectral
separation and re-quantisation structure.

This scheme is implemented in the

M P E G framework and the segmentation is performed at the macroblock level. It
shows higher efficiency compared to spectral separation and re-quantisation
scheme. See Chapter 8.
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PARTI
Background and Theory

CHAPTER

2:

Some Issues in Packet Video
Coding

2.1 Introduction
In this chapter, the background information related to a packet video communication
system is briefly reviewed. A generic packet communications system consists of a source
encoder, a channel and a decoder as shown in Figure 2.1. The task of the source
encoder is data rate reduction, exploiting the redundancy characteristics of the input
sequence, X(i j,n), as well as the unequal probability of the representation alphabet. The
output of the source encoder is the time series of the compression codeword, Y(k). The
codewords resulting from the video compression process are generally further processed
by a channel encoder where error-control is applied.

M o r e generally, the source

codewords are transformed to yield a signal which is more amenable to transmission on
the particular channel in use. In this study ATM-based B I S D N network is considered as
the channel of packet video system. For the A T M network the channel encoder consists
of a packetiser. Thus the output of the channel encoder is a series of packets, Z ( m ) ,
where all packets have the same size. At the decoder, the compression and encoding
processes are reversed and Z(m), Y(k) and X(i,j,n) are recovered. The channel decoder
consists of a cell numbering checker, a lost cell replacer and a depacketiser. A s there is
close relationship between channel coding and cell loss compensation methods channel
coder and decoder are discussed more in Chapter 4.
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A n example of video communications system.

This chapter is organised as follows. ATM-based B I S D N is quite different from current
systems in many respects, such as in capacity and switching mode. Thus it is necessary
to understand its characteristics relevant to video transmission. In Section 2.2 the major
A T M characteristics are reviewed. S o m e issues relevant to packet video systems such as
V B R coding, statistical multiplexing and major problems in A T M networks, such as
delay jitter and cell loss are briefly discussed in this section. The transmission of
uncoded video is not feasible even with the high bandwidth B I S D N thus requiring some
form of data compression. Section 2.3 describes video coding standards, H.261 and
M P E G - I , as the source encoder and decoder blocks (see Fig. 2.1) in this research. In
Section 2.4 the objectives of a packet video coding system and requirements for
developing the system are discussed.

A general expression for the measure of

performance in these systems is derived and some constraints are developed to providing
a fair environment for the comparison of a two-layer system with its corresponding single
layer system.
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A T M Network Service Characteristics

In this study the A T M network is considered as the communications channel. The A T M
is a hybrid technique that combines the high bit rate of circuit switching currently used
for telephony or video transmission with the flexibility of X.25 packet switching
currently used for data transmission. Unlike conventional packet switching, A T M uses a
fixed-length packet, called a cell, so that it is suitable for high-speed application video
services. Each fixed-length packet (cell) is made-up of a header and an information field.
Figure 2.2(a) shows the different levels in the A T M network and the structure of the cell.
The header typically includes the routing information used by the network, in addition to
flow control, virtual path identifier, channel identifier, cell loss detection and error
control.

The adaptation header in the information field carries the service and/or

technique dependent information end-to-end. The header allows easy multiplexing of
user data and flexible bandwidth allocation to accommodate users' needs. These flexible
features are not readily available from circuit switching. Based on C C I T T S G XVITI
[CCITT 1990 (November)], each cell has a 53-byte size, with a 5-byte header and a 48byte information as shown in Figure 2.2(b).

The cell is processed at several stages throughout the network: by the terminal, the
multiplexers, the cross-connections and other switches. The A T M network can carry
V B R signals directly and no buffering or rate-control feedback is necessary at the
transmitter, as is the case with circuit-switched networks.
discussed in the following section.

This advantage will be
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Figure 2.2:

(a) A layered architecture for video transmission over A T M networks and
(b) Architecture of a cell.
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Variable Bit Rate (VBR) Coding

In contrast to audio signals, video information is inherently bursty so that it is well suited
to variable bit rate transmission. In a constant bit rate ( C B R ) transmission, a buffer is
needed to smooth out the varying rate due to variable length coding. Another important
function of the buffer is to absorb the rate variations due to scene changes in a sequence.
However, regardless of h o w large is the buffer used, overflow or underflow will occur
eventually if no feedback control is employed. Thus, in C B R transmission the rate
control has to be established at the encoder to prevent buffer overflow or underflow.
The rate control causes delay and quality degradation during active motion. Figure 2.3
compares a typical sample of cell rate and P S N R in a C B R with the same in a V B R
coding system. In Figure 2.3(a) the variability in cell rate gives rise to relatively constant
quality over time. The C B R coding normally provides the cell rate and P S N R , similar to
general samples shown in Figure 2.3(b). Although the cell rate has lower variance in this
m o d e the quality drops very rapidly for high motion frames. These changes in video
quality are disturbing for viewers.

By introducing ATM based networks it is possible to take advantages of VBR video
transmission. Since rate control is not required quality control can be performed instead.
In this thesis all the system encoders are designed to operate in V B R mode.

High

network utilisation is another advantage of V B R coding but it cannot be achieved unless
statistical multiplexing is employed. This technique is discussed in the next section.
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Comparison of (a) C B R and (b) V B R video transmission.
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Statistical Multiplexing

A V B R source requires a greater network capacity than a C B R source with the same
mean cell rate. This occurs because V B R coding has a higher variance which is related
to the peak cell rate. The peak source rate will be at those times w h e n the coder is
transmitting at its m a x i m u m rate so that network congestion and cell loss m a y occur.
Thus the peak rate is at least as important as the m e a n rate in determining transmission
requirements.

S o m e video sources can be multiplexed either deterministically or

statistically to reduce the burstiness (sometimes defined as peak to mean ratio [Kulzer
and Montgomery 1984]). With deterministic multiplexing the s u m of the peak data rates
for the consistent connection is less than the peak data rate capability of the channel into
which they are multiplexed. In statistical multiplexing data from various sources are first
stored in individual pre-buffers then transferred to a c o m m o n buffer via a multiplexing
switch and finally transmitted over a single high-capacity channel to the appropriate
destination. Since separate data sources can be assumed to be independent, the bit rate
profile of the combined data should be m u c h less peaked than that from a single source.
Using statistical multiplexing an efficient network utilisation can be achieved therefore,
by allocating the total link capacity on the basis of this averaged data rate [Cohen and
H e y m a n 1993].

Although statistical multiplexing of VBR video coding has some advantages, it may lead
to burst errors in which successive packets are lost due to congestion or heavy traffic.
The risk is that w h e n too m a n y sources happen to be at their peak output rate at the
same time, cell loss is inevitable. There is also the problem of variable packet delay
which affects the real time requirements of video traffic. Packet video coding techniques
should include compensations for these problems.

In the next two sections these

problems are addressed.

2.2.3 Cell Delay Jitter
Packet switching adds a variable delay component caused by the queuing of packets at
various nodes in the network. For synchronous services such as real-time video this
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timing variation must be removed to ensure that data is available to reconstruct the realtime signal as required. The variation in the difference between the inter-arrival time of
packets recovered from the network and the time between packets at their point of
generation is k n o w n as cell delay jitter. The jitter affects the relationship between video
generation and reconstruction for display and hence it complicates video reconstruction
as well as buffer management. Cell delay jitter also complicates decoder synchronisation
because the decoder has to derive a stable clock from the cell arrival time upon which a
jitter component is superimposed.

Cell jitter can be removed by resource allocation and adequate buffering of the input t
the receiver with a First-In-First-Out (FIFO) buffer of length dependent upon the
m a x i m u m packet jitter expected to be introduced by the network [Prycker et al. 1987].
The jitter removal buffer is likely to be significantly smaller than a rate smoothing buffer
in C B R coding. In addition, the clock recovery system must be able to cope with
network delay jitter. In A T M networks, the m a x i m u m network delay jitter has been
limited to 250 fis [Van der Putten et al. 1991].

In this thesis this problem is not

addressed and any cell which is received with more delay than a threshold is assumed to
be lost and cell loss compensation techniques recover the error. Cell loss is discussed in
the following sub-section.

2.2.4 Cell Loss
Along with the advantages of packet transmission comes the problem of lost packets.
Even losing one cell in the bit stream m a y lead to loss of synchronisation in the system.
Since all subsequently received bits become useless until synchronisation is reestablished. During this time the quality of reconstructed images m a y be seriously
degraded.

There are at least three possible causes of cell loss. These are :

1. loss due to congestion in the network resulting from poor network dimensioning
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loss from the discarding of a cell due to the detection of bit errors in the cell's
header (the cell's address)

3. loss from mis-routing due to the malfunction of equipment such as switches.

An understanding of cell loss characteristics is essential in the design of packet video
coding systems for A T M networks. Although a very accurate picture of the cell loss
characteristics is not likely to develop until working networks are available, it is
postulated that cell loss will occurs in bursts rather than being uniformly distributed over
time [Noros and Virtamo 1991]. Statistical properties of the cell loss differ for the first
two causes. Bit-error can be modelled as an uncorrected process which results from
noise in the transmission channel.

Cell loss due to network congestion is not so

straightforward; it depends on the transmission rate, the total network capacity, the
resource allocation and the sizes of the network buffers. The burstiness in cell loss is due
to the long term overload of network capacity. Overload periods are defined as the
times during which the aggregate arrival rate exceeds the outgoing link capacity. Clearly
an underload period is just the opposite. Figure 2.4(a) shows the overload regions
(shaded) both in terms of a sample realisation in time and a probability density function
(pdf). The probability of overload is given by the shaded area in the pdfylot of Figure
2.4(b).

During these overload periods the buffer will fill and a lossy period will ensue until t
arrival rate falls below the multiplexer capacity. The overload period is sometimes long
because the cell rate of the V B R sources is correlated over time and therefore w h e n it is
high it will tend to remain high for some period. Thus the burstiness of cell loss is
directly related to this correlation in the output cell-rate. For a given average cell loss
rate the occurrence of cell loss in most time periods is m u c h lower than the average.
Although the expected error characteristics of B I S D N are not clear, it is anticipated that
for all fixed rate services loss rates due to network congestion will be very low. For
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V B R video sources there will be short periods of high cell loss rate (0.001—> 0.01)
[Zhang 1994] during congestion, punctuating periods of relatively few cell losses.

(a)
0.2

0.15

5
o

o.i

i-

0.05

Cell Rate

(b)
M : mean
C : Link capacity
Figure 2.4: Defining overload (shaded) and underload in the (a) time domain and
(b) distribution domain.
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Different measures corresponding to cell loss include: the average cell loss rate (CLR),
the average congestion time (the length of time over which the offered rate is greater
than the network capacity and hence the cell loss ratio is high), the congestion time
distribution and CLR

during congestion. These measures are extremely useful in the

design of cell loss resilient packet video systems and parameters can be derived using
simple source models [Princen 1992] or mathematical analysis of consecutive cell losses
[Yamada and Sumita 1991].

To simulate cell loss in this study, the CCITT model [CCITT 1992] is used. In this
model no attempt is made to simulate the real cell loss in an A T M but the bursty nature
of cell loss is taken into account. Regardless of this feature the probability density
function of cell loss is uniform. T o compensate for this problem, in this thesis a high
average cell loss is applied during transmission. The cell loss rate of 0.005 for H P
channel and 0.01 for the L P channel considered in this thesis are compatible with the
rates found in the literature [Lee et al. 1990; Joseph et al. 1991; Leditschke 1992;
Leditschke et al. 1993; Kinoshita et al. 1993].

The C C I T T model for cell loss is

described in Appendix B.

2.3 Video Coding Algorithms
The transmission of uncoded video will require very high data rates and hence is not
feasible even with the high bandwidth promised by B I S D N . It is clear that some form of
data compression will be required for any packet video system (see Fig. 2.1). Often
researchers in packet video coding implement their algorithms with their o w n novel
coders and decoders which are not compliant with the current standards. A s a result,
these approaches are difficult to incorporate into existing systems.

Similarly, it is

difficult to compare the performance of these coders since they m a y rely on
fundamentally different assumptions such as the input format, channel characteristics, and
type of video. Thus, in this thesis existing video coding standards such as H.261
[CCITT 1990 (August); Liou 1991] and M P E G - I [ISO 1991; L e Gall 1991] are adopted.
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H.261 C o d i n g Algorithm

The H.261 video coding standard, k n o w n informally as the Px64 standard, is for
transmitting videophone or videoconference pictures on integrated services digital
network (ISDN) facilities. This standard is applicable over a data rate ranging from 56
kilobits per second (kb/s) to 2 megabits per second (Mb/s). Figures 2.5 (a) and (b) show
the block diagrams of an H.261 encoder and decoder. There are several interesting
characteristics or design considerations in H.261:

1. This standard defines only the decoder and any encoder which is compatible with
the defined decoder can be adopted as an H.261 encoder.

2. The codec (coder-decoder) used in H.261 consists of five stages: a DPCM with
motion compensation stage, a transformation stage, a lossy quantisation stage, and
two lossless coding stages; run length coding (RLC) and variable length coding
(VLC). For H.261, the Huffman coder is used since it is easy to implement in
hardware. A true Huffman code is based on a full-tree and therefore is lossless.
The H.261 code tables are often not full-tree and thus are more properly described
as variable length codes, though this distinction is not made here.

3. As H.261 is designed for real-time communication it uses only the closest previous
frame for prediction to reduce the encoding delay.

4. Using motion-compensated DCT coding, the H.261 is a compromise between
coding performance, real time requirements, implementation complexity, and
system robustness. Motion-compensated D C T coding is a mature algorithm and
after many years of study and refinement it is n o w quite general, robust and can
handle various types of pictures.
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Figure 2.5 :

A basic block diagram of an H.261 codec (a) encoder and (b) decoder.
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The final coding structures and parameters are tuned more towards low-bit-rate
applications. This choice is logical because selection of the coding structure and
coding parameters is more critical to codec performance at very low bit rates. At
higher bit rates the less-than-optimal parameter values do not affect codec
performance significantly.

6. To achieve inter-operability between different TV systems (PAL, NTSC and
S E C A M ) the c o m m o n intermediate format (CIF) was adopted in H.261. CIF uses
Y , Cr and C b components. The spatial resolution of the CIF is 288x360 for Y
component and 144x180 for the two chrominance components. The picture aspect
ratio is 4:3 (horizontal to vertical), and the picture rate is 29.97 frames per second.
Since full CIF is not necessary for all applications, Quadrature CIF (QCIF) with
144x180 pixels at the above temporal resolution is also provided.

7. Progressive scanning is adopted in H.261. Progressive scanning lends itself easily
to inter-operability with computers which use the same format.

Similarly,

progressive scanning is extremely useful for format conversion, frame capture,
computer graphics and general video processing, since it allows processing to be
performed without any added complexity to the sampling structure.

8. H.261 tries to balance the hardware complexities of the encoder and the decoder
since both are necessary for a real-time videophone application. Other coding
schemes, such as vector quantisation (VQ), m a y have a rather simple decoder but a
very complex encoder.

The compressed bit stream is arranged in a hierarchical structure with four levels. Fr
top to bottom the levels are: picture, group of blocks ( G O B ) , macroblock ( M B ) , and
block. Each picture is divided into G O B s . In the test sequences which are used in this
study (see Appendix A ) G O B comprised one tenth of one frame (Fig. 2.6(a)). Each
G O B is divided into 33 macroblocks as shown in Figure 2.6(b). A M B is defined as four
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luminance blocks and two chrominance blocks: that is, four blocks of Y, one block of Cb
and one block of Cr (Fig. 2.6(c)). For each separate colour component, the video image
can be broken into 8 x 8 blocks of picture elements which join end-to-end across the
image.
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Figure 2.6:

Arrangement of different layers in H.261 codec. Arrangement of (a)
G O B in a picture ( b ) M B s i n a G O B (c) blocks in a M B .

Data for each picture consists of a picture header followed by data for GOBs as
Figure 2.7(a). The picture start code (PSC), temporal reference (TR), picture type
(PTYPE) and some user-inserted bits (that is PEI and P S P A R E ) are located in the
picture header (Fig. 2.7(b)). Data for each G O B consists of a G O B header followed by
the data for M B s (Fig. 2.7(a)). The G O B start code (GBSC), group number (GN),
quantiser information ( G Q U A N T ) and some extra information (ie. G E I and G S P A R E )
are located in the G O B header (Fig. 2.7(c)). Data for an M B consists of an M B header
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followed by data for blocks (Fig. 2.7(a)). The M B address ( M B A ) , macroblock type
( M T Y P E ) , quantiser information ( M Q U A N T ) , motion vector data ( M V D ) and coded
block pattern (CBP) are stored in the M B header (Fig. 2.7(d)). Data for a block consists
of codewords for transform coefficients followed by an end of block ( E O B ) marker (Fig.
2.7(a)).

There are essentially four types of macroblocks in the H.261 model. In intraframe
macroblocks the original pixels are transform-coded. The difference pixels with zero
motion vector are coded in the interframe M B .

Interframe M B

with motion

compensation is the third type of M B where the difference or error between the bestmatch M B and the current to-be-coded M B is coded. The final type is filtered interframe
motion compensation in which the displaced blocks are filtered. This filtering helps
reduce visible coding artefacts in some macroblocks at very low bit rates. For any M B
the decision between these types is made based on the decision function shown in Figure
2.8. If the energy of the motion compensated M B with a zero displacement (E) is
approximately less than the energy of the motion compensated M B with best-match
displacement (E'), then zero displacement motion compensation is used, otherwise
motion vector compensation is used. If the motion compensated M B has less variance
( V ) than the original M B (V) then motion compensation is used.
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(a) Data structure in picture, G O B , M B and block levels of H.261
algorithm, (b) picture header, (c) G O B header and (d) M B header.
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Figure 2.8: The default decision functions for (a) enabling motion compensation an
(b) deciding whether motion vectors should be sent.
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M P E G - I Coding Algorithm

The I S O Moving Picture Experts Group developed the M P E G - I video coding algorithm
for video storage and transmission applications, especially for storage on compact disc
( C D - R O M ) media with a play back rate of 1.5 Mbps. The algorithm is also useful for
image storage on other media and for transmission at various data rates. The structure
of the algorithm is very similar to H.261, and in fact, M P E G - I utilises many of the image
structures and variable length coding of H.261. For brevity w e use the abbreviation
" M P E G " instead of " M P E G - I " in this thesis.

The significant differences between the MPEG and H.261 standards are the frame
structure and the motion-compensated prediction. The M P E G model is based on several
levels, each of which is designed to give structure to the coding model. The top most
level is the video sequence level which consists of important signalling information,
dimensions of the frame, pixel aspect ratio, picture-rate, and quantisation matrices used.

The next level is the group of pictures (GOP) level which consists of timing and
reconstruction information for a group of pictures. Typically it is inserted at regular
intervals to aid in editing, but there is no requirement that it should be provided. A G O P
can be m a d e of different patterns or combinations of different pictures defined in the
M P E G standard. Next is the picture level which describes the location of the current
video frame (with respect to the G O P level) as well as the picture type, current buffer
fullness, temporal reference, and some other information.

The slice level is used to divide up the picture into pieces that can survive significa
errors. These slices are placed end-to-end in a raster scan across the image and consist
of macroblocks. The M B level is the smallest integral image unit in the coding process.
Similar to H.261, in M P E G syntax frames consist of 16x16 macroblocks, each consisting
of six 8x8 blocks (4 luminance and 2 chrominance).

Encoding m o d e flags

( I N T R A / I N T E R ) , motion vectors, and quantiser parameters are specified at the
macroblock level. There are a total of twelve types of macroblocks in the M P E G
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standard.

Each frame is one of three types: / (intraframe), P (interframe) or B (bi-directionally
predicted) shown in Figure 2.9. /-frames occur only at the beginning of a G O P and,
because they isolate the video stream of the G O P from the data of previous frames, they
allow the frames of the G O P to be decoded independentiy implying that only the
intraframe coding m o d e is used. For P and B frames, two modes (intraframe and
interframe ceding modes) are possible.

P-frames consist of either intraframe or

interframe macroblocks where interframe macroblocks are predicted from the most
recent P-frame. 2?-frames consist of either intraframe, interframe, or bi-directionally
predicted macroblocks.

M P E G Video Stream

Figure 2.9:

Three pictures types in M P E G - I algorithm.
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Bi-directionally predicted macroblocks are predicted from the most adjacent /- or Pframes in the temporal frame sequence. Usually the prediction is formed by interpolating
between the previous and future macroblocks. A typical G O P frame sequence in display
order is *o"\"i'%"A"s"(>'*i"i"9**w°n. The frame sequence must be transmitted in causal
order since a Z?-frame cannot be decoded until its antecedent frames are decoded.
Therefore

the

above

I0PiBxB2P6BAB5P9B-7BiI

sequence

12BU)Bn

would

be

transmitted

in

the

order

^he decision function between several macroblocks is

identical to H.261 as shown in Figure 2.8.
The introduction of ZMrames allows the M P E G

algorithm to achieve greater

compression than the H.261 algorithm at a particular quality level as the non-causal
motion-compensation prediction can better account for uncovered image regions.
However, it requires some extra frame delays during encoding and greater complexity at
the encoder. M P E G uses a modified CIF-style format which represents an inputfileof
352x240 pixels for the luminance and 176x120 pixels for the chrominance. It is referred
to as the standard image format (SIF) [ISO 1990]. The ISO has recentlyfinalisedan
addendum to the M P E G standard, referred to as M P E G - 2 .

The M P E G - 2 algorithm

extends the M P E G algorithm by supporting larger frame sizes, interlaced frames, higher
data rates, more sophisticated quantisation, and four types of scalability [ISO 1993; ISO
1994].

2.4 Packet Video Coding Requirements and Objectives
In this section, the requirements and objectives of the packet video systems are
generalised and a mathematical expression for packet video system performance is
proposed.

2.4.1 Requirements and Objectives in Packet Video System
Previous research in image coding assumes that the link between the encoder and
receiver is transparent and the objective of image coding is to reduce the number of bits
necessary to represent and reconstruct a faithful duplicate of the original picture.
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However, the network plays a significant role in video communication. Thus, it is useful
if a set of requirements is developed which can be used as practical guidelines in the
design of an efficient packet video coding system. Cell loss is one of several features in
the A T M

network that affects the reconstruction ability of video communication

systems, thus a packet video system should be robust to cell loss. The second important
feature is the existence of some channels with different security levels and cell loss rate in
the A T M - b a s e d B I S D N networks. The establishment of several channels with different
quality of services in the A T M networks implies that the packet video system should be
able to provide a range of cost and quality selections. This idea gives rise to the concept
of multi-layer coding schemes which is the central focus of this thesis. Moreover, the
video codec should generate a V B R stream which is proportional to both the spatial and
the temporal activity level in the video sequence. At the same time the cell rate should
be controllable at the encoder output. T o achieve a well-designed packet video system
these features should be taken into account.

To show the effect of the multi-quality feature of the ATM on packet video coding
systems, two systems are analysed here with respect to their performance in the event of
network congestion. The first one transmits all data with equal priority and sends the
data through channels of the highest grade of service. The second system is able to
decompose video data into classes of different importance relative to their contribution in
the reconstructed video at the decoder. This system sends these components through
channels with different grades of service.

W h e n the network is congested, video

encoders are expected to reduce the output cell rate in order to ease the congestion. In
this case, the second system which provides a wide range of controllable cell rate and
video quality trade-offs has the ability to deliver better video quality at a reduced cell
rate. The systems that do not have the ability to make such trade-offs m a y end up
discarding important video data causing serious degradation in video quality.

The

layered system will therefore be able to achieve a lower transmission cost while
maintaining the video quality even if its compression ratio is smaller than that of the first
codec. In this thesis this combined network and video data feature is used to introduce
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multi-layer coding techniques for coping with cell loss.

2.4.2 Objectives Formulation
Taking into account the above network features, the goal of video coding can be
redefined to minimise the cost of transmitting video data while mamtaining the desired
video quality. F r o m the foregoing discussion, a cost function incorporating all the
factors that affect the quality of the video output of a packet video system can be
developed:

N

F(Rx,....,RN,D,P) = ^AnRn+BxD

+

CxP
(2.1)

where
Rn = the average cell rate for encoding the n'h video class
D =

a measure of the video distortion that itself is a function of average cell rate and the
level of spatial complexity and temporal activity of the video sequence

P =

the initial cost which mainly includes the hardware cost

N =

the total number of classes of video data classified according to their importance

\ = the transmission cost associated with the nth video class in terms of dollars per cell
B =

a weighting factor which converts the video distortion into a cost in terms of
dollars per frame

C =

a weighting factor which converts the initial installation cost to the same basis as
the transmission cost in terms of dollars per frame

Ideally, one would like to solve this minimisation problem as a mechanism for
determining an optimal packet video system. The minimisation problem could be solved
if a quantitative measure of video distortion and the choice of its weighting factor (B)
can be specified. The weighting factors An can be specified after a full implementation of
the A T M network and the commercial factors have been determined. Even without
directly solving the above problem, this formulation provides a tool for relating all the
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important factors affecting the generalised cost of a packet video system. Moreover, an
expression can be derived for the performance of a packet video system to compare the
two-layer and single layer systems.

2.4.3 Packet Video System Efficiency
T o derive an expression for the efficiency of a packet video coding system the initial
hardware cost can be ignored in this study. This is because the codec structure is always
based on the H.261 or M P E G video coding standard, hence w e concentrate on the first
and second items given by Equation (2.1).

Video fidelity assessment is necessary for measuring picture quality and for rating the
performance. There are two types of criteria that can be used for the evaluation of video
quality: subjective and objective. A subjective rating is not mathematically repeatable
and it is always difficult and expensive to obtain a group of people to judge the quality of
decoded video. A s well, people readily become accustomed to the prevailing video
quality. For these reasons objective metric which is mathematically comparable is
adopted to evaluate the packet video system. Most recent studies use mean square error
( M S E ) as the main quantitative metric, which is defined as:
i M-lN-l

MSE =-J—-^^[xU,k)-X'(j,k)f
MX IS ;=01=0

(2.2)

where MxN is the frame size, and xd>k) and x(j,k) ^g ^e original and
reconstructed pixels, respectively.

In this study the video quality is measured using the logarithmic version of MSE, called
peak signal-to-noise ratio (PSNR), based on the luminance components. P S N R is
defined as:
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255 2
MSE

dB.

(2.3)

While M S E and P S N R at times do not give a true representation of the quality of the
decoded sequence, they do give an approximate indication of the quality.

The measures of performance in a packet video system differ depending on whether the
observer is concerned with the performance experienced by a user or the performance of
the entire network. In this study the attention is focused on providing the single user
with an acceptable video quality and the basic measure of performance is the distortion in
the decoded video signal. Distortion has two sources; originating in the source encoder
and in the channel performance. The quantisation error is the most important source of
distortion in the encoder whilst distortion is also introduced by channel impairments
arising when either the network drops or miss-delivers transmitted cells, or the cells are
delivered after the data is no longer useful to the decoder. A n intuitively appealing
measure of system performance is the ratio of the output image P S N R to the cost of
transmitting the generated cells through a lossy channel. After replacing the distortion
(D) and weighting factor (B) in Equation (2.1) by P S N R and K respectively, the system
performance (r|) is given by the ratio:

KxPSNR
" = —

£1

(2.4)

where K is a constant in' terms of dollars per dB-frame and converts the dimension of
P S N R to dollars per frame. The system that minimises the cost function (Equation (2.1))
would have a large value of r\.

To evaluate the performance of a two-layer packet video system, it is often compared t
its corresponding single layer system [Morrison and Beaumont 1991; Blake 1994; W a n g
et al. 1994]. The corresponding single layer system is defined as a system which uses the
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structure of two-layer system but sends all data through the high priority channel. In this
thesis, Equation (2.4) is used to evaluate the performance of the two-layer packet video
system in comparison with the single layer system. There are of course other factors that
should be considered in this framework. For example a two-layer packet video system
should provide a m m i m u m P S N R regardless of generated cell rate in the base and
enhancement layers. Moreover, the base layer should provide a minimum P S N R when
the enhancement layer is lost. These features are not included in Equation (2.4). Thus,
the following constraints are defined to provide a "fair" environment for comparison of
two-layer and single layer systems in addition to Equation (2.4):

1. The cell rate of the base layer should be lower than the cell rate of the single layer
system.

2. The total cell rate of the two-layer system should not be significantly greater than
the cell rate of the single layer system.

3. The base layer should provide a rninimum PSNR (Tl dB) if the enhancement layer
is totally lost.

4. The average total PSNR should be greater than a predefined threshold (72 dB) to
satisfy the requirement of the video service.

The first constraint is a means of normalising the cost ratio of the low and high priority
channels. The precise cost ratio can be determined after the full implementation of A T M
networks and identification of traffic characteristics on this channel.

The second

constraint allows comparable cell rates in the single layer and two-layer codecs as a basis
for comparing the corresponding P S N R . In two-layer systems it is important to generate
a minimum-quality base layer (constraint 3) since this will be the image quality delivered
to the decoder in the event of loss of enhancement layer. T o apply constraints 1-3, some
parameters which affect the picture quality (for example quantisation factor) m a y need to
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be set to different values. Thus, it is possible that whilst the above constraints are
satisfied, the total picture quality in the two-layer codec m a y still be unacceptable. There
is a need therefore for the fourth constraint to guarantee a minimum picture quality in a
two-layer packet video system.

The above constraints are somewhat contradictory

because reducing the base layer cell-rate (constraint 1) will tend to decrease the P S N R of
the base layer in the two-layer system (constraint 3). Although some other constraints,
such as peak cell rate in the base and enhancement layers can be applied, the above
constraints are adopted in this thesis. T o compare single and two-layer systems by their
P S N R these constraints should be satisfied, otherwise Equation (2.4) is only an
approximation to the performance of the system.

2.5 Summary
In this chapter, the principles of packet video coding systems were discussed and the
major problems in this field were reviewed. The general characteristics and relevant
advantages and disadvantages of ATM-based B I S D N as the transmission channel in
these systems were studied. A packet video system needs a data compression algorithm
to code and transmit the video data at a reduced cell rate. The most relevant features of
two standard video coding algorithms, H.261 and M P E G - I , were also discussed in this
chapter. Finally, the overall objectives of a packet video system were defined and the
system performance was mathematically expressed by a cost function. A practical set of
requirements incorporating network features were derived. Moreover, some constraints
were developed to provide a fair environment to compare a two-layer system with its
corresponding single layer system. The most c o m m o n requirement of a packet video
system is resilience to cell loss. The strategies in the system design to meet this
requirement will be discussed in the next two chapters.

CHAPTER 3:

Video Source Modelling

3.1

Introduction

A s discussed in Chapter 2, A T M networks m a k e V B R transmission possible for real-time
video signals. Video signals, with their high-average cell rates, will have a great
influence on network design and cell loss control. Thus, it is necessary to have a precise
understanding of the statistical characteristics of these signals. T o reflect the properties
of video signals in the design of communications and transmission networks some
statistical multiplexing characteristics such as delay, buffer size and required bandwidth
should be predicted. Such predictions can be performed using either simulations based
on observed data or mathematical analysis. T h e difficulty of preparing and handling
large amounts of data means that simulations with observed data are practical only on a
small scale. If an appropriate model is used to generate data, accurate predictions can be
made. T h e range of bandwidths exhibited by video signals is very broad and therefore a
simple model such as the on/off model as is used for speech, is not appropriate. Further,
the random arrival assumption is not valid as there are strong correlations within video
signals and an empirical and approximating model should be constructed based on the
statistical characteristics described above.

This chapter discusses measures that quantify the statistical characteristics of video
signals and introduces video source modelling incorporating these measures. T h e impact
of the video statistical characteristics and video source modelling on network design is
beyond the scope of this thesis. Section 3.2 discusses the factors influencing the
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order to efficiently manage the video traffic in A T M networks [Urabe et al. 1993]. In
this thesis, attention is focused on the cells-per-frame stochastic process. The reasons
behind this decision are described in the following section.

3.2.1 Evaluation Framework
Accurate modelling of V B R video traffic is a difficult problem because of the multiplicity
and complexity of random events that determine the nature of the cells-per-frame
process. Following are some of the issues which need to be considered w h e n modelling
V B R video traffic:

1. The type of application and the expected picture quality (videophone,
videoconference, full motion video etc). In this thesis attention is focused on the
transmission quality at the level of teleconferencing. Even when the video signals
to be considered are limited in this manner, there is still a wide variation in the
volume of encoded information due to the content of the video or the type of
encoding scheme used even though scene changes occur rarely. The complexity
involved in modelling video traffic increases as the motion activity in the scenes
increases.

2. The type of coding technique. For example in motion adaptive video codecs, such
as H.261 and M P E G ,

the amount of change in a M B from frame to frame

determines which coding scheme to be used for that M B .

In these coding

algorithms intraframe coding will cause the cell rate level to change based on the
information content of the scene, whilst interframe coding schemes tend to exhibit
an impulse in the cell rate during the scene changes. Other coding schemes, such
as two-layer coding (explained in next chapter) and periodic refresh frames (/
pictures) in M P E G introduce additional irregularities in the volume of compressed
information that is independent of the actual video scene.

3.

Scene change. In video traffic, particularly in full motion applications
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digital broadcast T V and H D T V , there are a scene changes during which a large
number of video cells explosively arrive in one frame. The highest cell rates arise
during scene changes and lasts only one or two frames depending on the coding
algorithm. T h e cell rates resulting from high-motion activities are typically lower
than the cell rates during scene changes but the high-motion activity periods have
longer duration.

It seems that the above phenomenon influences the cell loss behaviour in a
statistical multiplexer. Therefore, the average scene interval and the average
duration of a scene change m a y also be necessary as additional parameters for the
traffic characteristics' description related to full motion video traffic.

The

complexity involved in modelling video traffic increases as the number of scene
changes increases.

4. The strong correlation among the cell rate of successive frames. Because of the
continuity of motion within a scene only a small portion of the picture changes
from frame to frame resulting in a high correlation a m o n g the information contents
of successive frames. This correlation affects the modelling of the video source.

5. The time scale. The time scale available for evaluation of statistical characteristics
plays an important role. Cell rate is the number of cells per unit time and is
normally expressed in cells per second. If the rate isfixed,there is no difference
between the different time units. However in V B R coding the time scale should be
defined. Video characteristics that give rise to rate changes can be categorised into
frame level, scene level and the sequence level. Variations due to sequence level
(long-term variations) arise mainly from content changes in the video due to scene
changes. The cell rate in sequence level variations changes as a step function.
Moreover, the cell rate characteristics following the scene change are completely
different from those preceding the scene change. This variation occurs on a time
scale of typically a few seconds in full motion video signals such as broadcast
television. Variations due to scene level (moderate-term variations) arise because
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of temporal correlations between frames within a single scene. This variation is
smooth and its time scale ranges from a few frames to a few seconds. Variations
due to frame level (short-term variations) arise because of spatial and/or temporal
correlation between two components of a frame (for example, M B ) and depends
on the data buffering used by the encoding scheme. For example, in the M P E G
and the H.261 algorithms used in this study, compression takes place after one
frame is stored in a small buffer. Thus, the short-term variation is smoothed by the
buffer and does not appear externally as cell-rate variations. The time scale of the
variability differs for each of these phenomena. Moderate-term variation occurs
within 1/30 seconds (in the N T S C standard) and long-term variation is of the order
of a few seconds.

A n appropriate time scale must take into account these

variability factors.

As MPEG and the H.261 compression algorithms are adopted in this thesis, shortterm variation such as the number of cells per M B is absorbed so that they do not
appear externally as cell-rate variations.

In order to consider the long-term

variations such as scene change, a signal lasting a minimum of several minutes is
needed. A s only 5 seconds of teleconferencing sequences are used the long-term
variation is not considered. In this study, the rate per individual video frame
(number of cells per frame) is used as a unit and the discussion is focused on
models based on moderate-term variations.

6. Other factors, such as the type of camera used and the brightness of the scene, also
affect the video traffic in A T M networks [Houdoin and Cochennec 1990]. Camera
functions, such as zooming and panning, should also be considered in analysing the
cell rate process.

3.2.2 Measures
The main problem is h o w to measure and determine the parameters that describe the
characteristics of the cells-per-frame process and h o w to evaluate the accuracy of these
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measurements. Process parameters such as peak rate, average rate, variance, average
burst length and probability density function {pdf) are often used as a simple set of
parameters that can characterise the cells-per-frame process. These measures are useful
for first-order network load estimation but more detailed cell-rate measures such as
burstiness are necessary for accurate network design. There are several measures for the
burstiness. T h e simplest definition is the ratio between the peak and average rates of
information [Kulzer and Montgomery 1984]. However, this measure is not adequate for
the statistical multiplexer design in A T M networks. The alternative measure should
cover the characteristics of the rate variation over time. Further, it should allow easy
modelling of video sources and be able to evaluate the statistical multiplexing effects.
M o r e complicated second-order time domain parameters such as the autocorrelation
function are also used to fully capture the burstiness and the correlation properties of the
process generated by the V B R video encoders. This function will be defined in the
following section.

There are other measures that are not commonly used. The coefficient of variation [Ohta
1994] is also needed if other phenomena such as signal delays due to the buffer should be
considered. T h e scene-duration distribution is a measure for characterising long-term
variation (for example, scene change). The average duration of peaks can be used to
estimate the probability of buffer overflow. This measure indicates the average length of
time that the information volume exceeds a given value.

3.3 Video Source Modelling
Research activities in V B R video transmission over a packet-switched network can be
divided into two categories. The first category deals with the V B R codec design. The
second category deals with design issues related to network optimisation and
performance for V B R traffic. Mathematical modelling of VBR-coded video traffic can
be considered to be a bridge between these two categories. A good model provides a
tool to accurately characterise video sources and enables a theoretical assessment of
network performance. They are also used to create an aid for designing the future
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communications networks that will carry multiplexed video signals. The different design
parameters such as the performance of the multiplexer, network load, congestion, cell
loss rate and delay can be optimised using these models. The models also provide
feedback information to the encoder for a given network condition. Three important
parameters in the statistical multiplexing including delay, buffer size and the required
bandwidth for carrying the multiplexed data can be predicted by video source modelling.

The statistical characteristics of video traffic were first investigated by Haskell [Ha
1972] at Bell Laboratories for traffic generated by a conditional replenishment-type
videophone encoder. H e obtained only the pdf of frame differences for a single source
and for multiple sources. Later, a discrete autoregressive process, D A R ( l ) , that is a
finite-state Markov chain is proposed to model the bits-per-frame process [Jacobs and
Lewis 1983]. This model uses an exponential scene length distribution. For a statistical
multiplexer with large buffer size the use of this model results in a significant error in loss
probability estimates [Heyman et al. 1992]. T o solve this problem, a generalisation of
the D A R ( l ) model, named the scenic model, is also proposed [Frater et al. 199>4]. Using
this model the video sequence can be characterised by four parameters. The sequence
generated in this model is not Markovian. The train-car model [Jain and Routhier 1986]
is a continuous-time discrete two-state model. In this model the parameters are derived
from measurements of the mean, coefficient of variation and first lag of the
autocovariance function. Because the autocorrelation function of real video data decorrelates very slowly, the first frame lag is not sufficient. Thus, this model cannot
describe the behaviour of real video data.

The autoregressive (AR) process was first used by Maglaris [Maglaris et al. 1988] for a
video telephone scene. The first order A R process is as follows:

R(n) = aR(n-l) + bW(n) (3.1)

where R(n) is the number of cells generated during the n'h frame, W(n) is a Gaussian
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process with m e a n 0 and variance 1, A is the correlation coefficient between two
successive frame rates, and b is a constant.

In low motion video, such as in a

videophone and videoconference, a scene does not exhibit various activities and the bit
rate has a narrow probability density function. In addition, there is a strong correlation
between the bit rates of successive frames and the autocorrelation function decays
quickly. This behaviour is similar to the nature of the AR(1) model in which the
autocorrelation function decays exponentially.

Therefore, an AR(1) model can be

matched relatively readily for these type of sources. For full motion video it is observed
that the A R ( 1 ) model does not match the autocorrelation function precisely [Heyman et
al. 1992]. Under these circumstances, this model can be matched over a small range of
frame lags, which means that the cell loss rate can be accurately estimated for a small
range of buffer sizes. Using this model, some success has been reported [Maglaris et al.
1988] but scene cuts, refresh frames and document cameras were not included.

A significant portion of the earlier work on video modelling considered scenes with low
levels of motion. The higher order A R model or several independent A R (1) models can
be used for video sequences with high levels of motion and scene changes [Ramamurthy
and Sengupta 1992; Jabbari et al. 1993]. Although a higher order A R model represents
the statistics of the video sequence acceptably well, for traffic studies a multi-state
Markov-chain model performs better [Heyman et al. 1992]. T o represent the bit-rate
characteristics associated with time periods of different levels of activity it is possible to
use a composite A R ( 1 ) model in which the parameters are determined according to the
state of a Markov chain [Yegenoglu et al. 1993].

The discrete-time discrete-state space Markov chain source model is another popular
video source model [Lehnert 1989; Huang 1989].

This is a modification of a

continuous-time discrete-state space Markov process source model [Kuehn 1988;
Pancha and El Zarki 1993]. The autoregressive moving-average process ( A R M A ) is
used to model the output rate of a conditional replenishment video codec without a
frame buffer [Grunenfelder et al. 1991]. The parameters of the model are derived by
using the long-term mean, variance and autocovariance function of the cells-per-frame
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The Markov modulated Poisson process

( M M P P ) [Yamada and Sumita 1991] and the Markov modulated deterministic process
( M M D P ) [Chu et al. 1994] have also been used for modelling various types of traffic.
However, these models are not suitable for modelling traffic which tends to be periodic,
as is the case for video traffic.

Using Markovian models, researchers have focused on characterising the bit rate
processes by working directly on the encoded sequences. This approach requires that
each algorithm be implemented in hardware or simulated in software. Generic indices
can be used [Rodrigues-Dagnino et al. 1991] to characterise a video sequence before
coding. In this parametric model every video sequence is characterised by a sequence of
fundamental indices and the cell rate process generated by a given encoding algorithm
must be related to these index sequences. In the next section a different video source
model used in this thesis is introduced.

3.3.1 ARIMA Model
It is a c o m m o n feature of all traditional models for V B R video traffic that a Markov
process is used to generate the sequence of numbers that represent the number of bits or
cells of data required for the coding of each video frame. The simple versions of these
models cannot cover the complex characteristics of video traffic associated with the
codec such as periodic refreshing pictures (/ pictures) as is incorporated in the M P E G
video coding standard. It has been shown [Ramaswami and Willinger 1990] that the
quality-of-service performance measures of a queuing system are most sensitive to the
autocorrelation function of the cells-per-frame process. Furthermore, the estimated
autocorrelation function of the video codec gives a good indication of its functional
behaviour. It has been observed that real V B R video traffic tends to exhibit long range
dependence that is not taken into account in Markovian models. This means that in these
models, the theoretical autocorrelation function de-correlates very quickly whereas the
sample autocorrelation function does so m u c h slowly. A s a result, when these models
are used to predict network performance, they tend to significantly underestimate the cell
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loss probability. This error in the estimate of cell loss probability tends to increase as the
buffer size is increased in the switch.

To solve this problem, the autoregressive integration moving average (ARTMA) model
[Vandaele 1983] is used in this thesis. This model has two important features. Firstly, a
seasonal (periodic) operator is involved since any periodic behaviour can be described,
such as refreshing frames in the M P E G algorithm. Secondly, the model is actually an
integration of the autoregressive and the moving average models as well as the
stationarity operator. This makes it very flexible to select the best match between the
autocorrelation function of the model and the autocorrelation function derived from the
real V B R video encoder. Under these circumstances, the performance of the network
can be predicted more accurately compared to conventional models. Here, the cells-perframe process generated by the packet video encoder is considered as a time series. Real
video data shows non-stationary properties and A R T M A can also model these processes.
Using A R T M A modelling, the structure of the model is firstly selected by the
autocorrelation function and the partial autocorrelation function of real video data. In
the next section these two parameters are defined.

3.3.1.1 Autocorrelation and Partial Autocorrelation Functions
The direction and strength of established relationships among variables within a time
series can be measured by the autocorrelation function.

If x(n) and x(n+k) are

considered as two random variables in a time series, the coefficients of the theoretical
autocorrelation function (ACF), p(k), are computed as follows:

n._COV[x(n)Mn

where,

+ k)]
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COV[x(n),x(n + k)]= E {[x(n)-\ix][x(n + k)-\lx]}
C2X = E[x(n)-\ixf
\ix = E[x(n)]

(3 3 )

In practice, the theoretical autocorrelation functions are hardly used. The sample A
(SACF) is found to be a good estimation for the A C F in time series models. The
normalised sample autocorrelation function (SACF) for a time series is estimated by:

1
K

xxW)

1
N

N

-

-

*=o

(3.4)

where x is the mean of series x.

The SACF can be used to determine whether the process is stationary or not. If the
S A C F tends to decay rapidly toward zero it signifies that the process is stationary,
otherwise it is not. A fast decay means that the S A C F should be well below the two
standard error limits (upper and lower) at approximately frame lag of 5 or 6. A n S A C F
with slow damping periodicity shows the presence of a periodic seasonal component
such as the cell rate of refreshing frames in the cells-per-frame process generated by the
M P E G encoder.

The partial autocorrelation function (PACF) [Pankratz 1983] is another useful measu
of the correlation in a time series. Using P A C F , the effect of the intervening random
variables x(n+k+l), x(n+k+2),...., x(n+l) that are ignored in computing the S A C F are
taken into account. Similar to S A C F , the sample P A C F (SPACF) is used in practice.

3.3.1.2 Differencing for Non-Stationary Process
If a time series is not stationary, it should be transformed or differenced to create its
corresponding stationary series. In this study the difference method is used to achieve
the corresponding stationary series. The usual differencing is performed by subtracting
two successive samples as follows:
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If the resulting series w(n), does not have a stationary trend the differencing procedu
should be repeated. For example, the second differencing can be formulated as:

u(n)= w(n)-w(n -1)= [x(n)-x(n - l)]-[x(n - l)-x(n -2)] ,3 6-v

It was found in this work that for the cells-per-frame process the first or second
differencing is usually enough (see Chapters 5, 6,7 and 8).

3.3.1.3 Seasonal Differencing
A n inherent characteristic of many time series, including the cells-per-frame process, is
that they exhibit a periodic behaviour of different periodicities. This implies that a
relationship between x(n) and x(n-s), x(n-2s), ..., x(n-ks) can be observed. For example,
in the cells-per-frame process, the number of cells generated by an M P E G encoder for
each frame in a group of pictures has a similar pattern to the corresponding frame in the
previous group of pictures. For a purely seasonal process the periodic patterns occur at
frame lags s, 2s, 3s,

instead of at frame lags 1, 2, 3, ... of the S A C F and S P A C F . A

seasonal pattern might also appear in a differenced series implying that the seasonal and
non-seasonal patterns can occur together within a time series. Differencing from data
with a lag of s causes the seasonal pattern to be removed as given:

w(n)=x(n)-x(n-s) (3.7)

where w(n) for n<s+l cannot be computed as the original data are not available for n<l.
In most practical cases, the order of differencing is assumed to be between zero and two.
Figure 3.2 shows the A C F and P A C F of a typical non-stationary process with seasonal
trends before differencing. Figure 3.3 shows the A C F and P A C F of that process after
seasonal differencing.
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Figure 3.2:

A n example of (a) A C F and (b) P A C F for a cells per frame process with
seasonal trend.
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(a) A C F and (b) P A C F of process described in Figure 3.2 after
differencing.

General ARIMA(p,d,q)(P,D,Q) Model

The seasonal and non-seasonal processes can be combined to give a general form for the
A R T M A model. In an A R T M A model the current value of the time series, y(n), is
expressed linearly in terms of its values at different iterations and in terms of a white
noise process u(n).

Let y(n), n = 0, 1, ..., represent the number of cells in a frame n. A combined hybrid
seasonal and non-seasonal ARIMA(p,d,q)(P,D,Q) process can be constructed in the
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compressed form:

© (3)0, (*' )VdV?y(n) = C+Qg (B)BQ (Bs )u(n)

(3.8)

where u(n) is a Gaussian random variable with zero mean and a cr2 variance, s is the
season period, and C is a constant. V and B are the difference and backshift operators
and d and D are the orders of non-seasonal and seasonal differencing operators defined
as:

Bmy(n) = y(n-m)
Wd=(l-B)d

(3.9)

A

Vf=(l-Bss\D
)
®p(B),<!>P(Bs),Qq(B) and SQ(BS) ^ the/;th-order autoregressive (AR) operator, the
qrth-order moving average ( M A ) operator, the Pth-order seasonal A R operator, and the
Qth-order seasonal M A operator, respectively. They are polynomials in B of order p, q,
P, and Q and defined as:

<S>p(B) = \-<vxB-<v2B2e ? (B)=i-e 1 /i-e 2 J B 2 -

-9,*'
-QqBq
(3.10)

QQ(Bs) = l-QsBs-Q2sB2s-

-BQsBQs

ty and 0 are the coefficients of the autoregressive and the moving average model that
have to be determined.
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A R I M A M o d e l Implementation

The Box-Jenkins methodology [Vandaele 1983] is used to implement the A R I M A
model. A s the first step in this method, the model from the general relationship in
Equation (3.8) must be identified. The model identification is done by examination of the
S A C F and S P A C F of the series, compared with the theoretical A C F and P A C F . For this
purpose the original series should be stationary or should be transformed by differencing
to achieve a stationary process. The theoretical A C F and P A C F can be found in
textbooks on A R T M A models [Vandaele 1983; Pankratz 1983].

Having obtained an appropriate model from the identification step, C and other
parameters in Equation (3.8) can be estimated. That is, once the value of (p, d, q) and
(P, D, Q) have been specified in the previous step, an estimation procedure is utilised for
finding the coefficients in Equation (3.10). There are basically two methods available for
estimating these parameters. O n e such method is the least squares method; the other is
the m a x i m u m likelihood method. Under the least squares method one chooses those
values of the parameters which will make the sum of the squared residual as small as
possible. A n alternative approach is to calculate exact m a x i m u m likelihood estimates.
M u c h more could be written about these methods. However, for the reader w h o would
want to study the nonlinear estimation method as it applies to the A R I M A model, w e
refer to the book of B o x and Jenkins [Box and Jenkins 1976] and to the article of
Brockwell [Brockwell and Davis 1988], as well as to the references cited by these
authors. The m a x i m u m likelihood method is used in this study.

In the next step, the residual terms, u(n), should be examined to check the
appropriateness of the model. If the fitted model is appropriate, then the residual term
must resemble a white noise sequence with zero mean, constant variance and being
uncorrected over time. It means that if the residuals are truely white noise, then their
autocorrelation function should have no spikes, and the sample autocorrelations should
all be small. If this is not the case, the whole process (including the identification,
estimation and diagnostic checking) should be repeated until an appropriate model is
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achieved. Using a statistical test, such as the T-test, each estimated coefficient can also
be checked. If it is more than twice its standard error in absolute value, it can be
concluded that each estimated coefficient is significantly different from zero and one can
reject the null hypothesis (HO: estimated coefficients = 0) at the 5% significance level.

One of the main purposes of time series modelling is the forecasting of future
observations. Having a suitable model for any given data allows future values of the
series to be forecast. These values are, of course, the forecast of the transformed series
if transformation has been applied. T o forecast the original series, it is necessary to
invert all data transformations that have been m a d e to fit a zero-mean stationary model.

3.3.2 Gamma Function
The probability density function (pdf) is one of the statistical characteristic measurements
of the cells-per-frame process that should be determined. In this study the G a m m a
density function [Scheaffer and McClave 1990] is proposed to fit the pdf of the cells-perframe process. The G a m m a distribution with two parameters is one of the most flexible
class of probability density functions and has extensive applications in meteorology
[Robinson and Easterling 1988], queuing analysis and video source modelling [Heyman
et al. 1992; Pancha and El Zarki 1992]. The G a m m a density function is given by:

fxfx) = —l xa-xe-"*
(P ) r («)

0 <*<<*>

(a>0,p>0)

(3.11)

where x is the random variable, a and P are the shape and scale parameters and T is the
G a m m a function.

The G a m m a function, T(n) is defined as an integral which is

convergent subject to «>0, as follows [Scheaffer and McClave 1990]:

T(n)=\xn-1e-xdx
0

(3.12)
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Some curves from the family of G a m m a pdf are illustrated in Figure 3.4 for different
values of a and p. a is the shape parameter which determines the peakedness of the
curve.

Figure 3.4:

The G a m m a density function for (a) four a values and p = 1 and
(b) three P values and a = 4.
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Figure 3.4(a) shows that the G a m m a density function can take the shape of an
exponentially decaying curve (a = 1) or the shape of a Rayleigh distribution (a = 4). A
value below 1 indicates an exponential decrease in pdf from a m a x i m u m of infinity at
zero x. W h e n a equals one, the exponentially decreasing curve has a zero x intercept at
1/p. A value greater than unity produces a curve with zero pdf at zero x, a rapid increase
to the m a x i m u m pdf and a slow decay thereafter. A s a increases the peakedness and
skewness of the curve decreases and the curve approaches that of the normal Gaussian
distribution. This implies that as a increases the range of x commonly occurring also
increases.

T h e skewness of the G a m m a pdf increases as P increases whilst the

peakedness decreases significantly.

The best estimators of the shape (a) and scale (P) parameters are given by Thom [Thorn
1958] using the m a x i m u m likelihood method as follows:

_

1 + V1 + 4A/3

a=—*—
4A

AAW-N

! v w

x

A=ln(*)-—yinOO

m ^

(3-13)

N^rx

P=a

(3.14)

where x. is the ith observation, x is the arithmetic average of the observations and N is
the number of them.

The procedure of fitting a Gamma distribution to a set of observed data points is as
follows:

1. Calculation of the arithmetic average of the data, x.
2.

Calculation of a and P using Equations (3.13) and (3.14).

3.

Calculation of the G a m m a function, T ( a ) , using Equation (3.12).

4.

The G a m m a density function (Equ. 3.11) can n o w be obtained for the data under
investigation.
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This procedure will be used in Chapters 5, 6, 7 and 8 for curve fitting the G a m m a pdf to
the observed data points. After the curvefitting,the goodness-of-fit must be examined.
T o determine the goodness of fit, some data are predicted by the model and their mean
and variance are calculated. In this study the G a m m a model-generated data (Y) are
simulated from the following equation [Hahn and Shapiro 1967]:

Y^-fZW-Rq) (3.15)

where /^. is a random number between zero and one. Using the Gamma model the mean
and variance of the data are derived as [Scheaffer and McClave 1990]:

E[x] = ccp
V[x] = a¥

(3 . 16)

In Chapters 5, 6, 7 and 8 the above predicted data and their mean and variance are
compared with those of the observed data by different goodness-of-fit measurements.
As these measurements are used extensively in this thesis, they are briefly discussed in
the following section.

3.3.2.1 Goodness-of-fit Measurements
In modelling, the models will provide predicted data which is then tested against the real
data. The fit between the predicted and real data can be tested in several ways. For
example, the two data series or their pdfs can be super-imposed and a visual comparison
is made to see whether the two pdfs are similar or not. A more scientific evaluation can
be made by the use of statistical tests for goodness-of-fit. In this thesis four tests will be
employed to test the goodness-of-fit between the observed data (X) and predicted data
(Y) generated by G a m m a pdf and/or A R T M A models. Moreover, the validity of the
parameters in the A R T M A model prior to accepting or discarding them is examined by
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these tests. These tests are the T-test, F-test, % -test (Chi-square test) and M S E . These
tests are used in Chapters 5, 6, 7, and 8.

The T-test [Gonzalez and Wintz 1987] is the general test for comparing the means of
two distributions even though they m a y have different variances. If the E[xJ and E[y]
are the means of the observed and predicted (model-generated) data, V[x] and V[y] are
their respective variances and N is the number of samples, Equation (3.17) defines the Ttest.

T=

f[x]~E[y]
V[x]+V[y]

V

(3.17)

N

The F-test is the test for comparing the variances of two distributions [Azari 1993]. It is
similar to the T-test and is defined by Equation (3.18), subject to the ratio of variance
being greater than 1.

F =^
V[y]

(3.18)

The F-test tests the hypothesis that two samples have different variances. Tables of T
and F values for the significance are available in all statistical textbooks for rejecting the
null hypothesis.

2

The 5C test is the general test for checking the similarity between two sets of data of
equal size [Scheaffer and McClave 1990]. O n e defines the null hypothesis as "the two
data are similar" which has to be tested for correctness. The test for checking this
hypothesis is defined by:

x * B £(£r4)l

(3.19)
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where symbols O. and Pt represent the observed and predicted frequencies, respectively,
for the i'h sample. A large value of % 2 indicates that the null hypothesis is incorrect with
a certainty of some percentage. Values of % 2 are well documented and for a certain level
of accuracy of correctness one can obtain these values from the statistical textbooks.

In Chapter 2 the mean square error (MSE) was introduced to measure the pixel error. In
video source modelling M S E represents the error between observed data and predicted
data generated by a model and is given by:

X(*,-i,)2
MSE=-^
N

(3.20)

where X and Y are the observed and predicted data and N is the number of observations.
A model with less M S E has better goodness-of-fit.

3.4 Summary
Video source modelling has been the focus of this chapter. A n application of source
modelling is in designing of congestion control, admission control, bandwidth allocation
and routing strategies for traffic management. It is also used to predict some factors of
the statistical multiplexer such as buffer size, delay and bandwidth allocation. Because
there exists a large diversity of video coding schemes and many video sequences with
different statistical characteristics and motion activities, the cells-per-frame process
absorbs different characteristics for different traffic situations. This scenario makes the
specification of video traffic models a difficult task.

In this chapter the statistical characteristics of the video signals were discussed and th
procedure by which the cells-per-frame stochastic process is produced was studied.
Several parameters such as coding technique, temporal correlation, time scale and scene
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change which affect the characteristics of this process were developed. Moreover the
statistical indicators of the process such as average, burstiness, pdf, autocorrelation
function, and coefficient of variation were compared.

The A R T M A model was

considered for modelling V B R video sources. This model has the flexibility to cover the
capability of the autoregressive ( A R ) model, moving average ( M A ) model and several
complex combinations of them with different orders. The periodic trends can be
predicted by this model with high accuracy because the seasonal operators are
incorporated in the model. The G a m m a density function was described to model the
probability density function of the cells-per-frame process. The G a m m a pdf with the
shape and scale parameters is so flexible to cover different frequencies in the pdf of this
process.

CHAPTER

4:

Cell Loss Compensation
Methods

4.1 Introduction
In Chapter 2 the general features of packet video systems were discussed. The major
problem in video packet transmission through A T M networks is the cell loss due to
congestion. T o cope with cell loss it is necessary to establish some techniques at the
codec and network levels simultaneously.

These techniques can either involve a

protection or a recovery [Ohta 1994]. Both protection and recovery techniques can be
implemented at the network or codec level. The low network loading, traffic/congestion
control schemes and appropriate queuing discipline and switching design, automatic
repeat request technique and forward error correction coding [Lau and Lei 1991] are
located in the network level group. In this chapter these methods are discussed briefly
and greater attention is focused on current techniques used at the codec level. The
spatial, temporal and frequency domain error concealment techniques [Feng et al. 1994
(December); L u o and Zarki 1995] are introduced to hide the damaged part of a frame by
using the correlation with neighbouring parts. The major theme of this chapter is layered
coding schemes [Zhang et al. 1991; Guillemot and Ansari 1994; DeCleene et al. 1994].
In this chapter, various methods of layered video coding are presented.

Spectral

separation [Pancha and Zarki 1993] and re-quantisation [Ghanbari 1992] schemes, two
c o m m o n structures for video two-layer coding are discussed in more details. The packet
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assembly (packetisation) and cell loss detection [Kermode and Tan 1991] stages are
addressed in this chapter. T h e techniques for coping with the lost motion vectors
[Ghanbari and

Seferidis

1993] and

error propagation problem

[Haskell and

Messerschmitt 1992] are also described.

The organisation of this chapter is as follows. The preventive techniques at the network
level are discussed in Section 4.2. These include: low network loading, congestion
control, automatic repeat request, appropriate queuing discipline and forward error
correction.

In Section 4.3 error concealment techniques at the codec level are

introduced. The idea of multi-layer coding is discussed in Section 4.4. Different multilayer coding schemes, including spectral separation and re-quantisation schemes have
been developed to minimise the performance degradation due to cell loss. In Section 4.5
some of the necessary stages in a packet video system such as packetisation, cell loss
detection, concealment of lost motion vectors and error propagation recovery are
studied. These stages are implemented for all systems proposed in this thesis.

4.2 Preventive Schemes (Network Level)
There has been recent extensive research activities addressing the cell loss issue and its
compensation methods. S o m e techniques at the network level such as low network
loading, congestion control and appropriate queuing discipline attempt to maintain the
cell loss rate low at the network. In some techniques the cell loss at the channel is
tolerated and the other parts of the system are modified for better adaptation with the
existing situation.

Automatic repeat request ( A R Q ) and efficient forward error

correction (FEC) coding are members of this class. In this section these techniques are
briefly discussed.

4.2.1 Low Network Loading
The simplest strategy is to request network operators to keep the network loading
sufficiently low so that cell loss occurs very infrequently and can be ignored. This can
have a very serious impact on the amount of traffic that can be carried consequently
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resulting in high traffic levels compared to fixed rate networks at the same mean rate
[Tan et al. 1991]. Assuming that the traffic issue can be solved, the network operator
will require information about the characteristics of the variable rate video data to be
carried so that a suitable network loading factor can be determined. For a completely
uncontrolled coder which m a y be given any input scene, the possible m a x i m u m and
minimum cell-rates are very different and the shape of the distribution between these
limits cannot be predicted easily. This strategy does not appear to be promising.

An extension of the low network loading strategy is to characterise the cell rates from
sources and declare them in advance so that their variability can be more accurately
predicted. In this case a more accurate estimation of the total cell rate from all sources is
possible so that a higher network loading factor can be used than would be the case if the
sources were completely unknown. Video source modeling described in Chapter 3 is a
solution of this problem.

4.2.2 Congestion Control
Network congestion occurs when various sources compete for the network resources
and when these resources do not meet the demands.

Several congestion control

mechanisms have been proposed for effective policing of the user's traffic to guarantee
the Q O S requirements [O'Neill 1991]. Long term congestion is prevented (preventive
control) by the refusal of the network to accept n e w connections (admission control)
unless the needed bandwidth has been m a d e available by the termination of an existing
calL

Short term congestion is handled by buffering and, when necessary, by cell

deletions (reactive control). It is apparent, therefore, that both preventive control and
reactive control measures are necessary [Zhang et al. 1992]. The rate control [Tanaka
1991; Pickering et al. 1993; Dunstan 1993] is an example of reactive controls used in
conventional packet-switched networks, with improvements suggested for use on the
B I S D N [Habib and Saadawi 1991].

The rate control and buffering schemes are used extensively for CBR channels [Reibman
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and Haskell 1992]. A conventional C B R coder absorbs the medium term variations in its
o w n buffer which is approximately one hundred milliseconds in duration. However, for a
V B R channel provided by A T M , those methods are not sufficient. A T M network switch
buffers are at most a few milliseconds in duration, therefore it is apparent that network
buffering will not absorb these variations. The only mechanism for absorbing the
variability is to have a sufficient margin of network bit rate available through light
loading or preferably statistical multiplexing. This leads to the concept of the policing
function to ensure that a source abides by its declared character so that the model on
which the statistical multiplexing gain and network loading are based remains valid. T o
protect the network from overload, a repressive policing function is implemented at the
edge of the network to verify that the bandwidth parameters provided by the terminal to
the network are being respected. If this does not occur excessive cells are dropped at the
network edge and reactive control should be applied. Leaky bucket [Niestegge 1990],
credit banking, virtual clock [Zhang 1990] and stop-and-go queuing [Golestani 1991]
schemes are some examples of a policing function mechanism.

Further research is required on more sophisticated encoder rate control algorithms,
especially those based on adaptive quantisation and scene content. Study is also required
on more intricate channel rate control algorithms which can forecast intraframe encoding
and attempt to empty the encoder buffer in advance [Gilge and Gusella 1991]. Other
researchers propose the use of congestion-free mechanisms [Golestani 1990; Chan 1992]
as preventive methods for the efficient transmission of variable rate coded video over
packet networks.

4.2.3 Appropriate Queueing Discipline
Video communication is a time-critical process. M a n y cells are considered lost not
because they are really lost but because they did not arrive at the destination on time and
hence became useless. In the first-come-first-service (FCFS) discipline all cells are
assigned the same priority. S o m e cells experience long queuing delays because they
happen to find long queues at each node. Appropriate queuing disciplines can reduce
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this type of cell loss. A n example is the so-called oldest-cell-first ( O C F ) discipline [Chen
1989]. Different priority A T M switch designs are also useful for this type of cell loss
compensation [Alonso 1989; Iyengao and Zarki 1989].

4.2.4 Automatic Repeat Request Scheme
Automatic repeat request ( A R Q ) is a closed-loop technique based on re-transmission of
data that was not correctly received by the receiver. A R Q requires the transmitter and
receiver to exchange state information about the status of individual messages. The
A R Q scheme is not an appropriate method for video transmission although it is effective
for data services and other non-real-time communication applications. O n e disadvantage
of this scheme is the unacceptable delay.

Another disadvantage is the processing

overhead required to keep track of a very large number of outstanding messages. In
addition, re-transmission makes the network more congested. However, the possibility
of using simple A R Q schemes for small transmission and/or queuing delays is not
excluded, although they are not widely used.

4.2.5 Forward Error Correction (FEC) Coding
Error correction coding is used to recover erroneous bits and cells lost during the
transmission and can be applied to any compressed video bit-stream independent of the
coding algorithm used. In A T M networks even a single bit error correction capability
can effectively reduce the network bit error rate by several orders of magnitude under a
random bit error assumption [Verbiest and Duponcheel 1988], S o m e simple correction
codes such as Cyclic Redundancy Codes ( C R C ) are widely used for bit error rate
reduction at the expense of a small overhead in bits [Lau and Lei 1991].

Classical techniques such as Bose-Chaudhuri-Hoquenghem (BCH) and Reed-Solomon
(RS) work well if losses are dispersed in time and therefore are not directly applicable to
the case of cell loss where hundreds of contiguous bits disappear. Furthermore, there is
the possibility that successive cells from one source might be lost and this requires an
even wider dispersion of data. The original data from the coder plus the extra forward
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error correction (FEC) bits must be re-arranged so that loss of an A T M cell affects a
m u c h smaller number of bits in each of the m a n y error corrector blocks. The interleaving
technique [Lee et al. 1990] re-arranges the data for this purpose.

4.3 Error Concealment
Although the error correcting code offers perfect recovery, it is limited by the cost of the
increasing channel capacity required for transmitting the parity bits. This scheme is
effective if the bit error rate experienced by the compression decoder is very low
(<< 10 -6 ). Error correction coding methods would fail in the event of bursts of cell loss.

Another approach is to adopt error concealment in the video decoder [Wada 1989].
W h e n cell loss occurs the data contained in the lost cell and any data contained in
subsequent cells up to the cell containing the next start code is not available for decoding
and so the decoder fails. The question arises as to what should be displayed in place of
this missing data. Error concealment techniques hide the lost portion of the image from
the viewer by using the redundancy in the received video signal. Using this approach by
replacing the damaged part of the image with a combination of neighbouring parts the
error can be concealed. The receiver can reconstruct the lost block using neighbouring
data in the same frame (spatial error concealment) or the previous frame (temporal error
concealment). In contrast to F E C , error concealment cannot provide perfect recovery
and hide the information loss completely. Instead, it relies on reconstruction techniques
which give an approximation to the true pictures in the neighbourhood of the error. It
can prevent the breakdown of the decoder and is sufficient for most applications without
an increase of the transmission bandwidth. It is most cost effective when very high
error-rates and/or transmission costs would preclude error correction solutions. Specific
details of the concealment procedure will depend upon the compression algorithm being
used and on the level of algorithmic complexity permissible within the decoder. The
error concealment schemes developed for one coding algorithm m a y not be effective for
another coding algorithm.
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Several studies have been reported in packet video coding systems for error
concealment. Attention has been focused mainly on error concealment in the spatial,
temporal, and frequency domains.

In the following sections the performance of

concealment in each domain is briefly discussed.

4.3.1 Spatial Interpolation
Spatial error concealment is based on spatial interpolation of lost picture elements from
adjacent pixels (blocks) in the same frame [Sun et al. 1992]. These algorithms utilise
information from a large local neighbourhood of surrounding pixels and perform
interpolation to restore the missing block. Figure 4.1 shows an example of the spatial
error concealment of a lost macroblock. Results show that these algorithms are capable
of providing subjectively better edge restoration in missing areas and m a y thus be useful
for intraframe processing in high error-rate scenarios [ K w o k and Sun 1993]. However,
the performance of spatial concealment techniques depends on the coding method and
the image content. The computational practicality of these techniques needs further
investigation for given application scenarios.

Macroblocks used to reconstruct lost macroblock
Lost macroblock
Figure 4.1:

A n example for spatial error concealment of a lost macroblock in a frame
with 25 macroblocks.
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Spatial error concealment techniques are based on the correlation of a lost component
with its spatially neighbouring components. The bursty nature of the cell loss affects the
performance of error concealment techniques even w h e n the cell loss rate is low. The
bursty loss makes losses of the adjacent components inevitable, hence there m a y not be
enough adjacent information to perform the interpolation. Under these circumstances
the use of an interleaving scheme is recommended with error concealment [Luo and
Zarki 1995].

Interleaving schemes can be categorised into spatial interleaving at

different levels (for example pixel level, block level, macroblock level, slice level, frame
level etc.) and temporal interleaving [Yu and Liu 1995]. However, the interleaving
technique m a y incur excessive delays in the encoding and reconstruction processes that
are not acceptable for real-time applications.

It m a y also reduce the motion-

compensated prediction gain in coding the D C coefficients of intraframe blocks and the
motion vectors in interframe blocks.

4.3.2 Temporal Replacement
For block-transform coders the spatial approach cannot produce satisfactory images
because several consecutive lines will be damaged w h e n one cell is lost. Temporal
replacement [Jeng and Lee 1991] attempts to estimate the lost picture regions from
previously received anchor frames usually using the closest available motion information.
Figure 4.2 shows an example of the temporal error concealment of a lost macroblock.

Two different temporal error concealment techniques have been described in the
literature. The first method, simple replenishment, replaces a corrupted block in the
current frame by the same block from the previous frame [Kermode and Tan 1991]. This
scheme is not effective for concealment of errors in full-motion sequences particularly
with irregular motion, scene changes and intra-coded frames. The second method,
motion replenishment, replaces the corrupted block by a motion compensated block from
the previous frame [Sun et al. 1992]. This method is not practical unless loss-free
transmission is guaranteed for the motion vectors. It has been found [Jeng and Lee
1991] that this technique works well except for undetected bit errors which m a p one
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Single bit error correction coding is

recommended in this situation [Lee et al. 1993]. Both simple and motion replenishment
approaches are used in this study.

Previous frame

Current frame

Next frame

B

A

Macroblocks used to reconstruct lost macroblock

Lost macroblock

Figure 4.2:

A n example for temporal error concealment of a lost macroblock.
Macroblock A or B or their linear combination can be used.

Although the motion replenishment method works well for slow-motion sequences, it
cannot yield satisfactory results in the presence of fast-moving objects and background
lighting changes. It can even have a severe effect when a loss occurs during a scene
change where the two adjacent frames are entirely different. In video coding standards
the M B s are intraframe coded in this situation and thus there is no motion vector for lost
M B s . If M V s are made available for all M B s , good error concealment performance can
be obtained without the complexity of spatial error concealment. T o solve this problem,
the encoding process can be extended to include motion vectors for intraframe coding.
These M V s can be used for error concealment of intraframe lost parts [Sun et al. 1992;
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U z et al. 1993]. However, this type of processing is not always available since it is a
computationally demanding task.

Error concealment can be performed in the frequency domain [Zhu et al. 1993].
However, in this scheme the error in the frequency domain will be magnified into the
spatial domain and hence a certain degree of accuracy is required. There are also other
recovery algorithms such as the interpolation in all three domains [Zhu et al. 1993] and
the error concealment based on fuzzy logic theory [Lee et al. 1993].

Several

reconstruction strategies have been suggested based on standard signal processing
techniques, such as mean square error ( M S E ) minimisation, time domain filtering and
coefficient averaging. All these schemes are based on the same theory discussed above
and all m a k e the same trade-off between real time implementation, complexity and
performance.

Although these methods are formulated to cope with the cell losses in ATM networks,
especially the bursty cell losses, they do not take advantage of over-lapping of blocks for
cell loss recovery and smoothing of delay jitter, as is done in the lapped orthogonal
transform coding scheme [Haskell et al. 1989]. The problem of cell loss in the video
coding algorithms using vector quantisation is very important and has not been widely
investigated. O n e major problem with the vector quantisation algorithms is that they do
not reconstruct edge vectors efficiently because the codebook cannot reproduce all
possible patterns.

4.4 Layered Coding
The layered coding approach is a codec-level method of coping with cell loss. The main
concept of layered coding is that the layers divide the video information according to an
importance criterion. The more important layers (base layers) are transmitted through
high priority (lower cell loss rate) channels and other information (enhancement layers)
are transmitted over low priority channels. The cell loss will mainly affect the less
important information and a picture of acceptable quality can be maintained. Using this
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scheme the base layer provides a lower quality version of the signal at a lower average
cell-rate whilst the enhancement layer improves the overall video quality. The less
important layers are called enhancement layers because w h e n received they improve the
picture quality obtained by the base layers.

This concept is based on two assumptions. Firstly, it is assumed that the video data can
be prioritised into different classes of importance based on their roles in image
reconstruction at the decoder. Secondly, it is assumed that the A T M network provides
several channels with several services having different qualities. Both assumptions are
true. Using transform coding, video data is prioritised into high and low frequency
coefficients where those with lower frequency play more important role in image
reconstruction. The cell loss priority bit of the A T M header can be used to selectively
identify low priority cells which m a y be discarded during network congestion whilst the
network provides guaranteed transmission for high priority cells. Although a coding
scheme based on more than two layers can be certainly envisaged, it is the two-layer
coding which is studied in this thesis.

The interest in layered coding stems from its ability to offer compatibility between
services over a wide range of picture qualities (service interworking) [Dorman 1990;
Sikora et al. 1991] and solution to some network impairments such as cell loss. In
addition, in the case of A T M networks the layered coding algorithm permits more users
on the network than a single layer algorithm even though the average cell-rate of each
user is higher. This is a direct consequence of its superior resilience to cell loss allowing
a higher network loading factor.

Another reason for using layered coding is the

flexibility it offers both to the user and the network in managing the amount of data
flowing through the network. In the case of the user this is important in order to control
costs and in the case of the network it is important in order to minimise congestion. For
example, the user m a y decide to drop the lower priority groups in order to keep the costs
down. Alternatively, the network m a y be able to drop the lower priority cells in order to
reduce congestion. In the present investigations, the layering approach is applied for
coping with cell loss only rather than service interworking or other applications.
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There are several restrictions in the prioritisation of cells which should be addressed.
Firstly, the output of the encoder should be prioritised satisfactorily since if all
information in the output of the encoder has the same importance for image
reconstruction the layered coding scheme does not bring any advantage. Secondly, the
cost of prioritisation in terms of extra cell rate and coding complexity should be
determined. T h e extra cell rate and encoding complexity are the greatest disadvantages
of a two-layer coding scheme. In general, layering m a y involve some inefficiency in the
coding algorithm itself due to possible explicit or implicit increases in redundancy in the
layered structure. For example, it is not feasible to utilise the run length coding ( R L C )
information from the base layer in the enhancement layer. Thirdly, the level of traffic in
each layer should be controllable by a number of parameters. It is desirable to produce a
high priority layer which is a relatively low fraction of the total cell-rate since high
priority transport is expected to be expensive but is sufficient to provide a minimal image
quality level during cell loss. Fourthly, the traffic characteristics of each priority level
should be analysed. T o achieve a higher loading factor in A T M networks, a layered
coding system should generate a high priority (HP) layer which is characterised by low
cell-rate variance. While it m a y be acceptable for the low priority (LP) layer to have a
relatively high cell-rate variance, it is still desirable that the overall cell rate be
characterised by low variance and other second-order statistical properties. Finally, the
prioritisation scheme should be simple and be able to generate a non-prioritised stream if
required. These constraints must be satisfied in order to determine if the priority scheme
will be useful in A T M networks.

The concept of layered video coding and how it can be used for ATM networks was
originally discussed some years ago [Verbiest and Duponcheel 1987].

It has been

recognised by the C C I T T S G X V I T I as a major study item [ C C I T T 1990 (January)].
Since then m u c h work has been carried out on this subject and its application to packet
video coding systems. T h e most c o m m o n two-layer coding schemes found in the
literature fall into the following categories: spectral separation (frequency scalability) and
re-quantisation ( S N R scalability).
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Spectral Separation Scheme

4.4.1

A c o m m o n layering technique is the separation in the D C T domain [Nomura et al. 1988;
Pancha and Zarki 1992]. In the D C T domain the coefficients readily lend themselves to
a prioritised structure. A n approximate image can be reconstructed from the D C
coefficient and some low frequency A C coefficients (base layer). A more accurate
approximation is obtained by adding the remaining A C coefficients (enhancement layer).
This prioritisation capability depends on the nature of the input block. If the D C T
cannot concentrate the energy of the block into a small number of coefficients the
prioritisation is not performed successfully. Figure 4.3 shows a typical codec with
incorporated spectral separation two-layer coding.
Enhancement Layer (LP)
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D C T : Discrete Cosine Transform
Q:
Quantiser
F M : Frame M e m o r y
Figure 4.3:

M V : Motion Vector
M E : Motion Estimation
P C : Priority Control

A typical spectral separation two-layer codec (a) encoder and (b) decoder.
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Figure 4.3: (Continued)

As shown in Figure 4.3, after the motion compensated prediction, the predicted image
divided into blocks and a D C T is applied to each block.

The two-dimensional

coefficients are then converted into one-dimensional data using a zigzag scanning
pattern. The D C and low-frequency components are assigned to the base layer and the
other components to the enhancement layer. A n example of an 8x8 image block and its
D C T coefficients are shown in Figure 4.4.
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Figure 4.4:

A typical 8x8 image block (a) original block and (b) after D C T .
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The spectral separation procedure for one block with a zigzag scanning pattern is shown
in Figure 4.5. After quantisation with a step-size of 4, the block in Figure 4.5(a) is
obtained. The D C and first N (N = 14) A C quantised coefficients are transmitted over
the H P channel (Fig. 4.5(b)) and the remaining coefficients are sent through the L P
channel (Fig. 4.5(c)).
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Figure 4.5:

Spectral separation scheme for the blocks illustrated in Figure 4.8; (a)
after quantisation (Q = 2), (b) base layer coefficients and (c) enhancement
layer coefficients.
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Most of the video coding algorithms consist of motion compensation prediction coding.
Using this technique a question that arises in any two-layer coding scheme concerns the
involvement of the base and/or enhancement signal in the predictive loop. In Figure 4.3,
the dotted lines illustrate both these options. If the coding efficiency is not the main
interest, the enhancement layer is excluded from the predictive loop of interframe coding.
The cell-loss probability in the L P channel is m u c h higher than for the H P channel. Thus,
using this structure the errors due to the discarding of the enhancement cells do not
propagate into subsequent frames. The only cost of this method is a reduction in
prediction and coding efficiency. Fortunately, the high frequency coefficients located in
the enhancement layer typically exhibit little interframe correlation and thus the coding
efficiency will not be significantly reduced.

The criteria according to which the DCT coefficients are ordered is important in spectral
separation layering. This ordering can be m a d e by energy or frequency [Shimamura et
al. 1988; Kishino et al. 1989]. In energy scanning the coefficients of each block are
sorted by their energy starting from the coefficients with the highest energy to those with
the lowest one. The coefficients which have the most energy are placed in the base layer.
In this scheme the scanning pattern differs from one block to another block and the
address of the base coefficients should also be sent. In the more c o m m o n method, ie. in
frequency scanning, the scanning pattern is constant for all blocks and there is no need
for any overhead information to be sent. Several frequency scanning methods are
proposed [Tzou et al. 1988]. In this study, zigzag scanning is adopted because it is
compatible with the scanning method employed in the standard video coding algorithms.

Regardless of the scanning pattern type, the manner in which the DCT coefficients are
segmented is important. There are two fundemental approaches: quality control layering
and rate control layering [Nomura et al. 1991].

4.4.1.1 Rate-Control Layering
The concept of rate-control layering is to control the number of base coefficients by use
of a predefined cell rate ratio between the base and enhancement layers independent of
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their energies and consequently independent of the quality achieved by the base
coefficients [Manabe et al. 1990; Tanaka et al. 1991]. In this scheme, the total number
of cells (or bits) for each block is first calculated and the number of coefficients which fill
a predefined percentage of cells are packetised in the base cells and transmitted over the
H P channel. Using this method the proportion of base data to the total amount of data is
kept fixed and therefore the transmission cost is controlled.

The number of base

coefficients and consequently the energy carried by these coefficients varies from block
to block and depends on the statistical characteristics of the input sequence and coding
scheme used although the cell rate in the base layer is relatively constant. Thus, the
quality achieved by the base layer can be sometimes less than a given threshold.

4.4.1.2 Quality-Control Layering
It is also possible to perform the layering scheme on the niinimum quality that should be
achieved by the base signal while discarding all enhancement cells [Nomura et al. 1991].
In video coding, for a given cell rate, the blocks with high motion have lower quality
compared to low motion blocks. Thus if more coefficients and equivalently more cells
are sent through the base layer for high motion blocks, it is expected that the overall
quality is better and more consistent. This idea can be used in spectral separation twolayer coding to achieve a guaranteed quality by the base signal while discarding all
enhancement cells.

In this method the PSNR of each block is first calculated and the power of each DCT
coefficient is summed. The accumulated result is compared to a threshold and if it is
smaller then the same process is continued, if not, all the counted coefficients are sent
through the H P channel. This process is repeated for each block in a frame. Using this
scheme the quality is guaranteed by transmitting as many coefficients over the H P
channel as is necessary to carry a m i n i m u m predefined energy [Kishino et al. 1989]. This
idea is applied to a H.261 video codec in Chapter 5.
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Re-Quantisation Scheme

The second popular approach to layered coding is re-quantisation [Ghanbari 1989;
Ghanbari 1992; Ghanbari and Seferidis 1993].

In this approach the base layer is

generated by an encoder with coarse quantisation and the enhanced layer is the difference
between the input and the decoded output of the base layer. The enhanced layer can be
coded by another encoder.

Figure 4.6 shows the general block diagram of a re-

quantisation two-layer system. Unlike the spectral separation scheme, the coding process in
the re-quantisation scheme is sequential rather than parallel.
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Figure 4.6:

Block diagram of a re-quantisation two-layer system (a) encoder and (b)
decoder.
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In this scheme, the input image is coarsely quantised by the A encoder and the
compressed data are packetised into the base cells. The enhancement layer is formed by
coding the difference between the original signal and the locally decoded information of
the base signal in encoder B. The base cells are delivered through the H P channel and
the enhancement cells are transmitted through a lossy channel (LP channel) and can be
rejected in the case of network congestion more frequently compared to the H P channel.
Similar to spectral separation scheme, the principle underlying this technique is that the
base layer provides a lower quality version of the signal at a lower average cell-rate,
whilst the enhancement layer improves the overall video quality.

In re-quantisation two-layer systems the quantiser parameter for the enhancement layer is
usually fixed at a value smaller (finer quantisation) than that of the base layer to provide
a constant perceptual quality [Tubaro 1991]. The cell rate of the base layer can be rate
controlled to produce a semi-constant cell rate signal. Alternatively, no rate control or
buffering can be used to produce a V B R signal [Ghanbari and Azari 1994]. O n e extreme
example of rate control on the base signal is to keep it constant ( C B R ) [Morrison and
Beaumont 1991]. However, the constraint on the cell rate of the base layer will cause
more blocks to be coded in the enhancement layer and the total cell rate will be
increased. Hence it is desirable to increase the cell rate of the base layer to improve
picture quality despite the fact that the H P channel is more expensive. A n opposing
constraint is the desire to reduce this cell rate in order to increase the channel-sharing
ability of the enhancement channel for a fixed total cell rate. The above two constraints
imply that the base layer coder should be a more sophisticated coding scheme such that it
can produce a good picture quality with minimum bandwidth. The enhancement layer
often produces a V B R signal for delivery of constant quality pictures. In this thesis the
signals in both layers are V B R coded.

The re-quantisation prioritisation scheme has several advantages compared to spectral
separation scheme. Firstly, it can be designed to be fully compatible with the standard
video codecs. This allows straightforward control of the base layer cell-rate. Both C B R
and V B R operation modes are also possible by switching on or off the in-built buffer
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control in the H.261 or M P E G . It is easy to verify that w h e n the quantisation step size
of the base layer becomes the same or smaller than that of the enhancement layer, there is
no residual quantisation distortion, hence the coder effectively works as a single layer
coder. Note that the base layer occupies a low transmission bandwidth as it contains a
limited amount of information. The reconstructed picture quality, however, is better than
that resulting from the spectral separation method because the high amplitude
coefficients are always included regardless of their position in the scanning sequence.

In the re-quantisation scheme the enhancement information is excluded from the
prediction loop. T h e information in the enhancement layer cannot be used to improve
the prediction because it operates as an open loop coder. This feature prevents error
propagation over several frames if enhancement data is lost.
however, the coding efficiency is reduced.

Using this method,

Moreover, the quality of the interframe

prediction will suffer since the encoder loop has higher quantisation noise than a
corresponding single-layer encoder operating with the quantisation factor used in the
enhancement layer. This is a source of inefficiency in re-quantisation encoders [Wang et
al. 1994].

4.4.2.1 Re-quantisation Structures
There are several options for the encoders in the base and the enhancement layers
(encoders A and B). If the encoders in both layers are identical, the coding scheme is
called twin-coding to emphasise the similarities of the two layers [Seferidis 1993]. For
example, the H.261 or M P E G video coding standards can be used in both layers. In
twin-coding the only difference between the base and the enhancement layers' coders is
the type of input video sequence. For the base layer coder the original picture frame is
used as input whilst for the enhancement layer coder the frame difference signal is used
for the same purpose. This means that for a digital video sequence quantised to 8 bits
per pixel, the dynamic range of the input is 0 to 255 for the first layer coder and -255 to
255 for the second layer coder. For interframe coding the dynamic ranges are doubled
because the difference of successive frames is coded rather than the original input signal.
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-512 to 512 for the enhancement layer coder. Hence a number of modifications have to
be introduced to the encoder of the enhancement layer to cope with the enlarged input
range. The greatest disadvantage of this system is the high degree of complexity in both
layers.

In the twin-coding structure the difference operation is performed in the pixel domain.
In the simpler re-quantisation scheme the subtraction is performed in the transform
domain.

Figure 4.7 shows the block diagram of a re-quantisation system in the

frequency domain with a DCT-based codec.

The algorithm separates the image

information in the transform domain but the compatibility with the video coding
standards can be retained as the separation is applied on all the transform coefficients of
a block.

The procedure used by this approach (Fig. 4.7) for an image block is depicted in Figure
4.8. A n original block identical to the one in Figure 4.5 is used in this example.

A

coarse quantisation with a fixed quantisation step size (for example 32) is applied after
D C T resulting in an approximation of the original low frequency coefficients and several
zero coefficients (Fig. 4.8(a)). After symbol coding, this block is packetised into high
priority cells and sent as the base signal. After inverse quantisation (Fig. 4.8(b)), the
difference signal (Fig. 4.8(c)) forms the residual error coefficients which are re-quantised
by another quantiser with a stepsize of 2. The re-quantised data (Fig. 4.8(d)) forms the
enhancement signal. This signal is also coded by symbol coding and packetised into the
low priority cells. There is no need for another D C T operator in the enhancement layer
although it has been implicitly performed.
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Re-quantisation two-layer system in the transform domain; (a) coder and
(b) decoder.
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Figure 4.8:

Re-quantisation scheme in the frequency domain for the block of Figure
4.5; (a) base layer coefficients (after quantisation with Ql = 16), (b) after
inverse quantisation, (c) difference block, and (d) enhancement layer
coefficients (block c after quantisation with Q2 = 1).
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Figure 4.9 shows a pixel domain equivalent [Ghanbari 1992] of the codec structure

depicted in Figure 4.7. In this structure the DCT should be used in the enhancement

layer, although it is still simpler than twin-coding in which the prediction loop i
used.
Enhancement Layer (LP)

D C T : Discrete Cosine Transform
Q l : Base layer's Quantiser
F M : Frame M e m o r y
Figure 4.9:

M . V . : Motion Vectors
Q 2 : Enhancement layer's Quantiser
M E : Motion Estimation

The equivalent system of Fig. 4.7 with separation in the pixel domain; (a)
coder and (b) decoder.
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Figure 4.10 shows the coding procedure of the enhancement layer employed in this
structure for the image block illustrated in Figure 4.5.
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Figure 4.10: Re-quantisation scheme in the pixel domain for the block of Figure 4.5;
(a) after inverse D C T , (b) difference block, (c) difference block after
D C T , and (d) enhancement layer coefficients (block c after quantisation
with Q2 = 1). Base layer coefficients are similar to Figure 4.8.
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In this figure, the inverse D C T is applied to the block shown in Figure 4.5(b) and thereby
the block in Figure 4.10(a) is obtained. The D C T is applied to the difference signal (Fig.
4.10(b)) and the block shown in Figure 4.10(c) is obtained. After fine re-quantisation
(stepsize of 2) the enhancement signal (Fig. 4.10(d)) is achieved. The procedure for the
base layer is identical to the procedure for the base layer in the frequency domain requantisation system shown in Figure 4.8. The comparison between the blocks of the
base and enhancement layers generated by the spectral separation and re-quantisation
schemes clearly shows the difference between the content of the base and enhancement
signals in these schemes. In this thesis the pixel domain structure of the re-quantisation
scheme is adopted and simulated in Chapter 6 because by use of this structure it is
possible to investigate the effect of D C T on the enhancement layer.

4.4.3 Other Two-Layer Coding Schemes
Although the spectral separation and re-quantisation techniques cover most of the
activities in the layered coding investigations, the layering can be performed with other
schemes. In subband coding [Verbiest et al. 1988; Karlsson and Vetterli 1987; Karlsson
and Vetterli 1988] the total spatial frequency bandwidth of the video signal is split into
different frequency sub-bands and each sub-band is then separately coded and
transmitted. The receiver decodes each sub-band and the decoded information is added
to form the picture. A n advantage of this scheme is that the parameters of the codecs
can be optimised in terms of the characteristics of each sub-band. Another advantage is
that an error, such as cell loss, generated in one sub-band has no influence on the other
sub-bands. However, this scheme is suitable w h e n more than two layers are required. If
two layers are adopted, subband coding is computationally more complex than spectral
separation and re-quantisation schemes.

Laplacian pyramid coding (LPC) is another layered coding algorithm for coping with cell
loss [Katto and Yasuda 1990]. This scheme extracts the low frequency components of
the video by iterating the hierarchical processing using a spatial filter. The optimal
number of layers in this scheme is two [Katto and Yasuda 1990]. It is shown that the
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proposed method can suppress the effect of cell loss unless the loss occurs at the base
layer. This technique has lower efficiency compared to previous schemes.

Bit plane separation (BPS) and feature plane separation (FPS) are two other layered
coding schemes [Zhang et al. 1991]. In the B P S approach which is a commonly used for
packet voice transmission, a video pixel quantised into N bits is separated into N bitplanes and the most significant bit plane ( M S P ) is assigned with the highest priority. The
partitioning can be performed to yield planes in a colour space. For example, data for a
single pixel can be partitioned into bit planes expressing brightness and colour. B P S is a
very general approach and is applicable regardless of the media. In F P S the layering is
organised in terms of the importance of the features. This approach attempts to extract
features with more meaning to the viewer and packetises them into base cells. For
example, in a radiological environment the tumour information of a chest X-ray might be
more important to a physician than the background. Further, in object identification, the
outline of the object can be extracted and assigned to base layer. F P S will thus differ
according to the type of video and application. These schemes are suitable for limited
applications only.

Most layering schemes are employed in the frequency or spatial domains whilst the
layering can also be performed in the time domain. For example, the output of the
M P E G coder consists of three different coded frames including /, P and B. The different
frames play different roles in the reconstruction of the video in the receiver and the / and
P frames are more important. Therefore they can be transmitted through a H P channel
[Leditschke 1992]. A temporal three-layer coding scheme is also possible for these three
picture types [Richardson and Riley 1995]. The quincunx subsampling [Tominaga et al.
1991], Mixture Block Coding with Progressive Transmission ( M B C P T ) [Chen et al.
1992] and two-layer vector quantiser [Feng et al. 1994 (November-Singapore)] are
other two-layer coding schemes.
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Miscellaneous Methods

The two-layer coding and error concealment schemes are two major cell loss
compensation techniques at the codec level. However, more cell loss resilience can be
obtained if some other techniques are incorporated in the system. In this section the
problems due to the lost motion vectors and error propagation in a packet video system
are addressed and two necessary stages, that is, cell loss detection and packetisation are
discussed.

4.5.1 Packetisation
A T M networks are characterised by fast switching. This is achieved by the use of fixedlength packets (cells). The task of the packetiser is to assemble encoder-generated data
into transmission cells. In one approach cells are made independent of each other and no
data from the same codeword, block, macroblock or frame are separated into different
cells. For example, the packetisation can be performed on a code word basis [Zhu et al.
1993; Feng et al. 1994 (December)] where a code word that cannot fit into the
remaining space of a cell is put into the next cell and the current cell isfilledwith null
bits. The address of the first macroblock is specified in the beginning of each cell.
Without this overhead information the location of received macroblocks using the
relative address in the macroblock header cannot be specified if the slice header is lost or
errored. Using this scheme the codewords in each received cell are directly decodable,
except for those at the beginning of the cell that are left from a block contained in a lost
cell. In this scheme there is a redundancy introduced by adding the macroblock address
information. The amount of redundancy depends on the number of macroblocks in each
frame. Although this approach prevents error propagation from one cell to the others it
may lead to a reduction of the packing efficiency and more packetisation delay as some
cells are not completely full. Furthermore, the requirements of this scheme is a close
linking between the encoder and packetisation process. This means that the packetiser
must be aware w h e n a n e w macroblock is started and h o w m a n y bits it has.

To achieve a higher packing efficiency another method which is known as the first-come-
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first-serve (FCFS) [Jeng and Lee 1991] is used in this thesis. In this scheme it can be
assumed that the bits generated by the coder are packetised sequentially and the bit
stream from the encoder is treated as a continuous stream of bits. Bits are placed in the
cells until the entire bitstream has been packetised. Figure 4.11 shows the information
field of a cell based on the C C I T T recommendation [CCITT 1992]. There are totally 48
bytes in the informationfieldof an A T M cell. In this study, the coded bit stream is
packetised into 48 byte cells consisting of a four bit sequence number (SN), a four bit
sequence number protection field (SNP) and 47 bytes of coded data. In the stored file
each cell is preceded by a cell identification (CI) byte. The syntax is as follows:

<CI> <SN>

<SNP>

<47 bytes ofdata>

(4.1)

The CI byte consists of the bit string ' 1011010' followed by the priority bit. The priority
bit is set to '1' for low priority cells and '0' for high priority cells. SN is incremented by
one after every cell. The sequence number protection is set to zero. Using this scheme
the cell loss detection mechanism and error concealment technique should have
capabilities to detect and conceal the cell loss independent of the packetisation stage.
The proposed detection mechanism is described in the following section.

V""

Header

Information Field

(5 bytes)

(48 bytes)

"V"
SNP

CI
(I byte)

(4 bits) (4 bits)

data
(47 bytes)

_AL

CI: Cell identification
S N : Sequence number
S N P : Sequence number protection
Figure 4.11: Structure of a packet in the packetisation stage.
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Detection Mechanisms

Detection of cell loss or bit error is essential in order to locate the damaged areas of the
image before applying error concealment techniques. There are two major schemes for
detecting a lost cells in the A T M environment [Kermode and Tan 1991]. Firstly, this can
be performed by the variable length decoder ( V L D ) . Secondly, the introduction of a
sequence number (SN) in the A T M adaptation layer ( A A L ) (Fig. 4.11) enables cell loss
to be detected.

The VLD attempts to find valid representations for variable length codewords in the
received bit stream. W h e n the m a x i m u m code length is reached and no valid translation
of a codeword has occurred, the decoder sets a flag and goes to error concealment
process mode. This in-built detection m a y be used to detect errors resulting from cell
loss and is referred to as " V L D error detection". This method of error detection has the
advantage that no additional overhead information is transmitted and no extra processing
is needed to detect a lost cell. Although the use of V L D detection provides a simple
means of detecting errors caused by cell loss, it has been observed that the method of
V L D detection does not succeed in picking out all deleted cells [Kermode and Tan
1991]. Therefore, some artefacts are observed in the reconstructed sequence due to the
late detection of an error by the V L D . A s shown in Figure 4.12, at the start of the next
received cell, the concatenation m a y produce valid, although incorrect, codewords for
some length into the cell before an erroneous codeword pattern is detected. During this
time codewords are misinterpreted and blocks are incorrectly reconstructed and
displayed which leads to visible effects. W h e n this happens, unreconstructed blocks are
not subjectively masked and show up as "garbage" on the screen.

An alternative scheme for the detection of errors can be employed in the network rather
than in the decoder. In this approach the cells are numbered at the A A L layer by the
sequence number (SN) in the information field of the cell. At the receiving end the
numbering is checked and the decoder m a y be forced into the error concealment state
when a discontinuity in numbering is found. The advantage of using this scheme is that
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notification of cell errors is given directly to the decoder before it tries to decode the
errored data, making recovery easier and eliminating incorrectly decoded data. Figure
4.13 shows the typical error detection response in a packet video system with this
mechanism. The insertion and checking of the cell number requires extra processing
which m a y be performed by the network or at the terminal. Taking full advantage of this
scheme is possible only if the packetisation is performed on a macroblock basis.

Figure 4.12 : System response to an error with the V L D detection scheme.

Figure 4.13: System response to an error with the cell numbering detection scheme.
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A hybrid of the above schemes is proposed in this study. In hybrid detection scheme the
cell number is inserted by the packetiser and is checked by the cell number checker
before depacketisation. The four in-built bits defined in the cell header are used for the
sequence number (SN). T h e assumption is that no more than 15 consecutive cells are
lost in each cell-burst loss. The lost cells are replaced with fixed-pattern d u m m y cells
that have the most distance from the header codewords. With the modified bitstream,
the variable length decoder can recognise lost cells easily and the probability of
misinterpretation is reduced. There is no extra overhead and/or specific packetisation, as
is needed in the cell numbering method. T o compare the performance of this scheme
with V L D technique, several marginal simulations are performed in this study in which
1 % of the cells are deleted. It was found that only 3.4% of the lost cells are undetected
with this scheme; a performance which compares favourably against the 5 % obtained
with the V L D mechanism.

4.5.3 Lost Motion Vectors Recovery
A s motion compensation is a major component of interframe encoders, the motion
vectors are essential to the reconstruction process. The motion vector ( M V ) is also used
by the decoder for error concealment with motion compensation if video data cells are
being lost. The loss of an M V corrupts the synchronisation between a video coder and
decoder and would significantly decrease the image quality. The extent of the increase in
the quality degradation depends upon the amount of motion information contained in the
vectors that are lost. In a two-layer system motion vectors are always transmitted via the
high priority channel in order to minimise the loss of these vectors. Although the cell
loss rate is very low in the high priority channel, it is not zero and thus some action needs
to be taken in the case of lost M V s .

The use of a lost motion vector replacement method can reduce the need for resynchronisation in systems where motion vectors are subject to loss. There are different
replacement approaches to cope with this problem.

Using the spatial replacement

approach [Sun et al. 1992], the lost M V s are replaced with the median of intraframe
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neighbours. This scheme yields better quality than simply averaging the intraframe
neighbours. In the temporal replacement approach [Zhang et al. 1992], one technique
replaces lost M V s with the corresponding position M V s from the previous frame. A
more complicated temporal recovery method searches all M V s in the nearby blocks of
the previous frame [Haskell and Messerschmitt 1992]. The past-frame M V that best
moves its block into the position of the loss-affected block is used to replace the lost
M V . If a past block m o v e d from its old position into the loss-affected position, then that
block is likely to continue to m o v e along the same trajectory in the current frame. This
strategy is recommended only for object boundaries.

The correlation of vertical

components of adjacent M V s in the spatial direction can be used for linear interpolation
of lost M V s [Zhu et al. 1993]. A simple meanfilterperforms acceptably well and there
is no need to use a more complex median filter.

All these approaches are relatively complex and give rise to more computations and
processing delay. T o avoid increasing the complexity of the proposed packet video
systems, another approach is used in this thesis. In this method the lost M V s are
replaced with a zero vector. In the areas with low levels of motion this approach gives
rise to acceptable quality.

4.5.4 Error Propagation
The systems which use predictive coding such as the H.261 and the M P E G algorithms
transmit the difference signal and the receiver generates the current frame or block by
adding the difference signal to the predicted one. Thus uncorrected errors can propagate
indefinitely from frame to frame in the interframe coding (temporal error propagation)
and/or from block to block in one frame (spatial error propagation). The resulting
quality will not be acceptable unless some protection schemes are implemented. Several
techniques are proposed to limit error propagation [Haskell and Messerschmitt 1992].
The simplest technique of limiting temporal error propagation is to periodically transmit
an intraframe coded frame. The accumulated effects of all transmission losses before this
synchronisation frame are eliminated. / pictures in the M P E G standard play this role,
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whilst this idea is not incorporated in H.261. However, this technique produces an
output signal with a very bursty bit rate since the non-predicted frames might require
many more bits than the difference signal frames. The increase in data rate during the
period of replenishment will in turn increase the load on the network, possibly leading to
further network congestion. Moreover, the intraframe pictures are more likely to be
affected by cell loss themselves.

The above method ignores the content of the coded images when deciding how
frequently to re-synchronise. With the conditional replenishment method, whenever a
M B changes from frame to frame by more than some threshold value, the coder resynchronises the M B by transmitting it without interframe prediction. With this method,
the bit rate depends upon the threshold value and the actual input video. This technique
is implemented in M P E G and H.261 where the variance of the original M B , the variance
of the predicted M B and the threshold of 64 in Figure 2.8 are considered. In this scheme
if T is the number of bits required to represent an intraframe coded M B , R is the number
of bits required to represent a motion compensated M B , and K is the percentage of the
M B that is re-synchronised every frame, then the average number of bits required to
transmit an M B in a periodic replenishment frame (AO is:

N = KxT+(l-K)xR% (4.2)

Using this scheme every MB is refreshed every VK frames and the lifetime of an error
approximately

assuming that errors and refreshing times are independent.
2K

To limit error propagation in two-layer coding systems, studies have also been done
how to perform motion compensation on only the high priority information, such that
discarding low priority information by cell loss will not cause error propagation
[Reibman and Haskell 1991; W a n g et al. 1994].

The above techniques are used to cope with temporal error propagation. The spatial
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error propagation inside a frame should be considered as well. W h e n a loss of data
occurs subsequent data in the bit stream must be discarded until the next resynchronisation point is located. B y providing more re-synchronisation points in the bit
stream the area of the screen affected by a cell loss can be reduced. In the H.261 and
M P E G algorithms some unique bit patterns, called the "start" code, are used as a
delimiter for a group of data in the bit stream.

A pre-determined state is entered

whenever a "start" code is detected in the bit stream. In the H.261 syntax two start
codewords are used. These codewords are the picture start code (PSC) and the group of
blocks start code ( G B S C ) . The P S C mark indicates the start of a new frame and the
G B S C mark indicates the start of a new group of blocks. P S C and G B S C prevent error
propagation to the next frame or group of blocks. W h e n a cell is lost the worst case is
that the lost cell contains a P S C mark.

A whole frame m a y be lost unless some

intelligence is used to recover the frame. In the M P E G syntax, three start codewords are
used. These codewords are the group of pictures start code (GPSC), the picture start
code (PSC), and slice start code (SSC). These codewords play the same roles that P S C
and G B S C do in H.261 syntax.

4.6 Summary
In this chapter a variety of techniques for coping with cell loss, one of the major
problems in packet video coding systems, were classified and discussed. These methods
were placed into two major classes: network level and codec level. The low network
loading, traffic/congestion control schemes and appropriate queuing discipline and
switching design, automatic repeat request technique and forward error correction
coding are located in the network level group.

The chapter focused predominantly on the cell loss compensation techniques at the codec
level. The spatial, temporal and frequency domain error concealment techniques which
hide the damaged part of a frame by using the correlation with neighbouring parts were
described. The temporal error concealment was adopted in this thesis because of the
advantages it offers over the other schemes. The major theme of this chapter was
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layered coding schemes where various methods of layered video coding were presented.
T w o c o m m o n structures of video two-layer coding (spectral separation and requantisation) were discussed in more details to provide a background for the next
chapters. The packet assembly (packetisation) and cell loss detection stages have also
been addressed. T o achieve more packing efficiency and simple processing sequential
packetisation was considered here. A hybrid detection scheme was introduced to
prevent misinterpretation by the variable length decoder. The techniques of coping with
the lost motion vectors and error propagation problem were described. All of these
stages are also effective in compensating for the random cell losses due to channel error.

PART 2
Simulation Results

CHAPTER 5:

Adaptive Spectral Separation
Two-Layer Coding

5.1 Introduction
In Chapter 4 several two-layer coding schemes were discussed. O n e of the ways to
produce two data layers from a video encoder is by segmentation in the transform
domain. This chapter introduces a two-layer packet video system which uses an adaptive
spectral separation two-layer coding structure and is robust to cell loss.

The

performance of this system is compared with the corresponding single layer system in
terms of average cells per frame and peak signal to noise ratio (PSNR). The single layer
system uses the structure of the two-layer system and transmits all data through the H P
channel.

The performance of a two-layer packet video system is strongly affected by the video
coding algorithm used. The codec structure used for the proposed system is the C C I T T
H.261 codec framework. The rate smoothing buffer is eliminated in order that V B R
coding can be achieved. Only a few researchers have applied a spectral separation
scheme to the H.261 video coding standard [Joseph et al. 1991]. Moreover, all of these
studies have been carried out under the assumption that the H P channel is cell loss free,
an assumption which is unrealistic. In this chapter the possibility of cell loss is assumed
for both channels but with a lower rate for the H P channel.
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The original H.261 decoder is not robust to cell loss because there are no detection and
recovery mechanisms in this algorithm.

Temporal error concealment with motion

compensation for the enhancement layer and temporal error concealment without motion
compensation for the base layer are implemented in the proposed system. The addition
of a two-layer coding algorithm in the encoder and an error concealment technique in the
decoder would increase the capability of the system to cope with cell loss. The twostage detection scheme, described in Chapter 4 is applied to the system. Figure 1.1 of
Chapter 1 shows the general block diagram of the implemented packet video system.

As was discussed in Chapter 3, knowledge of the statistical behaviour of the output of
the encoder is essential for determining the best strategies for resource allocation in
B I S D N networks that handle heterogeneous traffic. In this chapter the statistical
characteristics of the cells-per-frame process generated by the encoder of the system is
studied. These characteristics include the distribution function and the autocorrelation
function of the above process in both the base and enhancement layers. The G a m m a
model is fitted to the probability density function (pdf) of this process and its goodnessof-fit is examined. A n A R I M A model is also used to represent the process and predict
the following iterations. The predicted data are compared with those extracted from the
sample video sequence (observed data) to examine the accuracy of the model. The
A R I M A model is also compared to the autoregressive order 1 ( A R (1)) model.

The organisation of this chapter is as follows. Section 5.2 discusses the adaptive twolayer coding scheme. Section 5.3 gives a brief description of the error concealment and
cell loss detection mechanisms applied in the decoder. The simulation of channel and cell
loss is discussed in Section 5.4. In Section 5.5 the performance of the proposed twolayer system is evaluated and compared with that of a single layer system, in terms of
average cells per frame and peak signal to noise ratio (PSNR). The performance of a
two-layer system in a loss-free environment is studied as an ideal reference.

The

performance improvements due to the proposed two-layer coding scheme and error
concealment mechanism are studied objectively using P S N R figures calculated on a
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A subjective comparison using one frame from the coded

sequence via two-layer and single layer systems is also provided in Section 5.5.

5.2 Adaptive Spectral Separation
There are several ways to divide the 64 transform coefficients of each block.

One

method is realised by assigning the D C and a few low-frequency A C coefficients of each
8x8 image block to the base layer and the high-frequency A C coefficients to the
enhancement layer. In an extreme case of this method, the base layer contains only the
D C coefficient of each block [Kinoshita et al. 1993]. This method is more effective if
performed in an adaptive manner. The basic principle is a self adjusting threshold which
changes its position according to the accumulated energy of the D C T coefficients. The
D C and some A C coefficients determined by the adaptive algorithm are transmitted
through the H P channel while the remaining A C coefficients are sent through the L P
channel.

Let Er be the ratio of the accumulated energy in the D C T coefficients

transmitted over the H P channel to the accumulated energy in the total D C T coefficients:

K

£o (5.1)

where xt is the i'h frequency DCT coefficient. This ratio clearly has a direct relations
with the picture quality. The number of base coefficients (K) is determined so as to set
Er greater than a threshold (T). Using this adaptive method a specified fixed picture
quality ( P S N R ) is achieved in the event that enhancement data are lost in the A T M
transport.

In an actual B I S D N system one can obtain feedback from the traffic

congestion in the H P and L P channels and determine the value of T adaptively.

5.3 Cell Loss Detection and Error Concealment
W h e n cell loss occurs, the decoding synchronisation is lost and the data contained in the
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lost cell and any subsequent cells are not available resulting in the failure of the packet
video system. For both layers in the packet video system, the proposed two-stage
detection scheme and the temporal error concealment approach described in Chapter 4
are used. In the first stage of detection the cell numbering provided in the cell header is
checked at the cell loss detector. If the sequential cell number is not in the normal order
a d u m m y cell (all "1") is included in its place. This stage reduces the effects of
misinterpretation in the decoding process w h e n using the H.261 structure with long
streams of consecutive zeros in the picture and group of blocks headers. In the second
stage the detection is performed by a variable length decoder ( V L D ) . The V L D attempts
to find valid representations for variable length codewords in the received bit stream at
each stage of the decoding process. W h e n the m a x i m u m code length is reached and no
valid translation of a codeword has occurred, the decoder sets a flag and goes into the
error concealment process mode.

In the error concealment mode, temporal error concealment without motion
compensation has been used for the base layer where the lost macroblocks have been
replaced with the M B s in the same location in the previous frame. If a cell loss in the
enhancement layer is detected the A C coefficients are replaced with zero. With zero
replacement, the error in interframe macroblocks is concealed temporally with motion
compensation whereas for intraframe macroblocks no error concealment is performed.
Using the temporal error concealment scheme, the decoder does not fail and continues
decoding until the last frame. The lost motion vectors are replaced with zero vectors.

In Chapter 4 the error propagation problem due to the motion compensated prediction
technique was discussed. In systems with this feature, uncorrected errors can propagate
indefinitely from frame to frame in interframe coding until the coder and receiver are resynchronised.

The resulting quality m a y not be acceptable unless some protection

schemes are implemented. In the proposed system, two protection schemes for error
propagation and synchronisation failure are used at the same time. Firstly, the in-built
M B refreshing feature of the H.261 standard is used to reduce the temporal error
propagation. Whenever the mean squared difference of a block changes from frame to
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frame by more than 64 (see Fig. 2.8 in Chapter 2), the coder re-synchronises the block by
transmitting it without interframe prediction.

Secondly, by providing more re-

synchronisation points, the spatial error propagation and the area of the screen affected
by a cell loss can be reduced. Thus the demands on the concealment techniques are
reduced and on the whole a better quality picture is produced. Although some resynchronisation points for picture and group of blocks ( G O B ) levels have been
incorporated in the H.261 model, M B start codes ( M B S C ) are also inserted into the
bitstream. This modification provides closer re-synchronisation points in the system and
also prevents spatial error propagation to the next corresponding level with only a slight
penalty in the cell rate.

5.4 Channel and Cell Loss Simulation
Evaluation of the relative performance of different cell loss compensation schemes is
complicated by the random nature of cell losses. Further, not all cell losses have the
same visual effect on the reconstructed video signal so that a different sequence of
random cell losses for the same cell-stream can result in a very different decoded image
quality. O n e approach for comparing two cell loss compensation schemes is to introduce
errors in similar information segments in the bitstream (for example, motion vector
information), to determine h o w the different schemes handle this identical cell loss
pattern. While this scheme has some merits, it is not very practical. The problem of the
randomness of the cell loss process and the relatively short sequences typically processed
can be overcome by applying a number of different cell loss patterns to the same coded
bitstream producing a decoded sequence for each cell loss pattern.

In this study the cells are dropped from the cell-stream using four different random
number seeds and the errored cell-stream is decoded for each scheme and the results are
averaged. Using this procedure the effective decoded sequence length is increased fourfold to 600 frames, although only 150 frames are encoded. The B I S D N channel is
simulated using the model proposed in C C I T T S G X V [CCITT 1992] which is described
in Appendix B. In this model cell loss is controlled by two parameters: the average cell
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loss rate (CLR) and the average error burst length (BL) which is the average number of
consecutive cells lost.

To simulate the ATM channel, two structures can be used. In Garrett's study [Garrett
and Vetterli 1993], a single channel of a given quality of service is used for both layers
and a selective discard procedure is used to restrict loss to enhancement traffic when
possible. In the simulation work of this thesis two independent channels have been
incorporated, as shown in Figure 1.1 of Chapter 1, so that the model can be applied
independently to the high and low priority cells. This is a conceptually simpler process.
It involves the partitioning of the network into separate channels on which statistical
multiplexing is performed independently. M . H . Chan [Chan and Princen 1992] has
reported that the penalty for this is a slightly inferior performance than that reported in
Garrett's work.

5.5 Simulation Results
Figure 5.1 shows the encoder and decoder block diagram of the implemented spectral
separation two-layer system where a V B R encoder is constructed for both layers. Only
two layers are used since the use of more layers does not increase resilience to cell loss
whilst the complexity is increased. The priority control (PC) can be used to adjust the
number of components that are assigned to each layer and each data stream is then
variable length coded independently. These layers are transmitted through different
channels with different quality of services.

As was mentioned in Chapter 4, in the spectral separation scheme the ordering of the
coefficients is important in selecting the low-frequency A C coefficients for the base layer.
Using H.261 video coding algorithm, the zigzag scanning pattern is adopted in the
proposed system for converting the two-dimensional image signal to a one-dimensional
signal. Tests with h u m a n observers have shown that the A C coefficients are not of equal
importance [ C C I T T 1990 (August)]. Taking advantage of this variation in the sensitivity
of the h u m a n eye, different quantisation step sizes are considered for each coefficient in
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H.261 algorithm thus achieving high compression gains. The main advantage of spectral

separation is that the threshold can be selected based on the psycho-visual import
the transform coefficients.
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Figure 5.1:

Spectral separation two-layer codec (a) encoder (b) decoder.
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In Chapter 4, the importance of the enhancement layer in the prediction loop was
discussed. T w o methods were discussed for prediction in a two-layer coding system. If
only base data are used for the locally decoded reference of interframe coding, the
coding efficiency is reduced. If all the data are used for the locally decoded reference,
error propagation is more serious. In this work all the data is used for local decoding in
the encoder (see Fig. 5.1) to achieve greater coding efficiency.

The conditional

replenishment refreshing method used in H.261 algorithm can prevent error propagation
due to this feature.

In packet video systems the nature of the input sequence affects the system performance.
Thus, to evaluate the performance of a system more precisely it should be tested using
several sequences with different statistical characteristics. In this section the results are
presented for three video sequences: Bike, Table-tennis and Flower Garden.

These

sequences are described in Appendix A.

As Figure 5.1 shows, the spectral layering is based on separation of the DCT
coefficients. The D C T coefficients of each 8x8 image block are separated into the base
and enhancement groups which form the separate layers of the video encoder. The
picture header and group of blocks header, introduced in the H.261 standard, are placed
in both layers to maintain the synchronisation between the two layers. The first K
coefficients of each block, which carry m a x i m u m energy, are selected and encoded in the
base layer whilst the remaining coefficients are placed in the enhancement layer. Briefly,
prioritisation is accomplished as follows:

1. All header information such as the GOP header, picture header and MB header are
placed in the base layer.

2. The first K coefficients of each 8x8 blocks which carry a predefined energy are
assigned to the base layer.
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The remaining coefficients are transmitted in the enhancement layer. All headers
are also added to the enhancement information to maintain synchronisation
between the two layers.

4. The motion vectors generated for the interframe macroblocks are placed in the
base layer.

In the present study the applied cell loss rate (CLR) for the base and enhancement layer
are 0.005 and 0.01 respectively. The corresponding average error burst lengths (BL) are
2 and 4, respectively. These choices are compatible with the values used in the literature
[Lee et al. 1990; Joseph et al. 1991; Leditschke 1992; Leditschke et al. 1993; Kinoshita
etal. 1993].

5.5.1 Two-Layer Scheme versus Single Layer Scheme
To evaluate the performance of a two-layer packet video system, it is often compared
with its corresponding single layer system [Leditschke 1992; Blake 1994].

Several

simulations have been carried out to compare the performance of the proposed two-layer
system with its corresponding single layer system in which all data are transmitted
through H P layer. The following systems are simulated in this study:

1. System A - The adaptive spectral separation two-layer system in an ideal loss-free
environment.

2. System B - System A when only the base layer is received.

3. System C - A single layer system which uses a two-layer coding structure but all
data are transmitted through the high priority channel in a lossy environment. The
transmission of data generated by the single layer system through the low priority
channel does not provide a fair comparison with the two-layer system which has
access to the high priority channel.
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System D - The system A in a lossy environment.

5. System E - System D with temporal error concealment in the decoder.

In order to provide the basis for a fair comparison of the above systems, some
constraints are applied. These constraints were described in Chapter 2 in general terms.
They are modified to ensure compatibility with the two-layer system proposed in this
chapter:

1. The mean cell-rate of the base layer in the two-layer packet video system should be
less than half the m e a n cell-rate of the corresponding single layer system.

2. The excess cell-rate generated in the two-layer system should be limited to a
m a x i m u m of 2 5 % .

3. The base layer signal should provide a rninimum predefined PSNR (Tl dB) with a
loss-free channel.

4. The combined two-layer signal should provide a minimum predefined PSNR (T2
dB) with a lossy channel.

The first constraint is a means of normalising the cost ratio of the low and high priority
channels. The second constraint allows comparable cell rates in the single layer and the
two-layer systems as a basis for comparing the corresponding P S N R s . In the two-layer
system it is important to generate a minimum-quality base layer (constraint 3) since this
will be the image quality delivered to the decoder in the event of enhancement layer loss.
T o apply these three constraints some parameters which affect the picture quality (for
example, quantisation factor) m a y need to be set to different values. This means that
whilst the above constraints are satisfied the total picture quality in the two-layer system
may be unacceptable. Therefore, there is a need for thefinalconstraint; to maintain a
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These constraints are somewhat

contradictory, as the reduction of the base layer cell-rate (constraint 1) will tend to
decrease the P S N R of the base layer in a two-layer system (constraint 3).

Some

simulation results are presented in Table 5.1.

T
Q2 (dB)

P

N

PI

P2

P3

(%)

(%)

(%)

(%)

-

Ql

Bike

8

12

20

1

5.84

51

5.8

48

Table-tennis

8

8

5

31

19.29

48

22

39

Flower Garden

8

8

5

31

33.39

50

13.3

44

(%)

(a)
Ql: Quantisation factor of single layer system
T: Threshold level
Q2: Quantisation factor of two-layer system
PI: Base mean / single layer mean
N: Percentage of coefficients in base layer
P2: Total mean / single layer mean
P: Percentage of energy in base layer
P3: Base mean / total mean

Table 5.1: (a) specifications of simulations and (b) average sequence PSNR and
rate for two-layer system without loss (A), adaptive spectral separation
two-layer system using only base layer without loss (B), single layer
system with loss (Q, adaptive spectral separation two-layer system using
two layers with loss (D), and system D plus error concealment (E) for three
video sequences using:
Cell loss rate and burst length of H P channel: CLR1=0.005, BL1=2.
Cell loss rate and burst length of L P channel: CLR2=0.01, BL2=4.
Cell loss rate and burst length of the channel used in single layer coding
system: CLR=0.005, BL=2.
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PSNR (dB)

HP_Size

LP_Size

Size

Bike

42.81

45.71

83.67

37.15 23.81 24.17 26.13 32.19

Table-tennis

73.76

112.96

152.78

33.59 21.32 23.23 26.46 31.94

Flower Garden

262.42

288.13

483.39

32.68 18.97 20.33 24.05 31.23

system system system system system
(cells/frame) (cells/frame) (cells/frame) A
B
C
D
E

(b)
Table 5.1:

(Continued)

Human vision is more sensitive to the luminance component than the chrominance
component of a colour image which affects the final subjective judgment of picture
quality. Consequently the P S N R values in this table are calculated only for luminance
(Y) components whilst the cell-rate values are calculated for colour signals. This means
that the colour pictures are coded, transmitted and decoded but in the calculation of the
performance of the system only the Y components are considered.

The average base cell-rate to single layer cell rate ratio (PI) in Table 5.1(a) is
approximately 5 0 % for all sequences. This shows that the cell-rate of the base layer in
the two-layer coding system meets the predefined criteria for the two-layer simulations
(constraint 1). The increased cell rate of the two-layer coding scheme compared with the
single layer coding (P2) is always less than 2 5 % and for Bike is less than 1 0 % , therefore,
the constraint 2 is also satisfied. In this table the ratios are expressed as percentages.
Threshold (T) and quantisation factors (Ql and Q2) are selected for the three sequences
so that these constraints are not violated.
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Table 5.1(b) shows the signal to noise ratio values. The P S N R of systems A and B show
the performance of the two-layer system in an ideal loss-free channel with and without
enhancement layer, respectively.

The noise in a loss-free environment is due to

quantisation error and is the same for single and two-layer coding schemes. Assuming
Tl = 20 d B and 72 = 30 d B (the minimum acceptable quality for teleconferencing), the
base layer P S N R (in system B) and total P S N R (in system E) satisfy constraints 3 and 4
in all sequences except Flower Garden because of low spatial and temporal correlation.
The performance improvement due to adaptive two-layer coding (from system C to
system D) is approximately 2, 3, and 4 d B for Bike, Table-tennis and Flower Garden,
respectively. The corresponding improvement due to error concealment (from system D
to system E) is approximately 6, 5, and 4 dB for the above sequences. The average
number of coefficients sent through the base layer with T = 20 d B ( 1 % of energy in the
base layer) for Bike and with T = 5 d B (31 % of energy in the base layer) for Table-tennis
and Flower Garden are 5.84%, 19.29%, and 33.39%, respectively. Thus, whilst the
same energy is sent through the base layer for Table-tennis and Flower Garden, the
number of coefficients which carry this energy are not the same because of the different
statistical characteristics of these two sequences. The dynamic performance of the above
systems are presented in Figure 5.2 for the three sequences.

The use of the adaptive two-layer approach (system D) leads to PSNR improvement in
all frames of the sequence compared with the single layer method (system Q .

PSNR

stability is achieved because adaptive layering can maintain the constant percentage of
energy within a block. However, the system that uses error concealment in the decoder
(system E) shows higher stability and better performance compared with the same system
without this mechanism (system D ) . The sudden P S N R changes are due to cell loss in
the stream.

Adaptive Spectral Separation Two-Layer Coding

115

Bike

50

100

150

Frame No.
" - - system A

system C •

• system D

- system E

(a)

U k

•» —

•

W

•

M. ^

"*

«•

*» ••

*

t^«

Flower Garden

—

\ •

30 -"*'•'•

§

i •

25 -

SAi
to 20-

f FUi
1'

15 -

1
1

t

1

1 • \ '
•• 1 *

\f ,

in

0

100

50

\
1

150

Frame No.
• - - • system A

em D

systei

system E

(b)
Figure 5.2: System performance for the systems A, C, D and E for (a) Bike (b)
Flower Garden and (c) Table-tennis under the conditions explained in
Table 5.1.
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Figure 5.2:

(Continued).

The comparison of the single layer and two-layer systems is not complete unless the
corresponding cell rates are also compared which are shown in Figure 5.3. Compared to
the single layer system, the two-layer system generates a smoother cell-rate trend in the
base and enhancement layers. The results show that there are some large spikes in the
single layer system's cell-rate trend whilst they do not appear in the cell-rate of the base
or enhancement layers of the two-layer system.

This "filtering effect" of spectral

separation layering is easily seen for Bike and Flower Garden.
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Figure 5.3: Cell-rate of two-layer (LP, HP and total) and single layer systems ove
frames for (a) Bike, (b) Flower Garden and (c) Table-tennis under the
conditions explained in Table 5.1.
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Figure 5.3:

(Continued).

To have a subjective comparison, Figure 5.4 shows frame number 133 of the original
Bike sequence (Fig. 5.4(a)) and reconstructed frames with system C (Fig. 5.4(b)) and

system E (Fig. 5.4(c)). The effects of cell loss and its recovery can be clearly seen i
Figures 5.4(b) and 5.4(c), respectively.

(a)
Figure 5.4: Frame 133 of Bike sequence (a) original frame, (b) constructed by single
layer system without error concealment and (c) constructed by two-layer
system with error concealment under the conditions explained in Table
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5.1.

Figure 5.4:

5.6

(Continued).

Video Source Modelling

Figure 5.5 shows the statistical properties of the cells-per-frame process generated by the
encoder of the proposed packet video system for Bike, Table-tennis, and Flower
Garden, respectively. The figure for each video sequence consists of six subplots. The
upper subplots (thefirstand second subplots) provide some statistical parameters for the
cells-per-frame process generated at the base and enhancement layers. The average cellrate (Ave), standard deviation (STD), cell-rate peak (Max) and a measure of burstiness
(BT), peak to mean ratio are the statistical parameters presented in these subplots. The
Alpha (a) and Beta (p) parameters are related to the G a m m a function which is fitted to
the histogram of the process.
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Figure 5.5:

Statistical characteristics of cells-per-frame process generated by the
proposed encoder under the conditions explained in Table 5.1 for (a) bike,
(b) Flower Garden, and (c) Table-tennis.
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Figure 5.5:

(continued).

In the middle (third and fourth) subplots the histogram of the above processes and the
fitted probability density function (pdf) are presented.

The lower (fifth and sixth)

subplots show the corresponding autocorrelation functions.

The results presented in Figure 5.5 show that the standard deviation in the enhancement
layer of Table-tennis is greater than those of the other sequences, whilst Flower Garden
has moderate values. The BT in both layers of Flower Garden is smaller than those of
the other two sequences. The average number of cells-per-frame (Ave) of both the base
and enhancement layers are also included in this subplot. While the same quantisation
factor is used in the base layer for the three sequences, the Ave for Flower Garden is
larger than the same parameter for other sequences. This result is due to low spatial and
temporal correlation of this sequence and therefore it cannot be compressed to the same
extent as the other sequences.
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The statistical distribution of the cells-per-frame process is shown in the middle (third
and fourth) subplots. T o obtain a smooth envelope for these distributions, samples were
gathered into 4 0 narrow "bins".

The process distribution and corresponding fitted

G a m m a pdf are plotted with different scaling so that the peaks are of the same order.
The G a m m a density functions are found using the procedure described in Chapter 3.
Alpha (a) and Beta (P) in the upper subplots are the shape and scale parameters due to
the G a m m a pdf. T h e parameters of the G a m m a pdf for the base process and Bike are
calculated but the corresponding pdf cannot be plotted as a and (3 have no valid values.
The results show that in all cases the cells-per-frame process in both layers has a
relatively large a and small (3 except the distribution of the enhancement layer in Tabletennis. This implies that using the spectral separation scheme, the G a m m a pdf of the
process at the output of the encoder has high peakedness and low skewness and is close
to a bell shape. T h e goodness-of-fit between the observed and predicted data is
2

evaluated by T, F, and * tests. It is found that the G a m m a density functionsfitthe
empirical distribution of the cells-per-frame processes for both layers and three
sequences. In all cases the null hypothesis is rejected at the 5% significance level.

The lower (fifth and sixth) subplots show the autocorrelation functions of the process in
the base and enhancement layers. In all sequences and for both layers, correlation exists
for up to 150 frames and does not decay quickly (for example, after 5 or 6 frame lags).
This suggests that the overall m e a n is non-stationary and a simple model such as the
autoregressive ( A R ) model cannot explain the behaviour of these processes. Thus, there
is a need for a more flexible and complex model. A n A R T M A model is proposed for the
cells-per-frame process generated by the proposed adaptive spectral separation two-layer
coding system. Only the first 100 samples due to thefirst100 frames of the sequence are
used for the modelling. The Box-Jenkins methodology described in Chapter 3 is used to
implement the model. A s was mentioned, the original series must be stationary when
using this methodology. In thefirststep the differencing operator is applied to the time
series to transform it to a stationary process. The nature of the differencing, seasonal or
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non-seasonal, and its order is different for each of the three video sequences.

Observation of the periodic pattern in the autocorrelation function (ACF) and the partial
A C F ( P A C F ) due to Bike, suggested that a seasonal difference of order 1 (D = 1) and
period s = 5 can remove the seasonal trend in both layers. For Table-tennis a nonseasonal differencing of order 2, and for Flower Garden a mixture offirstorder nonseasonal differencing and seasonal differencing with a period of 23 (s = 23) transforms
the non-stationary processes of both layers to stationary processes. The structure
identification is done by comparing the sample autocorrelation function ( S A C F ) and the
sample P A C F ( S P A C F ) of the transformed series with the theoretical A C F and P A C F .
The theoretical A C F and P A C F can be found in textbooks that describe A R I M A model
[Vandaele 1983; Pankratz 1983]. It is observed that an ARTMA(0,0,0)(0,1,0) for Bike
(base and enhancement layers) and an ARIMA(0,2,1)(0,0,0) for Table-tennis (base and
enhancement layers) and an ARTMA(2,1,0)(0,0,0) for Flower Garden (base layer) and an
ARIMA(0,1,0)(0,0,0) for Flower Garden (enhancement layer) can capture the statistical
behaviour of these time series quite well.

The next step after identifying an appropriate structure is to estimate the vectors of the
coefficients. A s was mentioned in Chapter 3, the m a x i m u m likelihood method is used for
estimation of A R T M A coefficients. Using a T-test, it is found that each estimated
coefficient is more than twice its standard error in absolute value. Thus, each estimated
coefficient is significantly different from zero and the null hypothesis (HO: estimation
coefficients = 0) is rejected at the 5 % significance level.

Using the estimated models some values of the process can be forecast. For these
models, 150 observations of the number of cells per frame are available. T o verify the
accuracy of the forecast, thefirst100 observations were selected as the forecast origin
while the remaining 50 observations were forecast. If an A R T M A model adequately
depicts its corresponding cells-per-frame process, the errors of the model should be
white noise with zero m e a n and constant variance. The differences between the number
of cells per frame measured from the video sequence (observed data) and those obtained
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by the models (predicted data) are called residuals and they represent the error of the
model. A n example of typical residuals are shown for Table-tennis in Figure 5.6. In this
figure the accuracy of thefitis determined by the zero mean for the residuals. The M S E
is calculated to show the error from the zero mean. The results of the forecasting by the
autoregressive of order one ( A R (1)) model is also presented as a reference of the
comparison.

Figure 5.6 shows that in both layers the residuals of the ARTMA model are on average
closer to zero and have lower M S E compared to A R (1) model. This implies that
predicted data generated by the A R T M A model are closer to the observed data. For
brevity the residuals for Bike and Flower Garden are not presented here. Examination of
their residuals due to A R I M A model shows that they resemble white noise sequence with
zero mean (compared to standard error) in all cases.

The MSE for all sequences are given in Table 5.2. It is observed that in all cases th
A R T M A model shows lower M S E compared to the A R (1) model. Note that the value
of M S E depends on data value and the values obtained for the base and enhancement
layers and/or three sequences cannot be compared.

It can be shown theoretically

[Vandaele 1983] that the A R T M A model can explain the behaviour of a real time series
better than the A R model with any order.
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Figure 5.6:

(d)

Residuals of the A R T M A and A R (1) models applied to the base and
enhancement (enhance.) cells-per-frame processes for Table-tennis; (a)
A R T M A (base layer), (b) A R (1) (base layer), (c) A R T M A (enhancement
layer) and (d) A R (1) (enhancement layer).
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M S E of the A R T M A and A R (1) models applied to the base and
enhancement cells-per-frame processes for three video sequences.

5.7 Summary
In this chapter, the H.261 standard for video compression has been modified to
incorporate variable bit rate coding, adaptive spectral separation two-layer coding and
temporal error concealment. The advantage of a DCT-based layered structure is that it
is possible to divide transform coefficients on a block-by-block basis so as to control
distortion caused by cell loss. Protection against the cell loss error rate of 10" 2 for the
L P channel and 5xl0 - 3 for the H P channel by this system was examined. Compared with
a single layer system, the proposed two-layer system can effectively suppress the effect
of cell loss and produces better image quality with only the slight cost of increased cells
per frame and processing complexity.

The output data stream was characterised by examining the output of the two-layer
encoder for different sequences.

S o m e statistical parameters; average, standard

deviation, peak to m e a n ratio, probability distribution and autocorrelation functions were
obtained for the cells-per-frame processes generated by the base and enhancement layers
of the proposed two-layer system. The results showed that the G a m m a density function
canfitthe probability distribution of the cells-per-frame processes of the base and
enhancement layers very well.

In all cases except the process generated by the

enhancement layer and Table-tennis, the fitted functions have large a and small \3 and
therefore a bell shape.
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The correlation function decreases very slowly for both the base and enhancement
processes implying that they are non-stationary. A n A R T M A model was considered to
represent the cells-per-frame process generated by the system's encoder. Using BoxJenkins methodology, the models for both layers and the three sequences were
determined. The results of the forecast data stream compared well with the sample video
data. Moreover, this model showed a better goodness-of-fit compared to the AR(1)
model especially w h e n the process is non-stationary, as is often the case in the cells-perframe process.

Although the system is developed for cell-loss recovery in A T M

networks, with minor modifications it can be applied to combat other types of
transmission errors in any DCT-based video coding system.

CHAPTER 6:

Re-Quantisation Two-Layer
Coding

6.1 Introduction
Moving Picture Experts Group ( M P E G ) is designed for transport over constant bit rate
(CBR) networks. This algorithm is not robust in the presence of data loss and need to be
restructured for effective use in the networks with cell loss. In this chapter the M P E G
algorithm is enhanced by the addition of a re-quantisation two-layer encoding scheme to
alleviate the degradation due to potential cell loss. The performance of this system is
compared with that of corresponding single layer system which uses the structure of
two-layer system and transmit all data through the H P channel. The comparison is made
in terms of average cells per frame, peak signal to noise ratio ( P S N R ) and the efficiency
factor (r|) introduced in Chapter 2 (Equation (2.4)) which is a compromise between the
cell rate and P S N R factors and includes the cost ratio between the H P and L P channels

Although some researchers have used the re-quantisation two-layer structure [Ghanbari
1989; Ghanbari 1992; Ghanbari and Seferidis 1993; Ghanbari and Azari 1994; Tubaro
1991; Morrison and Beaumont 1991; W a n g et al. 1994], few have evaluated the
performance of this scheme in conjunction with the M P E G video codec [Chen et al.
1995]. However, most have assumed the possibility of cell loss in only L P channel. The
study presented in this thesis assumes cell loss in both layers, albeit at different rates.
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The two-stage detection mechanism described in Chapter 4 is used here. The error
concealment mechanism is similar to that in Chapter 5 with a difference in the minimum
replaceable part. In both layers no rate smoothing buffer is used so that V B R coding is
employed for the base and enhancement layers. In M P E G , headers, addressingfieldsand
motion vectors are very important and must be delivered with high reliability otherwise
lost data will cause errors to propagate over several frames. The block diagram of the
implemented packet video system in this chapter is the same as the corresponding system
in Chapter 5 (see Fig. 1.1 in Chapter 1).

The organisation of this chapter is as follows. Section 6.2 explains the re-quantisation
two-layer codec structure used in this work. Section 6.3 describes the temporal error
concealment technique applied in the decoder. In Section 6.4 the performance of the
two-layer system is evaluated and compared objectively with single layer system using
cell rate, P S N R and the efficiency factor described in Chapter 2. It is shown that good
resilience and efficiency improvement can be achieved even at quite high cell loss rates.
In Section 6.5, the sensitivity of the system performance to average cell loss rates (CLR),
average error burst length (BL) and quantisation factors (Q) is investigated. Finally,
statistics such as the cell-rate distribution and autocorrelation function of both high and
low priority streams generated by the M P E G re-quantisation two-layer system are
analysed in Section 6.6.

In this section a G a m m a pdf and an A R T M A model are

proposed to represent and forecast the cells-per-frame process generated by the
proposed two-layer system.

6.2 Re-Quatisation Scheme
The re-quantisation layering scheme was discussed in Chapter 4. In the re-quantisation
two-layer system described in this chapter, the M P E G algorithm has been modified by
performing a re-quantisation two-layer coding scheme in the encoder.

Figure 6.1

illustrates the M P E G coder and decoder after the modification. In the base layer the
input image is coarsely coded and the coded data are packetised into the base cells which
are transmitted over the A T M network with high priority. The enhancement layer is
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formed by coding the difference between the original signal and the locally decoded

information of the base layer. The figure shows that the separation is performed i

pixel domain rather than the frequency domain. These differential data are packeti

into enhancement cells which are transmitted through a lossy channel and can be re
in the case of network congestion.
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D C T : Discrete Cosine Transform
Q:
Quantiser
R L C : Run Length Coding
V L C : Variable Length Coding
V L D : Variable Length Decoding
Figure 6.1:

M.V.: Motion Vectors
M E : Motion Estimation
F M : Frame Memory
B L : Average Error Burst Length
C L R : Average Cell Loss Rate

Re-quantisation two-layer system (a) coder and (b) decoder.
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T o achieve the advantages of the re-quantisation two-layer scheme, the quantiser
parameter value for the enhancement layer, Q2, is typically fixed at a value smaller than
that of the base layer, Ql, to provide a constant perceptual quality in the enhancement
layer. The decoding process is quite straightforward. Both the base and enhancement
cells are decoded separately and the resulting images are added together to reconstruct
the original picture.

The main processing steps are the same as for the standard MPEG coder with a minor
modification to the output buffer. In the original M P E G encoder the output buffer
occupancy is used to adjust the quantisation factor to equalise the generated data rate.
T o achieve a V B R signal in the base layer no rate feedback is used in the M P E G coder.
The system compresses video data in the base layer by segmenting the input image into
8x8 pixels blocks, applying the D C T , quantisation, zigzag scanning, R L C and V L C . The
input image can be compressed independently ( I N T R A mode), or a motion-compensated
prediction can be subtracted from the input image and then compressed ( I N T E R mode).
The compression ratio is controlled by the quantiser parameter which ranges from 1 to
31.

This variable controls the quantiser step-size.

In the enhancement layer the

difference signal is re-quantised using a smaller step size than that of the quantiser used
for the base layer. In addition, zigzag scanning, R L C and V L C are used. The V L C
tables for the enhancement layer are not optimised for the residual distortion distribution
which will adversely impact upon the enhancement layer efficiency. N o rate control is
applied to the enhancement layer and therefore V B R coding is also employed in this
layer.

Note that in the re-quantisation two-layer system DCT is not applied to the enhancement
layer. Performing several marginal simulations, it is found that when the D C T is used the
average number of cells per frame is often increased because the difference data
resembles noise and is difficult to code efficiently. Thus, efficiency will be decreased for
all operating conditions although sometimes the P S N R is larger. It is concluded that the
D C T block in the second layer increases the hardware complexity and processing time
and reduces the system efficiency. These results suggest that the D C T block is not
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necessary in the enhancement layer and a re-quantiser which finely quantises the output
of the subtracter is sufficient. For brevity the results of above simulations are not
presented here.

Unlike the system proposed in Chapter 5, in a re-quantisation scheme the enhancement
information is excluded from the predictive loop to prevent error propagation over
several frames if enhancement data is lost. Using this method, however, the coding
efficiency is reduced because the quality of the interframe prediction will suffer since the
encoder loop has higher quantisation noise than a corresponding single-layer encoder
operating with Q2.

6.3 Cell Loss Detection and Error Concealment
There are no detection and recovery mechanisms in the original M P E G decoder and
therefore it is not robust to cell loss and some form of error detection and concealment
should be employed. In this chapter the applied detection and recovery scheme is similar
to that used in Chapter 5. In the first stage the cell numbering provided in the cell header
by the transmitter is checked at the cell loss detector and when the sequential cell number
is not in the normal order a d u m m y cell (all " 1") is put in its place. This stage reduces
the effects of misinterpretation in the decoding process when using the M P E G structure
with long streams of consecutive zeros in the headers. In the second stage the detection
is performed by a variable length decoder ( V L D ) .

The V L D attempts to find valid

representations for variable length codewords in the received bit stream at each stage of
the decoding process.

W h e n the m a x i m u m code length is reached and no valid

translation of a codeword has occurred the decoder sets a flag and goes to the error
concealment process mode.

In error concealment the lost or the errored portion of the image is hidden from the
viewer by using the redundancy in the received video signal. In this m o d e temporal error
concealment is used for the base layer where the lost slices are replaced with the slices in
the same location in the previous frame. Using the slice as the smallest replaceable
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portion, error concealment with motion compensation is not possible as the motion
vector is defined at the macroblock level.

For the enhancement layer no error

concealment is employed so that w h e n the enhancement layer cells are lost only the base
layer cells are used to reconstruct the picture. The lost motion vectors are also replaced
with zero vectors.

In a packet video system using motion compensated prediction schemes the uncorrected
errors can propagate indefinitely from frame to frame in interframe coding until the coder
and receiver are re-synchronised. The resulting quality m a y not be acceptable unless
some protection schemes are implemented. In the proposed MPEG-based two-layer
system two protection schemes for error propagation and synchronisation failure are
used. Firstiy, the periodic / pictures are coded by intraframe coding to prevent temporal
error propagation from one group of pictures ( G O P ) to the next. Secondly, whenever
the mean squared difference of a block changes from frame to frame by more than 64
(see Chapter 2), the coder re-synchronises the macroblock by transmitting it without
interframe prediction. The channel and cell loss simulation algorithm for this system is
exactly the same as the algorithm used in Chapter 5 for the spectral separation scheme.

6.4 Simulation Results
In this section, the performance of the re-quantisation two-layer system is evaluated and
compared with the corresponding single layer system. The single layer system uses the
two-layer system structure but transmits all data through the H P channel.

The

comparison is m a d e in terms of average cells per frame, peak signal to noise ratio
(PSNR) and the efficiency factor Cn) introduced in Chapter 2 (Equation (2.4)) which is a
compromise between the cell rate and P S N R factors and includes the cost ratio between
the H P and L P channels.

The results are presented for the three video sequences: Bike, Table-tennis and Flower
Garden. Various simulations are performed to study the performance of the proposed
two-layer system. The constraints listed in Chapter 2 (Section 2.4.3) are applied with
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minor modification to provide a "fair" environment for comparison of the two-layer and
single layer systems. They are as follows:

1. The mean cell rate in the base layer of the two-layer system should be less than hal
of the m e a n cell rate of the single layer system.

2. The total cell rate in the two-layer system should not exceed that of a single layer
system by more than 1 0 % .

3. The base layer signal should provide a minimum quality when the enhancement
layer is lost but the base layer is guaranteed. This minimum level (Tl d B ) is not
the same for the three video sequences because of their different statistical
characteristics.

4. The combined two-layer signal should also provide a minimum quality (T2 dB)
when both layers sent through the lossy channels are received.

The philosophy behind these constraints was discussed in Chapter 2. These constraints
are contradictory, however, as the reduction of the base layer cell-rate (constraint 1) will
tend to decrease the P S N R of the base layer in two-layer encoding (constraint 3).
Therefore, there is a need for a cost function to judge the performance of the two-layer
system compared to the single layer system. A n intuitively appealing measure of system
performance is the ratio of the output image P S N R to the cost of transmitting the
generated cells through a lossy channel given by Equation (2.4) of Chapter 2. This
figure of merit is repeated here:

KxPSNR
r| =
(LP_Size) + (RxHP_Size)

dB/dollars

(6.1)

where PSNR is in dB and LP_Size and HP_Size are the average cell-rate in the HP and
L P channels in cells per frame. K is a normalisation constant to keep the value of r| near
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unity and R is the cost ratio between the H P and L P channels. In this study, R and K
have been selected as 2 and 10, respectively. R = 2 implies that the H P channel costs
twice of L P channel.

The precise selection of R is not possible unless after full

implementation of A T M network. It depends on traffic characteristics on this channel
and several commercial factors.

6.4.1 Two-layer versus Single Layer Scheme
The single layer encoding of the three sequences is generated with a quantiser parameter
Q = 8 for all sequences. At this level the quality of the encoded signal is satisfactory and
without obvious artefacts.

Additional simulations are performed using the re-

quantisation encoding structure. In these simulations, Ql = 16 and Q2 has different
values for each of the three sequences so that the constraints 1 and 2 are satisfied. A
typical pattern of / B B P B B IB B P.... is used in M P E G encoders. The cell loss rates
(CLR) considered for the H P and L P channels are 0.005 and 0.01 whilst the
corresponding average error burst lengths (BL) are 4 and 8, respectively. The average
number of cells per frame, P S N R and efficiency factor (r|) results for the single layer and
two-layer systems are shown in Table 6.1. The P S N R values are calculated only for Y
but the cells per frame are calculated for colour pixels.

Comparison of the cell-rates of the single and two-layer systems in Tables 6.1(a) and
6.1(b) shows that the cell rate in the base layer of the two-layer system meets the
predefined criteria for the two-layer simulations (constraint 1). Moreover, the mean total
cell-rate does not exceed the mean cell-rate of the single layer system by more than 5 %
in all sequences (constraint 2).

In these tables, the P S N R without loss is due to

quantisation error and the difference between the P S N R with and without loss is caused
by cell loss in the transmission. Using a re-quantisation two-layer scheme, a m i n i m u m Tl
= 30 d B is provided for the P S N R due to the base layer ( H P - P S N R ) in all sequences
hence constraint 3 is satisfied. The total P S N R of the two-layer scheme in a lossy
environment is greater than 72 = 25 d B for all sequences (constraint 4). The P S N R of
the single layer system is higher than that of the proposed two-layer system for Table-
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tennis and Bike sequences with a lossy channel. The same trend exists between P S N R of

single and two-layer systems for loss-free transmission. However, the efficiency facto

(ri) of the two-layer system is higher in all sequences. This confirms that in order t
determine the performance of a packet video coding system several factors should be
considered together.

In Table 6.1 the parameter r\ is only calculated for total PSNR with loss, although it
be calculated for total PSNR without loss. Calculating for this case, it is found that
two-layer coding system exhibits lower efficiency in a loss-free environment compared
corresponding single layer system.

Single-layer
Q

Size
PSNR (dB) PSNR (dB)
(cells/frame) (without loss) (with loss)

n

Bike

8

95

39.85

38.10

2.00

Table Tennis

8

187

36.40

32.24

0.86

Flower Garden

8

417

34.67

25.54

0.30

(a)
Table 6.1:

Average sequence P S N R and average cell rate for (a) single layer and (b)
two-layer systems performed for three sequences using :
Cell loss rate and error burst length of H P channel : CLR1=0.005,
BL1=4.
Cell loss rate and error burst length of L P channel: CLR2=0.01, BL2=8.
Cell loss rate and error burst length of the channel used in single layer
system : CLR=0.005, BL=4.
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Two-layer
Qi

Q2

HP-PSNR Total- Total(dB) PSNR(dB) PSNR

HP.Size LP_Size

(without loss) ( d B )
(cells per (cells per
(without loss)
(with loss)
frame")
frame")

Bike

Tl

16 6

49

51

36.75

37.90

37.34

2.48

Table Tennis 16 7

89

90

32.53

33.20

31.42

1.17

Flower Garden 16 7

212

185

29.97

31.88

26.58

0.43

(b)
Table 6.1:

(continued)

The dynamic performance of the single layer and two-layer systems are presented for th
three sequences and for 50 frames in Figure 6.2. The dips in P S N R of the two-layer
system are due to cell loss in the base layer. The results show that the use of the requantisation two-layer approach leads to a more stable P S N R .
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Figure 6.2: PSNR for the two-layer system (with and without a lossy channel) and
single layer system over 50 frames. Performed for (a) Bike (b) Flower
Garden and (c) Table-tennis under the conditions explained in Table 6.1.
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Figure 6.2: (Continued).

Figure 6.3 shows the corresponding cell-rates of 20 frames in both channels (LP, H P and
total) due to the two-layer and single layer systems under conditions similar to those
used in the case shown in Figure 6.2.
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Figure 6.3:

Cell-rate of the two-layer (LP, H P and total) and single layer systems over
20 frames for (a) Bike, (b) Flower Garden and (c) Table-tennis under the
conditions explained in Table 6.1.
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Figure 6.3:

(Continued).

The large spikes with a period of 6 are due to the / pictures in the GOP's pattern. Small
spikes are generated by the P pictures. In all sequences the cell-rate in the enhancement
layer is smooth compared to that of the base layer. A negative correlation is easily seen
between the cell rate in the base and enhancement layers due to the subtraction process.
The filtering effect of the spectral separation layering, described in Chapter 5, is not
observed here. In most cases the total cell rate is smaller than that of single layer system.

Figure 6.4(a) shows frame number 149 of the original Bike sequence. The reconstructed
frame for the single layer system is shown in Figure 6.4(b). The re-quantisation twolayer system produces a frame with better quality shown in Figure 6.4(c).

Both

reconstructed frames by the single layer and two-layer systems are reconstructed under
similar conditions to those described in the caption of Figure 6.2. The effects of cell loss
and its compensation can be clearly seen in Figures 6.4(b) and 6.4(c), respectively.
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(c)
Figure 6.4:

Frame 149 of Bike sequence (a) original frame (b) reconstructed by single
layer system without error concealment (c) reconstructed by two-layer
system with error concealment under the conditions explained in Table
6.1.

6.5 Sensitivity of Two-Layer system
The cell loss rate in the H P and the L P channels (CLR1 and CLR2), the average number
of consecutive cells lost in these channels (BL1 and BL2) and the quantisation factors
applied in the base and enhancement layers (Ql and Q2) are a major influence on the
performance of a two-layer system. Several simulations using Flower Garden were
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carried out to investigate the effect of these parameters on the P S N R and efficiency of
the proposed two-layer system. Ql controls the cell rate of the base layer whilst Q2
controls the overall cell rate. In this study Ql is varied while the other parameters are
set to some predefined values (Table 6.2(a)). It is observed that when Ql increases the
P S N R is reduced but the efficiency factor (r|) increases. Thus, the optimum Ql is the
largest one that satisfies the four above mentioned constraints. Table 6.2(b) shows that
when Q2 is increased, r| increases but the system is not as sensitive to Q2 as it is to Ql.
Thus the optimum value of Q2 is determined by the four constraints.

Q2=4

CLR 1=0.001 BL1-A
CLR2=0.005
BL2=S

Qi

PSNR
(dB)

Tl

4

40.04
34.25
31.83
30.22

0.72
1.02
1.41
1.57

8
16
24

(a)
Table 6.2 :

Ql=\6

CLR1=0.00\
CLR2=0.005

BL1=4
BL2=%

Q2

PSNR
(dB)

"H

4

31.83
30.77
29.24
29.30

1.41
1.76
1.88
1.88

8
16
24

(b)

Two-layer system sensitivity to (a) Ql and (b) Q2 for Flower Garden.

Table 6.3 shows the effect of cell loss rate (CLR) on both PSNR and r\. As shown in
Table 6.3(a), these parameters decrease with increasing CLR1. Table 6.3(b) shows a
similar trend for the effect of CLR2 on P S N R and T\. However, Table 6.3(b) shows that
the system performance is more dependent on CLR1 than on CLR2.
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<2/=8
22=4

CLR1
0.001
0.002
0.003
0.004

CLK2=0.005

PSNR
(dB)
34.25
31.02
29.84
27.93

BL1=4
BL2=S

Tl
1.02
0.92
0.88
0.83
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2/=8
22=4

CLR1=0.00\

CLR2

PSNR
(dB)
34.31
34.25
34.01
33.90

0.003
0.005
0.007
0.009

(a)

BL1=A
BL2=8

Tl
1.02
1.02
1.00
1.00

(b)

Table 6.3: Two-layer system sensitivity to (a) CLR1 and (b) CLR2 for Flower
Garden.
Table 6.4 shows the effect of different BLs. A small change in PSNR and r| can be
observed when BL1 and BL2 are increased. This shows that both the distribution
function of cell loss as well as the average cell loss ratio affect the performance.
Interestingly, both P S N R and T) show an increasing trend with increasing BL. This
means that for a given average cell loss rate, an environment with larger BL (more bursty
cell loss) is more suited to the layered coding approach. The same trend was observed
for the two other sequences but for brevity their tables are not presented.

G7=8
22=4

CL7?7=0.001
CLR2=0.005

BL2=S

BL1

PSNR
(dB)

Tl

2

32.66
34.25
34.37
34.35

097
L02
L02
L02

4
6
8

(a)
Table 6.4:

27=8
22=4

CLR1=0.00\
C/J?2=0.005

BL2

PSNR
(dB)
34.15
34.25
34.25
34.33

4
6
8
10

BL1=A

Tl
1.01
1.02
1.02
1.02

(*>)

Two-layer system sensitivity to (a) BL1 and (b) BL2 for Flower Garden.
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Video Source Modelling

The statistical characteristics of the cell stream at the output of the two-layer system's
encoder are analysed in this section. Figure 6.5 shows the statistical properties of the
base and enhancement cells-per-frame processes generated by the proposed requantisation two-layer system for the three image sequences. T h e figure for each
sequence consists of six subplots and has the same structure as the Figure 5.5 of Chapter
5. T h e upper subplots provide the values of some statistical parameters for the above
process. T h e middle subplots are histograms of the process and their fitted G a m m a
probability

density

functions.

T h e lower

subplots

show

the corresponding

autocorrelation functions.

Base Layer
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Figure 6.5:

Statistical characteristics of (a) Bike, (b) Flower Garden and (c) Tabletennis under conditions explained in Table 6.1.
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The results presented in the upper set of subplots show that in all cases the peak (Max),
standard deviation (STD), and the burstiness (BT, defined as the peak to mean ratio) in
the base layer are greater than those of the enhancement layer. The middle set of
subplots in Figure 6.5 shows the distribution function of the cells-per-frame process
generated by the base and enhancement layers. Using the procedure described in
Chapter 3 the corresponding G a m m a pdf are found.

The distribution and G a m m a

functions are plotted with different scaling so that the peaks are of the same order. The
shape and scale parameters of the G a m m a pdf, Alpha (a) and Beta (p), are illustrated in
the upper subplots. For Table-tennis the G a m m a function due to the base layer is not
plotted. In this case, a is smaller than 1 (in the figure it is rounded to 1) and pdf starts at
infinity therefore cannot be plotted. Figure 6.5 shows that for all sequences a small a
and a large P is obtained for the process in the base layer and a small P and a large a is
obtained for the process in the enhancement layer. Thus, the enhancement layer cellsper-frame process has a pdf close to a Gaussian pdf and the base layer process has a
skewed pdf. This result is totally different from that found in Chapter 5 for the H.261
spectral separation two-layer coding system. The goodness-of-fit between the observed
data and those generated by the G a m m a model is evaluated by T, F and % 2 tests. These
tests show that in all cases the G a m m a density function fits well the empirical distribution
of the cells-per-frame process for both the base and enhancement layers and the null
hypothesis is rejected at the 5 % significance level.

The last two subplots show the autocorrelation functions of the cells-per-frame process
in the two layers. In all sequences there are periodic impulses in the autocorrelation
function of both layers with a period of 6 frames. These spikes are more obvious in the
base layer's function and are due to the high correlation between the number of cells per
frame generated by the / and P pictures in the G O P pattern used in the M P E G encoder.
Correlation between samples of the process exists for up to 150 frames and does not
decay quickly. This behaviour is similar to the autocorrelation functions for the spectral
separation scheme (see Chapter 5) for both layers which suggests that the overall mean is
non-stationary and simple models such as the A R (1) model are inadequate.
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A n A R I M A model is introduced for the cells-per-frame process generated by the M P E G
re-quantisation two-layer system. The procedure is the same as described in Chapter 5.
Only the first 100 samples due to the first 100 frames are used in the modelling and BoxJenkins methodology is used to implement the model. The differencing operator is
applied to the time series to transform it to a stationary process. The nature of the
differencing, seasonal or non-seasonal, and its order are different for the six processes
due to the two layers and the three sequences.

For all of the image sequences, a periodic pattern with a period of 6 is observed in the
A C F and the P A C F of the cells-per-frame process for the base layer. The observations
imply that a seasonal difference of order 1 (D = 1) and period 6 (s = 6) can remove the
seasonal trend in these processes. For the enhancement layer, a combination of seasonal
and non-seasonal differencing of order 1 (d = D = 1) with period 3 for Bike and period 6
for Table-tennis is employed. For Flower Garden the two layers require the same
differencing. The seasonal trends in the base layer are due to the refreshing frames (/
pictures) in the M P E G standard. The model identification is done by comparing the
S A C F and S P A C F of the transformed series with the theoretical A C F and P A C F . It is
observed that an AR1MA(0,0,0)(0,1,0) for the H P layer can explain the process's
behaviour

for

all sequences.

In

addition, ARIMA(1,1,1)( 1,1,1) for Bike,

ARIMA(0,0,1)(0,1,1) for Flower Garden and ARIMA(0,1,1)(0,1,1) for Table-tennis can
represent the statistical behaviour in the corresponding processes of the enhancement
layer satisfactorily. After the identification stage and having obtained the A R I M A
structure the model parameters are estimated by use of the m a x i m u m likelihood method.
Using the T-test, it is found that all estimated coefficients are significantly different from
zero and the null hypothesis (HO: estimation coefficients = 0) is rejected at the 5%
significance level.

50 observations are predicted by the above ARIMA models to evaluate their validities.
For comparison, the procedures are repeated with an AR(1) model. T o evaluate the
goodness-of-fit between the number of cells per frame measured from the video

Re-Quantisation Two-Layer Coding

149

sequence (observed data) and those obtained by the model (predicted data) the residuals
are considered. Figure 6.6 shows the residuals of the A R I M A and A R (1) models in the
base and enhancement layers for Table-tennis.

It is observed that in both layers the

residuals due to A R I M A are closer to a white noise sequence with zero mean.
Moreover, there is a significant difference between the M S E of the A R I M A model and
A R (1) model. It shows that the A R I M A model leads to a better goodness-of-fit and a
more precise forecasting for all sequences compared to the AR(1) model.

The advantage of the proposed ARIMA model over the AR(1) model is independent of
the statistical characteristics of the video sequences. Table 6.5 shows the M S E values
for all sequences. In all cases A R I M A model shows lower M S E compared to A R (1)
model.
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enhancement cells-per-frame processes for Table-tennis; (a) A R I M A
(base layer), (b) A R (1) (base layer), (c) A R I M A (enhancement layer), (d)
A R (1) (enhancement layer)..
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M S E of the ARIMA and AR (1) models applied to the base and
enhancement cells-per-frame processes for three video sequences.

6.7 Summary
In this chapter a two-layer packet video system which includes the M P E G algorithm for
video compression, variable bit rate coding, temporal error concealment and requantisation two-layer coding was studied. The protection capability of this system
against a cell loss error rate of level 0.01 for the L P channel and 0.005 for the H P
channel was examined. The results of the simulations in relation to the three sequences
with different statistical characteristics demonstrated that the re-quantisation two-layer
system can effectively reduce the effect of cell loss and provides a more stable picture
quality compared with its corresponding single layer system which transmit all data
through the H P channel. There is only a slight increase in the total cell rate whilst the
two-layer system uses less bandwidth of the high priority (high cost) channel. It was
shown that using the re-quantisation scheme a minimum image quality can be guaranteed
only if the base layer traffic is received.

The performance of the two-layer system is affected by the average cell loss rate (CLR),
average error burst length (BL) in the channel and quantisation factor (Q).

A

quantitative measure, r\, introduced in Chapter 2, was used to evaluate the efficiency of
the two-layer and the single layer systems. This factor includes the cost ratio of the H P
and L P channels as well as the cell rate and P S N R . It was found that with increasing
quantisation factors of both layers (Ql and Q2), P S N R decreases whilst system
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efficiency, r|, increases. Q2 affects the P S N R and n of the two-layer system m u c h less
than Ql.

For Q2 greater than 16 there is no change in rj. There is an approximately

linear relation between T| and CLR1 with the efficiency decreasing with increasing CLR1.
Unlike CLR1, CLR2

has little effect on P S N R and r|. The results showed that for the

two-layer coding system, a greater efficiency can be achieved in a more bursty
environment, that is, one with a large BL1 and/or BL2.

The output data stream of the two-layer system's encoder was characterised for the three
sequences. S o m e statistical parameters of the cells-per-frame process, that is, average,
standard deviation, peak to mean ratio, probability distribution and autocorrelation
functions were obtained. The results showed that two different classes of G a m m a
density function can be fitted as probability distribution functions of the cells-per-frame
process for the base and enhancement layers. A skewed G a m m a density function fits the
base process and a g a m m a density function with a bell shape fits the enhancement
process. The correlation decreases very slowly for both the base and the enhancement
processes implying that they are non-stationary. A n A R I M A model was considered to
model the cells-per-frame process generated by the re-quantisation encoder and forecast
some data. Using the mean square error measure the predicted data compared well with
the observed data. In addition the A R I M A model generated a more accurate predicted
data compared to the A R ( 1 ) model.

CHAPTER 7:

Adaptive Spatial Two-Layer
Coding

7.1 Introduction
In this chapter an adaptive spatial two-layer scheme for prioritisation is considered where
the segmentation is performed in the spatial domain. The intraframe macroblocks are
coded in the base layer and transmitted over the H P channel whilst the interframe
macroblocks are sent through the L P channel and enhance the quality of the
reconstructed image. T h e statistical behaviour of the spatial two-layer encoder's output
is analysed and two G a m m a density functions are proposed as the pdf of the cells-perframe process generated by this encoder. T h e A R T M A model is also proposed to
represent mathematically the above process.

The proposed system uses the H.261 algorithm for video coding. The detection method,
error concealment technique and cell loss simulation used are identical to those in
Chapters 5 and 6 with minor modifications. T h e general structure of the two-layer
packet video system used in this chapter is similar to those used in the systems
considered in Chapters 5 and 6 and showed in Figure 1.1 of Chapter 1.

The organisation of this chapter is as follows. Section 7.2 describes the spatial layering
scheme and the error concealment mechanism used. In Section 7.3 the cell rate and
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P S N R results of the proposed two-layer packet video system is evaluated and compared
with the corresponding single layer system for the three video sequences. The single
layer system sends all the data through the H P channel. The statistical analysis of the
cells-per-frame process generated by the adaptive spatial two-layer encoder is presented
in Section 7.4.

7.2 Adaptive Spatial Two-Layer Coding
Spatial layering is accomplished by separating the macroblocks of each group of blocks
( G O B ) into the base and enhancement layers. The block diagram of the two-layer
system's encoder and decoder is similar to that of Figure 5.1 in Chapter 5.

For

illustration purpose only, a frame with 16 macroblocks was selected and the layering
scheme is shown in Figure 7.1. Using adaptive spatial two-layer coding, the intraframe
macroblocks data, the picture and G O B headers, the motion vectors due to interframe
macroblocks, the quantisation factors and the M B addresses are coded in the base layer.
The interframe macroblocks' data and the headers are placed in the enhancement layer.
The headers are placed in both layers to ensure synchronisation is maintained between
two layers. The base layer is transmitted on the channel with the lower cell loss rate (HP
channel) whilst the enhancement layer is transmitted through the L P channel. This
layering is called spatial layering because each macroblock is a spatial component of the
picture.

To provide a "fair" environment for comparing the two-layer and single layer systems it
is necessary to generate a different percentage of the average number of intraframe
macroblocks per frame (N). A s Figure 7.2(a) shows the default decision function in the
original H.261 video coding standard results in statistically less than 5 0 % of the
macroblocks being coded using intraframe coding. This outcome could be insufficient in
some cases. B y extending the area available for intraframe coding, as shown in Figure
7.2(b), the number of macroblocks that will statistically be intraframe coded is increased
substantially. A n adaptive algorithm controls TV which consequently determines the
average cell rate of the base layer. In a real B - I S D N system, N can be fedback from
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traffic congestion control in the H P channel and applied to the adaptive algorithm.

Frame

H P sub-frame
P jP
P

H

P

P

P

P
P

,

Transmitted M B
Figure 7.1:

LP sub-frame

Blank M B

Spatial separation scheme for a frame with 16 macroblocks.

There are t w o motivations behind this layering technique.

Firstly, the cell loss in

intraframe macroblocks cannot be recovered as efficiendy as in interframe macroblocks.
In fact, the possible error concealment technique and its complexity for intraframe and
interframe macroblocks are different. This implies that intraframe macroblocks should be
transmitted through the low cell-loss-rate channel.
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V': Variance of motion compensated block.
Figure 7.2: Default decision functions for deterrnining intra or inter coding in (a)
standard H.261 coder and (b) modified encoder.
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Secondly, the capability of intraframe macroblocks to produce a minimum quality at the
decoder is more than interframe macroblocks. This capability can be matched to a
fundamental principle in a two-layer coding scheme where the base layer of a two-layer
system should be able to generate a reconstructed signal to a minimum predefined quality
of service. Thus, intraframe macroblocks should be carried in the base layer.

The recovery capability of interframe macroblocks is more than intraframe macroblocks
because if they are damaged they can be concealed without the need for complex
processing. For interframe macroblocks, a high performance error concealment method
such as temporal error concealment with motion compensation can be obtained by simply
setting the received signal to zero. These macroblocks are transmitted through the L P
channel. The only drawback is the higher error propagation due to more error in the
interframe macroblocks. It can be concealed with increasing the number of intraframe
macroblocks coded for each frame as is done by modification of the decision function
(see Fig. 7.2).

In contrast, the intraframe macroblocks are coded without prediction and have no
motion vectors. If they are lost, an intelligent algorithm should be incorporated into the
decoder to conceal the error so that there is no noticeable degradation. Thus, these
macroblocks are sent through the H P channel. In the next section it will be shown that
intraframe macroblocks have the capability to provide the minimum quality when all
interframe macroblocks are lost.

Using this scheme, the minimum quality can be

achieved by carrying the intraframe macroblocks in the base layer even when interframe
macroblocks are lost at a high rate, similar to that which occurs in the L P channel.

To improve the robustness of the system and compensate for the lost intraframe
macroblocks in the base layer an error concealment technique is necessary. In this
system, a n e w error concealment method is introduced.

The cell loss detection is

performed in a similar w a y to that performed in the two previous chapters. In the first
stage, the cell numbering (provided in the cell header by the transmitter) is checked at the
cell loss detector and w h e n the sequential cell number is not in the normal order a
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d u m m y cell (all "1") is included in its place. In the second stage, the detection is
performed by a variable length decoder ( V L D ) . W h e n the m a x i m u m code length is
reached and no valid translation of a codeword has occurred, the decoder sets a flag and
goes to the error concealment mode. In this m o d e the corrupted G O B in the base layer
is replaced with the G O B in the same location in the previous frame. Compared to the
error concealment method used in Chapter 5, the smallest replaceable portion of the
frame has been changed from a macroblock to a G O B .
simpler.

Thus it is computationally

For the enhancement layer, temporal error concealment with motion

compensation is achieved by setting the signal to zero. This method of concealment
cannot be applied to the enhancement layer of the system that was presented in Chapter
5. The lost motion vectors are replaced with zero vectors.

7.3 Simulation Results
The codec structure used for the spatial layering technique is the H.261 codec with the
rate smoothing buffer eliminated in order that V B R coding can be incorporated. Results
are presented for three video sequences considered in earlier chapters (Bike, Flower
Garden and Table-tennis). The cell loss rate (CLR) applied to the H P and L P channels
are 0.005 and 0.01 whilst the corresponding average error burst lengths (BL) are 4 and
8, respectively. The following systems have been simulated to compare their dynamic
performances:

1. System A - Spatial two-layer system in a loss-free environment.

2. System B - System A but only the base layer is used for image reconstruction in the
decoder.

3. System C - A single layer system in a lossy environment. This system uses the
two-layer codec structure but all data are sent through the H P channel.

4.

System D - System A in a lossy environment.
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System E - System D with error concealment mechanism in the decoder.

7.3.1 Two-Layer versus Single Layer Scheme
Various simulations were performed to compare the performance of the adaptive spatial
two-layer system with the corresponding single layer system. The spatial two-layer
system has been evaluated on the basis of the four constraints described in Chapter 2
(Section 2.4.3) and used in the previous two chapters.

Table 7.1(a) presents several parameters of the coding scheme which are described
below. PI is the ratio of the cell rate in the base layer of the two-layer system to the cell
rate of the single layer system. P2 is the ratio of the total cell rate in the two-layer
system to the cell rate in the single layer system. The ratio of average cell rate in the
base layer to the total cell rate in the two-layer system is represented by P3. In this table
the ratios are expressed as percentages. The results show that PI meets the predefined
constraint 1 and in all cases is approximately 5 0 % . The total cell rate in the two-layer
coding scheme does not exceed the cell rate of the single layer scheme by more than 3 %
and therefore constraint 2 is also satisfied by P2.

The percentage of intraframe

macroblocks (AO and quantisation factor (Q) values are selected for the three sequences
so that constraints 1 and 2 are achieved.

The PSNR simulation results are shown in Table 7.1(b). The PSNR's in this table are
calculated only for the luminance (Y) components but the cell rates include the colour
signals. The noise in a loss-free environment is due to the quantisation error and is the
same for the single and the two-layer coding schemes. The PSNR's of system A and B
show the performance of the two-layer system in an ideal loss-free channel with and
without the enhancement layer. Comparing the fifth and the sixth columns of Table
7.1(b), the enhancement layer improves the quality of the video by 14.19 d B for Flower
Garden

whilst this value for Table-tennis is only 9.40 dB.

It shows that the

improvement in quality by the enhancement layer (from system B to A) is affected by the
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content of the video sequences. The base layer P S N R (system B) and total P S N R

(system E) satisfy constraints 3 and 4 in all image sequences except Flower Gar
because of its low spatial and temporal correlation.

N
Ql

Q2

8

8

31

Table-tennis

8

8

Flower Garden

8

8

Bike

P3

P2

(%)

52

1.03

50

41

51

1.00

50

53

47

1.00

47

(%)

Ql : Quantisation factor of single layer coding
Q2 : Quantisation factor of two-layer coding
N: Percentage of M B s in base layer (intra M B s )
(a)
Two-layer

PI

Single-layei

(%)

PI : Base mean / single layer mean
P2 : Total mean / single layer mean
P3 : Base mean / total mean

P S N R (dB)

system system system system system
D
E
(cells/frame) (cells/frame) (cells/frame)
B
C
A
37.34 26.84 21.12 30.50 35.93
38.46
74.47
38.58
HP_Size

LP_Size

Size

Table-tennis

83.10

80.42

162.73

33.65 24.25 20.86 24.76 30.17

Flower Garden

251.90

285.47

536.58

33.12 18.93 17.66 21.57 27.17

Bike

(b)

Table 7.1: (a) The bases for comparison of two-layer and single layer systems a
(b) average sequence P S N R and cell rate for two-layer system without
loss (A), adaptive spatial two-layer system using only base layer without
loss (B), single layer system with loss (C), adaptive spatial two-layer
system using two layers with loss (D), and system D plus error
concealment (E) for three video sequences using :
Cell loss rate and burst length of HP channel: CLR1 = 0.005, BL1 = 4.
Cell loss rate and burst length of LP channel: CLR2 = 0.01, BL2 = 8.
Cell loss rate and burst length of the channel used in single layer coding
system : CLR = 0.005, BL = 4.
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The performance improvement obtained by the use of spatial two-layer coding (from
system C to system D ) is approximately 9 d B for Bike whilst only 4 d B for Table-tennis
and Flower Garden. Thus the quality improvement for Bike is m u c h better when priority
is used, indicating that the statistical nature of this sequence is better suited to this form
of prioritised transmission than for the other two image sequences.

The PSNR improvement due to error concealment (from system D to system E) is
approximately 7 d B for Bike whilst 5.5 d B for Table-tennis and Flower Garden. In the
spatial two-layer coding scheme the necessary N for carrying half the total cell-rate by
intraframe macroblocks for Bike, Table-tennis and Flower Garden are 31, 41, and 53
respectively. This indicates that on average the difference between the number of cells
generated by one intraframe and one interframe macroblock is larger for Bike than for
either of Table-tennis and Flower Garden.

Paradoxically for Flower Garden, even

though the average number of intraframe M B s is greater than interframe M B ' s (N =
5 3 % ) , the average number of cells generated by the intraframe M B ' s is less than those
generated by interframe M B s (HP_Size < LP_Size).

This happens because of the

different statistical characteristics of the video sequences used.

The dynamic performance of systems C, D, and E for the three sequences and for 100
frames are shown in Figure 7.3. The sudden drops in P S N R are due to cell loss in the
stream. In all cases the use of the spatial two-layer approach (system D) givesriseto
P S N R improvement compared with the single layer method (system Q. Further, system
E that uses error concealment technique shows more consistency in the quality (PSNR)
compared with the same system without this mechanism (system D). The same trend
exists for all three sequences.
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Figure 7.3: Dynamic system performance for the systems C, D, and E (defi
Table 7.1), for three sequences under the conditions explained in Table
7.1.
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Figure 7.4 shows the corresponding cell-rate over 50 frames. A negative correlation
between the base (HP) and enhancement (LP) cell-rate is observed in this figure. The
total and single layer cell-rates are very similar and the filtering effect observed in
spectral separation layering is not seen here. Using spatial two-layer coding scheme, the
enhancement cell-rate follows the variation of single layer system's cell-rate but with
different scales. This implies that in the single layer system the cell rate is shaped by
interframe macroblocks rather than intraframe macroblocks.
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Figure 7.4:

Cell-rate of the two-layer (LP, H P and total) and single layer systems over
50 frames for (a) Bike, (b) Flower Garden and (c) Table-tennis under the
conditions explained in Table 7.1.
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Video Source Modeling

Figures 7.5 (a), (b) and (c) show the statistical properties of the cells-per-frame
processes generated by the H.261 adaptive spatial two-layer coding for Bike, Flower
Garden

and Table-tennis, respectively.

These figures have the structure of

corresponding figures in Chapters 5 (Fig. 5.5) and 6 (Fig. 6.5). The results show that in
both layers, Flower Garden

generates the highest average cell-rate and STD

and

minimum BT. This sequence does not have a high spatial and temporal correlation and
therefore cannot be compressed to the same extent as the other sequences.

The distribution functions of the cells-per-frame processes generated by the encoder of
the proposed system are shown in the third and fourth subplots. Using the procedure
described in Chapter 3, the corresponding G a m m a density functions are found for three
sequences. The results show that in all cases except base layer of Bike, the cells-perframe process in both layers have a relatively small a and a large (3. In the base layer
Bike has the largest a and the smallest p\ However, in the enhancement layer, Flower
Garden shows the largest a and (J.

The goodness-of-fit for the Gamma pdf is evaluated by T, F and %2 tests. It is found
that in all cases the G a m m a density functions fit the empirical distribution of the cellsper-frame processes very well for both the base and enhancement layers and the null
hypothesis is rejected at the 5 % significance level.
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Figure 7.5:

Statistical characteristics of (a) Bike, (b) Flower Garden and (c) Tabletennis under the conditions explained in Table 7.1.

Adaptive Spatial Two-Layer Coding

167

Base Layer

Enhancement Layer

Ave=84

Max=369

Ave=81

Max=180

STD=48

BT=4.393

STD=44

BT=2.222

Alpha=2.882

Beta=28.1

Alpha=4.618

100

Beta=18.19

200
300
Cell Rate

50
100
Frame Lag

400

100
Cell Rate

150

50
100
Frame Lag

150

(C)

Figure 7.5:

(Continued)

The last two subplots indicates that the processes in both layers and all sequences are
non-stationary. A n A R T M A model has been derived for the cells-per-frame generated by
the adaptive spatial two-layer coding system. In the first step, the differencing operator
was applied to the time series to transform them into stationary processes. The nature of
differencing, seasonal or non-seasonal and its order was different for each of the three
video sequences.

Observation of the periodic pattern in ACF and SACF of the enhancement layer for Bike
suggests that a seasonal difference of order 1 (D = 1) and period s = 5 can remove the
seasonal trend. For Table-tennis a non-seasonal differencing of order 1, and for Flower
Garden a non-seasonal differencing of order 2 transforms the non-stationary processes of
both layers to stationary processes. The structural identification is done by comparing
the S A C F and S P A C F of the transformed series with the theoretical A C F and P A C F . It
was found that for Bike an ARIMA(1,0,1)(0,0,0) and an ARIMA(0,0,0)(0,1,0), for
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Table-tennis an ARIMA(0,1,1)(0,0,0) and an ARIMA(1,1,1)(0,0,0) and for Flower
Garden an ARIMA(1,2,1)(0,0,0) and an ARIMA(2,2,2)(0,0,0) can satisfactorily model
the cells-per-frame processes generated at the base and enhancement layers, respectively.

The coefficients of the ARTMA model are estimated using maximum likelihood method.
T-test shows that each estimated coefficient is more than twice its standard error in
absolute value implying that each estimated coefficient is acceptable at the 5 %
significance level. Having obtained the model, the next 50 observations of the process
are predicted to evaluate its validity. The residuals are considered to evaluate the
goodness-of-fit between the observed and predicted data. Figure 7.6 shows the residuals
of both layers for Table-tennis. T o compare the capability of the A R T M A model the
residuals due to A R (1) model are also presented in this figure. Examination of the
residuals due to A R T M A models shows that they resemble a white noise with zero mean.
The A R T M A model shows lower M S E implying that A R T M A model can perform data
forecasting better than A R (1) model. The residuals of the both models show the same
trend for Bike and Flower Garden. They are not presented here for brevity although the
M S E values are presented in Table 7.2. It is found that in all sequences the A R T M A
model shows a better goodness-of-fit between the observed and predicted data compared
to the A R (1) model. Because M S E value depends on the data value the comparison
between base and enhancement layers and/or three sequences is not valid.
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Residuals of the A R T M A and A R (1) models applied to the base and
enhancement cells-per-frame processes for Table-tennis; (a) A R T M A
(base layer), (b) A R (1) (base layer), (c) A R T M A (enhancement layer), (d)
A R (1) (enhancement layer).
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enhancement

base

Bike
Flower Garden
Table-tennis

Table 7.2:

ARIMA

AR(1)

ARIMA

AR(1)

61

62

328

437

31270

33045

13173

13180

1200

1229

31

49.5

M S E of the A R T M A and A R (1) models applied to the base and
enhancement cells-per-frame processes for the three video sequences.

7.5 Summary
A n adaptive spatial two-layer system is proposed to suppress the effect of cell loss on the
video quality and to optimise the cost function. Temporal error concealment is added to
the H.261 decoder to improve the performance of the two-layer packet video system.
A s in the previous two chapters, protection against a cell loss error rate of 10~2 for the
L P channel and 5x10~ 3 for the H P channel by this system was examined for the Bike,
Flower Garden and Table-tennis sequences. T h e spatial two-layer system showed a
higher capability of coping with cell loss and achieving a very low penalty in the cell rate
compared to its corresponding single layer system that uses only the high priority
channel. The error concealment method used is also very effective in improving the
average P S N R and providing a more stable P S N R . The error concealment algorithm can
be implemented with only a slight modification to the H.261 decoder and without any
increase in the cell rate. T h e level of improvement achieved by the two-layer coding
scheme and error concealment method depends on the characteristics of the video
sequence and the results showed different values for the three test sequences.

The cells-per-frame process generated by the spatial two-layer encoder was characterised
for the three sequences. S o m e statistical parameters, that is the average, standard
deviation, peak to m e a n ratio, probability distribution and autocorrelation functions of
this process were studied. The results showed that except for the process generated by
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the base layer and Bike a G a m m a density function with small a and large p* (skewed
function) could be fitted as the probability density function of the process in all cases.
This result is different from those obtained in Chapters 5 and 6. For all of the image
sequences, the autocorrelation function of both processes decay very slowly implying
that the corresponding processes are not stationary. The A R T M A model of the cells-perframe process generated by the proposed two-layer system were derived and some data
were forecast by this model. The resulting predicted data compared well with the
observed data. For all image sequences, the A R T M A model showed better goodness-offit compared to the A R (1) model.

CHAPTER 8:

Hybrid Two-Layer Coding

8.1

Introduction

In Chapters 5, 6 and 7, three different prioritisation schemes, spectral separation, requantisation and spatial two-layer coding were introduced and their performances
evaluated. In this chapter a combination of these schemes, called the hybrid scheme, is
proposed. In the hybrid scheme, the layering is performed at both video component and
structure levels. T h e interframe macroblocks are grouped into base and enhancement
layers using a spectral separation structure and the intraframe macroblocks are
segmented by the re-quantisation scheme. The hybrid scheme is compared with the
spectral separation and re-quantisation methods in terms of cell-rate, P S N R and
efficiency factor (TJ). T h e sensitivity of the above systems to cell loss rate and the
number of D C T coefficients transmitted through is examined.

In addition the

performance of three other two-layer systems are briefly evaluated.

In this chapter the MPEG algorithm is used for all the two-layer systems as the video
compression algorithm. T h e statistical behaviour of the M P E G hybrid two-layer encoder
is analysed and the G a m m a density function is considered tofitthe pdf of the cells-perframe process generated by the base and enhancement layers. T h e A R T M A model is also
proposed to represent this process mathematically. The general structures of the twolayer packet video systems studied in this chapter are similar to that illustrated in Figure
1.1 of Chapter 1.
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The organisation of this chapter is as follows. Section 8.2 describes the n e w hybrid
layering method. In Section 8.3 the performance of the hybrid scheme is evaluated and
compared to the spectral and re-quantisation two-layer coding schemes. In Section 8.4
three other layering methods are proposed and their performances are compared to the
performance of the hybrid scheme. In Section 8.5 the statistical behaviour of the M P E G
hybrid two-layer encoder is analysed and some mathematical models are proposed for the
cells-per-frame processes generated by the hybrid encoder. A number of parameters
which affect the performance of the hybrid system are introduced in Section 8.6 and their
effects on the performance of the hybrid system is studied.

8.2 Hybrid Two-Layer Coding
In the hybrid scheme layering is initially performed at the M B level and is followed by
layering at the structure level.

Different classification methods are adopted for

intraframe and interframe coded macroblocks since their statistical characteristics are
different. T h e re-quantisation structure is applied to intraframe macroblocks and the
spectral separation method is used for interframe macroblocks, therefore all coefficients
of the interframe macroblocks are used in the prediction loop. This feature is important
because the interframe macroblocks coefficients have the same priority and none can be
ignored in the prediction loop. The intraframe macroblocks often have more energy
compared to interframe macroblocks. Use of the re-quantisation scheme implies that
there is often enough energy in the prediction loop for intraframe macroblocks. This
means that the advantage of the re-quantisation scheme has been used without its major
drawback; that of excluding a part of the original energy from the prediction loop.

For intraframe macroblocks the headers, which contain the information necessary for
reconstructing the image, are placed in the base layer which has high priority. T o classify
the D C T coefficients into two priority levels, the coefficients are coarsely quantised by a
large quantisation factor Ql and subsequently placed in the base layer. The difference
between the original signal and the locally decoded signal is finely quantised using a small
quantisation factor Q2

and the result is placed in the enhancement layer.

The
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quantisation factor Q2 determines the overall cell-rate of the system whereas Ql affects
the proportion of the information contained in the two layers.

For interframe macroblocks the motion vectors and headers are the information
necessary for image reconstruction that must be placed in the base layer. In addition, the
first N D C T coefficients are grouped into the base layer and the remaining coefficients
are placed in the enhancement layer. N affects the proportion of information contained in
each layer. A small value of N results in a large amount of information being sent in the
enhancement layer. Regardless of the value of N, all the coefficients are used for
prediction in the case of interframe macroblocks.

8.3 Simulation Results
In this section the performance of the hybrid two-layer system is compared to the
performance of the spectral separation and re-quantisation techniques in terms of average
cell-rate, peak signal to noise ratio ( P S N R ) and efficiency factor, TJ. All two-layer
systems are syntax compatible with the M P E G standard except that no rate feedback is
used in order to achieve V B R coding. In the original M P E G encoders the output buffer
occupancy is used to adjust the quantisation factor to equalise the generated data rate.
The V L C s for the enhancement layer are not optimised for the residual distortion
distribution.

Unlike the analysis method used in the previous three chapters, it is

assumed that the enhancement layer is lost and the base layer is guaranteed. The source
materials for the systems studied in this chapter are the image sequences considered
before (Bike, Flower Garden and Table-tennis).

Various two-layer encoding simulations were performed to compare the performance of
the single layer, re-quantisation, spectral separation, and the proposed hybrid techniques.
Constraints similar to those used in the last three chapters are applied here with slight
modifications. T h e constraints for this comparison are:

1. The average cell-rate of the base layer should be approximately half the average
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cell-rate of the single layer system.

2. The excess cell-rate in the two-layer systems should be minimised (less than 25%).

3. The peak cell-rate of the base layer should be approximately half the peak cell-rate
of the single layer system.

4. While receiving only the base layer, the PSNR should exceed a defined minimum
threshold (Tl dB).

5. The combination of the two layers should provide a defined minimum PSNR (T2
dB).

As discussed in Chapter 6, there is a need for an efficiency factor to account for the c
rate of the two layers and P S N R as well as the cost ratio between the H P and L P
channels. The definition of the efficiency factor is repeated here:

KxPSNR
(LP_Size)+(RxHP_Size) dB/dollar

(8.1)

where PSNR is in dB and LP_Size and HPJSize are the average cell rates in the HP and
L P channels in cells per frame. K is a normalisation constant and R is the cost ratio
between the H P and L P channels.

R needs to be determined from the practical

implementation of the B I S D N and commercial factors. The value of R is therefore
somewhat arbitrary, although it must not be equal to 1. In this work K and R have been
selected to be 10 and 2, respectively.

8.3.1 Comparison of the Two-Layer Schemes
Single layer encoding of the three sequences is generated with a quantiser parameter Q =
8. Several additional simulations are performed. Re-quantisation coding is implemented
with values [Ql = 17, Q2 = 6], [Ql = 17, Q2 = 7], and [Ql = 16, Q2 = 7] for Bike,
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Flower Garden and Table-tennis, respectively. The combinations of [N = 2, Ql = Q2 =
8], [N = 20, Ql = Q2 = 8] and [N = 12, Ql = Q2 = 8] are selected to implement the
spectral separation coding for the above sequences, respectively. In this study, the
hybrid coding is simulated with [N = 1, Ql = Q2 = 12], [N = 5, Ql = Q2 = 8] and [N =
3, Ql = Q2 = 10] for the three sequences, respectively. These parameters are selected
so that the constraints for the cell rate (constraints 1 and 2) are satisfied. A typical
pattern of IB B P B BI.... is used in the M P E G encoders. In this pattern the period (L)
is equal to 6 frames.

The average number of cells per frame, PSNR and efficiency factor results are given in
Tables 8.1, 8.2 and 8.3 for Bike, Flower Garden and Table-tennis, respectively. The
cell-rate statistics for the two-layer systems are given in part (a) of these tables. They
have been compared to the single layer system's cell-rate to investigate the satisfaction of
constraints 1, 2 and 3. In all cases, the base layer's cell-rates of all the two-layer systems
meet constraint 1. The total cell rates of all two-layer systems do not exceed the single
layer system's cell rate by more than 2 5 % and therefore constraint 2 is satisfied. It is
found that the largest excess cell rate is due to the spectral separation scheme for all
sequences. Moreover, there is no excess cell rate for the re-quantisation and hybrid
schemes. The re-quantisation and spectral separation schemes have approximately the
same peak ratio whilst the hybrid two-layer system generates the highest peak ratio for
all sequences.

Part (b) of these tables show the cell rate of the two layers, the HP-PSNR (PSNR due to
base layer), total P S N R and the efficiency factor due to the total P S N R for the single and
two-layer systems. It is found that in all cases the spectral separation system has a lower
H P - P S N R than the re-quantisation system whilst the hybrid provides a moderate one.
From the viewpoint of total P S N R the spectral separation provides a higher P S N R than
the re-quantisation method while the hybrid scheme generates a moderate one.
Considering the cell rate of the two layers and the cost ratio between the H P and L P
channels, the two layer systems have a higher efficiency factor (r\) compared to a single
layer system. The spectral separation scheme has the lowest efficiency for all sequences
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as this system generates the highest enhancement cell rate. The highest efficiency is
achieved with the proposed hybrid system in all cases. The efficiency improvement by
the hybrid system compared to the single layer system and other two-layer systems is not
the same for the three sequences. For example, comparing the hybrid and single layer
systems, the efficiency (TJ) improvements are 5 7 % , 4 7 % and 3 1 % for Bike, Table-tennis
and Flower Garden respectively.

Re-quantisation

Spectral
Separation

Hybrid

Base mean / Single-layer mean

0.51

0.47

0.49

Base mean / Total mean

0.49

0.37

0.67

Base peak / Single-layer peak

0.58

0.51

0.72

Total mean / Single-layer mean

1.04

1.26

0.73

(a)
HP-PSNR
(Cells / frame)(Cells / frame)
(dB)
LP_Size

Single-layer

HP_Size

Total-PSNR
(dB)

Tl

94.59

39.85

39.85

2.10

Re-quantisation

50.63

48.58

36.64

37.90

2.56

Spectral Separation

75.14

44.59

26.31

39.85

2.42

Hybrid

22.57

46.30

34.24

38.07

3.30

(b)
Table 8.1:

Statistics for the single-layer, re-quantisation, spectral separation, and
hybrid systems for Bike.
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Re-quantisation

Spectral
Separation

Hybrid

Base mean / Single-layer mean

0.49

0.49

0.49

Base mean / Total mean

0.52

0.44

0.48

Base peak / Single-layer peak

0.62

0.61

1.00

Total mean / Single-layer mean

0.94

1.11

1.03

(a)

LP_Size

HP_Size

H P - P S N R Total-PSNR
(Cells / frame) (Cells / frame)
(dB)
(dB)
Single layer

"H

416.93

34.67

34.67

0.41

Re-quantisation

188.96

205.54

29.79

31.89

0.53

Spectral Separation

258.28

207.76

21.18

34.69

0.51

Hybrid

224.75

207.60

26.54

34.66

0.54

(b)

Table 8.2:

Statistics for the single-layer, re-quantisation, spectral separation, and
hybrid systems for Flower Garden.
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Re-quantisation

Spectral
Separation

Hybrid

Base mean / Single-layer mean

0.47

0.49

0.50

Base mean / Total mean

0.49

0.42

0.64

Base peak / Single-layer peak

0.55

0.56

0.83

Total mean / Single-layer mean

0.97

1.18

0.79

(a)

LP_Size

HP-PSNR
(dB)

Total-PSNR
(dB)

Tl

187.37

36.40

36.40

0.97

HP_Size

(Cells / frame)(Cells / frame)

Single layer
Re-quantisation

89.76

89.11

32.54

33.20

1.23

Spectral Separation

128.57

92.11

24.43

36.40

1.16

Hybrid

53.50

95.15

31.43

34.89

1.43

(b)

Table 8.3:

Statistics for the single-layer, re-quantisation, spectral separation, and
hybrid systems for Table-tennis.

Figure 8.1 shows the HP-PSNR of the systems over 50 frames. It is observed that the
base layer of the spectral separation provides a near constant P S N R . The hybrid system
has the most fluctuations compared with other systems.
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Figure 8.1: HP-PSNR of the single-layer (system A), re-quantisation (system B),
spectral separation (system Q, and hybrid (system D) systems for (a)
Bike, (b) Flower Garden and (c) Table-tennis.
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Figure 8.1:

(Continued).

Figures 8.2, 8.3 and 8.4 show the cell rates of the single and two-layer systems under the
conditions similar to those of Figure 8.1 for Bike, Flower Garden and Table-tennis,
respectively. T w o relationships are observed in the cell rates generated by the base
(called H P process) and enhancement (called L P process) layers for the three sequences.
Firstly, a negative correlation between the base and enhancement cell-rates is observed in
all systems. Secondly, there is a positive and periodic correlation between any two
consecutive samples of those cell rates. The first effect is more noticeable in the requantisation and hybrid systems because when the base cell-rate increases (for examples,
in / pictures), the base layer signal is closer to the original image and a lower cell rate is
needed to code the difference signal. For example, in the re-quantisation system the
correlation coefficient between the base and enhancement cell rates is measured to be
-0.7 for Flower Garden. In the spectral separation scheme the difference procedure is
not used, therefore no negative correlation exists between the cell rates of the base and
enhancement layers. The second type of correlation is due to the fact that the cell rates
in the successive frames do not change substantially because of the continuity between
video frames except for scene changes and periodic refresh frames (/ pictures).
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Figure 8.2: Cell-rate of the single-layer (system A), re-quantisation (system B), hybrid
(system Q, and spectral separation (system D) systems in (a) base (HP)
layer, (b) enhancement (LP) layer and (c) total (LP + HP) for Bike under
the conditions explained in Table 8.1.
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Figure 8.2: (Continued).
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Figure 8.3: Cell-rate of the single-layer (system A), re-quantisation (system B),
(system Q, and spectral separation (system D) systems in (a) base (HP)
layer, (b) enhancement (LP) layer and (c) total (LP + H P ) for Flower
Garden under the conditions explained in Table 8.2.
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Figure 8.4:

Cell-rate of the single-layer (system A), re-quantisation (system B), hybrid
(system Q , and spectral separation (system D) systems in (a) base (HP)
layer, (b) enhancement (LP) layer and (c) total (LP + H P ) for Tabletennis under the conditions explained in Table 8.3.
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(Continued).

Other Hybrid Two-Layer Schemes

Three additional systems are partially examined in the present study. Firstly, in the requantisation system D C T transform coding is added to the enhancement layer. For
H.261 re-quantisation two-layer scheme it is noted [Ghanbari 1992] that the difference
between the video input and the picture reconstructed using the base layer contains
substantial amounts of correlation and so a D C T in the enhancement layer m a y be
necessary. This hypothesis w a s tested for the M P E G re-quantisation two-layer system
by studying the generated cell rate, P S N R and the efficiency factor for several values of
Ql, Q2, N, and L. It is found that w h e n the D C T is used the average number of cells per
frame is often increased because the difference data resembles noise and is difficult to
code efficiently. In all cases the efficiency will be decreased although sometimes the
P S N R improves. It is concluded that the D C T block in the enhancement layer increases
the hardware complexity and processing time and reduces the system efficiency.
Therefore a re-quantiser which finely quantises the output of the subtracter is sufficient.

The second hybrid of the re-quantisation and spectral separation schemes is also tested.
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In this scheme the re-quantisation structure is used but only the first N coefficients are
transmitted through the base layer while the remaining are set to zero. Using this
scheme, the re-quantisation system is forced to achieve a lower cell rate in the base layer
without using coarser quantisation. In this scheme only Af coefficients have been used in
the prediction loop. It is observed that this scheme has the lowest efficiency compared
to other two-layer systems studied in this chapter.

As the third hybrid scheme, the re-quantisation structure is applied to the interframe
macroblocks and the spectral separation method is used for the intraframe macroblocks.
Using this scheme, it is observed that in all cases the P S N R is somewhat greater than in
thefirsthybrid system (proposed in Section 8.2) but has less efficiency as it generates a
greater cell rate. It is found that while using M P E G algorithm among all two-layer
schemes such as spectral separation, re-quantisation, hybrid and three schemes discussed
in this section, hybrid scheme provides the highest efficiency factor (r\).

8.5 Video Source Modelling
In this section s o m e statistical characteristics of the cells-per-frame processes generated
by the base and enhancement layers of the spectral separation, re-quantisation and hybrid
two-layer systems and their corresponding single layer systems are analysed. They are
compared in terms of the average, peak, standard deviation, burstiness, the probability
distribution and the autocorrelation functions of the generated cells-per-frame processes.
G a m m a density function is considered to model the pdf of the above processes.
Moreover, an A R T M A model is proposed to represent the process generated by the
proposed hybrid system.

T h e predicted data are compared with observed data to

evaluate the accuracy of the model. The goodness-of-fit due to A R I M A model is
compared to the A R ( 1 ) model.

Figures 8.5 (a)-(d) show the statistical properties of the cells-per-frame processes
generated by the single layer system and the base and enhancement layers of the requantisation, spectral separation and hybrid systems for Bike. The structure of this figure
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is similar to the corresponding figures in Chapters 5, 6 and 7. The upper set of subplots
shows that the peak cell-rate (Max) of the hybrid system is greater than those of the
other two-layer systems in both layers. The burstiness (BT), defined as peak to mean
ratio, in both layers of the hybrid system is greater than those of the other systems. The
average of the process in both layers (Ave) has already been presented in Table 8.1.

The distribution functions of the cells-per-frame processes are shown in the middle set
subplots. For the single layer system a skewed G a m m a pdf with small a and large p is
obtained. The same trend exists for the base layer of all two-layer systems implying that
the base layer carries the pdf characteristics of the corresponding single layer system.
For spectral separation and hybrid two-layer systems the skewness of G a m m a pdf due to
the enhancement layer is the same as the base layer (small a and large P) whilst that of
re-quantisation system has large a and small P and is close to bell shape.

The

comparison between the G a m m a pdf obtained for the spectral separation system with
that obtained in Chapter 5 with different compression algorithm shows totally difference.
It is concluded that video compression algorithm plays significant role in shaping of pdf
due to cells-per-frame process. The shape and scale parameters of the hybrid and
spectral separation systems have the same trend in both layers whilst this similarity does
not exist for the hybrid and re-quantisation systems.

It indicates that interframe

macroblocks are more effective compared to intraframe macroblocks to shape pdf of the
hybrid system where interframe macroblocks are sent using spectral separation scheme.

2

F, T and 5C tests are used to evaluate the goodness-of-fit between the data generated by
the G a m m a density function and observed data. In all cases the G a m m a density function
fits the empirical distribution of the process very well and the null hypothesis (HO = the
residuals are not zero) is rejected at the 5 % significance level.
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Figure 8.5:

Statistical characteristics of the (a) single layer system, (b) re-quantisation
system, (c) spectral separation system and (d) hybrid system for Bike
under the conditions explained in Table 8.1.
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Figure 8.5: (Continued)
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In all systems there are some periodic impulses with period L in the autocorrelation
functions of the base and enhancement processes shown in the two last subplots. The
large impulses are due to the intraframe coding of the / pictures and the small spikes are
due to correlation between the P or the B pictures in the G O P pattern used in the M P E G
encoder. In the enhancement layer of the re-quantisation system this correlation is
reduced implying that the enhancement signal is not affected by this variations. In the
hybrid system the correlation impulses due to the P and B pictures are reduced whilst the
spikes due to the / pictures remain large. In all systems and for both layers, correlation
exists for up to 150 frames and does not decay quickly (for example within the 5 or 6
frame lags) implying that the process is not stationary.

The above discussion is

supported by the results obtained for the Table-tennis and Flower Garden. For brevity
their figures are not presented here but the corresponding statistical parameters are
demonstrated in Table 8.4.

Because the cells-per-frame process is not stationary the AR (1) model does not have the
capability to describe its behaviour.

Several A R I M A models are proposed for the

process generated by the re-quantisation, spectral separation and the proposed hybrid
systems. Observation of the periodic pattern in the autocorrelation function (ACF) and
sample A C F ( S A C F ) of the base process suggests that a seasonal difference of order 1
(D = 1) and period s = 6 can remove the seasonal trend for all systems. It is found that
an ARTMA(0,0,0)(0,1,0) can describe the statistical behaviour of the base process
generated by all the two-layer systems. For the enhancement processes of the two-layer
systems different models are proposed. A n ARIMA(0,1,1)(0,1,1) for the re-quantisation
system,

an

ARIMA(0,0,0)(0,1,0)

for

the

spectral

ARIMA(0,0,1)(0,1,1) for the hybrid system are proposed.

separation

and

an
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(a)
Table 8.4: Some statistical parameters for the three two-layer systems and their
corresponding single layer system and three sequences; (a) base layer and
(b) enhancement layer.
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Table 8.4:

(Continued)
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T o complete the design of the A R I M A model the coefficients are estimated by the
m a x i m u m likelihood method.

T-test is used to verify the validity of the estimated

coefficients. It is found that all of them are more than twice their standard error in
absolute value implying that all estimated coefficients are significantly different from
zero. Thefinalverification of these models is only possible after forecasting. Using the
estimated models, the subsequent 50 samples of the process are predicted. The residual
plot shown in Figure 8.6 are used to evaluate the goodness-of-fit between the number of
cells per frame measured at the encoder's output (observed data) and those obtained by
the proposed model (predicted data). In this figure the residuals of the A R T M A and A R
(1) models are plotted for the hybrid system and Table-tennis. It is found that in the
base and enhancement layers the residuals due to the A R T M A model resemble white
noise with zero mean (compared to its standard error) implying that this modelfitsthe
observed data adequately. Moreover, the A R T M A model has lower M S E in both layers.
The same trend exists for the spectral separation and re-quantisation systems but for
brevity they are not presented here. Table 8.5 shows the M S E of all three systems for
Table-tennis. The results show that for all of the systems the A R T M A model has lower
M S E compared to A R (1) model. Because the M S E value depends on the data value,
the sole valid comparison is between two models in each system and layer.
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Residuals of the A R T M A and A R (1) models applied to the base and
enhancement cells-per-frame processes generated by hybrid two-layer
encoder for Table-tennis; (a) A R T M A (base layer), (b) A R (1) (base
layer), (c) A R T M A (enhancement layer), (d) A R (1) (enhancement layer).
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base
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ARIMA

AR(1)

ARIMA

AR(1)

re-quantisation

52

13058

236

451

spectral separation

29

12626

148

17517

hybrid

96

25649

29

2617

Table 8.5:

8.6

M S E of the A R I M A and A R (1) models applied to the base and
enhancement cells-per-frame processes generated by three two-layer
systems for Table-tennis.

Sensitivity Analysis

The quantisation factors of the base and enhancement layers and the number of D C T
coefficients transmitted through the base layer are the most significant parameters
influencing the performance of a two-layer M P E G coding algorithm. In this section, the
effects of these parameters on the bit rate and P S N R of three two-layer systems are
examined.

In the re-quantisation scheme the quantisation factor in the base layer (Ql) has the
greatest effect while in the spectral separation the number of D C T coefficients
transmitted through the base layer (N) is the parameter with the greatest effect. In the
hybrid system, both these factors can control the bit rate and P S N R . Figures 8.7, 8.8,
and 8.9 show the effect of these parameters in the re-quantisation, spectral separation
and hybrid two-layer coding systems, respectively.

Figure 8.7(a) shows that with

increasing Ql (Q2 = 8) the base layer bit rate decreases but the bit rate of the
enhancement layer increases so that at Ql = 16 the bit rate of the two layers are equal.
P S N R decreases with 0.5 dB/Q slope while Ql is increasing (Fig. 8.7(b)). Figure 8.8(a)
shows the effect of N on the bit rate and P S N R in the spectral separation system. It is
found that w h e n N increases (Q = 8) the base layer bit rate and P S N R increase and the
enhancement layer's bit rate decreases so that at N = 20 the bit rate of the two layers are
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T h e effect of the above parameters in a hybrid two-layer system is also

investigated (Figure 8.9). Except the re-quantisation system, the bit rate of both layers
decrease while Q increases (N = 3) but the P S N R trend has the same slope (Figures
8.9(a) and (b)). Figure 8.9(c) shows that the trend for the bit rate of the hybrid system is
the same as for the spectral separation scheme but under these circumstances (Q = 8) no
equal bit rates can be achieved for the two layers.
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Summary

A n effective two-layer coding technique is a hybrid of the re-quantisation and spectral
separation techniques that combines the advantages of these schemes. The prioritisation
stage isfirstperformed based on macroblock type. T h e re-quantisation scheme is
applied to the intraframe macroblocks and the spectral separation technique is used for
the interframe macroblocks. T h e results of the simulation demonstrated that this twolayer system can satisfy the P S N R requirement with the base cell-rate being less than
5 0 % of the cell rate of the corresponding single layer system. The total cell rate is also
m u c h less than that of single layer system. This advantage gives rise to a high efficiency
factor, rj, for the hybrid system compared to the single layer system and spectral
separation and re-quantisation two-layer systems.

The cells-per-frame process was characterised for the single layer, spectral separation,
re-quantisation and hybrid two-layer encoders. The statistical parameters; the average,
standard deviation, peak to mean ratio, probability distribution and autocorrelation
functions of the cells-per-frame process were studied. It was shown that two different
classes of G a m m a density functions werefittedas the probability density functions of the
base and enhancement processes. In all cases a skewed G a m m a density functionfitsthe
base process and a bell shaped G a m m a density functionfitsthe enhancement process.
There is a peak at regular intervals in the autocorrelation functions which is due to the
high correlation between the intraframe coded components in the M P E G group of
pictures pattern.

In all systems, the autocorrelation functions of the base and enhancement processes
decay very slowly implying that the corresponding processes are not stationary. D u e to
the non-stationary characteristics of these time series the A R I M A model was considered
to represent the number of cells per frame generated by the different two-layer systems
and some data were forecast by the model. The resulting predicted data were compared
with the observed data by use of the mean square error. Compared with the A R (1)
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model the A R I M A model showed a better goodness-of-fit.

The proportion of traffic in the base and enhancement layers can be controlled by the
quantisation factors of both layers and the number of D C T coefficients placed in the base
layer. The effect of these parameters on the bit-rate and P S N R obtained by the spectral
separation, re-quantisation and hybrid two-layer systems were also investigated in this
chapter.

CHAPTER 9:

Conclusion and Further
Research

9.1 Goals of the Thesis
In this chapter the key questions posed during the preparation of this thesis are revisited
and some of the key results are reviewed. Future integrated service networks based on
the A T M techniques of packet switching (for example, B I S D N ) will be able to carry
various traffic types, such as data, voice and several video services. It is predicted that
video services such as video phone, video teleconferencing, T V and H D T V will be the
largest traffic for these networks. Compared with the conventional circuit-switched
approach, packet switching can provide flexible features such as allowing dynamic
bandwidth allocation to accommodate user needs. These networks are expected to
maintain constant picture quality and to better utilise channel capacity. However, the
unavoidable cell loss due to network congestion m a y seriously degrade the video quality.
In this thesis, the effect of cell loss on the video quality in A T M networks was
investigated and the techniques to suppress these effects at both the codec and network
levels were addressed. Attention is focused on two-layer coding scheme at the codec
level.

This thesis has a very broad scope, dealing with the determination of end-to-end
performance of a packet video system having cell loss. The study of this problem is
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A s a first step, the performance evaluation method should be

determined and for this purpose an objective assessment method is considered. Unlike
the image coding area, the set of P S N R and cell rate is not a sufficient measure as other
factors affect the performance of a packet video system. In Chapter 2, a general cost
function was developed to incorporate other necessary factors such as the cost ratio
between the H P and L P channels as well as the transmission bandwidth, image quality
and implementation cost. A n efficiency factor and some constraints were extracted from
the above cost function for comparing the proposed two-layer packet video systems with
their equivalent single layer system. This factor comprises the cell rates of the base and
enhancement layers, the cost ratio between the H P and L P channels and the end-to-end
P S N R . The video compression algorithm is a major component of a packet video system
which dominate the system's efficiency. In this study the H.261 and M P E G standard
video compression algorithms were adopted and addressed in Chapter 2.

The statistical characteristics of the video traffic are responsible for the channel and
packet video system performance.

The users must employ some deterministic

parameters to notify the network of the video source characteristics.

The traffic

characterisation of video data is an important component of any research in packet video.
In Chapter 3 the cells-per-frame stochastic process generated by the packet video source
was selected as representative of the video traffic and an attempt was made to model this
process. The G a m m a density function with two (shape and scale) parameters was
considered as the probability density function (pdf) for this process and the A R I M A
model was selected as its mathematical expression. T o identify the structure of the
A R I M A model the autocorrelation function of the observed data should be compared
with the theoretical autocorrelation functions of several A R I M A structures.

The

coefficients of the model should be estimated by the estimation methods such as least
square error or m a x i m u m likelihood. Then some data can be forecast by the model. T o
evaluate the fitness of the above models the goodness-of-fit measures such as T, F, *
and/or M S E should be used. In Chapter 3 these topics are covered.
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This thesis has been concerned with the development of video coding schemes that can
operate efficiently in an environment having cell loss.

In Chapter 4 the error

concealment and layered coding techniques are considered to overcome the problem of
cell loss at the codec level. In error concealment, the greatest emphasis was on temporal
error concealment whilst several two-layer coding schemes such as spectral separation
and re-quantisation methods were discussed in detail. Packetisation is an important stage
in a packet video system because it affects the performance of the error concealment and
total performance of the packet video system. Sequential packetisation was used here
for its packing efficiency and simplicity. Thefirststep in error concealment is cell loss
detection. T h e method adopted was a two-stage hybrid of cell numbering and variable
length detection which provides less misinterpretation of the cell stream in the case of
cell loss. The problems of error propagation due to interframe coding and lost motion
vectors need to be addressed in a packet video system. T o cope with error propagation
the in-built techniques in the M P E G and H.261 such as intraframe macroblocks and/or
frames were used. T o avoid more complexity no error concealment was applied for the
lost motion vectors and they are replaced with zero vectors. This method is good
enough for the low motion video sequences. All of these stages were discussed in
Chapter 4.

The performance of a packet video system is not independent from the statistical
characteristics of its video sequence input. In this study three video sequences (Bike,
Flower Garden and Table-tennis) with different characteristics were used as the input of
the two-layer packet video systems. They are discussed in Appendix A. The cell loss
model also affects the performance of a packet video system therefore it should be
addressed. T o achieve the consistent simulation of the cell loss the C C I T T cell loss
model was considered. This model is described in Appendix B. Finally, all of these subsystems were simulated in Chapters 5, 6, 7 and 8 to evaluate the performance of several
two-layer packet video systems. The simulation results presented in these chapters are
reviewed in the following section.
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Key Results

In this thesis four two-layer packet video coding systems were studied and their
simulation results presented in Chapters 5, 6, 7 and 8. Figure 9.1 (a repetition of Figure
1.1 of Chapter 1) shows the c o m m o n structure of all systems implemented in the second
part of the thesis. In all cases cell loss w a s applied with different rates in both the base
and enhancement layers. T h e packetisation and detection methods are the same for the
all systems whilst the implementation of other blocks are different. Table 9.1 summarises
the different options used in Figure 9.1. Key results of these chapters are briefly
presented.
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minimum
replaceable
portion

(CLR1, CLR2) (BL1, BL2)
(%)

(0, 100)
spectral
separation

H.261

macroblock
(MB)

(0.5, 1)

(2,4)

(0, 100)
re-quantisation

spatial
separation
hybrid, spectral
separation, requantisation

MPEG-I

slice

H.261

group of
blocks

(GOB)

MPEG-I

—

(0.5, 1)

(4,8)

(0, 100)
(0.5, 1)

(4,8)

(0, 100)

Cell loss rate in the H P channel
Cell loss rate in the L P channel
Error burst length in the H P channel
Error burst length in the L P channel

Table 9.1:

A summary of various options used in two-layer systems studied in the
second part (simulation results) of the thesis.

In Chapter 5, the H.261 standard for video compression was modified to incorporate
VBR

coding, adaptive spectral separation two-layer coding and temporal error

concealment to combat potential cell loss. T o reduce the smallest replaceable portion of
the frame to a macroblock, a small number of bits were inserted to identify the starting
point of one macroblock in the bit stream. This system and the systems studied in
Chapters 6 and 7 were examined under two different cell loss rate (CLR) conditions.
The C L R values (0, 1 0 0 ) % represents the receipt of the base layer only. The cell loss
error rate of 10"2 for the L P channel and 5xl0 - 3 for the H P channel (0.5, 1 ) % represents
the cell loss in both channels and is more realistic [Lee et al. 1990; Joseph et al. 1991;
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Leditschke 1992; Kinoshita et al. 1993]. The results showed that the two-layer system
can effectively suppress the effect of cell loss compared to its corresponding single layer
system at the penalty of only slight increases in cell rate and processing delay.

In Chapter 6, the re-quantisation two-layer coding was applied to the MPEG video
compression standard. The system generates V B R coded signals and has a temporal
error concealment algorithm with the smallest replaceable portion of a slice. The results
of the simulations for three test sequences with different characteristics demonstrated
that this system can effectively reduce the effect of cell loss and provide a more stable
quality compared with the corresponding single layer system. There is only a slight
increase in the total cell rate but it uses a m u c h smaller bandwidth in the high priority
channel. Moreover, it was shown that the basic image quality can be achieved even if
only the base layer traffic is guaranteed. In this chapter the effect of the quantisation
factor (Q), average cell loss rate (CLR) and average error burst length (BL) on the
system performance w a s evaluated. It was found that by increasing the quantisation
factors, the P S N R decreases but the efficiency factor increases. The parameter Ql
affects the system performance m u c h more than Q2 whilst the efficiency factor does not
change for Q2 greater than 16. There is an approximately linear relationship between the
efficiency factor and CLR1
The parameter CLR2

with the efficiency factor decreasing with increasing CLR1.

does not have a significant effect on efficiency. Moreover, the

results show that for the two-layer coding system a greater efficiency factor can be
achieved in a more bursty environment, that is one with a large BL1 and/or BL2.

In Chapter 7, an adaptive spatial two-layer system was proposed to cope with cell loss.
The H.261 Standard was modified to incorporate adaptive spatial two-layer coding as
well as the GOB-based temporal error concealment. Compared to the corresponding
single layer system which transmits all data over the high priority channel, the proposed
two-layer system had a higher P S N R without a substantial penalty on the cell rate. The
error concealment method is also very effective in improving the average P S N R and
providing a more stable quality. This method can be implemented by only a minor
modification to the H.261 decoder and without any increase in the cell rate. The results
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showed the level of improvement achieved by the two-layer coding scheme and error
concealment method depends on the statistical characteristics of video sequence used.

A common source of inefficiency in re-quantisation two-layer systems is the high
quantisation noise in the interframe prediction loop compared to the corresponding single
layer system. A more effective two-layer encoding technique which is a hybrid of the requantisation, spectral separation and spatial techniques was developed. In Chapter 8 the
hybrid two-layer system was compared with the spectral separation and re-quantisation
two-layer systems under the C L R condition of (0, 100)%. A modified M P E G algorithm
was used in all systems. The results of the simulation demonstrated that the hybrid
system can effectively reduce the high Q O S bandwidth required by the encoder while
achieving the minimum quality. The proportion of traffic assigned to the high and low
priority channels can be controlled by the quantisation factors of both layers and the
number of D C T coefficients included in the base layer. The effect of these parameters on
the bit rate and P S N R of the three two-layer systems was examined.

Table 9.2(a) shows a comparison between the performance of the above systems
explained in Table 9.1. The system studied in Chapter 6 which uses the re-quantisation
scheme, M P E G compression algorithm and slice-based error concealment has superior
H P - P S N R compared with spectral and spatial separation two-layer systems. H P - P S N R
is obtained by the base layer when the enhancement layer is lost (0, 100)%. In a more
practical situation (0.5, 1 ) % the results depend on the video sequence used. For Bike
this system keeps its advantage whilst for Table-tennis and Flower Garden spectral
separation two-layer systems shows greater P S N R . In the case of loss-free transmission
the PSNR's values are very close.

Table 9.2(b) demonstrates the performance of the two-layer systems with spectral
separation, re-quantisation and a hybrid of them when M P E G algorithm is used for data
compression. The above result for the H P - P S N R ( C L R 1 = 0 % , C L R 2 = 100%) is
supported here whilst in an ideal situation if the channel is transparent for the both layers
( C L R 1 = 0 % , C L R 2 = 0%) spectral separation technique shows higher performance.
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HP- Total-PSNR Total-PSNR
HP_size
LP_size PSNR (without loss) (with loss)
(cells/frame)(cells/frame) (dB)
(dB)
(dB)
(*)

Bike

Tabletennis

Flower
Garden

*
**
***

spectral separation
(Chapter 5)

42.81

45.71

23.81

37.15

32.19

re-quantisation
(Chapter 6)

49

51

36.75

37.90

37.34

spatial separation
(Chapter 7)

38.58

38.46

26.84

37.34

35.93

spectral separation
(Chapter 5)

73.76

112.96

21.32

33.59

31.94

re-quantisation
(Chapter 6)

89

90

32.53

33.20

31.42

spatial separation
(Chapter 7)

83.10

80.42

24.25

33.65

30.17

spectral separation
(Chapter 5)

262.42

288.13

18.97

32.68

31.23

re-quantisation
(Chapter 6)

212

185

29.97

31.88

26.58

spatial separation
(Chapter 7)

251.90

285.47

18.93

33.12

27.17

(CLR1, CLR2) = (0, 100)
(CLR1, CLR2) = (0, 0)
(CLR1, CLR2) = (0.5, 1)

Cell loss in LP channel only
N o cell loss
Cell loss in both channels
(a)

Table 9.2:

The comaprison between the performance of all systems studied in the
thesis.
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LP_size

(cells/frame) (cells/frame)

HP- Total-PSNR
PSNR (without loss)
(dB)
(dB)

(K=W)
(R = 2)

(*)
spectral separation

44.59

75.14

26.13

39.85

2.42

re-quantisation

48.58

50.63

36.75

37.90

2.56

hybrid

46.30

22.57

34.24

38.07

3.30

spectral separation

92.11

128.57

24.43

36.40

1.16

re-quantisation

89.11

89.76

32.53

33.20

1.23

hybrid

95.15

53.50

31.43

34.89

1.43

spectral separation

207.76

258.28

21.18

34.69

0.51

re-quantisation

205.54

188.96

29.79

31.89

0.53

hybrid

207.60

224.75

26.54

34.66

0.54

Bike

Tabletennis

Flower
Garden

*
**

(CLR1, CLR2) = (0, 100)
(CLR1, CLR2) = (0, 0)

Cell loss in L P channel only
N o cell loss

R : Cost ratio between the HP and LP channels
K: Normalisation factor in Equation 8.1
(b)
Table 9.2:

(continued)

Conclusion and Further Research

211

The topic of video source modelling is currently under active research. The main efforts
are directed towards the modelling of both the probability distribution and the statistics
of the cells-per-frame stochastic process which is defined as the number of cells required
to encode a frame of the video sequence. The average cell rate (Ave), standard deviation
(STD), peak to m e a n ratio as a measure of burstiness (BT), probability distribution and
autocorrelation functions were obtained for the cells-per-frame process generated by the
re-quantisation, spectral separation, spatial separation and hybrid systems discussed in
Chapters 5, 6, 7 and 8, respectively. The results showed that the G a m m a density
function can be well fitted as the probability density function for the corresponding
processes in the base and enhancement layers. Table 9.3 summarises the shape and scale
parameters of the G a m m a pdfs fitted to the cells-per-frame processes generated by the
systems implemented in Chapters 5, 6,7 and 8.

Table 9.3(a) shows that the trend of the shape and scale parameters for the two-layer
systems studied in Chapters 5, 6 and 7 are different. In the system studied in Chapter 5
in most cases (both layers) the cells-per-frame process was modelled with a G a m m a pdf
with large a and small p. In Chapter 7 the opposite trend was observed whilst for the
system studied in Chapter 6 the trend for the base and enhancement layers are totally
different. A G a m m a pdf with large a and small (3 fits the base process and a small a and
large p fits the enhancement process. S o m e sample pdf with various values of a and p
are given for illustration purpose only in Figure 9.2.

Table 9.3(b) shows the shape and scale parameters for the systems studied in Chapter 8.
For the single layer system a skewed Gamma/?df with small a and large P was obtained.
The same trend exists for the base layer of all two-layer systems implying that the base
layer carries the pdf characteristics of the corresponding single layer system. For spectral
separation and hybrid two-layer systems the skewness of G a m m a pdf due to the
enhancement layer was the same as the base layer (small a and large p) whilst that of requantisation system has large a and small P and was close to bell shape.
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a
(base)
spectral
separation
(Chapter 5)

requantisation
(Chapter 6)

Bike

(Chapter 7)

(base)
—

a

P

(enhancement) (enhancement)

15

3.06

Flower Garden

83.33

3.14

86.74

3.32

Table-tennis

11.14

6.64

4.13

27.32

Bike

1.442

34.67

18.27

2.73

Flower Garden

1.01

208.8

16.56

11.17

<1

99.65

14.7

6.124

Bike

16.77

2.32

2.88

13.53

Flower Garden

3.26

77.16

5.42

52.76

Table-tennis

4.61

18.19

2.88

28.1

Table-tennis

spatial
separation

—

P

(a)
Table 9.3: The shape and scale parameters for the three sequences and for the
systems studied in (a) Chapters 5, 6, 7 and (b) Chapter 8 under the
conditions explained in Table 9.2.
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a
(base)

a

p

(base) (enhancement) (enhancement)

Single layer

1.38

68.43

Re-quantisation

1.40

34.95

15.12

3.37

spectral separation

1.44

31.25

<1

79.42

hybrid

1.06

44.09

1.35

17.02

single layer

1.73

240.5

re-quantisation

<1

230.5

16.02

11.8

spectral
separation

1.35

154.2

2.09

123.5

hybrid

<1

349.2

1.26

177.9

single layer

1.06

177

re-quantisation

<1

99.65

14.7

6.12

spectral
separation

<1

94.34

<1

132.2

hybrid

<1

146.8

1.18

45.50

—

—

Bike

Flower
Garden

Tabletennis

(b)
Table 9.3:

(continued)

—

—

—

—
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Figure 9.2:

A n example of G a m m a density function with various value of a and p..

The Gamma pdf obtained for the spectral separation system in Table 9.3(a) is different
that of Table 9.3(b). It is concluded that the video compression algorithm plays a
significant role in shaping the pdf due to the cells-per-frame process. The shape and
scale parameters of the hybrid and spectral separation systems have the same trend in
both layers whilst this similarity does not exist for the hybrid and re-quantisation systems.
This indicates that interframe macroblocks are more effective compared to intraframe
macroblocks to shape the pdf of the hybrid system where interframe macroblocks are
sent using spectral separation scheme.
The autocorrelation functions of both the base and enhancement processes decay very
slowly implying that they are non-stationary. The A R I M A model was considered for the
cells-per-frame process generated by all two-layer systems discussed in Chapters 5, 6, 7
and 8. This model was chosen as it provides the best matched autocorrelation and partial
autocorrelation functions with those of the sample data, in particular, if the stochastic
process is non-stationary and/or there is a periodic trend in the sample process. In all
cases the forecast data generated by the A R I M A model compared well with the observed
data. T h e goodness-of-fit between the observed and predicted data generated by the
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A R I M A model was compared with that of the corresponding autoregressive order one
(AR(1)) model by use of mean square error. The results showed that in most cases the
A R I M A model has a less mean square error than the AR(1) model.

9.3 Topics for Future Research
Several topics related to performance analysis of the two-layer packet video systems
have been addressed in this thesis. There are, however, many topics which remain to be
explored. In this thesis three video sequences were used with the spatial resolution of
the teleconferencing format (352x240).

As mentioned earlier, the statistical

characteristics of the input sequence affects the performance of a packet video system.
Thus, one can apply the proposed algorithms to H D T V sequences and investigate their
performances. In addition, only five seconds of video was available for each sequence.
Although four seeds were applied in the cell loss simulation and the effective decoded
sequence length was increased four-fold to 600 frames, more reliable results can be
achieved if a longer sequence is used.

MPEG-I was used in this work. It is possible to extend the work to MPEG-II and
analyse the capability of the proposed schemes with new video compression algorithms.
Even in M P E G - I the group of pictures (GOP) can affect the statistical characteristics of
the output bitstream and consequently the performance of the packet video system. / B
B P B B I

pattern was used in this work whilst it is recognised that use of other

patterns affects the results [Khademi and Paoloni 1994].
In Appendix B, the CCITT cell loss model is discussed. The main objective of this
model is to allow consistent simulation of the effects of cell loss on video coding. Thus,
it was simplified and no attempt was made to model the actual A T M network. Future
research possibilities exist in the area of using an actual cell loss model in a two-layer
packet video system. Moreover, the channel noise was not considered independent of
cell loss. It was assumed that the channel noise affects the cell header and gives rise to
misrouting. In a more precise simulation the channel noise should be considered

Conclusion an d Further Research

216

independent of the cell loss.

In Chapter 2, a cost function and efficiency factor were proposed to evaluate the twolayer packet video system. For simplicity the different terms in the cost function are
assumed to be additive. The cost ratio of the H P and L P channels was assumed to be 2,
however, this and other factors in these formulae can be only accurately determined after
a full implementation of the A T M networks and for real traffic loading. Thus this area
remains an open field of research and more work should be carried out to achieve a
mature formulation.

The error concealment scheme was adopted for error recovery in this thesis. Forward
error correction codes are other options for further work. These codes in conjunction
with the interleaving technique can be used in the packet video systems. In the error
concealment option, spatial error concealment can be used in the decoder rather than the
temporal type which is used in this thesis. If motion vectors can be transmitted without
loss, the temporal error concealment with motion compensation can be obtained in all the
systems and for both the base and enhancement layers. In this research, the lost motion
vectors are replaced with zero whilst it is possible to apply higher performance error
concealment algorithm for this purpose. The packetisation method employed in the
system affects the performance of the error concealment technique used in the decoder.
The sequential method is adopted in this thesis due to its high packing efficiency whilst
more complicated methods are more helpful in the recovery scheme in the decoder. In
addition, several interleaving techniques can also be used in the packetisation stage.

In Chapter 4, two commonly accepted detection methods were discussed and a hybrid
scheme was proposed. Although the hybrid scheme prevents misinterpretation better
than a variable length detection scheme, further investigations should be carried out to
compare these methods in terms of misinterpretation and other factors which affect the
detection performance. In thefirststage of the hybrid detection scheme the lost cells
were replaced with all " 1 " bits to produce codes with the greatest distance to the "start
codes" defined in the M P E G and H.261 standards. A n extended investigation may
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compare between all " 1 " replacement and other patterns or no replacement at all.

In the area of modelling there is still significant opportunity to improve the understand
of the statistical characteristics of the traffic. O n e of the outstanding issues is to
understand the non-stationary properties of the compressed video. Although a model
that covers the non-stationary and periodic characteristics of the cells-per-frame process
was proposed, a rigorous study of this topic that covers scene changes will only be
possible w h e n large data sets become available. Understanding the distribution of scenes
and modelling the transition mechanisms between scenes will be central to a well
designed statistical multiplexing system. The G a m m a function wasfittedto the pdf of
the cells-per-frame process generated by several two-layer encoders very well. Other
flexible pdfs such as Weibull, Rayleigh and skew Gaussian could be compared with the
G a m m a density function.
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APPENDIX A:

Video Sequences

A.1 Introduction
The results of simulation in Chapters 5, 6, 7 and 8 show that the characteristics of the
input video sequence affects the performance of packet video coding systems. In this
appendix the video sequences employed in this study are briefly described. S o m e of the
parameters such as bit-rate, energy, entropy and mean pixel level, are presented for 150
frames (5 seconds) of the video sequence. The average values of these parameters are
also given.

A.2 Input Sequences
It has been reported [Ghanbari and Pearson 1988; Ghanbari 1989] that the videophone
and videoconference simulation sequences used during the H.261 standardisation
exercise do not exhibit a marked temporal variation in their bit-rate requirements. Peak
to m e a n ratios are approximately 1.3 compared to a value of approximately 4.5 for
broadcast television. Scene cuts are a good w a y to introduce large changes in a short
sequences, but the h u m a n visual system is temporarily blind to the many defects that
occur just after the cut; a fact exploited by the fixed rate codecs. Thus, each sequence
has a characteristic different from the others.

Moreover, these characteristics in

conjunction with the h u m a n visual system affect the performance of a packet video
system. T o achieve a general conclusion about the performance of the proposed twolayer systems, three video sequences with different characteristics are used in this thesis:
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Bike, Table-tennis and Flower Garden. Table-tennis was one of the sequences selected
by the M P E G for its studies into coding for rates of approximately 1.1 Mbit/s, mainly for
storage applications.

This sequence contains varying complexity such as, slow to

moderate movements, a textured background, camera zoom/pan, and scene changes.
The Bike sequence contains some areas of rapid motion and other areas of static
background. The Table-tennis sequence contains smaller and slower areas of movement.
The Flower Garden sequence includes slow camera panning around a flower garden.
These sequences are all in Y U V - S I F format with the U and V components subsampled in
the ratio of 2:1 in each direction.

A.3 Video Parameters
There are some parameters that characterise a video sequence. Bit rate, energy, entropy
and mean pixel value are general indicators for a video sequence. Figure A.1 is a plot of
the bits per frame generated when the three sequences are coded by the modified version
of H.261, where the rate control has been disabled and the quantiser step size is fixed at 8.

250000
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•Flowg
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Figure A.1:

A n example of the bit rate of the three sequences.
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This value is 1/512 of the theoretical dynamic range of the transform coefficients and was
chosen as a compromise between picture quality and bit requirements for the applications
of interest and as a base for a bit-rate comparison of the sequences. Bike shows a
periodic bit-rate with period 5 and less than 50 kbits per frame. Table-tennis has a
moderate bit-rate with more variations compared to Bike. Flower Garden generates the
highest bit rate due to its low spatial and temporal correlation and being difficult to
compress.

The other dynamic characteristics of the three sequences, including mean pixel value,
energy and entropy, are shown in Figures A.2, A.3 and A.4, respectively.
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Figure A.2:

A n example of the energy of the three sequences.
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Figure A.3: A n example of the entropy of the three sequences.
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Figure A.4: A n example of the mean pixel level of the three sequences.
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For each of these parameters, Bike has the smallest value, Table-tennis has the
intermediate value and Flower Garden has the largest value. The average values of each
parameter are presented in Table A.1.

M e a n Pixel Level

Energy

Entropy

Bike

103.95

905.11

6.51

Table-Tennis

126.87

1530.12

6.79

Flower Garden

131.78

3590.97

7.75

Table A.1:

The average values of three parameters for Bike, Table-tennis and Flower
Garden.

These parameters are calculated based only on the luminance component and on a pixel
by pixel basis. The mean pixel value for one frame is defined as :

N

I*J

x= =2—
N

(A.1)

where x is the pixel mean value for one frame, N is the number of pixels in one fram
(352x240) and x, is the luminance level of pixel i in the frame. The mean value for the
sequence can be determined by re-calculating the above average over 150 frames.
Energy (E) and entropy for each frame are defined as follows:
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N-\
i=0

N
(A.2)

255

Entropy = - £ / > , log #
i=0

(A.3)

where pt is the probability of occurrence level i in one frame which is defined as:

The repetition number of level /
Pi

(A.4)

A subjective picture of three video sequences used in this thesis is shown in Figure A. 5
where the 100"" frame of Bike, Flower Garden and Table-tennis is presented.

238

Video Sequences

(a)

(b)

; m

"..;
C]J|53;W7^

(c)

Figure A.5:

Frame 100 of (a) Bike, (b) F W e r Garden and (c) Table-tennis.

APPENDIX B:

Cell Loss Simulation

B.l

Introduction

The pattern of cell loss in the network has a significant impact on the performance of the
cell loss recovery schemes. In order to measure the performance of a packet video
coding system, the impact of dynamic cell loss should be taken into account. It is
inappropriate to consider only the mean cell loss rate (CLR) to describe the cell loss
phenomena in the A T M network. Several models have been proposed [Norros and
Virtamo 1991; Frater et al. 1994] to simulate the actual A T M network behaviour
regarding cell loss.

Although these models represent the congestion state of the

statistical multiplexing buffer accurately, they suffer from computational complexity. T o
allow consistent and simple simulation the C C I T T adopted a very simple cell discard
model [CCITT 1992]. The main objective of this model is to allow consistent simulation
of the effects of cell loss on video coding, with no attempt to model the real dynamic cell
loss that can occur in an A T M network. However, the relatively high levels of cell loss
generated in this study could provide a good approximation to the likely behaviour of
cell loss and represent the degradation which occurs during bursts of cell loss within an
A T M network. In this appendix the C C I T T model is briefly described in Section B.2.
The C programming for this model is presented in Section B.3.
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B.2

CCITT Cell Loss Model

According to the C C I T T model, cell loss is a random process with a probability that
depends only on whether the previous cell of the same priority was lost or not. In this
model PI is used to represent the probability of loss of the present cell if the last cell was
lost. P2 represents the probability of loss if the last cell was not lost. The mean loss
length is given by B while the overall mean cell loss rate is given by P.

These

probabilities and their relationship are illustrated in Figure B.l.

PI
->

Lost cell
•

*
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">
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N o lost cell
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Figure B.l:

Tree diagram of the probabilities P, PI and P2.
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The relationship between B, P, PI and P2 is easily found. First, define p(n) as the
probability of n consecutive cell losses. This probability is equal to the product of the
probability of losing the next n consecutive cells if the current cell is lost and the
previous cell was not lost, and the probability of the previous n consecutive cell losses if
the current cell is not lost. That is:
P(n)= P2 x P;-1 x(l- />)+(!- P2)xP(n). (B 1}

Thus, upon simplification one obtains:
P(n)= Pxn~l x(l-P{)

(B2)

A burst starts when a cell is lost after one or more safely received cells. The probab
that this is a burst of length one is equal to the probability that the next cell is not lost (1Pl). The probability that this is a burst of length two is equal to the probability that the
next cell is lost and the one after that is not lost [P 1(1-PI)]. The probability of a burst of
length n is P(n) in Equation (B.2). The mean burst length, B, is therefore given by:

B=(\-PX)+2PX(\-PX)+3P2(\-PX)+

.= |>xP( w )=-i

P

i .

(B.3)

or:
'. = 1--!B .

(B.4)

A lost cell may occur in two ways: immediately after a lost cell or immediately after a
safely received cell (see Fig. B.l). The probability that a cell is lost (P) is then equal to:

P=PxPx+(l-P)xP2 (B.5)

which can be simplified to:
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= — ^

1-P+P,
1

2

•

(B.6)

B y combining Equations (B.5) and (B.6), PI and P2 can be expressed in terms of P and
B:

B

P2 =

•

Bx(l-P)

(B.7)

(B.8)

Hence, by specifying B and P, network cell loss can be approximated during the whole
connection. For each cell, PI or P2 is computed to decide if it is lost or not depending
on the loss situation of the previous cell and in this way the cell loss can be easily
simulated using the two probabilities PI and P2. N o w , the simulation of cell loss needs
only a random number generator and the values of P and B for A T M networks.

B.3

Algorithm in C Programming

A function which performs the cell loss process using the C programming language is
given below.

LOSS-DECISION (P, B, PreviousCellLost)
double P, B;
int PreviousCellLost;

{
int current_cell;
double PI, P2;
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PI =P/(B*(1.0-P));
P2 = 1.0-(1.0/B);
random = RANDOM

( );

switch (PreviousCellLost)

{
case NO LOST:

if (random <pl) current_cell = LOST;
else current_cell = NO_LOST;
break;

case LOST:

if (random < p2) current_cell = LOST;
else current_cell = NOJLOST;
break;

I
PreviousCellLost = current_cell;
return (curent_cell);
;

where the R A N D O M () function simulates the random number generator. The function
accepts three parameters: the average cell loss rate in the network (P), the mean burst
length (B) and the status of the previous cell (for example LOST or NO_LOST).

The CCITT has recommended a generic algorithm for the random number gen
ensure that the same sequence of random numbers is generated by all simulations
regardless of the machine or programming language used. The function using the C
programming language is given below.

double RANDOM

()

{
intj, ShiftRegister, Bit25, Bit30;
double x;
for(j = 0;j<31;j++)
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Bit30 = ((ShiftRegister & 0x40000000) / 0x40000000);
Bit25 = ((ShiftRegister & 0x02000000) / 0x02000000);
ShiftRegister = ((2*ShiftRegister) % 0x80000000) + (Bit30A Bit25);
}
x = (double) (ShiftRegister)/(0x80000000 - Oxl);
return (x);

}

