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Abstract
The characteristics of optical modes in whispering-gallery cavities crucially depend on the underly-
ing classical ray dynamics as they are subject to dynamical tunneling. In particular, classical nonlinear
resonances lead to the hybridization of whispering-gallery modes spoiling their quality factors and
decreasing their lifetimes via resonance-assisted tunneling. In this thesis we present an intuitive semi-
classical description of resonance-assisted tunneling in deformed optical microdisks whose classical
ray dynamics exhibits a mixed phase space. We find good agreement between semiclassically obtained
decay rates of whispering-gallery modes and numerical solutions of the mode equation computed with
the boundary element method. Moreover, we extend a perturbative description for weakly deformed
microdisks with near-integrable ray dynamics to larger deformations and mixed phase spaces. This
yields an accurate description of decay rates and of the near-field intensity distributions. Our approach
is based on the approximation of the actual ray dynamics by an integrable Hamiltonian constructed
in adiabatic action-angle coordinates. This allows for semiclassical quantization in order to deter-
mine the wave numbers of whispering-gallery modes as well as for a ray based description of their
decay. The resonance-assisted coupling between individual modes is determined either perturbatively
or semiclassically in terms of complex paths.
Zusammenfassung
Flüstergaleriemoden in optischen Resonatoren zeigen dynamische Tunnelprozesse, welche maßgeb-
lich von der zugrundeliegenden klassischen Strahlendynamik abhängen. Die Lebenszeit und die daraus
resultierenden Gütefaktoren dieser Moden werden durch klassische nichtlineare Resonanzen und den
Effekt des resonanzunterstützten Tunnelns verringert. Hierfür entwickeln wir eine intuitive semiklas-
sische Beschreibung für den Fall deformierter optischer Kreiskavitäten, deren klassische Strahlen-
dynamik einen gemischten Phasenraum aufweist. Die semiklassisch berechneten Zerfallsraten stim-
men gut mit den numerischen Lösungen der Maxwell-Gleichungen, welche unter Nutzung der Rand-
elementmethode ermittelt werden, überein. Darüber hinaus erweitern wir den Anwendungsbereich
einer störungstheoretische Beschreibung von schwach deformierten Kavitäten hin zu größeren Defor-
mationen. Dies ermöglicht nicht nur eine akkurate Vorhersage von Zerfallsraten, sondern auch die
Beschreibung der Intensitätsverteilung von optischen Moden im Nahfeld. Unsere Methode basiert
auf der Konstruktion von adiabatischen Winkel-Wirkungskoordinaten und der Approximation der
Strahlendynamik durch ein integrables Hamiltonsches System. Mittels semiklassischer Quantisierung
bestimmen wir damit die Wellenzahlen von Flüstergaleriemoden, deren Lebenszeit ferner durch ein
strahlenbasiertes Modell beschrieben wird. Wir bestimmen die resonanzunterstützte Kopplung zwi-
schen einzelnen solcher Moden sowohl mittels Störungstheorie als auch mittels klassischer komplexer
Trajektorien.
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1 Introduction
Optical microcavities allow to confine electromagnetic waves for long times in small volumes. This
property gives rise to a rich variety of applications [1, 2] including sensors to detect temperature or
pressure changes, gas- or biological molecules as well as nanoparticles [3]. Moreover, optical microcavi-
ties may be used as single photon emitters, to create pairs of entangled photons or as ultralow-threshold
lasing devices [2, 4–6]. In particular for lasing applications, optical modes with long lifetimes, i.e.,
large quality factors, as well as unidirectional emission patterns are desired [7]. Long lifetimes typi-
cally can be realized by whispering-gallery cavities with circular or spherical boundary, for which the
classical ray dynamics is integrable. There, a light ray traveling along the boundary is confined by
almost total internal reflection causing the long lifetime of the associated, so-called, whispering-gallery
mode. In contrast, directional emission is achieved by deforming the cavity’s boundary from the per-
fectly circular or spherical shape [8–10]. In general, even a small deformation will render the classical
ray dynamics nonintegrable which leads to a mixed phase space, i.e., the coexistence of chaotic and
regular motion. More precisely, in quasi-two-dimensional cavities the regular region includes some of
the whispering-gallery trajectories as they persist under smooth and sufficiently small deformations
[11]. The cavity therefore still exhibits the associated whispering-gallery modes. Compared to the un-
deformed system, however, their lifetimes decrease and their quality factors get spoiled even though
the corresponding classical light ray remains confined by total internal reflection [12]. One major
mechanism causing this enhanced decay is dynamical tunneling [13, 14], which induces a coupling
between the long lived whispering-gallery modes and faster decaying modes [15].
Dynamical tunneling is a wave effect that generalizes the textbook paradigm of quantum states tun-
neling through a potential barrier [16] to dynamically generated barriers. More precisely, it describes
the penetration of waves into regions of phase space that are inaccessible by the corresponding classi-
cal dynamics. As such, it is present in many different kinds of physical systems: It leads to tunneling
oscillations in systems of ultracold atoms [17, 18], influences the vibrational spectrum of molecules
[13, 19–24], determines ionization rates of atoms in laser fields [25–27], and induces level repulsion in
systems with a mixed phase space [28]. Additionally it is studied extensively both theoretically and
experimentally in optical microcavities [15, 29–46] and microwave resonators [47–51].
In the given examples, tunneling strongly depends on the underlying classical phase-space struc-
tures. The major understanding of the interplay of classical phase space and dynamical tunneling
is achieved in, often idealized, single-particle quantum systems [13, 14, 19–28, 52–83]. In frequently
studied scenarios, tunneling between symmetry related quasi-degenerate states associated with reg-
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ular tori is studied in terms of tunneling oscillations or phase splittings. This includes integrable
and near-integrable systems [53–60] as well as systems with a mixed phase space [61–71]. In the
latter, tunneling is strongly influenced by quantum states associated with the chaotic part of phase
space, which leads to the notion of chaos-assisted tunneling [67]. Another common situation covers
regular-chaotic tunneling, i.e., tunneling between a regular and a chaotic region [27, 72–83]. The
presence of classical nonlinear resonances inside the regular region may drastically enhance tunneling
processes due to resonance-assisted tunneling [58, 59], which was demonstrated in many of the above
situations [21–24, 27, 54–65, 72–75]. The influence of classical resonances is particularly well captured
by semiclassical methods associating tunneling with complex classical trajectories connecting other-
wise classically disconnected regions [54–56, 59, 75]. The importance of complex classical trajectories
for tunneling problems is confirmed in many other applications [53, 79–81, 83–101], but in generic
nonintegrable systems it is limited by the existence of natural boundaries [102, 103]. For the case of
resonance-assisted tunneling, however, the classical dynamics in the vicinity of a nonlinear resonance
is well described by an integrable, pendulum-like Hamiltonian [58, 59, 61, 104–106] which allows to
overcome the problem of natural boundaries. Such Hamiltonians are called integrable approximations
and can be constructed systematically for simple quantum systems with one degree of freedom, whose
classical counterpart exhibits a mixed phase space far away from integrability [106, 107]. There, they
allow for an accurate description of regular-chaotic tunneling by means of both perturbative and non-
perturbative methods [74] as well as semiclassically [75].
Since resonance-assisted tunneling has been impressively demonstrated in liquid-jet microcavity ex-
periments [39] and microwave resonators [51] an accurate theoretical description extending the above
methods to optical cavities is desired. To this end, the theoretical description of resonance-assisted
tunneling based on an integrable approximation was recently applied to deformed optical microdisks
with near-integrable ray dynamics [43–45]. In those systems resonance-assisted tunneling is incorpo-
rated perturbatively by interpreting classical nonlinear resonances induced by the deformation as a
perturbation of the otherwise integrable circular cavity. For larger deformations, however, both the
classical ray dynamics and the optical modes of the circular cavity fail to provide a good unperturbed
basis. Thus, the main objective of this thesis is to extend the methods developed for nonintegrable
quantum systems to deformed optical microdisks for which the classical ray dynamics exhibits a mixed
phase space. This ultimately results in an accurate and intuitive semiclassical description of quality
factors and the drastically enhanced decay of whispering-gallery modes subject to resonance-assisted
tunneling [46]. More precisely, the semiclassical picture gives rise to two decay channels which com-
bine the direct evanescent decay of a whispering-gallery mode with a resonance-assisted contribution.
This contribution consists of the coupling, described in terms of complex classical paths, between the
original whispering-gallery mode and a faster decaying mode as well as the subsequent evanescent
decay of the latter mode.
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We derive our results from the semiclassical description of resonance-assisted tunneling in quan-
tum systems with a classically mixed phase space. There, the semiclassical description allows for
a closed expression of regular-chaotic decay rates based on only a few classical properties. We aim
to combine this description with semiclassical approximations of electromagnetic waves in terms of
the eikonal approximation [108, 109]. The applicability of the latter is guaranteed by the existence of
almost conserved quantities, as presented in Ref. [110], which give rise to the construction of adiabatic
action-angle coordinates. Within these coordinates we obtain an integrable approximation of the ray
dynamics in terms of a pendulum Hamiltonian. Furthermore, the adiabatic action coordinates allow
for the semiclassical Einstein–Brillouin–Keller quantization of the system [12, 111, 112]. On the one
hand, this enables us to compute the wave numbers of whispering-gallery modes. On the other hand
it establishes the connection of optical modes with classical phase-space structures. Moreover, this
provides the unperturbed basis necessary for the perturbative treatment and thus allows for the con-
struction of an effective coupling between modes due to resonance-assisted tunneling. Furthermore we
use both the approximating pendulum Hamiltonian and the semiclassical EBK quantization scheme
to obtain a semiclassical as well as a perturbative description of these couplings. Combining the cou-
pling of different modes with a ray-based model for their decay finally allows to accurately describe
the complex wave numbers and thus the decay of optical modes in the presence of resonance-assisted
tunneling. Both the semiclassical and perturbative prediction agree well with numerical solutions of
the mode equation. For specific deformations the perturbative formulation also allows to reconstruct
the field distribution of optical modes in the near-field as well as their phase-space representation.
This thesis is organized as follows: In Chap. 2 we review resonance-assisted regular-chaotic tunneling
in quantum systems. To this end, we discuss the classical dynamics of symplectic maps in Sec. 2.1 and
their quantization in Sec. 2.2. In the latter we focus specifically on the footprints of resonance-assisted
tunneling for which we provide a theoretical description in Sec. 2.3. Subsequently, in Chap. 3, we turn
our attention to deformed optical microdisks. Their classical ray dynamics is introduced in Sec. 3.1
while in Sec. 3.2 we discuss the wave mechanics of two-dimensional microcavities. In particular, we
highlight the manifestation of resonance-assisted tunneling in properties of the optical modes. Finally,
in Sec. 3.3 we derive a theoretical description thereof and present our results. We close this thesis
with a summary and outlook in Chap. 4

2 Resonance-Assisted Tunneling in Quantum
Maps
Dynamical tunneling is a fundamental wave effect, which is present in a large variety of different
physical systems. Its theoretical understanding, however, has been obtained in simple model systems.
Thus also resonance-assisted tunneling, i.e., the enhancement of tunneling mediated by classical non-
linear resonances, is best understood in those simple systems. In this chapter, we follow this line of
reasoning and introduce the phenomenology of resonance-assisted tunneling as well as its theoretical
description in quantum maps. We thereby introduce the basic concepts needed for a qualitative and
a quantitative understanding which prove to be useful tools also in the experimentally feasible case
of optical microcavities introduced im Chap. 3. To this end, we present the classical dynamics of
symplectic maps with one degree of freedom in Sec. 2.1 as they provide the classical counterpart of
the quantum maps in which tunneling is studied. We discuss these quantum maps in Sec. 2.2, where
we also review the phenomenology of resonance-assisted tunneling. The theoretical understanding
thereof is obtained in Sec. 2.3. This culminates in an intuitive semiclassical picture of resonance-
assisted tunneling in which only a few classical properties enter and which allows for an accurate
analytical description. Note that throughout this chapter, we focus on the essential features in both
classical and quantum maps to understand resonance-assisted tunneling self consistently rather than
giving a comprehensive overview of these systems.
2.1 Symplectic Maps
In the Hamiltonian formulation of classical mechanics dynamics takes place in phase space Γ and time
provides a continuous evolution parameter. That is, the Hamiltonian flow takes an initial phase-space
point along a continuous trajectory to a new point at some later time. For several physical systems,
however, it may suffice to know the time evolved points only for discrete times. Typically, this is the
case in time periodically driven systems, where the dynamics is observed only at times equal to integer
multiples of the driving period. Another common situation is the reduction of the full dynamics by
a Poincaré section, where one is only interested in the intersections of the continuous trajectory with
a suitable submanifold in phase space. In both cases, the dynamics is given by successive iterations
of a map ℳ : Γ → Γ on phase space or said submanifold [113, 114]. The map ℳ maps an initial
point onto its subsequent point. The dynamics is therefore given by an iterative application of ℳ.
Originating from a Hamiltonian system, which preserves the symplectic form 𝜔 on phase space, we
require ℳ*𝜔 = 𝜔 for ℳ as well [113]. Here ℳ*𝜔 denotes the pullback of 𝜔 under ℳ. Such maps are
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called symplectic and, as they show similar dynamical phenomena as time continuous systems, are a
subject of intensive research on their own [115, 116]. A minimal realization of a symplectic map is the
stroboscobic dynamics in the two-dimensional phase space of a time periodically driven, one degree of
freedom system. We introduce these two-dimensional symplectic maps in Sec. 2.1.1. The case of two-
dimensional symplectic maps originating from a Poincaré section in a two degree of freedom system
is postponed to Chap. 3 where we present them specifically for billiard systems. In Sec. 2.1.1, we
further change the point of view and interpret symplectic maps as canonical transformations, as they
provide an important tool in the theoretical description of resonance-assisted tunneling. Subsequently,
we focus again on the dynamics of two-dimensional symplectic maps which typically lacks a global
constant of motion and thus may cause not only regular but also chaotic motion. The latter is not
present in autonomous one degree of freedom Hamiltonian systems. The coexistence of both regular
and chaotic motion gives rise to a mixed phase space which we discuss in Sec 2.1.2 for the two
dimensional case. In particular, we investigate nonlinear resonances arising in mixed phase spaces as
they mediate resonance-assisted tunneling and thus play a central role in this thesis.
2.1.1 Two-Dimensional Symplectic Maps
In this section, we introduce the realization of symplectic maps in a minimal number of phase-space
dimensions, namely in a two-dimensional phase space. While some dynamical phenomena exclusively
appear in higher dimensions, two dimensions are sufficient to capture the basic aspects necessary to
study resonance-assisted tunneling.
For a pair of canonical conjugate coordinates (𝑞, 𝑝) on Γ, whose existence is guaranteed by Darboux’s
theorem, the abstract definition of symplecticity of ℳ reduces locally to [113–115]
𝐷ℳ(𝑞, 𝑝)𝑇
(︃
0 1
−1 0
)︃
𝐷ℳ(𝑞, 𝑝) =
(︃
0 1
−1 0
)︃
(2.1.1)
for all (𝑞, 𝑝) ∈ Γ. Here, 𝐷ℳ(𝑞, 𝑝) denotes the Jacobian, i.e., the linearization of ℳ at (𝑞, 𝑝). As
a consequence, ℳ is area and orientation preserving and thus det𝐷ℳ(𝑞, 𝑝) = 1 [115]. For a two-
dimensional phase space this condition is both necessary and sufficient. Given an initial condition
(𝑞0, 𝑝0) ∈ Γ at 𝑡0, the time evolved point after 𝑛 iterations of ℳ is given by (𝑞𝑛, 𝑝𝑛) = ℳ𝑛(𝑞0, 𝑝0),
where ℳ𝑛 denotes 𝑛-fold composition of ℳ with itself. As det𝐷ℳ(𝑞, 𝑝) = 1 holds, ℳ is invertible
and (𝑞𝑛, 𝑝𝑛) = ℳ𝑛(𝑞0, 𝑝0) can be extended to all integers 𝑛 ∈ Z. The sequence of points (𝑞𝑛, 𝑝𝑛)𝑛∈Z
is called the orbit of (𝑞0, 𝑝0). An orbit is called periodic with period 𝑟 ∈ N if (𝑞𝑛+𝑟, 𝑝𝑛+𝑟) = (𝑞𝑛, 𝑝𝑛)
for all 𝑛 ∈ Z. A point invariant under ℳ is called fixed point.
In this section we present two possibilities to obtain symplectic maps. First, we discuss time
periodically kicked Hamiltonian systems and subsequently we derive symplectic maps from generating
functions. The latter is formally equivalent to the description of canonical transformations by means
of generating functions. Therefore we briefly discuss this connection there as well.
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Kicked Hamiltonians
A time periodically kicked Hamiltonian system with driving period 𝑇 is formally described by the
Hamiltonian
𝐻(𝑞, 𝑝) = 𝑇 (𝑝) + 𝑉 (𝑞)
∑︁
𝑛∈Z
𝛿(𝑡− 𝑛𝑇 ). (2.1.2)
Here, 𝑇 (𝑝) denotes the kinetic energy and 𝑉 (𝑞) is the potential acting only by kicks at times 𝑛𝑇 for
integer 𝑛. Consequently, the time evolution in between two kicks is given by free motion and the full
information of the dynamics is encoded in the positions 𝑞𝑛 and momenta 𝑝𝑛 right after the 𝑛-th kick
at time 𝑡𝑛 = lim𝜖↓0 𝑛𝑇 + 𝜖 [114]. By a rescaling of the time variable we may take 𝑇 equal to unity.
The general solution of Hamilton’s equation of motion for initial time 𝑡𝑛 to final time 𝑡𝑛+1 is given
by the map
ℳ :
(︃
𝑞
𝑝
)︃
↦→
(︃
𝑞′
𝑝′
)︃
=
(︃
𝑞 + 𝑇 ′(𝑝)
𝑝− 𝑉 ′ (𝑞 + 𝑇 ′(𝑝))
)︃
=
(︃
𝑞 + 𝑇 ′(𝑝)
𝑝− 𝑉 ′ (𝑞′)
)︃
. (2.1.3)
Here, 𝑉 ′(𝑞) and 𝑇 ′(𝑝) denote the derivative of potential and kinetic energy with respect to the re-
spective argument.
The linearization of the map ℳ defined by Eq. (2.1.3) reads
𝐷ℳ(𝑞, 𝑝) =
(︃
1 𝑇 ′′(𝑝)
−𝑉 ′′ (𝑞 + 𝑇 ′(𝑝)) 1− 𝑉 ′′ (𝑞 + 𝑇 ′(𝑝))𝑇 ′′(𝑝)
)︃
(2.1.4)
and fulfills Eq. (2.1.1). Thus the map ℳ is symplectic.
For periodic potential and kinetic energy the dynamics takes place on a two dimensional torus, i.e.
Γ = R2/Z2. Here, we assume the periods in both position and momentum to be unity. We represent
the quotient space R2/Z2 by a square of unit area with periodic boundary conditions.
The Standard Map
The paradigmatic example of a time-periodically kicked Hamiltonian is the kicked rotor for which
𝑇 (𝑝) = 𝑝2/2 and 𝑉 (𝑞) = 𝐾/(2𝜋)2 cos (2𝜋𝑞). By Eq. (2.1.4) this gives rise to the famous Chirikov
standard map, whose dynamics is governed by a single parameter, i.e., the kicking strength 𝐾 [117].
The potential energy is periodic with period one. The kinetic energy, however, lacks periodicity but
fulfills the weaker condition 𝑇 ′(𝑝 + 𝑛) = 𝑇 ′(𝑝) mod 1 for any integer 𝑛. Therefore, the dynamics
remains invariant under shifting 𝑞 or 𝑝 by any integer and the phase space can be taken to be the two
torus. In the case of the standard map we represent phase space by the square [0, 1) × [−1/2, 1/2).
We use the standard map in the following to illustrate generic features of two-dimensional symplectic
maps and after quantization also to discuss the properties of the corresponding quantum maps.
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Generating Functions
Another way to obtain a symplectic map ℳ : Γ → Γ, (𝑞, 𝑝) ↦→ (𝑞′, 𝑝′) is given by a type 2 generating
function 𝐹2 : Γ → Γ, (𝑞, 𝑝′) ↦→ 𝐹2(𝑞, 𝑝′), which depends on initial position 𝑞 and final momentum 𝑝′.
The respective mapping defined by 𝐹2 is given implicitly by [114, 118]
𝑞′ =
𝜕𝐹2
𝜕𝑝′
(𝑞, 𝑝′) (2.1.5)
𝑝 =
𝜕𝐹2
𝜕𝑞
(𝑞, 𝑝′). (2.1.6)
The linearization of ℳ is given by
𝐷ℳ(𝑞, 𝑝) =
(︃
𝐹2,𝑝′𝑞 − 𝐹2,𝑝′𝑝′𝐹2,𝑞𝑞𝐹−12,𝑝′𝑞 𝐹2,𝑝′𝑝′𝐹−12,𝑝′𝑞
−𝐹2,𝑞𝑞𝐹−12,𝑝′𝑞 𝐹−12,𝑝′𝑞
)︃
(2.1.7)
and fulfills det𝐷ℳ(𝑞, 𝑝) = 1, which proves the symplecticity of ℳ. Here, 𝐹2,𝑥𝑦 denotes the second
partial derivatives of 𝐹2 with respect to the arguments indicated by the subscripts and evaluated at 𝑞
and the solution 𝑝′(𝑞, 𝑝) of Eq. (2.1.5) and (2.1.6). Other types of generating functions, depending on
different combinations of initial and final coordinates, are related to 𝐹2 via Legendre transformation.
For instance, the map given by Eq. (2.1.3) is more conveniently obtained from the type 3 generating
function 𝐹3(𝑞′, 𝑝) = −𝑞′𝑝+ 𝑉 (𝑞′) + 𝑇 (𝑝) for which 𝑝′ = −𝜕𝐹3/𝜕𝑞′ and 𝑞 = −𝜕𝐹3/𝜕𝑝.
Canonical Transformations
Instead of generating a time discrete dynamical system by iterations of the mapℳ, a single application
of ℳ can be interpreted as a change of coordinates on phase space. Symplecticity then implies that
a pair of canonical conjugate coordinates (𝑞, 𝑝) is mapped to a new pair of canonical conjugate
coordinates (𝑞′, 𝑝′). Therefore ℳ provides a canonical transformation, which preserves phase-space
areas, the actions of closed paths and, for time-continuous systems, leaves Hamilton’s equations
invariant [113, 114]. In this thesis we use canonical transformations obtained from type 2 generating
functions. We denote canonical transformations by 𝒯 to distinguish this interpretation from the
dynamical point of view discussed above.
2.1.2 Mixed Phase Space
Even for systems with a two-dimensional phase space symplectic maps may give rise to qualitatively
very different phase-space structures and corresponding dynamics. The two limiting cases are inte-
grable systems showing regular dynamics on the one hand and fully chaotic systems on the other
hand.
In the first case, at least locally, there exists a canonical transformation (𝑞, 𝑝) ↦→ (𝜃(𝑞, 𝑝), 𝐼(𝑞, 𝑝))
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such that ℳ is of the form of a twist map [114, 115]
𝐼 ′ = 𝐼 (2.1.8)
𝜃′ = 𝜃 + 𝜔(𝐼) (2.1.9)
with a frequency function 𝜔. The canonical coordinates are referred to as action-angle coordinates.
The action coordinate 𝐼 is an integral of motion, i.e., 𝐼 = 𝐼 ∘ ℳ is invariant under ℳ. Thus, the
orbit of a point (𝑞0, 𝑝0) is restricted to the level set 𝐼−1({𝐼(𝑞0, 𝑝0)}). If this level set is compact and
connected it has the topology of an one-dimensional torus, often represented by the interval [0, 2𝜋).
There, the dynamics is described by the angle coordinate 𝜃 and the frequency 𝜔(𝐼). The action
coordinate of such an invariant one-dimensional torus 𝐶𝐼 can be obtained from the integral [113, 114]
𝐼 =
1
2𝜋
∮︁
𝐶𝐼
𝑝d𝑞. (2.1.10)
Note that this can be evaluated for each closed loop 𝐶 and is invariant under canonical transformations.
For 𝑛 degrees of freedom the existence of 𝑛 integrals of motion which are in involution with respect
to the Poisson bracket is required for integrability and phase space is foliated into 𝑛-dimensional tori.
The standard map is integrable for kicking strength 𝐾 = 0 as it is shown in Fig. 2.1(a), where its
phase portrait is depicted. Here, 𝑝 denotes the action coordinate parameterizing the invariant tori,
represented by [0, 1) and shown as red lines. The angular coordinate corresponds to 𝑞.
The contrary case of chaotic dynamics is characterized by sensitive dependence on initial conditions.
That is, initially nearby orbits diverge exponentially during time evolution. Quantitatively, this is
characterized by positive Lyapunov exponents [118]. This characterization, however, is not further
exploited in this thesis. Qualitatively, chaotic dynamics is characterized by typical orbits being dense
in phase space [114, 118]. An example for chaotic dynamics is given by the standard map at kicking
strength 𝐾 = 10 for which Fig. 2.1(d) shows a single orbit in phase space as blue points.
However, in generic systems, the dynamics is neither integrable nor fully chaotic but phase space
is divided into disjoint regions showing either regular or chaotic dynamics. This situation is called
a mixed phase space [114, 118, 119]. It is depicted in Fig. 2.1(b) and (c) which shows the phase
portrait for kicking strength 𝐾 = 0.8 and 𝐾 = 3.4, respectively. Regular motion is depicted by red
and orange lines while the chaotic region is shown as blue dots. While for 𝐾 = 0.8 the dynamics
is still near-integrable, for 𝐾 = 3.4 there is a large regular region, called regular island, around the
central fixed point (𝑞, 𝑝) = (1/2, 0) surrounded by a chaotic region, called chaotic sea [117, 120].
Typically, in a mixed phase space various substructures besides regular islands and the chaotic sea
are present [115]. For instance, there are nonlinear resonances or partial barriers that are restrictive
for phase-space transport and originate from invariant manifolds of unstable periodic orbits or from
broken KAM tori, so-called cantori. While partial barriers are not further discussed in this thesis,
nonlinear resonances become important later on.
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Figure 2.1: Phase space of the standard map at kicking strength (a) 𝐾 = 0.0, (b) 𝐾 = 0.8, (c)
𝐾 = 3.4 and (d) 𝐾 = 10.0. Regular tori are shown as red lines, nonlinear resonances as orange lines
and chaotic orbits as blue dots.
Linear Stability
In a mixed phase space, regions of regular motion typically surround stable periodic orbits, while
unstable periodic orbits are the seed of chaos. Here, we briefly introduce the concept of linear stability
of periodic orbits. As each periodic orbit of period 𝑟 is a period one orbit, i.e., a fixed point, of the
𝑟-fold iterated map ℳ𝑟 we restrict the discussion to fixed points. Their stability is determined by the
eigenvalues of the linearized map at the fixed point, also called monodromy matrix [114]. Simplecticity
ofℳ in terms of Eq. (2.1.1) strongly restricts the possible eigenvalues of𝐷ℳ for one degree of freedom
systems. Either they come as a complex conjugate pair e±i𝜎 of modulus one. In this case the invariant
tori of the linearized motion are ellipses with principal axes given by the eigenvectors of 𝐷ℳ and
with frequency 𝜎. The corresponding fixed point is linearly stable and is called elliptic [114]. For the
standard map (𝑞, 𝑝) = (1/2, 0) is an elliptic fixed point for 𝐾 < 4 as it is shown in Fig. 2.1(a) and (b)
where the approximately elliptic invariant tori are depicted. The unstable case corresponds to two
real reciprocal eigenvalues e±𝜎 for which the invariant sets are hyperbolas with principal axes again
given by the eigenvectors of 𝐷ℳ [114]. Thus such a fixed point is called hyperbolic. In particular
in the direction of the eigenvectors orbits exponentially diverge from or, respectively, converge to the
fixed point with a rate 𝜎. This reflects locally the dynamics on the stable and unstable invariant
manifolds attached to the fixed points. They are defined as the set of points which converge towards
the fixed point under forward time evolution in the case of the stable manifold and under backwards
time evolution in the case of the unstable manifold. Stable and unstable manifolds give rise to
the homoclinic or heteroclinic tangle which provides an important mechanism to generate chaotic
dynamics in the vicinity of the hyperbolic fixed point [114]. The standard map exhibits a hyperbolic
fixed point at (0, 0). The chaotic dynamics in its vicinity is depicted in Fig. 2.1(b) and (c) by the
orbit shown as blue dots.
Poincaré–Birkhoff and KAM Scenario
Often a mixed phase space originates from the perturbation of an integrable system given by Eq. (2.1.9),
where the strength of the perturbation is proportional to a small parameter 𝜖. While the system is
integrable for 𝜖 = 0 finite 𝜖 renders the dynamics nonintegrable [114, 115]. The fate of invariant tori
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under variation of 𝜖 depends on the frequency of motion 𝜔(𝐼) along these tori. For simplicity, we
assume the tori to be represented by the interval [0, 1) which implies 𝜔(𝐼) ∈ [0, 1).
For tori with, in the sense of a Diophantine inequality, sufficiently irrational frequencies the
Kolmogorov–Arnold–Moser (KAM) theorem applies [121–124]. Informally the theorem states that
these tori persist the perturbation up to a canonical transformation 𝜖-close to the identity transfor-
mation. The surviving so-called KAM tori form a set of positive measure in phase space. Thus, there
is a positive measure region of regular dynamics in phase space. For small perturbations, where KAM
tori foliate a large portion of phase space, the dynamics is called near-integrable.
In contrast, resonant tori 𝐶𝐼 , i.e., tori with rational frequencies 𝜔(𝐼) = 𝑠/𝑟, do not persist a generic
perturbation. Their fate is predicted by the Poincaré–Birkhoff theorem [125–127]: At 𝜖 = 0 every
orbit on 𝐶𝐼 is periodic with period 𝑟. At nonzero 𝜖, and in the absence of additional symmetries, only
two periodic orbits are still present. One of them is stable while the other one is unstable. In the
case of discrete symmetries, the number of periodic orbits that persist may increase. The phase-space
structures that arise from this mechanism are called nonlinear resonances and are discussed in the
following.
Nonlinear Resonances
A ubiquitous phenomena in nonintegrable systems is the presence of nonlinear resonances. They
originate from resonant invariant tori with frequency 𝜔(𝐼) = 𝑠/𝑟 and lead to a chain of eye-like
structures in phase space [128]. The stable periodic orbits corresponding to the broken resonant
torus lie in the centers of these eyes. In between these eyes, the remaining unstable periodic orbits
are located. In nonintegrable systems, it is surrounded by a chaotic layer whose thickness typically
increases with increasing perturbation. In integrable systems the invariant manifolds of the periodic
orbit form separatrices which constitutes a sharp boundary of the resonance chain. A nonlinear
resonance is characterized by the two integers 𝑟 and 𝑠 such that 𝜔(𝐼) = 𝑠/𝑟 is the frequency of the
broken resonant torus and the number of stable/unstable periodic orbits is the greatest common divisor
of 𝑟 and 𝑠. Consequently, the period of these orbits is the numerator of 𝑟/𝑠 after fully reducing this
fraction. The nonlinear resonance is then called a 𝑟:𝑠-resonance. Fig. 2.1(b) shows two 6:2 resonances
around 𝑝 = ±1/3 and one 2:1 resonance around 𝑝 = ±1/2 as orange lines. Also the fixed points at
𝑝 = 0 give rise to a 1:1 resonance for which the chaotic layer is depicted by blue dots. In Fig. 2.1(c)
the orange lines represent a 6:2 resonance that encircles the central fixed point. Nonlinear resonances
and their manifestations in the quantized systems, which we discuss in the following section, play the
central role in this thesis.
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2.2 Quantum Maps
The quantum mechanical analog of a symplectic map modeling the discrete time evolution of a Hamil-
tonian system is given by a unitary operator 𝑈 acting on the Hilbert space ℋ of quantum states.
There, time evolution is given by iterative applications of 𝑈 , just as in the classical case [129]. This
setting is well suited to study dynamical tunneling in either the time evolution of wave packets or
in the eigenstates of 𝑈 . In this thesis we concentrate on the latter point of view and hence intro-
duce the theoretical framework to describe tunneling effects in quantum maps in the following. To
this end, we briefly discuss the quantization of classical time-periodically kicked Hamiltonians and
their associated time evolution operator in Sec. 2.2.1. In Sec. 2.2.2, we discuss the phenomenology of
resonance-assisted tunneling qualitatively and quantitatively.
2.2.1 Quantization of Kicked Systems
In this section we present the quantization of symplectic maps originating from a time periodically
kicked Hamiltonian (2.1.2). We focus on maps defined on a toric phase space Γ = R2/Z2. This
leads to the unitary time evolution operator 𝑈 over one period of the driving defined on the Hilbert
space of quasi-periodic functions, which we discuss in the following [129–132]. Subsequently, using the
standard map we study the phase-space structure of eigenstates and introduce the concept of regular
and chaotic states as well as regular-to-chaotic tunneling.
Time Evolution Operator
As the classical Hamiltonian (2.1.2) is the sum of kinetic energy 𝑇 (𝑝) and potential energy 𝑉 (𝑞) it
can be canonically quantized by replacing the classical phase-space coordinates by the corresponding
operators. Here, the same notation is used for both the quantum operators and the classical variables.
Note that in general more elaborated quantization schemes, e.g., Weyl quantization [133, 134], have
to be used to map functions on phase space to operators on Hilbert space.
The theoretical framework to study time-periodical driven systems is formulated in terms of Floquet
theory [135]. There, the time evolution operator 𝑈 = lim𝜖↓0 𝑈(1 + 𝜖, 𝜖) over one period of the driving
right after the kick at time 𝑡 = 0 is examined. Again we set the driving period to be unity. For the
kicked system under consideration the time evolution operator is given by [129, 131]
𝑈 = exp
(︂
− i
~
𝑉 (𝑞)
)︂
exp
(︂
− i
~
𝑇 (𝑝)
)︂
, (2.2.1)
where ~ denotes the effective reduced Planck’s constant. The discrete time evolution of an initial
state |𝜓(0)⟩ is given by |𝜓(𝑛)⟩ = 𝑈𝑛|𝜓(0)⟩.
As 𝑈 is unitary, its eigenvalue problem can be cast in the form
𝑈 |𝜓⟩ = exp (i𝜙)|𝜓⟩ (2.2.2)
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with eigenphases 𝜙 ∈ [0, 2𝜋). While the above expressions are valid for arbitrary time periodically
kicked systems, the situation further simplifies in systems whose classical phase space is the two torus.
This is discussed in the following.
Hilbert Space
If in the classical system both potential energy 𝑉 (𝑞) and kinetic energy 𝑇 (𝑝) are defined on the
torus, they are periodic functions. Consequently, in the quantum system, each of the translation
operators over the fundamental periods of the torus in position 𝑇𝑞 = exp (−i𝑝/~) and momentum
𝑇𝑝 = exp (−i𝑞/~) commutes with the time evolution operator 𝑈 . Choosing Planck’s constant to be
ℎ = 1/𝑁 for an integer 𝑁 also 𝑇𝑞 and 𝑇𝑝 commute [130, 136]. Thus, the time evolution operators and
the translation operators can be simultaneously diagonalized. The eigenphases 2𝜋𝜃𝑞 and 2𝜋𝜃𝑝 of 𝑇𝑞
and 𝑇𝑝, respectively, define the Bloch phases 𝜃𝑞 and 𝜃𝑝. Fixing these phases allows for restricting on the
corresponding common eigenspace ℋ of the translation operators and the time evolution operator.
The common eigenspace ℋ is of dimension dimℋ = 𝑁 and is spanned by the orthonormal set of
generalized position eigenfunctions [130, 131]
⟨𝑞|𝑞𝑛⟩ =
1√
𝑁
exp (2𝜋i𝜃𝑞 (𝑞 − 𝑞𝑛))
∑︁
𝑟∈Z
𝛿 (𝑞 − 𝑞𝑛 − 𝑟). (2.2.3)
They are labeled by the lattice points 𝑞𝑛 = ℎ(𝑛+ 𝜃𝑝) with 𝑛 ∈ {1, . . . , 𝑁}. Due to quasi periodicity
in momentum space a similar basis of generalized momentum eigenstates labeled by 𝑁 lattice points
𝑝𝑛 = ℎ(𝑛 + 𝜃𝑞) with 𝑛 ∈ {1, . . . , 𝑁} can be obtained. If the torus is not represented by the unit
square the lattice points have to be shifted accordingly. Using the above basis, Eq. (2.2.3), allows for
representing the time evolution operator by a unitary 𝑁 ×𝑁 matrix with entries [129]
⟨𝑞𝑚|𝑈 |𝑞𝑛⟩ =
1
𝑁
exp
(︂
− i
~
𝑉 (𝑞𝑚)
)︂ 𝑁∑︁
𝑙=1
exp
(︂
i
~
(𝑞𝑛 − 𝑞𝑚)𝑝𝑙
)︂
exp
(︂
− i
~
𝑇 (𝑝𝑙)
)︂
. (2.2.4)
Its diagonalization yields the eigenphases defined in Eq. (2.2.2) and the eigenfunctions in terms of the
vector of coefficients with respect to the basis (2.2.3).
The Quantized Standard Map
Again we examine the standard map as a paradigmatic example for quantum maps. In the standard
map 𝑇𝑞, 𝑇𝑝 and 𝑈 do not mutually commute even for ℎ = 1/𝑁 . However, the common eigenspace of
𝑇𝑞 and 𝑇𝑝 with 𝜃𝑞 = (𝑁 mod 2)/2 and arbitrary 𝜃𝑝 is invariant under 𝑈 [130]. Thus we can restrict
on this Hilbert space and the above formalism can be applied. The matrix representation of the time
evolution operator is given by [129, 131]
⟨𝑞𝑚|𝑈 |𝑞𝑛⟩ =
1√
𝑁
exp
(︃
− i
~
(𝑞𝑛 − 𝑞𝑚)2
2
− i
~
𝐾
(2𝜋)2
cos (2𝜋𝑞𝑚)− i
𝜋
4
)︃
. (2.2.5)
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Figure 2.2: (a) Phase space of the standard map at𝐾 = 2.9 with regular orbits as red and nonlinear
resonances as orange lines. A chaotic orbit is shown as blue dots. (b) and (c) Husimi representation
of eigenstates at 𝑁 = 120 on top of the classical phase space (gray lines and dots). In (b) the regular
state |𝜓7⟩ and the associated quantizing torus is shown while (c) shows a chaotic state.
In this thesis, we focus on kicking strengths 𝐾 where the classical standard map exhibits a mixed
phase space. For the purpose of illustration, we choose𝐾 = 2.9. There, the phase space is decomposed
into a regular region surrounding the elliptic fixed point (1/2, 0) enclosed by the chaotic sea as shown
in Fig 2.2. This decomposition is reflected in the eigenstates of 𝑈 which can be seen in their Husimi
representation [137]
ℎ𝜓(𝑞, 𝑝) = |⟨𝛼(𝑞, 𝑝)|𝜓⟩|2, (2.2.6)
i.e., the overlap of |𝜓⟩ with a coherent state |𝛼(𝑞, 𝑝)⟩ centered around (𝑞, 𝑝) [16]. According to the
semiclassical eigenfunction hypothesis [138–140], typically, there are two distinct cases: The Husimi
representation of an eigenstate |𝜓⟩ either has support in the regular region or in the chaotic sea.
Consequently, the corresponding eigenstates are called regular and chaotic, respectively, depending on
the phase-space region on which they, i.e., their Husimi representation, localize [141]. More precisely,
regular states localize on classical invariant tori 𝐶, which fulfill a Einstein–Brillouin–Keller (EBK)
quantization condition [142–144]. That is,
𝐽𝑚 =
1
2𝜋
∮︁
𝐶
𝑝d𝑞 = ~
(︂
𝑚+
1
2
)︂
(2.2.7)
for 𝑚 ∈ N. In particular, this allows for assigning quantum numbers 𝑚 to the regular states and
we denote them by |𝜓𝑚⟩. The number of regular states is bounded by the available regular phase-
space area in which every regular state occupies an area equal to Planck’s constant. As an example
Fig. 2.2(b) shows a regular state and the associated, so-called quantizing torus 𝐶𝑚. In contrast
Fig 2.2(c) depicts a chaotic state. On average, the Husimi representations of chaotic states are
uniformly distributed in the chaotic sea. In the case of fully chaotic system this property is called
quantum ergodicity [145, 146]. In the presence of partial barriers, this localization properties may
change but is not further discussed here [147].
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While the eigenstates mainly localize in either of the two dynamically disjoint phase-space regions,
there is also an exponentially small contribution in the contrary region. This effect is known as
dynamical tunneling [13, 14]. In particular regular states show tunneling into the chaotic region,
which is called regular-to-chaotic-tunneling [61, 63, 73].
2.2.2 Phenomenology of Resonance-Assisted Tunneling
Theoretical studies on resonance-assisted tunneling (RAT) often concentrate on quantum maps as
discussed above. There, typically the case of near-integrable dynamics or a mixed phase space is
considered. Here, we illustrate the phenomena of resonance-assisted tunneling with the example of
the standard map at kicking strength 𝐾 = 3.4, where phase space is composed of a large regular
island and a surrounding chaotic sea. We concentrate on the tunneling of regular states into the
chaotic region. This regular-to-chaotic tunneling effect is enhanced by resonance-assisted tunneling
mediated by a 6:2 resonance [73–75]. In particular the local ground state |𝜓0⟩ with quantum number
𝑚 = 0 has the smallest tunneling contribution in the chaotic sea compared to states associated with
quantizing tori of larger quantum number. The nonlinear resonance, however, cause hybridization
between states associated to different quantizing tori. Thus, the local ground state may couple to
states closer to the chaotic region thereby enhancing its regular-to-chaotic tunneling contribution.
Under variation of an external parameter, e.g., the effective Planck’s constant, this enhancement may
vary by several orders of magnitude. This mechanism is the essence of resonance-assisted tunneling,
which we quantify by tunneling rates defined in the setting of an appropriately opened quantum map.
Furthermore, we discuss the morphology of eigenstates and their Husimi representation to develop an
intuitive understanding of the enhancement of tunneling.
Tunneling Rates
In order to allow for a quantitative discussion we introduce tunneling rates as a measure of regular-to-
chaotic tunneling [73, 74]. A natural measure for the strength of tunneling is the weight of a state |𝜓⟩ in
the chaotic region given by ‖𝑃 |𝜓⟩‖2 where 𝑃 denotes the projection onto the chaotic sea [73], i.e., the
quantization of the characteristic function of the chaotic sea. However, for numerical calculations it is
convenient to use the projector 𝑃Ω onto the subspace spanned by position eigenstates, Eq. (2.2.3), for
which {𝑞𝑛}×[−1/2, 1/2) is fully contained in the chaotic region. This condition can be phrased as 𝑞𝑛 ̸∈
[𝑞Ω, 1− 𝑞Ω] which still depends on 𝑞Ω and which defines a region Ω = [0, 𝑞Ω]∪[1− 𝑞Ω, 1)×[−1/2, 1/2) in
phase space. In order to capture the essential features of regular-to-chaotic tunneling and the influence
of nonlinear resonances 𝑞Ω has to be chosen close to the leftmost border but still outside of the regular
region. A complete discussion of the dependence on 𝑞Ω can be found in Ref. [74]. The optimal choice
of 𝑞Ω is such that on the one hand up to tunneling contributions no regular states are contained in the
image of 𝑃Ω. On the other hand the choice of 𝑞Ω should suppress the influence of additional phase-
space structures such as partial barriers as well as chaos-assisted tunneling fluctuations [68]. Here, this
is accomplished by choosing 𝑞Ω = 0.2313 which is the position of the leftmost point on an unstable
period four orbit located just outside the regular islands. The inner partial barriers associated to this
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unstable orbit may be interpreted as the boundary of an effectively enlarged regular island [61, 64].
The resulting border of the leaky region at 𝑞Ω and 1− 𝑞Ω is indicated in Fig. 2.4 as solid lines.
Instead of computing the weight of an eigenstate of 𝑈 in the chaotic sea directly, we introduce a
new time evolution operator [148]
𝑈o = 𝑈(1− 𝑃Ω). (2.2.8)
This definition leads to non-unitary time evolution which mimics the internal dynamics of an open
quantum system. Classically, this can be interpreted as Ω acting as a leaky region in phase space.
Such open systems have been studied both classically [149] and quantum mechanically [150] in various
different contexts. While most studies focus on fully chaotic classical dynamics, open systems with a
mixed classical phase space have been proven useful to examine tunneling phenomena as well.
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Figure 2.3: Tunneling of the local ground state 𝑚 = 0 in the open standard map 𝑈o at 𝐾 = 3.4 (a)
Tunneling rates are shown as gray dots. Husimi representation of |𝜓0⟩ for (b) 𝑁 = 20, (c) 𝑁 = 53
and (d) 𝑁 = 75 on top of the classical phase space (gray dots and lines) and the corresponding
quantizing tori (white lines).
2.2.2 Phenomenology of Resonance-Assisted Tunneling 17
Here, we briefly sketch the connection of appropriately opened quantum systems with regular-to-
chaotic tunneling. The opening in terms of the projection 𝑃Ω leads to 𝑈o being subunitary. Thus, the
spectrum is located inside the unit circle in the complex plane. This allows to recast the corresponding
eigenvalue problem in the form [148]
𝑈o|𝜓⟩ = exp
(︁
i𝜙− 𝛾
2
)︁
|𝜓⟩ (2.2.9)
with 𝜙 ∈ [0, 2𝜋) and 𝛾 ∈ (0,∞). During the time evolution of an eigenstate the total probability
decreases exponentially as
‖|𝜓(𝑛)⟩‖2 = ‖𝑈𝑛o |𝜓⟩‖2 = exp (−𝑛𝛾). (2.2.10)
Therefore 𝛾 is interpreted as the decay rate of the state |𝜓⟩. For small decay rates we find [74]
𝛾 = ‖𝑃Ω|𝜓⟩‖2. (2.2.11)
As the leaky region Ω does not include the regular region the regular states |𝜓𝑚⟩ of 𝑈o and 𝑈 are
expected to be approximately the same. Thus, for regular states with quantum number 𝑚 the decay
rate 𝛾𝑚 effectively is given by their weight in the chaotic sea and can be used as a quantitative
measure of regular-to-chaotic tunneling. Consequently, we refer to 𝛾𝑚 as tunneling rate. Note that
besides tunneling rates and the weight of states in dynamically separated phase-space regions also
other measures of tunneling have been established. These include phase or energy splittings between
symmetry related states [58, 64] as well as the widths of avoided crossings [67]. Although the detailed
behavior of these quantities depends on the specific system they all show the same universal behavior
under variation of an external parameter.
For the standard map at kicking strength 𝐾 = 3.4 we depict the tunneling rates 𝛾0 of the ground
state semi logarithmically as a function of the inverse effective Planck constant 1/ℎ, i.e., as a function
of the Hilbert space dimension 𝑁 , in Fig 2.3(a). In order to account for the symmetry imposed by the
choice of Ω we chose 𝜃𝑝 = 1/2. We find an overall exponential decay accompanied by several peaks
where the tunneling rate is enhanced by several orders of magnitude. For 𝑁 < 25 this decay is faster
than for larger 𝑁 and does not show any additional peaks. The initial phase is called direct regular-
to-chaotic tunneling and is illustrated in Fig. 2.3(b) by the Husimi representation of the ground state
for 𝑁 = 20. For this state the tunneling rate is large and is not influenced by subsequent phase-space
structures like nonlinear resonances. In the initial regime the tunneling rate shows quantization jumps
whenever for position eigenstates |𝑞𝑛⟩ the lattice point 𝑞𝑛 crosses 𝑞Ω or 1 − 𝑞Ω under variation of ℎ.
Around 𝑁 = 25 the initial exponential decay stops and the tunneling rate shows a plateau which is
followed by a prominent peak at 𝑁 = 53. The Husimi representation of the ground state at 𝑁 = 53
is depicted in Fig. 2.3(c) and reveals, additionally to the probability in the center of the island, large
intensity on the outermost regular torus. The latter is located on the opposite side of the 6:2 resonance
chain compared to the quantizing torus 𝐶0 shown as a white line. Thus the tunneling rates for 𝑁 > 25
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are influenced by resonance-assisted tunneling labeled by RAT. In this regime the overall exponential
decay of the tunneling rate is slower than in the direct tunneling regime. However, in between the
peaks the Husimi representation does not differ drastically from the direct tunneling regime. This is
illustrated in Fig. 2.3(d) where we depict the Husimi representation of the ground state at 𝑁 = 75
which predominantly localizes on the quantizing torus 𝐶0 shown as a white line. On the linear scale
shown here no tunneling contributions on tori closer to the chaotic sea can be seen.
Eigenstates and Husimi Representation
From the discussion above we conclude that the tunneling rate of the local ground state into the
chaotic sea crucially depends on its morphology. In particular, the nonlinear resonance may cause
a resonant coupling to states associated with tori closer to the chaotic region thereby enhancing the
tunneling rate. These fingerprints of resonance-assisted tunneling are reflected in the morphology of
eigenstates as well. Here, we compare the local ground state |𝜓0⟩ of the open standard map for two
distinct values of Planck’s constant.
The typical form of |𝜓0⟩ is shown in Fig. 2.4(d)-(f). There, both the position and momentum
representation is shown in Fig. 2.4(e) and (f), respectively, on a semi-logarithmic scale. In both rep-
resentations the state resembles a Gaussian in the interval onto which the regular island is projected.
The maximum amplitude is located at the projections of the associated quantizing torus. From there
the amplitude decreases exponentially towards the projections of the boundaries of the regular region
indicated by dashed lines. In the complement the probability does not further decrease exponentially
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Figure 2.4: Eigenstates |𝜓0⟩ of the open standard map 𝑈o at 𝐾 = 3.4 for 𝑁 = 53 (a-c) and 𝑁 = 75
(d-f). We show the position representation (c, f), the momentum representation (b, e) as well as the
Husimi representation on top of the classical phase space (gray dots and lines) and the corresponding
quantizing tori (white lines). Dashed lines indicate the extent of the regular region, while the solid
lines represent the border of the leaky region.
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with the distance from the regular region. We refer to the exponential decreasing part and the part
of the wave function in the chaotic sea as tunneling tails of the state |𝜓0⟩. These tunneling tails lead
to an exponentially suppressed weight of the state in the chaotic region and thus to small tunneling
rates. This is also reflected in the Husimi representation shown in Fig. 2.4(d). The maximal intensity
is distributed along the associated quantizing torus represented as a white line. In the shown linear
scale the tunneling contribution in the chaotic sea cannot be seen. In contrast, for specific values of
Planck’s constant, e.g., for ℎ = 1/53, the Husimi representation of |𝜓0⟩ does not localize exclusively on
the associated quantizing torus as depicted in Fig. 2.4(a). In fact, there is also a small but significant
contribution in the vicinity of the outermost regular torus located on the opposite side of the 6:2
resonance chain compared to the quantizing torus. This can be interpreted as the hybridization of
states associated with different quantizing tori on opposite sides of the resonance chain caused by a
resonant coupling. It can be also observed in the position and momentum representation shown in
Fig. 2.4(c) and (b), respectively. There, the maximum probability density is located in the projections
of the quantizing torus. However, there is also significant probability in the complement where several
sub-maxima appear. They roughly correspond to the projections of the regions of higher intensity
of the Husimi representation on the outermost torus. Consequently, the weight of the state in the
chaotic region and its tunneling rate is enhanced by several orders of magnitude compared to the state
shown in Fig. 2.4(d)-(f). This is further emphasized by the different scales of the respective axes.
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2.3 Theoretical Description of Resonance-Assisted Tunneling
In this section we introduce the theoretical tools needed to describe resonance-assisted tunneling. In
particular we introduce the concept of integrable approximations for systems with a mixed phase space
in Sec. 2.3.1 and subsequently construct a prediction of regular-to-chaotic tunneling rates. To this
end we present both a perturbative picture in Sec. 2.3.2 as well as an intuitive semiclassical prediction
in terms of complex paths in Sec. 2.3.3. Again, we use the standard map as an example system to
illustrate our approach and find good agreement with numerical obtained tunneling rates. Finally, we
discuss the results obtained for resonance-assisted tunneling in quantum maps in Sec. 2.3.4.
2.3.1 Integrable Approximations
Quantum properties of integrable or fully chaotic systems are well described by classical properties. For
instance semiclassical Einstein–Brillouin–Keller (EBK) quantization and Wentzel–Kramer–Brillouin
(WKB) theory [143, 151, 152] allows to construct the spectrum and eigenstates of integrable system
[153]. For chaotic systems spectral information is encoded in periodic orbits [154, 155] and the
phase- space structure of eigenstates can be well described by classical measures on phase space
[145, 146], even in the presence of an opening [156]. In the intermediate case of a mixed phase space,
however, a complete description of the corresponding quantum system in terms of classical properties
does not exist. In this thesis we are interested in the properties of regular states associated with
quantizing invariant tori. While the WKB formalism allows for constructing eigenstates locally on
these quantizing tori a global construction fails due to the existence of natural boundaries [102, 103].
These boundaries appear in nonintegrable systems once, as required by WKB theory, classical tori
are extended into complexified phase space, i.e., when position and momentum are allowed to take
complex values. In order to overcome the problem of natural boundaries integrable approximations
have proven to be a powerful tool. An integrable approximation of a symplectic map with one
degree of freedom and a mixed phase space is a time independent one degree of freedom Hamiltonian
whose time one flow coincides with the map [113, 157, 158]. As such a Hamiltonian is integrable its
dynamics only approximates the regular dynamics of the symplectic map and extends regular motion
into the chaotic sea. In this section we systematically construct Hamiltonians whose invariant tori
and associated frequencies approximate the corresponding tori and frequencies of a given symplectic
map. In particular, these Hamiltonian include a prominent nonlinear resonance and thus are well
suited to describe resonance-assisted tunneling. This is accomplished by two main steps: Firstly we
present a universal description of the dynamics in the vicinity of a nonlinear resonance. Secondly we
use an optimal canonical transformation to map this universal Hamiltonian onto the phase space of
the considered symplectic map.
Normal-Form and Pendulum Hamiltonian
Classical perturbation theory allows to construct a time independent integrable Hamiltonian whose
time one flow approximates the regular dynamics of a given symplectic map. In the absence of
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Figure 2.5: (a) Phase space of the standard map at 𝐾 = 2.2 (gray dots and lines) (b) Phase space
of the pendulum Hamiltonian (2.3.3) and (c) of the normal-form Hamiltonian (2.3.1) (gray lines).
The stable period four orbit is depicted as red dots, the surrounding separatrix is shown as a blue
line. The central fixed point (a) and the corresponding line 𝐼 = 0 (c) are indicated as a green dot
and line, respectively.
nonlinear resonances such a Hamiltonian may be written in action-angle coordinates as 𝐻0(𝐼). A
𝑟:𝑠 resonance of the resonant torus with action 𝐼𝑟:𝑠 is interpreted as a perturbation 𝑉 (𝐼, 𝜃) of this
integrable Hamiltonian [113]. In the frame of reference which corotates with the nonlinear resonance
the final Hamiltonian reads [59, 104, 157, 158]
ℋ𝑟:𝑠(𝐼, 𝜃) = 𝐻0(𝐼) + 2𝑉𝑟:𝑠
(︂
𝐼
𝐼𝑟:𝑠
)︂𝑟/2
cos(𝑟𝜃 + 𝜑𝑟:𝑠). (2.3.1)
A detailed derivation of this Hamiltonian can be found in Refs. [59, 114]. Alternatively, this Hamilto-
nian can be derived from normal-form analysis and is thus called normal-form Hamiltonian [157, 158].
In Fig. 2.5 we compare the phase space of the normal-form Hamiltonian, shown in (c), with the
mixed phase space of the standard map at kicking strength 𝐾 = 2.2, shown in (a). Here, a large 4:1
resonance is embedded in the regular island. The separatrix in both systems is shown as blue lines.
The central fixed point of the standard map, depicted in green, corresponds to the line 𝐼 = 0 for the
normal-form Hamiltonian shown in the same color. The stable period four orbit in the standard map
corresponds to four equilibria of the Hamiltonian, shown as red dots.
In various situations it is sufficient to expanded the unperturbed part 𝐻0(𝐼) to the first non-
vanishing order, i.e., to quadratic order as [59]
𝐻0(𝐼) =
1
2𝑀𝑟:𝑠
(𝐼 − 𝐼𝑟:𝑠)2 (2.3.2)
A further simplification is obtained if the action dependence of the perturbation is neglected which
leads to a pendulum-like Hamiltonian [59]
ℋ𝑟:𝑠(𝐼, 𝜃) = 𝐻0(𝐼) + 2𝑉𝑟:𝑠 cos(𝑟𝜃 + 𝜑𝑟:𝑠). (2.3.3)
This is justified in the vicinity of the resonant action 𝐼𝑟:𝑠. Note that using the quadratic expansion
of 𝐻0, Eq. (2.3.2), in the Hamiltonian Eq. (2.3.3) gives rise to the Hamiltonian of a mathematical
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pendulum. Its phase space is shown in Fig. 2.5(b) with the separatrix and four equilibria highlighted
with the same color code as in (a).
In practical applications we start with a normal-form Hamiltonian, which includes the pendulum
Hamiltonian as a special case, and extract the parameters 𝐼𝑟:𝑠, 𝑉𝑟:𝑠, 𝜑𝑟:𝑠 as well as 𝐻0(𝐼) or𝑀𝑟:𝑠 from
the system we want to approximate. This is discussed in detail in Ref. [61, 106, 107] and only briefly
sketched here. We require the phase-space areas enclosed by the separatrix to be the same in both the
symplectic map and the normal-form Hamiltonian. To this end let 𝐴±𝑟:𝑠 denote the areas enclosed by
the outer and inner separatrix in the symplectic map and ℳ𝑟:𝑠 the linearization of the 𝑟 fold iterated
map at a point of the stable periodic orbit. Then one has [61, 106]
𝐼𝑟:𝑠 =
1
4𝜋
(︀
𝐴+𝑟:𝑠 +𝐴
−
𝑟:𝑠
)︀
, (2.3.4)
|𝑀𝑟:𝑠| =
𝑟2
16
𝐴+𝑟:𝑠 −𝐴−𝑟:𝑠
arccos
(︀
1
2trℳ𝑟:𝑠
)︀ , (2.3.5)
|𝑉𝑟:𝑠| =
1
32𝑟2
(︀
𝐴+𝑟:𝑠 −𝐴−𝑟:𝑠
)︀
arccos
(︂
1
2
trℳ𝑟:𝑠
)︂
. (2.3.6)
The phase 𝜑𝑟:𝑠 determines the position of the stable equilibria and is fixed later by a comparison with
the actual system in (𝑞, 𝑝) coordinates. Up to 𝜑𝑟:𝑠 this completely determines the Hamiltonian if the
quadratic expansion of 𝐻0, Eq. (2.3.2) is sufficient for an appropriate description of the dynamics in
the vicinity of the resonance. In particular, the area enclosed by the separatrix and the position of the
equilibria corresponding to the stable periodic orbit are well described. However, we further require
that 𝐻0(𝐼) reproduces the frequencies 𝜔(𝐼) of regular tori with action 𝐼 in the symplectic map, i.e.
[107]
𝜔(𝐼) = 𝐻 ′0(𝐼). (2.3.7)
Here, the quadratic approximation of 𝐻0(𝐼) may not be sufficient and higher order corrections in
𝐼 − 𝐼𝑟:𝑠 need to be included. This is accomplished by determining the frequency function 𝜔(𝐼)
either analytically or by sampling regular tori in the symplectic map, numerically determining their
frequencies and actions and fitting the function 𝜔(𝐼). The unperturbed part of the Hamiltonian is
then obtained via [107]
𝐻0(𝐼) =
∫︁ 𝐼
𝐼𝑟:𝑠
𝜔(𝐼)d𝐼. (2.3.8)
For consistency the thereby obtained unperturbed Hamiltonian has to fulfill 𝐻 ′′0 (𝐼𝑟:𝑠) = 1/𝑀𝑟:𝑠.
Iterated Canonical Transformations
The normal-form Hamiltonian obtained in the previous section approximates the dynamics of the
considered symplectic map up to an a priori unknown canonical transformation. Once the normal-
form Hamiltonian is fixed this transformation 𝒯 : (𝑞, 𝑝) ↦→ (𝐼, 𝜃) can be systematically constructed
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by the iterated canonical transformation method presented in Refs. [106, 107]. This allows to define
an integrable approximation of the symplectic map by an interpolating Hamiltonian as
𝐻𝑟:𝑠 = ℋ𝑟:𝑠 ∘ 𝒯 −1. (2.3.9)
Here, 𝒯 = 𝒯𝑛 ∘ 𝒯𝑛−1 ∘ . . . ∘ 𝒯1 ∘ 𝒯0 is decomposed into an initial transformation 𝒯0 and 𝑛 near-identity
transformations 𝒯𝑖, 𝑖 ∈ {1, . . . , 𝑛}. The initial transformation is chosen such that the geometrical
shape of invariant tori and separatrix in both systems roughly agree. In the case of a regular island
around a fixed point at (𝑞*, 𝑝*) this is accomplished by
𝒯0
(︃
𝜃
𝐼
)︃
=ℛ
(︃ √
2𝐼 cos (𝜃)
−
√
2𝐼 sin (𝜃)
)︃
+
(︃
𝑞*
𝑝*
)︃
. (2.3.10)
Here, the linear transformation ℛ rescales the coordinates and rotates them into the system of prin-
cipal axes of the elliptically shaped invariant tori thereby realizing the transformation from normal,
so-called Courant-Snyder, coordinates (
√
2𝐼 cos(𝜃),−
√
2𝐼 sin(𝜃)) to (𝑞, 𝑝) [107, 114]. After this initial
transformation the undetermined phase 𝜑𝑟:𝑠 is fixed by aligning the stable periodic orbit with the
stable equilibria of the Hamiltonian which are rotated around the central fixed point under variation
of 𝜑𝑟:𝑠. Note that this initial transformation applied to the pendulum Hamiltonian makes sense only
locally in the vicinity of the resonance chain as it does not correctly capture the dynamics around the
central fixed point. In Fig 2.6(a) and (b) we illustrate the initial transformation for the standard map
at kicking strength 𝐾 = 3.4 and the prominent 6:2 resonance by showing invariant tori (red lines)
and the resonance chain (green lines) in both coordinate systems.
The subsequent transformations 𝒯𝑖 : (𝑞(𝑖−1), 𝑝(𝑖−1)) ↦→ (𝑞(𝑖), 𝑝(𝑖)), 𝑖 ∈ {1, . . . , 𝑛} are constructed
iteratively from a family of type 2 generating functions 𝐹 (𝑖)2 (𝑞
(𝑖−1), 𝑝(𝑖);a) parameterized by a ∈ R𝑚.
The parameter a is chosen for each 𝑖 such that for both systems, i.e., the symplectic map and the
Hamiltonian (2.3.9) obtained after 𝑖 iterations, invariant tori as well as the time evolution of initial
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conditions on those tori agree better. More formally, a cost function which measures the average
distance of finite orbit segments with appropriately chosen initial conditions for the symplectic map
and the Hamiltonian flow is minimized with respect to a. The details of the construction can be found
in Ref. [106, 107]. The combined effect of theses transformations is illustrated in Fig 2.6(b) and (c)
by showing regular tori (red lines) and the resonance chain (green lines) in both coordinate systems
on top of the phase space of the standard map. Note that the above canonical transformations do not
respect the phase-space topology of the symplectic map. In particular the Hamiltonian (2.3.9) does
not obey periodic boundary conditions. Hence, the resulting integrable approximation is valid only in
the region up to its last invariant torus which is completely contained in the square representing the
torus. However, quantizing 𝐻𝑟:𝑠 allows for a description of resonance-assisted tunneling in quantum
maps in the following.
2.3.2 Perturbation Theory of Resonance-Assisted Tunneling
In the same spirit as in the classical system, where the resonance is interpreted as a perturbation of
the integrable system defined by 𝐻0(𝐼), the nonlinear resonance has been treated perturbatively for a
quantitative prediction of tunneling rates in the corresponding quantum system [58, 59, 61, 73]. Only
recently also a non perturbative approach based on the integrable approximations constructed above
has been developed in Ref. [74]. In order to derive the perturbative description we present a suitable
quantization of the integrable approximation and subsequently use the resulting Hamiltonian to apply
quantum perturbation theory. This allows for accurately predicting tunneling rates in the standard
map.
Quantization of Integrable Approximations
We follow the quantization scheme presented in Ref. [74] and quantize the Hamiltonian ℋ𝑟:𝑠 = 𝐻0+𝑉
defined in action-angle coordinates of 𝐻0 first. Subsequently we use the canonical transformation ob-
tained in the previous section to perform the quantization of 𝐻𝑟:𝑠 based on that of ℋ𝑟:𝑠. As usual the
canonical conjugate coordinates (𝜃, 𝐼) are promoted to operators 𝜃 and 𝐼 obeying canonical commu-
tation relations. In the following we use the same notation for operators and for the corresponding
functions on phase space. The periodicity of the classical Hamiltonian in the angle coordinate allows
to restrict the discussion to the eigenspace of the corresponding translation operator with Bloch phase
𝜃𝜃. There, 𝐼 has eigenvalues on a discrete grid 𝐼𝑚 = ℎ(𝑚+ 𝜃𝜃) for integers 𝑚 ≥ 0 with eigenstates
⟨𝐼|𝐼𝑚⟩ =
√
~𝛿(𝐼 − 𝐼𝑚) (2.3.11)
As there is no periodicity in 𝐼 there are no further restrictions on Planck’s constant. In order to be
consistent with EBK quantization conditions, Eq. (2.2.7), we choose 𝜃𝜃 = 1/2. In the basis of action
eigenstates, Eq. (2.3.11), the matrix elements of the Hamiltonian read
⟨𝐼𝑚|ℋ𝑟:𝑠|𝐼𝑛⟩ = 𝐻0 (𝐼𝑛) 𝛿𝑚,𝑛 + ⟨𝐼𝑚|𝑉 |𝐼𝑛⟩ (2.3.12)
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with the matrix elements of the perturbation 𝑉 given by [58, 73]
⟨𝐼𝑚|𝑉 |𝐼𝑛⟩ = 𝑉𝑟:𝑠
(︂
~
𝐼𝑟:𝑠
)︂ 𝑟
2
(︃√︃
𝑛!
(𝑛− 𝑟)!e
−i𝜑𝑟:𝑠𝛿𝑚,𝑛−𝑟 +
√︂
(𝑛+ 𝑟)!
𝑛!
ei𝜑𝑟:𝑠𝛿𝑚,𝑛+𝑟
)︃
(2.3.13)
In particular the quantized 𝐻0 is diagonal in the basis of action eigenstates. In case of the pendulum
Hamiltonian, Eq. (2.3.3), the matrix elements of the perturbation further simplify to [58]
⟨𝐼𝑚|𝑉 |𝐼𝑛⟩ = 𝑉𝑟:𝑠
(︁
e−i𝜑𝑟:𝑠𝛿𝑚,𝑛−𝑟 + e
i𝜑𝑟:𝑠𝛿𝑚,𝑛+𝑟
)︁
. (2.3.14)
We proceed by observing that via (𝜃, 𝐼) = 𝒯 −1(𝑞, 𝑝) the function 𝐼 : Γ → R≥0, (𝑞, 𝑝) ↦→ 𝐼(𝑞, 𝑝) is
defined. The Weyl quantization of this function [133, 134] gives rise to the operator 𝐼 acting on the
same finite dimensional Hilbert space as the quantum map 𝑈 . There, the spectrum of 𝐼 again consists
of the discrete actions 𝐼𝑚 = ℎ(𝑚+ 𝜃𝜃) for 0 ≤ 𝑚 < 𝑁 = 1/ℎ. The eigenstates |𝐼𝑚⟩ of 𝐼 are given in
position representation by the coefficients ⟨𝑞𝑙|𝐼𝑚⟩ and the matrix elements ⟨𝐼𝑚|ℋ𝑟:𝑠|𝐼𝑛⟩ are assumed
to have the same form as in Eq. (2.3.12). This gives the matrix representation of the Hamiltonian as
⟨𝑞𝑘|𝐻𝑟:𝑠|𝑞𝑙⟩ =
𝑁∑︁
𝑚=1
⟨𝑞𝑘|𝐼𝑚⟩⟨𝐼𝑚|𝑞𝑙⟩𝐻0(𝐼𝑚) +
𝑁∑︁
𝑚,𝑛=1
⟨𝑞𝑘|𝐼𝑚⟩⟨𝐼𝑛|𝑞𝑙⟩⟨𝐼𝑚|𝑉 |𝐼𝑛⟩. (2.3.15)
Note that the above procedure determines the states |𝐼𝑚⟩ up to an arbitrary phase and thus the second
sum in Eq. (2.3.15) is not well defined as the relative phases posses a large ambiguity. In the present
case we neglect this issue as fixing these phases would require to determine the unitary transformation
which corresponds to the canonical transformation 𝒯 . Implementing this unitary transformation is a
cumbersome task which is only possible in the semiclassical limit [159, 160].
Non-Perturbative Prediction of Decay Rates
As the regular dynamics of the symplectic map is described by the classical integrable approximation
the regular eigenstates of the corresponding open quantum map are expected to be described by the
eigenstates |𝜓int𝑚 ⟩ of 𝐻𝑟:𝑠 as well at least within the regular region. Replacing a regular state |𝜓𝑚⟩
with quantum number 𝑚 by |𝜓int𝑚 ⟩ in Eq. (2.2.11) then gives a prediction of the tunneling rate 𝛾𝑚.
This approximation gives rise to an accurate prediction of tunneling rates as discussed in detail in
Ref. [74] where also the induced errors are discussed. Here we briefly summarize these results.
Numerically diagonalizing 𝐻𝑟:𝑠, identifying the local ground state |𝜓int0 ⟩ by maximizing the overlap
with the state |𝐼0⟩ and subsequently computing its weight in the leaky region gives a prediction for
the tunneling rate 𝛾0. In Fig. 2.7(a) we compare this prediction (green line) with the numerically
obtained tunneling rates, i.e., the rates extracted from the complex eigenphases of 𝑈o (gray dots).
We find overall good agreement between the data. In particular the overall exponential decay and
the position of the peaks are captured correctly. For the height of the peaks, however, the predictions
deviates of up to one order of magnitude from the numerical data. Similar deviations appear in the
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Figure 2.7: Tunneling rates 𝛾0 in the open standard map 𝑈o at 𝐾 = 3.4 as gray dots. The
perturbative prediction (2.3.19) is shown as red diamonds. (a) The coherent prediction based on
inserting Eq. (2.3.16) into Eq. (2.2.11) is represented by a black dashed line. The prediction based on
the numerically obtained exact eigenstates of 𝐻𝑟:𝑠 inserted into Eq. (2.2.11) is indicated by a green
line. (b) Thin black dashed lines indicate the individual contributions to the sum in Eq. (2.3.19)
from 𝑙 = 0 to 𝑙 = 4. Here, these contributions are ordered by their initial magnitude from top (𝑙 = 0)
to bottom (𝑙 = 4). Their maximum is highlighted as blue dots.
regime in between peaks where the prediction underestimates the numerical data by roughly one order
of magnitude as well. The origin of these deviations is best discussed in the perturbative framework
presented in the next section.
Perturbative Prediction of Decay Rates
While direct numerical diagonalization of 𝐻𝑟:𝑠 gives rise to an accurate description of tunneling rates
we also review the perturbative approach here as well. In particular the latter is applicable in the case
of optical microcavities in Chap. 3 in contrast to the non-perturbative description presented above.
As the unperturbed part 𝐻0(𝐼) is a function of the actions only it is diagonal in the basis of
action eigenstates |𝐼𝑚⟩ with eigenvalues 𝐸𝑚 = 𝐻0(𝐼𝑚). Using the perturbative scheme developed in
Ref. [161] and applied to resonance-assisted tunneling in Ref. [59, 73] we expand the eigenstates of
𝐻𝑟:𝑠 as
|𝜓int𝑚 ⟩ = |𝐼𝑚⟩+
𝑙max∑︁
𝑙=1
𝐴𝑟:𝑠𝑚,𝑙𝑟|𝐼𝑚+𝑙𝑟⟩. (2.3.16)
In this expansion only unperturbed states whose quantum numbers differ by an integer multiple of 𝑟
contribute. This selection rule of resonance-assisted tunneling is due to the form of the perturbation
𝑉 , Eq. (2.3.13), as it only allows for non-vanishing matrix elements between states with quantum
numbers differing by ±𝑟. The number of contributing states in the sum in Eq. (2.3.16) is restricted
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by 𝑙max ≤ 1/(𝑟ℎ). The coefficients 𝐴𝑟:𝑠𝑚,𝑙𝑟 are given by [59, 73]
𝐴𝑟:𝑠𝑚,𝑙𝑟 =
𝑙∏︁
𝑘=1
⟨𝐼𝑚+𝑘𝑟|𝑉 |𝐼𝑚+(𝑘−1)𝑟⟩
𝐸𝑚 − 𝐸𝑚+𝑘𝑟
(2.3.17)
= 𝑉 𝑙𝑟:𝑠e
i𝑙𝜑𝑟:𝑠
(︂
~
𝐼𝑟:𝑠
)︂ 𝑙𝑟
2
√︂
(𝑚+ 𝑙𝑟)!
𝑚!
𝑙∏︁
𝑘=1
1
𝐸𝑚 − 𝐸𝑚+𝑘𝑟
. (2.3.18)
Inserting the perturbative expression Eq. (2.3.16) into Eq. (2.2.11) gives rise to an overall good
description (black dashed line) of numerical obtained tunneling rates as it shown in Fig. 2.7(a).
In particular the predictions obtained in the perturbative and in the non-perturbative framework
agree almost perfectly. Larger deviations can only be seen by different heights of the first predicted
peak. This validates the perturbative approach as no further errors compared to the direct numerical
diagonalization of 𝐻𝑟:𝑠 are induced.
A further simplification is obtained if interference terms are neglected when inserting the approx-
imate state (2.3.16) in Eq. (2.2.11) and keeping only diagonal terms. We thereby arrive at the
incoherent prediction [73]
𝛾𝑚 = 𝛾
(d)
𝑚 +
𝑙max∑︁
𝑙=1
⃒⃒
𝐴𝑟:𝑠𝑚,𝑙𝑟
⃒⃒2
𝛾
(d)
𝑚+𝑙𝑟 (2.3.19)
for the tunneling rate. Here, we further defined direct tunneling rates by [74, 76]
𝛾
(d)
𝑚+𝑙𝑟 =
⃦⃦
𝑃Ω|𝐼𝑚+𝑙𝑟⟩
⃦⃦2
, (2.3.20)
i.e., the weight of the unperturbed eigenstates |𝐼𝑚+𝑙𝑟⟩ in the leaky region Ω. In particular, 𝛾(d)𝑚
describes the direct tunneling of |𝜓𝑚⟩ in the absence of nonlinear resonances. In contrast, the sum∑︀𝑙max
𝑙=1
⃒⃒⃒
𝐴𝑟:𝑠𝑚,𝑙𝑟
⃒⃒⃒2
𝛾
(d)
𝑚+𝑙𝑟 describes the resonance-assisted tunneling contribution to the overall decay due
to the presence of the 𝑟:𝑠 resonance. Even with this further approximation we find equally good
agreement with numerical data. More specifically, the incoherent prediction Eq. (2.3.19) shown as
red diamonds in Fig. 2.7(a) falls on top almost perfectly with the non-perturbative description as well
as the coherent perturbative prediction and shows the same deviations from the numerical obtained
tunneling rates. This may be caused by the ambiguity in the relative phases of the coefficients ⟨𝑞𝑛|𝐼𝑚⟩
for different 𝑚 when evaluating the weight of the state (2.3.16) in the leaky region. Assuming this
phases to be random cause destructive interference between non-diagonal contributions leaving only
the diagonal terms. This leads to the non-perturbative prediction as well as the coherent and the
incoherent perturbative prediction to agree with each other. Fixing the phases appropriately may allow
for an improved perturbative and non-perturbative prediction especially in the regime in between the
peaks where in Fig. 2.7 the largest deviations from numerical data can be seen [74].
The incoherent sum Eq. (2.3.19) further allows for a decomposition into individual contributions
associated with action states |𝐼𝑚+𝑙𝑟⟩. For an individual contribution labeled by 𝑙 a peak occurs when
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one of the intermediate states |𝐼𝑚+𝑘𝑟⟩ (𝑘 ≤ 𝑙) is in resonance with |𝐼𝑚⟩, i.e., 𝐸𝑚 − 𝐸𝑚+𝑘𝑟 ≈ 0 as
this causes the coefficients 𝐴𝑟:𝑠𝑚,𝑙𝑟 to diverge. This gives rise to a peak for the complete perturbative
prediction as well, which is dominated by the lowest order with resonant intermediate state, i.e., 𝑘 = 𝑙.
However, at the values of Planck’s constant where these peaks occur non-degenerate perturbation
theory looses its validity such that the perturbative picture is not able to accurately predict the
height of these peaks. The individual contributions to Eq. (2.3.19) are shown for 𝑙 ∈ {0, . . . , 4}
as dashed lines in Fig. 2.7(b). Furthermore, the full incoherent prediction (red diamonds) as well
as the maximum individual contribution (blue dots) is depicted. As both sets of data points almost
completely fall on top of each other we conclude that in the perturbative prediction typically one single
contribution labeled by 𝑙 dominates both the coherent and the incoherent prediction. In particular, the
direct tunneling regime is, as described above, associated with 𝑙 = 0. Here, the first peak at 1/ℎ = 53
corresponds to 𝑙 = 1 and the states |𝐼𝑚⟩ and |𝐼𝑚+𝑟⟩ being energetically degenerate with respect to
𝐻0. The subsequent peaks towards increasing 1/ℎ correspond to 𝑙 = 2 and 𝑙 = 3, respectively.
To summarize, the effect of enhanced tunneling rates can be traced back to a resonant coupling of
the local ground state mediated by the classical nonlinear resonance with action eigenstates associated
with quantizing tori closer to the chaotic sea.
2.3.3 Semiclassical Description of Resonance-Assisted Tunneling
The perturbative picture presented in the previous section gives rise to an accurate prediction of
tunneling rates and explains the peaks in terms of energetically degeneracies of action eigenstates. A
more intuitive picture, however, can be obtained in a semiclassical framework as this allows to connect
the tunneling rates with classical phase-space structures. In particular, in this section we derive a
semiclassical prediction of tunneling rates in terms of a closed formula which depends only on a few
easily accessible properties of the classical system. This semiclassical prediction leads both to good
quantitative agreement with the tunneling rates extracted from the eigenphases of the open quantum
map and to a qualitative understanding of the origin of the peaks and the overall exponential decay.
The semiclassical prediction is based on WKB theory which provides a semiclassical approximation of
the eigenstates of the system under consideration. In the following we argue that in order to construct
these eigenstates phase-space structures, i.e., invariant tori, need to be continued analytically into the
complex domain. In the underlying symplectic map such a continuation of invariant tori is limited by
the existence of natural boundaries, which prevents a continuation sufficiently deep into the complex
domain [102, 103]. Thus, we use the integrable approximations and construct WKB wave functions
𝜓sc as semiclassical approximation of the eigenstates |𝜓int⟩ of ℋ𝑟:𝑠 and 𝐻𝑟:𝑠, respectively. For them
the weight in the leaky region can be computed analytically. We construct 𝜓sc in the action-angle
coordinates of 𝐻0 as well as in the position representation. Subsequently we derive an expression
for tunneling rates which allows for a numerical evaluation and upon further approximation results
in an analytic closed form expression. When comparing these predictions with numerically obtained
tunneling rates we find good agreement.
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Figure 2.8: (a) Complexified phase space of ℋ𝑟:𝑠. The real phase space is represented by gray
lines. The tori 𝐶𝑚 and 𝐶
′
𝑚 as well as the attached complex tunneling paths are shown as blue
and green lines and arrows, respectively. The complex loop 𝐶𝑐 and its 2𝜋𝑙/𝑟 shifted copies are
depicted as orange arrows. The complex paths are further labeled by the associated local solution 𝜃𝑖
(𝑖 ∈ {1, 2, 3}). The leaky region Ω̃ and its complexified boundary are indicated by gray shaded areas.
(b) Topology of real and complex local solutions of Eq. (2.3.22). Real solutions are represented by
solid black lines, while complex solutions are indicated by dashed black lines. Tunneling parameters
𝜂𝑇 are assigned to the classical turning points and the type𝑋 ∈ {𝑁,𝑃.𝐷, 𝑆} of the local semiclassical
wave functions is shown with each solution. The regions Γ𝑖 and the labels for 𝐶𝑚, 𝐶
′
𝑚, and 𝐶𝑐 are
indicated.
WKB in Action-Angle Coordinates
In this section we present the construction of the semiclassical WKB wave function 𝜓sc(𝐼) within ℋ𝑟:𝑠,
i.e., in the action-angle coordinates (𝜃, 𝐼) of 𝐻0. On the one hand this leads to universal localization
properties of the wave function on classical tori and on the other hand provides the starting point for
a closed analytic formula for tunneling rates. We follow Ref. [59], where the pendulum Hamiltonian,
Eq. (2.3.3), is used.
Complexified Phase Space WKB theory aims at constructing eigenstates 𝜓sc𝑚(𝐼) of ℋ𝑟:𝑠 for an a
priori unknown energy 𝐸𝑚. The wave function is written as a superposition of generalized plane waves
of the form [53, 153]
𝜓sc𝑚,𝛼(𝐼) ∝ exp
(︂
i
~
∫︁ 𝐼
𝜃𝛼(𝐼
′;𝐸𝑚)d𝐼
′
)︂
. (2.3.21)
Here, 𝜃𝛼(𝐼;𝐸𝑚) is implicitly defined as a local solution of [53]
ℋ𝑟:𝑠(𝜃, 𝐼) = 𝐸𝑚. (2.3.22)
Without loss of generality we set the phase 𝜑𝑟:𝑠 = 0 as this only causes a global phase for the
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wave function otherwise. In general there are multiple solutions to this equation for fixed 𝐼 which are
labeled by the index 𝛼. However, these solutions are not necessarily real valued and we have to allow
for complex solution in order to construct a global wave function. That is, we allow the angle 𝜃 to take
values in the stripe [0, 2𝜋) + iR ⊆ C. We perform the WKB construction in complexified phase space
([0, 2𝜋) + iR)×C in which Eq. (2.3.22) defines a complexified torus, i.e., the analytic continuation of
a real torus of energy 𝐸𝑚. While the complexified torus is two-dimensional the construction of the
wave function is restricted to real 𝐼 which singles out one-dimensional paths on the complexified torus.
These paths are explicitly given in terms of the local solutions 𝜃𝛼(𝐼;𝐸𝑚) of Eq. (2.3.22) for real 𝐼 and
are depicted in Fig. 2.8(a) on top of the real phase space of ℋ𝑟:𝑠. We show the real parts of 𝜃 and 𝐼 as
well as the modulus of Im𝜃. There are local solution of Eq. (2.3.22) which correspond to two real tori
𝐶𝑚 and 𝐶 ′𝑚 depicted by blue and green lines, respectively, on opposite sides of the resonance chain.
From their, with respect to the resonance, outward turning points complex paths emerge indicated
by arrows of the same color as the respective real torus. We call such complex paths tunneling paths
as they determine the WKB wave function in classically forbidden regions. Furthermore, there are
complex tunneling paths emerging from the inner turning points on which 𝐼 remains real which cross
the resonance and join 𝐶𝑚 and 𝐶 ′𝑚. Note that to every complex local solution also the complex
conjugate represents a solution.
In the following we describe the local solutions of Eq. (2.3.22) explicitly. Although the phase space
of the Hamiltonian ℋ𝑟:𝑠 is the cylinder [0, 2𝜋)× [0,∞) we first restrict ourselves to angles 𝜃 ∈ [0, 2𝜋/𝑟)
which represents the minimal period of ℋ𝑟:𝑠(𝜃, 𝐼) in 𝜃 direction. Both tori 𝐶𝑚 and 𝐶 ′𝑚 divide this
reduced phase space into five disjoint regions Γ𝑖 labeled by an index 𝑖 from which regions with 𝑖 = 2
or 𝑖 = 4 are classically allowed, while the other regions are classically forbidden when projected onto
the action coordinate. The boundaries of the regions are given by the classical turning points 𝐼𝑇 for
𝑇 ∈ {±1,±2}. Together with a schematic sketch of real and complex solution 𝜃𝛼(𝐼;𝐸𝑚) for real 𝐼
the phase-space regions and the turning points are shown in Fig. 2.8(b). Using the abbreviation
𝜙(𝐼) =
|𝐸𝑚 −𝐻0(𝐼)|
2𝑉𝑟:𝑠
(︂
𝐼𝑟:𝑠
𝐼
)︂ 𝑟
2
(2.3.23)
the local solutions, for which we drop the dependence on 𝐸𝑚 to simplify notation in the following,
are given by
𝜃1±(𝐼) =
𝜋
𝑟
± i
𝑟
arcosh(𝜙(𝐼)), (2.3.24)
𝜃2±(𝐼) =
𝜋
𝑟
±
[︂
𝜋
𝑟
− 1
𝑟
arccos (𝜙(𝐼))
]︂
, (2.3.25)
𝜃3±(𝐼) = ±
i
𝑟
arcosh(𝜙(𝐼)), (2.3.26)
𝜃4±(𝐼) =
𝜋
𝑟
±
[︂
𝜋
𝑟
− 1
𝑟
arccos (𝜙(𝐼))
]︂
, (2.3.27)
𝜃5±(𝐼) =
𝜋
𝑟
± i
𝑟
arcosh(𝜙(𝐼)). (2.3.28)
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Due to periodicity, all other solutions with 𝜃𝑖±(𝐼) /∈ [0, 2𝜋/𝑟[ can be obtained by adding an integer
multiple of 2𝜋/𝑟.
Quantization Conditions As indicated above local WKB wave functions
𝜓sc𝑚,𝑖±(𝐼) =
⃒⃒⃒⃒
𝜕ℋ𝑟:𝑠
𝜕𝜃
(𝐼, 𝜃𝑖±(𝐼))
⃒⃒⃒⃒− 1
2
exp
(︂
i
~
∫︁ 𝐼
𝐼𝑇
𝜃𝑖±(𝐼
′) d𝐼 ′
)︂
(2.3.29)
are associated with each local solution 𝜃𝑖±(𝐼). Since the Schrödinger equation is a linear equation, the
complete semiclassical wave function within region Γ𝑖 is given as the superposition 𝜓sc𝑚,𝑖 = 𝑎
𝑖
+𝜓
sc
𝑚,𝑖++
𝑎𝑖−𝜓
sc
𝑚,𝑖− of the two independent wave functions 𝜓
sc
𝑚,𝑖+ and 𝜓
sc
𝑚,𝑖−. In order to obtain a globally well
defined wave function the coefficients 𝑎𝑖± have to be chosen correctly [53, 153]. To this end, we consider
two regions Γ𝑖 and Γ𝑖+1 separated by a turning point 𝐼𝑇 . Since
⃒⃒
𝜕ℋ𝑟:𝑠
𝜕𝜃
⃒⃒−1/2
diverges for 𝐼 → 𝐼𝑇 it is
not possible to impose continuity conditions on a global wave function. Nevertheless, in the classical
allowed region, say Γ𝑖 for instance, 𝜃𝑖±(𝐼) is real, while 𝜃𝑖+1±(𝐼) is complex in the classical forbidden
region Γ𝑖+1. Therefore, in Γ𝑖 one of the local wave functions 𝜓sc𝑚,𝑖± describes an incoming wave when
𝐼 approaches the turning point 𝐼𝑇 which we denote by 𝜓sc𝑚,𝑁 while the other wave function describes
an outgoing wave denoted by 𝜓sc𝑚,𝑃 . Whereas in Γ𝑖+1 there is an exponentially damped wave functions
𝜓sc𝑚,𝑆 and an exponentially growing wave function 𝜓
sc
𝑚,𝐷 when 𝐼 departs from 𝐼𝑇 . If we rename the
corresponding coefficients 𝑎𝑖± as 𝑎
𝑇
𝑃 and 𝑎
𝑇
𝑁 as well as 𝑎
𝑖+1
± as 𝑎
𝑇
𝑆 and 𝑎
𝑇
𝐷 respectively, we can write
down the coefficients 𝑎𝑇𝑋 for 𝑋 ∈ {𝑃,𝑁, 𝑆,𝐷} up to a global constant in a uniform way in terms of
the Langer connection formula [53, 59, 162]
𝑎𝑇𝑃 = exp
(︁
−i
[︁𝜋
4
− 𝜂𝑇
]︁)︁
, (2.3.30)
𝑎𝑇𝑁 = exp
(︁
+i
[︁𝜋
4
− 𝜂𝑇
]︁)︁
, (2.3.31)
𝑎𝑇𝑆 = cos (𝜂𝑇 ), (2.3.32)
𝑎𝑇𝐷 = 2 sin (𝜂𝑇 ). (2.3.33)
Here, 𝜂𝑇 denotes an unknown tunneling parameter that is associated with the turning point 𝐼𝑇 . The
connection formula, Eqs. (2.3.30)-(2.3.33), fully determines the ratio 𝑎𝑇𝑋/𝑎
𝑇
𝑌 for two wave functions
𝜓sc𝑚,𝑋 and 𝜓
sc
𝑚,𝑌 of type 𝑋 and 𝑌 ∈ {𝑃,𝑁, 𝑆,𝐷} in the vicinity of the turning point 𝐼𝑇 . For the outer
turning points 𝐼±2 the tunneling parameters 𝜂±2 have to be chosen as zero to ensure that the wave
function can be normalized. Furthermore, symmetry requires that the tunneling parameters should
be equal for turning points with equal action coordinate 𝐼𝑇 .
We further exploit this behavior at turning points in order to construct globally defined wave
functions. For this purpose we investigate the action integral that occurs in the exponential in
Eq. (2.3.29). To obtain a well defined, e.g., single valued wave function it should not depend on the
specific path chosen to evaluate the integral
∫︀ 𝐼
𝐼𝑇
𝜃𝑖±(𝐼) d𝐼. In other words, the phase and amplitude
gathered when integrating along an arbitrary closed loop 𝐶 on the complex surface of energy 𝐸𝑚
with real action coordinate 𝐼 and the corrections due to Eqs. (2.3.30)-(2.3.33) when passing through
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a turning point 𝐼𝑇 should cancel. Therefore,
1 = exp
(︂
i
~
∮︁
𝐶
𝜃(𝐼) d𝐼
)︂ ∏︁
𝑋
𝑇→𝑌
𝑎𝑇𝑌
𝑎𝑇𝑋
(2.3.34)
should hold for any closed loop 𝐶 [53, 59]. The product runs over all turning points encountered along
𝐶 and the factors 𝑎𝑇𝑌 /𝑎
𝑇
𝑋 are due to the switching from a path which is associated with a local wave
function of type 𝑋 to a path associated with a local wave function of type 𝑌 when crossing a turning
point 𝐼𝑇 . A detailed assignment of tunneling parameters and the behavior of local wave functions
with local solutions 𝜃±(𝐼) is presented in Fig. 2.8(b). We impose the condition, Eq. (2.3.34), on every
independent loop to obtain a set of nonlinear equations for the unknown tunneling parameters 𝜂±1
and the energy 𝐸𝑚. The real tori 𝐶𝑚 and 𝐶 ′𝑚 as well as the complex loop 𝐶𝑐 lead to the quantization
conditions [59]
2𝜋
~
𝐽𝐶𝑚 + 2𝑟𝜂−1 = 2𝜋 (𝑚+ 𝜃𝜃) for 𝑚 ∈ Z, (2.3.35)
2𝜋
~
𝐽𝐶′𝑚 − 2𝑟𝜂+1 = 2𝜋
(︀
𝑚′ + 𝜃𝜃
)︀
for 𝑚′ ∈ Z, (2.3.36)
tan (𝜂−1) tan (𝜂+1) =
1
4
exp
(︂
−2𝜎
~
)︂
. (2.3.37)
Here, 𝜃𝜃 is a Bloch phase which we take as 1/2, 𝐽𝐶𝑚 and 𝐽𝐶′𝑚 denote the action of the real tori 𝐶𝑚
and 𝐶 ′𝑚 while 𝜎 is the imaginary part of the action along the complex loop 𝐶𝑐. In particular, they
are given as
𝐽𝐶𝑚 =
1
2𝜋
∫︁ 2𝜋
0,𝐶𝑚
𝐼 d𝜃, (2.3.38)
𝐽𝐶′𝑚 =
1
2𝜋
∫︁ 2𝜋
0,𝐶′𝑚
𝐼 d𝜃, (2.3.39)
𝜎 =
1
2
⃒⃒
Im
∮︁
𝐶𝑐
𝜃 d𝐼
⃒⃒
. (2.3.40)
Note that Eqs. (2.3.35) and (2.3.36) are the EBK quantization conditions for 𝐶𝑚 and 𝐶 ′𝑚 with
tunneling corrections in terms of 𝜂±1. Finally, we consider a loop, which starts at (0, 𝐼−1) and winds
along 𝐶𝑚 to (2𝜋/𝑟, 𝐼−1). From there it switches to the complex path over the resonance, which
corresponds to the 2𝜋/𝑟 shifted copy of 𝜃3+(𝐼), switches back to 𝐶 ′𝑚 at (2𝜋/𝑟, 𝐼+1) and winds along
this real torus towards (0, 𝐼+1). There, it again crosses the resonance via 𝐶𝑐 along the solution
𝜃3+(𝐼) and again reaches its starting point. The corresponding quantization condition derived from
Eq. (2.3.34) reads [59]
2𝜋
𝑟~
(︀
𝐽𝐶′𝑚 − 𝐽𝐶𝑚
)︀
− 2 (𝜂+1 + 𝜂−1) = 2𝜋𝑙 for 𝑙 ∈ Z, (2.3.41)
whereas any other closed loop does not lead to new quantization conditions. Due to the highly
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nonlinear dependence of the actions 𝐽𝐶𝑚 and 𝐽𝐶′𝑚 on the energy 𝐸𝑚, the quantization conditions
permit no exact analytic solution. They have to be solved either numerically or approximately. For
the later we follow the argumentation presented in Ref. [59] and notice, that Eq. (2.3.37) suggests one
of the tunneling parameters to be exponentially small, since this is the case for the right hand side of
the equation. On the other hand they cannot both be exponentially small, since this would lead to a
wave functions localizing equally on 𝐶𝑚 as well as 𝐶 ′𝑚. This corresponds to both tori being quantizing,
i.e., an exact degeneracy of the associated action states. Therefore, we assume 0 ≈ |𝜂−1| ≪ |𝜂+1|,
neglect 𝜂−1 in Eq. (2.3.35) and Eq. (2.3.41), and use the approximation tan(𝜂−1) ≈ 𝜂−1 to solve the
quantization conditions according to [59]
𝐽𝐶𝑚 = ~ (𝑚+ 𝜃𝜃) , (2.3.42)
𝜂+1 =
𝜋
𝑟~
(︀
𝐽𝐶𝑚 − 𝐽𝐶′𝑚
)︀
+ 2𝜋
(︀
𝑚′ −𝑚
)︀
, (2.3.43)
𝜂−1 =
1
4
tan
(︁ 𝜋
𝑟~
[︀
𝐽𝐶𝑚 − 𝐽𝐶′𝑚
]︀)︁−1
exp
(︂
−2𝜎
~
)︂
. (2.3.44)
In particular, if we ignore exponentially small tunneling corrections Eq. (2.3.42) shows that the torus
𝐶𝑚 is indeed quantizing with quantum number 𝑚 while this in general not the case for 𝐶 ′𝑚. However,
the torus 𝐶 ′𝑚 is related to a quantum number 𝑚
′ for which the condition Eq. (2.3.41) implies the
selection rule 𝑚′ = 𝑚+ 𝑙𝑟 + tunneling corrections.
Global WKB Wave Functions Since the solution of the quantization conditions ensures a well
defined and single valued semiclassical wave function, we are able to compute the coefficients 𝑎𝑖± by
defining (𝐼−2, 𝜋/𝑟) as a global reference point and perform the action integral along real tori and
complex paths to a turning point 𝐼𝑇 at angle 𝜃𝑇 ∈ {0, 𝜋/𝑟} at the boundary of the region Γ𝑖. Here,
𝐼𝑇 defines the lower limit of the action integral, which occurs in Eq. (2.3.29) and we choose 𝑇 = −2
for 𝑖 = 1, 2, 𝑇 = −1 for 𝑖 = 3, and 𝑇 = +2 for 𝑖 = 4, 5. Similar to Eq. (2.3.34) we take corrections
due to the crossing of turning points into account. Because 𝑎1− is the coefficient of the subdominant
wave function at 𝐼−2 we set 𝑎1− = 1 and compute all other coefficients relative to 𝑎
1
− as
𝑎𝑖± = exp
(︂
i
~
∫︁
𝐶
𝜃(𝐼) d𝐼
)︂ ∏︁
𝑋
𝑇→𝑌
𝑎𝑇𝑌
𝑎𝑇𝑋
(2.3.45)
where 𝐶 denotes a path joining (𝐼−2, 𝜋/𝑟) with the turning point (𝐼𝑇 , 𝜃𝑇 ). Finally, we find
𝑎1+ = 0, (2.3.46)
𝑎1− = 1, (2.3.47)
𝑎2+ = exp
(︂
− i𝜋
4
)︂
, (2.3.48)
𝑎2− = exp
(︂
+
i𝜋
4
)︂
, (2.3.49)
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𝑎3+ = cos (𝜂−1) exp
(︂
i
~
𝒮1 − i
[︁𝜋
4
− 𝜂−1
]︁)︂
𝑎2−, (2.3.50)
𝑎3− = 2 sin (𝜂−1) exp
(︂
i
~
𝒮1 − i
[︁𝜋
4
− 𝜂−1
]︁)︂
𝑎2−, (2.3.51)
𝑎4+ =
1
2 sin (𝜂+1)
exp
(︂
i
~
𝒮2 + i
[︁𝜋
4
− 𝜂+1
]︁)︂
× exp
(︁
−𝜎
~
)︁
𝑎3+, (2.3.52)
𝑎4− =
1
2 sin (𝜂+1)
exp
(︂
i
~
𝒮2 − i
[︁𝜋
4
− 𝜂+1
]︁)︂
× exp
(︁
−𝜎
~
)︁
𝑎3+, (2.3.53)
𝑎5+ = exp
(︂
+
i𝜋
4
)︂
𝑎4−, (2.3.54)
𝑎5− = 0. (2.3.55)
Here, we use the abbreviations
𝒮1 =
∫︁ 𝐼−1
𝐼−2
𝜃1−(𝐼)d𝐼, (2.3.56)
𝒮2 =
∫︁ 𝐼+2
𝐼+1
𝜃4−(𝐼)d𝐼. (2.3.57)
With the coefficients, Eqs. (2.3.46)-(2.3.46), the local wave functions associated with the local solutions
Eqs. (2.3.24)-(2.3.28) can be superposed to obtain the global wave function associated with solutions
𝜃(𝐼) ∈ [0, 2𝜋/𝑟[. To study the localization of the obtained semiclassical wave function we notice that
|𝑎2±| = 1 while |𝑎4±| = |𝑎5+| ≪ 1. Hence, the wave function has its maximum amplitude in the classical
allowed region Γ2 on the torus 𝐶𝑚 while its amplitude is suppressed on the torus 𝐶 ′𝑚 in the classical
allowed region Γ4. This is called the transmitted or tunneling amplitude from 𝐶𝑚 towards 𝐶 ′𝑚 and
is denoted by 𝒜𝑇 = |𝑎5+| [59]. In particular the transmitted amplitude is given in terms of tunneling
parameters as
𝒜𝑇 =
⃒⃒⃒⃒
cos (𝜂−1)
2 sin (𝜂+1)
⃒⃒⃒⃒
exp
(︁
−𝜎
~
)︁
. (2.3.58)
Inserting the approximate solutions Eqs. (2.3.42)-(2.3.44) we find [59]
𝒜𝑇 =
1
2
⃒⃒⃒
sin
(︁ 𝜋
𝑟~
[︀
𝐽𝐶′𝑚 − 𝐽𝐶𝑚
]︀)︁⃒⃒⃒−1
exp
(︁
−𝜎
~
)︁
(2.3.59)
which agrees excellent with numerically obtained transmitted amplitudes. As long as the sine is not
zero 𝒜𝑇 is exponentially small. Nevertheless, if
(︀
𝐽𝐶′𝑚 − 𝐽𝐶𝑚
)︀
= 𝑙𝑟~ is fulfilled, this is no longer the
case and 𝒜𝑇 diverges. In particular the torus 𝐶 ′𝑚 then happens to be quantizing with a quantum
number 𝑚′ fulfilling 𝑚′ = 𝑚+ 𝑙𝑟. Since 𝐶 ′𝑚 always has the same energy as 𝐶𝑚 this is a reformulation
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of the resonance condition stated in the perturbative description of resonance-assisted tunneling in
terms of classical actions.
So far we only considered local solutions of Eq. (2.3.22) with Re 𝜃(𝐼) ∈ [0.2𝜋/𝑟[. We now proceed
by investigating the effect of all other solutions 𝜃𝑖±(𝐼) /∈ [0, 2𝜋/𝑟[. For this purpose we again focus on
an interval 𝜃 ∈ [2𝜋𝑙/𝑟, 2𝜋(𝑙+1)/𝑟[ for 𝑙 ∈ {0, . . . 𝑟− 1} and replace 𝜃𝑖±(𝐼) by 𝜃𝑙𝑖±(𝐼) = 𝜃𝑖±(𝐼)+2𝜋𝑙/𝑟.
Furthermore we denote the associated local wave functions by 𝜓sc,𝑙𝑚,𝑖,± and their coefficients by 𝑎
𝑖,𝑙
± ,
respectively. Using Eq. (2.3.45) and a path which connects (𝜋/𝑟, 𝐼−2) with (𝜋[2𝑙 + 1]/𝑟, 𝐼−2) we find
𝑎1,𝑙− =exp
(︂
i2𝑙𝜋
𝑟~
𝐼−2 −
i𝑙
𝑟
[︂
2𝜋
~
𝐽𝐶𝑚 + 2𝑟𝜂−1
]︂)︂
(2.3.60)
=exp
(︂
i2𝑙𝜋
𝑟
[︂
1
~
𝐼−2 −𝑚− 𝜃𝜃
]︂)︂
, (2.3.61)
where we exploited the fact, that 𝜂−1 solves the quantization conditions. From there on we resemble
the construction we presented in the case 𝑙 = 0 by shifting all paths by an angle 2𝑙𝜋/𝑟 and computing
the coefficients relative to 𝑎1,𝑙− . Since∫︁ 𝐼
𝐼𝑇
𝜃𝑙𝑖±(𝐼) d𝐼 =
∫︁ 𝐼
𝐼𝑇
𝜃𝑖±(𝐼
′) d𝐼 ′ +
2𝑙𝜋
𝑟
(𝐼 − 𝐼𝑇 ) (2.3.62)
the coefficients and local wave functions are given by
𝑎𝑖,𝑙± =exp
(︂
i2𝑙𝜋
𝑟
[︂
1
~
𝐼𝑇 −𝑚− 𝜃𝜃
]︂)︂
𝑎𝑖±, (2.3.63)
𝜓sc,𝑙𝑚,𝑖±(𝐼) = exp
(︂
i2𝑙𝜋
𝑟~
[𝐼 − 𝐼𝑇 ]
)︂
𝜓sc𝑚,𝑖±(𝐼). (2.3.64)
Superposing the independent local wave functions according to 𝜓sc,𝑙𝑚,𝑖 = 𝑎
𝑖,𝑙
−𝜓
sc,𝑙
𝑚,𝑖− + 𝑎
𝑖,𝑙
+𝜓
sc,𝑙
𝑚,𝑖+ therefore
leads to
𝜓sc,𝑙𝑚,𝑖(𝐼) = exp
(︂
i2𝑙𝜋
𝑟
[︂
1
~
𝐼 −𝑚− 𝜃𝜃
]︂)︂
𝜓sc𝑚,𝑖(𝐼). (2.3.65)
To sum up all contributions from different 𝑙 we introduce the heavily oscillating function
𝛼(𝐼) =
𝑟−1∑︁
𝑙=0
exp
(︂
i2𝑙𝜋
𝑟
[︂
1
~
𝐼 −𝑚− 𝜃𝜃
]︂)︂
, (2.3.66)
which fulfills 𝛼(𝐼𝑛) = 𝑟 whenever 𝑛 −𝑚 is an integer multiple of 𝑟 and 𝛼(𝐼𝑛) = 0 otherwise. Here,
𝐼𝑛 = ~(𝑛+𝜃𝜃) denote the quantizing actions. However, this is equivalent to the selection rule obtained
from a perturbative quantum mechanical treatment. Summarizing this construction we obtain a global
wave function 𝛼(𝐼)𝜓sc𝑚(𝐼), whose envelope is 𝑟𝜓
sc
𝑚(𝐼) and which localizes predominantly on 𝐶𝑚 but
also has a nonvanishing contribution on 𝐶 ′𝑚 that is suppressed by a factor 𝒜𝑇 .
Finally we perform the usual semiclassical normalization procedure on the wave functions and
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obtain∫︁ ∞
0
|𝛼(𝐼)𝜓sc𝑚(𝐼)|2 d𝐼 ≈ 𝑟
(︀
𝑇𝐶𝑚 +𝒜2𝑇𝑇𝐶′𝑚
)︀
(2.3.67)
≈ 𝑟𝑇𝐶𝑚 . (2.3.68)
Here, 𝑇 denotes the period of the corresponding torus 𝐶𝑚 or 𝐶 ′𝑚. Therefore normalization is en-
sured by a global factor of (𝑟𝑇𝐶𝑚)
−1/2, which completes the construction of semiclassical WKB wave
functions in action-angle coordinates.
In Fig. 2.9 we show the semiclassical wave function (green line) for two different values of Planck’s
constant for the quantum number 𝑚 = 0 and for ℋ𝑟:𝑠 corresponding to the standard map at 𝐾 = 3.4.
Furthermore the corresponding eigenstate of ℋ𝑟:𝑠 obtained by numerical diagonalization is depicted
as gray dots. In order to account for the fact that the numerical obtained eigenstate is defined on
a discrete action grid while the semiclassical wave function is defined for continuous 𝐼 the latter is
rescaled by
√
~. Figure 2.9(a) shows the non-resonant case, where only 𝐶𝑚 fulfills an EBK quantization
condition while (b) shows the resonant case in which both real tori are quantizing with quantum
numbers 0 and 𝑟, respectively. Furthermore, the classical turning points are indicated. For 𝐶𝑚
they are not distinguishable on the scale shown here, but the discrete action coordinate 𝐼𝑚 ≈ 𝐽𝐶𝑚
always is located in between those turningpoints. In contrast, only in the resonant case a discrete
action coordinate 𝐼𝑚+𝑙𝑟 ≈ 𝐽𝐶′𝑚 which fulfills the selection rules of resonance-assisted tunneling lies in
between the turning points of 𝐶 ′𝑚. Again this is a reformulation of the perturbative picture of the
resonance condition, i.e., 𝐼𝑚 and 𝐼𝑚+𝑙𝑟 are energetically almost degenerate. Up to a factor of order
one the numerical obtained eigenstates and the semiclassical wave functions agree very well. In order
to compute these wave functions the solutions to the quantizations conditions (2.3.35)-(2.3.37) and
the occurring action integrals have been obtained numerically.
Analytic Approximations for WKB Wave functions So far the construction of the semiclassical
wave function still requires the numerical evaluation of the occurring action integrals. In the following
we evaluate these integrals approximately which gives rise to an analytic formula for the tunneling
tales of the semiclassical wave function, i.e., the exponentially decreasing amplitude for large 𝐼. A
first step consists of the computation of the tunneling amplitude 𝒜𝑇 , Eq. (2.3.59). To this end we first
notice that the torus 𝐶𝑚 oscillates around the average action coordinate 𝐼𝑚 when 𝜃 advances from 0
to 2𝜋. Thus, we can approximate the energy for which the semiclassical wave function is constructed
by 𝐸𝑚 = 𝐻0(𝐼𝑚). In the same manner the torus 𝐶 ′𝑚 oscillates around an action 𝐼rat which we define
by 𝐻0(𝐼rat) = 𝐸𝑚. In the quadratic approximation of 𝐻0, Eq. (2.3.2) we find 𝐼rat = 2𝐼𝑟:𝑠 − 𝐼𝑚. For
a more general 𝐻0 a reasonable approximation for 𝐼rat is obtained by applying one step of a Newton
method which gives [75]
𝐼rat = 2𝐼𝑟:𝑠 − 𝐼𝑚 +
𝐸𝑚 −𝐻0(2𝐼𝑟:𝑠 − 𝐼𝑚)
𝜔(2𝐼𝑟:𝑠 − 𝐼𝑚)
(2.3.69)
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Figure 2.9: Eigenstates |𝜓0⟩ of ℋ𝑟:𝑠 at (a) 𝑁 = 75 and (b) 𝑁 = 53 The eigenstate obtained by
numerical diagonalization is depicted as gray dots. The numerically computed WKB wave function
is shown as a green line while the analytic approximation (2.3.80) is represented by a red line. Both
semiclassical wave functions are rescaled by
√
~ match normalization conditions with the numerically
obtained exact eigenstates. Thin gray lines represent classical turning points, the dashed black line
indicates 𝐼Ω.
where 𝜔(𝐼) = 𝐻 ′0(𝐼). This allows to express the action difference of 𝐶𝑚 and 𝐶
′
𝑚 as 𝐽𝐶′𝑚 − 𝐽𝐶𝑚 =
𝐼rat− 𝐼𝑚. In order to compute the imaginary part of the action of paths crossing the resonance along
the complex loop 𝐶𝑐 we rewrite Eq. (2.3.40) as
𝜎 =
1
𝑟
∫︁ 𝐼+1
𝐼−1
arcosh(𝜑(𝐼))d𝐼 ≈ 1
𝑟
∫︁ 𝐼rat
𝐼𝑚
ln(2|𝜑(𝐼)|)d𝐼. (2.3.70)
Here, we extended the domain of integration from [𝐼−1, 𝐼+1] to [𝐼𝑚, 𝐼rat] and used arcosh(𝑥) ≈ ln(2𝑥)
for large 𝑥. The first approximation is justified if the turning points 𝐼±1 do not differ much from
𝐼𝑚 and 𝐼rat, respectively, which is the case for small resonances, i.e., small |𝑀𝑟:𝑠𝑉𝑟:𝑠|. The second
approximation is fulfilled if |𝜑(𝐼)| is large, i.e., if 𝑉𝑟:𝑠 ≪ 𝐸𝑚. Using further only the quadratic
approximation of 𝐻0, which can be rewritten as
𝐻0(𝐼) = 𝐸𝑚 −
1
2𝑀𝑟:𝑠
(𝐼 − 𝐼𝑚) (𝐼rat − 𝐼) , (2.3.71)
we arrive at
ln(2|𝜑(𝐼)|) = ln
(︃
𝐼
𝑟/2
𝑟:𝑠
2𝑉𝑟:𝑠𝑀𝑟:𝑠
)︃
− 𝑟
2
ln(𝐼) + ln(𝐼 − 𝐼𝑚) + ln(𝐼 − 𝐼rat). (2.3.72)
This allows to evaluate the integral, Eq. (2.3.70), as [75]
𝜎 =
𝐼rat − 𝐼𝑚
𝑟
ln
(︃
(e𝐼𝑟:𝑠)
𝑟/2(𝐼rat − 𝐼𝑚)2
2e2𝑀𝑟:𝑠𝑉𝑟:𝑠
)︃
+
1
2
ln
(︃
𝐼𝐼𝑚𝑚
𝐼𝐼𝑟𝑎𝑡𝑟𝑎𝑡
)︃
. (2.3.73)
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Using 𝐼rat − 𝐼𝑚 ≈ 2(𝐼𝑟:𝑠 − 𝐼𝑚) we may further replace (𝐼rat − 𝐼𝑚)2/(2𝑀𝑟:𝑠) by 4𝐸𝑚. This gives the
tunneling amplitude as
𝒜𝑇 =
⃒⃒⃒
2 sin
(︁ 𝜋
𝑟~
(𝐼rat − 𝐼𝑚)
)︁ ⃒⃒⃒−1 ⃒⃒⃒(e𝐼𝑟:𝑠)𝑟/24𝐸𝑚
e2𝑉𝑟:𝑠
⃒⃒⃒ 𝐼rat−𝐼𝑚
𝑟~ 𝐼
𝐼rat
2~
rat
𝐼
𝐼𝑚
2~
𝑚
. (2.3.74)
It is worth noting that the whole construction presented above can be carried out in the pendulum
Hamiltonian (2.3.3) as well because the topology of the considered loops for quantization is the
same as presented above. For quantitative computations on has to replace 𝜑(𝐼), Eq. (2.3.23), by
𝜑(𝐼)(𝐼/𝐼𝑟:𝑠)
𝑟/2. In particular, the tunneling amplitude then reads
𝒜𝑇 =
⃒⃒⃒
2 sin
(︁ 𝜋
𝑟~
(𝐼rat − 𝐼𝑚)
)︁ ⃒⃒⃒−1 ⃒⃒⃒ 4𝐸𝑚
e2𝑉𝑟:𝑠
⃒⃒⃒ 𝐼rat−𝐼𝑚
𝑟~
(2.3.75)
which is exactly the asymptotic expression derived in Ref. [59].
We proceed by deriving also an approximation for the local, exponentially decreasing WKB wave
function in the classical forbidden region 𝐼 > 𝐼+2. More specifically we aim to construct the probability
density |𝜓sc𝑚,5+(𝐼)|2 of the only contributing local wave function which includes the computation of the
exponential term and the prefactor occurring in Eq. (2.3.29). We start with the latter and, dropping
the indices at 𝜃5+(𝐼), find
⃒⃒⃒𝜕ℋ𝑟:𝑠
𝜕𝜃
(𝐼, 𝜃(𝐼))
⃒⃒⃒
= 2𝑟𝑉𝑟:𝑠
(︂
𝐼
𝐼𝑟:𝑠
)︂𝑟/2
sin(𝑟𝜃(𝐼)) ≈ 𝑟|𝐸𝑚 −𝐻0(𝐼)|, (2.3.76)
where we use sin(𝑟𝜃(𝐼)) =
√︀
𝜑(𝐼)2 − 1 ≈ 𝜑(𝐼) for |𝜑(𝐼)| ≫ 1, i.e., 𝐼 sufficiently larger than 𝐼2+.
Further we replace the period 𝑇𝐶𝑚 by 2𝜋/𝜔(𝐼𝑚) given by the known frequency of 𝐼𝑚 within 𝐻0(𝐼). In
order to approximate the exponential dependence on the action along the tunneling paths we exploit
the same approximations as in the computation of the action 𝜎, Eq. (2.3.70). That is, we obtain
𝒮(𝐼) =
∫︁ 𝐼
𝐼+2
𝜃(𝐼 ′) d𝐼 ′ (2.3.77)
≈ 1
𝑟
∫︁ 𝐼
𝐼𝑟𝑎𝑡
(︃
ln
(︃
𝐼
𝑟/2
𝑟:𝑠
2𝑉𝑟:𝑠𝑀𝑟:𝑠
)︃
+−𝑟
2
ln(𝐼 ′) + ln(𝐼 ′ − 𝐼𝑚) + ln(𝐼 ′ − 𝐼rat)
)︃
d𝐼 ′ (2.3.78)
=
𝐼 − 𝐼rat
𝑟
ln
(︂
(𝐼 − 𝐼rat)(𝐼 − 𝐼𝑚)
2𝑒2𝑀𝑟:𝑠𝑉𝑟:𝑠
)︂
+
𝐼rat
2
ln
(︂
𝐼rat
𝑒𝐼𝑟:𝑠
)︂
− 𝐼
2
ln
(︂
𝐼
𝑒𝐼𝑟:𝑠
)︂
+
𝐼rat − 𝐼𝑚
𝑟
ln
(︂
𝐼 − 𝐼𝑚
𝐼rat − 𝐼𝑚
)︂
. (2.3.79)
Finally, we use the maximum value 𝑟 for the function 𝛼(𝐼), Eq. (2.3.66) in order to determine the en-
velope of the otherwise heavily oscillating WKB wave function. Combining the above approximations
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gives [75]
⃒⃒
𝜓sc𝑚(𝐼)
⃒⃒2
= 𝒜2𝑇
⃒⃒⃒ 𝜔(𝐼)
2𝑟𝜋 (𝐸𝑚 −𝐻0(𝐼))
⃒⃒⃒
exp
(︂
−2
~
𝒮(𝐼)
)︂
(2.3.80)
for 𝐼 > 𝐼+2 where 𝒮(𝐼) is given by Eq. (2.3.79) and 𝒜𝑇 can be obtained from Eq. (2.3.74). We show
the above envelope of the WKB wave function (red line) in Fig. 2.9 and find reasonable agreement
with the numerical obtained WKB wave functions (green lines) and the eigenstates of ℋ𝑟:𝑠 (gray
dots) close to 𝐼rat. In particular, the tunneling amplitude, Eq. (2.3.74), gives rise to the correct
amplitude. For larger 𝐼 the analytic approximation overestimates the numerical obtained eigenstates.
This, however, is almost exclusively due to deviations of the quadratic approximation of 𝐻0(𝐼) used
for the analytic approximation from the actual 𝐻0(𝐼) used for the numerical computation. Therefore,
the regime in which the analytic approximation yields reasonable results coincides with the region,
in which the quadratic approximation of 𝐻0(𝐼) is sufficiently accurate. Note that for large 𝐼 the
Hamiltonian 𝐻0(𝐼) is merely an extrapolation for the frequencies as these actions correspond to the
chaotic sea of the original system.
WKB in Position Representation
In order to predict tunneling rates defined within the open quantum map 𝑈o the above construction
needs to be carried over to the phase space of the underlying classical map. That is, we aim to construct
a WKB wave function 𝜓sc𝑚(𝑞) in position representation within the integrable approximation 𝐻𝑟:𝑠.
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Figure 2.10: Complexified phase space of the integrable approximation 𝐻𝑟:𝑠 on top of the real
phase space of the standard map (gray dots and lines). Real tori and complex tunneling paths are
labeled in the figure. The leaky region is indicated by gray shaded areas in real phase space while
its complexified border is shown as gray semi transparent planes perpendicular to real phase space.
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Complexified Phase Space Following the arguments of the previous section we first study the
complexified torus defined by
𝐻𝑟:𝑠(𝑞, 𝑝) = 𝐸𝑚 (2.3.81)
and, as we restrict ourselves to real 𝑞, the real tori and complex tunneling paths contained therein.
These tori and tunneling paths are depicted in Fig. 2.10 and described in the following. In particular,
we discuss the local solutions 𝑝𝛼(𝑞;𝐸𝑚) of Eq. (2.3.81).
As the canonical transformation 𝒯 maps real phase space to real phase space the preimage of 𝐶𝑚
is an invariant torus of 𝐻𝑟:𝑠. The torus 𝐶𝑚 has the same energy 𝐸𝑚 and the same quantizing action
𝐽𝐶𝑚 = ~(𝑚+1/2) in any of the two coordinate systems. It is depicted as a blue line and for simplicity
we keep the notation for this torus independent from the used coordinates. This torus gives rise to
two real local solutions 𝑝𝐶𝑚,±(𝑞), for which 𝑝𝐶𝑚,+(𝑞) > 𝑝𝐶𝑚,−(𝑞). From each of the two turning points
𝑞T𝐶𝑚,± on 𝐶𝑚, for which 𝑞
T
𝐶𝑚,+
> 𝑞T𝐶𝑚,−, two complex paths with real 𝑞 emanate. For each turning
point one of this solutions leads to an exponential growing wave function while the other leads to an
exponential decaying wave function. To ensure a wave function which can be normalized only the
second path contributes to the semiclassical wave function. We denote these direct tunneling paths
by 𝑝d,±(𝑞) in dependence of the turning point from which they emanate. These paths are shown as
blue arrows and labeled accordingly. We call them direct tunneling paths. Similarly, we identify the
real, in general not quantizing torus 𝐶 ′𝑚 (green line) on the opposite side of the resonance-chain which
gives rise to two further real solutions 𝑝𝐶′𝑚,±(𝑞) as well as two further, so-called resonance-assisted,
tunneling paths 𝑝rat,±(𝑞)(green arrows) emanating from the turning points at 𝑞T𝐶′𝑚,±.
In any case, as one the one hand tunneling paths with real action are not mapped to tunneling
paths with real position under 𝒯 −1 and as on the other hand the canonical transformation 𝒯 is
constructed by a numerical procedure, also the tunneling paths have to be constructed numerically.
This is accomplished by time evolution along a contour 𝑠 ↦→ 𝑡 ∈ C in complex time as described in
Ref. [54] and with the classical turning points as initial conditions. As energy is a constant of motion
even for the evolution in complex time the obtained trajectories (𝑞(𝑡(𝑠)), 𝑝(𝑡(𝑠))) are contained in
the complexified torus defined by Eq. (2.3.81). In order to ensure position to be real the complex
time contour is approximated by a polygon with straight line segments between discrete complex
times 𝑡𝑖 and 𝑡𝑖+1 = 𝑡𝑖 + 𝛿𝑡 exp (i𝛽𝑖). Here, 𝛿𝑡 is a small real parameter and the phase 𝛽𝑖 is optimized
numerically such that 𝑞(𝑡𝑖+1) is real.
Beside the local solutions described above no further local solutions 𝑝𝛼(𝑞;𝐸𝑚) with real position 𝑞
exist. However, due to continuity of the canonical transformation the complexified torus defined by
the energy 𝐸𝑚 is connected in both coordinate systems (𝜃, 𝐼) and (𝑞, 𝑝). We illustrate this by showing
also the images of the complex loop 𝐶𝑐 under 𝒯 −1 as orange arrows in Fig. 2.10 schematically. They
are labeled by 𝑝T.
WKBWave Functions We proceed by constructing the WKB wave function 𝜓sc𝐶𝑚 associated with the
quantizing torus 𝐶𝑚. To this end we neglect the exponentially small tunneling corrections, which we
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Figure 2.11: Real tori and tunneling paths on top of the phase space of the standard map (gray
lines and dots) and the complexified leaky region (gray shaded planes) as well as the associated wave
functions. (a) Quantizing torus 𝐶𝑚 and direct tunneling paths 𝑝d,±(𝑞) as blue lines (upper panel)
and the corresponding WKB wave function 𝜓sc𝐶𝑚(𝑞) (lower panel) (b) Torus 𝐶
′
𝑚 and resonance-
assisted tunneling paths 𝑝rat,±(𝑞) as green lines (upper panel) and the corresponding WKB wave
function 𝜓sc𝐶′𝑚(𝑞) (lower panel).
explicitly incorporate in the analog construction in action-angle coordinates. In the classical forbidden
regions only the tunneling paths contribute to the wave function while in the classical allowed region
both real solutions have to be taken into account. In particular, the wave function in the classical
forbidden regions 𝑞 ≤ 𝑞T𝐶𝑚,− and 𝑞 ≥ 𝑞T𝐶𝑚,+ associated with the respective tunneling path 𝑝d,±(𝑞) is
given by [53, 153]
𝜓sc𝐶𝑚(𝑞) =
⃒⃒⃒⃒
𝑇𝐶𝑚
𝜕𝐻𝑟:𝑠
𝜕𝑝
(𝑞, 𝑝d,±(𝑞))
⃒⃒⃒⃒−1/2
exp
(︃
i
~
∫︁ 𝑞
𝑞T𝐶𝑚,±
𝑝d,±(𝑞) d𝑞
)︃
. (2.3.82)
Here, 𝑇𝐶𝑚 again denotes the period of the torus 𝐶𝑚 which is invariant under the canonical transforma-
tion 𝒯 . The prefactor can be obtained from Hamilton’s equations as |𝑞| can be computed numerically.
However, in the classical allowed region, 𝑞T𝐶𝑚,− ≤ 𝑞 ≤ 𝑞T𝐶𝑚,+, we find [53, 153]
𝜓sc𝐶𝑚(𝑞) =
⃒⃒⃒⃒
𝑇𝐶𝑚
𝜕𝐻𝑟:𝑠
𝜕𝑝
(𝑞, 𝑝d,+(𝑞))
⃒⃒⃒⃒−1/2
exp
(︃
i
~
∫︁ 𝑞
𝑞T𝐶𝑚,+
𝑝d,+(𝑞) d𝑞
)︃
+
⃒⃒⃒⃒
𝑇𝐶𝑚
𝜕𝐻𝑟:𝑠
𝜕𝑝
(𝑞, 𝑝d,−(𝑞))
⃒⃒⃒⃒−1/2
exp
(︃
i
~
∫︁ 𝑞
𝑞T𝐶𝑚,+
𝑝d,−(𝑞) d𝑞 + i
𝜋
2
)︃
. (2.3.83)
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The thereby obtained wave function is shown in Fig. 2.11(a). A similar construction can be carried
out for the wave function 𝜓sc𝐶′𝑚 associated with 𝐶
′
𝑚 and its attached tunneling paths. We find [53, 153]
𝜓sc𝐶′𝑚(𝑞) =
⃒⃒⃒⃒
𝑇𝐶𝑚
𝜕𝐻𝑟:𝑠
𝜕𝑝
(𝑞, 𝑝rat,±(𝑞))
⃒⃒⃒⃒−1/2
exp
⎛⎝ i
~
∫︁ 𝑞
𝑞T
𝐶′𝑚,±
𝑝rat,±(𝑞) d𝑞
⎞⎠ (2.3.84)
in the classical forbidden regions 𝑞 ≤ 𝑞T𝐶′𝑚,− and 𝑞 ≥ 𝑞
T
𝐶′𝑚,+
. In the classical allowed region 𝑞T𝐶′𝑚,− ≤
𝑞 ≤ 𝑞T𝐶′𝑚,+ the WKB wave function is given by [53, 153]
𝜓sc𝐶′𝑚(𝑞) =
⃒⃒⃒⃒
𝑇𝐶𝑚
𝜕𝐻𝑟:𝑠
𝜕𝑝
(𝑞, 𝑝rat,+(𝑞))
⃒⃒⃒⃒−1/2
exp
⎛⎝ i
~
∫︁ 𝑞
𝑞T
𝐶′𝑚,+
𝑝rat,+(𝑞) d𝑞
⎞⎠
+
⃒⃒⃒⃒
𝑇𝐶𝑚
𝜕𝐻𝑟:𝑠
𝜕𝑝
(𝑞, 𝑝rat,−(𝑞))
⃒⃒⃒⃒−1/2
exp
⎛⎝ i
~
∫︁ 𝑞
𝑞T
𝐶′𝑚,+
𝑝rat,−(𝑞) d𝑞 + i𝜈
⎞⎠. (2.3.85)
similar to Eq. (2.3.83) but with an unknown phase 𝜈 gained at the right turning point which compen-
sate for the fact that 𝐶 ′𝑚 in general does not fulfill a quantization condition. In order to determine 𝜈 a
complete Stokes-analysis of this problem would be required. Since we are interested in the wave func-
tions weight in the leaky region rather than in the regular island, we omit this procedure. However, if
𝐶 ′𝑚 happens to be quantizing as well we again find 𝜈 = 𝜋/2. For this case, i.e., for 𝐽𝐶′𝑚 = ~(𝑚+𝑟+1/2)
a semiclassical wave function is shown in Fig. 2.11(b). Further note that the normalization constant
𝑇
−1/2
𝐶𝑚
is used as this guarantees normalization of the global WKB wave function presented below.
Furthermore, we emphasize that 𝐶𝑚 and 𝐶 ′𝑚 are connected by solutions of Eq. (2.3.81) with both
momentum and position being complex. Therefore the local wave functions 𝜓sc𝐶𝑚 and 𝜓
sc
𝐶′𝑚
are not
independent from each other and the global WKB wave function at energy 𝐸𝑚 has to be a linear
combination of both.
Thus the global WKB wave function which dominantly localizes on 𝐶𝑚 is given by
𝜓sc𝑚(𝑞) = 𝜓
sc
𝐶𝑚(𝑞) +𝒜𝑇 ei𝜙𝑇𝜓sc𝐶′𝑚(𝑞). (2.3.86)
Here, 𝒜𝑇 is the tunneling amplitude, Eq. (2.3.58) which, as it is defined in terms of canonically
invariant actions, is the same in both coordinate systems. However, the relative phase 𝜙𝑇 between
both contributions requires again a complete Stokes-analysis of the system which we do not perform
in this thesis. Instead we neglect interference terms between between 𝜓sc𝐶𝑚 and 𝜓
sc
𝐶′𝑚
in the following.
Prediction of Tunneling Rates
In this section we derive an explicit expression for tunneling rates. The starting point is again
Eq. (2.2.11) in which we insert the WKB wave function 𝜓sc𝑚 obtained in the previous section. Writing
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this equation explicitly in position representation gives
𝛾𝑚 =
∫︁
Ω
|𝜓sc𝑚(𝑞)|2 d𝑞. (2.3.87)
Inserting Eq. (2.3.86) and neglecting interference we find
𝛾𝑚 = 2
∫︁ 𝑞Ω
−∞
⃒⃒
𝜓sc𝐶𝑚(𝑞)
⃒⃒2
d𝑞 + 2𝒜2𝑇
∫︁ 𝑞Ω
−∞
⃒⃒⃒
𝜓sc𝐶′𝑚(𝑞)
⃒⃒⃒2
d𝑞. (2.3.88)
The factor 2 exploits the symmetry of the standard map and the lower limit of the integral has been
shifted from 0 to negative infinity. Since the first integral is associated with the torus 𝐶𝑚 we denote
it as the direct tunneling rate 𝛾(d)𝑚 . Consequently, we call the second integral the resonance-assisted
tunneling rate 𝛾(rat)𝑚 , such that
𝛾𝑚 = 𝛾
(d)
𝑚 +𝒜2𝑇𝛾(rat)𝑚 (2.3.89)
holds.
In order to further evaluate Eq. (2.3.88) we note that due to the exponential decay of the WKB
wave functions in the classical forbidden regions the main contribution to the integral is determined
by the wave function at the boundary 𝑞Ω of the leaky region. Hence, we linearize the action which
occurs in the exponential in Eqs. (2.3.82) and (2.3.84), respectively, around 𝑞Ω and approximate the
prefactor by its value at the boundary. This gives the modulus squared of the wave function as
⃒⃒
𝜓sc𝐶𝑚(𝑞)
⃒⃒2
=
⃒⃒
𝜓sc𝐶𝑚(𝑞Ω)
⃒⃒2
exp
(︂
−2
~
|Im 𝑝d,−(𝑞Ω)| (𝑞 − 𝑞Ω)
)︂
(2.3.90)
for 𝑞 < 𝑞Ω. A similar expression is obtained for 𝜓sc𝐶′𝑚 . Performing the integration then yields [75]
𝛾(d)𝑚 =
~
|Im 𝑝d,−(𝑞Ω)|
⃒⃒
𝜓sc𝐶𝑚(𝑞Ω)
⃒⃒2
, (2.3.91)
𝛾(rat)𝑚 =
~⃒⃒
Im 𝑝′rat,−(𝑞Ω)
⃒⃒ ⃒⃒⃒𝜓sc𝐶′𝑚(𝑞Ω)⃒⃒⃒2 (2.3.92)
as final prediction for tunneling rates.
Results In figure Fig. 2.12 we compare the individual contributions 𝛾(d)𝑚 and 𝒜2𝑇𝛾
(rat)
𝑚 with numerical
obtained tunneling rates for 𝐾 = 3.4. Here, we use the tunneling amplitude given by Eq. (2.3.59). We
find the resonance-assisted contribution to dominate the semiclassical prediction for all values of ~.
Thus, the total prediction (2.3.89) can safely be approximated by the resonance-assisted contribution
alone which gives overall good agreement with numerically obtained tunneling rates. We find this to
be the case in many physical situations while exceptions may occur in the quantum regime of large ~
where the semiclassical approximation cannot be expected to give an accurate description. Another
limiting case is that of resonance-chains which occupy only a small area in phase space. For the present
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Figure 2.12: Semiclassical prediction of tunneling rates. Numerically obtained rates are shown as
gray dots. The direct tunneling rate 𝛾
(d)
𝑚 is depicted as a blue line, the resonance-assisted contribution
𝒜2𝑇 𝛾
(rat)
𝑚 as green line and the analytic formula in terms of Eq. (2.3.95) as red line.
case the resonance-assisted contribution is sufficient to accurately predict the overall exponential decay
as well as the position of peaks. In contrast, the direct contribution shows a pure exponential decay
determined by the WKB wave function |𝜓sc𝐶𝑚(𝑞Ω|2. The latter exponentially depends on the action
of the direct tunneling path 𝑝d(𝑞) from the turning points to the complexified border of the leaky
region Ω indicated by the shaded region in Fig. (2.10) and (2.11). Similarly, the resonance-assisted
tunneling rate 𝛾(rat)𝑚 exponentially depends on the action of the resonance-assisted tunneling path
𝑝rat(𝑞). However, this exponential dependence is not sufficient to describe the overall exponential
decay of the tunneling rates towards the semiclassical limit ~ → 0. For the case studied here, this
exponential dependence is in fact almost canceled by the ~ dependence of the non-exponential terms.
Thus the exponential decay is due to the exponential dependence of the tunneling amplitude 𝒜𝑇 on
the action 𝜎 of complex paths bridging the resonance chain. Also the peaks at which tunneling is
enhanced by several orders of magnitude are captured by the tunneling amplitude. More specifically,
the prefactor sin [𝜋(𝐽𝐶′𝑚 − 𝐽𝐶𝑚)/(𝑟𝜋)]
−1 diverges whenever 𝐽𝐶′𝑚 − 𝐽𝐶𝑚 = 𝑙𝑟~ for an integer 𝑙 causing
the peaks. This, however, means that both tori 𝐶𝑚 and 𝐶 ′𝑚 fulfill an EBK-quantization condition
with quantum numbers differing by an integer multiple of 𝑟. As, by definition, both tori have the
same energy 𝐸𝑚 those states are degenerate which is exactly the resonance conditions formulated in
the perturbative framework presented in Sec. 2.3.2. Note that right at the peaks Eq. (2.3.59) formally
is not the correct solution to the quantization conditions (2.3.35)-(2.3.41). However, as Eq. (2.3.59)
fails at most for ~ in a small neighborhood of the peaks we neglect this drawback. This leaves us
unable to describe the exact height of the peaks, i.e., the tunneling rate right at the peak.
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Analytic Approximation The main observation in order to derive an analytic expression for tunneling
rates is the fact that within action-angle coordinates the tunneling tail of the WKB wave function
for large action 𝐼 > 𝐼rat is known analytically while the leaky region Ω is explicitly given in position
representation. Therefore, we extend the leaky region Ω to be the complement of the whole regular
region. In fact, following Refs. [61, 64] the regular region is quantum mechanically effectively enlarged
up to the most relevant partial barrier, whose flux may not be resolved by quantum mechanics
[147]. Intuitively, this accounts for sticky motion in the vicinity of the regular-chaotic border which
quantum mechanically cannot be distinguished from regular motion, i.e., there are regular quantum
states supported in this region. In the case of the standard map at 𝐾 = 3.4, the relevant partial
barrier is composed of the invariant manifolds of an unstable period four orbit in the vicinity of the
regular region. We denote the area enclosed by those invariant manifolds as 𝒜reg which represents
the area of the extended regular region. In the present case 𝒜reg = 0.155. This allows to write
Ω̃ = {𝐼 < 𝐼Ω = 𝒜reg/(2𝜋)} as only invariant tori of 𝐻0 ∘ 𝒯 with actions 𝐼 < 𝐼Ω are not contained
in the extended leaky region. Quantization then translates the leaky region to a projection 𝑃Ω̃. As
Ω ⊆ Ω̃ upon quantization we obtain image(𝑃Ω) ⊆ image(𝑃Ω̃) and thus ‖𝑃Ω|𝜓⟩‖2 ≤ ‖𝑃Ω̃|𝜓⟩‖2 for all
states |𝜓⟩. Therefore, classically extending the leaky region and subsequently computing tunneling
rates gives rise to an upper bound for the originally obtained tunneling rates. As both choices of the
leaky region do not contain the regular island we expect that regular eigenstates and their tunneling
rates defined in the appropriately opened quantum maps 𝑈o do not change drastically. That is, we
expect the above approximation to be a rather tight upper bound. Nevertheless, the extension of the
leaky region gives rise to an additional source of deviations of our description from numerical data.
Having established this line of reasoning we can write the tunneling rates as
𝛾𝑚 =
∫︁ ∞
𝐼Ω
|𝜓sc𝑚(𝐼)|2 d𝐼. (2.3.93)
As the WKB wave function exponentially decreases for 𝐼 > 𝐼Ω only a small region around 𝐼Ω gives
rise to the main contribution to the above integral. Thus, we linearize the action occurring in the
exponential giving
|𝜓sc𝑚(𝐼)|2 = |𝜓sc𝑚(𝐼Ω)|2 exp
(︂
−2
~
Im 𝜃5+(𝐼Ω)(𝐼 − 𝐼Ω)
)︂
. (2.3.94)
Evaluating the integral, Eq. (2.3.93) and replacing Im 𝜃5+(𝐼Ω) by ln(2𝜑(𝐼Ω))/𝑟 yields [75]
𝛾𝑚 =
𝑟~
ln(2𝜑(𝐼Ω))
|𝜓sc𝑚(𝐼Ω)|2 , (2.3.95)
where the WKB wave function is given by the explicit expression Eq. (2.3.80). The error induced by
this replacement can be linked to the accuracy of the approximation of |𝜓sc𝑚(𝐼Ω)|2 by Eq. (2.3.80) at
𝐼Ω. This can be estimated from Fig. 2.9 where 𝐼Ω is indicated as a dashed line and where reasonable
agreement with numerical obtained eigenstates of ℋ𝑟:𝑠 around 𝐼Ω is found.
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We further emphasize that besides the ~ dependence the above expression depends only on the
classical parameters that enter the normal-form Hamiltonian ℋ𝑟:𝑠 as well as the size of the regular
island. The tunneling rate may again be decomposed as
𝛾𝑚 = 𝒜2𝑇𝛾(rat)𝑚 (2.3.96)
by factoring out the tunneling amplitude 𝒜𝑇 which enters the prediction via Eq. (2.3.80). In particular
on this level of approximation there is no direct tunneling contribution to 𝛾𝑚.
The tunneling rates obtained from Eq. (2.3.95) are shown in Fig. 2.12. They agree well with
numerically obtained tunneling rates and indeed give a tight upper bound on the tunneling rates
obtained by the WKB construction in position representation except of the large ~ regime 1/ℎ ∼ 20.
Again the exponential decay is due to the exponential dependence on the actions 𝜎 and 𝒮(𝐼Ω) divided
by ~. The peaks occur again when the prefactor entering 𝒜𝑇 diverges, i.e. when 𝐼rat − 𝐼𝑚 = 𝑙𝑟~ for
an integer 𝑙. This, of course, is again the resonance condition obtained by perturbation theory as the
above conditions means that 𝐼rat is quantizing with quantum number 𝑚 + 𝑙𝑟 and thus gives rise to
energetically degenerate states associated with 𝐼𝑚 and 𝐼rat.
2.3.4 Discussion
The above presentation aims to give a minimal but self contained discussion of resonance-assisted
tunneling with the main result being an analytic formula for tunneling rates. In this section we
summarize the methods and results presented above. On the one hand we discuss their limitations
and on the other hand we emphasize the universal features which give rise to further applications,
e.g., in optical microcavities as presented in the subsequent chapter.
We derive our description using the standard map as paradigm of a symplectic map which exhibits
a mixed phase space at the chosen parameters. The final expression for tunneling rates, however, is
independent of the system under consideration in the sense that it depends only on easily accessible
properties of the regular island. Those properties can be extracted for any symplectic map which
globally or locally exhibits such a regular island occurring around a stable periodic point.
In such a setting tunneling rates from the regular to the chaotic region provide a quantitative
measure of tunneling. For the system discussed here they are defined by a projective opening of
the quantum system. Other widely used measures are phase or level splittings of symmetry-related
states or the width of avoided crossings. All of these quantities show qualitatively the same behavior
suggesting some common universal aspects of resonance-assisted tunneling, while the details may
depend on the considered quantity and the system under investigation. In the semiclassical picture
presented here, neglecting direct tunneling, the tunneling rate is given in terms of the tunneling
amplitude 𝒜𝑇 and the resonance-assisted tunneling rate 𝛾(rat)𝑚 . The tunneling amplitude describes
the coupling of WKB states associated to the tori 𝐶𝑚 and 𝐶 ′𝑚 and thus describes properties of
quantum states in the vicinity of a nonlinear resonance chain. Moreover, the tunneling amplitude is
invariant under canonical transformations and therefore does not depend on the choice of coordinates
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in which WKB theory is applied. In fact, it is fully encoded in the normal-form Hamiltonian or
in its pendulum approximation, which universally describes the classical dynamics of a nonlinear
resonance. As the WKB construction of the tunneling amplitude is completely independent from the
definition of tunneling rates, we conclude that the tunneling amplitude provides the universal aspect
of resonance-assisted tunneling. Using the perturbative picture this can be translated into the fact
that the coefficients, Eq. (2.3.17), entering the perturbative expansion of states and tunneling rates
are universal in the same sense. We conclude that these perturbative coefficients and the tunneling
amplitude should be applicable also in different situations than the one studied in this chapter. In
particular, in the following chapter we utilize them to derive a description of lifetimes of modes in
optical microcavities.
In contrast, the tunneling rate 𝛾(rat)𝑚 is specific to the situation discussed in this section and thus
provides the non-universal part. On the one hand it is non-universal as, e.g., its definition depends
on the choice of the projective opening. On the other hand tunneling rates are by no means the only,
and thus universal measure of the strength of tunneling, i.e., when studying different measures of
resonance-assisted tunneling, the tunneling rate does not occur at all.
Schematically we may summarize the mechanism of resonance-assisted tunneling as follows: Suppose
a measure𝑋 of the tunneling strength which we are going to evaluate for a state associated with a torus
𝐶𝑚. This can be decomposed into a direct contribution 𝑋(d) and a resonance-assisted contribution
𝒜2𝑇𝑋(rat) as 𝑋𝑚 = 𝑋(d)+𝒜2𝑇𝑋(rat). Here, 𝑋(rat) is associated with the partner torus 𝐶 ′𝑚 and typically
is larger than the direct contribution. Although the tunneling amplitude is in general exponentially
small in the inverse Planck constant the whole resonance-assisted contribution dominates the direct
contribution in many situations, thereby enhancing the overall tunneling strength expressed in terms
of 𝑋𝑚.
The above picture of resonance-assisted tunneling is valid only when there is a single nonlinear
resonance which dominates the tunneling process. In the case of multiple resonances the problem
gets more involved as each resonance couples different states with different coupling strengths. In
this case the perturbative description is still applicable if each resonance is modeled locally by an
appropriate normal-form Hamiltonian [73]. As a single integrable approximation modeling more than
one resonance is not known the semiclassical picture does not directly transfer to this multi-resonance
case. However, in one-degree of freedom systems this typically occurs deeper in the semiclassical limit
than in the regime we study in this thesis. There, multiple resonances lead to a less regular and in
general very complex structure of resonance peaks. Similar behavior has been observed in systems
with more than one degree of freedom, where typically resonances of higher rank appear [60]. They
lead to a similarly complex structure of tunneling peaks already in the quantum regime at large ~ as it
is the case for multiple resonances in one degree of freedom systems in the semiclassical limit. While,
at least for simple situations, the perturbative description by means of a normal-form Hamiltonian
with two degrees of freedom is still able to capture this behavior, a semiclassical description is not
known.

3 Resonance-Assisted Tunneling in Optical
Microdisks
In order to go beyond the rather abstract setting of quantum maps we study experimentally feasible
systems in this chapter. As resonance-assisted tunneling has been observed in recent experiments in
microwave resonators [51] and optical microcavities [39], we aim to extend the theoretical description
developed in the previous chapter to optical systems. To this end we study deformed optical mi-
crodisks, i.e., quasi two-dimensional dielectric cavities of almost circular shape with refractive index
larger than the environment. The latter causes stationary configurations of the electromagnetic field
to decay over time for which we identify resonance-assisted tunneling to be the dominant decay chan-
nel. In this chapter we derive a semiclassical prediction of decay rates in deformed optical microdisks
based on classical properties which is in good agreement with numerically obtained decay rates.
To this end we introduce the classical ray dynamics in Sec. 3.1 including semiclassical corrections.
The wave mechanical description of optical microdisks is given in Sec. 3.2, where we discuss sta-
tionary solutions to Maxwell’s equations. In particular, we discuss how resonance-assisted tunneling
manifests itself in those optical systems and describe this quantitatively in terms of complex wave
numbers. Subsequently, in Sec. 3.3 we provide a description of optical modes and their decay rates
both perturbatively and semiclassically by extending the methods developed for quantum maps. Ad-
ditionally, we present another manifestation of resonance-assisted tunneling in terms of the splitting
of wave numbers in symmetric cavities and apply a semiclassical description there as well.
3.1 Billiard Dynamics
The classical limit of optics is that of ray optics given by light rays traveling along straight lines
through a medium of constant refractive index. Only when the refractive index changes these light
rays get diffracted. This is utilized in optical microdisks, which are quasi two-dimensional structures
with an index of refraction 𝑛 larger than in its environment. Inside such an optical cavity, this causes
elastic reflections of light rays when they hit the boundary of the cavity, i.e., the interface between the
optical media from which the cavity is made and the surrounding. Therefore, the dynamics of a light
ray is equivalent to that of a point particle inside a billiard which we review in Sec. 3.1.1. There, we
discuss the dynamics in configuration space and on a suitable Poincaré section. However, the analogy
with a point particle moving freely inside the billiard and being elastically reflected at the infinite
potential barrier at the billiards boundary is not sufficient to account for optical phenomena. More
specifically, due to the finite difference in the refractive indices of cavity and environment, the light
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ray is only partially reflected at the boundary. That is, each rays’ intensity may decrease when the
light ray hits the boundary depending on the angle of incidence as described by Fresnel’s law. Thus,
the correct classical limit is that of a partially open billiard that exhibits a leaky region in phase space
which is introduced in Sec. 3.1.2. There, by extending the ray picture to that of light beams with a
finite width, the leaky region causes corrections to the simple billiard dynamics.
3.1.1 Classical Billiard Dynamics
In this section, we study the classical dynamics of a point particle in a two-dimensional billiard
[163, 164]. A two-dimensional billiard is a bounded and connected region Ω ⊂ R2 with piecewise
smooth boundary 𝜕Ω of length ℒ. We may parameterize the boundary by arc length [0,ℒ] ∋ 𝑠 ↦→
r(𝑠) = (𝑥(𝑠), 𝑦(𝑠)) ∈ R2 after fixing a reference point. For the sake of this thesis, we assume that
the boundary 𝜕Ω is a connected, positively oriented and closed curve, i.e., r(0) = r(ℒ). Further we
assume r(𝑠) to be smooth. Note that there are interesting billiards for which at least on of the above
assumptions is not fulfilled. For instance the Sinai billiard does not have a connected boundary [165],
while polygonal billiards or the stadium billiard do not have a smooth boundary [166]. Inside the
billiard domain Ω the dynamics is that of a free particle described by a Hamiltonian 𝐻(q,p) = p2/2
for which energy and therefore also the norm of the two-dimensional momentum p = (𝑝𝑥, 𝑝𝑦) is
conserved. As the Hamiltonian is further homogeneous of degree two, i.e. 𝐻(𝜆q, 𝜆p) = 𝜆2𝐻(q,p),
the dynamics is qualitatively the same for all values of ‖p‖ up to different constant velocities along
the trajectories. We therefore restrict the discussion to the submanifold of constant energy defined
by ‖p‖ = 1. Inside the billiard domain the trajectories with initial condition r0 are given by line
segments r(𝑡) = r0 + 𝑡p. When those line segments intersect with the boundary at a point r(𝑠),
an elastic reflection occurs leaving both the position as well as the magnitude of the momentum
unchanged. Only the direction of the momentum changes discontinuously according to [163]
pinc ↦→ prefl = pinc − 2⟨pinc,n(𝑠)⟩n(𝑠), (3.1.1)
(a)
y
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Figure 3.1: Boundary of (a) an integrable (circular), (b) a near-integrable, (c) a mixed, and (d) a
chaotic billiard with parameters given in the text.
3.1.1 Classical Billiard Dynamics 51
where n(𝑠) = (−?̇?(𝑠), ?̇?(𝑠)) is the inward unit normal vector of the boundary at arc-length coordinate
𝑠 and the dot denotes the derivative with respect to the arc length. In particular, ⟨pinc,n(𝑠)⟩ =
−⟨prefl,n(𝑠)⟩ implies that the angle of reflection 𝛼 = arccos(⟨prefl,n(𝑠)⟩) equals the angle of incidence
up to its respective orientation.
Poincaré Map
As the motion in between successive reflections is free, the dynamics is completely determined by
the position of the reflection in terms of the arc length coordinate 𝑠 and the angle of incidence 𝛼 ∈
[−𝜋/2, 𝜋/2] or, equivalently, the tangential component of the momentum 𝑝 = sin(𝛼) ∈ [−1, 1]. That
is, the full trajectory can be reconstructed from the sequence (𝑠𝑛, 𝑝𝑛)𝑛∈Z determined for successive
reflections. This allows to describe the dynamics within the Poincarè section Γ = [0,ℒ] × [−1, 1] by
the map
ℳ : Γ → Γ, (𝑠, 𝑝) ↦→ (𝑠′, 𝑝′) = ℳ(𝑠, 𝑝) (3.1.2)
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Figure 3.2: Phase space of (a) an integrable, (b) a near-integrable, (c) a mixed, and (d) a chaotic
billiard with parameters given in the text. Regular orbits are depicted by lines while chaotic orbits
are shown as dots.
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using this so-called Birkhoff coordinates (𝑠, 𝑝) [167, 168]. The linearization of the map reads [168, 169]
𝐷ℳ(𝑠, 𝑝) =
(︃√︀
1− 𝑝′ 2−1 0
0
√︀
1− 𝑝′2
)︃(︃
𝑘 − 1 −𝐿(𝑠, 𝑠′)
(𝑘 + 𝑘′ − 𝑘𝑘′)/𝐿(𝑠, 𝑠′) 𝑘′ − 1
)︃
×
(︃√︀
1− 𝑝2 0
0
√︀
1− 𝑝2−1
)︃
(3.1.3)
where we introduce the geometric length
𝐿(𝑠, 𝑠′) = ‖r(𝑠′)− r(𝑠)‖ (3.1.4)
between to points on the boundary. We further use the abbreviations
𝑘 = 𝐿(𝑠, 𝑠′)𝜅(𝑠)
√︀
1− 𝑝2−1 and 𝑘′ = 𝐿(𝑠, 𝑠′)𝜅(𝑠′)
√︀
1− 𝑝′ 2−1, where
𝜅(𝑠) =
?̇?(𝑠)𝑦(𝑠)− ?̇?(𝑠)?̈?(𝑠)
(?̇?2(𝑠) + ?̇?2(𝑠))
3
2
(3.1.5)
denotes the curvature at 𝑠. As det𝐷ℳ(𝑠, 𝑝) = 1 the map ℳ is symplectic.
Typically, the map ℳ is not given explicitly and for an initial point 𝑠 on the boundary and an
initial momentum 𝑝 the image (𝑠′, 𝑝′) has to be determined numerically. This is accomplished by
determining the intersection of the boundary with the line segment starting at r(𝑠) in direction
p = 𝑝n(𝑠) +
√︀
1− 𝑝2 t(𝑠) where t(𝑠) = (?̇?(𝑠), ?̇?(𝑠)) is the unit tangent vector at the point given by
𝑠. We therefore search for the roots of
(𝑠′, 𝑡) ↦→ r(𝑠′)− r(𝑠)− 𝑡p. (3.1.6)
There is always the trivial root (𝑠, 0) but depending on the shape of the boundary there may be
more than one nontrivial root. Among these solutions, the physical one is that with smallest time
𝑡 > 0. In the case of convex billiards, however, there is a unique non trivial root. For specific boundary
shapes more elaborate methods to determine the intersection with the boundary may be applied [131].
Having determined the position of the intersection, the momentum 𝑝′ follows from Eq. (3.1.1) as well
as the definition of the angle of reflection 𝛼 via 𝑝′ = sin(𝛼).
Further note that the time 𝑡𝑛 in between successive reflections is in general not constant and in order
to reconstruct the true-time dynamics from an orbit (𝑠𝑛, 𝑝𝑛)𝑛∈Z one has to track those times as well.
As we assume unit momentum and mass, this time is given by the geometrical length 𝑡𝑛 = 𝐿(𝑠𝑛, 𝑠𝑛+1)
of the line segment between reflections.
In order to illustrate the dynamics generated by the map (3.1.2), we consider star shaped billiards
with respect to the origin whose boundary can be described by its radial coordinate 𝑟 as a function of
the polar angle 𝜙. For cavities with reflection symmetry regarding the axis 𝜙 = 0, 𝜋 and with smooth
boundaries, this function can be written as a Fourier series, 𝑟(𝜙) = 𝑅
(︁
1 +
∑︀
𝑗≥1 𝑑𝑗 cos(𝑗𝜙)
)︁
, with
mean radius 𝑅. As concrete examples we consider cases where only one of the coefficients 𝑑𝑁 := 𝜖 is
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nonzero, i.e., [43, 170–172]
𝑟(𝜙) = 𝑅 (1 + 𝜖 cos(𝑁𝜙)) . (3.1.7)
For numerical calculations we always use 𝑅 = 1 in the following.
Choosing 𝜖 = 0 gives the circular billiard, shown in Fig. 3.1(a), for which the Poincarè map is
explicitly given by the twist map [168](︃
𝑠′
𝑝′
)︃
=
(︃
𝑠+ ℒ𝜋 arccos(𝑝) mod ℒ
𝑝
)︃
(3.1.8)
and thus is integrable with frequencies given by [172]
𝜔(𝑝) =
ℒ
𝜋
arccos(𝑝), (3.1.9)
where ℒ = 2𝜋𝑅. The phase space is shown in Fig. 3.2(a) and is foliated by invariant tori given by
constant 𝑝. Due to time reversal symmetry it is sufficient to show the phase space only for 𝑝 ≥ 0.
Deforming the circular shape by increasing the deformation parameter 𝜖 may cause the dynamics to
be nonintegrable [168]. For small deformations the dynamics remains near-integrable as it is the case
for 𝑁 = 4 and 𝜖 = 0.0025 to which we refer as the near-integrable system in the following [43]. Its
boundary is depicted in Fig. 3.1(b) while its phase space, which is still dominated by invariant tori,
is shown in Fig. 3.2(b). In addition, several nonlinear resonances of order proportional to 𝑁 appear.
Most prominent is the 4:2 resonance around 𝑝 = 0 and the 4:1 resonance at larger 𝑝 as well as the
smaller 8:3 resonance in between. Their separatrices do not show an indication of a chaotic layer on
the shown scale. For small deformation parameter 𝜖 the position of an 𝑎:𝑏 resonance can be estimated
from Eq. (3.1.9) as a resonance occurs if
𝜔(𝑝) = 𝑏ℒ/𝑎. (3.1.10)
This is the case for
𝑝𝑎:𝑏 = cos(𝜋𝑏/𝑎) (3.1.11)
which is the momentum coordinate of the stable and unstable periodic orbits associated with the
resonance chain. Therefore, the 4:1 resonance chain is located around 𝑝4:1 = cos(𝜋/4) = 1/
√
2.
Increasing the deformation parameter further causes more and more invariant tori to break up in
a KAM-like scenario leading to a mixed phase space. In particular choosing the so-called quadrupole
deformation with 𝑁 = 2 and taking the deformation parameter to be 𝜖 = 0.08, depicted in Fig. 3.1(c),
gives rise to the mixed phase space shown in Fig. 3.2(c). We henceforward call this the mixed system.
Its phase space exhibits a large region of chaotic motion in which partial barriers are indicated
by different densities of points. At 𝑝 = 0 there are two regular islands corresponding to a 2:1
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resonance. An additional prominent resonance is again the 4:1 resonance chain located in the vicinity
of 𝑝4:1 = cos(𝜋/4) = 1/
√
2. However, here the points of periodic orbits associated with the resonance
chain do not have the momentum coordinate 𝑝4:1, i.e., the resonant torus of the circular billiard at
𝑝4:1 undergoes a large deformation for the chosen deformation parameter 𝜖. While the stable periodic
orbits of the resonance chains are surrounded by regular tori, further invariant tori in the vicinity of
𝑝 = 1 are present as well. Their existence is guaranteed by a theorem of Lazutkin [11] if the curvature
of a smooth boundary is bounded from below and above by some positive constants. The curvature
of the billiards considered here, parameterized by the polar angle, reads
𝜅(𝜙) =
1
𝑅
1 + 2𝜖2𝑁2 + 𝜖(2 +𝑁2) cos(𝑁𝜙) + 𝜖2(1−𝑁2) cos2(𝑁𝜙)
(1 + 𝜖2𝑁2 + 2𝜖 cos(𝑁𝜙) + 𝜖2(1−𝑁2) cos2(𝑁𝜙)) 32
(3.1.12)
=
1
𝑅
(︀
1 + 𝜖(𝑁2 − 1) cos(𝑁𝜙) +𝑂(𝜖2)
)︀
. (3.1.13)
For 𝑁 > 1 and 𝜖 . (𝑁2 − 1)−1 this is strictly positive and thus regular tori in the vicinity of 𝑝 = 1
survive deformations with small deformation parameter 𝜖. This may be interpreted as the analogue
of the KAM scenario for billiards.
For sufficiently large deformations the curvature becomes negative and the billiard is not convex
anymore which induces chaotic dynamics. A well known example of a fully chaotic billiard from the
family of billiards given by Eq. (3.1.7) is the cardioid billiard with 𝜖 = 𝑁 = 1 [173, 174]. In Fig. 3.1(d)
we portray another example of a chaotic billiard whose phase space is depicted in Fig. 3.2(d). There
we choose 𝑁 = 8 and 𝜖 = 0.06 and show a few orbits with randomly chosen initial conditions. We
call this system the chaotic system in the following.
While the above discussion holds for generic deformations of the circular billiard there is one promi-
nent exception. The elliptic billiard with the boundary given by [168]
𝑟(𝜙) =
𝑅 4
√︀
1− 𝜖2ecc√︀
1− 𝜖2ecc cos2(𝜙)
(3.1.14)
is integrable for all values of the eccentricity 𝜖ecc, which may be interpreted as the deformation
parameter. In particular, for 𝜖ecc = 0 Eq. (3.1.14) reduces to the circular boundary. The boundary
and the phase space of the ellipse are depicted in Fig. 3.3 for 𝜖ecc ≈ 0.53 and 𝜖ecc = 0.7. Visually, the
shape of the boundary is similar to the quadrupole deformation introduced above by setting 𝑁 = 2
in Eq. (3.1.7). Indeed, for small eccentricity, Eq. (3.1.14) can be expanded as [44, 175]
𝑟(𝜙) ≈ 𝑅 (1 + 𝜖 cos(2𝜙)) . (3.1.15)
Here 𝜖 and the eccentricity 𝜖ecc are related via
𝜖ecc =
√︀
1− (1− 𝜖)4. (3.1.16)
Thus the quadrupole deformation and the elliptic billiard agree in their respective boundary shape in
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Figure 3.3: Boundary shape (a, b) and phase space (gray lines; c, d) of the elliptic cavity for
eccentricity 𝜖ecc ≈ 0.53 (a, c) and 𝜖ecc = 0.7 (b, d).
lowest order of the deformation parameter 𝜖. However, this is not the case for the respective phase
space as the quadrupole deformation leads to a mixed phase space even for moderate deformations
while the dynamics of the elliptic billiard remains integrable as shown in Fig. 3.3(c). There the
eccentricity corresponds to the deformation of the mixed system via Eq. (3.1.16). The integrability
of the elliptic billiard implies the existence of a second constant of motion apart from energy which is
given by [112, 168]
𝐾(𝑠, 𝑝) = 1−
(︀
1− 𝑝2
)︀
[𝑅𝜅(𝑠)]−2/3 (3.1.17)
and reduces to 𝐾(𝑠, 𝑝) = 𝑝2 for 𝜖ecc = 0.
Dynamics in Configuration Space
Rather than just investigating the dynamics in phase space, i.e., the reduced phase space of the
Poincaré section, it is instructive to study the dynamics in configuration space as well. In the follow-
ing, we use the mixed system to illustrate how qualitatively different dynamics manifest themselves
in configuration space. The dynamics in configuration space is shown in Fig. 3.4. A trajectory cor-
responding to a regular torus in the vicinity of 𝑝 = 1 is shown in Fig. 3.4(a). The trajectory closely
follows the shape of the boundary of the billiard and is therefore called whispering-gallery trajectory.
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It further is restricted to a small neighborhood of the boundary whose inner border forms a caustic,
i.e., a curve tangential to every straight line segment of the trajectory. In this case, the caustic closely
resembles the shape of the boundary. Figure 3.4(b) shows the unstable (red) and the stable (blue)
trajectory along the symmetry lines of the billiard. They correspond to the periodic orbits at 𝑝 = 0
associated with the 2:1 resonance shown in Fig. 3.2(c). Further a regular trajectory in the surrounding
of the stable periodic trajectory is shown in gray. It forms a caustic as well which is approximately
given by two hyperbolas. In Fig. 3.4(c) we depict the stable (blue) and the unstable (red) rectangular
periodic trajectories which correspond to the period four orbits around 𝑝4:1 = 1/
√
2 in phase space.
Additionally, a regular trajectory in the vicinity of the stable periodic trajectory is shown in gray.
An example of a chaotic trajectory is given in Fig. 3.4(d) which shows no regular behavior and fills
configuration space densely in the long time limit.
(a)
y
x
(b)
(c) (d)
Figure 3.4: Trajectories in configuration space of the mixed system. Regular (a-c) and (d) chaotic
trajectories in the mixed system shown in gray with stable (blue) and unstable (red) periodic tra-
jectories on top.
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3.1.2 Partial Opening: Fresnel’s Law
So far, the dynamics inside an optical cavity was described by elastic reflections at the billiards
boundary. In the optical system this is the interface between the medium of the cavity with refractive
index 𝑛 > 1 and the environment with unit refractive index. The finite difference in the refractive
index between cavity and environment causes light rays to be partially reflected while they also
partially escape from the cavity. This gives raise to partially open billiard dynamics. In the following,
we briefly describe how this partial leakage is incorporated in the ray dynamics and how this causes
corrections due to a finite extent of light beams.
Decay of Intensity
Describing the optical system in terms of electromagnetism imposes certain boundary conditions on
the interface. Assuming an incoming plane wave with field amplitude 𝜓inc, wave number 𝑘 and
angle of incidence 𝛼 = arcsin(𝑝), these boundary conditions determine the amplitude of reflected and
transmitted plain wave. In particular, in the case of a planar interface the reflected plain wave has
an amplitude 𝜓refl = 𝑟(𝑝)𝜓inc, where 𝑟(𝑝) is given by Fresnel’s law and depends on the polarization of
the electromagnetic field and the angle of incidence. In the following we consider transverse magnetic
(TM) polarized light for which the complex reflection coefficient reads [176]
𝑟(𝑝) =
√︀
1− 𝑝2 −
√︀
𝑛−2 − 𝑝2√︀
1− 𝑝2 +
√︀
𝑛−2 − 𝑝2
. (3.1.18)
The case of transverse electric (TE) polarized light is treated similar with accordingly changed reflec-
tion coefficient. The intensity 𝐼 ∝ |𝜓|2 of the incoming plane wave changes upon reflection according
to 𝐼refl = 𝑅(𝑝)𝐼inc with 𝑅(𝑝) = |𝑟(𝑝)|2. As 𝑅(𝑝) = 1 for 𝑝 > 1/𝑛, the intensity decreases only for
angles of incidence corresponding to momenta smaller than the critical momentum 𝑝c = 1/𝑛. This
corresponds to a critical angle 𝛼c = arcsin(𝑝c). In contrast, for momenta or angles of incidence above
the critical momentum or angle, respectively, total internal reflection occurs.
The wave picture can be transferred to the picture of ray dynamics in optical cavities as follows:
As the change in intensity happens via reflections at the boundary, the full information on dynamics
and intensity changes can be described on the extended phase space Γ × [0, 1], where we assign to
each phase-space point a properly normalized intensity 𝐼 ∈ [0, 1]. The dynamics is then given by the
mapping
ℳ𝐼 : Γ× [0, 1] → Γ× [0, 1] , (𝑠, 𝑝, 𝐼) ↦→ (𝑠′, 𝑝′, 𝐼 ′) =
(︀
ℳ(𝑠, 𝑝), 𝑅(𝑝′)𝐼
)︀
. (3.1.19)
Using the reflectivity 𝑅(𝑝) derived from Fresnel’s law, which is valid for planar interfaces only, is
justified as this modified ray dynamics describes the classical limit of infinite wave numbers, i.e.,
𝑘 → ∞. Thus, the wave length 2𝜋/𝑘 of an incoming plane wave is small compared to the radius of
curvature of the boundary rendering the latter effectively flat.
We illustrate the decay of intensity on the simple example of the circular cavity for which 𝑝 is a
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constant of motion. Consequently, the time 𝜏 between successive reflections of a light ray with the
boundary is constant as well. It can be obtained by 𝜏 = 2𝑛𝑅
√︀
1− 𝑝2/𝑐, where 𝑐 denotes the speed of
light in vacuum [177]. At each reflection the intensity decreases by a factor 𝑅(𝑝) such that for each
individual ray 𝐼𝑛+1 = 𝑅(𝑝)𝐼𝑛. For an ensemble of rays with initial conditions uniformly distributed
on the two-torus in full phase space, which is defined by the two invariants 𝑝 and ‖p‖, the overall
decay in continuous time is exponential and given by [177]
𝐼(𝑡) = 𝐼0 exp
(︂
𝑡 ln(𝑅(𝑝)
𝜏
)︂
. (3.1.20)
Here, 𝐼0 is the initial intensity of the ensemble and ln(𝑅(𝑝)) < 0. This allows to introduce the classical
decay rate [177]
𝛾cl = −
𝑐 ln(𝑅(𝑝))
2𝑛𝑅
√︀
1− 𝑝2
. (3.1.21)
Semiclassical Corrections
While the above description allows to incorporate the decay of intensity associated with light rays in
the limit of infinite wave numbers, corrections arise for finite wave numbers 𝑘. In particular, such
corrections appear when considering beams of light with non-zero width instead of light rays. Most
important among them is the so-called Goos-Hähnchen shift [178]. It gives rise to a displacement Δ𝑠
at an planar interface of different refractive indices between incoming and reflected beam.
While there are different descriptions of this effect, e.g., the reflection on an effectively shifted
interface [177, 179], we briefly review the scheme developed in Ref. [180]. To this end, we consider
Gaussian beams with an extent which is still small compared to the radius of curvature of the boundary
and thus we may take the interface to be planar. At the interface, a Gaussian beam centered around
𝑝inc in momentum space can be written as [180]
𝜓inc(𝑠) =
∫︁ 1
−1
d𝑝 𝑓inc(𝑝)e
i𝑛𝑘𝑝𝑠 with 𝑓inc(𝑝) = e
−𝑛𝑘𝑅
8
(𝑝−𝑝inc)2 . (3.1.22)
Each of the components is reflected according to Fresnel’s law giving the reflected beam [180]
𝜓refl(𝑠) =
∫︁ 1
−1
d𝑝 𝑟(𝑝)𝑓inc(𝑝)e
i𝑛𝑘𝑝𝑠. (3.1.23)
The beam profile of an incoming and the corresponding reflected beam is shown in Fig. 3.5 for (a)
𝑝inc = 0.7 and (b) 𝑝inc = 0.4 for 𝑘𝑅 = 100. The respective momentum profile of the incoming beam
𝑓inc(𝑝) and the reflected beam 𝑟(𝑝)𝑓inc(𝑝) is shown in (c) and (d). There also the reflection coefficient
is depicted. The change in the momentum profile 𝑓inc(𝑝) ↦→ 𝑟(𝑝)𝑓inc(𝑝) due to the reflection is called
Fresnel filtering [179–184]. While the incoming beam is centered around 𝑠inc = 0 the reflected beam
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Figure 3.5: Incoming (solid blue thick lines) and reflected (dashed red thick lines) beams and their
momentum profile for 𝑛 = 2 and 𝑘𝑅 = 100. The Gaussian beam 𝜓(𝑠) is shown in (a) for 𝑝inc = 0.7
and (b) for 𝑝inc = 0.4 with the respective center 𝑠inc and 𝑠refl indicated by thin gray lines. The
corresponding beam profiles 𝑓inc(𝑝) (solid blue line) and 𝑟(𝑝)𝑓inc(𝑝) (dashed red line) are shown in
(c) and (d) with the critical momentum 𝑝c indicated by dashed line. The modulus of the reflection
coefficient is shown as solid thin gray line.
is centered around [180]
𝑠refl =
∫︀∞
−∞ d𝑠𝑠 |𝜓refl(𝑠)|
2∫︀∞
−∞ d𝑠 |𝜓refl(𝑠)|
2 . (3.1.24)
Their difference determines the Goos-Hähnchen shift (GHS) as Δ𝑠(𝑝inc) = 𝑠refl − 𝑠inc = 𝑠refl, which
depends on the angle of incidence in terms of 𝑝inc. It gives rise to the modified ray dynamics
ℳGHS : Γ → Γ, (𝑠, 𝑝) ↦→ (𝑠′ +Δ𝑠(𝑝′), 𝑝′), (3.1.25)
which is still symplectic as it may be written as the composition of the original billiard mapping ℳ
with a twist map in which the Goos-Hähnchen shift plays the role of the frequencies.
For the mixed system, i.e., the quadrupole deformation with 𝜖 = 0.08, the modified ray dynamics
at 𝑘𝑅 = 10 is shown in Fig. 3.6(a). The phase portrait looks qualitatively similar to that of the
original billiard mapping shown in Fig. 3.2(c). However, some regular structures disappear due to
the Goos-Hähnchen shift while the chaotic regions get enlarged. Further, additional resonance chains
appear. In comparison with the original billiard dynamics the Goos-Hähnchen shift leads to an overall
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Figure 3.6: (a) Phase space of the mixed system with modified ray dynamics for wave number
𝑘𝑅 = 10 with regular orbits as gray lines and chaotic orbits as dots. (b) Goos-Hähnchen shift for
𝑘𝑅 = 10 (solid blue line), 𝑘𝑅 = 200 (solid red line) and the approximation Eq. (3.1.26) (black
dashed line). The critical momentum is depicted as dashed gray line.
tilt of the phase-space structures. This is caused by the form of the mapping (3.1.25) in which the
Goos-Hähnchen shift is evaluated after the original mapping ℳ. The direction of the tilt is caused
by the shift being positive as seen in Fig. 3.6(b). There the rescaled shift 𝑘Δ𝑠 is shown for 𝑘𝑅 = 10
(blue line) and 𝑘𝑅 = 200 (red line). As both rescaled shifts have approximately the same magnitude
for 𝑝 > 𝑝c, the Goos-Hähnchen shift may be seen as a semiclassical 𝑂(1/𝑘) correction to the original
billiard dynamics and vanishes in the limit of infinite wave numbers. For the regime of 𝑝 < 𝑝c the
shifts differ as it is almost zero for 𝑘𝑅 = 200 for 𝑝 . 0.25 while it approaches zero only in the limit
𝑝→ 0 for 𝑘𝑅 = 10.
For 𝑝 > 𝑝c the Goos-Hähnchen shift can be approximated by [185]
Δ𝑠(𝑝) =
2𝑝√︀
𝑛2𝑝2 − 1
√︀
1− 𝑝2𝑘
(3.1.26)
which is also shown in Fig. 3.6(b) as a dashed black line. This approximation, however, suffers from
unphysical divergences at 𝑝 = 1 and 𝑝 = 𝑝c and thus may be used in the intermediate regime only.
Among the corrections due to the Goos-Hähnchen shift the fate of nonlinear resonance chains is
of particular interest in order to describe resonance-assisted tunneling also for rather small wave
numbers. Some of the periodic orbits present in the original billiard map are periodic with the same
periodicity but are shifted in position and momentum for finite 𝑘. While the displacement in position
is accounted for by the Goos-Hähnchen shift, the displacement in momentum is caused by an interplay
of Goos-Hähnchen shift and the curvature of the boundary. We use the 4:1 resonance at 𝑝 = 1/
√
2
in the mixed system as an example to illustrate this so-called periodic orbit shift (POS) Δ𝑝POS.
In Fig. 3.7(a) we show the corresponding stable periodic trajectories in configuration space without
corrections (blue solid line) and with corrections (red dashed line) at 𝑘𝑅 = 10, where for the latter the
Goos-Hähnchen shift is indicated. In Fig. 3.7(b) we further show the periodic orbit shift as a function
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of the inverse wave number as red dashed line. There the average shift along the stable periodic
orbit is shown. In the limit 𝑘 → ∞ the periodic orbit shift should vanish. However, the numerical
procedure presented above gives rise to small deviations at large 𝑘. The correct large 𝑘 asymptotical
behavior can be expressed analytically. The average shift of both stable and unstable periodic orbit
at position 𝑝𝑎:𝑏, Eq. (3.1.11), can be approximated by [43, 180]
Δ𝑝POS =
Δ𝑠(𝑝𝑎:𝑏)
2𝑅eff
√︁
1− 𝑝2𝑎:𝑏 (3.1.27)
where 1/𝑅eff is the average curvature along stable and unstable periodic orbit. For 𝑝𝑎:𝑏 > 𝑝c the
Goos-Hähnchen shift Δ𝑠(𝑝𝑎:𝑏) can be approximated by Eq. (3.1.26). Note that 𝑝𝑎:𝑏 yields an accurate
description of the position of the resonance chain only for small deformations. In this case one
further has 𝑅eff = 𝑅 + 𝑂(𝜖). The resulting periodic orbit shift is depicted as a solid green line in
Fig. 3.7(b) and gives rise to good agreement with numerically obtained data for large wave numbers.
Moreover, Δ𝑝POS, Eq. (3.1.27), vanishes for 𝑘 → ∞. The periodic orbit shift gives rise to the
most important corrections in the context of resonance-assisted tunneling. However, Fresnel filtering
as described above causes also a semiclassical correction to the original billiard dynamics for the
momentum coordinate 𝑝. This renders the modified ray dynamics non-Hamiltonian and may cause
further shifts of periodic orbits [180, 182]. As this shift is in general small compared to the periodic
orbit shift Δ𝑝POS it is not further considered here [180]. Furthermore, taking the Goos-Hähnchen
shift into account leads to deviations from Fresnel’s law, Eq. (3.1.18), as incoming beams centered
around 𝑝 > 𝑝c in momentum space exhibit components which are not totally reflected. Thus such
beams still exhibit a decay of their intensity instead of total internal reflection which gives rise to an
effective reflectivity.
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Figure 3.7: (a) Stable periodic trajectory of the 4:1 resonance without (blue solid line) and with
(red dashed line) Goos-Hähnchen shift at 𝑘𝑅 = 10. (b) Periodic orbit shift of the 4:1 resonance
versus inverse wave number. The numerically obtained periodic orbit shift is shown as red dashed
line while the analytic approximation, Eq. (3.1.27), is depicted as green solid line.
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In the same sense in which classical mechanics is the limit of quantum mechanics for ~ → 0, ray optics
is the limit of the theory of electromagnetism for wave numbers 𝑘 → ∞. Being a classical field theory
all kind of wave phenomena are present in both electric and magnetic field. In particular, it shows
the effect of dynamical tunneling, i.e., electromagnetic waves penetrate regions in configuration space
or phase space which are not accessible in the simple ray picture. In this section we investigate the
electromagnetic wave equations for the case of quasi two-dimensional deformed optical microdisks and
identify signatures of dynamical tunneling, and, more specifically, resonance-assisted tunneling. To
this end we discuss Maxwell’s equations and their solutions in this setting in Sec. 3.2.1. In particular,
in Sec. 3.2.2 we study stationary solutions, so-called resonance modes, and subsequently compare
them with scattering solutions in Sec. 3.2.3. The resonance modes exhibit decay and we find the long-
lived solutions to show effects of resonance-assisted tunneling which becomes manifest in a significant
enhancement of the decay rates. This is described in more detail in Sec. 3.2.4.
3.2.1 Maxwell’s Equations in Two-Dimensional Cavities
The fundamental equations that govern electromagnetism are Maxwell’s equations for the electric
field E and the magnetic field H. In the absence of free charges and free currents but in a dielectric
material with refractive index 𝑛 Maxwell’s equations take the form of the wave equation
ΔF− 𝑛
2
𝑐2
𝜕2
𝜕𝑡2
F = 0 (3.2.1)
where F is the electric or magnetic field. In this section we study stationary solutions of the wave
equation with harmonic time dependence ∝ exp(i𝜔𝑡) of both electric and magnetic field. The wave
equation (3.2.1) then reduces to the Helmholtz equation
ΔF+
𝜔2𝑛2
𝑐2
F = 0. (3.2.2)
In this section we further simplify the above equation to yield an effective description of optical modes
within a quasi two-dimensional cavity. The resulting equation is formally the same as Eq. (3.2.2) and
is called mode equation. As the mode equation does not permit an analytic solution for all but the
simplest geometries, we discuss the boundary element method (BEM) as the numerical tool to compute
solutions. We use this method to obtain both scattering solutions and resonance modes, which are
then visualized both in configuration space and phase space in terms of a Husimi representation.
We close this section by reviewing a perturbative approach to solve the mode equation for weakly
deformed microdisks.
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Mode Equation
In order to obtain the mode equation, we focus on the same geometries as for the classical billiard.
That is, we assume a simply connected, bounded region Ω1 ⊆ R2 with smooth boundaries as this
covers the situations in which we study resonance-assisted tunneling. While Ω1 models the cavity the
environment is represented by Ω0 = R2 ∖ Ω1. The boundary of the cavity is thus 𝜕Ω1 = 𝜕Ω0 which
we assume to be oriented counterclockwise. Within Ω1 we denote the refractive index by 𝑛 = 𝑛1 > 1
while we assume air or vacuum with 𝑛 = 𝑛0 = 1 in the environment. That is, we interpret 𝑛 as a
function which takes the constant value 𝑛1 within Ω1 and 𝑛0 within Ω0. More complicated geometries
can be treated similar as in the following but are not discussed here. As the Helmholtz equation (3.2.1)
is formulated in three-dimensional space we assume translation invariance in the third, i.e., the 𝑧-
direction while the cavities geometry Ω1 is specified in the (𝑥, 𝑦) plane. Thus the inside of the cavity
with constant refractive index 𝑛 = 𝑛1 is given by Ω1 × R. Maxwell’s equations imply the continuity
of the tangential components of E and H as well as the normal components of 𝑛2E and H at the
boundary 𝜕Ω1 × R [176].
In the considered geometry solutions of Helmholtz equations take the form
F(𝑥, 𝑦, 𝑧) = G(𝑥, 𝑦) exp(i𝑛𝑞𝑧) [176]. By assuming 𝑧-independent fields, i.e., 𝑞 = 0 we arrive at the
two-dimensional mode equation [2]
ΔG𝑧 +
𝜔2𝑛2
𝑐2
G𝑧 = 0, (3.2.3)
while all other components can be computed from the 𝑧 component [176]. Further, for 𝑞 = 0 the
boundary conditions for both electric and magnetic field decouple and the two possible polarizations
can be treated independently. The case E𝑧 = 0 is called transverse magnetic polarization (TM) while
H𝑧 = 0 is called transverse electric polarization (TE). The nonzero component G𝑧(𝑥, 𝑦) is denoted
by 𝜓(𝑥, 𝑦) or 𝜓𝑗(𝑥, 𝑦) (𝑗 ∈ {0, 1}) if we want to stress that (𝑥, 𝑦) ∈ Ω𝑗 . Using this notation and
introducing the wave number 𝑘 = 𝜔/𝑐 the mode equation reads [176]
Δ𝜓𝑗 + 𝑛
2
𝑗𝑘
2𝜓𝑗 = 0 (3.2.4)
and the boundary conditions at 𝜕Ω1 read 𝜓1 = 𝜓0 and [186]
𝑛𝛼1𝜕𝜈𝜓1 = 𝑛
𝛼
0𝜕𝜈𝜓0. (3.2.5)
Here 𝛼 = 0 for TM polarization and 𝛼 = −2 for TE polarization and 𝜕𝜈𝜓𝑗 = ⟨n,∇𝜓𝑗⟩ is the normal
derivative, i.e., the derivative in the direction of the unit normal vector n on the boundary. In
particular, here we choose n to be the outer unit normal vector on 𝜕Ω1 in contrast to Sec. 3.1.1.
In order to arrive at a well posed problem boundary conditions at infinity, i.e. ‖r‖ → ∞ need to be
specified. Typical situations appear in scattering experiments where one has an incoming plan wave
𝜓in(𝑥, 𝑦) ∝ exp(i⟨k, r⟩) with wave number 𝑘 = ‖k‖, which is a solution to the mode equation in Ω0.
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In this case the wave function is asymptotically given by [187]
𝜓(𝑥, 𝑦) ∼ 𝜓in(𝑥, 𝑦) + 𝑓(𝜃,k)
exp(i𝑘𝑟)√
𝑟
, (3.2.6)
where (𝑟, 𝜃) denote polar coordinates. However, of greater interest in this thesis are solutions without
an incoming wave and with asymptotics [187]
𝜓(𝑥, 𝑦) ∼ 𝑔(𝜃, 𝑘)exp(i𝑘𝑟)√
𝑟
(3.2.7)
for which the wave numbers are necessarily complex with negative imaginary part [187]. The solutions
obeying the latter boundary conditions are called resonance modes and decay exponentially in time
with rate 𝛾 = −2𝑐 Im𝑘. Equivalent characterizations of resonance modes are given by their lifetime
𝜏 = 1/𝛾 or their quality factor 𝑄 = −Re𝑘/(2 Im𝑘). As all of the above quantities are determined by
the complex wave numbers 𝑘 we focus on them in the following. However, not every wave number
gives rise to a solution which obeys the boundary conditions of resonance modes. In fact, only a
discrete set of complex wave numbers gives rise to solutions of the mode equations which fulfill the
correct boundary conditions at 𝜕Ω1 and at infinity. In contrast, for scattering solutions the wave
number is real and the boundary conditions impose no further restrictions.
In this thesis we consider the mode equation (3.2.4) as the exact equation describing optical modes
in two-dimensional optical microcavities. Strictly speaking, the mode equation is valid only for trans-
lational invariance along the 𝑧-axis, i.e., for the infinite cylinder Ω1 ×R. In applications the cavity is
of finite extent in this direction and within the separation ansatz F(𝑥, 𝑦, 𝑧) = G(𝑥, 𝑦) exp(i𝑛𝑞𝑧) there
is only a discrete set of wave numbers 𝑞 solving Maxwell’s equations. Non-zero 𝑞 then gives rise to
an effective refractive index ?̃? = 𝑛
√︀
1− (𝑞/𝑘)2 with a weak dependence on the wave number 𝑘. It
further couples both TM and TE polarization through the boundary conditions. However, we do not
take these effects into account in this thesis.
Boundary Integral Equations
In order to allow for a numerical solution of the mode equation (3.2.4) it is convenient to rewrite
it as a boundary integral equation (BIE). This reformulation of the Helmholtz equation provides a
powerful tool for numerical investigations in problems of acoustics [188, 189], for electronic states
in semiconductor nanostructures [190], and for quantum billiards as well as microwave resonators
[131, 191] even in the presence of additional magnetic fields [192]. In this thesis we follow the approach
presented in Ref. [190] and its application to dielectric cavities which was introduced in Ref. [187].
Moreover, we make extensive use of the numerical methods discussed in Refs [189, 193]. Note that
the BIE may further be rewritten in terms of a transfer operator [194–197] which is particularly well
suited for a semiclassical treatment [197–199]. Here, however, we focus on the BIE.
To this end let 𝐺𝑗(r, r′; 𝑘) denote the fundamental solution, i.e., the Green function, for the par-
tial differential equation (3.2.4) within Ω𝑗 , which fulfills the outgoing-wave boundary conditions,
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Eq. (3.2.7). In the present case it reads [189]
𝐺𝑗(r, r
′; 𝑘) = − i
4
𝐻
(1)
0
(︀
𝑛𝑗𝑘‖r− r′‖
)︀
(3.2.8)
where 𝐻(1)0 is the zeroth-order Hankel function of the first kind. We orientate the boundary 𝜕Ω𝑗
counterclockwise and parameterize it by its arc length [0,ℒ] ∋ 𝑠 ↦→ r(𝑠) ∈ 𝜕Ω1. This allows for
recasting the mode equation in the form of the BIE [187, 189, 190]
𝜓(r′) =
∮︁
𝜕Ω𝑗
[︀
𝜓(r(𝑠))𝜕𝜈𝐺𝑗(r(𝑠), r
′; 𝑘)− 𝜕𝜈𝜓(r(𝑠))𝐺𝑗(r(𝑠), r′; 𝑘)
]︀
d𝑠 (3.2.9)
for r′ ∈ Ω𝑗 . Here 𝜕𝜈 = ⟨n(r),∇·⟩ denotes the normal derivative with respect to r in direction of the
outer normal vector of Ω𝑗 . In particular the normal derivative of the Green function is given by [189]
𝜕𝜈𝐺𝑗(r(𝑠), r
′; 𝑘) =
i𝑛𝑗𝑘
4
⟨n(r(𝑠)), r(𝑠)− r′⟩
‖r(𝑠)− r′‖ 𝐻
(1)
1
(︀
𝑛𝑗𝑘‖r(𝑠)− r′‖
)︀
(3.2.10)
where 𝐻(1)1 is the first-order Hankel function of the first kind. Note that for r ∈ Ω0 one formally has
to consider also contributions from the boundary at 𝑟 → ∞. For the boundary condition given by
Eq. (3.2.7), however, these contributions vanish and are henceforward not considered [187].
Equation (3.2.9) shows, that the knowledge of 𝜓 and its normal derivative on the boundary 𝜕Ω𝑗
suffices to reconstruct the mode in R2. Thus, we aim to determine the mode on the boundary by
taking the limit r′ → 𝜕Ω𝑗 yielding [187]
𝜓(r(𝑠′)) =
∮︁
𝜕Ω𝑗
2
[︀
𝜓(r(𝑠))𝜕𝜈𝐺𝑗(r(𝑠), r(s
′); 𝑘)− 𝜕𝜈𝜓(r(𝑠))𝐺𝑗(r(𝑠), r(𝑠′); 𝑘)
]︀
d𝑠, (3.2.11)
where 𝑠′ is defined by r′ = r(𝑠′). As the above equation involves the optical mode, the Green function
and their respective normal derivatives only at the boundary, it is convenient to introduce the following
notation: We replace the dependence on r(𝑠) by the dependence on 𝑠, e.g., we write 𝜓(𝑠) instead of
𝜓(r(𝑠)). Furthermore, we define 𝜑(𝑠) := 𝜕𝜈𝜓(𝑠) as the normal derivative of 𝜓(𝑠) at 𝑠. Introducing
the kernels 𝐵𝑗(𝑠′, 𝑠; 𝑘) = −2𝐺𝑗(𝑠, 𝑠′; 𝑘) and 𝐶𝑗(𝑠′, 𝑠; 𝑘) = 2𝜕𝜈𝐺𝑗(𝑠, 𝑠′; 𝑘) − 𝛿(𝑠 − 𝑠′) Eq. (3.2.11) can
be rewritten as the BIE
[𝐵𝑗(𝑘)𝜑+ 𝐶𝑗(𝑘)𝜓] (𝑠
′) :=
∮︁
𝜕Ω𝑗
[︀
𝐵𝑗(𝑠
′, 𝑠; 𝑘)𝜑(𝑠) + 𝐶𝑗(𝑠
′, 𝑠; 𝑘)𝜓(𝑠)
]︀
d𝑠 = 0, (3.2.12)
where the kernels are identified with the corresponding integral operator in the first equality. As
the BIE has to be fulfilled for each 𝑗 ∈ {0, 1} this gives rise to the homogeneous system of integral
equations [187, 190]
𝑀(𝑘)
(︃
𝜑
𝜓
)︃
:=
(︃
𝐵0(𝑘) 𝐶0(𝑘)
𝐵1(𝑘) 𝐶1(𝑘)
)︃(︃
𝜑
𝜓
)︃
=
(︃
0
0
)︃
. (3.2.13)
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It allows for nontrivial solutions only if the operator 𝑀 becomes singular for a wave number 𝑘 ∈ C.
This leads to a discrete set of complex wave numbers. As physical solutions to the mode equation
fulfilling outgoing-wave boundary conditions decay over time the complex wave numbers are located
in the lower half plane, i.e., Im𝑘 < 0.
Plane Wave Scattering For scattering problems this is not the case as the wave number is real and
is determined by the wave vector k of the incoming wave. For a scattering solution 𝜓 of the mode
equation, that fulfills the boundary conditions (3.2.6) due to linearity and as the incoming wave fulfills
the mode equation in Ω0, the difference 𝜓 − 𝜓in is a solution to the mode equation with outgoing-
wave boundary conditions (3.2.7). Inserting this into the BIE, the scattering solution and its normal
derivative at the boundary are given by [190](︃
𝜑
𝜓
)︃
=𝑀(𝑘)−1
(︃
𝐵0(𝑘) 𝐶0(𝑘)
0 0
)︃(︃
𝜑in
𝜓in
)︃
, (3.2.14)
where 𝜓in(𝑠) and 𝜑in(𝑠) = i⟨k,n(𝑠)⟩𝜓in(𝑠) are the incoming wave and its normal derivative at the
boundary. Note that for real 𝑘 the operator 𝑀(𝑘) is invertible except for spurious solutions, i.e., for
wave numbers which solve the interior Dirichlet problem [131, 187]. In the latter case, the solution to
the scattering problem is not unique. We neglect these solutions in the discussion of the scattering
problem in the following. The optical mode is then obtained by Eq. (3.2.9) for r′ ∈ Ω1 and by
[187, 190]
𝜓(r′) = 𝜓in(r
′) +
∮︁
𝜕Ω0
{︀
[𝜓(𝑠)− 𝜓in(𝑠)] 𝜕𝜈𝐺𝑗(𝑠, r′; 𝑘)− [𝜑(𝑠)− 𝜑in(𝑠)]𝐺𝑗(𝑠, r′; 𝑘)
}︀
d𝑠 (3.2.15)
for r′ ∈ Ω0.
Splitting of the Kernels While the BIEs (3.2.13) and (3.2.14) recast the mode equation into a
numerical accessible form it is useful to study the integral kernels more carefully. In particular it
turns out that 𝐵𝑗(𝑠′, 𝑠; 𝑘) has a logarithmic singularity for 𝑠′ → 𝑠 of the form [189]
𝑆(𝑠′, 𝑠) = ln
[︁
4 sin2
(︁𝜋
ℒ(𝑠
′ − 𝑠)
)︁]︁
. (3.2.16)
Thus, it is convenient to split the kernel into a regular and a singular part according to [189]
𝐵𝑗(𝑠
′, 𝑠; 𝑘) = 𝐵
(1)
𝑗 (𝑠
′, 𝑠; 𝑘)𝑆(𝑠′, 𝑠) +𝐵
(2)
𝑗 (𝑠
′, 𝑠; 𝑘). (3.2.17)
Here, both
𝐵
(1)
𝑗 (𝑠
′, 𝑠; 𝑘) =
1
2𝜋
𝐽0
(︀
𝑛𝑗𝑘‖r(𝑠′)− r(𝑠)‖
)︀
(3.2.18)
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and 𝐵(2)𝑗 (𝑠
′, 𝑠; 𝑘) = 𝐵𝑗(𝑠
′, 𝑠; 𝑘)−𝐵(1)𝑗 (𝑠′, 𝑠; 𝑘)𝑆(𝑠′, 𝑠) are analytic functions and 𝐽𝑙 denotes the Bessel
function of order 𝑙. Although 𝐶𝑗(𝑠′, 𝑠; 𝑘) + 𝛿(𝑠− 𝑠′) is continuous a similar splitting is useful as well
yielding [189]
𝐶𝑗(𝑠
′, 𝑠; 𝑘) = 𝐶
(1)
𝑗 (𝑠
′, 𝑠; 𝑘)𝑆(𝑠′, 𝑠) + 𝐶
(2)
𝑗 (𝑠
′, 𝑠; 𝑘) + 𝛿(𝑠− 𝑠′). (3.2.19)
Again, both
𝐶
(1)
𝑗 (𝑠
′, 𝑠; 𝑘) =
𝑛𝑗𝑘
2𝜋
⟨n(r(𝑠)), r(𝑠)− r(𝑠)′)⟩
‖r(𝑠)− r(𝑠)′‖ 𝐽1
(︀
𝑛𝑗𝑘‖r(𝑠′)− r(𝑠)‖
)︀
(3.2.20)
and 𝐶(2)𝑗 (𝑠
′, 𝑠; 𝑘) = 𝐶𝑗(𝑠
′, 𝑠; 𝑘)− 𝐶(1)𝑗 (𝑠′, 𝑠; 𝑘)𝑆(𝑠′, 𝑠)− 𝛿(𝑠− 𝑠′) are analytic functions.
Discrete Symmetries In many cases the cavity under consideration exhibits discrete symmetries,
which allow to reduce the domain of integration from 𝜕Ω𝑗 to a smaller part of the boundary. This is
of particular interest in the numerical treatment of the BIE as it reduces computational effort. For
this thesis the relevant symmetry operations are reflections with respect to the coordinate axes. That
is, the cavities boundary is mapped to itself by 𝑃𝑥 : (𝑥, 𝑦) ↦→ (−𝑥, 𝑦) and 𝑃𝑦 : (𝑥, 𝑦) ↦→ (𝑥,−𝑦).
For instance, both the near-integrable and the mixed system presented in Sec. 3.1.1 exhibit those
symmetries. This translates to symmetry properties of the optical modes as well. More specifically,
they either are symmetric (𝜉𝑖 = +1) or anti-symmetric (𝜉𝑖 = −1) with respect to the 𝑖-axis (𝑖 = 𝑥, 𝑦)
yielding
𝜓
(︀
𝑃−1𝑖 (𝑥, 𝑦)
)︀
= 𝜉𝑖𝜓(𝑥, 𝑦). (3.2.21)
At the boundary the same is true for the normal derivative 𝜑(𝑠). Optical modes which belong to a
symmetry class characterized by 𝜉𝑖 fulfill Dirichlet boundary conditions on the 𝑖-axis if 𝜉𝑖 = −1 (D).
Otherwise, if 𝜉𝑖 = 1, they obey von-Neumann boundary conditions (N). We abbreviate this symmetry
classes accordingly by DD for 𝜉1 = 𝜉2 = −1, NN for 𝜉1 = 𝜉2 = +1, DN for 𝜉1 = −1 and 𝜉2 = +1, and
ND for 𝜉1 = 1 and 𝜉2 = −1.
Using the parametrization by the arc-length coordinate allows to express the symmetry operations
as 𝑃𝑥 : 𝑠 ↦→ 𝑠𝑥 = ℒ − 𝑠 and 𝑃𝑦 : 𝑠 ↦→ 𝑠𝑦 = ℒ/2− 𝑠 mod ℒ as well as the composition 𝑃𝑦 ∘ 𝑃𝑥 : 𝑠 ↦→
𝑠𝑥𝑦 = ℒ/2 + 𝑠 mod ℒ. Thus, within a given symmetry class characterized by (𝜉𝑥, 𝜉𝑦) the boundary
integrals can be evaluated by∫︁ ℒ
0
𝐾(𝑠′, 𝑠)𝜒(𝑠)d𝑠 =
∫︁ ℒ/4
0
[︀
𝐾(𝑠′, 𝑠) + 𝜉𝑥𝐾(𝑠
′, 𝑠𝑥) + 𝜉𝑦𝐾(𝑠
′, 𝑠𝑦) + 𝜉𝑥𝜉𝑦𝐾(𝑠
′, 𝑠𝑥𝑦)
]︀
𝜒(𝑠)d𝑠,
(3.2.22)
where 𝐾(𝑠′, 𝑠) represents 𝐶𝑗(𝑠′, 𝑠; 𝑘) or 𝐵𝑗(𝑠′, 𝑠; 𝑘) and 𝜒(𝑠) denotes either 𝜓(𝑠) or 𝜑(𝑠), respectively.
Note that in general an incoming plane wave typically does not respect the symmetries of the cavity
and thus does not allow for the symmetry reduction of the boundary presented above.
68 3.2 Wave Mechanics
Boundary Element Method
In this section we address the numerical solution of the BIE. To this end we briefly review the method
presented in Ref. [187] based on a straightforward evaluation of the integrals by discretization of the
boundary into small elements - hence the name boundary element method (BEM). A more elaborated
approach, introduced in Ref. [189], uses the Fourier decomposition of the integral kernels and the
unknown functions and is presented as well. Both methods rephrase the BIE as a linear system. In
the case of resonance modes the system is homogeneous and, as it still depends nonlinearly on the
wave number 𝑘, allows for the determination of complex wave numbers.
Real Space Method In order to numerically solve an integral equation a common approach is the
reduction to a linear system by discretization of the boundary. Thus we introduce the equidistant
grid 𝑠𝑘 = ℒ𝑘/𝑛 for a positive integer 𝑛 and 𝑘 ∈ {0, . . . , 𝑛}. In addition, we introduce the boundary
elements Δ𝑘 as well as their midpoints 𝑠𝑘 by
Δ𝑘 = [𝑠𝑘, 𝑠𝑘+1] and (3.2.23)
𝑠𝑘 =
𝑠𝑘+1 − 𝑠𝑘
2
(3.2.24)
for 𝑘 ∈ {0, . . . , 𝑛 − 1}. Again denoting the integral kernels by 𝐾(𝑠′, 𝑠) as introduced in the previous
section and the unknown function by 𝜒(𝑠) the integrals may be approximated by
𝐼(𝑠′) :=
∫︁
𝜕Ω𝑗
𝐾(𝑠′, 𝑠)𝜒(𝑠)d𝑠 ≈
𝑛−1∑︁
𝑘=0
𝜒(𝑠𝑘)
∫︁
Δ𝑘
𝐾(𝑠′, 𝑠)d𝑠 =:
𝑛−1∑︁
𝑘=0
𝜒(𝑠𝑘)𝑅𝑘(𝑠
′). (3.2.25)
Evaluating those integrals at the discrete points 𝑠′𝑙 of the grid {𝑠𝑘}𝑘 reduces the evaluation of the
integrals 𝐼𝑙 := 𝐼(𝑠′𝑙) to matrix multiplication
𝐼𝑙 =
𝑛−1∑︁
𝑘=0
𝜒𝑘𝑅𝑘𝑙 (3.2.26)
with the 𝑛 × 𝑛 matrix 𝑅𝑘𝑙 := 𝑅𝑘(𝑠′𝑙). Thereby we identify the unknown function 𝜒(𝑠) width the
𝑛-dimensional vector 𝜒𝑘 := 𝜒(𝑠𝑘).
For numerical computations it remains to evaluate the matrix elements 𝑅𝑘𝑙. This is done by nu-
merical integration utilizing suitable quadrature rules. More specifically, in order to achieve sufficient
accuracy each boundary element is further divided into 𝑛𝑘 sub-intervals Δ
(𝑖)
𝑘 of equal length for
𝑖 ∈ {0, . . . , 𝑛𝑘 − 1}. On each of those sub intervals we use Simpson’s rule to evaluate the integral as
[200]
𝑅
(𝑖)
𝑘𝑙 =
∫︁
Δ
(𝑖)
𝑘
𝐾(𝑠′𝑙, 𝑠)d𝑠 =
ℒ
6𝑛𝑛𝑘
[︂
𝐾
(︁
𝑠′𝑙, 𝑠
(𝑖)
𝑘
)︁
+ 4𝐾
(︂
𝑠′𝑙,
1
2
(︁
𝑠
(𝑖)
𝑘 + 𝑠
(𝑖+1)
𝑘
)︁)︂
+𝐾
(︁
𝑠′𝑙, 𝑠
(𝑖+1)
𝑘
)︁]︂
,
(3.2.27)
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where 𝑠(𝑖)𝑘 = 𝑠𝑘+𝑖
ℒ
𝑛𝑛𝑘
for 𝑖 ∈ {0, . . . , 𝑛𝑘−1}. The matrix elements are then given by 𝑅𝑘𝑙 =
∑︀𝑛𝑘
𝑖=0𝑅
(𝑖)
𝑘𝑙 .
Special care must be taken for the diagonal terms 𝑅𝑙𝑙 as the Hankel functions occurring in the
integral kernel are singular for 𝑠′ → 𝑠. As mentioned above in the case of 𝐾(𝑠′, 𝑠) = 𝐵𝑗(𝑠′, 𝑠; 𝑘) the
kernel has a logarithmic singularity. However, the integral along the boundary element in which the
singularity is located exists despite the singular integrand yielding [189]
𝑅𝑙𝑙 =
ℒ
𝜋𝑛
(︂
1− ln
(︂
𝑛𝑗𝑘ℒ
4𝑛
)︂
+ i
𝜋
2
− 𝛾
)︂
, (3.2.28)
where 𝛾 is Euler’s constant. In the contrary case𝐾(𝑠′, 𝑠) = 𝐶𝑗(𝑠′, 𝑠; 𝑘) despite the kernel is continuous,
up to the delta distribution, numerical integration schemes my fail due to the singularity of the Hankel
function but the integral can be approximated analytically as [189]
𝑅𝑙𝑙 = −1 +
ℒ
2𝜋𝑛
𝜅(𝑠𝑙). (3.2.29)
Here, the contribution −1 originates from the identity operator, which was absorbed in the definition
of 𝐶𝑗 , and 𝜅 denotes the curvature of the boundary.
Fourier Method In contrast to the previous section we now make use of the splitting of the integral
kernels 𝐾(𝑠′, 𝑠) = 𝐾1(𝑠′, 𝑠)𝑆(𝑠′, 𝑠) + 𝐾2(𝑠′, 𝑠), where 𝐾(𝑠′, 𝑠) represents 𝐶𝑗(𝑠′, 𝑠; 𝑘) + 𝛿(𝑠 − 𝑠′) or
𝐵𝑗(𝑠
′, 𝑠; 𝑘) and where the dependence on the wave number and the region Ω𝑗 is dropped. Note that
in this section we do not include the contribution of the identity to 𝐶𝑗(𝑠′, 𝑠; 𝑘). According to the BIEs
we need to evaluate integrals of the form
𝐼1(𝑠
′) =
∫︁
Ω𝑗
𝐾1(𝑠
′, 𝑠)𝑆(𝑠′, 𝑠)𝜒(𝑠)d𝑠 and (3.2.30)
𝐼2(𝑠
′) =
∫︁
Ω𝑗
𝐾2(𝑠
′, 𝑠)𝜒(𝑠)d𝑠, (3.2.31)
where 𝜒(𝑠) represents either 𝜑(𝑠) or 𝜓(𝑠). As both 𝜒(𝑠) and 𝐾1(𝑠′, 𝑠) are periodic functions of 𝑠 with
period ℒ they may be represented by their Fourier series. Note that in Ref. [189] an expansion into a
Lagrange basis is used instead. The reasoning in obtaining the discretized BIEs, however, applies for
the Fourier basis as well.
We first consider the integral 𝐼1(𝑠′). For numerical purposes the Fourier series of both 𝜒(𝑠) and
𝐾1(𝑠
′, 𝑠) is truncated at some 𝑛 ∈ N, not to be confused with the refractive index, yielding
𝜒(𝑠) =
1
2𝑛
⃦⃦⃦*⃦⃦⃦𝑛∑︁
𝑚=−𝑛
?̃?𝑚e
2𝜋i𝑚𝑠/ℒ and (3.2.32)
𝐾1(𝑠
′, 𝑠) =
1
2𝑛
⃦⃦⃦*⃦⃦⃦𝑛∑︁
𝑚=−𝑛
?̃?1,𝑚(𝑠
′)e2𝜋i𝑚𝑠/ℒ (3.2.33)
Here, the symbol
∑︀* denotes a weighted sum with weights 1/2 for the first and the last term and 1
70 3.2 Wave Mechanics
otherwise. The Fourier coefficients can be obtained by evaluating 𝜒(𝑠) and 𝐾𝑖(𝑠′, 𝑠) on the equidistant
grid
𝑠𝑘 =
ℒ
2𝑛
(︂
𝑘 +
1
2
)︂
(3.2.34)
for 𝑘 ∈ {0, 1, . . . , 2𝑛 − 1} consisting of 2𝑛 points in [0,ℒ]. In particular, the Fourier coefficients are
given by
?̃?𝑚 =
2𝑛−1∑︁
𝑘=0
𝜒(𝑠𝑘)e
−2𝜋i𝑚𝑠𝑘/ℒ and (3.2.35)
?̃?1,𝑚(𝑠
′) =
2𝑛−1∑︁
𝑘=0
𝐾1(𝑠
′, 𝑠𝑘)e
−2𝜋i𝑚𝑠𝑘/ℒ. (3.2.36)
An important property of the Fourier representation obtained above is that it gives the exact value
of 𝜒(𝑠𝑘) at all points 𝑠𝑘 on the grid.
Inserting the Fourier representations, Eqs. (3.2.32) and (3.2.33), into the integral (3.2.30) we obtain
𝐼1(𝑠
′) =
1
4𝑛2
⃦⃦⃦*⃦⃦⃦𝑛∑︁
𝑚,𝑙=−𝑛
?̃?𝑚?̃?1,𝑙(𝑠
′)
∮︁
Ω𝑗
𝑆(𝑠′, 𝑠)e2𝜋i(𝑚+𝑙)𝑠/ℒd𝑠 (3.2.37)
where [193]∮︁
Ω𝑗
𝑆(𝑠′, 𝑠)e2𝜋i(𝑚+𝑙)𝑠/ℒd𝑠 = − ℒ|𝑚+ 𝑙|e
2𝜋i𝑘𝑠′/ℒ(1− 𝛿𝑚,−𝑙) (3.2.38)
is the integral over the singular logarithm and the Fourier modes. For𝑚 = −𝑙 it is understood as being
zero. Inserting this expression as well as the definition of the Fourier coefficients, Eqs. (3.2.35) and
(3.2.35) into Eq. (3.2.37) we obtain
𝐼1(𝑠
′) =
2𝑛−1∑︁
𝑘=0
𝜒(𝑠𝑘)
⎡⎣− ℒ
4𝑛2
⃦⃦⃦*⃦⃦⃦𝑛∑︁
𝑚,𝑙=−𝑛
1− 𝛿𝑚,−𝑙
|𝑚+ 𝑙|
2𝑛−1∑︁
𝑞=0
𝐾1(𝑠
′, 𝑠𝑞)e
2𝜋i(𝑚(𝑠′−𝑠𝑘)+𝑙(𝑠′−𝑠𝑞))/ℒ
⎤⎦ . (3.2.39)
Thus, for numerical integration it remains to evaluate the term in the bracket, which we denote by
𝑅1,𝑘(𝑠
′). Due to the triple sum this is a numerically cumbersome task for which the computational
effort may be reduced by appropriate Fourier transforms [201]. However, for the purpose of deriving
a discretized version of the BIE it is sufficient to consider the above expression for 𝑅1,𝑘(𝑠′) and we do
not discuss a more elaborate computation thereof in this thesis.
In order to evaluate 𝐼2(𝑠′) it is sufficient to consider the Fourier representation of the product
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𝐾2(𝑠
′, 𝑠)𝜒(𝑠) and to directly insert this into the integral, Eq. (3.2.31), yielding [189]
𝐼2(𝑠
′) =
ℒ
2𝑛
2𝑛−1∑︁
𝑘=0
𝐾2(𝑠
′, 𝑠𝑘)𝜒(𝑠𝑘) =:
2𝑛−1∑︁
𝑘=0
𝑅2,𝑘(𝑠
′)𝜒(𝑠𝑘), (3.2.40)
where the sum is just the coefficient of the zeroth Fourier mode as all other contributions vanish upon
integration over one period. Although the singular behavior of the Hankel functions was absorbed in
𝑆(𝑠′, 𝑠), the diagonal terms proportional to 𝐾2(𝑠′, 𝑠) need to be evaluated separately. If 𝐾(𝑠′, 𝑠) =
𝐶𝑗(𝑠
′, 𝑠; 𝑘) + 𝛿(𝑠− 𝑠′), this gives rise to [189]
𝑅2,𝑙(𝑠
′
𝑙) =
ℒ
4𝑛𝜋
𝜅(𝑠𝑙), (3.2.41)
which coincides with Eq. (3.2.29) up to the different number of boundary elements and the contribution
from the identity. In the case of 𝐾(𝑠′, 𝑠) = 𝐵𝑗(𝑠′, 𝑠; 𝑘) the diagonal elements read [189]
𝑅2,𝑙(𝑠
′
𝑙) =
ℒ
2𝜋𝑛
(︂
− ln
(︂
𝑛𝑗𝑘
4
)︂
+ i
𝜋
2
− 𝛾
)︂
. (3.2.42)
Finally, as the Fourier decomposition of 𝜒(𝑠), Eq. (3.2.32), gives the exact values on the grid {𝑠𝑘}𝑘
we require the BIEs to be fulfilled at the same grid, i.e., we evaluate the BIEs at 𝑠′𝑙 on the grid {𝑠𝑘}𝑘.
Thus, the integrals 𝐼𝑖,𝑙 := 𝐼𝑖(𝑠′𝑙) are evaluated by matrix multiplication
𝐼𝑖,𝑙 =
2𝑛−1∑︁
𝑘=0
𝑅𝑖,𝑘𝑙𝜒𝑘 (3.2.43)
where 𝑅𝑖,𝑘𝑙 := 𝑅𝑖,𝑘(𝑠′𝑙) is a 2𝑛× 2𝑛 matrix and 𝜒𝑘 := 𝜒(𝑠𝑘) is a vector of length 2𝑛.
Number of Boundary Elements Applying either of the above schemes allows to replace each of the
operator valued entries in the 2× 2 matrices in Eq. (3.2.13) or Eq. (3.2.14) by actual 𝑚×𝑚 matrices,
where 𝑚 = 𝑛 for the real space method and 𝑚 = 2𝑛 for the Fourier method. Similarly, the unknown
functions are replaced by 𝑚-dimensional vectors as well. This results in a 2𝑚 × 2𝑚 linear system.
The size of the matrix has to be adjusted to the wave number. For the real space method the grid
points 𝑠𝑘 need to be dense enough to resolve the variation of 𝜓(𝑠) and 𝜑(𝑠) along the boundary. The
typical length scale of those variations is given by the wavelength 2𝜋/(𝑛1Re𝑘) and thus we define the
number of boundary elements per wave length as [187]
𝑏 =
2𝜋𝑚
𝑛1Re𝑘ℒ
. (3.2.44)
In order to resolve variations on the scale of the wave length we require 𝑏 ≥ 4. A typical choice is
𝑏 ∈ {8, 16} while for very long lived resonance modes, i.e., very small −Im𝑘, even larger values of 𝑏
are necessary [187]. Using the Fourier method the number of discretization points is determined by
the number of Fourier modes needed for an accurate representation of the wave function according to
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Eq. (3.2.32). For smooth boundaries 𝑏 = 2 typically captures all relevant Fourier modes, i.e., those
modes with Fourier coefficients of order one. The subsequent Fourier coefficients decay exponentially
[189] and become negligible for 𝑛 corresponding to roughly 𝑏 ∼ 3 [201]. Typically, the Fourier method
requires significantly less boundary elements than the real space method.
For both methods symmetry properties may reduce the number of necessary boundary elements
further by utilizing the symmetry reduction, Eq. (3.2.22). In this case the parameter 𝑏 stays the same,
but the effective length of the boundary is reduced by a factor of 4 for two symmetry axes.
Determination of Wave Numbers Having fixed an appropriate number of boundary elements for the
desired range of wave numbers we proceed by solving the linear system that approximates the BIEs.
In the scattering situation the system is inhomogeneous and its solutions are given by the discretized
version of Eq. (3.2.14). In practice, the scattering solutions are obtained without explicitly inverting
the matrix approximation of 𝑀(𝑘) but by solving the corresponding inhomogeneous linear system
numerically.
In the case of resonance modes, however, the linear system (3.2.13) is homogeneous and does not
permit a solution for arbitrary wave number 𝑘. In fact, a solution exists only for those 𝑘 for which the
matrix approximation of𝑀(𝑘) is singular. In order to simplify notation we do not differentiate between
the operator 𝑀(𝑘) and its discrete 2𝑚× 2𝑚 matrix approximation in the following, which allows for
rephrasing the condition of𝑀(𝑘) being singular as det𝑀(𝑘) = 0. Thus, to identify the wave numbers
realized by the cavity one has to perform a root search for the function C ∋ 𝑘 ↦→ det𝑀(𝑘) ∈ C. This
can be achieved, for instance, by Newtons method. Starting from an initial guess 𝑘0, this method
applied to det𝑀(𝑘) leads to the recursion [187]
𝑘𝑙+1 = 𝑘𝑙 −
2𝛿𝑘
2𝑚(i− 1) + tr(𝑀(𝑘𝑙)−1 [𝑀(𝑘 + 𝛿𝑘)− i𝑀(𝑘 + i𝛿𝑘)])
, (3.2.45)
which converges towards the wave number 𝑘. Here 0 < 𝛿𝑘 < −Im 𝑘 is a small real parameter and 2𝑚
is the dimensionality of 𝑀(𝑘). On the one hand Newtons method allows only for the computation
of a single wave number while in each step one needs to set up the matrix 𝑀(𝑘) three times and
invert it once. This causes extensive numerical effort. On the other hand the convergence crucially
depends on the initial condition 𝑘0, i.e., when searching for the wave number of a specific mode the
method may converge to the wave number of a different mode or to a spurious solution or does not
converge at all. Thus, for an efficient computation of wave numbers initial conditions close to actual
wave numbers are required. For specific modes this may be done by certain analytic approximations
based on perturbation theory or semiclassical arguments. Another efficient method to obtain a large
number of initial conditions close to actual wave numbers is given by numerically determining the
eigenvalues of the generalized eigenvalue problem
[︁
𝑀(𝑘) + 𝛿𝑘𝑀 ′(𝑘)
]︁(︃𝜑
𝜓
)︃
= 0, (3.2.46)
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where 𝑀 ′(𝑘) denotes the numerically computed derivative of 𝑀(𝑘). The small eigenvalues 𝛿𝑘 yield
initial conditions for the root searching procedure via 𝑘0 = 𝑘 + 𝛿𝑘 [202]. Alternatively, one may use
scaling methods [203, 204] or the techniques given in Ref. [205] to obtain initial conditions.
The above methods allow to compute wave numbers of resonance modes as well as the optical
modes and their normal derivative on the boundary of the cavity. The latter are obtained by solving
the discretized homogeneous BIE (3.2.13) via singular value decomposition of 𝑀(𝑘) [200]. Similarly,
in the situation of plane wave scattering the optical modes and there normal derivatives are obtained
numerically from the discretized version of Eq. (3.2.14) via the 𝐿𝑈 -decomposition of𝑀(𝑘) [200]. The
optical modes 𝜓(r′) for arbitrary r′ are then obtained by Eq. (3.2.11) and Eq. (3.2.15). There, the
Green function and its normal derivative are evaluated on the same discrete grid as 𝜓 and 𝜑 and
the integral, which parametrically depends on r′, is computed using a simple midpoint rule [200].
Using the Fourier decomposition of 𝜓 and 𝜑 in principle allows for an arbitrary fine grid in order to
improve the accuracy of the numerical integration. However, for r′ close to the boundary of the cavity
the singular behavior of the Green function may cause the simple midpoint rule to yield unphysical
divergences of 𝜓(r′). In principle, this may be cured using the splitting of the integral kernels, similar
to the case of evaluating the BIEs. In practice, we neglect this issue as we are in general not interested
in the optical mode arbitrarily close to the boundary.
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Being able to solve the mode equation by means of the above methods allows to compute some
examples of optical modes. In particular, we illustrate optical modes in the geometries introduced in
Sec. 3.1. As these cavities are deformations of a circular microdisk we begin the discussion with this
basic example. In the following and, unless stated otherwise, in the remainder of this thesis we use
𝑛 = 2 for the refractive index in numerical examples. Moreover, we measure the wave number with
respect to the average radius of the cavity, i.e., we introduce the dimensionless wave number 𝑘𝑅.
The Circular Cavity
In contrast to all other examples discussed in this thesis the circular cavity of radius 𝑅 allows for
analytic solutions to the mode equation (3.2.4). In this case both the mode equation and the boundary
conditions are separable in polar coordinates (𝑟, 𝜑) yielding modes [186]
𝜓𝑚,𝑙(𝑟, 𝜑) = 𝒩Φ𝑚(𝜑)×
⎧⎨⎩ 1𝐽𝑚(𝑛𝑘𝑅)𝐽𝑚(𝑛𝑘𝑟) for 𝑟 ≤ 𝑅1
𝐻𝑚(𝑛𝑘𝑅)
𝐻𝑚(𝑛𝑘𝑟) for 𝑟 > 𝑅.
(3.2.47)
Here 𝐽𝑚 again denotes the Bessel function of integer order 𝑚 and 𝐻𝑚 = 𝐻
(1)
𝑚 is the Hankel function
of the first kind and order 𝑚 determining the radial part. The constant 𝒩 may be used for suitable
normalization but is not of importance in the following and thus is neglected. The angular part is
Φ𝑚 = cos(𝑚𝜑) or Φ𝑚 = sin(𝑚𝜑), which are the eigenfunctions of the angular part of the Laplacian.
Thus, the positive integer 𝑚 is called the angular mode number. Here von-Neumann boundary
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conditions along the horizontal axis are realized by Φ𝑚 = cos(𝑚𝜑). For even 𝑚 those modes fulfill
von-Neumann boundary conditions along the vertical axis and Dirichlet boundary conditions for odd
𝑚. In contrast, Φ𝑚 = sin(𝑚𝜑) realizes Dirichlet boundary conditions along the horizontal axis. Along
the vertical axis odd 𝑚 lead to von-Neumann boundary conditions while even 𝑚 lead to Dirichlet
boundary conditions. The outgoing wave boundary conditions at infinity are fulfilled by the Hankel
function for any wave number 𝑘. In contrast the boundary conditions at the boundary 𝑟 = 𝑅
are fulfilled only for discrete wave numbers. More specifically, while the mode is continuous at the
boundary the normal derivative does not necessarily respect the boundary conditions (3.2.5). Using
the specific form of the modes, Eq. (3.2.47), the boundary conditions can be recast in the form [186]
𝑆𝑚(𝑘𝑅) = 𝑛
𝛼+1𝐽
′
𝑚(𝑛𝑘𝑅)
𝐽𝑚(𝑛𝑘𝑅)
− 𝐻
′
𝑚(𝑘𝑅)
𝐻𝑚(𝑘𝑅)
= 0, (3.2.48)
where the prime denotes the derivative of the respective function. For TM polarization one has
𝛼 = 0 while 𝛼 = −2 holds for TE polarization. Again, we focus on TM polarization only. The
roots of 𝑆𝑚, which are determined numerically, are precisely the wave numbers for which the modes,
Eq. (3.2.47), fulfill the boundary conditions. They are ordered by their real part in ascending order
and are enumerated by 𝑙 ∈ {0, 1, . . .}, which defines the radial mode number.
In summary, the circular cavity exhibits modes which are characterized by an angular mode number
𝑚 and a radial mode number 𝑙. Moreover, for each pair of mode numbers there are two linearly
independent modes belonging to different symmetry classes, i.e., von-Neumann or Dirichlet boundary
conditions on the horizontal axis. That is, each wave number is twofold degenerate. In Fig. 3.8(a) we
show the intensity |𝜓|2 for the mode with mode numbers 𝑚 = 11 and 𝑙 = 1 from the DN symmetry
class. Visually the angular mode number 𝑚 leads to 2𝑚 intensity maxima in angular direction while
the radial mode number 𝑙 gives rise to 𝑙 + 1 maxima in radial direction. Such modes with 𝑙 ≪ 𝑚
are called whispering-gallery modes as their intensity pattern is supported along whispering-gallery
trajectories, which we introduce in Sec. 3.1.
Besides the intensity distribution in the direct vicinity of the cavity, denoted as the near-field, the
angular dependence of the intensity at a large distance 𝑟 → ∞ from the boundary is of particular
interest. For this so-called far-field the absolute value is not well defined because the outgoing wave
diverges∼ exp(−Im𝑘𝑟)/√𝑟. Its angular dependence, however, is well defined as it is given by |𝑔(𝜃, 𝑘)|2,
Eq. (3.2.7). Here, we have |𝑔(𝜃, 𝑘𝑚,𝑙)|2 ∝ |Φ𝑚(𝜑)|2, which is shown in Fig. 3.9(a) for the mode
(𝑚, 𝑙) = (11, 1) in the DN symmetry class. The far-field does not show any directionality, i.e., the
amplitude of the oscillations is independent from the direction, and thus the emission from the circular
cavity is isotropic.
Deformed Microdisks
In Sec. 3.1 we observe that the classical dynamics remains near-integrable for small deformations. In
the same sense the majority of the optical modes show under slight deformations similar characteristics
as in the circular cavity. Deviations from this behavior may occur due to dynamical tunneling as is
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Figure 3.8: Near-field distribution of optical modes for (a) the circular cavity with 𝑘𝑅 = 9.020 −
i0.034, (b) the near integrable system with 𝑘𝑅 = 9.019 − i0.034, (c-e) the mixed system with (c)
𝑘𝑅 = 8.937 − i0.054, (d) 𝑘𝑅 = 9.654 − i0.293, and (e) 𝑘𝑅 = 10.816 − i0.000 as well as for (f)
the chaotic system with 𝑘𝑅 = 15.307 − i0.005. The mode numbers and the symmetry classes are
discussed in the text.
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Figure 3.9: Far-field pattern for the modes shown in Fig. 3.8 with their respective maximum
normalized to unity.
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discussed later. However, the assignment of mode numbers by counting intensity maxima in radial
and angular direction is still possible. On a more rigorous level, mode numbers can be assigned
either by semiclassical means or by a perturbative expansion of optical modes into the modes of the
circular cavity. Both methods are discussed later. We illustrate this for the near-integrable system
in Fig. 3.8(b) where the mode with (𝑚, 𝑙) = (11, 1) in the DN symmetry class visually cannot be
distinguished from the mode of the circular cavity.
In order to discuss the farfield, we use the large r′ asymptotics of the Green function and its normal
derivative in Eq. (3.2.9) which yields [190]
𝑔(𝜃, 𝑘) =
1 + i
4
√
𝜋𝑘
∮︁
𝛿Ω0
(︁
i𝑘⟨e𝑟(𝜃),n(𝑠)⟩𝜓(𝑠) + 𝜑(𝑠)
)︁
exp (−i𝑘⟨e𝑟(𝜃), r(𝑠)⟩) d𝑠 (3.2.49)
where e𝑟(𝜃) = (cos(𝜃), sin(𝜃)) is the unit vector in radial direction. Applying this to the mode
(𝑚, 𝑙) = (11, 1) we find the far-field shown in Fig. 3.9(b), which has the same characteristics as the
corresponding mode in the circular cavity. In particular, the angular mode number𝑚 can be identified
as it gives rise to 2𝑚 intensity maxima.
For larger deformations, e.g., for the mixed system introduced in Sec. 3.1, there are still whispering-
gallery modes as shown in Fig. 3.8(c) for the mode (𝑚, 𝑙) = (11, 1) with DN symmetry. There, the
intensity maxima follow the shape of the boundary, which now clearly deviates from a circular shape.
Furthermore, the intensity of the maxima closest to the horizontal axis at 𝜃 ∈ {0, 𝜋} is enhanced
compared to the other maxima. Besides this the overall characteristics is similar to the near-integrable
and the circular case. This, however, is not the case for the far-field as shown in Fig. 3.9(c). There the
intensity is largest in the direction of 𝜃 ∈ {𝜋/2, 3𝜋/2}. That is, upon larger deformation, the emission
in only a few distinct directions is enhanced leading to directional emission patterns. However, the
angular mode number is still reflected by the number of local maxima, which is 2𝑚.
Similar to the classical dynamics, where new types of dynamics arise, in the mixed system modes
with characteristics different from whispering-gallery modes exist. Such modes are shown in Fig. 3.8(d)
and (e). There, the mode shown in (d) follows the stable periodic trajectory along the diameter. For
this mode in the DN symmetry class one can assign the mode numbers (𝑚, 𝑙) = (1, 5). In contrast
the mode shown in (e), which corresponds to a spurious solution rather than a physical mode, follows
the unstable periodic orbit but has significant contributions in other regions. To this mode from the
NN symmetry class one can assign the mode numbers (𝑚, 𝑙) = (6, 6). Both modes show a strong
directionality in their farfield in the direction 𝜃 ∈ {𝜋/2, 3𝜋/2} and 𝜃 ∈ {0, 𝜋}, respectively, which
is depicted in Fig. 3.9(d) and (e). However, the mode corresponding to the unstable periodic orbit
shows some additional maxima besides the main maxima, which is not the case for the other mode.
For even larger deformations of the boundary the classical ray dynamics may become chaotic. This
is also reflected in the optical modes of these cavities. For instance, for the chaotic system introduced
in Sec. 3.1 we show an optical mode with wave number 𝑘𝑅 = 15.307 − i0.005 with DN symmetry
in Fig. 3.8(f). This mode shows a far less regular morphology even for this moderately large wave
number, but it still shows enhanced intensity along some of the unstable periodic trajectories along
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the diameter. Also the far-field of this mode shows no regular structure apart from that imposed
by the DN symmetry as depicted in Fig. 3.9(f). For larger wave numbers optical modes in such
cavities on smaller scales typically show even less structure and can be modeled locally by a random
superposition of optical modes from the circular cavity, Eq. (3.2.47) [34, 206].
Husimi Representation
In the previous section the near-field of optical modes shows signatures of the classical dynamics
in configuration space. In order to obtain a more clear picture of this correspondence between ray
and wave properties, a description in phase space rather than configuration space is desired. This
is accomplished by the Husimi representation of optical modes defined on the boundary, i.e., in
the corresponding phase space Γ in Birkhoff coordinates. Different formulations of such Husimi
representations have been obtained, either based on a suitable decomposition of the wave field [207]
or on a smoothed Poynting vector [208]. Here, we use the Husimi distribution developed in Ref. [207].
To this end, the optical mode at a given boundary point is written as a superposition of an incident
and an emerging wave on either side of the boundary. For each mode this gives rise to four different
Husimi representations 𝐻 inc𝑗 (𝑠, 𝑝) and 𝐻
em
𝑗 (𝑠, 𝑝), where 𝑗 ∈ {0, 1} denotes the region Ω𝑗 from which
the wave is incident (inc) to the boundary or into which the wave is emerging (em). Here, as we
are mainly interested in resonance modes, we restrict the discussion to the case 𝑗 = 1, i.e., Husimi
representations on the inside of the boundary. To simplify notation the dependence on 𝑗 is dropped.
The Husimi representation is then given by [2, 207]
𝐻em(inc)(𝑠, 𝑝) =
𝑛Re𝑘
2𝜋
⃒⃒⃒⃒
ℱ(𝑝)ℎ𝜓(𝑠, 𝑝) +(−)
i
Re𝑘ℱ(𝑝)ℎ𝜑(𝑠, 𝑝)
⃒⃒⃒⃒2
(3.2.50)
with
ℱ(𝑝) =
√︁
𝑛
√︀
1− 𝑝2. (3.2.51)
The function
ℎ𝜒(𝑠, 𝑝) =
∫︁ ℒ
0
𝜒(𝑠′)𝑔(𝑠′; 𝑠, 𝑝)d𝑠′ (3.2.52)
is the overlap of 𝜒 = 𝜑 or 𝜒 = 𝜓, respectively, and the minimal uncertainty periodic Gaussian
𝑔(𝑠′; 𝑠, 𝑝) =
1
(𝜋𝜎)1/4
∞∑︁
𝑗=−∞
exp
(︃
−(𝑠
′ + 𝑗ℒ − 𝑠)2
2𝜎
− i𝑛Re𝑘𝑝
[︀
𝑠′ + 𝑗ℒ
]︀)︃
. (3.2.53)
The remaining free parameter 𝜎 is representing the relative uncertainty in 𝑠 and 𝑝. Here we choose
𝜎 =
ℒ
2
√
2
𝑛Re𝑘
(3.2.54)
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in which the second factor guarantees the uncertainty in 𝑠 to be independent from the wave number.
While this is the common choice, we additionally use the scaling with ℒ/2 to take the extent of
phase space in both coordinates into account, which allows for a sufficient resolution of the Husimi
representation in 𝑝 direction. The integral in Eq. (3.2.52) is conveniently computed using the Fourier
representation of 𝜒(𝑠), Eq. (3.2.32), yielding
ℎ𝜒(𝑠, 𝑝) =
(4𝜋𝜎)1/4
2𝑛F
⃦⃦⃦*⃦⃦⃦𝑛F∑︁
𝑚=−𝑛F
?̃?𝑚 exp
(︃
−𝜎
2
[︂
2𝜋𝑚
ℒ − 𝑛Re𝑘𝑝
]︂2
+ i𝑠
[︂
2𝜋𝑚
ℒ − 𝑛Re𝑘𝑝
]︂)︃
. (3.2.55)
Here we denote the order at which the Fourier series, Eq. (3.2.32), is truncated by 𝑛F in order not to
confuse it with the refractive index 𝑛. The weighted sum
∑︀* is defined in Sec. 3.2.1. For the special
case of the circular cavity one finds
𝐻em(inc)(𝑠, 𝑝) =
𝑛3/2Re𝑘𝑚,𝑙|𝐽𝑚(𝑅𝑘𝑚,𝑙)|2
2𝜋
√︀
1− 𝑝2
⃒⃒⃒⃒√︀
1− 𝑝2 +(−) i𝑘𝑚,𝑙
Re𝑘𝑚,𝑙
𝒢𝑚(𝑅𝑘𝑚,𝑙)
⃒⃒⃒⃒2
|ℎΦ𝑚(𝑠, 𝑝)|2
(3.2.56)
for the mode with mode numbers (𝑚, 𝑙). Here,
𝒢𝑚(𝑅𝑘) =
1
𝑛
𝐻 ′𝑚(𝑘𝑅)
𝐻𝑚(𝑘𝑅)
(3.2.57)
while ℎΦ𝑚(𝑠, 𝑝) is given by Eq. (3.2.55) with ?̃?𝑞 = 𝑛F𝛿𝑞,±𝑚 for von-Neumann boundary conditions
along the horizontal symmetry axis and ?̃?𝑞 = −i𝑛Fsign(𝑞)𝛿𝑞,±𝑚 for Dirichlet boundary conditions,
respectively. For sufficiently large𝑚 interference terms between the two nonzero Fourier modes can be
neglected and |ℎΦ𝑚(𝑠, 𝑝)|2 does not depend on 𝑠. In this case, it is given by the sum of two Gaussians
centered at 𝑝 = ±𝑝𝑚,𝑙 with
𝑝𝑚,𝑙 =
𝑚
𝑛Re𝑘𝑚,𝑙𝑅
. (3.2.58)
In Fig. 3.10 we show the incident Husimi representations for the resonance modes depicted in
Fig. 3.8. For the whispering-gallery modes with mode numbers (𝑚, 𝑙) = (11, 1) in the circular cavity
and in the near-integrable system the Husimi distributions, depicted in (a) and (b), respectively,
have their maximal intensity along classical tori at approximately 𝑝 = 𝑝11,1 ≈ 0.6. In the circular
cavity the Husimi distribution has a Gaussian profile in momentum direction and is independent
from the arc length 𝑠. In the near-integrable system, although the overall appearance is similar, the
Husimi distribution is not independent from 𝑠. In fact, along the nonlinear resonance at 𝑝𝑎:𝑏 the
Husimi distribution is slightly enhanced at the unstable period four orbit compared to the stable
periodic orbit. In the mixed system the Husimi distribution of the mode (𝑚, 𝑙) = (11, 1) shown in
(c) still has a regular structure despite being supported in a region in which no regular phase-space
structures are located. More precisely, the Husimi distribution is located in between the 6:2 and the
4:1 resonance chain and follows their shape but does not resolve the detailed structure of any of the
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Figure 3.10: Incident Husimi distribution for the modes shown in Fig. 3.8 on top of the classical
phase space (gray dots and lines).
two resonances. For the modes shown in Fig. 3.8(d) and (e), which in configuration space follow
the stable and unstable periodic trajectory along the cavities diameter, the Husimi representation is
supported on the respective period two orbit, as depicted in Fig. 3.10(d) and (e). The mode shown in
(e) has additional contributions to its Husimi distribution along the invariant manifolds of the unstable
periodic orbit. In Fig. 3.10(f) the Husimi distribution of the mode in the chaotic system is shown. It
is supported mainly in the region below the critical momentum 𝑝c = 1/𝑛 = 1/2, but otherwise shows
less regular structure. As the wave number is rather small, the Husimi distribution does not resolve
any classical phase-space structures. Only in the semiclassical limit the average Husimi distribution
of modes in chaotic cavities is expected to converge towards classical conditionally invariant measures
on phase space and thereby establishes the connection with classical ray dynamics [209].
Comparing the incident Husimi distribution with the emerging Husimi distribution we find that
both are supported on the same phase-space structures. This is demonstrated in Fig. 3.11 for three
optical modes in the mixed system each supported in different regions of phase space. The top panel
shows the incident Husimi distribution while the lower panel shows the emergent Husimi distribution
of the respective mode. However, in the semiclassical limit of large wave numbers both are related by
Fresnel’s law as [207]
𝐻em(𝑠, 𝑝) = |𝑟(𝑝)|2𝐻 inc(𝑠, 𝑝) (3.2.59)
where 𝑟(𝑝) denotes the reflection coefficient, Eq. (3.1.18), whose modulus squared is depicted in
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Fig. 3.11(g) as a gray line. This causes the emergent Husimi distribution to be suppressed in the
leaky region 𝑝 < 𝑝c. There, although we show modes with rather small wave numbers, the above
relation is approximately fulfilled which we demonstrate by comparing |𝑟(𝑝)|2 with the ratio
𝑅𝐻(𝑝) =
∫︀ ℒ
0 𝐻
em(𝑠, 𝑝)d𝑠∫︀ ℒ
0 𝐻
inc(𝑠, 𝑝)d𝑠
. (3.2.60)
In the vicinity of 𝑝 = 𝑝c deviations occur, which may be cured when incorporating corrections due
to the curvature of the boundary to Fresnel’s law or in the semiclassical limit. In the regime of total
internal reflection the ratio 𝑅𝐻(𝑝). Eq. (3.2.60), is slightly larger than the expected value of one for
the modes shown in Fig. 3.11(a) and (b) (dashed lines). The mode shown in (c) however shows a
prominent peak in this region which may be caused by neglecting interference between incident and
emergent wave in the derivation of Eq. (3.2.59).
As we are mainly concerned about the localization of the Husimi distribution on classical phase-
space structures the actual value of the Husimi distribution does not matter and we use only the
incident Husimi distribution in the remainder of this thesis.
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Figure 3.11: Incident (a-c) and emergent (d-f) Husimi distribution in the mixed system for (a, d)
(𝑚, 𝑙) = (15, 0) and 𝑘𝑅 = 9.264− i0.002, (b, e) (𝑚, 𝑙) = (11, 1) and 𝑘𝑅 = 8.937− i0.054, and (c, f)
(𝑚, 𝑙) = (1, 5) and 𝑘𝑅 = 9.654− i0.293 and ND symmetry. The optical modes are scaled such that
for each mode the incident Husimi function has a maximum value of one. The reflectivity according
to Fresnel’s law together with 𝑅𝐻 , Eq. (3.2.60), is shown in (g). Here, the mode (𝑚, 𝑙) = (15, 0) is
represented by a solid black line, the mode (𝑚, 𝑙) = (11, 1) by a short dashed black line, and the
mode (𝑚, 𝑙) = (1, 5) by a long dashed black line. The vertical thin dashed lines indicate the critical
momentum 𝑝c = 1/𝑛.
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Perturbation Theory for Weakly Deformed Microdisks
From the above discussion it is apparent that the optical modes in a weakly deformed microdisk, i.e.,
for small 𝜖, differ only slightly from the modes in the circular cavity. Consequently, these optical modes
may be expanded into a power series in 𝜖 and the modes given by Eq. (3.2.47). This perturbation
theory was developed in Ref. [186] for the case of boundaries with reflection symmetry with respect to
one axis and was extended to the asymmetric case in Ref. [210]. The perturbation series is expected
to yield good agreement with the actual modes, if the area in which the refractive indices of the
circular and the deformed cavity differ is small. In the following we briefly summarize the results for
the symmetric case. In particular we focus on cavities with boundaries given by Eq. (3.1.7), and TM
polarization. In these cases, one can expect the perturbation theory to be applicable if 𝜖≪ 1. A more
rigorous bound based on the area in which the refractive indices differ is given in Ref. [186].
The perturbative expansion gives the modes in the deformed cavity as [186]
𝜓𝑚,𝑙(𝑟, 𝜑) =
⎧⎪⎪⎨⎪⎪⎩
1
𝐽𝑚(𝑛𝑘𝑚,𝑙𝑅)
𝐽𝑚(𝑛𝑘𝑟)Φ(𝑚𝜑) +
∑︀
0≤𝑝̸=𝑚
𝑎𝑝
𝐽𝑝(𝑛𝑘𝑚,𝑙𝑅)
𝐽𝑝(𝑛𝑘𝑟)Φ(𝑝𝜑)
1+𝑏𝑚
𝐻𝑚(𝑛𝑘𝑚,𝑙𝑅)
𝐻𝑚(𝑛𝑘𝑚,𝑙𝑟)Φ(𝑚𝜑) +
∑︀
0≤𝑝̸=𝑚
𝑎𝑝+𝑏𝑝
𝐻𝑝(𝑛𝑘𝑚,𝑙𝑅)
𝐻𝑝(𝑛𝑘𝑚,𝑙𝑟)Φ(𝑝𝜑)
(3.2.61)
where the first case applies for 𝑟 ≤ 𝑅 and the second case for 𝑟 > 𝑅 and either Φ = cos for
von-Neumann boundary conditions or Φ = sin for Dirichlet boundary conditions on the horizontal
axis. Using the asymptotic form of the Hankel functions further allows to compute the far-field from
Eq. (3.2.61) as [186]
𝑔(𝜃, 𝑘𝑚,𝑙) =
1 + 𝑏𝑚
𝐻𝑚(𝑛𝑘𝑚,𝑙𝑅)
exp
(︂
− i𝜋𝑚
2
)︂
Φ(𝑚𝜑) +
∑︁
0≤𝑝̸=𝑚
𝑎𝑝 + 𝑏𝑝
𝐻𝑝(𝑛𝑘𝑚,𝑙𝑅)
exp
(︂
− i𝜋𝑝
2
)︂
Φ(𝑝𝜑).
(3.2.62)
The coefficients 𝑎𝑝 and 𝑏𝑝 are expanded in a series in 𝜖 around zero while the wave number 𝑘 is
expanded around the wave number 𝑘(0)𝑚,𝑙 of the circular cavity. The coefficients of these expansions are
obtained by requiring that Eq. (3.2.61) fulfills the appropriate boundary conditions, i.e., continuity
of the mode and its normal derivative across the boundary, in every order. To this end it turns out
useful to introduce the Fourier harmonics of the perturbation
𝐴𝑝𝑚 =
2− 𝛿𝑝,0
𝜋
∫︁ 𝜋
0
cos(𝑁𝜑)Φ(𝑚𝜑)Φ(𝑝𝜑)d𝜑 (3.2.63)
=
2− 𝛿𝑝,0
4
(𝛿𝑁,𝑚−𝑝 + 𝛿𝑁,−𝑚+𝑝 ± 𝛿𝑁,𝑚+𝑝 ± 𝛿𝑁,−𝑚−𝑝) . (3.2.64)
Here, the upper sign applies for von-Neumann boundary conditions and the lower sign applies for
Dirichlet boundary conditions on the horizontal axis. Note that for 𝑚 > 𝑁 in any case the last two
terms are zero for all 𝑚 and 𝑝, and the Fourier harmonics agree for both symmetry classes. Moreover,
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the diagonal term 𝐴𝑚𝑚 vanishes. Furthermore we define
𝐵𝑝𝑚 =
2− 𝛿𝑝,0
𝜋
∫︁ 𝜋
0
cos2(𝑁𝜑)Φ(𝑚𝜑)Φ(𝑝𝜑)d𝜑 (3.2.65)
=
2− 𝛿𝑝,0
8
(±𝛿2𝑁,𝑚+𝑝 + 𝛿2𝑁,𝑚−𝑝 + 𝛿2𝑁,−𝑚+𝑝 ± 𝛿2𝑁,−𝑚−𝑝 + 2𝛿𝑚,𝑝 ± 2𝛿𝑚,−𝑝) . (3.2.66)
For 𝑚 > 2𝑁 both symmetry classes agree and the diagonal terms give 𝐵𝑚𝑚 = 1/2. Using the above
notation, in second order in 𝜖 the coefficients entering Eq. (3.2.61) read [186]
𝑎𝑝 = 𝜖𝑅𝑘
(0)
𝑚,𝑙
(︀
𝑛2 − 1
)︀ 𝐴𝑝𝑚
𝑆𝑝
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
+ 𝜖2𝑅𝑘
(0)
𝑚,𝑙
(︀
𝑛2 − 1
)︀ 𝐴𝑝𝑚𝐴𝑚𝑚
𝑆𝑝
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
⎛⎝𝑅𝑘(0)𝑚,𝑙𝑆′𝑝
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
𝑆𝑝
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁ − 1
⎞⎠
+ 𝜖2𝑅𝑘
(0)
𝑚,𝑙
(︀
𝑛2 − 1
)︀ 𝐵𝑝𝑚
2𝑆𝑝
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
⎛⎝1 +𝑅𝑘(0)𝑚,𝑙
⎡⎣𝐻 ′𝑚
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
𝐻𝑚
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁ + 𝐻 ′𝑝
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
𝐻𝑝
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
⎤⎦⎞⎠
+ 𝜖2
(︁
𝑅𝑘
(0)
𝑚,𝑙
(︀
𝑛2 − 1
)︀)︁2 1
𝑆𝑝
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁ ∑︁
𝑚̸=𝑚
𝐴𝑝𝑘𝐴𝑘𝑚
𝑆𝑘
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁ (3.2.67)
=
1
4
𝜖𝑅𝑘
(0)
𝑚,𝑙
(︀
𝑛2 − 1
)︀ 𝛿𝑝,𝑚±𝑁
𝑆𝑝
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁ +𝑂(𝜖2) (3.2.68)
where in the last equality again 𝑚 > 𝑁 is assumed. In particular, the specific form of the boundary
considered here in the lowest order introduces couplings only between modes whose angular mode
numbers differ by ±𝑁 . In contrast second order corrections also induce couplings between modes
not restricted by this selection rule. Moreover, in first order the coefficients 𝑏𝑝 vanish and the first
nontrivial contribution is of order 𝜖2 yielding [186]
𝑏𝑝 =
𝜖2
2
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁2 (︀
𝑛2 − 1
)︀
𝐵𝑝𝑚. (3.2.69)
Furthermore, the coefficients 𝑎𝑝 and 𝑏𝑝 do not depend on the considered symmetry.
For the wave numbers one finds in second order [186]
𝑘𝑚,𝑙 = 𝑘
(0)
𝑚,𝑙 − 𝜖𝑘
(0)
𝑚,𝑙𝐴𝑚𝑚
+ 𝜖2𝑘
(0)
𝑚,𝑙
⎛⎝3𝐴2𝑚𝑚 −𝐵𝑚𝑚
2
+𝑅𝑘
(0)
𝑚,𝑙(𝐴
2
𝑚𝑚 −𝐵𝑚𝑚)
𝐻 ′𝑚
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
𝐻𝑚
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
⎞⎠
− 𝜖2𝑅𝑘(0) 2𝑚,𝑙
(︀
𝑛2 − 1
)︀∑︁
𝑝̸=𝑚
𝐴𝑝𝑚𝐴𝑚𝑝
𝑆𝑝
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁ (3.2.70)
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𝑘𝑚,𝑙 = 𝑘
(0)
𝑚,𝑙 −
𝜖2
4
𝑘
(0)
𝑚,𝑙
⎛⎝1 + 2𝑅𝑘(0)𝑚,𝑙𝐻 ′𝑚
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
𝐻𝑚
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
⎞⎠
− 𝜖
2
4
𝑅𝑘
(0) 2
𝑚,𝑙
(︀
𝑛2 − 1
)︀⎛⎝ 1
𝑆𝑚+𝑁
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁ + 1
𝑆𝑚−𝑁
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
⎞⎠ , (3.2.71)
where in the latter equality again 𝑚 > 𝑁 is assumed and 𝑆𝑝 is given by Eq. (3.2.48). Note that only
the last term of order 𝑂(𝜖2) gives rise to a coupling of modes with different angular mode numbers.
In particular these mode numbers differ from 𝑚 by ±𝑁 . Interestingly, under the above assumption
𝑚 > 𝑁 the perturbation theory does not induce a splitting between wave numbers of modes with the
same mode numbers but from different symmetry classes. Furthermore, the change in the imaginary
part of the wave number can be written as Im 𝑘𝑚,𝑙 = Im 𝑘
(0)
𝑚,𝑙 + Im 𝛿𝑘
(+𝑁)
𝑚,𝑙 + Im 𝛿𝑘
(−𝑁)
𝑚,𝑙 with [186]
Im 𝛿𝑘
(±𝑁)
𝑚,𝑙 = −𝜖2
(𝑛2 − 1)Re𝑘(0)𝑚,𝑙
2𝜋
⃒⃒⃒
𝑆𝑚±𝑁
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁
𝐻𝑚±𝑁
(︁
𝑅𝑘
(0)
𝑚,𝑙
)︁ ⃒⃒⃒2 . (3.2.72)
Note that the above scheme allows for an assignment of mode numbers for the actual modes of the
deformed cavity by comparing their wave numbers with the perturbative expansion (3.2.71).
3.2.3 Connection between Resonance and Scattering Solutions
In the previous sections we study only resonance states and discuss their field distribution. In order
to access these modes experimentally a common setup consists of a wave guide with evanescent
coupling to a cavity [2]. Measuring the transmission spectrum through the wave guide allows to
identify the wave numbers of resonance modes of the considered cavity. However, there the real
wave number is prescribed by the incoming wave and the resonance has to be extracted from the
measured spectrum, i.e., from the scattered outgoing wave. Here we demonstrate the connection
between scattering solution and resonances for the simpler case of scattering of an incident plane
wave on the cavity as it was introduced in Sec. 3.2.1. In particular we illustrate this connection in
the mixed system.
In Fig. 3.12 we show the field distribution for wave number 𝑘𝑅 = 4 in (a) and (b) as well as 𝑘𝑅 = 15
in (c) and (d). The wave vectors of the incident waves are given by k = (𝑘 cos(𝜃in), 𝑘 sin(𝜃in)) and we
choose 𝜃in = 𝜋/7 in Fig. 3.12(a) and (c) and 𝜃in = 4𝜋/7 in (b) and (d). The field distribution roughly
resembles a standing plane wave inside the cavity and exhibits a region of high intensity at polar angle
𝜃 = 𝜃in due to focusing by the boundary. In the backward direction a standing, approximately plane
wave emerges.
Experimentally relevant properties of the scattering solutions are encoded in the far-field patterns
in terms of the differential cross section |𝑓(𝜃,k)|2 defined by the asymptotic form of the scattering
solution, Eq. (3.2.6). It is obtained from Eq. (3.2.49) where 𝑓 corresponds to 𝑔. Further, 𝜑 has to be
replaced by 𝜑− 𝜑in and 𝜓 by 𝜓−𝜓in. The differential cross section for the modes shown in Fig. 3.12
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Figure 3.12: Plane wave scattering in the mixed system. The incoming waves have a wave number
of 𝑘𝑅 = 4 (a,b) and 𝑘𝑅 = 15 (c,d) and an angle of incidence 𝜃in = 𝜋/7 (a, c) and 𝜃in = 4𝜋/7 (b, d)
with the horizontal axis. The cavities boundary is shown as a black line.
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Figure 3.13: Differential cross section |𝑓(𝜃,k)|2 for the parameters described in Fig. 3.12 normalized
to a maximum value of one.
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is depicted in Fig. 3.13. They show a prominent peak in the direction of the incident wave at 𝜃 = 𝜃in,
i.e., for forward scattering, as well as a smaller peak in the backward direction 𝜃 = 𝜃in + 𝜋. For the
larger wave number the forward scattering peak is enhanced compared to the backward scattering
peak. In all cases several other maxima are present, but are dominated by the forward scattering
peak for larger wave number.
The total cross section
𝜎(k) =
∫︁ 2𝜋
0
|𝑓(𝜃,k)|2 (3.2.73)
can be computed using the optical theorem via [187]
𝜎(k) = 2
√︂
𝜋
𝑘
Im
(︀
[1− i] 𝑓(𝜃in,k)
)︀
. (3.2.74)
We show the scattering spectrum in terms of the cross section for the same incident angles 𝜃in as
discussed above as a function of the wave number in Fig. 3.14. There, the real part of the resonance’s
wave numbers are indicated by vertical lines and their position corresponds to the sharp peaks in the
spectrum. In an ideal scattering situation an individual peak for a resonance mode with wave number
𝑘 is of the Lorentzian form [211]
𝜎𝑘(k) =
𝐴𝑘
(𝑘 − Re𝑘)2 + (Im𝑘)2
(3.2.75)
with an amplitude 𝐴𝑘. The whole spectrum is a superposition of those individual peaks. Thus
determining the scattering spectrum allows for computing the resonance modes of a given cavity.
Using harmonic inversion techniques their wave numbers may be determined systematically [211–
213].
In the case presented in Fig. 3.14 the individual peaks appear considerably narrower for 𝜃in = 4𝜋/7.
For 𝜃in = 𝜋/7 the peaks corresponding to the largest wave numbers of the resonance states are
hardly visible. Note that each vertical line actually corresponds to two nearly degenerate resonance
states fulfilling opposite symmetries with respect to the horizontal axis which cannot be distinguished
on the shown scale. In Fig. 3.15 we illustrate the scattering solutions for two different cases: Off
resonance scattering with 𝑘𝑅 = 3.3 in (a), (d) and (g) which is not close to a resonance and resonant
scattering with 𝑘𝑅 = 3.582 in (b), (e) and (h) for 𝜃in = 𝜋/7. In the first case the near field shows a
standing wave along the diameter of the cavity and a focal point at polar angel 𝜃 = 𝜃in. While this
is also the case for the mode shown in (b), there are additional maxima along the boundary which
resemble a whispering-gallery mode. The corresponding resonance mode is depicted in (c), where we
show the superposition 𝜓DN5,0 + tan(𝜋/7)𝜓
ND
5,0 of the two nearly degenerate modes with mode numbers
(𝑚, 𝑙) = (5, 0). In the far-field distribution the position of the maxima in (e) and (f) agree for all
but those at largest 𝜃, while the corresponding amplitudes differs. The most clear signature of the
resonance modes (𝑚, 𝑙) = (5, 0) in the scattering solution can be seen in the Husimi distribution. In
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Figure 3.14: Cross section 𝜎(k) for the mixed system with incident angles 𝜃in = 𝜋/7 (green line)
and 𝜃in = 4𝜋/7 (red line). Vertical gray lines mark the real parts of wave numbers of resonance
modes.
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Figure 3.15: The intensity patterns of the scattering solutions for incident angle 𝜃in = 𝜋/7 with
(a) 𝑘𝑅 = 3.300 and (b) 𝑘𝑅 = 3.582 as well as (c) for the superposition of resonance modes described
in the text are shown. Furthermore their respective differential cross section (d ,e) and far-field
distribution (f), with maximum value normalized to unity, and the incident Husimi distributions
(g-i) are depicted.
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Fig. 3.15(g) the maxima correspond to forward and backward scattering. These two maxima can be
seen in (h) for the wave number close to the resonance modes as well. However, there also a significant
contribution at larger 𝑝 can be seen, which corresponds to the Husimi distribution of the resonance
modes shown in (i). This nicely illustrates the connection of resonance modes and scattering solution
and emphasizes the relevance of resonance modes for scattering experiments.
3.2.4 Phenomenology of Resonance-Assisted Tunneling
In this section we investigate the complex wave numbers of whispering-gallery modes in the near-
integrable system as well as in the mixed system. We find their imaginary parts, and thus also their
decay rates, to be enhanced due to resonance-assisted tunneling. Equivalently, their lifetimes and their
quality factors are spoiled. Throughout this section we focus on whispering-gallery modes with radial
mode number 𝑙 = 0 as this corresponds to the longest living mode among the modes with similar real
part of the wave number. That is, they may be seen as the analog of the local ground states in the
regular region of a quantum map investigated in Chap. 2. We restrict the discussion to modes which
fulfill Dirichlet boundary conditions on the horizontal symmetry axis. The results, however, apply
equally well for the other symmetry classes. Moreover, we investigate the field distribution and the
Husimi representation of the whispering-gallery modes and apply the perturbation theory for weakly
deformed microdisks.
Wave Numbers of Whispering-Gallery Modes
Using the boundary element method including the splitting of the integral kernels [189] we compute
all wave numbers of optical modes with Re𝑘𝑅 < 30 in the near-integrable system and Re𝑘𝑅 < 50 in
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Figure 3.16: Wave numbers of long lived resonance modes with |Im 𝑘𝑅| < 0.1 in the (a) near-
integrable system and in the (b) mixed system (provided by R. Ketzmerick). The DN symmetry
class is shown as blue crosses, the DD symmetry class as red crosses, the ND symmetry class as blue
circles and the NN symmetry class as red circles. Both symbols fall on top almost perfectly.
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the mixed system, for which |Im𝑘𝑅| < 0.1. The thereby obtained wave numbers are shown in Fig 3.16,
where the negative imaginary parts −Im𝑘𝑅 = |Im𝑘𝑅| of the dimensionless wave numbers are depicted
as a function of their real parts. Note that the imaginary part is proportional to both the decay
rate and the quality factor 𝑄. In contrast, the real part is interpreted as the inverse semiclassical
parameter, i.e., Re 𝑘𝑅 → ∞ is the semiclassical limit. Thus, this is the same representation as
employed in quantum maps, where tunneling rates are plotted versus the inverse effective Planck’s
constant. The wave numbers appear in families which lie on distinct lines. Each family corresponds
to a fixed radial wave number which increases from bottom to top and starts at 𝑙 = 0. Along those
families the angular mode number increases by one with each wave number. Modes with opposite
symmetry on each axis, i.e., DN and ND as well as DD and NN, appear in almost degenerate pairs
with the same mode numbers. The imaginary parts of their wave numbers cannot be distinguished
on the shown scale and the difference in the real parts is exponentially small as well [44]. This
observation allows for restricting the discussion to modes which fulfill Dirichlet boundary conditions
along the horizontal axis. Within this class modes with mode numbers (𝑚, 𝑙) and (𝑚+ 1, 𝑙) differ in
their symmetry with respect to the vertical axis, i.e., one of them obeys DN symmetry while the other
mode obeys DD symmetry. At certain points the families cross or form avoided crossings. This is for
instance the case between 𝑙 = 0 and 𝑙 = 1 where a crossing occurs at Re𝑘𝑅 ≈ 18 while an avoided
crossing occurs at Re𝑘𝑅 ≈ 13 for the near-integrable system. In the mixed system the family 𝑙 = 0
shows a less regular structure for Re𝑘𝑅 > 30.
For the considered symmetry classes DD and DN we select the whispering-gallery modes (𝑚, 𝑙) =
(𝑚, 0) manually and confirm this selection visually by their near-field distribution. A few missing wave
numbers with small 𝑚 and |Im𝑘𝑅| > 0.1 are computed separately. The wave numbers of whispering-
gallery modes are shown in Fig. 3.17 for the near-integrable system (a) and the mixed system (b)
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Figure 3.17: Wave numbers of whispering-gallery modes (𝑚, 𝑙) = (𝑚, 0) in the near-integrable
system (a) starting from 𝑚 = 1 and the mixed system (b) starting from 𝑚 = 4 as black stars.
The wave numbers of the circular (a) and elliptic (b) cavity are shown as gray triangles. The wave
numbers obtained by perturbation theory are depicted by magenta diamonds.
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(black stars). After a short initial phase |Im𝑘𝑅| shows an exponential decay up to Re𝑘𝑅 ≈ 10.
Subsequently, prominent peaks, at which |Im𝑘𝑅| is enhanced up to two orders of magnitude, start to
appear while on average the exponential decay continues with the initial slope, which is smaller for
the mixed system.
For comparison we also show the corresponding wave numbers, i.e., wave numbers of modes with
the same symmetry and the same mode numbers, in the respective integrable counterpart as gray
triangles. For the near-integrable system the integrable analog is given by the circular cavity of
equal radius and refractive index. For the mixed system this role is played by the elliptic cavity
with eccentricity and deformation parameter 𝜖 = 0.08 of the mixed system related via Eq. (3.1.16).
The negative imaginary parts of the wave numbers of the integrable system show the same initial
exponential decay as their respective nonintegrable counterpart. In the integrable system, however,
this decay continues towards the semiclassical limit. For the elliptic cavity at Re𝑘𝑅 ≈ 14 slight
deviations from the exponential decay appear which indicate, that the openness of the system causes
integrability to break down. This is already the case when the modified ray dynamics instead of
the pure billiard dynamics is considered [44]. For both near-integrable and mixed system the overall
exponential decay is comparable to their respective integrable counterpart. The negative imaginary
parts of the wave numbers, however, are enhanced by approximately two orders of magnitude. In the
mixed system, as it is also visible in Fig. 3.16(b) for larger wave numbers, Re𝑘𝑅 > 30, their negative
imaginary parts are enhanced and form a plateau. Similar behavior is known from tunneling rates in
quantum maps in the semiclassical limit. It is attributed to resonance-assisted tunneling mediated by
additional, smaller nonlinear resonances. In the following we do not focus on this regime.
Field Distributions and Husimi Representation
The complex wave numbers discussed in the previous section show similar characteristics as known
from resonance-assisted tunneling. In this section we demonstrate, that they are indeed due to the
classical nonlinear resonances in phase space. In Fig. 3.18 we show the near-field distribution for
modes corresponding to the initial exponential decay (a, d), to the first peak (b, e) and to the regime
in between the first and the second peak (c, f) for both of the considered systems. The respective
mode numbers are given in the caption of the figure. The modes in the initial regime and in the
exponential regime between the first and the second peak show characteristics which are typical for
whispering-gallery modes. In particular the radial mode number 𝑙 = 0 is clearly reflected by the
field distribution. Also the region of largest intensity basically follows the boundary of the cavity
resembling classical whispering-gallery trajectories. In contrast, the modes corresponding to the first
peak appear as a superposition of modes with different radial mode numbers. In the near-integrable
system the admixture of modes with larger radial mode number 𝑙 > 0 is well seen in the regions
where the stable period four orbit hits the boundary. In the mixed system a similar pattern emerges
where the unstable period-four orbit hits the boundary. In this region the following heuristic may be
applied: The mode exhibits two intensity maxima in radial direction indicating that the whispering-
gallery mode 𝑙 = 0 is superimposed with a mode with radial mode number 𝑙 = 1. Furthermore,
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Figure 3.18: Near-field of whispering-gallery modes (𝑙 = 0) in the near-integrable system (a-c) and
the mixed system (d-e). The mode numbers are (a) 𝑚 = 10, (b) 𝑚 = 22, (c) 𝑚 = 27, (d) 𝑚 = 10,
(e) 𝑚 = 23 and (f) 𝑚 = 28.
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Figure 3.19: Far-field distribution of the modes depicted in Fig 3.18 normalized to a maximum
value of one.
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locally there are two more intensity maxima in angular direction which directly follow the boundary
than it is the case for the inner maxima. The latter indicates that the angular mode numbers of
the superimposed modes differs by four. In the following sections we give an explanation for this
observation based on resonance-assisted tunneling induced by the classical 4:1 resonance. Overall the
intensity maxima in both systems are supported along one of the rectangular periodic trajectories.
For the modes in between the first peaks closer inspection reveals that the shape of the rectangular
stable period-four orbit also slightly influences the morphology of the intensity patterns.
In contrast to the near-field, for the far-field, shown in Fig 3.19, the above observations do not
carry over directly. With increasing wave number the envelope of the far-field pattern in the near-
integrable system (a-c) has its maximum in the direction of smallest curvature of the boundary. For
the mixed system (d-f) this effect is independent of the mode number and is even more pronounced.
For this specific deformation this has been observed in Refs. [10, 12, 214] and can be traced back to
the unstable manifold of the chaotic repeller for larger deformations [10]. For smaller deformations
the envelope of the far-field patterns can be approximated by semiclassical methods, which for the
specific form of the boundary, Eq. (3.1.7), leads to [172, 175, 215, 216]
|𝑔(𝜃, 𝑘)|2 ∝ exp (−2𝑅𝑘𝜖𝐶 cos (𝑁 [ 𝜃 − 𝜋/2 ])) . (3.2.76)
Here, 𝐶 is a constant which can be explicitly computed from the boundary deformation and the
wave number [172]. For the cavities considered here, Eq. (3.2.76), does not give rise to an accurate
description of the farfield. Nevertheless, it correctly predicts the locations of the maxima of the
envelope of the far-field for both the near-integrable and the mixed system (not shown). For the mixed
system even a classical ray picture may describe the envelope of the far-field qualitatively for modes
partially associated with the chaotic sea [12, 30]. In contrast to the envelope, in the finer oscillations
of the far-field pattern the coupling between different modes is indicated. For mode number 𝑚 = 10,
as depicted in (a) and (d), the number of maxima is equal to 2𝑚 as it is the case for the circular
cavity. For the other modes this relation is not fulfilled which indicates couplings between modes with
different angular mode number. How to identify the modes which interact with the whispering-gallery
modes under consideration from their far-field is not obvious and is not attempted here.
The clearest picture of the characteristics present in the near-field, i.e., the fact, that at the peaks
the modes appear as a superposition of distinct whispering-gallery modes, can be obtained from their
Husimi distribution. For the modes discussed above, the incident Husimi distributions are depicted
in Fig 3.20 together with the classical phase space. The Husimi distributions of the modes 𝑚 = 10
are supported along and slightly above the 4:1 resonance chain in both the near-integrable system
(a) and the mixed system (d). However, the structure of the nonlinear resonance chain is not visible
in the Husimi distribution as the latter follows hypothetical regular tori which interpolate through
the resonance chain. As the classical dynamics of the mixed system may be approximated by the
integrable dynamics of the elliptic billiard these hypothetical tori may be seen as the level sets of
the invariant given by Eq. (3.1.17). In the near-integrable sysem these hypothetical tori can be
described by 𝑏 = const. In the following sections we make this notion more explicit by constructing
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Figure 3.20: Incident Husimi distribution of the modes depicted in Fig 3.18 on top of the respective
classical phase space (gray).
these hypothetical tori in terms of adiabatically invariant curves. For the modes with 𝑚 = 27 in
the near-integrable system (c) and with 𝑚 = 28 in the mixed system (f) the Husimi distributions
are supported well above the 4:1 resonance chain in the vicinity of a single momentum. In the near-
integrable system the Husimi distribution corresponds to regular tori while it roughly follows the
shape of smaller resonance chains located above the dominant 4:1 resonance in the mixed system.
There, it does not resolve any finer structure of these subsequent resonances and again corresponds to
hypothetical tori. In both system the Husimi distribution is slightly broadened in the 𝑝 direction at
the 𝑠 coordinate of the unstable period four orbit. This is imprinted in the corresponding near-field
distribution as the intensity maxima indicates the rectangular shape of these periodic trajectories,
see Fig. 3.18(c) and (f). The Husimi distributions of the modes corresponding to the first peaks are
shown in Fig 3.20(b) and (e). They are maximally supported at the 𝑠 coordinate of the stable or
unstable period four orbit, respectively. Incorporating the periodic orbit shift Δ𝑝POS ≈ 0.1, given by
Eq. 3.1.27, the resonance would be located at 𝑝 = 𝑝4:1+Δ𝑝POS, with 𝑝𝑎:𝑏 defined in Eq. (3.1.11). This
would result in the 𝑝 coordinates of these periodic points coinciding with the intensity maxima as
well. Additionally, there are significant contributions below and above the properly shifted resonance
chain. In this regions the Husimi distribution follows regular tori in the near-integrable system and
hypothetical regular tori in the mixed system. In both cases the intensity along the torus above
the shifted resonance chain is enhanced compared to the intensity on the torus below the shifted
resonance chain. Each of the contributions above and below the resonance individually resembles
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the Husimi distribution of a whispering-gallery mode with different mode numbers. They localize on
(hypothetical) tori which are located symmetrically on opposite sides of the shifted resonance chain.
Thus we conclude that the enhancement of |Im𝑘𝑅| is due to resonance-assisted tunneling mediated
by the 4:1 resonance.
In Fig. 3.16(a) and (b) the wave numbers corresponding to the family 𝑙 = 0 form an avoided crossing
with the family 𝑙 = 1 in the vicinity of the first peak at Re𝑘𝑅 ≈ 13. In particular, at the peak an
effective description of an avoided crossing by a two level system implies that the modes involved in
the avoided crossing are symmetric and antisymmetric superpositions of modes associated with tori
symmetrically located above and below the resonance. The superposition leading to the mode (𝑚1, 𝑙1)
with the slower decay was discussed above. Here we additionally introduce the respective partner
mode (𝑚2, 𝑙2) with which the avoided crossing is formed. As modes interact only within a given
symmetry class these modes obey DD symmetry in the near-integrable systems and DN symmetry
in the mixed system. We find their mode numbers to be (𝑚2, 𝑙2) = (18, 1) in the near-integrable
system and (𝑚2, 𝑙2) = (19, 1) in the mixed system. That is one has (𝑚2, 𝑙2) = (𝑚1 − 𝑎, 𝑙1 + 𝑏)
for the 𝑎:𝑏 = 4:1 resonance which is the selection rule imposed by resonance-assisted tunneling in
systems with two degrees of freedom [60]. In Fig. 3.21 the partner modes are depicted. In particular
their Husimi distributions shown in (c) and (d) shows very similar characteristics as discussed above.
They localize on (hypothetical) tori symmetrically located on opposite sides of the properly shifted
resonance. However the intensity on each of the two tori is approximately the same, in contrast to the
case of the mode (𝑚1, 𝑙1) for which the intensity is enhanced on the upper torus. The most striking
difference, however, is the location of the intensity maxima on the shifted unstable period four orbit
in the near-integrable system and on the shifted stable period four orbit in the mixed system. In the
latter, one finds a slight mismatch between the intensity maxima of the Husimi distribution and the
stable periodic orbit due to the GHS. The localization of the Husimi distribution on the respective
periodic orbits is also reflected in the near-field distribution shown in Fig. 3.21(a) and (b). There, the
intensity is enhanced where the respective periodic trajectory hits the boundary. Furthermore, in this
region, the admixture of modes with different angular and radial mode numbers becomes apparent. In
contrast, the far-field pattern, depicted in (e) and (f), approximately coincide for the modes (𝑚1, 𝑙1)
and (𝑚2, 𝑙2) and cannot be distinguished on the shown scale.
Application of Perturbation Theory
In Sec. 3.2.2 we review the perturbation theory for weakly deformed optical microdisks. Here, we apply
this perturbative scheme to the near-integrable and the mixed system in order to compute the wave
numbers of whispering-gallery modes with 𝑙 = 0 by means of Eq. (3.2.71). The results are depicted in
Fig. 3.17 as magenta diamonds. They agree very well with the wave numbers obtained by the BEM in
the initial regime of pure exponential decay of |Im𝑘𝑅|. In the mixed system the wave numbers start to
deviate around Re𝑘𝑅 ≈ 10 before the first peak emerges and continue the exponential decay towards
the semiclassical limit. In the near-integrable system the perturbative description correctly captures
the first peak but fails to predict the subsequent peaks as from there on |Im𝑘𝑅| decays exponentially
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Figure 3.21: Partner modes at the avoided crossing with mode number (18, 1) for the near-
integrable system (a, c, e) and with mode number (19, 1) for the mixed system. The near-field
is depicted in (a, b), the incident Husimi distribution on top of the respective classical phase space
(gray) is shown in (c, d), and the farfield, normalized to a maximum value of one, is depicted in (e,
f).
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towards the semiclassical limit. At the peak the perturbative description overestimates |Im𝑘𝑅|.
From the discussion of the previous section we conclude that the peaks are due to couplings between
modes whose angular mode numbers differ by 𝑎 = 4. In contrast, in Sec. 3.2.2 we demonstrate that
the perturbative description, Eq. (3.2.71), accounts for couplings between modes whose angular mode
number differ by 𝑁 . Thus both descriptions lead to the same selection rules in the near-integrable
system, where 𝑁 = 4, but disagree for the mixed system, where 𝑁 = 2. The contribution to the
imaginary part caused by this coupling is given by Eq. (3.2.72). Therefore, in the perturbative frame-
work enhancement of |Im𝑘𝑅| may occur if 𝑆𝑚±𝑁 (𝑘(0)𝑚,𝑙𝑅) becomes small. This, however, corresponds
to 𝑘(0)𝑚,𝑙 being almost degenerate with a mode of angular mode number 𝑚±𝑁 . Here, we study modes
with 𝑙 = 0. For them Fig. 3.16 indicates that Re𝑘𝑚,0 < Re𝑘𝑚+𝑁,0. Thuss this degeneracy is only
possible between modes with mode numbers (𝑚1, 0) and (𝑚2, 𝑙2) = (𝑚1 − 𝑁, 𝑙2) for some 𝑙2 > 0.
In particular, |Im𝑘𝑅| cannot be enhanced within the perturbative description for the mixed system
as 𝑁 < 𝑎 while the first peak can be predicted in the near-integrable system where 𝑁 = 𝑎. As the
theory of resonance-assisted tunneling associates the following peaks to couplings of modes whose
angular mode numbers differ by multiples of 𝑎 in neither of the two considered systems these peaks
are predicted. So far it is an open question whether higher orders of perturbation theory predict the
peaks correctly. Additionally, we study the near-field as determined by the perturbative scheme in
second order. We focus on the modes which correspond to the first peak. The perturbatively obtained
near-field is shown in Fig. 3.22. For the near-integrable system, depicted in (a), the main characteris-
tics are captured correctly compared to Fig. 3.18(b). In particular the enhanced intensity where the
stable period four orbit hits the boundary is reproduced. Moreover, in this region the two contributing
modes of the circular cavity can be identified as the unperturbed mode (𝑚, 𝑙) = (22, 0) and the mode
(18, 1). Indeed the dominating coefficient 𝑎𝑝, Eq. (3.2.67), which enters the perturbative expansion of
the mode inside the cavity, is 𝑎18. In particular, the main contribution to 𝑎18 is the first order contri-
bution. In the mixed system the near-field is shown in (b) and the admixture of a mode with 𝑙 = 1 to
the unperturbed mode (𝑚, 𝑙) = (23, 0) can be seen. Additional details, however are not reproduced
well especially at the boundary in the vicinity of the horizontal symmetry axis. This, however, is not
surprising as the perturbative scheme is not valid in the regime in between both boundaries (black
solid and dashed line), where the refractive index of the circular and the deformed cavity differ. Fur-
thermore, the enhanced intensity at the position where the stable period four orbit hits the boundary
is not that prominent as in Fig. 3.18(e) and the angular mode numbers of contributing unperturbed
modes cannot be estimated. Thus, they need to be identified via the coefficients 𝑎𝑝. Again the most
important coefficient is 𝑎𝑚−2𝑁 = 𝑎18 but also the coefficients 𝑎𝑚±𝑁 , contribute significantly. Thus,
the most relevant coefficient results from second order perturbation theory and is not present in the
first order. Furthermore, we depict the far-field distribution of the perturbatively obtained modes in
Fig. 3.22(c) and (d). In the near-integrable system perturbation theory agrees well with the far-field
shown in Fig. 3.19(b). In contrast, in the mixed system the perturbative approach fails to describe
the far-field shown in Fig. 3.19(e). Even the general shape of the envelope of the far-field pattern is
not reproduced correctly.
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Figure 3.22: Perturbatively obtained near-field of whispering-gallery modes (𝑚, 𝑙) = (22, 0) in the
near-integrable system (a) and (𝑚, 𝑙) = (23, 0) in the mixed system (b). The boundary of the cavity
is shown as a solid line. In (b) the boundary of the circular cavity is depicted as a dashed line.
The far-field distribution of the perturbatively obtained modes is depicted in (c) and (d) and is
normalized to a maximum value of one.
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3.3 Theoretical Description of Resonance-Assisted Tunneling
The previous sections indicate that resonance-assisted tunneling enhances the decay of whispering-
gallery modes, i.e., it enhances the negative imaginary part of the dimensionless wave numbers
−Im𝑘𝑅 = |Im𝑘𝑅|. In this section we apply the perturbative as well as the semiclassical descrip-
tion of resonance-assisted tunneling to deformed optical microdisks. In particular, we extend the
applicability of perturbation theory introduced for small deformations in Ref. [43] to larger deforma-
tions which may correspond to a mixed classical phase space. This gives rise to an accurate prediction
of complex wave numbers of whispering-gallery modes solely based on properties of the classical ray
dynamics. To this end we transfer the methods which lead to an accurate prediction of tunneling
rates in quantum maps to the case of optical microdisks. That is, we introduce a canonical transfor-
mation from Birkhoff to adiabatic action-angle coordinates in Sec. 3.3.1. These coordinates allow to
construct a pendulum-like Hamiltonian in Sec. 3.3.2 which approximates the classical ray dynamics in
the vicinity of the most relevant nonlinear resonance. In Sec. 3.3.3 we use the adiabatic action-angle
coordinates for semiclassical EBK quantization yielding the real parts of wave numbers. In the ab-
sence of dynamical tunneling, the imaginary parts are obtained by introducing an effective reflectivity
defined in the new coordinates in Sec. 3.3.4. Incorporating tunneling effects into the concepts men-
tioned above finally allows for a perturbative prediction of wave numbers based on resonance-assisted
tunneling in Sec. 3.3.5 as well as a semiclassical description in Sec. 3.3.6. Furthermore, we apply the
semiclassical description to predict the splitting of the real parts of wave numbers of symmetry-related
modes in Sec. 3.3.7. Finally, the results and the applicability of the presented approach are discussed
in Sec. 3.3.8.
3.3.1 Adiabatic Action-Angle Coordinates
In this section we define a suitable set of canonical conjugate coordinates which allow for a unified
treatment of resonance-assisted tunneling for arbitrary smooth convex boundary shapes. As we wish
to describe nonintegrable systems, in general there are no additional constants of motions except en-
ergy. Thus, we introduce adiabatic invariants which change only slowly with time and allow to define
adiabatic action-angle coordinates. The construction is based on an effective mapping introduced in
Ref. [110] which approximates the classical ray dynamics in Birkhoff coordinates and allows to con-
struct adiabatic invariants. Subsequently, we derive a canonical transformation which maps Birkhoff
coordinates to a set of coordinates defined by the adiabatic invariants and its canonically conjugate
coordinate.
Effective Mapping
For convex billiards with smooth boundary the existence of caustics, i.e., regular tori corresponding
to whispering-gallery trajectories, is guaranteed by Lazutkins theorem [11]. This implies the existence
of a conserved quantity associated with those regular tori which was constructed in Ref. [110] and
extended to an effective billiard map Γ ∋ (𝑠, 𝑝) ↦→ (𝑠′, 𝑝′) ∈ Γ in Ref. [112]. In the limit of whispering-
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gallery trajectories 𝑝 → 1 one has 𝑠′ − 𝑠 ≪ 1. Let 𝜃 and 𝜃′ be the angle between the segment of the
trajectory and the tangential direction of the boundary at 𝑠 and 𝑠′, respectively. For whispering-gallery
trajectories they satisfy 𝜃, 𝜃′ ≪ 1. From pure geometric considerations, for details see Ref. [110], one
obtains in lowest order of (𝑠′ − 𝑠)
𝜃′ − 𝜃 =1
6
𝜅′(𝑠*)
(︀
𝑠′ − 𝑠
)︀2
(3.3.1)
𝜃′ + 𝜃 =𝜅(𝑠*)
(︀
𝑠′ − 𝑠
)︀
, (3.3.2)
where 𝑠* denotes the point between 𝑠 and 𝑠′ at which the tangent vector of the boundary is parallel to
the segment of the trajectory between those two points. Furthermore, 𝜅 and 𝜅′ denote the curvature
of the boundary and its derivative. Eliminating (𝑠′−𝑠) in the above equations and solving for 𝜃′ gives
in lowest order [112]
𝜃′ = 𝜃 +
2𝜅′(𝑠*)
3𝜅(𝑠*)2
𝜃2. (3.3.3)
As 𝜃 ≈
√︀
1− 𝑝2 and 𝜃′ ≈
√︀
1− 𝑝(′)2 can be expressed by the respective momenta, this yields
𝑝′2 = 1− 𝜃(′)2 = 1− 𝜃2 − 2 2𝜅
′(𝑠*)
3𝜅(𝑠*)2
𝜃3 +
(︀
𝜃4
)︀
≈ 𝑝2 − 2 2𝜅
′(𝑠*)
3𝜅(𝑠*)2
(︀
1− 𝑝2
)︀3/2
. (3.3.4)
Thus, in lowest order in
√︀
1− 𝑝2 one arrives at [112]
𝑝′ = 𝑝− 2𝜅
′(𝑠*)
3𝜅(𝑠*)2
(︀
1− 𝑝2
)︀3/2
. (3.3.5)
As 𝑠 approaches 𝑠′ in the whispering-gallery limit we may replace 𝑠* by 𝑠′ giving the final mapping
for the momentum coordinate.
The corresponding mapping for the arc-length coordinate in principle can now be obtained by
Eqs. (3.3.1) and (3.3.2). This, however, does not guarantee that the obtained effective map is sym-
plectic. Thus we follow Ref. [112] and interpret Eq. (3.3.5) as the derivative of a type 3 generating
function 𝐹3 : (𝑠′, 𝑝) ↦→ 𝐹3(𝑠′, 𝑝) with respect to 𝑠′, i.e., 𝜕𝑠′𝐹3(𝑠′, 𝑝) = −𝑝′. Integrating Eq. (3.3.5) with
respect to 𝑠′ yields [112]
𝐹3(𝑠
′, 𝑝) = −𝑠′𝑝+ 2
3𝜅(𝑠′)
(︀
1− 𝑝2
)︀3/2
+ 𝑐(𝑝), (3.3.6)
where 𝑐(𝑝) is the 𝑝 dependent constant of integration. We choose
𝑐(𝑝) = −2𝑅
3
(︀
1− 𝑝2
)︀3/2
+
ℒ
𝜋
(︁
𝑝 arccos(𝑝)−
√︀
1− 𝑝2
)︁
(3.3.7)
such that in the circular limit Eq. (3.1.8) is obtained [112]. The mapping for 𝑠′ is then determined
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implicitly by 𝑠 = −𝜕𝑝𝐹3(𝑠′, 𝑝) yielding [112]
𝑠 = 𝑠′ − ℒ
𝜋
arccos(𝑝) + 2
(︂
𝑅− 1
𝜅(𝑠′)
)︂
𝑝
√︀
1− 𝑝2. (3.3.8)
The effective mapping in terms of Eqs. (3.3.8) and (3.3.5) is implicit and has to be evaluated numerical.
The above construction relies on the limit 𝑝→ 1. Using the specific form of the boundary given by
Eq. (3.1.7) allows to further simplify the effective map via an expansion in the deformation parameter
𝜖. This is achieved by replacing the polar angle 𝜑 in Eq. (3.1.13) by 2𝜋𝑠/ℒ, which is a rather crude
approximation and thus is only applicable for 𝜖 ≪ 1. Inserting Eq. (3.1.13) into the generating
function, Eq. (3.3.6) and expanding to first order in 𝜖 yields
𝐹3(𝑠
′, 𝑝) =− 𝑠′𝑝+ 𝜖2
3
𝑅
(︀
𝑁2 − 1
)︀
cos
(︂
2𝜋𝑁𝑠′
ℒ
)︂(︀
1− 𝑝2
)︀3/2
+
ℒ
𝜋
(︁
𝑝 arccos(𝑝)−
√︀
1− 𝑝2
)︁
. (3.3.9)
This allows to derive the effective mapping in leading order in the deformation parameter as
𝑠 = 𝑠′ − ℒ
𝜋
arccos(𝑝) + 𝜖2𝑅
(︀
𝑁2 − 1
)︀
𝑝
√︀
1− 𝑝2 cos
(︂
2𝜋𝑁𝑠′
ℒ
)︂
, (3.3.10)
𝑝′ = 𝑝+ 𝜖
4𝜋𝑅
3ℒ 𝑁
(︀
𝑁2 − 1
)︀ (︀
1− 𝑝2
)︀3/2
sin
(︂
2𝜋𝑁𝑠′
ℒ
)︂
. (3.3.11)
As this is again an implicit equation it has to be solved numerically as well. Despite this drawback
it illustrates how the deformation of the circular billiard gives rise to a perturbation of the explicit
form of the integrable billiard map of the circular billiard, Eq. (3.1.8). Its phase space is shown in
Fig. 3.23 at parameters corresponding to the near-integrable system and the mixed system. In both
cases the qualitative features are well reproduced besides an overall tilt of the phase-space structures
compared to the actual ray dynamics. In particular the dominating nonlinear resonances are present
also in the effective map. In the case of the near-integrable system the effective map gives rise to a
slight enlargement of resonance chains and the associated chaotic layers.
Adiabatic Invariants
The effective mapping gives a good description of whispering-gallery trajectories and of the corre-
sponding regular tori in phase space. Thus it allows to derive the invariants which are conserved upon
motion along those tori. To this end we define Δ𝑝 := 𝑝′−𝑝 which is determined by Eq. (3.3.5) as well
as Δ𝑠 := 𝑠′ − 𝑠 given by Eq. (3.3.8). For the latter it is convenient to use the freedom in choosing
𝑐(𝑝) in Eq. (3.3.6). In particular we choose 𝑐(𝑝) = 0 which gives [110, 112]
d𝑝
d𝑠
≈ Δ𝑝
Δ𝑠
= −𝜅
′(𝑠′)(1− 𝑝2)
3𝑝𝜅(𝑠′)
. (3.3.12)
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Figure 3.23: Phase space of the effective map, Eqs. (3.3.10) and (3.3.11), corresponding to the (a)
near-integrable system and (b) mixed system.
This is a differential equation for a function 𝑝(𝑠) as upon the limit Δ𝑠→ 0 we can replace 𝑠′ by 𝑠 in
the right hand side. The differential equation is solved by separation of variables yielding
𝑝(𝑠, 𝑃 ) = ±
√︁
1− (1− 𝑃 2) [𝑅𝜅(𝑠)]2/3. (3.3.13)
Here, 𝑃 ∈ [−1, 1] denotes the unknown constant of integration fixed by the initial condition 𝑝(𝑠0) = 𝑝0
and the sign equals the sign of 𝑝0. In the following we focus on 𝑝0 > 0. We call 𝑝(𝑠, 𝑃 ) adiabatically
invariant curve and, correspondingly, 𝑃 adiabatic invariant. The latter is the average momentum
around which the corresponding adiabatically invariant curve oscillates. The term adiabatically in-
variant is justified as the dynamics along the curve is much faster than in the perpendicular direction.
This can be explained by the effective mapping: The increment 𝑝′− 𝑝 in 𝑝 direction is of first order in
the deformation parameter while the increment 𝑠′ − 𝑠 in 𝑠 direction is of order zero. Averaging over
𝑠, i.e., the fast degree of freedom, indeed leaves 𝑃 as an approximately conserved quantity, although
a rigorous bound cannot be given in the present case [113, 114, 217]. Nevertheless, from the above
derivation the adiabatically invariant curves are expected to describe the regular tori corresponding to
whispering-gallery trajectories. This is confirmed in Fig. 3.24, where the adiabatically invariant curves
in the near-integrable and in the mixed system are shown. For smaller momenta and thus also smaller
adiabatic invariants the actual dynamics is governed by small nonlinear resonances. The adiabatically
invariant curves smoothly interpolate through those resonances. Remarkable, in the mixed system
this is the case even for the 6:2 resonance around 𝑝6:2 = 1/2. For even smaller adiabatic invariants the
adiabatic curves are disconnected and the 𝑁 components resemble regular motion inside the regular
region around the periodic orbits at 𝑝 = 0. There, however, adiabatically invariant curves and regular
tori do not agree well. Note that in the case of the elliptic cavity the adiabatic invariants are actual
constants of motion, i.e., 𝑃 2 = 𝐾(𝑠, 𝑝) with 𝐾 given by Eq (3.1.17).
Using similar arguments as in the previous section we expand Eq. (3.3.13) in the deformation
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parameter 𝜖 and arrive at
𝑝(𝑠, 𝑃 ) = 𝑃 − 𝜖1− 𝑃
2
3𝑃
(︀
𝑁2 − 1
)︀
cos
(︂
2𝜋𝑁
ℒ 𝑠
)︂
. (3.3.14)
The thereby obtained adiabatically invariant curves are depicted in Fig. 3.24 as well. For sufficiently
large adiabatic invariants they agree well with the exact curves given by Eq. (3.3.13). Only in the
regime where the adiabatic approximation is not well justified, i.e., for small adiabatic invariants, they
differ. In particular, 𝑃 is restricted by |𝑃 | > 𝑃min, where
𝑃min =
(︂
3
𝜖(𝑁2 − 1) − 1
)︂−1/2
, (3.3.15)
in order to ensure 𝑝(𝑠, 𝑃 ) > 0 for 𝑃 > 0.
We stress, that by construction the adiabatically invariant curves are a good approximation to the
regular tori in the whispering-gallery limit 𝑝 → 1. In general, this can be expected to be the case
for 𝑝 ∈ [𝑝𝑁 :1, 1], if 𝑁 > 1. In practice, however, we use the adiabatically invariant curves also for
smaller 𝑝. The lower bound 𝑝𝑁 :1 coincides with the position of the 𝑁 :1 resonance via Eq. (3.1.11).
On the one hand, this is the lowest order resonance which is realized by a billiard with the boundary
given by Eq. (3.1.7) and therefore occupies the largest phase-space area compared to higher orders.
Thus locally it dictates the geometric shape of the regular tori. On the other hand, 𝑝𝑁 :1 is the largest
momentum at which a resonance of order 𝑁 is located, i.e. 0 ≤ 𝑝𝑁 :𝑏 < 𝑝𝑁 :1 for 2 ≤ 𝑏 ≤ 𝑁/2. As
𝑎:𝑏 resonances with 𝑝𝑎:𝑏 ∈ [𝑝𝑁 :1, 1] are at least of order 2𝑁 , they are expected to be smaller and to
not influence the geometric shape of regular tori strongly. Instead, the adiabatically invariant curves
interpolate through those resonance chains. For the mixed system (𝑁 = 2) one has 𝑝𝑁 :1 = 0 and thus
the adiabatically invariant curves provide a good description of regular tori everywhere outside the
regular islands associated with the 𝑁 :1 resonance. In contrast, for the near-integrable system (𝑁 = 4)
one has 𝑝𝑁 :1 = 1/
√
2. Further note that 𝑝𝑁 :1 increases monotonically with 𝑁 and thus the region of
applicability decreases. We do not take this effect into account for the following reason. For larger
𝑁 the cavity becomes nonconvex at 𝜖 ≈ (𝑁2 − 1)−1 as Eq. (3.1.13) suggests. For this deformation
there is no more whispering-gallery motion present. Thus, for large 𝑁 the deformations, which lead
to a mixed phase space, are weak, such that we could neglect also first order correction in 𝜖 to the
adiabatically invariant curves, i.e., 𝑝(𝑠, 𝑃 ) = 𝑃 = const. These curves provide a good description of
the actual regular tori even for 𝑝 < 𝑝𝑁 :1. In summary, the adiabatically invariant curves are most
useful for small 𝑁 , including the case 𝑁 = 1, for which whispering-gallery motion persists relatively
large deformation parameters. We expect this to be the case also for general deformations if its Fourier
decomposition contains low order Fourier harmonics and the amplitudes of the higher harmonics fall
off sufficiently fast. Nevertheless, all of the derivations within this chapter are possible, and in many
cases much easier, also for 𝜖 = 0, i.e., when even first order corrections in the deformation parameter
can be neglected. Thus our results hold in those cases as well.
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Figure 3.24: Adiabatically invariant curves in the (a, c) near-integrable system and (b, d) mixed
system as black lines on top of the respective phase space in gray. The exact curves, Eq. (3.3.13), are
shown in (a) and (b) for 𝑃 ∈ [0, 1], the approximate curves Eq. (3.3.14), are shown in (c) and (d),
respectively, for 𝑃 ∈ [𝑃min, 1]. The adiabatically invariant curves corresponding to 𝑃𝑎:𝑏, Eq. (3.3.25),
are highlighted as thick red curves.
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Figure 3.25: Phase space of the (a, c) near-integrable system and the (b, d) mixed system in
adiabatic action-angle coordinates in gray. In (c) and (d) the respective adiabatically invariant curves
are shown as black lines. The adiabatically invariant curves corresponding to 𝑃𝑎:𝑏, Eq. (3.3.25), are
highlighted as thick red curves.
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Canonical Transformation to Adiabatic Action-Angle Coordinates
From the above discussion we conclude, that the adiabatically invariant curves describe the regular
tori corresponding to whispering-gallery trajectories and may extend those regular structures into
the chaotic sea. Consequently, we wish to describe the dynamics in terms of the adiabatic invariants
rather than the Birkhoff coordinates. Thus we aim to construct a canonical transformation 𝒯 : (𝑠, 𝑝) ↦→
(𝑆, 𝑃 ), where 𝑃 is the adiabatic action coordinate and 𝑆 is the canonical conjugate angle. We call
(𝑆, 𝑃 ) adiabatic action-angle coordinates. This transformation is defined by a type 2 generating
function 𝐹2 : (𝑠, 𝑃 ) ↦→ 𝐹2(𝑠, 𝑃 ) which fulfills 𝑝(𝑠, 𝑃 ) = 𝜕𝑠𝐹2(𝑠, 𝑃 ). Integrating 𝑝(𝑠, 𝑃 ) with respect to
𝑠 yields
𝐹2(𝑠, 𝑃 ) =
∫︁ 𝑠
0
𝑝(𝑠, 𝑃 )d𝑠, (3.3.16)
where we set the undetermined constant of integration to zero. Using the approximate expression,
Eq. (3.3.14), for the adiabatically invariant curves allows to write
𝐹2(𝑠, 𝑃 ) = 𝑠𝑃 − 𝜖
1− 𝑃 2
3𝑃
ℒ
(︀
𝑁2 − 1
)︀
2𝜋𝑁
sin
(︂
2𝜋𝑁
ℒ 𝑠
)︂
. (3.3.17)
The coordinate 𝑆 is obtained by
𝑆(𝑠, 𝑃 ) =
𝜕𝐹2
𝜕𝑃
(𝑠, 𝑃 ), (3.3.18)
which for small deformations explicitly gives
𝑆(𝑠, 𝑃 ) = 𝑠+ 𝜖
1 + 𝑃 2
3𝑃 2
ℒ
(︀
𝑁2 − 1
)︀
2𝜋𝑁
sin
(︂
2𝜋𝑁
ℒ 𝑠
)︂
. (3.3.19)
The transformation is defined implicitly by Eqs. (3.3.16) and (3.3.18) or the respective approxima-
tion and in general has to be solved numerically. Only the transformation (𝑠, 𝑝) ↦→ (𝑆, 𝑃 ) can be
constructed explicitly as Eq. (3.3.14) is a quadratic equation for 𝑃 with the solution
𝑃 =
𝑝+ sign(𝑝)
√︁
𝑝2 + 4𝜖3 (𝑁
2 − 1) cos
(︀
2𝜋𝑁
ℒ 𝑠
)︀ [︀
1 + 𝜖3(𝑁
2 − 1) cos
(︀
2𝜋𝑁
ℒ 𝑠
)︀]︀
2
(︀
1 + 𝜖3(𝑁
2 − 1) cos
(︀
2𝜋𝑁
ℒ 𝑠
)︀)︀ . (3.3.20)
The coordinate 𝑆 is obtained by inserting this into Eq. (3.3.19). In contrast, the inverse transformation
(𝑆, 𝑃 ) ↦→ (𝑠, 𝑝) is evaluated numerically. Note that, as the approximate adiabatically invariant curves
are defined only for |𝑃 | > 𝑃min, the above transformation is not global and we consider only positive
𝑃 and 𝑝 in the following. For the adiabatic angle coordinate, however, there is no further restriction
and one has 𝑆 ∈ [0,ℒ] with periodic boundary conditions. For the remainder of the thesis we use the
approximation for small deformations when applying the transformation.
We illustrate the transformation in Fig. 3.25. There, the phase space of the near-integrable and
the mixed system is depicted in adiabatic action-angle coordinates. The effect of the transformation
104 3.3 Theoretical Description of Resonance-Assisted Tunneling
is best seen in the mixed system depicted in (b): Geometrically, it straightens the overall curvature
of phase-space structures caused by the dynamics in the vicinity of the 𝑁 :1 resonance chain. In the
mixed system this is the 2:1 resonance at 𝑝 = 0, while the 4:1 resonance at 𝑝 = 1/
√
2 plays this
role in the near-integrable system. In fact, for the near-integrable system neglecting the deformation,
i.e., 𝜖 = 0, for which Birkhoff coordinates and adiabatic action-angle coordinates coincide, would
lead to similar results. Nevertheless, we keep the 𝜖 dependence in order to treat both systems under
consideration on equal footing. By construction the adiabatically invariant curves 𝑝(𝑠, 𝑃 ) are mapped
to the curves 𝑃 = const as it is further depicted in Fig. 3.25(c) and (d). There, the same curves as in
Fig. 3.24(c) and (d) are shown.
3.3.2 Pendulum Hamiltonian
In this section we construct an integrable approximation for the dynamics in the vicinity of an 𝑎:𝑏
resonance chain in terms of a pendulum Hamiltonian defined in the adiabatic action-angle coordinates
introduced above. Recall, that the pendulum Hamiltonian as introduced in Sec. 2.3 and adapted to
billiards reads [43, 46, 59, 104]
𝐻𝑎:𝑏(𝑆, 𝑃 ) = 𝐻0(𝑃 ) + 2𝑉𝑎:𝑏 cos
(︂
2𝜋
ℒ 𝑎𝑆 + 𝜑𝑎:𝑏
)︂
. (3.3.21)
The unperturbed part 𝐻0 as well as the parameters 𝑉𝑎:𝑏, and 𝜑𝑎:𝑏 again have to be determined by
the original billiard dynamics. Note that this Hamiltonian in general does not give rise to the correct
limit for 𝑃 → 1 as the curve 𝑃 = 1 does not describe an invariant torus of the Hamiltonian. This
may be cured by choosing
𝐻𝑎:𝑏(𝑆, 𝑃 ) = 𝐻0(𝑃 ) + 2𝑉𝑎:𝑏
(︂
1− 𝑃
1− 𝑃𝑎:𝑏
)︂𝑎/2
cos
(︂
2𝜋
ℒ 𝑎𝑆 + 𝜑𝑎:𝑏
)︂
, (3.3.22)
where we introduce the additional parameter 𝑃𝑎:𝑏. The latter is implicitly already present in Eq. (3.3.21)
as it also enters 𝐻0. It turns out to be sufficient to have a reasonable approximation of the dynamics
in the vicinity of the resonance and thus we predominantly focus on the Hamiltonian (3.3.21).
The adiabatically invariant curves given by 𝑃 are the invariant tori of 𝐻0. We construct 𝐻0 by
assigning a frequency of motion 𝜔(𝑃 ) along each torus. Those frequencies are obtained from the
effective map, Eqs. (3.3.10) and (3.3.11), as follows: As the dynamics in 𝑝 is much slower than in 𝑠
we may average over the fast coordinate causing the term proportional to 𝜖 in Eq. (3.3.11) to vanish
[113, 217]. Consequently, 𝑝 becomes a constant of motion and may be replaced by its average value
which is the corresponding adiabatic invariant 𝑃 . In particular, upon replacing 𝑝 by 𝑃 we have
𝑠 = 𝑠′ + 𝜔(𝑃 ) +𝑂(𝜖) cos(2𝜋𝑁𝑠′/ℒ) with the frequency function
𝜔(𝑃 ) =
ℒ
𝜋
arccos(𝑃 ) (3.3.23)
which coincides with the frequencies of the circular cavity, Eq. (3.1.9). Furthermore, the 𝑂(𝜖)-term is
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small and oscillates along the adiabatically invariant curve given by 𝑃 . Thus for irrational frequencies,
i.e., 𝜔(𝑃 ) and ℒ are incommensurate, it can be assumed not to contribute to the principle frequency
component of the motion in 𝑠. Therefore, Eq. (3.3.23) effectively describes the frequencies of motion
along the adiabatically invariant curves. Given the frequency relation Eq. (3.3.23), an 𝑎:𝑏 resonance
occurs for
𝜔𝑎:𝑏 = 𝑏ℒ/𝑎 (3.3.24)
which is fulfilled at
𝑃𝑎:𝑏 = cos
(︂
𝜋
𝑏
𝑎
)︂
. (3.3.25)
The adiabatic invariant 𝑃𝑎:𝑏 determines the adiabatically invariant curve which interpolates through
the nonlinear resonance, i.e., on which the periodic orbits are located. For the 4:1 resonance chains in
both the near-integrable and the mixed system the adiabatically invariant curves 𝑝(𝑠, 𝑃𝑎:𝑏) are high-
lighted as thick red lines in Fig. 3.24. Similarly, the lines 𝑃 = 𝑃𝑎:𝑏 are shown in Fig. 3.25(c) and (d).
In either coordinate system they correctly capture the position of the stable and unstable periodic
orbits associated with the 4:1 resonance.
In the frame corotating with the resonance the frequencies are given by 𝜔 − 𝜔𝑎:𝑏 and we fix the
unperturbed part of the pendulum Hamiltonian by [43]
𝐻 ′0(𝑃 ) = 𝜔 − 𝜔𝑎:𝑏. (3.3.26)
This uniquely determines the Hamiltonian up to an irrelevant constant yielding [43]
𝐻0(𝑃 ) =
ℒ
𝜋
(︂
𝑃 arccos(𝑃 )−
√︀
1− 𝑃 2 +
√︁
1− 𝑃 2𝑎:𝑏
)︂
− 𝜔𝑎:𝑏𝑃. (3.3.27)
Similar as in Sec. 2.3 we expand this Hamiltonian around the resonance at 𝑃𝑎:𝑏 as
𝐻0(𝑃 ) =
1
2𝑀𝑎:𝑏
(𝑃 − 𝑃𝑎:𝑏)2 (3.3.28)
with [43]
𝑀𝑎:𝑏 = −
(︂
2𝜋
ℒ
)︂
1
2
√︁
1− 𝑃 2𝑎:𝑏. (3.3.29)
In contrast to the case of maps the parameters 𝑀𝑎:𝑏 and and 𝑃𝑎:𝑏 are determined solely by the
frequencies and the only relevant parameter left is 𝑉𝑎:𝑏 which controls the size of the resonance chain.
It is obtained from Eqs. (2.3.5) and (2.3.6) by either eliminating the dependence on the area or on
the linearized map and by taking the fact, that 𝑆 takes values in [0,ℒ], into account. Eliminating the
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Figure 3.26: Phase space of the integrable approximation based on the pendulum Hamilto-
nian (3.3.21) for the (a, c) near-integrable system and (b, d) mixed system. In (a) and (b) adiabatic
action-angle coordinates are shown, while in (c) and (d) Birkhoff coordinates are used. The phase
space of the original system is shown in gray in the respective coordinates.
0.2
0.6
1.0
0 L/2 L
P
S
(a)
0.30
0.65
1.00
0 L/2 L
P
S
(b)
0.0
0.5
1.0
0 L/2 L
p
s
(c)
0.0
0.5
1.0
0 L/2 L
p
s
(d)
Figure 3.27: Phase space of the integrable approximation based on the Hamiltonian (3.3.22) for
the (a, c) near-integrable system and (b, d) mixed system. In (a) and (b) adiabatic action-angle
coordinates are shown, while in (c) and (d) Birkhoff coordinates are used. The phase space of the
original system is shown in gray in the respective coordinates.
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area dependence yields [61]
𝑉𝑎:𝑏 =
(︂ ℒ
2𝜋
)︂2 𝑀𝑎:𝑏
2𝑎4
[︂
arccos
(︂
Trℳ𝑎:𝑏
2
)︂]︂2
, (3.3.30)
where ℳ𝑎:𝑏, i.e., the linearized 𝑎-fold iterated billiard map, can be obtained from Eq. (3.1.3). This
approach works best for small resonances or systems close to integrability. Therefore, we use it to
construct the pendulum Hamiltonian in the near-integrable system. Eliminating the dependence on
the linearized dynamics instead gives [44]
𝑉𝑎:𝑏 =
(︂
2𝜋
ℒ
)︂2 𝒜2𝑎:𝑏
512𝑀𝑎:𝑏
. (3.3.31)
Here, we denoted the area enclosed by the separatrix by 𝒜𝑎:𝑏. Note that strictly speaking even for
near-integrable systems there is no well defined separatrix but a small region of chaotic motion in the
vicinity of the invariant manifolds of the unstable periodic orbit associated with the resonance. In
order to properly define an area we thus take 𝒜𝑎:𝑏 to be area enclosed by those invariant manifolds
up to their first respective heteroclinic intersection. This definition also applies further away from
integrability and is therefore used to compute 𝒜𝑎:𝑏 in the mixed system. Finally, 𝜑𝑎:𝑏 is fixed by
matching the 𝑆-coordinate of the equilibria of the resonance in the Hamiltonian (3.3.21) with the
periodic orbits of equal stability. For the alternative Hamiltonian, Eq. (3.3.22), the parameters can
be obtained by the above procedure as well [106].
The phase space of the integrable approximation for the 𝑎:𝑏 = 4:1 resonance based on the pendulum
Hamiltonian, Eq. (3.3.21), is depicted in Fig 3.26 using both the adiabatic action-angle coordinates and
Birkhoff coordinates. For the latter, the Hamiltonian is defined by 𝐻𝑎:𝑏 ∘ 𝒯 where 𝒯 is the canonical
transformation constructed above. The Hamiltonian gives a good description of the dynamics in the
vicinity of the resonance chain and, for the mixed system, extends regular motion into the chaotic sea.
In the near-integrable system the agreement between regular tori of the original dynamics and that of
the integrable approximation gets worse for smaller 𝑃 . In fact, in this regime, neglecting also the first
order term in 𝜖, when constructing the adiabatic action-angle coordinates gives rise to slightly better
results. In both systems as well as in both coordinate systems, in the limit of whispering-gallery
trajectories the regular tori of the original dynamics approach straight lines 𝑝 = const and 𝑃 = const.
This is, however, not the case for the regular tori of the integrable approximation. Thus by using the
Hamiltonian (3.3.22) the quality of the approximation can be increased in this regime as it can be
seen in the respective phase portraits, shown in Fig 3.27. In the other phase-space regions both types
of integrable approximations lead to equally good results. A drawback of the latter approximation
is the location of the equilibria as they are not located exactly at 𝑃 = 𝑃𝑎,𝑏 as it is the case for the
original dynamics and the pendulum approximation. In the following we consider only the pendulum
Hamiltonian, Eq. (3.3.21), and the corresponding integrable approximation.
108 3.3 Theoretical Description of Resonance-Assisted Tunneling
3.3.3 EBK Quantization
In this section we utilize the adiabatically invariant curves to implement a semiclassical quantization
scheme. The aim of this section is to determine the real parts of the wave numbers realized by a given
cavity and to connect them with the adiabatic invariants introduced above. This is accomplished by
the eikonal approximation, which is essentially equivalent to the WKB method presented in Chap. 2.
Here, we briefly summarize the approach following Ref. [111]. This allows to derive EBK quantization
conditions for the adiabatic invariants and to compute the associated real parts of wave numbers. To
simplify notation we assume the wave number 𝑘 to be real in this section. Throughout this section
we neglect dynamical tunneling between different adiabatic invariants as it is incorporated later.
EBK Quantization in the Elliptic Cavity
As EBK quantization relies on the existence of regular tori in phase space we illustrate the approach
in the integrable elliptic cavity and focus on whispering-gallery trajectories and the respective in-
variant tori only. More specifically, we need to consider the two-dimensional regular tori in full,
four-dimensional phase space. As we neglect tunneling we omit considering complexified phase space.
Moreover, it is sufficient to consider only the interior of the cavity, where the classical dynamics is
that of a billiard.
The wave field is written as 𝜓(r) = exp(i𝑛𝑘𝑆(r)) for a yet to be determined function 𝑆(r), the
so-called eikonal. The wave number deals as the semiclassical parameter. Inserting the above ansatz
into the mode equation (3.2.4) and keeping only the lowest order in 1/𝑘 gives the eikonal equation
[109, 111]
|∇𝑆(r)|2 = 1. (3.3.32)
Further note that ∇𝑆(r) is orthogonal to the wave fronts, i.e., the level sets of 𝑆(r), which is the
defining property of the light rays associated with 𝜓(r). Thus, we have [109, 111]
∇𝑆(r) = p(r) (3.3.33)
where p(r) is the classical momentum along a ray trajectory on an invariant torus at r which we
assumed to have unit length as well. Assuming, that the curl of p(r) vanishes, the solution to the
eikonal equation (3.3.32) is given locally by [111]
𝑆(r) =
∫︁ r
r0
⟨p(r′),dr′⟩ (3.3.34)
for some reference point r0. If one chooses the trajectory of a ray starting at r0 as the path of
integration this is just the geometrical length up to the point r.
We now turn to the specific situation of whispering-gallery motion in the elliptic cavity. In configu-
ration space, as indicated in Fig. 3.28(a), the motion is bounded by the boundary of the billiard and
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Figure 3.28: Configuration space of the elliptic billiard. The boundary (thick gray line) and the
caustic associated to an invariant torus (thin gray line) are shown. In (a) the projections of the
fundamental loops 𝐶1 (blue line, slightly shifted inwards for better visibility) and 𝐶2 (red line) on
the invariant torus onto configurations space are depicted. Further, the integral curves of the vector
fields (b) pout and (c) pin are shown. The arrows indicate their direction.
a smaller ellipse with the same focal points which forms a caustic, i.e., between two subsequent reflec-
tions the light ray is tangential to it [11]. For each point inside this classically allowed region there are
four possible momenta for which two pairs are related via time reversal. Focusing only on rays moving
counterclockwise there are two momenta left. They describe either the ray moving outwards from the
caustic to the boundary or inwards from the boundary to the caustic. We denote them by pout and
pin, respectively, and illustrate them via their integral curves in Fig. 3.28(b) and(d). They define two
different sheets of the otherwise not single valued function p(r). As the light rays switch from one
sheet to another upon reflection at the boundary or when touching the caustic both sheets have to be
glued together there giving the topology of a two-dimensional torus. Although this procedure gives
rise to well defined momentum fields on each sheet this is not the case for the eikonal, Eq. (3.3.34), as
its value in general depends on the contour of integration. Thus, we require the condition Eq. (2.3.34)
to hold, up to the following slight modification: The transitions between different sheets appear at the
caustic and at the boundary rather than at turning points. Furthermore, as we neglect tunneling all
tunneling parameters are zero. The most important difference, however, is that the phase shift which
occurs at the boundary depends on the imposed boundary conditions. Taking this into account, we
arrive at the EBK quantization condition [111, 142–144]
𝑛𝑘
∮︁
𝐶
⟨p(r),dr⟩ = 2𝜋
(︁
𝑚+
𝑚1
4
+ 𝛼
𝑚2
2
)︁
, (3.3.35)
which should hold for every independent closed loop on the torus on which p(r) is defined. Here,
𝑚 ∈ Z, and𝑚1 and𝑚2 count the transitions between the two sheets at the caustic and at the boundary,
respectively. They are counted positive when switching from the sheet describing an incoming ray and
negative otherwise. The parameter 𝛼 ∈ [0, 1] depends on the specific boundary conditions. Dirichlet
boundary conditions give 𝛼 = 1 while von-Neumann boundary conditions correspond to 𝛼 = 0 [111].
For the open boundary conditions of an optical cavity 𝛼 needs to be determined [112]. We postpone
this issue for the moment. For trivial loops on a single sheet Eq. (3.3.35) is fulfilled as the curl of p(r)
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vanishes in the domain between the boundary and the caustic, see Fig. 3.28. Additionally, on the
torus there are two independent nontrivial loops. The first fundamental loop we consider, denoted
as 𝐶1, is that counterclockwise along the boundary of the cavity without switching between the two
sheets. For this loop one has [112]
⟨p(r),dr⟩ = 𝑝(𝑠, 𝑃 )d𝑠 (3.3.36)
as the adiabatic invariants 𝑃 are actual constants of motion and the corresponding adiabatically
invariant curves are exact. The loop 𝐶1 is shown in Fig. 3.28(a) as a blue line. The thereby obtained
quantization condition reads [112]
𝑛𝑘
∫︁ ℒ
0
𝑝(𝑠, 𝑃 ) d𝑠 = 2𝜋𝑚, (3.3.37)
where 𝑚 ∈ N is the angular mode number. The second loop we consider, denoted as 𝐶2, starts at
the boundary and follows a ray to the caustic where it switches to the other sheet and follows the ray
further to the boundary. There, it switches sheets again and follows the boundary back to its starting
point. This loop is shown in Fig. 3.28(a) as a red line. The resulting quantization condition reads
[112]
𝑛𝑘
(︃
𝐿(0, 𝑠*)−
∫︁ 𝑠*
0
𝑝(𝑠, 𝑃 ) d𝑠
)︃
= 2𝜋
(︂
𝑙 +
1
4
+
𝛼
2
)︂
. (3.3.38)
Here, 𝑠* denotes the arc–length coordinate of the first collision of a ray started with initial conditions
(0, 𝑝(0, 𝑃 )) on the boundary and 𝐿(0, 𝑠*) denotes the geometric length of said ray segment defined by
Eq. (3.1.4). Eliminating the wave number from the quantization conditions yields [112]
𝑚
(︃
𝐿(0, 𝑠*)−
∫︁ 𝑠*
0
𝑝(𝑠, 𝑃𝑚,𝑙) d𝑠
)︃
=
(︂
𝑙 +
1
4
+
𝛼
2
)︂∫︁ ℒ
0
𝑝(𝑠, 𝑃𝑚,𝑙) d𝑠, (3.3.39)
which determines the quantizing adiabatic invariant 𝑃𝑚,𝑙, i.e., the adiabatic invariant for which
Eq. (3.3.39) holds. In general, the above quantization condition needs to be solved numerically for
given mode numbers (𝑚, 𝑙). Having determined a solution the real part of the wave number follows
directly from Eq. (3.3.38) as [112]
Re𝑘𝑚,𝑙 =
2𝜋𝑚
𝑛
(︂∫︁ ℒ
0
𝑝(𝑠, 𝑃𝑚,𝑙) d𝑠
)︂−1
. (3.3.40)
In the circular limit 𝜖ecc = 0 this reduces to Eq. (3.2.58). As the wave numbers 𝑘
(0)
𝑚,𝑙 of the circular
cavity are known this allows to compute 𝑃𝑚,𝑙 = 𝑝𝑚,𝑙 and therefore also the phase shift 𝛼 which enters
Eq. (3.3.38) [112]. Using the explicit form of the map, Eq. (3.1.8) as well as 𝐿(0, 𝑠*) = 2𝑅
√︁
1− 𝑝2𝑚,𝑙
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one finds
𝛼𝑚,𝑙 =
2𝑛Re𝑘(0)𝑚,𝑙𝑅
𝜋
(︁√︁
1− 𝑝2𝑚,𝑙 − 𝑝𝑚,𝑙 arccos(𝑝𝑚,𝑙)
)︁
− 2𝑙 − 1
2
. (3.3.41)
In particular we allow 𝛼 = 𝛼𝑚,𝑙 to vary with the mode numbers. Upon increasing the deformation in
terms of the eccentricity, we assume the phase shift 𝛼𝑚,𝑙 to remain constant, which allows to determine
the quantizing adiabatic invariants as well as the real parts of the wave numbers also in this case.
We illustrate this in Fig. 3.29(a) where the relative error
ΔRe𝑘𝑚,𝑙 =
⃒⃒⃒
Re𝑘
(EBK)
𝑚,𝑙 − Re𝑘
(BEM)
𝑚,𝑙
⃒⃒⃒
Re𝑘
(BEM)
𝑚,𝑙
(3.3.42)
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Figure 3.29: Relative errors of EBK wave numbers given by Eq. (3.3.42) for the elliptic cavity.
In (a) the error (black line) is shown for fixed mode numbers (𝑚, 𝑙) = (10, 0) as a function of the
eccentricity while (b) depicts the error (black diamonds) for whispering-gallery modes (𝑚, 0) for
𝑚 ≥ 4 at 𝜖ecc ≈ 0.53 corresponding to the deformation of the mixed system. The line connecting
the symbols is a guide to the eye.
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Figure 3.30: Incident Husimi distribution of the modes with (a) (𝑚, 𝑙) = (23, 0), (b) (19, 1), and
(c) (15, 2) superimposed on the classical phase space of the ellipse at 𝜖ecc ≈ 0.53. The invariant
curves associated with the corresponding quantizing invariant are shown as white line.
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between numerical (BEM) and semiclassical (EBK) obtained wave numbers for the mode (𝑚, 𝑙) =
(10, 0) as a function of the eccentricity is shown. We find good agreement between wave numbers
determined by semiclassical quantization and via the BEM. The offset, i.e., ΔRe𝑘𝑚,𝑙 at 𝜖ecc = 0 is due
to the finite precision of the boundary element method at the chosen parameters. Upon increasing the
eccentricity the error grows, but still remains reasonable small up to 𝜖ecc = 0.75. As the latter roughly
corresponds to a deformation at which the quadrupole cavity becomes nonconvex we can assume that
the assumption of 𝛼𝑚,𝑙 being independent of the deformation is well fulfilled in the regime of small
deformation and near-integrable or mixed ray dynamics even for generic deformations.
Further note that Eq. (3.3.39) does not necessarily permit a solution for arbitrary 𝑚 and 𝑙. This
is due to the fact, that for some combinations the motion is not of whispering-gallery type but
corresponds to the motion in the vicinity of the stable period two orbit. As we are mainly concerned
with whispering-gallery modes we do not discuss the semiclassical quantization for this case as it
can be found in Ref. [111] as well. For the whispering-gallery modes with mode numbers (𝑚, 0) we
find good agreement between the wave numbers of the elliptic cavity at 𝜖ecc ≈ 0.53 corresponding
to the deformation of the mixed system as it is shown in Fig. 3.29(b). Most importantly, the error
decreases towards the semiclassical limit and is small enough to distinguish neighboring modes (𝑚, 0)
and (𝑚 + 1, 0) as their wave numbers differ by approximately Re𝑘𝑚+1,𝑙𝑅 − Re𝑘𝑚,𝑙𝑅 ≈ 0.5 in the
considered regime. We should mention, that for radially higher excited modes, i.e., 𝑙 > 0, the errors
slightly increase.
Additionally, we illustrate the semiclassical approach by comparing the Husimi distribution of
the optical modes obtained by the BEM with the invariant curves corresponding to the quantizing
invariant 𝑃𝑚,𝑙 in Fig. 3.30. There, we find the Husimi distribution to be supported along those
invariant curves.
EBK Quantization of Adiabatic Invariants
The above discussion applies, strictly speaking, to integrable systems only. However, the above
procedure may be applied to nonintegrable systems as well by using the adiabatically invariant curves.
They give rise to two-dimensional approximately invariant tori in full phase space and a fuzzy caustic.
If the change in the adiabatic action coordinate is slow compared to the dynamics in the canonical
conjugate angle those tori nevertheless may be used for semiclassical quantization and the above
equations directly transfer to this case [12, 112]. From the semiclassical quantization of the integrable
approximations for quantum maps we conclude, that incorporating dynamical tunneling in the EBK
quantization scheme in general leads only to exponentially small corrections. Thus we assume the
presented semiclassical quantization procedure to yield a good approximation of the real parts of wave
numbers also in nonintegrable systems.
When applied to the near-integrable and the mixed system, the quantization scheme presented
above yields good agreement with numerically computed wave numbers, as Fig. 3.31 shows. There,
the normalized error, Eq. (3.3.42), is depicted as a function of the real part of the wave number. Again
we focus on the case of angular mode number 𝑚 = 0. In the mixed system, we find the condition
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Figure 3.31: Relative errors of EBK wave numbers given by Eq. (3.3.42) for the near-integrable
system (orange triangles) and for the mixed system (blue diamonds). The lines connecting the
symbols are a guide to the eye.
𝑚 . 2𝑙 + 1 for the existence of solutions of the quantization condition. For both the near-integrable
system and the mixed system, represented by the orange triangles and blue diamonds, respectively, the
error becomes smaller with increasing real part of the wave number. In both cases larger deviations
occur around the wave number Re𝑘𝑅 ≈ 13, where the peak in the negative imaginary parts was
observed. This can be traced back to the fact that the EBK quantization scheme neglects the coupling
of modes associated with different quantizing adiabatic invariants. Such a coupling may cause a small
shift in the real part of the wave number which is enhanced when the coupling is the strongest, i.e.,
at the peaks. Overall, the relative error induced by EBK quantization is slightly smaller in the near-
integrable system. Note that using the approximate expressions of the adiabatically invariant curves,
Eq. (3.3.14) as well as using the effective mapping, Eqs. (3.3.8) and (3.3.5) does not give rise to a
substantial simplification of the quantizing conditions, Eq. (3.3.39), as the resulting equations are
highly nonlinear in the quantizing adiabatic invariant. Therefore, we use the exact expressions in the
quantization scheme described above.
3.3.4 Classical Decay
The semiclassical quantization procedure allows to approximate the real parts of wave numbers even
for nonintegrable systems. The imaginary parts, in contrast, still need to be determined even in the
absence of dynamical tunneling. To this end we introduce an effective reflectivity 𝑅(𝑃 ) for the adia-
batic action-angle coordinates which gives rise to the classical decay of intensity. The corresponding
classical decay rates then allow to determine the imaginary part of the wave number associated with
a quantizing adiabatic invariant.
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Fresnel’s Law at Curved Interfaces
Fresnel’s coefficients, e.g., the reflection coefficients given by Eq. (3.1.18), are derived for plane waves
incident to a planar interface of media with different refractive indices. Due to Fresnel filtering and
the curvature of the boundary deviations from Snell’s law and, more importantly for our purpose,
from Fresnel’s law occur in optical microdisks. [177, 179–184]. For the latter they may be considered
as semiclassical corrections and could be incorporated using the modified ray dynamics presented
in Sec. 3.1.2 [177, 180]. Contrary, they may be also derived from the wave numbers and the exact
solutions to the mode equation for a circular cavity as presented in Ref. [177]. We briefly summarize
the results obtained there for the TM case. To illustrate the approach we first consider a fixed mode
with mode numbers (𝑚, 𝑙). The basic idea is to equate the classical decay rate, Eq. (3.1.21), with the
decay rate 𝛾𝑚,𝑙 = −2𝑐Im𝑘𝑚,𝑙 of the mode. This gives [177]
𝑅(𝑝𝑚,𝑙) = exp
(︁
4𝑛Im𝑘𝑚,𝑙𝑅
√︁
1− 𝑝2𝑚,𝑙
)︁
, (3.3.43)
where 𝑝𝑚,𝑙 is defined in Eq. (3.2.58). The imaginary part of the wave number Im𝑘𝑚,𝑙 can be approx-
imately determined as a function of Re𝑘𝑚,𝑙 from Eq. (3.2.48) yielding [177]
𝑅(𝑝𝑚,𝑙) =
⃒⃒⃒⃒
⃒⃒
√︁
1− 𝑝2𝑚,𝑙 + i𝒢𝑚(Re𝑘𝑚,𝑙)√︁
1− 𝑝2𝑚,𝑙 − i𝒢𝑚(Re𝑘𝑚,𝑙)
⃒⃒⃒⃒
⃒⃒
2
. (3.3.44)
Here the function 𝒢𝑚 is defined in Eq. (3.2.57). Note that Eq. (3.3.44) coincides with Eq. (3.2.59) for
the circular cavity, when in the latter the imaginary part of the wave number is neglected.
Equation (3.3.44) gives the reflectivity for the quantizing invariants 𝑃𝑚,𝑙 = 𝑝𝑚,𝑙. Thus we aim to
continue this expression to arbitrary 𝑝 ∈ [−1, 1] but we allow the result to still depend on the real part
of the arbitrary wave number 𝑘. Doing so, we may use Eq. (3.2.58) to define the in general noninteger
quantum number 𝑚 = |𝑝|𝑛Re𝑘𝑅. Furthermore, we note that the Hankel functions of the first kind
𝐻𝑚 can be continued to noninteger order 𝑚 ∈ R>0 using its series representation. Thus, also 𝒢𝑚 can
be continued to 𝑚 ∈ R>0 which allows to evaluate the reflectivity, Eq. (3.3.44), for arbitrary wave
numbers and momenta. The resulting reflectivity profiles are shown in Fig. 3.32(a) for wave numbers
Re𝑘𝑅 = 5 and Re𝑘𝑅 = 70, respectively. For the smaller wave number the reflectivity clearly deviates
from Fresnel’s law. This is most prominent in the region around the critical momentum 𝑝𝑐 = 1/𝑛.
In particular, the reflectivity is smaller than one for momenta 𝑝 > 𝑝𝑐. For larger wave numbers
Eq. (3.3.44) quickly converges towards Fresnel’s law.
Fresnel’s Law in Adiabatic Action-Angle Coordinates
The derivation sketched above cannot be transferred to deformed microdisks. One of the reasons why
this fails is that the optical modes are not associated with quantizing momenta but with quantizing
adiabatic invariants 𝑃𝑚,𝑙. Thus we aim for an effective description which assigns a reflectivity 𝑅(𝑃 )
to the adiabatic invariants. To this end we assume an ensemble of initial conditions (𝑆, 𝑃 ) uniformly
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Figure 3.32: Reflectivity for the (a) circular cavity, Eq. (3.3.44) and (b) the mixed system,
Eq. (3.3.47). The full red line corresponds to Re𝑘𝑅 = 5 and the dashed blue line corresponds
to Re𝑘𝑅 = 70. The limiting case of Fresnel’s law, Eq. (3.1.18) is depicted as gray line. The dotted
lines represent the critical values for total internal reflection.
distributed along the adiabatically invariant curve given by 𝑃 . In Birkhoff coordinates this is trans-
formed to initial conditions distributed along the adiabatically invariant curve 𝑝(𝑠, 𝑃 ) with density
|𝜕𝑠𝑆(𝑠, 𝑃 )| /ℒ. The latter can be computed from the generating function (3.3.16) as⃒⃒⃒⃒
𝜕𝑆
𝜕𝑠
(𝑠, 𝑃 )
⃒⃒⃒⃒
=
⃒⃒⃒⃒
𝜕2𝐹2
𝜕𝑠2
(𝑠, 𝑃 )
⃒⃒⃒⃒
, (3.3.45)
which in first order of the deformation parameter becomes⃒⃒⃒⃒
𝜕𝑆
𝜕𝑠
(𝑠, 𝑃 )
⃒⃒⃒⃒
= 1 + 𝜖
1 + 𝑃 2
3𝑃 2
(︀
𝑁2 − 1
)︀
cos
(︂
2𝜋𝑁
ℒ 𝑠
)︂
. (3.3.46)
An effective reflectivity 𝑅(𝑝) is now obtained by averaging Eq. (3.3.44) along the adiabatically invari-
ant curve which yields
𝑅(𝑃 ) =
1
ℒ
∫︁ ℒ
0
𝑅(𝑝(𝑠, 𝑃 ))
⃒⃒⃒⃒
𝜕𝑆
𝜕𝑠
(𝑠, 𝑃 )
⃒⃒⃒⃒
d𝑠. (3.3.47)
The resulting reflectivity is depicted in Fig. 3.32(b) for wave numbers Re𝑘𝑅 = 5 and Re𝑘𝑅 = 70 as
well as for the limiting case where 𝑅(𝑝) is given by Fresnel’s law. For the latter the critical value 𝑃𝑐
for total internal reflection can be obtained from Eq. (3.3.20) with 𝑠 = ℒ/(4𝑁). In particular 𝑃𝑐 is
the smallest adiabatic invariant for which 𝑝(𝑠, 𝑃 ) > 𝑝𝑐 holds for all 𝑠. Therefore, one has 𝑃𝑐 > 𝑝𝑐.
For finite wave numbers the deviations from Fresnel’s law are similar as in Birkhoff coordinates.
Decay Rates
From the effective reflectivity we may associate a decay rate to an ensemble of rays traveling along
the adiabatically invariant curve 𝑝(𝑠, 𝑃 ). To this end we approximate the average time 𝜏 between
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subsequent reflections by 𝜏 = 2𝑛𝑅
√
1− 𝑃 2 and get analogously to Eq. (3.1.21)
𝛾cl(𝑃 ) = −2𝑐
ln(𝑅(𝑃 ))
4𝑛𝑅
√
1− 𝑃 2
. (3.3.48)
While this is applicable for arbitrary 𝑃 for quantizing 𝑃 = 𝑃𝑚,𝑙 we have
Im𝑘𝑚,𝑙 = −
𝛾cl(𝑃𝑚,𝑙)
2𝑐
. (3.3.49)
Thus the effective reflectivity allows for approximating the imaginary parts of the wave numbers of
optical modes associated with the quantizing adiabatic invariants 𝑃𝑚,𝑙 by classical means. Strictly
speaking this is only true for integrable systems, where the actual modes are associated with a single
classical torus defined by 𝑃𝑚,𝑙. Therefore, we call 𝛾cl(𝑃𝑚,𝑙) the direct decay rate of this mode.
The above approach is best illustrated for the classically integrable elliptic cavity. In Fig. 3.33
we show the wave numbers of the modes obeying Dirichlet boundary conditions at the horizontal
symmetry axis obtained by the BEM. We compare them with semiclassically obtained wave numbers
for which the real part is obtained by EBK quantization and the imaginary part is given by Eq. (3.3.49).
We show only those modes which semiclassically correspond to whispering-gallery trajectories. The
negative imaginary parts of the wave numbers are underestimated by the ray based approach up to
a factor of five for small negative imaginary parts. Towards smaller negative imaginary parts than
shown here the deviations are even larger. In the regime 10−2 < |Im𝑘𝑅| < 10−1 the imaginary
10−4
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100
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Figure 3.33: Wave numbers of the elliptic cavity at 𝜖ecc ≈ 0.53 corresponding to the mixed system.
Wave numbers obtained by the BEM for modes with Dirichlet boundary conditions at the horizontal
symmetry axis are depicted as red crosses. Semiclassically obtained wave numbers are shown as blue
circles. The lines connect mode numbers with the same radial mode number starting from 𝑙 = 0 and
increasing from left to right.
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parts obtained via BEM and the semiclassical approach agree reasonable well for small radial mode
numbers. Towards larger radial mode numbers the deviations increase up to a factor of roughly two.
The simple ray based model may be improved by accounting for the finite resolution of classical
phase space as it is indicated by the Husimi distributions shown in Fig. 3.30. That is, averaging over
a suitable ensemble of adiabatically invariant curves which resembles the Husimi distributions may
give better agreement with numerically obtained imaginary parts of wave number. This, however, is
not considered in this thesis.
To summarize, for integrable system we are able to derive semiclassical approximations for both real
and imaginary parts of the wave numbers. For the latter we utilize the quantizing adiabatic invariants
and the associated direct decay rates given by Eq. (3.3.49). For nonintegrable systems dynamical
tunneling between quantizing adiabatically invariant tori causes the decay rates and therefore also
the imaginary parts of wave numbers to deviate from the direct decay. In the following, we combine
the above classical description of decay with resonance-assisted tunneling to obtain the wave numbers
in those nonintegrable systems. The deviations discussed above give rise to the main error of this
approach.
3.3.5 Perturbation Theory of Resonance-Assisted Tunneling
The EBK quantization scheme, presented in Sec. 3.3.3, combined with the ray based model of decay,
discussed in Sec. 3.3.4, allows for a semiclassical description of the complex wave numbers in integrable
systems. In nonintegrable systems dynamical tunneling in general, and particularly resonance-assisted
tunneling, causes couplings between quasi modes associated with different quantizing adiabatic ac-
tions. This causes long lived whispering-gallery modes to couple to faster decaying modes. These
couplings are well described within the perturbative formulation of resonance-assisted tunneling based
on the Hamiltonian (3.3.21). In this section we derive a prediction of the imaginary parts of the wave
numbers, the field distributions and the Husimi representation based on an integrable cavity. More-
over, based on the ray based model for the decay we present a prediction of the wave numbers for
which no approximating integrable cavity is necessary.
Decay Rates from Integrable Cavities
In this section we aim to apply the perturbation theory of resonance-assisted tunneling, presented in
Sec 2.3.2, to optical microcavities. To this end we assume an integrable cavity which approximates the
actual cavity we want to describe, i.e., the boundary shapes of both cavities approximately coincide.
For the near-integrable system this is achieved by the circular cavity, while the mixed system is
approximated by the elliptic cavity with appropriately chosen eccentricity. While the wave numbers
and the modes of the circular cavity can be computed analytically we employ the BEM in order to
obtain them in the elliptic cavity.
Let 𝜓𝑚,𝑙(𝑠), 𝑠 ∈ [0, ℒ̃], denote the mode on the boundary of the integrable cavity, whose length we
denote by ℒ̃. We further assume 𝜓𝑚,𝑙(𝑠) to be normalized with respect to the 𝐿2 norm. Note that
this conditions also fixes the norm of the normal derivative. We use those modes as the unperturbed
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basis and expand the perturbed mode and its normal derivative as
𝜓𝑚,𝑙(𝑠) = 𝒩−1
∑︁
𝑣≥0
𝑐𝑣𝜓𝑚−𝑣𝑎,𝑙+𝑣𝑏(𝑠), and 𝜑𝑚,𝑙(𝑠) = 𝒩−1
∑︁
𝑣≥0
𝑐𝑣𝜑𝑚−𝑣𝑎,𝑙+𝑣𝑏(𝑠), (3.3.50)
which is defined on the boundary of the integrable cavity. This is the analog of Eq. (2.3.16) for
systems with two degrees of freedom. For this case, an 𝑎:𝑏 resonance couples modes whose angular
mode numbers differ by integer multiples of 𝑎 and whose radial mode numbers differ by the same
integer multiple of −𝑏 [60]. The factor 𝒩 =
(︁∑︀
𝑣≥0 |𝑐𝑣|2
)︁1/2
accounts for proper normalization and
the sum is restricted by the requirement that all angular mode numbers 𝑚 − 𝑣𝑎 have to be non-
negative. For numerical computations we truncate the sum at 𝑣 ≤ 5. Further note that only modes
within the same symmetry class contribute to the sum.
Assuming we know the wave number 𝑘𝑚,𝑙 associated with the mode which is given by Eq (3.3.50)
on the boundary the field distribution can be calculated via Eq. (3.2.9). In order to determine said
wave number we may assume, similar as in the quantum case, Sec. 2.3.3, tunneling corrections to the
EBK quantization conditions to be negligible such that the real parts of the wave numbers are not
affected by resonance-assisted tunneling. Therefore the real part may be computed by the formalism
presented in Sec. 3.3.3. In contrast the imaginary part is strongly influenced by resonance-assisted
tunneling. As it is proportional to the decay rate of a given mode, we adopt Eq. (2.3.19) yielding [43]
Im𝑘𝑚,𝑙 = 𝒩−2
∑︁
𝑣≥0
|𝑐𝑣|2Im𝑘𝑚−𝑣𝑎,𝑙+𝑣𝑏, (3.3.51)
where 𝑘𝑚,𝑙 denotes the wave numbers of the integrable cavity. The coefficients 𝑐𝑣 are given by
Eq. (2.3.17) applied to the pendulum Hamiltonian (3.3.21) and adapted to optical systems [44]. They
are determined by the wave numbers of the approximating cavity and the corresponding quantizing
adiabatic invariants. In order to explicitly compute the coefficients 𝑐𝑣 we make the following observa-
tions: Given an approximating cavity its adiabatically invariant curves, Eq. (3.3.13), should coincide
with the adiabatically invariant curves of the original system. Therefore, by means of EBK quantiza-
tion, the quantizing adiabatic invariants 𝑃𝑚−𝑣𝑎,𝑙+𝑣𝑏 coincide as well, if we further assume the length
𝐿(0, 𝑠*) of the ray segment appearing in Eq. (3.3.38) as well as the boundary lengths ℒ and ℒ̃ to be
approximately the same. Additionally, this implies that also the real parts of the wave numbers in
both systems agree, i.e., Re𝑘𝑚−𝑣𝑎,𝑙+𝑣𝑏 = Re𝑘𝑚−𝑣𝑎,𝑙+𝑣𝑏.
The coefficients 𝑐𝑣 can be computed by assigning an energy
𝐸𝑚−𝑣𝑎,𝑙+𝑣𝑏 = 𝐻0(𝑃𝑚−𝑣𝑎,𝑙+𝑣𝑏 −Δ𝑃POS(𝑘𝑚−𝑣𝑎,𝑙+𝑣𝑏)) (3.3.52)
in the Hamiltonian 𝐻0(𝑃 ) given by Eq. (3.3.28) to each of the quantizing adiabatic invariants. Here
we explicitly take the periodic orbit shift Δ𝑃POS into account. This is necessary as Fig. 3.20 suggests
that Husimi distributions account for an effectively shifted resonance. This periodic orbit shift is
due to the Goos-Hähnchen shift causing the position of the resonance chain to shift from 𝑃𝑎:𝑏 to
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𝑃𝑎:𝑏 = 𝑃𝑎:𝑏 +Δ𝑃POS(𝑘𝑚−𝑣𝑎,𝑙+𝑣𝑏). Strictly speaking, incorporating the Goos-Hähnchen shift requires
the construction of the integrable approximation for the modified ray dynamics, Eq. (3.1.25). However,
it is sufficient for the integrable approximations to be constructed for the classical ray dynamics, as
presented in Sec. 3.3.2, and to account only for the periodic orbit shift. As within the quadratic
approximation the Hamiltonian 𝐻0(𝑃 ) depends only on the difference 𝑃𝑎:𝑏 − 𝑃𝑚,𝑙 we may as well
shift the quantizing adiabatic invariants leading to the energies defined in Eq. (3.3.52). We estimate
the periodic orbit shift in action-angle coordinates by Δ𝑃POS(𝑘) = Δ𝑝POS(𝑘) upon replacing the
momentum 𝑝 by the adiabatic action 𝑃 in Eq. (3.1.27). The latter is justified as both coordinates
are transformed into each other by a near-identity transformation. Similarly, for resonances with
𝑃𝑎:𝑏 > 𝑝𝑐 we perform the same replacement in Eq. (3.1.26).
Under the assumptions and approximations discussed above, the coefficients in the perturbative
expansion then can be written as [44]
𝑐𝑣 =
𝑣∏︁
𝑢=1
𝑉𝑎:𝑏(Re 𝑘𝑚,𝑙)
2ei𝜑𝑎:𝑏
𝐸𝑚,𝑙(Re 𝑘𝑚,𝑙)2 − 𝐸𝑚−𝑢𝑎,𝑙+𝑢𝑏(Re 𝑘𝑚−𝑢𝑎,𝑙+𝑢𝑏)2
, (3.3.53)
where in the product 𝑢 is restricted to those values for which the quantization condition Eq. (3.3.39)
permits a solution. Otherwise we set 𝑐𝑣 = 0, i.e., we include only whispering-gallery modes. In Equa-
tion (3.3.53) we take into account, that each contributing mode corresponds to a different semiclassical
parameter 1/(Re𝑘𝑅) which we compensate by an appropriate rescaling of the energies [44]. Using the
thereby obtained coefficients as well as the wave numbers of the circular and elliptic cavity, respectively,
we obtain a first perturbative description of the complex wave numbers based on resonance-assisted
tunneling, which we depict in Fig. 3.34 (blue crosses). We find overall good agreement with the wave
numbers obtained from the BEM. For the moment we postpone further discussions and proceed with
the following observation instead. The nonlinear resonance only couples modes whose wave numbers
are similar, i.e., Re 𝑘𝑚,𝑙 ≈ Re 𝑘𝑚−𝑣𝑎,𝑙+𝑣𝑏, and, thus, the wave numbers in Eq. (3.3.53) cancel up to
small corrections. Furthermore, the periodic orbits shift for each individual mode can be assumed to
be the same and in particular to be equal to Δ𝑝POS(Re𝑘𝑚,𝑙). This additional approximation does not
alter the end result significantly and thus we use
𝐸𝑚−𝑣𝑎,𝑙+𝑣𝑏 = 𝐻0(𝑃𝑚−𝑣𝑎,𝑙+𝑣𝑏 −Δ𝑝POS(𝑘𝑚,𝑙)) (3.3.54)
as well as [43]
𝑐𝑣 =
𝑣∏︁
𝑢=1
𝑉𝑎:𝑏ei𝜑𝑎:𝑏
𝐸𝑚,𝑙 − 𝐸𝑚−𝑢𝑎,𝑙+𝑢𝑏
. (3.3.55)
The resulting prediction for the wave numbers is depicted in Fig. 3.34 (red circles) as well. The
quality of the prediction is equally good as those based on Eq. (3.3.53) and both descriptions differ
only slightly close to a few of the peaks. Therefore, we discuss only the simpler expression, Eq. (3.3.55)
in the following. In the near-integrable system the exponential decay of the negative imaginary parts
120 3.3 Theoretical Description of Resonance-Assisted Tunneling
10−14
10−11
10−8
10−5
10−2
101
0 5 10 15 20 25 30
(a)
−Im kR
Re kR
10−9
10−6
10−3
100
0 5 10 15 20 25 30
(b)
−Im kR
Re kR
Figure 3.34: Wave numbers of whispering-gallery modes (𝑚, 𝑙) = (𝑚, 0) of (a) the near-integrable
system starting from 𝑚 = 1 and (b) the mixed system starting from 𝑚 = 4 as black stars. The
perturbative prediction which is based on Eq. (3.3.53) is shown as blue crosses, while the prediction
based on Eq. (3.3.55) is shown as red circles connected by a line. For the latter the individual
contributions are shown as thin dashed black lines from 𝑣 = 0 to 𝑣 = 5 (left to right).
−Im𝑘𝑚,𝑙𝑅 = |Im𝑘𝑚,𝑙𝑅| match with the numerically obtained wave numbers. In contrast, in the
mixed system the overall exponential decay matches up to the second peak only, but is slower than
in the numerical data for larger real parts. We assume this to be caused by the Goos-Hänchen
shift rendering the modified ray-dynamics of the elliptic cavity nonintegrable and the corresponding
enhancement of the decay of its optical modes, which are used as an unperturbed basis. In both
systems the first numerically obtained peak is described well. The subsequent peaks are predicted
systematically for slightly smaller real parts of the wave numbers compared to the numerical data.
Additionally, we show the individual contributions to the perturbative prediction associated with
some fixed order 𝑣 of perturbation theory. For the considered 4:1 resonance 𝑣 corresponds to the
radial mode number of the contributing mode. We find typically a single contribution to dominate
in the vicinity of the peaks while two or more different contributions are of equal size in between the
peaks. In particular the 𝑣-th peak is well captured by the 𝑣-th order, i.e., the term proportional to
𝑐𝑣, alone. The strong enhancement of |Im𝑘𝑚,𝑙𝑅| can be traced back to the coefficients Eq. (3.3.55)
which diverge whenever an intermediate, i.e., 𝑢 ≤ 𝑣, quantizing adiabatic invariant 𝑃𝑚−𝑢𝑎,𝑙+𝑢𝑏 is
energetically degenerate with 𝑃𝑚,𝑙 with respect to 𝐻0 when the periodic orbit shift is taken into
account. Within the quadratic approximation of 𝐻0 by Eq. (3.3.28) this corresponds to 𝑃𝑚+𝑢𝑎,𝑙−𝑢𝑏
and 𝑃𝑚,𝑙 being located symmetrically around 𝑃𝑎:𝑏. The dominating contribution is then the lowest
order term for which such a degeneracy occurs, i.e., 𝑢 = 𝑣. Deviations of the actual frequencies of
motion along adiabatically invariant curves from those predicted by𝐻0 may shift the wave numbers for
which this degeneracy occurs in the perturbative description. For instance, the position of the peaks
in the near-integrable system is predicted more precisely when using the full expression, Eq. (3.3.27)
rather than the quadratic approximation [43]. This, however, is not the case in the mixed system.
Further, the degeneracy between quantizing adiabatic invariants may be spoiled by deviations of the
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periodic orbit shift from Eq. (3.1.27). In the mixed system the perturbative description fails when
Re𝑘𝑚,𝑙𝑅 > 25 as it does not include additional resonances which may cause the formation of the
observed plateau. In principle, such resonances could be incorporated into the perturbative approach
as it was done for quantum maps in Ref. [73] as well as for optical cavities and quantum billiards in
Ref. [45] in a different context.
Perturbative Expansion of Optical Modes
Having determined the coefficients entering the perturbative expansion of the modes and their normal
derivative in Eq.(3.3.50) and employing the perturbative prediction for the wave numbers as well we
proceed by computing the intensity pattern of the modes. To this end, we use the coefficients given by
Eq. (3.3.55) and the perturbatively obtained wave numbers. By means of Eq. (3.2.9) we compute the
near-field of those modes using the Greens function for the circular and elliptic cavity respectively.
The perturbatively obtained near-field distribution of the modes shown in Fig. 3.18 is depicted in
Fig. 3.35. They excellently agree with the numerically obtained field distributions. However, in order
to obtain the field distribution for the modes (𝑚, 𝑙) = (22, 0) for the near-integrable system and
(𝑚, 𝑙) = (23, 0) for the mixed system the perturbative description has to be modified. This is due
to the fact, that the unperturbed modes (𝑚, 𝑙) and (𝑚 − 𝑎, 𝑙 + 𝑏) with 𝑎 = 4 and 𝑏 = 1 form an
avoided crossing and are almost degenerate. Indeed, one has |𝑐1| > |𝑐0| for this case, i.e., the first
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Figure 3.35: Near-field of the modes shown in Fig. 3.18 obtained by the perturbative description
of resonance-assisted tunneling.
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order contribution dominates the unperturbed contribution due to the small energy denominator.
Therefore, non-degenerate perturbation theory does not apply in this case. We noted this when
discussing the height of the peaks in the tunneling rates in quantum maps. For decay rates, and in
our case also for the imaginary parts, this is typically neglected. However, when discussing the modes
the application of degenerate perturbation theory is crucial. To this end we use an effective two-level
system for the two interacting modes and neglect all other interactions, i.e., we write the mode as
𝜓𝑚,𝑙(𝑠) = 𝑐0𝜓𝑚,𝑙(𝑠) + 𝑐1𝜓𝑚−𝑎,𝑙+𝑏(𝑠). The coefficients can be obtained from the eigenvalue problem(︃
𝐸𝑚,𝑙 𝑉𝑎:𝑏e
i𝜑𝑎:𝑏
𝑉𝑎:𝑏e
−i𝜑𝑎:𝑏 𝐸𝑚−𝑎,𝑏+𝑙
)︃(︃
𝑐0
𝑐1
)︃
= 𝐸
(︃
𝑐0
𝑐1
)︃
(3.3.56)
as 𝑐0 = 1 and
𝑐1,± =
±𝑉𝑎:𝑏ei𝜑𝑎:𝑏⃒⃒⃒
Δ−
√︀
Δ2 + |𝑉𝑎:𝑏|2
⃒⃒⃒ (3.3.57)
where Δ = (𝐸𝑚,𝑙 − 𝐸𝑚−𝑎,𝑙+𝑏)/2. The coefficient 𝑐1,+ gives rise to the modes whose near-field dis-
tributions are shown in Fig. 3.35(b) and (d). In contrast, 𝑐1,− describes the partner mode. In the
remainder of this section we use the coefficients obtained by degenerate perturbation theory when
discussing the modes corresponding to the respective first peak. Note that in the effective two-level
system we neglected the decay of the two interacting modes, i.e., 𝐸𝑚,𝑙 is real. Interestingly, taking
the decay into account and reformulating Eq. (3.3.56) in terms of the complex wave numbers rather
than the real energies allows to describe the formation of exceptional points [45, 218, 219]. That is,
the interaction of modes which under variation of both the refractive index and the deformation pa-
rameter coalesce at the exceptional point may be mediated by the classical nonlinear resonance. Such
exceptional points have been observed in microwave resonators [220, 221] and optical microcavities
[222–224] and provide a promising setup to study non-Hermitian physics.
An equally good approximation of the near-field distribution as presented above can be obtained by
directly superimposing the modes in full configuration space instead as 𝜓𝑚,𝑙(r) =
∑︀
𝑣 𝑐𝑣𝜓𝑚−𝑣𝑎,𝑙+𝑣𝑏(r).
This simpler approach is particularly appealing for the near-integrable system as the modes of the
circular cavity are known. Furthermore, the simpler approach respects the boundary conditions ex-
actly, while this is only approximately the case when the superposition is evaluated at the boundary.
The latter approach, however, gives rise to a mode with a well defined wave number. Thus it allows
to study the asymptotic behavior, i.e., the farfield, of the mode. Further, the simpler approach is
not applicable in order to obtain the Husimi distribution as incoherently adding individual Husimi
distributions does not capture interference effects. Instead we employ the perturbative expansion,
Eq. (3.3.50) and the perturbatively obtained wave numbers to compute the incident Husimi distri-
butions within the circular and elliptic cavity. The perturbatively obtained Husimi distributions are
shown in Fig. 3.36. They agree very well with the Husimi distributions shown in Fig. 3.20, which are
obtained via the boundary element method. In particular, they are predominantly supported on the
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Figure 3.36: Incident Husimi distribution of the perturbatively obtained modes depicted in Fig 3.35
on top of the respective classical phase space (gray). For the latter the arc-length coordinate is scaled
by ℒ̃/ℒ ≈ 1. The adiabatically invariant curves corresponding to the quantizing adiabatic invariants
𝑃𝑚,𝑙 are shown as white lines. In (b) and (e) the adiabatically invariant curves for the partner mode
are shown as well.
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Figure 3.37: Far-field distribution of the perturbatively obtained modes depicted in Fig 3.35 nor-
malized to a maximum value of one.
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adiabatically invariant curves, which are shown as well and which correspond to the quantizing adi-
abatic invariants 𝑃𝑚,𝑙. For the modes (𝑚, 𝑙) = (22, 0) and (23, 0), respectively, also the adiabatically
invariant curve corresponding to the partner mode is shown. In these cases the Husimi distribution
is supported with almost equal intensity on those curves as well.
Using the perturbative expansion of the modes on the boundary further allows to study the far-field
via Eq. (3.2.49) as it is shown in Fig. 3.37. For the modes with (𝑚, 𝑙) = (10, 0) the perturbative ap-
proach describes the numerically obtained far-field well. In particular, the individual oscillations and
the envelopes are predicted well, while there are slight deviations in the amplitude of the oscillations.
For the modes corresponding to the first peak, (𝑚, 𝑙) = (22, 0) and (23, 0), respectively, the pertur-
bative approach fails to reproduce the general characteristics of the far-field. In the near-integrable
system it does not give rise to the directionality observed in the numerical obtained far-field. In the
mixed system it only roughly captures the envelope of the farfield qualitatively, i.e., the two prominent
maxima in the direction of the vertical axis. Note that the slightly different approach presented in
Ref. [43] gives rise to better agreement for the near-integrable system. In the near-integrable system
the far-field of the mode (𝑚, 𝑙) = (27, 0) is well described by the perturbative approach up to the
small local maxima at 𝜃 = 𝜋/2 and 𝜃 = 3𝜋/2. In the mixed system, the perturbative approach is not
sufficient to capture even the general characteristics of the numerically obtained farfield.
Decay Rates from Classical Decay
The perturbative description based on an approximating integrable cavity allows to describe the field
distribution and to predict the complex wave numbers. At least the latter can be extended to arbitrary
smooth deformations. In particular, we notice that the computation of the coefficients 𝑐𝑣 does not
require the existence of an approximating cavity as it is based on the adiabatic invariants of the
original system. Similarly, the real parts of the wave numbers are obtained by EBK quantization
of the adiabatic invariants in the latter. Thus it only remains to determine the imaginary parts of
the wave numbers 𝑘𝑚+𝑣𝑎,𝑙−𝑣𝑏 which enter in Eq. (3.3.51). This is accomplished by the ray based
model for the decay via Eq. (3.3.49). The thereby obtained prediction of wave numbers is depicted in
Fig. 3.38 (blue circles). In the near-integrable system the prediction falls almost perfectly on top of
the prediction depending on the circular cavity, which is not shown here. Thus the ray based model
does not introduce any further errors and the above discussion applies here as well. In contrast, for
the mixed system |Im𝑘𝑚,𝑙𝑅| is underestimated in the regime between the initial exponential decay
and the first peak. The same effect is observed in the elliptic cavity as it is depicted in Fig 3.33. For
small |Im𝑘𝑚,𝑙𝑅|, i.e. |Im𝑘𝑚,𝑙𝑅| < 10−2 the ray model underestimates the actual negative imaginary
parts. In contrast it gives rise to a reasonable approximation in the regime |Im𝑘𝑚,𝑙𝑅| ∼ 10−1,
which is the imaginary parts of the modes when their contribution to the perturbative expansion is
dominant. Thus the ray based model correctly captures the overall exponential decay towards larger
wave numbers after the first peak and gives rise to a more accurate description than the prediction
based on the elliptic cavity. The position of the peaks, however, depends only on the coefficients 𝑐𝑣
which are computed in the same way for both predictions. Thus the discussion from the previous
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section regarding the position of peaks applies here as well for both systems. The same holds for the
regime of Re𝑘𝑚,𝑙𝑅 ≥ 25 in the mixed system.
3.3.6 Semiclassical Description of Resonance-Assisted Tunneling
In this section we combine the semiclassical description of resonance-assisted tunneling with the ray
based model for the decay of optical modes. While the perturbative description of resonance-assisted
tunneling decomposes the imaginary part of the whispering-gallery mode’s wave numbers into several
contributions from different unperturbed quasi modes, in a semiclassical description there are only
two contributions as it is demonstrated in Sec. 2.3.3 for quantum maps. Following the arguments
there we write the imaginary part of the wave number as [46, 75]
Im𝑘𝑚,𝑙 = −
1
2𝑐
𝛾𝑚,𝑙 −
𝒜2𝑇
2𝑐
𝛾rat. (3.3.58)
In particular there is a direct contribution to the decay denoted as 𝛾𝑚,𝑙 which resembles the decay of
an optical mode associated with the quantizing adiabatic invariant 𝑃𝑚,𝑙. It is given by Eq. (3.3.49)
evaluated at 𝑃𝑚,𝑙. The direct contribution describes the decay of the mode that would be present
even if the system was integrable, i.e., in the absence of nonlinear resonances and resonance-assisted
tunneling. The contribution resulting from resonance-assisted tunneling is denoted by 𝛾rat and is
associated with the partner torus of the torus corresponding to 𝑃𝑚,𝑙, which within adiabatic action-
angle coordinates is located symmetrically on the opposite side of the shifted nonlinear resonance.
We denote the associated adiabatic invariant by 𝑃rat, which defines 𝛾rat via Eq. (3.3.49). In general
𝑃rat does not fulfill a quantization condition and thus is not associated with an actual mode of the
system or of an approximating integrable cavity. From the semiclassical wave functions constructed
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Figure 3.38: Wave numbers of whispering-gallery modes (𝑚, 𝑙) = (𝑚, 0) of (a) the near-integrable
system starting from 𝑚 = 1 and (b) the mixed system starting from 𝑚 = 4 as black stars. The
prediction based on perturbation theory and the ray based model of the decay is shown as blue
circles. The semiclassical description is depicted by green diamonds. The lines serve as a guide to
the eye.
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in quantum maps we expect an optical mode associated with 𝑃𝑚,𝑙 to localize predominantly on
the corresponding adiabatically invariant curve but to also have a contribution on the adiabatically
invariant curve defined by 𝑃rat. There, however, the amplitude is suppressed by a factor 𝒜𝑇 , i.e.,
by the tunneling amplitude, Eq. (2.3.59). This can be seen in Fig. 3.36(b) and (d), where the two
adiabatically invariant curves shown as white lines correspond to 𝑃𝑚,𝑙 (upper curve) and 𝑃rat (lower
curve), respectively.
It remains to compute 𝑃rat and 𝒜𝑇 in the following, which is done by means of WKB theory within
the pendulum Hamiltonian (3.3.21) with quadratic 𝐻0(𝑃 ), Eq. (3.3.28). More precisely, we transfer
the WKB construction from Sec. 2.3 directly to the case of optical cavities. Due to the periodic
orbit shift, however, we consider 𝑃𝑚,𝑙 = 𝑃𝑚,𝑙 −Δ𝑝POS(𝑘𝑚,𝑙) for the semiclassical construction of 𝑃rat
and 𝒜𝑇 . The equally shifted 𝑃rat = 𝑃rat −Δ𝑝POS(𝑘𝑚,𝑙) is defined as the torus on the opposite side
of the resonance with respect to 𝑃𝑚,𝑙 but with the same energy 𝐸𝑚,𝑙 = 𝐻0(𝑃𝑚,𝑙). It is given by
𝑃rat = 2𝑃𝑎:𝑏 − 𝑃𝑚,𝑙.
In order to compute the tunneling amplitude we adapt Eq. (2.3.59) to the case of optical cavities.
From the discussion of EBK quantization in Sec. 3.3.3 one finds the dimensionless semiclassical pa-
rameter, which plays the role of the effective Planck constant, to be ~ ∼ 1/(𝑛Re𝑘𝑚,𝑙𝑅). The action
of complex paths bridging the resonance thereby connecting 𝑃𝑚,𝑙 and 𝑃rat is again denoted by 𝜎. It
is defined by Eq. (2.3.40) and discussed in detail in Sec. 2.3. We further denote the area enclosed by
the two adiabatically invariant curves corresponding to 𝑃𝑚,𝑙 and 𝑃rat by
𝒜rat = ℒ(𝑃𝑚,𝑙 − 𝑃rat) (3.3.59)
and identify 𝒜rat ∼ 2𝜋(𝐽𝐶′𝑚 −𝐽𝐶𝑚) in Eq. (2.3.59). Note that the quantities identified with each other
are invariant under canonical transformations. Upon these identifications the tunneling amplitude can
be written as [46]
𝒜𝑇 =
⃒⃒⃒
2 sin
(︁ 𝑛
2𝑎
Re𝑘𝑚,𝑙𝑅𝒜rat
)︁⃒⃒⃒−1
exp (−𝑛Re𝑘𝑚,𝑙𝑅𝜎) (3.3.60)
for optical microcavities. Moreover upon using Eq. (2.3.75) we express the action 𝜎 as [46]
𝜎 =
𝒜rat
2𝜋𝑎
log
(︂⃒⃒⃒⃒
4𝐸𝑚,𝑙
e2𝑉𝑎:𝑏
⃒⃒⃒⃒)︂
(3.3.61)
and finally get
𝒜𝑇 =
⃒⃒⃒
2 sin
(︁ 𝑛
2𝑎
Re𝑘𝑚,𝑙𝑅𝒜rat
)︁⃒⃒⃒−1 ⃒⃒⃒⃒ 4𝐸𝑚
e2𝑉𝑟:𝑠
⃒⃒⃒⃒−𝒜rat
2𝜋𝑎
𝑛Re𝑘𝑚,𝑙𝑅
. (3.3.62)
In Fig. 3.38 we compare the wave numbers obtained by the semiclassical formula Eq. (3.3.58) with
the numerical data obtained by the BEM. Note that the semiclassical description is only valid if the
quantizing adiabatic invariant is located outside of the 4:1 resonance. Hence the initial exponential
decay in both the near-integrable and the mixed system is due to the direct contribution in Eq. (3.3.58)
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as 𝑃𝑚,𝑙 is located below the resonance while 𝑃rat is located above. Therefore the direct contribution is
dominant and the resonance-assisted contribution can safely be neglected. Similar to the perturbative
description the initial decay is underestimated in the mixed system as Eq. (3.3.49) underestimates the
actual decay within this regime. In between the initial decay and the first peak the quantizing adiabatic
invariant 𝑃𝑚,𝑙 is located inside the 4:1 resonance and thus no meaningful semiclassical prediction based
on Eq. (3.3.58) is possible. Once 𝑃𝑚,𝑙 is located above the nonlinear resonance for larger real parts of
wave numbers the semiclassical description is again applicable and leads to good agreement with the
numerically obtained wave numbers. In particular, in this regime the resonance-assisted contribution
dominates and the direct contribution can be neglected. In both systems the overall exponential decay
is in good agreement with the numerical obtained wave numbers. Moreover, the position of the peaks
is resolved correctly in both systems except for the peak around Re𝑘𝑚,𝑙𝑅 = 25 in the near-integrable
system. The peaks occur whenever the prefactor that enters in Eq. (3.3.60) diverges, which occurs
if 𝑛Re𝑘𝑚,𝑙𝑅𝒜rat is an integer multiple of 2𝜋𝑎. If this condition is fulfilled exactly, Eq. (3.3.60) is
ill-defined, which causes the semiclassical prediction to overestimate the numerical obtained negative
imaginary parts. At these wave numbers 𝑃rat satisfies a quantization condition as well. That is
𝑃rat = 𝑃𝑚−𝑣𝑎,𝑙+𝑣𝑏 for some integer 𝑣. As, by definition, 𝑃𝑚,𝑙 and 𝑃rat are energetically degenerate this
is the same condition as that obtained from the perturbative treatment of resonance-assisted tunneling
in Sec. 3.3.5. Again, for the mixed system, the semiclassical prediction does not capture the plateau
formation for wave numbers Re𝑘𝑚,𝑙𝑅 > 25, which we expect to be due to additional resonances.
Although being at least equally accurate as the perturbative description the semiclassical picture is
also subject to the same errors induced by the ray-based model of decay as discussed in the previous
section.
Outlook: Semiclassical Description of the Far-Field
In fully or predominantly chaotic cavities the far-field emission pattern may be computed from the
classical ray dynamics alone [10, 36, 225]. Even for optical modes associated with adiabatically
invariant curves this is the case, if those curves are dynamically connected with the leaky phase-space
region 𝑝 < 𝑝c [12]. However, when there is no classical transport between the adiabatically invariant
curve and the leaky region ray calculations fail. In contrast, the eikonal approximation allows to
construct the far-field distribution of such modes for weak deformations. Here, based on the methods
developed in Refs. [172, 175, 215, 216] we conjecture a qualitative description of the far-field emission
pattern based on said eikonal method. A rough approximation is obtained by Eq. (3.2.76) for which
the unknown constant 𝐶 can be computed using the quantizing adiabatic action 𝑃𝑚,𝑙 as [172]
𝐶 = 𝑛 sin(Ω) cot(𝑁Ω) sinh(𝑁Θ)− sinh(Θ) cosh(𝑁Θ) (3.3.63)
where Θ = arsinh
(︁√︁
𝑛2𝑃 2𝑚,𝑙 − 1
)︁
and Ω = arccos(𝑃𝑚,𝑙). In the presence of classical nonlinear
resonances Eq. (3.2.76) does not accurately capture the farfield distribution. In contrast, the far-field
can be related to the analytic continuation of eigenfunctions 𝜓(𝑠) of a suitable Hamiltonian defined
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in Birkhoff coordinates [172]. Here, we adapt this to the pendulum Hamiltonian 𝐻𝑎:𝑏 ∘ 𝒯 (𝑠, 𝑝) where
𝐻𝑎:𝑏 is given by Eq. (3.3.21) and 𝒯 is the canonical transformation from Birkhoff coordinates to
adiabatic action-angle coordinates. In this Hamiltonian we construct the eigenfunctions by means of
the WKB/eikonal method. In particular, for a fixed mode with mode numbers (𝑚, 𝑙) we write the
semiclassical wave functions as the incoherent sum |𝜓(𝑠)|2 = |𝜓𝑚,𝑙(𝑠)|2 + 𝒜𝑇 |𝜓rat(𝑠)|2. Here 𝜓𝑚,𝑙 is
the semiclassical wave function associated with the quantizing torus of 𝐻𝑎:𝑏 which is roughly given by
the adiabatically invariant curve corresponding to 𝑃𝑚,𝑙. The mode associated with the partner torus,
roughly given by the adiabatically invariant curve corresponding to 𝑃rat, is denoted by 𝜓rat. In the
mixed system, the actual tori of 𝐻𝑎:𝑏 outside the 𝑎:𝑏 = 4:1 resonance are well approximated by the
corresponding adiabatically invariant curves. In the near-integrable system this is not the case as the
geometric shape of those tori is dictated by the resonance chain rather than the adiabatically invariant
curves. Thus we restrict ourselves to the mixed system in the following. There the semiclassical wave
function constructed from the adiabatically invariant curve defined by 𝑃 is given by
𝜓𝑃 (𝑠) = 𝐴(𝑠) exp
(︂
i𝑛Re𝑘𝑚,𝑙𝑅
∫︁ 𝑠
0
𝑝(𝑠′, 𝑃 )d𝑠′
)︂
= exp (i𝑛Re𝑘𝑚,𝑙𝑅𝐹2(𝑠, 𝑃 )) , (3.3.64)
where 𝐹2 is defined by Eq. (3.3.17). Here, the amplitude 𝐴(𝑠) is assumed to be constant and the
normalization is neglected. Choosing 𝑃 = 𝑃𝑚,𝑙 in Eq. (3.3.64) gives 𝜓𝑚,𝑙(𝑠) while 𝑃 = 𝑃rat yields
𝜓rat(𝑠). Note that the above construction is a very rough estimate for the actual eigenfunctions
of the quantized Hamiltonian corresponding to 𝐻𝑎:𝑏 ∘ 𝒯 . However, their explicit form allows for a
straightforward continuation to complex 𝑠. Each of the two semiclassical wave functions contributes
to the far-field as [172]
|𝑔𝑃 (𝜃, 𝑘)|2 ∝ |𝜓𝑃 (𝑠(𝜃))|2 , (3.3.65)
where [172]
𝑠(𝜃) =
ℒ
2𝜋
[︁
𝜃 − 𝜋
2
+ i arsinh
(︁√︀
𝑛2𝑃 2 − 1
)︁]︁
. (3.3.66)
The far-field pattern then may be written as
|𝑔(𝜃, 𝑘)|2 =
⃒⃒
𝑔𝑃𝑚,𝑙(𝜃, 𝑘)
⃒⃒2
+𝒜2𝑇 |𝑔𝑃rat(𝜃, 𝑘)|2 . (3.3.67)
For the mixed system the resulting far-field is depicted in Fig. 3.39. There, the semiclassically obtained
far-field is scaled by a numerical factor in order to better match the far-field obtained via the BEM.
While the general shape of the far-field is captured well, both the height and the width of the maxima
at 𝜃 = 𝜋/2 and 𝜃 = 3𝜋/2 are not accurately predicted. Nevertheless, one could hope that a more
accurate construction of the semiclassical wave functions based on the pendulum Hamiltonian as well
as a more rigorous justification of Eq. (3.3.67) and Eq. (3.3.66) within this Hamiltonian gives rise to
a better description of the actual far-field distribution. This, however, is subject to further research
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and not attempted here.
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Figure 3.39: Far-field distribution of whispering-gallery modes (𝑙 = 0) in the mixed system. The
mode numbers are (a) 𝑚 = 10, (b) 𝑚 = 23 and (c) 𝑚 = 28. The far-field obtained by the BEM
(black line) is normalized to a maximum value of one. The semiclassically obtained far-field (green
line) is scaled to match the numerical data
3.3.7 Application to Wave Number Splittings
In this section we demonstrate a further manifestation of resonance-assisted tunneling in deformed
optical microdisks. In particular we study the splitting ΔRe𝑘𝑚,𝑙 of the real parts of the wave numbers
associated with a pair of optical modes with equal mode numbers (𝑚, 𝑙) but from different symmetry
classes. That is, while we focused on modes which fulfill Dirichlet boundary conditions along the
horizontal axis we now compare their wave numbers to those of modes fulfilling von-Neumann bound-
ary conditions. For both the near-integrable and the mixed system the wave numbers from modes
belonging to different symmetry classes cannot be distinguished on the scale shown in Fig. 3.16 as the
splitting is due to dynamical tunneling and thus exponentially small. In particular, for the quadrupole
deformation, 𝑁 = 2 in Eq. (3.1.7), and therefore also for the mixed system, the relevant mechanism is
that of resonance-assisted tunneling mediated by the large 2:1 resonance at 𝑝 = 0 [44]. We illustrate
the effect using the quadrupole deformation as well as the deformation strength 𝜖 = 0.03 for which
the resulting phase space is depicted in Fig. 3.40(a). The phase space is predominantly foliated by
invariant tori and some resonance chains. The most important resonances are the large 2:1 resonance
at 𝑝2:1 = 0, the 6:2 resonance at 𝑝6:2 = 1/2 as well as the 4:1 resonance at 𝑝4:1 = 1/
√
2. For refractive
index 𝑛 = 3.4 the splitting of the wave numbers
ΔRe𝑘𝑚,𝑙 =
⃒⃒
Re𝑘D𝑚,𝑙 − Re𝑘N𝑚,𝑙
⃒⃒
, (3.3.68)
where the superscript indicates the symmetry along the horizontal axis, is shown in Fig. 3.40(b).
There, the splitting, obtained via the BEM, is plotted semi-logarithmically as a function of the angular
mode number 𝑚 for fixed radial mode number 𝑙 = 0. Overall the splitting decreases exponentially
towards the semiclassical limit of large angular mode number. After an initial phase the decay
becomes smaller from 𝑚 = 10 on and is accompanied by two broad peaks at which the splitting is
enhanced by roughly two orders of magnitude thus showing the characteristics known from resonance
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assisted tunneling. In this case, however, also the initial pure exponential decay is due to resonance-
assisted tunneling mediated by the 2:1 resonance [44]. Nevertheless, we call this direct tunneling. The
additional peaks in the splitting, however, are due to the smaller resonances, i.e., the first peak is due
to the 6:2 resonance while the second peak corresponds to a combined effect of the 4:1 and the 6:2
resonance [44].
Perturbative Description
The splitting may be accurately described by the perturbation theory of resonance-assisted tunneling
as it was demonstrated in Ref. [44] and which we briefly review in the following. To this end we
neglect the deformation parameter 𝜖 in the construction of the adiabatic action-angle coordinates
such that they are defined globally and agree with the original Birkhoff coordinates. That is, we
approximate the deformed microdisk by the circular cavity, for which we denote the wave numbers by
𝑘
(0)
𝑚,𝑙 and the corresponding invariants are given by 𝑝𝑚,𝑙 = 𝑚/(𝑛Re𝑘
(0)
|𝑚|,𝑙). For convenience, we allow
𝑚 to take negative values in the last expression. The direct tunneling contribution is captured by the
pendulum Hamiltonian 𝐻2:1(𝑠, 𝑝), Eq. (3.3.21), within the quadratic approximation of 𝐻0 = 𝐻2:10 ,
Eq. (3.3.28). The parameter 𝑉2:1 is obtained by Eq. (3.3.31), where we approximate the area 𝒜2:1 by
the area enclosed by the adiabatic curves containing the unstable period two orbit at 𝑝 = 0 and with
𝑠 ∈ {0,ℒ/2} [44]. Within these approximations the splitting may be written as [23, 44, 226]
ΔRe𝑘(𝑑)𝑚,𝑙 = Re𝑘
(0)
𝑚,𝑙𝑉2:1
𝑚−2∏︁
𝑢=−𝑚+2,
𝑢=𝑚 mod 2
𝑉2:1
(︁
Re𝑘(0)𝑚,𝑙
)︁2
𝐻2:10 (𝑝𝑚,𝑙)
(︁
Re𝑘(0)𝑚,𝑙
)︁2
−𝐻2:10 (𝑝𝑢,𝑙)
(︁
Re𝑘(0)|𝑢|,𝑙
)︁2 . (3.3.69)
Here, no periodic orbit shift needs to be taken into account as it vanishes for the 2:1 resonance
for symmetry reasons. Further note that Eq. (3.3.69) closely resembles the coefficients defined by
Eq. (3.3.53) but couples modes with the same radial mode number in contrast to the selection rules
imposed by resonance-assisted tunneling. The direct contribution accurately captures the splitting
for the modes (𝑚, 𝑙) if 𝑝𝑚,𝑙 is located between the 2:1 and the 6:2 resonance chain which applies for
𝑚 < 7. In contrast, if 𝑝𝑚,𝑙 is located above the 6:2 resonance chain resonance-assisted tunneling may
cause couplings to modes with larger splitting thereby enhancing the overall splitting. These couplings
are captured by the pendulum Hamiltonian 𝐻6:2, Eq. (3.3.21), within the quadratic approximation of
𝐻0, Eq. (3.3.28), around 𝑝6:2. For the 6:2 resonance the parameter 𝑉6:2 is obtained via Eq. (3.3.30).
Taking the periodic orbit shift of the 6:2 resonance into account and using the coefficients defined in
Eq. (3.3.53) the final perturbative prediction for the splittings becomes [44]
ΔRe𝑘𝑚,𝑙 =
∑︁
0≤𝑣≤𝑚/6
|𝑐𝑣|2ΔRe𝑘(𝑑)𝑚−6𝑣,𝑙+2𝑣. (3.3.70)
The resulting splittings are shown in Fig. 3.40. They give rise to good agreement with the numerically
obtained splittings up to the second peak, where the splitting is further enhanced due to the 4:1
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Figure 3.40: (a) Phase space of the quadrupole cavity (𝜖 = 0.03) with regular orbits as lines
and chaotic orbits as points. (b) Splittings of the real parts of wave numbers vs. the angular mode
number. Splittings obtained via the BEM are depicted as black stars, those obtained by perturbation
theory by blue squares. The direct semiclassical contribution is depicted by full green diamonds and
the resonance-assisted contribution is shown as open red diamonds. The lines serve as a guide to
the eye.
resonance which we do not take into account here [44]. Only in the regime before the first peak larger
deviations occur. Note that using the full expression for 𝐻0, Eq. (3.3.27), for both resonances slightly
improves the perturbative prediction.
Semiclassical Description
As the splitting of the real parts of the wave numbers can be accurately described by the perturbative
formulation we aim for a semiclassical picture in the following as well. In order to capture the
direct contribution we first consider the quantum system defined by the pendulum Hamiltonian 𝐻2:1
discussed in the previous section. In such a system, the energy splitting between symmetric and
antisymmetric quantum states associated with quantizing tori 𝑝𝑚,𝑙 and 𝑝rat = −𝑝𝑚,𝑙 is given by [53]
Δ𝐸(𝑝𝑚,𝑙) =
2~𝜔(𝑝𝑚,𝑙)
𝜋
exp
(︁
−𝜎2:1
~
)︁
(3.3.71)
where 𝜎2:1 denotes the imaginary part of the action of complex paths bridging the 2:1 resonance
thereby connecting both tori. Further, 𝜔(𝑝) = d𝐻2:10 (𝑝)/d𝑝 denotes the frequency of the torus
defined by 𝑝. The energy splitting obtained from the Hamiltonian description on the boundary
can be translated to a splitting of the wave numbers of modes associated with the same tori via
ΔRe𝑘𝑚,𝑙𝑅 = Re𝑘
(0)
𝑚,𝑙𝑅(1− 𝑝22:1)−1/2Δ𝐸(𝑝𝑚,𝑙) [45]. Combining this with Eq. (3.3.71) and applying the
same identifications as in Sec. 3.3.6 we may write the direct contribution to the splitting as
Δ(d)Re𝑘𝑅(𝑝𝑚,𝑙) =
𝜔(𝑝𝑚,𝑙)
𝑛𝜋
exp
(︁
−𝑛Re𝑘(0)𝑚,𝑙𝑅𝜎2:1
)︁
, (3.3.72)
where 𝜎2:1 is given by Eq. (3.3.61). Via 𝐸𝑚,𝑙 = 𝐻2:10 (𝑝𝑚,𝑙) and 𝒜rat = 2ℒ𝑝𝑚,𝑙 the latter depends only
on 𝑝𝑚,𝑙.
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While Eq. (3.3.72) describes the direct contribution to the splitting once 𝑝𝑚,𝑙 is located above the 6:2
resonance chain, contributions associated with resonance-assisted tunneling may become important.
Thus we define
Δ(rat)Re𝑘𝑅(𝑝𝑚,𝑙) = Δ
(d)Re𝑘𝑅(𝑝rat). (3.3.73)
Here, 𝑝rat corresponds to the partner torus of 𝑝𝑚,𝑙 within 𝐻6:2. Thus Δ(d)Re𝑘𝑅(𝑝rat) is the direct
contribution of this partner torus. In order to evaluate this via Eq. (3.3.72) the frequency 𝜔(𝑝rat) =
d𝐻6:20 (𝑝rat)/d𝑝 within 𝐻6:2 is used [56]. The complete resonance-assisted contribution then is obtained
by 𝒜2T6:2Δ(rat)Re𝑘𝑅(𝑝𝑚,𝑙), where 𝒜T6:2 is the transmitted amplitude associated with the 6:2 resonance
defined by Eq. (3.3.60) [56]. The total splitting is the sum of both the direct and the resonance-assisted
contribution yielding
ΔRe𝑘𝑚,𝑙𝑅 = Δ
(d)Re𝑘𝑅(𝑝𝑚,𝑙) +𝒜2T6:2Δ(rat)Re𝑘𝑅(𝑝𝑚,𝑙). (3.3.74)
The resulting splittings are shown in Fig. 3.40. There the direct contribution is shown for all mode
numbers. In the initial regime of small 𝑚 it agrees well with the numerically obtained splittings. In
contrast, the resonance-assisted contribution is only shown once 𝑝𝑚,𝑙 is located above the 6:2 resonance
chain, i.e., 𝑚 ≥ 7. It dominates the splitting for larger wave numbers and describes the numerically
obtained splittings with the same accuracy as the perturbatively obtained splittings. The semiclassical
description captures the position of the first peak as well as the overall exponential decay towards
larger 𝑚 while slightly overestimating the numerical data. Furthermore, the semiclassical picture does
not capture the influence of the additional 4:1 resonance chain and thus underestimates the second
peak. The full prediction, Eq. (3.3.74), is not shown as it does not differ from the respective dominant
contribution besides the regime around 𝑚 = 7.
The semiclassical as well as the perturbative description capture the essential features of the splitting
in the real parts of the wave numbers both qualitatively and quantitatively thereby demonstrating
that the relevant mechanism causing those splittings is resonance-assisted tunneling.
3.3.8 Discussion
In this section we summarize the results obtained in this chapter and discuss the applicability and
the limitations of the methods. Note that although we restricted to very specific deformations of
the boundary, Eq. (3.1.7), all of the results presented in this chapter apply for arbitrary smooth
deformations as well. However, the expansion into the deformation parameter 𝜖, may look different
for other deformations or may not simplify computations at all.
In order to derive both the perturbative and the semiclassical description of resonance-assisted
tunneling we introduce adiabatic action-angle coordinates, which capture the dynamics of whispering-
gallery trajectories for arbitrary smooth deformations which leave the curvature bounded from zero
and from above. For the boundary deformations, Eq. (3.1.7), discussed here the geometric shape of
the associated adiabatically invariant curves is dominated by the 𝑁 :1 resonance chain. In particular
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for small 𝑁 the adiabatically invariant curves thus allow to describe a large portion of phase-space. In
contrast, for larger𝑁 this portion may shrink. As in this case the onset of chaos occurs at much smaller
deformations, one may even restrict the adiabatic action-angle coordinates to the circular limit. For
arbitrary deformations the range of applicability depends on the dominant Fourier harmonics of the
boundary deformation.
In the range of their respective applicability and in particular in the whispering-gallery limit the
adiabatic actions, i.e., the adiabatic invariants, change only slowly over time and thus are used for
semiclassical quantization. The accuracy obtained by this procedure is sufficient to predict the real
parts of wave numbers even for relatively large deformations. The relative error of EBK quantiza-
tions gets smaller both in the limit of adiabatic invariants 𝑃𝑚,𝑙 → 1 and in the semiclassical limit
Re𝑘𝑅 → ∞. However, for large wave numbers, the absolute error may become larger than the
difference of actual wave numbers preventing an accurate description. In the regime considered here
this is not a problem. Furthermore, the EBK quantization scheme, as it is presented here, neglects
tunneling and thereby leads to quasi modes associated with a single two-dimensional torus, i.e., a sin-
gle adiabatic invariant only. It is an interesting problem to incorporate tunneling already at this stage
by constructing integrable approximations with two degrees of freedom in full phase space, which is
a cumbersome task and, apart from special cases, still an open problem.
The imaginary parts, which decode the decay of optical modes, are obtained via a simple ray based
description exploiting a modification of Fresnel’s law. Only in the limiting cases of plane waves on
planar interfaces or for the modes of the circular cavity the reflectivity is known exactly. We use an
effective description by averaging the latter along adiabatically invariant curves and thereby obtain a
classical decay rate leading to a prediction for the imaginary part of the wave number. This simple
model induces the main error of both the semiclassical and the perturbative prediction of complex wave
numbers but allows for an easy evaluation and is thus used in this thesis. In general, the connection
between the phase-space distribution of optical modes and their decay in systems with a mixed phase
space is not as well understood as it is the case in fully chaotic cavities [10, 208, 209, 227, 228].
Dynamical tunneling, which leads to couplings between different quasi modes associated with dif-
ferent quantizing adiabatic invariants is incorporated either by perturbation theory or semiclassically
within the pendulum approximation of the Poincaré map. The latter is defined in adiabatic action-
angle coordinates. In the case of smooth convex billiards both the adiabatic action-angle coordinates
and the unperturbed Hamiltonian 𝐻0 can be constructed from the adiabatically invariants curves and
the effective mapping. In particular, the frequencies of motion within the unperturbed Hamiltonian
are known beyond the quadratic approximation. The perturbation in terms of 𝑉𝑎:𝑏 as well as the
phase 𝜑𝑎:𝑏 are therefore the only free parameters and can be obtained similarly as in the quantum
case.
The perturbatively or semiclassically obtained couplings between different quasi modes are the
same as those obtained in quantum systems and thus accurately capture the universal characteristics
of resonance-assisted tunneling. Furthermore, the relevant mechanism causing the peaks is therefore
the same both in quantum and optical systems. The non-universal part is given by the actual decay
134 3.3 Theoretical Description of Resonance-Assisted Tunneling
rates of the contributing quasi modes. Modeling the latter by the simple ray based approach is
possible for arbitrary deformations and thus a very flexible approach. It leads to good agreement
with numerically obtained data with an accuracy which is better for smaller deformations. For very
small deformations or the quadrupole deformation the circular or elliptic cavity, respectively, deals as
an approximating integrable cavity. Within the framework of perturbation theory their modes and
wave numbers deal as the unperturbed basis and allow for an equally good prediction of the complex
wave numbers of the actual system. Moreover, using also the perturbative expansion of the modes
and their normal derivatives on the boundary allows for an excellent description of the near-field
intensity distribution as well as the Husimi distribution. In contrast, applying the same formalism to
the far-field does not yet yield a reasonable description.
In the general case, where no approximating integrable cavity exists, in principle both near-field
and far-field distribution as well as the Husimi distribution of whispering-gallery modes could be
constructed semiclassically using the eikonal approximation. In the case of the far-field a first glance
on this procedure is given which leads to a rough description of the numerically obtained far-field. A
detailed semiclassical construction of the latter or of the near-field, however, is out of the scope of
this thesis.
4 Summary and Outlook
In this thesis we study resonance-assisted tunneling in deformed optical microdisks. In particular,
we extend the semiclassical description thereof to optical microcavities whose classical ray dynam-
ics exhibits a mixed phase space. We identify resonance-assisted tunneling as the dominant decay
mechanism of long-lived whispering-gallery modes. Thereby we obtain a qualitative and quantitative
understanding of the enhanced decay and the spoiled quality factors in the presence of classical nonlin-
ear resonances. The foundation of our approach is the perturbative and the semiclassical description of
resonance-assisted tunneling in quantum maps based on integrable approximations, which we review
in Chap. 2. There, the main result is a closed expression which accurately predicts regular-to-chaotic
tunneling rates for quantum maps whose classical counterpart has a mixed phase space. Further-
more, the latter allows to identify the universal aspects of resonance-assisted tunneling in terms of
the tunneling amplitude 𝒜𝑇 , introduced in Ref. [59]. This amplitude depends only on properties
of the underlying classical system. We illustrate the semiclassical approach using the paradigmatic
standard map and find good agreement between the semiclassical prediction and numerically obtained
tunneling rates.
In order to transfer the methods from quantum maps to the experimentally feasible case of optical
microcavities in Chap. 3, we introduce adiabatic action-angle coordinates for the classical ray dynam-
ics. They give rise to a semiclassical approximation of complex wave numbers in systems with a mixed
classical phase space. Moreover, they enable us to construct an integrable approximation of the ray
dynamics in terms of a pendulum Hamiltonian. This integrable approximations allow for describing
resonance-assisted tunneling both by means of perturbation theory and semiclassically by applying
the methods developed for quantum maps. Both descriptions give rise to an accurate prediction of
the imaginary parts of the wave numbers of whispering-gallery modes determining their decay rates
and constituting the main result of this thesis. In particular, this demonstrates that for systems with
a mixed phase space resonance-assisted tunneling is the main decay mechanism for whispering-gallery
modes. More precisely, the enhancement of the decay can be traced back to the resonant coupling
of optical modes associated with quantizing adiabatic invariants symmetrically located on opposite
sides of the nonlinear resonance. Thus, the relevant mechanism is the same as in quantum systems.
Although we demonstrate our approach for a few specific examples, we expect it to be applicable for a
large class of optical microdisks as it does not rely on the specific form of the boundary deformation.
Furthermore, the perturbative approach allows for an excellent description of the near-field intensity
distribution as well as of the Husimi representation of whispering-gallery modes if there exists an
integrable approximating cavity. Otherwise one would have to construct the electric or magnetic field
semiclassically by means of the eikonal approximation including tunneling corrections due to nonlinear
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resonances. This applies also for the experimentally accessible far-field emission pattern, which is not
well captured by the perturbative description even if an integrable approximating cavity exists. So far
the semiclassical constructions via the eikonal method have been carried out by neglecting tunneling
corrections. Incorporating those corrections requires a semiclassical construction in an at least six-
dimensional complexified phase space, which we do not attempt in this thesis.
Towards the semiclassical limit of large wave numbers we expect additional nonlinear resonances
to enhance tunneling. While those multi-resonance effects can be incorporated in the perturbative
framework it is still an open problem to describe them semiclassically. However, one should study
theses effects in the simpler case of one degree of freedom quantum maps in order to understand the
basic mechanisms. This should also allow to explore the influence of further phase-space structures
on tunneling as well, e.g., partial barriers and the hierarchical boundary between regular and chaotic
region. Another interesting question arises from the formation of exceptional points via mode inter-
actions due to nonlinear resonances. As this has been studied mostly in weakly deformed microdisks
one could ask, if the framework presented in this thesis can be applied to study exceptional points
also for larger deformations and a mixed phase space further away from integrability. Furthermore,
an obvious generalization of the deformed microdisks studied in this thesis are three-dimensional de-
formed spherical cavities, which are expected to exhibit resonance-assisted tunneling as well. As such
cavities are frequently used in experiments, an equally good description as in the two-dimensional case
is of great interest. Nevertheless, with more degrees of freedom, resonances of higher rank may arise
which give rise to a much more complex way of resonance-assisted coupling between optical modes
as it was observed for symplectic maps or Hamiltonian systems with two degrees of freedom. On
an even more fundamental level the interplay of tunneling and classical transport mechanisms, e.g.,
the famous Arnold diffusion, could become important in three-dimensional cavities. This is, however,
even an open problem for much simpler systems like four-dimensional symplectic maps.
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