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We study Bogoliubov excitations of a spinor Bose Einstein condensate in a honeycomb periodic
potential, in the presence of a Zeeman field and of a spin-orbit coupling specific for photonic systems,
which is due to the energy splitting between TE and TM polarized eigenstates. We also consider
spin-anisotropic interactions typical for cavity polaritons. We show that the non-trivial topology of
the single particle case is also present for the interacting system. At low condensate density, the
topology of the single-particle bands is transferred to the bogolon dispersion. At a critical value, the
self-induced Zeeman field at the Dirac points of the dispersion becomes equal to the real Zeeman
field and then exceeds it. The gap is thus closed and then re-opened with inverted Chern numbers.
This change of topology is accompanied by a change of the propagation directions of the one-way
edge modes. This result demonstrates that the chirality of a topological insulator can be reversed
by collective effects in a Bose-Einstein condensate.
PACS numbers:
The concept of topological insulators relies on the chi-
rality of the Bloch bands. This concept was first in-
troduced for electronic systems1–5 and then extended to
photonic6–9, and more generally to bosonic systems10,11.
In this last case, the non-trivial topology of the sys-
tem is addressed by either resonant excitation in pho-
tonics, or by driving an atomic gas strongly out of
equilibrium12. Another field of research, extremely fruit-
ful, is the one dealing with collective effects. In fermionic
systems, the combination of non-trivial topology and
many body effects led to the most intriguing phenom-
ena in physics such as the fractional quantum Hall
effect13, topological superconductors5,14, and a vast va-
riety of other phenomena15. In bosonic systems, the
most well-known collective effect is the Bose-Einstein
Condensation16,17, leading to fascinating dynamical be-
haviour such as superfluidity18, and, more generally, to
the physics of quantum fluids19–21. So far, the physics of
bosonic quantum fluids in topologically non-trivial sys-
tems has been addressed only in a couple of works, es-
sentially dealing with atomic condensates22–24.
On the other hand, the mixed exciton-photon quasi-
particles called exciton-polaritons represent a very good
implementation of quantum fluids of light21 in which
a wide variety of phenomena such as polariton BEC25,
superfluidity26, quantized vortices27 have been observed.
Polaritons possess the same type of spin-orbit coupling
as other photonic systems, based on energy splitting be-
tween TE and TM polarized eigenmodes. (For a review
on polariton spin effects see Ref.28). The specific rela-
tion between the polarization of the TE and TM modes
and their propagation direction induces an intrinsic chi-
rality for the photonic system which serves as a basis for
several effects, such as the Hall effect for light29 and op-
tical spin Hall effect30,31. When this spin-orbit coupling
(SOC) is combined with a finite Zeeman field, the propa-
gation along a curved trajectory leads to the appearance
of a non-zero Berry phase32,33. In a lattice with band
crossing at the edge of the Brillouin zone, for instance in
honeycomb lattices, the Berry phase accumulates along
the band, and the corresponding Chern number is dif-
ferent from zero. This configuration is the one initially
proposed by Haldane and Raghu to achieve topologically
non-trivial photonic bands6 and one-way edge states.
This anomalous quantum Hall effect2 for photons has
been experimentally evidenced soon after its prediction,
the Zeeman field being produced by a finite gyromagnetic
response of the material used in the microwave range of
wavelengths. Similar ingredients have been recently used
to demonstrate the feasibility of a topological insulator
analog for polaritons34–37. In this last case, the Zeeman
field is linked with the exciton g-factor, which should al-
low the implementation of one-way edge states at optical
frequencies. Another key advantage of using mixed light-
matter states is, as previously mentioned, their interact-
ing character, which allows to study the behavior of an
interacting quantum fluid in a topologically non-trivial
band structure.
In this work we consider bosons with two spin com-
ponents and spin-anisotropic interactions. The gas of
bosons is assumed to be at thermal equilibrium in a
honeycomb lattice. We consider TE-TM induced SOC
and a Zeeman splitting created by an external magnetic
field. This configuration is typical for cavity polaritons,
and has the advantage to allow the existence of a sta-
ble homogeneous condensate in the ground state, which
is not the case for other types of Rashba/Dresselhauss
SOC38, available in atomic systems. In the first section,
we remind the tight binding description of the polariton
graphene in the linear regime, including photonic SOC
and Zeeman splitting. The band structure34 is charac-
terized by a non-zero topological invariant35 which de-
fines a Z topological insulator. In the second section, we
consider a polariton condensate in this system, at ther-
mal equilibrium at T = 0 K in presence of a magnetic
field. The condensate and its weak excitations are de-
scribed by a spinor Gross-Pitaevskii equation. At low
density, the equilibrium condensate is circularly polar-
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2ized, because the real Zeeman splitting exceeds the self-
induced Zeeman splitting, the latter being different from
zero because of the spin-anisotropic polariton-polariton
interactions28,39. We find that the topology of the single
particle band transfers to the bogolon dispersion, similar
to the conclusions of Ref.24. Both polariton and bogolon
bands are characterized by the same non-zero topological
invariants. The density rise leads to an increase of the
compensating self-induced Zeeman field, bringing closer
the σ+ and σ− bands. We find that the self-induced
Zeeman field is approximately twice larger at the Dirac
point than at k = 0. As a result, the gap between the
bands closes first at the Dirac points of the dispersion for
a threshold density nS = µgXB/2(α1 − α2), where α1,2
are the interaction constants in the singlet and triplet
configurations, respectively40. Increasing the condensate
density immediately re-opens the gap with a reversed sign
of the band Chern numbers. This topology inversion is
associated with an inversion of the propagation direction
of the edge modes. Increasing the density further sup-
presses the splitting at k = 0, this time preserving the
topology of the bands, and the condensate becomes el-
liptically polarized (spin-Meissner effect)41.
I. POLARITON Z TOPOLOGICAL INSULATOR
Cavity polaritons are composite particles appearing in
the regime of strong light-matter (photon-exciton) cou-
pling in optical microcavities42,43. These are photonic
states but with an exciton part, which allows them to
interact with each other, a feature at the heart of the
quantum fluid behaviour of polariton gas. The heavy-
hole excitons are characterized by angular momentum
projections equal to ±1 or ±2. Due to the optical selec-
tion rules, only excitons with spin±1 can be coupled with
light. One can therefore create polaritons with circularly
polarized photons (σ+, σ−). Hence, the spin structure
of a polariton is similar to the one of electron (both are
two-level systems) and the condensate wave function is
a linear combination of the two polarizations, that is, a
spinor - a vector with 2 complex components:
Ψ(r, t) =
(
Ψ+(r, t)
Ψ−(r, t)
)
(1)
In photonic structures, the eigenmodes are TE and TM
polarized. The Hamiltonian acting on the polariton wave
function in the basis of the circular-polarized reciprocal
space states with wavevector k reads:
Hˆ =
(
~2k2
2m −ΩTE−TM2 e−2iφ
−ΩTE−TM2 e2iφ ~
2k2
2m
)
(2)
where φ is the angle between the wavevector k and the
horizontal axis, and the value of the TE-TM splitting
ΩTE−TM depends on the wavevector magnitude k. This
Hamiltonian can be expressed as a superposition of the
kinetic energy term and a linear superposition of Pauly
matrices :
Hˆ =
~2k2
2m
I−Ω.σ (3)
This decomposition allows to define the effective k-
dependent magnetic field Ω acting on the polariton
pseudo spin, which is the photonic/polaritonic spin-orbit
coupling. This effective field has two non-zero compo-
nents and a winding number 2. In a planar cavity, it is
in the plane and its magnitude is approximately propor-
tional to k2 close to k = 0:
Ω = βk2(cos 2φ, sin 2φ, 0) (4)
The effective field texture around k = 0 in a microcav-
ity is shown on Fig. 1(a). It demonstrates a clear dipolar
structure. Figure 1(b) shows the effective field texture at
a given energy. The double winding of the effective field
can be clearly visualized.
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Figure 1: (Color online) (a) TE-TM field pattern in the
reciprocal space (b) TE-TM field for an elastic circle (fixed
energy).
The lower energy state corresponds to a spinor aligned
with the effective field and the corresponding wave func-
tion reads:
ψ = ψk
(
e−iφ
eiφ
)
(5)
During the last years, experimental groups have fabri-
cated a lot of complex samples with different periodic in
plane energy potentials by different techniques, such as
metal deposition44, the use of surface acoustic waves45,
of mesas46,47, or etching planar microcavities. This
last techniques allows to fabricate coupled polariton
micropillars48 organized in molecules49 or lattices50.
We therefore consider a honeycomb lattice of polariton
micropillars (Fig. 2)50. As in conventional graphene, we
can define two triangular sub-lattices A and B. Then, the
3system acquires two pseudospins: one associated with the
polarization, as above, and the other corresponding to
the sublattice degree of freedom (A/B).
DB
R 
M
irr
or
Quantum Well
DB
R 
M
irr
or
Substrate
4 µm
a) b)
A
A
A B
BB
Figure 2: (Color online) (a) Polaritonic micropillar scheme,
(b) polaritonic graphene scheme.
Taking into account the TE-TM SOC34, tunneling co-
efficients between nearest neighbors are expressed on the
circular basis as:
〈A,±|H |B,±〉 = −J (6)
〈A,±|H |B,∓〉 = −δJe−2iφj
φj is angle of dφj vector with horizontal direction. J
is the tunneling coefficient without spin inversion, like in
conventional graphene. δJ is the spin orbit coupling term
due to TE-TM splitting, δJ = (JL−JT )/2, where JL and
JT are the tunneling coefficients for the longitudinally
and transversally-polarized polaritons respectively.
A polaritonic state will be written as a
bispinor (A-B sub-lattices and ± pseudo-spin):
Φ = (Ψ+A,Ψ
−
A,Ψ
+
B ,Ψ
−
B)
T . The effective Hamilto-
nian written in tight binding approximation has a
unitary block matrix form:
Hk =
(
0 Fk
F+k 0
)
, Fk = −
(
fkJ f
+
k δJ
f−k δJ fkJ
)
(7)
where the complex coefficients fk and f
±
k are defined by:
fk =
3∑
j=1
exp (−ikdφj ) (8)
f±k =
3∑
j=1
exp (−i[kdφj ∓ 2φj ])
This Hamiltonian can be diagonalized analytically34 and
degeneracies occur at the edges of the Brillouin zone –
the K and K’ points.
We can linearize the Hamiltonian close to the Dirac
points (q = k −K, q  pi/a). It contains two distinct
contributions:
H = H0 +HSO, (9)
where H0 is the usual Dirac Hamiltonian for a massless
particle, similar to graphene:
H0 = ~vf (τzqxσx + qyσy) (10)
The spin-orbit coupling part reads:
HSO = 3δJ/2 (τzσysy − σxsx) (11)
In the above expressions, ~vF = 3Ja/2 and ∆ = 3δJ/2.
If the SOC is relatively weak (δJ/J  1), it is possible
to consider a region of wavevectors not exactly close to
q = 0, but at the same time sufficiently small, where
δJ/J  qa 1. In this region, the spin orbit term plays
a role of perturbation over the Dirac Hamiltonian H0 and
may thus be rewritten as an interaction with an in-plane
q-dependent magnetic field:
HSO = −γτz(qxsx − qysy)/q (12)
where vf = 3Ja/(2~), γ = 3δJ/2, and τz equals +1 at
K or −1 at K’. σˆ and sˆ are spin operators acting on
A/B sublattice and polarization degrees of freedom re-
spectively. In this case, the two pseudospins are decou-
pled, and one can definitely speak of an effective magnetic
field acting on the polarization pseudospin only.
However, close to the Dirac point where q = 0 or in
the case when δJ/J > 0.5, such approximation is not
possible. Still, even in this case it is possible to sepa-
rate the polarization and lattice pseudospins by partial
diagonalization of the Hamiltonian in the basis of bond-
ing and antibonding states with linear polarization cor-
responding to the texture of the Dresselhaus field, e.g.
ψ1 =
(−1,−e−iφ, eiφ, 1)T . After the separation of the
effective field acting only on the polarization pseudospin,
it can be converted back to the original basis, demon-
strating an in-plane texture identical to that of the Dres-
selhaus field:
H ′SO = qxsx − qysy (13)
with an important contribution of a field in the Z direc-
tion, proportional to ∆ and opposite on A and B atoms.
It is this q-independent field, which induces a parabolic
dispersion at the Dirac points. One should note that the
lattice part of the Hamiltonian is not H0 anymore.
In order to assess qualitatively the topology of the
bands, we can look at the textures of the two pseudospins
close to the Dirac point, where a gap opens under ap-
plied magnetic field. The effective field texture acting
on the sub-lattice pseudospin (Hamiltonian H0) is the
one of the standard Dirac Hamiltonian, providing oppo-
site winding of the corresponding spinor at the K and
K’ points. The texture of the effective magnetic field
induced by the TE-TM splitting (HSO) in the recipro-
cal space is shown in Fig. 3. This figure confirms that,
according to the linearization above, the texture of the
pseudo spin is the one of a Dresselhauss field. The sign of
the field changes between K and K’, but not the direction
4of its winding, which allows the Berry phase to add up
and give a nonzero topological invariant. The resulting
polaritonic states are completely projected on Ψ−A and
Ψ+B at K point, and on Ψ
+
A and Ψ
−
B at K’.
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Figure 3: (Color online) (a) Texture of TE-TM effec-
tive field in reciprocal space (white arrows), the colors show
the corresponding in-plane polarisation domains, (b) TE-TM
Dresselhaus-like field for an elastic circle at K and K’ points.
One can open a trivial band gap by breaking spatial
inversion symmetry, for instance, by making A and B
atoms different. Indeed, the Berry phase accumulated
at K and K’ is opposite for the sublattice pseudospin,
because of the opposite winding of the effective field.
On the contrary, a band gap induced by the breaking
of the time reversal symmetry, for instance, by apply-
ing a finite Zeeman field leads to the formation of non
trivial bands with non-zero Chern numbers. Indeed, in
this last case, the Berry phase accumulated near K and
K’ has the same sign, because of the same winding of
the effective field acting on the polarisation pseudo-spin.
One should notice that this picture is fully similar with
respect to the one described by Haldane and Raghu in
20086. They proposed to use a photonic crystal waveg-
uide which allows to consider a large energy differences
between TE and TM modes. However, when considering
polariton graphene based on a lattice of coupled pillars,
the large TE-TM splitting condition is typically not ful-
filled (δJ/J = 0.1 < 0.5). In this case, principally ad-
dressed in34–36, a quadratic spin-orbit coupling term has
to be taken into account in the Hamiltonian close to the
Dirac point, leading to the formation of four Dirac points
in each valley (trigonal warping effect).
To analyze the topology of the bands quantitatively, we
use a gauge-invariant method based on the Berry curva-
ture:
Cn =
1
2ipi
∫
BZ
Fn(k)dk (14)
where the Berry connection A and the associated Berry
curvature F are given by
A(k) = 〈Φk,n| ∇k |Φk,n〉 (15)
Fn(k) = ∇k ×A (16)
This approach allows to calculate the Chern numbers
in a very efficient way51. We define two Chern invariants.
Each of them is the sum of the Chern numbers of the two
branches forming ”valence” and ”conduction” bands:
CV = CV1 + CV2 , CC = CC1 + CC2 (17)
A 2D map of the Berry curvatures of each of the sub-
bands close to K and the resulting Chern numbers are
shown on Fig. 4. One can observe two distinct phases.
When δJ/J < 0.5 (Fig. 4(a),(b)), the system exhibits
trigonal warping with 4 Dirac points for each valley (K
or K’). One can see that one of the Dirac points con-
tributes negatively (the central one), whereas the three
others contribute positively to the Berry phase. The con-
tribution is the same at K’, and therefore the total band
Chern numbers take the values ±2, leading to the exis-
tence of two chiral states on each edge. When δJ/J > 0.5
(Fig. 4(c),(d)), the trigonal warping is absent, and a sin-
gle Dirac point contributes to each of the K/K’ valleys,
leading to Chern numbers ∓1. One can notice that at
the topological transition δJ/J = 0.5 the Chern number
of a given band changes not only its value, but also its
sign, leading to a change of the direction of propagation
for the edge modes.
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Figure 4: (Color online) Berry curvatures around K. (a)-(b)
Berry curvatures of the first and second ”valence” branches
respectively for δJ/J = 0.2 < 0.5. (c)-(d) Similar images for
δJ/J = 0.7 > 0.5. Zeeman field is ∆ = 0.1J in both cases.
In the following sections, we study this system in the
nonlinear regime and analyze its behavior versus the par-
ticule density and the applied magnetic field.
5II. BOGOLIUBOV EXCITATIONS IN
POLARITONIC GRAPHENE
Cavity polaritons have been well studied in different
semiconductor materials and despite their finite and rel-
atively short lifetime, their Bose-Einstein condensation
close to thermal equilibrium has been observed in several
works52–55 dealing with 2D cavities. One should notice,
however, than in lattices the formation of gap solitons
much more favored than the formation of a homogeneous
condensate in the ground state56,57 because of the higher
overlap of the negative-mass states and a longer lifetime
of states with antisymetric wave functions58. Similarly,
the slow spin relaxation in the excitonic reservoir makes
it difficult to achieve equilibrium between the two spin
sub-systems, and prevents the observation of the pre-
dicted spin-Meissner effect59. These two aspects of real
systems make the situation that we consider, namely a
quasi-thermal equilibrium for spinor polaritons in a pe-
riodic lattice, quite unrealistic at the present stage of
technology, but of a theoretical interest. However, similar
conclusions can be achieved for quasi-resonant pumping,
which will be the subject of future works, corresponding
to the optimal configuration for the experimental verifi-
cation of our predictions.
We therefore consider that the polariton graphene is
filled by a finite density of interacting polaritons at ther-
mal equilibrium at 0K. The polaritons form a Bose-
Einstein condensate which can be described within the
mean field approximation by the spinor Gross-Pitaevskii
equation:
i~
∂
∂t
Ψσγ = [H
σ
γ (k) + (α1|Ψσγ |2 + α2|Ψ−σγ |2)− µ]Ψσγ (18)
where γ is sublattice index and σ = +,− is the spin pro-
jection. Hσγ is the polaritonic graphene Hamiltonian de-
fined above. α1 and α2 are the interaction constants be-
tween particles with same spins and with opposite spins,
respectively. These interaction constants in polaritonic
systems are in general different40, which means that the
interactions are spin-anisotropic. The reason is that the
exchange in the singlet configuration passes through dark
excitonic states. We are going to look for the solution
of this equation including the condensate and its weak
excitations can be written as a 4-component spinor, tak-
ing into account sublattice and spin degrees of freedom
(eq.19):
Φ(r, t) = (Ψ+A,Ψ
−
A,Ψ
+
B ,Ψ
−
B)
T
=
√
n
(
e
e
)
+
(
uA
uB
)
ei(k.r−ωt) +
(
vA
vB
)∗
e−i(k.r−ωt) (19)
The first term is the stationary part of the function.
It holds the information about condensate’s polarization
e for the two sublattices (A-B). So, e is a 2-dimensional
spinor. For generality, uA(B),vA(B) are also spinors of
the form (u+A,u
−
A). Here, the sublattice indexes are de-
fined by A and B, while ± defines the polariton spin.
Finally, u and v represent the Bogoliubov complex coef-
ficients.
By introducing this solution in the GP-equation
(eq.18), and keeping only linear terms in u and v (Bo-
goliubov approximation, see method of ref60, problem
§30), we can first deduce the chemical potential. The en-
ergy dispersion and the eigenstates of the elementary low-
amplitude excitations of the condensate – the so-called
bogolons – can then be found by diagonalizing an 8 × 8
matrix. An example of such calculation, corresponding to
the large magnetic field case (which we will define below)
is given in the Appendix of the manuscript. In the fol-
lowing, we calculate and analyze the dispersions and the
corresponding eigenstates in different cases: first without
a magnetic field, and then under weak and strong fields.
A. Zero magnetic field.
Because of the spin-anisotropic interactions the mini-
mal energy configuration of a polariton condensate cor-
responds to a linearly polarized state61. For the sake of
definiteness, we choose at k = 0: e = (1, 1)T which gives
a well defined (horizontal) orientation of the in-plane po-
larisation. In this configuration, the chemical potential
is given by µ = (α1n + α2n)/2 − 3J , where n is the
density, J is the tunneling coefficient defined above. Us-
ing the Bogoliubov formalism, we compute the bogolon
dispersion and the corresponding eigenstates. The re-
sults for the zero magnetic field case are shown in Fig.
5(a),(b),(e),(f).
First, we analyze the simpler case of α2 = 0, which is
still spin-anisotropic since α1 6= α2. Panel (a) of Fig. 5
shows the bogolon dispersion, and panel (e) – the polar-
ization texture: white arrows indicate the in-plane pseu-
dospin direction and color shows the linear (H/V) polar-
ization degree. Close to Γ, the two bogolon dispersions
are TE and TM polarized. In other words, the TE-TM
symmetry of the system is not broken by the presence of
a condensate polarized along a well-defined spatial direc-
6tion. The reason for this is that α2 is zero, as we shall
see below.
Due to interactions, close to k = 0 these two disper-
sions depend linearly on the wave vector, with a speed of
sound given by cte,tm =
√
α1n/mte,tm, and the energy
splitting (the magnitude of the TE-TM effective field) is
also linear in k. At larger momenta, depending on the
parameters, one may recover a parabolic dispersion with
a parabolic splitting. Close to the K point, the preserved
TE-TM symmetry of the system makes the dispersion
and polarization structure similar with the ones obtained
for polariton graphene with TE-TM splitting in the linear
regime (see Fig. 2 of Ref.34): there is a linear intersection
in K point, and 3 additional linear intersections appear
because of the trigonal warping. The effective field tex-
ture around the K point is the one of the Dresselhaus
field, as shall be discussed below.
e) f) g) h)
a) b) d)c)
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Figure 5: (Color online) Band structures and polarization textures of Bogoliubov excitations without and with applied
magnetic field. (a)-(b) Energy dispersions without applied magnetic field: α2 = 0,−0.2α1 respectively. (c) Dispersions with
applied magnetic field B < BC , (d) with B > BC . (e)-(f)-(g)-(h) Corresponding polarization and pseudospin textures. The
colors represent the linear polarization degree while the white arrows show the corresponding pseudospin orientation of the
lowest energy state. (Set of parameters: δJ = 0.2J , α1n = J)
The case with α2 6= 0 is shown on the Figs.5(b),(f).
We have chosen to use α2 = −0.2α1 for all calculations,
although the exact value depends on the configuration
(in particular, on the detuning). In general, α2 is usually
negative39 and small with respect to α1. The scattering
rates leading to the creation of a bogolon with polarisa-
tions parallel and perpendicular to the one of the con-
densate are therefore different, which affects the sound
velocities of the dispersions at k = 0. The eigenstates
close to the Γ point correspond to these two polarisa-
tions, with their slope given by c‖ =
√
(α1 + α2)n/m∗
and c⊥ =
√
(α1 − α2)n/2m∗ respectively (where m∗ is
the reduced mass). The polarization texture is hence
strongly modified in the center of the Brillouin zone,
which is the consequence of the symmetry breaking by
an in-plane field, see Fig.5(f).
Due to this symmetry breaking, the form of the bands
changes: the trigonal warping initially present around
the K point, as in the linear case, disappears (5(b). Two
Dirac cones appear instead of four around each K point.
Moreover, the branches of the same band cross each
other, which modifies the polarization texture of each
branches. We point here that this effective field does not
7open a gap, moreover, because the contribution of α2
changes the energy of the condensate, it can even lead to
the closing of a gap, destroying the effect of the applied
magnetic field. This will be discussed in details in further
sections, but in general the effect of α2 is not the central
subject of this work.
Indeed, in the following, we study the polariton
graphene under an applied magnetic field, which over-
comes the anisotropy induced by nonzero α2, and the
effective in-plane field in K-K’ valleys come back in its
Dresselhaus-like form.
B. Nonzero magnetic field
As in the linear case, we apply an external magnetic
field in order to open a gap and compute the topologi-
cal invariants (Chern numbers) characterizing the band
structure of bologons. In this section, we first remind
the spin-Meissner effect, predicted for polariton conden-
sates in planar cavities. Then, taking account this phe-
nomenon, we come back to the study of bogolon dis-
persions in polaritonic graphene. In general, an applied
magnetic field B oriented in the growth direction leads
to the polariton Zeeman splitting characterized by −∆σz
term in the Hamiltonian with ∆ = |x|2gXµBB/2, where
x is the exciton Hopfield coefficient, gX is the exciton
g-factor, µB is the Bohr magneton.
1. The Spin-Meissner effect
Before considering our specific problem of interest, it
is certainly useful to remind the equilibrium behaviour of
a 2D polariton condensate in the presence of a magnetic
field. As shown in41, at low magnetic field an equilibrium
condensate in its ground state is elliptically polarized. It
generates a self-induced Zeeman field which compensates
the Zeeman splitting induced by the applied magnetic
field. This is called the spin-Meissner effect, because of
the analogy with the Meissner effect in superconductors,
where an external magnetic field cannot penetrate into
the superconducting region. Below a critical field BC ,
the chemical potential is therefore constant against the
magnetic field, the circular polarization degree of the con-
densate being given by:
ρc =
|Ψ+|2 − |Ψ−|2
|Ψ+|2 + |Ψ−|2 (20)
Above the critical field, the condensate becomes circu-
larly polarized. The splitting of the state with opposite
circular polarization at k = 0 is given by ∆eff .
∆eff = ∆−∆C = |x|2gXµB(B −BC)/2 (21)
where the critical field BC is defined by the interaction
energy via the corresponding splitting ∆C :
∆C =
(α1 − α2)
2
n (22)
∆C = |x|2gXµBBC/2 (23)
In the following, we are going consider the cases of sub-
critical (B < BC) and supercritical (B > BC) magnetic
fields separately.
Another aspect, which will play a key role in the fol-
lowing, is that the energy renormalization induced by
the interactions is larger for the bogolons states than
for the condensate itself. Indeed, if one neglects α2,
in the absence of the magnetic field the condensate is
shifted by α1n/2 with respect to the non-interacting
case at k = 0, whereas for large wavevectors the bo-
golon energy is shifted by 2α1n/2 with respect to the
corresponding non-interacting dipsersion, as one can di-
rectly see from the Bogoliubov formula for the excitations
~ω =
√
(~2k2/2m)2 + 2α1n/2(~2k2/2m), where the en-
ergy ~ω is measured from the chemical potential, itself
being α1n/2. The consequence is that the self-induced
Zeeman field is larger for the excited states than for the
ground state, while the Zeeman splitting induced by an
applied field remains the same (unless the excitonic frac-
tion changes significantly). Hence, in the magnetic field
range 2BC > B > BC , the bogolon dispersions with op-
posite circular polarisations should cross each other. The
total Zeeman field (applied and self-induced) at large
wave vector is in that case opposite to the one in the
ground state.
2. Weak magnetic field B < BC
We now turn back to the polariton graphene case con-
sidering an applied magnetic field weaker than the critical
field BC . In such case, the condensate at equilibrium is
elliptically polarized, with the polarization spinor being:
e =
(
cos θ
sin θ
)
, θ =
1
2
arcsin
√
1−
(
B
BC
)2
(24)
By using this spinor in the expression of the condensate
wavefunction Ψ, we find the chemical potential:
µ =
α1 + α2
2
n− 3J (25)
Then we can compute the matrix for the Bogoliubov co-
efficients, that we can diagonalize in order to get the en-
ergy dispersions and polarisation texture (Fig. 5(c),(g)).
In this section and the following one we restrict the con-
sideration to the case of δJ < J/2, typical for polariton
graphene etched out of a planar cavity. The case of larger
δJ is discussed in section III.
Figure 5(c) demonstrates a gap opening at K and K’,
similar to the linear case. Here, the self-induced Zeeman
field completely compensates the external magnetic field
8around the Γ point. The spin-Meissner effect is present,
like in a planar microcavity without a periodic poten-
tial. The lower branches remain linear near the center of
Brillouin zone.
The presence of the gap allows us to compute the band
Chern numbers (CC(V )) by using the gauge-invariant ap-
proach described above (Eq. 14). In the weak field
regime (∆  BC < α1n/2), the calculated Chern num-
bers CC = −2, CV = +2 are inverted with respect to
the non-interacting case35, where they have the values
CC = +2, CV = −2, because the non-interacting case
by definition corresponds to the opposite limit of large
magnetic fields α1n = 0 ∆. This topological inversion
occurs because of the self-induced Zeeman splitting at
high wavevectors, which is opposite to the applied mag-
netic field and strongly exceeds it. The system is in a
different topological phase with inverted propagation di-
rection of the chiral edge states, as compared with the
linear case.
We stress here that if α2 becomes large (for exam-
ple, in the regime of polariton Feshbach resonance62),
the strength of the external field has to be large enough
(∆ > |α2|n) to overcome the anisotropy effect described
in the previous section, in order to open a gap and obtain
this topological insulating phase.
3. Large magnetic field B > BC
In this subsection, we consider the case of magnetic
field above the critical value B > BC . Hence, a Zee-
man splitting appears between the two lower branches
in the Γ point, where interactions do not compensate the
magnetic field anymore. The condensate polarization be-
comes circular in Γ: e = (1, 0)T and the chemical poten-
tial becomes µ = α1n−∆−3J . We can observe that the
chemical potential now depends of the applied magnetic
field. Using the Bogoliubov approach as above, we find
the eigenenergies and the eigenstates for this configura-
tion. One of the two lower branches (polarized opposite
to the condensate) becomes parabolic in Γ and the degen-
eracy is lifted (see Fig. 5(d),(h)). The Zeeman splitting
in the Γ point is proportional to the difference between B
and BC , exactly as in the spin-Meissner effect in planar
cavities:
∆eff = ∆−∆C = |x|2gXµBBeff/2 (26)
As we can see on Fig.5(d), a gap opens between the
valence and conduction bands. For B just over BC ,
the topology of the bands (CC = −2, CV = +2) is
still inverted with respect to the non-interacting case.
Since the gap does not close at BC , the band topology
cannot change, and this result is normal. However, when
increasing the magnetic field again, the real Zeeman
energy continues to rise whereas the self-induced Zeeman
field, created by the interactions, is saturated. Conse-
quently, there exists a threshold field B = BS , where
the net Zeeman field at K and K’ cancels and the gap
closes and immediately re-opens when B > BS with an
inverted topology of the bands, associated with a change
of the signs of the Chern numbers (CC = +2, CV = −2).
This topology now corresponds to the non-interacting
case. The phenomenon of the topology inversion is
entirely due to the fact that interaction energy with the
condensate is larger for large wavevector bogolons than
in the center of Brillouin zone.
By writing the matrix in the upper BC case (appendix)
in K point, we can find the analytical expression for the
threshold magnetic field, at which the gap closes:
∆S =
1
2
(
α1n− α2n− 3J ±
√
6Jα1n+ 9J2
)
(27)
BS = 2
∆S
|x|2gXµB (28)
III. DISCUSSION
In the previous section we have demonstrated that a
topological inversion occurs at a threshold magnetic field
BS . The inversion of the topology at B = BS can be
observed either varying the magnetic field or the polari-
ton density. Whatever the density, if it is fixed, one can
always increase the magnetic field to achieve the thresh-
old value giving the inversion. If one fixes the magnetic
field at some value, it is possible to observe the transi-
tion in the opposite direction: from the normal topol-
ogy of the non-interacting system to inverted topology
of the strongly-interacting system. Indeed, in polaritonic
systems, the main experimentally adjustable parameter
is the optical pumping, which controls the creation of
polaritons, while their lifetime is generally fixed by the
properties of the cavity. The evolution of the gap as
a function of the condensate density is shown on the
Fig.6(a), where we can observe that the gap closes at
a critical density nS . The black solid line corresponds to
the realistic value of α2 = −0.2α1 (the same as in previ-
ous sections), while the red dashed line has been plotted
with α2 = −0.5α1, in order to clearly demonstrate the
suppression of the topological insulator behavior by the
anisotropy induced by the spin-anisotropic interactions
of the condensate and its fixed linear polarization. In-
deed, for any value of the applied magnetic field, one can
always increase the density and close the gap via α2n.
Thus, the effect of this constant, which is usually rela-
tively weak, can appear critical in certain configurations.
In the simplest configuration of relatively weak inter-
actions, where α1n << J , we can derive a simpler ex-
pression for the threshold magnetic field at which the
inversion occurs, using the Taylor series expansion:
∆S =
2α1 − α2
2
n (29)
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Figure 6: (Color online) Gap map and qualitative phase diagram. (a) Plot of the gap value under a constant magnetic field
as a function of the density. The gap closes at the critical density n = nS . (Parameters δJ = 0.2J , ∆ = 0.6J , black solid
line: α2 = −0.2α1, red dashed line: α2 = −0.5α1). (b) The Chern numbers of the conduction band with a constant applied
magnetic field. The insets illustrate the corresponding edge states.
This result can be rewritten to give the threshold density
as a function of an applied magnetic field:
nS =
2∆
2α1 − α2 , ∆ = |x|
2gxµB
B
2
(30)
For n < nS , the topology of Bogoliubov excitations is
the same as in the linear case. The topology of the bare
dispersion is transferred to the bogolon dispersion, as it
has been already shown for atomic systems24. Neverthe-
less, in the case of polaritons with their spin-anisotropic
interaction and the resulting self-induced Larmor preces-
sion, the topology of the bogolon dispersion is inverted
at the threshold density n = nS (Fig. 6). This result
implies the inversion of the propagation direction of the
topologically protected edge states.
Figure 6(b) demonstrates that the polariton graphene
with an interacting quantum fluid can exhibit two topo-
logical transitions: one associated with the threshold
density nS or magnetic field BS , and the other associ-
ated with the relative strength of the spin-orbit coupling
δJ/J = 1/2. At both transitions the signs of the Chern
numbers are inverted, and so the propagation direction of
the chiral edge states changes to the opposite one. The
transition associated with the spin-orbit coupling leads
also to the change of the magnitude of the Chern num-
bers and of the number of edge states: CC,V = ±2 for
δJ/J < 1/2 and CC,V = ∓1 for δJ/J > 1/2. We have
also demonstrated that the gap closes at high interactions
because of the effect of the singlet interaction constant
α2. The presence of these two topological transitions
makes the interacting polariton graphene an extremely
rich system with a great potential for future experimen-
tal and theoretical studies.
The potential of polariton graphene is confirmed by
the coexistence of two dissipation-less phenomena, which
are the superfluidity of the condensate and the existence
of the topologically protected edge states. It will be espe-
cially useful to study the case of resonant pumping, which
is the easiest feasible experiment to study the macro-
occupied states in polaritonic systems. We can imagine
interesting optical components, like the non-return valve
for light, with its orientation controlled by a slight change
of the particle density (external pumping). Our study is
a part of a larger topic: the physics of bosonic quan-
tum fluids in topological structures. A large variety of
phenomena have already been studied for the physics of
the condensates of cavity polaritons, like vortices, half-
vortices, and solitons. These collective excitations, dif-
ferent from the bologons we study in the present work,
are expected to give rise to new interesting phenomena
in topologically non-trivial systems.
Appendix: Example of the linearization for B > BC
The condensate is in the center of Brillouin zone and its
polarization is completely circular: e = (1, 0)T . There-
fore, we can write the solution for the weak excitations
of the condensate as follows:
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Φ(r, t) = (Ψ+A,Ψ
−
A,Ψ
+
B ,Ψ
−
B)
T
=
√
n
101
0
+

u+A
u−A
u+B
u−B
 ei(k.r−ωt) +

v+A
v−A
v+B
v−B

∗
e−i(k.r−ωt)
(A.1)
By inserting, this expression in the Gross-Pitaevskii
equation, we find the expression for the chemical poten-
tial:
µ = α1n−∆− 3J (A.2)
Then we can deduce a system of 8 equations for the Bo-
goliubov coefficients u,v, which can be written in matrix
form :
M =

α1n+ 3J 0 −Jfk −δJf+k α1n 0 0 0
0 (α2n− α1n) + 3J + 2∆ −δJf−k −Jfk 0 0 0 0
−Jf∗k −δJ(f−k )∗ α1n+ 3J 0 0 0 α1n 0
−δJ(f+k )∗ −Jf∗k 0 (α2n− α1n) + 3J + 2∆ 0 0 0 0
−α1n 0 0 0 −(α1n+ 3J) 0 Jf∗−k δJ(f+−k)∗
0 0 0 0 0 (α1 − α2)n− 3J − 2∆ δJ(f−−k)∗ Jf∗−k
0 0 −α1n 0 Jf−k δJf−−k −(α1n+ 3J) 0
0 0 0 0 δJf+−k Jf−k 0 (α1 − α2)n− 3J − 2∆

(A.3)
Then we diagonalize numerically this matrix to obtain
the eigenenergies and the eigenvectors.
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