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NONLINEAR SCHRÖDINGER EQUATIONS WITH SUM OF PERIODIC
AND VANISHING POTENTIALS AND SIGN-CHANGING
NONLINEARITIES
BARTOSZ BIEGANOWSKI AND JAROSŁAW MEDERSKI
Abstract. We look for ground state solutions to the following nonlinear Schrödinger equa-
tion
−∆u+ V (x)u = f(x, u)− Γ(x)|u|q−2u on RN ,
where V = Vper + Vloc ∈ L∞(RN ) is the sum of a periodic potential Vper and a localized
potential Vloc, Γ ∈ L∞(RN ) is periodic and Γ(x) ≥ 0 for a.e. x ∈ RN and 2 ≤ q < 2∗.
We assume that inf σ(−∆ + V ) > 0, where σ(−∆ + V ) stands for the spectrum of −∆ +
V and f has the subcritical growth but higher than Γ(x)|u|q−2u, however the nonlinearity
f(x, u) − Γ(x)|u|q−2u may change sign. Although a Nehari-type monotonicity condition for
the nonlinearity is not satisfied, we investigate the existence of ground state solutions being
minimizers on the Nehari manifold.
MSC 2010: Primary: 35Q60; Secondary: 35J20, 35Q55, 58E05, 35J47
Keywords: photonic crystal, linear defect, gap soliton, ground state, variational methods,
Nehari manifold, Schrödinger equation, periodic potential, localized potential.
Introduction
We consider the following nonlinear Schrödinger equation
(1.1) −∆u+ V (x)u = f(x, u)− Γ(x)|u|q−2u on RN , N ≥ 1
with u ∈ H1(RN), which appears in different areas of mathematical physics. In particular, if
V , f and Γ are periodic (or close-to-periodic) in x, then there is a wide range of applications
in photonic crystals admitting nonlinear effects [16, 23]. In this case (1.1) describes the prop-
agation of gap solitons which are special nontrivial solitary wave solutions Φ(x, t) = u(x)e−iωt
of the time-dependent Schrödinger equation of the form
i
∂Φ
∂t
= −∆Φ+ (V (x) + ω)Φ− g(x, |Φ|),
where g is responsible for nonlinear polarization in a photonic crystal, e.g in a self-focusing
Kerr-like medium one has f(x, u) = K(x)|u|2u for some periodic K : RN → R, infK > 0
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and Γ ≡ 0; see [8, 29]. If Γ(x) > 0 for x ∈ RN , then we deal with a mixture of self-
focusing and defocusing optical materials. For instance, we consider f(x, u) = K(x)|u|p−2u
with 2 < q < p < 2∗ and the nonlinear material may exhibit dual-power effect if p = 2q. In
general f satisfies the following conditions:
(F1) f : RN × R → R is measurable, ZN -periodic in x ∈ RN and continuous in u ∈ R for
a.e. x ∈ RN and there are c > 0 and 2 ≤ q < p < 2∗ such that
|f(x, u)| ≤ c(1 + |u|p−1) for all u ∈ R, x ∈ RN .
(F2) f(x, u) = o(|u|) uniformly in x as |u| → 0.
(F3) F (x, u)/|u|q → ∞ uniformly in x as |u| → ∞, where F is the primitive of f with
respect to u.
(F4) u 7→ f(x, u)/|u|q−1 is strictly increasing on (−∞, 0) and (0,∞).
We impose on Γ the following condition:
(Γ) Γ ∈ L∞(RN) is periodic in x ∈ RN , Γ(x) ≥ 0 for a.e. x ∈ RN .
Observe that if q = 2, then Γ(x)|u|q−2u = Γ(x)u may be included in the potential V and we
may assume that Γ ≡ 0 in this case.
In photonic crystals potential V is periodic or close-to-periodic. Namely if the periodic
structure has a linear defect, i.e. an additional structure breaking the periodicity, then the
photonic crystal can guide light along the defect [12, 16]. In this case the potential has the
following form
(1.2) V = Vper + Vloc,
where Vper is periodic in x ∈ RN and Vloc is a localized potential that vanishes at infinity; see
condition (V).
Our goal is to find a ground state of the energy functional J : H1(RN) → R of class C1
given by
J (u) = 1
2
∫
RN
|∇u|2 + V (x)|u|2 dx−
∫
RN
(
F (x, u)− 1
q
Γ(x)|u|q
)
dx.
A ground state stands for a critical point being a minimizer of J on the Nehari manifold
N := {u ∈ H1(RN) \ {0} : J ′(u)(u) = 0}.
Obviously N contains all nontrivial critical points, hence a ground state is the least energy
solution.
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Recall that in the absence of the localized potential Vloc = 0, the spectrum σ(−∆ + V )
of −∆ + V = −∆ + Vper is purely continuous, bounded from below and consists of closed
disjoint intervals [27]. In this case ground states of (1.1) with Γ ≡ 0 has been of particular
interests of many authors; see e.g. [17, 20, 22, 23, 26, 31] and references therein. In view of
a recent result of Szulkin and Weth [31], problem (1.1) under assumptions (F1)-(F4) with
q = 2, 2 < p < 2∗, Γ ≡ 0 and V = Vper ∈ C(RN ,R), 0 /∈ σ(−∆ + V ) admits a minimizer on
the Nehari-Pankov manifold [23] which is, in general, contained in N but coincides with N
provided that 0 < inf σ(−∆ + V ). Note that if Γ 6= 0 and q > 2, then the nonlinear part of
the energy functional
I(u) :=
∫
RN
(
F (x, u)− 1
q
Γ(x)|u|q
)
dx
is sign-changing, moreover u 7→ (f(x, u)−Γ(x)|u|q−2u)/|u| is no longer increasing on (−∞, 0)
and (0,∞), so the results of [31] do not apply in our case. Moreover under our assumptions, N
is not C1-manifold, so that the classical minimization on the Nehari manifold does not work.
We intend to adopt the techniques of [31] based on the observation that N is a topological
manifold homeomorphic with the unit sphere in H1(RN), where a minimizing sequence can
be found. Our approach is presented in the abstract setting in Section 2 and we develop a
critical point theory which extends the abstract result from [3] for positive definite functionals
and enables us to deal with sign-changing nonlinearities; see Theorem 2.1. Note that abstract
results concerning Nehari techniques have been also obtained by Szulkin and Weth in [32] for
positive nonlinear part I or completely continuous I ′ as well as by Figueiredo and Quoirin
in [13] for weakly lower semicontinuous u 7→ J ′(u)u. Observe that in our problem I and J
do not satisfy these conditions anymore.
Sign-changing nonlinearities of the form a(x)g(u), where a(x) changes sign (called indefi-
nite nonlinearities), have been studied for instance in [9,10,19]. In our case, however, the sign
of the nonlinear term depends on u, and the results devoted to indefinite nonlinearities do not
apply.
In this paper we consider a potential of the form (1.2) and we work with the following
assumption:
(V ) Vper ∈ L∞(RN) is ZN -periodic, Vloc ∈ L∞(RN) and Vloc(x)→ 0 as |x| → ∞.
Observe that for the sufficiently decaying perturbation Vloc, the multiplication by Vloc is a
compact perturbation of −∆+ Vper; see [25, 27]. Therefore the essential spectrum
σess(−∆+ V ) = σess(−∆+ Vper) = σ(−∆+ Vper).
However the whole spectrum σ(−∆ + V ) is no longer purely continuous and may contain
eigenvalues below the essential part σess(−∆+ V ) = σ(−∆+ Vper).
4 B. Bieganowski, J. Mederski
Now we state our main results.
Theorem 1.1. Suppose that (V), (Γ) (F1)-(F4) are satisfied and inf σ(−∆ + V ) > 0. If
Vloc(x) < 0 for a.e. x ∈ RN or Vloc ≡ 0, then (1.1) has a ground state u ∈ H1(RN), i.e. u
is a critical point of J such that J (u) = infN J . Moreover u is continuous and there exist
α,C > 0 such that
|u(x)| ≤ C exp(−α|x|) for any x ∈ RN .
Theorem 1.2. Suppose that (V), (Γ) (F1)-(F4) are satisfied and inf σ(−∆ + Vper) > 0. If
Vloc(x) > 0 for a.e. x ∈ RN then (1.1) has no ground states.
In order to find ground states we develope a critical point theory in Section 2 and prove
Theorems 1.1 and 1.2 in Section 3. Due to a localized potential Vloc we need to investigate
decompositions of Palais-Smale sequences and we present this result in a self-contained Section
4.
2. Abstract setting
Let E be a Hilbert space with the norm ‖ · ‖. We consider a functional J : E → R of the
following form
J (u) = 1
2
‖u‖2 − I(u),
where I : E → R is of C1 class. In this case the Nehari manifold is given by
N := {u ∈ E \ {0} : J ′(u)(u) = 0}
= {u ∈ E \ {0} : ‖u‖2 = I ′(u)(u)}.
Now we formulate the main result of this section.
Theorem 2.1. Suppose that the following conditions hold:
(J1) there is r > 0 such that a := inf‖u‖=r J (u) > J (0) = 0;
(J2) there is q ≥ 2 such that I(tnun)/tqn →∞ for any tn →∞ and un → u 6= 0 as n→∞;
(J3) for t ∈ (0,∞) \ {1} and u ∈ N
t2 − 1
2
I ′(u)(u)− I(tu) + I(u) < 0;
(J4) J is coercive on N .
Then infN J > 0 and there exists a bounded minimizing sequence for J on N , i.e. there is a
sequence (un) ⊂ N such that J (un)→ infN J and J ′(un)→ 0.
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Observe that condition (J2) implies that for any u 6= 0 there is t > 0 such that J (tu) < 0,
hence taking into account also (J1) we easily check that J has the classical mountain pass
geometry [2, 33] and we are able to find a Palais-Smale sequence. However we do not know
whether it is a bounded sequence and contained in N . In order to get the boundedness we
assume the coercivity in (J4), which is, in applications, a weaker requirement than the classical
Ambrosetti-Rabinowitz condition; see e.g. [31].
Remark 2.2. a) In order to get (J3) it is sufficient to check
(1− t) (tI ′(u)(u)− I ′(tu)(u)) > 0 for any t ∈ (0,∞) \ {1} and(2.1)
u such that I ′(u)(u) > 0.
Indeed, let us consider t ∈ (0,∞) \ {1}, u ∈ N and
(2.2) ϕ(t) =
t2 − 1
2
I ′(u)(u)− I(tu) + I(u).
Then I ′(u)(u) = ‖u‖2 > 0, ϕ(1) = 0, ϕ′(t) = tI ′(u)(u)−I ′(tu)(u) > 0 for t < 1 and ϕ′(t) < 0
for t > 1. Therefore ϕ(t) < ϕ(1) = 0.
b) Observe that (J3) is equivalent to the following condition: u ∈ N is the unique maximum
point of (0,+∞) ∋ t 7→ J (tu) ∈ R. Indeed, note that for u ∈ N
(2.3) J (tu) = J (u) + (J (tu)− J (u)− t2 − 1
2
J ′(u)(u)) = J (u) + ϕ(t) < J (u)
if and only if ϕ(t) < 0.
Proof of Theorem 2.1. For a given u 6= 0 we consider a map ϕ : [0,+∞) → R defined by
ϕ(t) = J (tu) − J (u) for t ∈ [0,+∞). Note that from (2.3), ϕ(t) is given by (2.2) provided
that u ∈ N . In view of (J1)-(J2) we obtain ϕ(0) = −J (u) < ϕ( r‖u‖) and ϕ(t) → −∞ as
t → ∞. Therefore there is a maximum point t(u) > 0 of ϕ which is a critical point of ϕ, i.e.
J ′(t(u)u)(u) = 0 and t(u)u ∈ N . In view of Remark 2.2 b) we infer that for any u 6= 0 there
is an unique critical point t(u) > 0 of ϕ, i.e. t(u)u ∈ N . Let mˆ : E \ {0} → N be a map given
by mˆ(u) = t(u)u for u 6= 0. We are going to show that mˆ is continuous. Take un → u0 6= 0
and denote tn = t(un) for n ≥ 0, so that mˆ(un) = tnun. Observe that if tn →∞ then by (2.3)
and (J2)
o(1) = J (un)/tqn ≤ J (mˆ(un))/tqn =
1
2
‖un‖2t2−qn − I(tnun)/tqn → −∞
and we get a contradiction. Therefore we may assume that tn → t0 ≥ 0. Again by (2.3)
J (tu0u0) ≥ J (t0u0) = lim
n→∞
J (tnun) ≥ lim
n→∞
J (tu0un) = J (t(u0)u0)
we get t0 = t(u0), which completes the proof of continuity of mˆ. Thus m = mˆ|S1, where S1 is
the unit sphere in E, is a homeomorphism. The inverse function is given by m−1(v) = v/‖v‖
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for v ∈ N . Therefore
c := inf
u∈S1
(J ◦m)(u) = inf
u∈N
J (u) ≥ inf
u∈N
J
(
r
‖u‖u
)
≥ a > 0.
Now, arguing as in [31][Proposition 2.9], we show that J ◦ mˆ is of C1-class. Moreover for
w, z ∈ E, w 6= 0 we have
(J ◦ mˆ)′(w)z = ‖mˆ(w)‖‖w‖ J
′(mˆ(w))z.
Since J ◦ m : S1 → R is of C1-class, then in view of the Ekeland variational principle we
find a minimizing sequence (vn) ⊂ S1 for J ◦ m such that (J ◦ m)′(vn) → 0. Then take
un = m(vn) ∈ N and observe that J ′(un)(vn) = 0 and
(J ◦m)′(vn)(z) = ‖un‖J ′(un)(z) = ‖un‖J ′(un)(z + tvn).
for any z ∈ TvnS1 and t ∈ R, where TvnS1 stands for the tangent space S1 at vn. Therefore
‖(J ◦m)′(vn)‖ = sup
z∈TvnS1, ‖z‖=1
(J ◦m)′(vn)(z) = ‖un‖‖J ′(un)‖.
Since un ∈ N , we have ‖un‖ ≥ η for some η > 0. The coercivity of J implies that supn ‖un‖ <
∞. Hence (un) is a bounded minimizing sequence for J on N such that J ′(un)→ 0. ✷
3. Application to (1.1)
Lemma 3.1. Suppose that (V), (Γ), (F1)-(F4) are satisfied and inf σ(−∆ + V ) > 0. Then
(J1)-(J4) hold.
In H1(RN) we consider the following norm
‖u‖2 =
∫
RN
|∇u|2 dx+
∫
RN
V (x)u2 dx.
Since inf σ(−∆+ V ) > 0, the norm ‖ · ‖ is equivalent to the classic one on H1(RN).
Proof. (J1) Fix ε > 0. Observe that (F1) and (F2) implies that F (x, u) ≤ ε|u|2+Cε|u|p for
some Cε. Therefore∫
RN
F (x, u) dx−
∫
RN
1
q
Γ(x)|u|q dx ≤
∫
RN
F (x, u) dx ≤ C(ε‖u‖2 + Cε‖u‖p),
for some constant C > 0 provided by the Sobolev embedding theorem. Thus there is
r > 0 such that ∫
RN
F (x, u) dx−
∫
RN
1
q
Γ(x)|u|q dx ≤ 1
4
‖u‖2
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for ‖u‖ ≤ r. Therefore
J (u) ≥ 1
4
‖u‖2 = 1
4
r2 > 0
for ‖u‖ = r.
(J2) By (F3) and Fatou’s lemma we get
I(tnun)/tqn =
∫
RN
F (x, tnun)
tqn
dx− 1
q
∫
RN
Γ(x)|un|q dx→∞.
(J3) Fix u such that I ′(u)(u) > 0, i.e.∫
RN
f(x, u)u dx >
∫
RN
Γ(x)|u|q dx.
Observe that
tI ′(u)(u)− I ′(tu)(u) =
∫
RN
f(x, u)tu− Γ(x)t|u|q − f(x, tu)u+ Γ(x)tq−1|u|q dx
=
∫
RN
f(x, u)tu− f(x, tu)u dx+ (tq−1 − t)
∫
RN
Γ(x)|u|q dx.
Then for t < 1 we have∫
RN
f(x, u)tu− f(x, tu)u dx+ (tq−1 − t)
∫
RN
Γ(x)|u|q dx >
>
∫
RN
tq−1f(x, u)u− f(x, tu)u dx =
= tq−1
∫
RN
f(x, u)u− f(x, tu)u
tq−1
dx > 0,
by (F4). In a similar way we see that tI ′(u)(u)− I ′(tu)(u) < 0 for t > 1. In view of
Remark 2.2, the condition (J3) holds.
(J4) Let (un) ⊂ N be a sequence such that ‖un‖ → ∞ as n → ∞. If q = 2, then Γ ≡ 0.
Suppose that vn := un(·+ yn) and if vn → 0 in Lp(RN), then by (2.3) one has
J (un) ≥ J (svn) = s
2
2
+ o(1)
for any s > 0. Hence J (un) → ∞. If vn is bounded away from 0 in Lp(RN), then
applying Lions’ lemma and Fatou’s lemma we show that
J (un)/‖un‖2 = 1
2
−
∫
RN
F (x, un(x+ yn))
u2n(x+ yn)
v2n(x+ yn) dx→ −∞
for some sequence (yn) ⊂ RN such that vn(·+ yn) ⇀ v 6= 0 for some v ∈ H1(RN) and
vn(x+yn)→ v(x) for a.e. x ∈ RN . Thus we get a contradiction since J (un)/‖un‖2 ≥ 0.
If q > 2 then (F3) implies that
f(x, u)u = q
∫ u
0
f(x, u)
uq−1
sq−1 ds ≥ q
∫ u
0
f(x, s)
sq−1
sq−1 ds = qF (x, u)
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for u ≥ 0 and similarly f(x, u)u ≥ qF (x, u) for u < 0. Therefore
J (un) = 1
2
‖un‖2 −
∫
RN
F (x, un) dx+
1
q
∫
RN
Γ(x)|un|q dx =
=
(
1
2
− 1
q
)
‖un‖2 +
∫
RN
1
q
f(x, un)un − F (x, un) dx ≥
≥
(
1
2
− 1
q
)
‖un‖2 →∞
as n→∞. 
Proof of Theorem 1.1. In view of Theorem 2.1 we find a bounded minimizing sequence (un) ⊂
N for J on N . Let c := infN J ,
Jper(u) := 1
2
∫
RN
|∇u|2 + Vper(x)u2 dx−
∫
RN
F (x, u) dx+
1
q
∫
RN
Γ(x)|u|q dx
and
cper := inf{Jper(u) : u ∈ H1(RN) \ {0}, J ′per(u) = 0}.
If Vloc = 0, we have J = Jper. Therefore, in view of Theorem 4.1, passing to a subsequence,
there is an integer ℓ ≥ 0 and sequences (ykn) ⊂ ZN , wk ∈ H1(RN), k = 1, . . . , ℓ such that
un ⇀ u0, J ′(u0) = 0, wk 6= 0, J ′per(wk) = 0 for each 1 ≤ k ≤ ℓ and
Jper(un)→ Jper(u0) +
ℓ∑
k=1
Jper(wk).
Thus
c = cper = Jper(u0) +
ℓ∑
k=1
Jper(wk) ≥ Jper(u0) + ℓcper.
If u0 6= 0, then ℓ = 0 and Jper(u0) = cper and u0 is a ground state. If u0 = 0, we get cper ≥ ℓcper.
Since cper > 0 then ℓ = 1 and w
1 is a ground state.
Suppose that Vloc < 0 for a.e. x ∈ RN . Again, using Theorem 4.1, there is uper 6= 0 - a
critical point of Jper such that Jper(uper) = cper. Let t > 0 be such that tuper ∈ N . Since
V (x) < Vper(x) we get
cper = Jper(uper) ≥ Jper(tuper) > J (tuper) ≥ c > 0.
From Theorem 4.1 there is u0 such that J ′(u0) = 0. Moreover
J (un)→ J (u0) +
ℓ∑
k=1
Jper(wk).
Thus
c = J (u0) +
ℓ∑
k=1
Jper(wk) ≥ J (u0) + ℓcper.
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Since cper > c, we get that ℓ = 0 and u0 is a ground state. From Theorem 2 in [24] we know
that there exist α,C > 0 such that
|u(x)| ≤ C exp(−α|x|)
for x ∈ RN . ✷
3.1. Nonexistence result. We will prove that if Vloc(x) > 0 for a.e. x ∈ RN , then ground
states do not exist. Observe that the condition inf(−∆ + Vper) > 0 implies that the norm of
given by
( ∫
RN
|∇u|2 + Vper(x)u2 dx
)1/2
for u ∈ H1(RN), is equivalent to ‖ · ‖.
Proof of Theorem 1.2. Let us denote
Nper =
{
u ∈ H1(RN) \ {0} : J ′per(u)(u) = 0
}
where
Jper(u) = J (u)−
∫
RN
Vloc(x)u
2 dx.
Suppose, by contradiction, that there is a ground state u0 ∈ N of J . Let tper > 0 be such
that tperu0 ∈ Nper. Since Vloc(x) > 0 for a.e. x ∈ RN , we have that∫
RN
Vloc(x)u
2
0 dx > 0.
Therefore
cper := infNper
Jper ≤ Jper(tperu0) < J (tperu0) ≤ J (u0) = c.
On the other hand, let u ∈ Nper and for y ∈ ZN let us denote uy = u(· − y). For each y ∈ ZN
let ty be a number such that tyuy ∈ N . Now observe that
Jper(u) = Jper(uy) ≥ Jper(tyuy) = J (tyuy)−
∫
RN
Vloc(x)(tyuy)
2 dx ≥ −c
∫
RN
Vloc(x)(tyuy)
2 dx.
We are going to show that ∫
RN
Vloc(x)(tyuy)
2 dx→ 0.
Indeed, note that ∫
RN
Vloc(x)(tyuy)
2 dx = t2y
∫
RN
Vloc(x+ y)u
2 dx.
In view of (V) we easily get ∫
RN
Vloc(x+ y)u
2 dx→ 0
as |y| → ∞. Since Jper is coercive on Nper, then
Jper(tyuy) = Jper(tyu) ≤ cper
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implies that (ty) is bounded. Therefore
Jper(u) ≥ c+
∫
RN
Vloc(x)(tyuy)
2 dx→ c.
Taking infimum over all u ∈ Nper we have a contradiction cper ≥ c. ✷
4. Decomposition of bounded Palais-Smale sequences
In this section we provide a decomposition result of bounded Palais-Smale sequences in the
spirit of [11,18] which is a key step in proof of Theorem 1.1 and generalizes [15][Theorem 5.1]
by Jeanjean and Tanaka. A similar result has been obtained for strongly indefinite functionals
involving a Hardy potential and a more restrictive class of nonlinearities in [14].
Let us consider the functional J : H1(RN)→ R of the form
J (u) = 1
2
∫
RN
|∇u|2 + V (x)u2 dx−
∫
RN
G(x, u) dx.
We assume that (V) holds, inf σ(−∆ + V (x)) > 0 and G(x, u) = ∫ u
0
g(x, s) ds, where g :
R
N × R→ R satisfies the following conditions:
(G1) g(·, u) is measurable and ZN -periodic in x, g(x, ·) is continuous in u for a.e. x ∈ RN ;
(G2) g(x, u) = o(|u|) as |u| → 0 uniformly in x;
(G3) there exists 2 < r < 2∗ such that lim|u|→∞ g(x, u)/|u|r−1 = 0 uniformly in x;
(G4) for each a < b there is a constant c > 0 such that |g(x, u)| ≤ c for a.e. x ∈ RN and
a ≤ u ≤ b.
Let Jper : H1(RN)→ R be given by the following formula
Jper(u) = 1
2
∫
RN
|∇u|2 + Vper(x)u2 dx−
∫
RN
G(x, u) dx.
Then we have the following result.
Theorem 4.1. Suppose that (G1)-(G4), (V 1), (V 2) hold. Let (un) be a bounded Palais-Smale
sequence for J . Then passing to a subsequence of (un), there is an integer ℓ > 0 and sequences
(ykn) ⊂ ZN , wk ∈ H1(RN), k = 1, . . . , ℓ such that:
(a) un ⇀ u0 and J ′(u0) = 0;
(b) |ykn| → ∞ and |ykn − yk′n | → ∞ for k 6= k′;
(c) wk 6= 0 and J ′per(wk) = 0 for each 1 ≤ k ≤ ℓ;
(d) un − u0 −
∑ℓ
k=1w
k(· − ykn)→ 0 in H1(RN) as n→∞;
(e) J (un)→ J (u0) +
∑ℓ
k=1Jper(wk).
NLS equations with sum of periodic and vanishing potentials and sign-changing nonlinearities 11
Observe that (G2) – (G4) imply that for each ε > 0 there is Cε > 0 such that
(4.1) |g(x, u)| ≤ ε|u|+ Cε|u|r−1
for a.e. x ∈ RN and for any u ∈ R. In fact, we use only (4.1) in proof of Theorem 4.1 instead
of (G2) – (G4). (G1) – (G4) can be easy verified in applications, e.g. in our problem (1.1)
with g(x, u) = f(x, u)− Γ(x)|u|q−2u. Similarly as in [15], where an autonomous nonlinearity
has been considered, our argument is based on Lions’ lemma [18, 33] and for the reader’s
conveniece we provide all details. In particular, Step 6 requires some technical arguments,
since our nonlinearity is non-autonomous and the periodic part Vper of potential V is not
constant.
Note that, in view of the Sobolev embeddings and (4.1) there exists ρ > 0 such that
each nontrivial, critical point v of J satisfies ‖v‖ ≥ ρ, and now we are ready to prove the
decomposition result.
Proof of Theorem 4.1.
Step 1: We may find a subsequence of (un) such that un ⇀ u0, where u0 ∈ H1(RN) is a
critical point of J .
Indeed, (un) is bounded and therefore there is u0 ∈ H1(RN) such that un ⇀ u0 up to a
subsequence; moreover, up to a subsequence, we may assume that un(x) → u(x) for a.e.
x ∈ RN . Let ϕ ∈ C∞0 (RN). Then
J ′(un)(ϕ)− J ′(u0)ϕ =
∫
RN
∇(un − u0)∇ϕdx+
∫
RN
V (x)(un − u0)ϕdx
−
∫
RN
(g(x, un)− g(x, u0))ϕdx
=
∫
suppϕ
∇(un − u0)∇ϕdx+
∫
suppϕ
V (x)(un − u0)ϕdx
−
∫
suppϕ
(g(x, un)− g(x, u0))ϕdx.
In view of the weak convergence un ⇀ u0 we see that∫
suppϕ
∇(un − u0)∇ϕdx→ 0.
By the Vitali convergence theorem we have∫
suppϕ
V (x)(un − u0)ϕdx→ 0.
Next, the Hölder inequality and (4.1) imply∫
suppϕ
|g(x, un)ϕ| dx ≤ C(|un|2|ϕχE |2 + |un|r−1r |ϕχE|r)
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for measurable set E ⊂ suppϕ and therefore∫
suppϕ
(g(x, un)− g(x, u0))ϕdx→ 0.
Hence J ′(un)ϕ → J ′(u0)ϕ. Since (un) is a Palais-Smale sequence, then J ′(u0)ϕ = 0 for any
ϕ ∈ C∞0 (RN ).
Step 2: Let v1n = un − u0. Suppose that
(4.2) sup
z∈RN
∫
B(z,1)
|v1n|2 dx→ 0.
Then un → u0 and (a)–(e) hold for ℓ = 0.
Note that
J ′(un)(v1n) =
∫
RN
∇v1n∇v1n dx+
∫
RN
∇u0∇v1n dx+
∫
RN
V (x)|v1n|2 dx
+
∫
RN
V (x)u0v
1
n dx−
∫
RN
g(x, un)v
1
n dx.
Therefore
‖v1n‖2 = J ′(un)(v1n)−
∫
RN
∇u0∇v1n dx−
∫
RN
V (x)u0v
1
n dx+
∫
RN
g(x, un)v
1
n dx.
Since J ′(u0)(v1n) = 0 we get
‖v1n‖2 = J ′(un)(v1n) +
∫
RN
(g(x, un)− g(x, u0)) v1n dx.
From Lions’ lemma (see [18, 33]), we have v1n → 0 in Ls(RN) for each 2 < s < 2∗. Since (v1n)
is bounded, we observe that
‖J ′(un)(v1n)‖ ≤ ‖J ′(un)‖‖v1n‖ → 0.
Moreover, in view of a Hölder inequality and (4.1)∣∣∣∣
∫
RN
g(x, un)v
1
n dx
∣∣∣∣ ≤ ε|un|2|v1n|2 + Cε|un|r−1r |v1n|r.
Therefore
∫
RN
g(x, un)v
1
n dx→ 0 and in a very similar way
∫
RN
g(x, u0)v
1
n dx→ 0. Thus v1n → 0
and this completes the proof of Step 2.
Step 3: Suppose that there is a sequence (zn) ⊂ ZN such that
lim inf
n→∞
∫
B(zn,1+
√
N)
|v1n|2 dx > 0.
Then there is w ∈ H1(RN) such that (up to a subsequence):
(i) |zn| → ∞, (ii) un(·+ zn) ⇀ w 6= 0, (iii) J ′per(w) = 0.
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Conditions (i) and (ii) are standard, so let us concentrate on (iii). Let vn = un(· + zn), then
similarly as in Step 1
J ′per(vn)(ϕ)− J ′per(w)(ϕ)→ 0
for each ϕ ∈ C∞0 (RN). We are going to show that J ′per(vn)(ϕ)→ 0. Observe that
J ′(un)(ϕ(· − zn)) =
∫
RN
∇un(·+ zn)∇ϕdx+
∫
RN
V (x+ zn)un(·+ zn) dx
−
∫
RN
g(x, un(·+ zn))ϕdx.
Moreover, there is D > 0 such that
‖J ′(un)(ϕ(· − zn))‖ ≤ ‖J ′(un)‖‖ϕ(· − zn)‖ ≤ D‖J ′(un)‖‖ϕ‖H1(RN ) → 0.
Therefore ∫
RN
∇vn∇ϕdx+
∫
RN
V (x+ zn)vnϕdx−
∫
RN
g(x, vn)ϕdx→ 0.(4.3)
Since |zn| → ∞ implies that Vloc(x+ zn)→ 0 for a.e. x ∈ RN , we have∫
RN
(V (x+ zn)− Vper(x+ zn))vnϕdx =
∫
RN
Vloc(x+ zn)vnϕdx→ 0.(4.4)
Combining (4.3) and (4.4) we have that
J ′per(vn)(ϕ) =
∫
RN
∇vn∇ϕdx+
∫
RN
Vper(x)vnϕdx−
∫
RN
g(x, vn)ϕdx =
=
[∫
RN
∇vn∇ϕdx+
∫
RN
V (x+ zn)vnϕdx−
∫
RN
g(x, vn)ϕdx
]
−
[∫
RN
Vloc(x+ zn)vnϕdx
]
→ 0,
which completes the proof of Step 3.
Step 4: Suppose that there exist m ≥ 1, (ykn) ⊂ ZN , wk ∈ H1(RN) for 1 ≤ k ≤ m such that
|ykn| → ∞, |ykn − yk
′
n | → ∞ for k 6= k′,
un(·+ ykn)→ wk 6= 0, for each 1 ≤ k ≤ m,
J ′per(wk) = 0, for each 1 ≤ k ≤ m.
Then,
(1) if supz∈RN
∫
B(z,1)
∣∣un − u0 −∑mk=1wk(· − ykn)∣∣2 dx→ 0 as n→∞, then∥∥∥∥∥un − u0 −
m∑
k=1
wk(· − ykn)
∥∥∥∥∥→ 0;
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(2) if there is (zn) ⊂ ZN such that
lim inf
n→∞
∫
B(zn,1+
√
N)
∣∣∣∣∣un − u0 −
m∑
k=1
wk(· − ykn)
∣∣∣∣∣
2
dx > 0,
then there is wm+1 ∈ H1(RN) such that (up to subsequences):
(i) |zn| → ∞, |zn − ykn| → ∞, for 1 ≤ k ≤ m,
(ii) un(·+ zn) ⇀ wm+1 6= 0,
(iii) J ′per(wm+1) = 0.
Suppose that supz∈RN
∫
B(z,1)
∣∣un − u0 −∑mk=1wk(· − ykn)∣∣2 dx→ 0. Let
ξn = un − u0 −
m∑
k=1
wk(· − ykn)
and observe that, in view of Lions’ lemma, we have ξn → 0 in Lr(RN). Let us compute
J ′(un)(ξn) =
∫
RN
∇ξn∇ξn dx+
∫
RN
∇u0∇ξn dx+
∫
RN
∇
(
m∑
k=1
wk(· − ykn)
)
∇ξn dx
+
∫
RN
V (x)ξ2n dx+
∫
RN
V (x)u0ξn dx
+
∫
RN
V (x)
(
m∑
k=1
wk(· − ykn)
)
ξn dx−
∫
RN
g(x, un)ξn dx.
Thus
‖ξn‖2 = J ′(un)(ξn)−
∫
RN
∇u0∇ξn dx−
∫
RN
V (x)u0ξn dx−
∫
RN
∇
(
m∑
k=1
wk(· − ykn)
)
∇ξn dx
−
∫
RN
V (x)
(
m∑
k=1
wk(· − ykn)
)
ξn dx+
∫
RN
g(x, un)ξn dx.
Since J ′(u0)(ξn) = 0, we get
‖ξn‖2 = J ′(un)(ξn)−
∫
RN
g(x, u0)ξn dx−
m∑
k=1
∫
RN
∇(wk(· − ykn))∇ξn dx
−
m∑
k=1
∫
RN
Vper(x)w
k(· − ykn)ξn dx−
m∑
k=1
∫
RN
Vloc(x)w
k(· − ykn)ξn dx
+
∫
RN
g(x, un)ξn dx.
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Moreover J ′per(wk) = 0, thus
‖ξn‖2 = J ′(un)(ξn)−
m∑
k=1
∫
RN
g(x, wk)ξn(·+ ykn) dx(4.5)
−
m∑
k=1
∫
RN
Vloc(x)w
k(· − ykn)ξn dx+
∫
RN
(g(x, un)− g(x, u0))ξn dx.
Observe that
‖J ′(un)(ξn)‖ ≤ ‖J ′(un)‖‖ξn‖ → 0.
Since |ξn|r → 0, then by (4.1) and in view of the Hölder inequality∣∣∣∣
∫
RN
g(x, u0)ξn dx
∣∣∣∣ ≤ ε
∫
RN
|u0ξn| dx+ Cε
∫
RN
|u0|r−1|ξn| dx
→ ε lim sup
n→∞
∫
RN
|u0ξn| dx
as n→∞, and taking ε→ 0 we get∣∣∣∣
∫
RN
g(x, u0)ξn dx
∣∣∣∣→ 0.
Similarly we show that all integrals in (4.5) tend to 0. Thus ‖ξn‖ → 0 and the proof in this
case is completed. Suppose that
lim inf
n→∞
∫
B(zn,1+
√
N)
∣∣∣∣∣un − u0 −
m∑
k=1
wk(· − ykn)
∣∣∣∣∣
2
dx > 0,
for some (zn) ⊂ ZN . Then (i) and (ii) hold similarly as in Step 3. To prove (iii), let
vn = un(·+ zn). Then for ϕ ∈ C∞0 (RN) we have
J ′per(vn)(ϕ)− J ′per(wm+1)(ϕ)→ 0
and J ′per(vn)(ϕ)→ 0, which completes the proof of (iii).
Step 5: Conclusion.
On view of Step 1, we know that un ⇀ u0 and J ′(u0) = 0, which completes the proof of (a).
If condition (4.2) from Step 2 holds, then un → u0 and theorem is true for ℓ = 0. On the
other hand, one has
lim inf
n→∞
∫
B(yn,1)
|v1n|2 dx > 0
for some (yn) ⊂ RN . For each yn ∈ RN we will find zn ∈ ZN such that
B(yn, 1) ⊂ B(zn, 1 +
√
N).
Then
lim inf
n→∞
∫
B(zn,1+
√
N)
|v1n|2 dx ≥ lim inf
n→∞
∫
B(yn,1)
|v1n|2 dx > 0.
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Therefore in view of Step 3 we find w such that (i)-(iii) hold. Let y1n = zn and w
1 = w. If
(1) from Step 4 holds with m = 1, then (b)-(d) are true. Otherwise (2) holds and we put
(y2n) = (zn) and w
2 = w. Then we iterate the Step 4. To complete the proof of (b)-(d) it is
sufficient to show that this procedure will finish after a finite number of steps. Indeed, observe
that
lim
n→∞
‖un‖2 − ‖u0‖2 −
m∑
k=1
‖wk‖2 = lim
n→∞
∥∥∥∥∥un − u0 −
m∑
k=1
wk(· − ykn)
∥∥∥∥∥
2
≥ 0
for each m ≥ 1. Since wk are critical points of Jper, there is ρ0 > 0 such that ‖wk‖ ≥ ρ0 > 0,
so after a finite number of steps, say ℓ steps, condition (1) in Step 4 will hold.
Step 6: We will show that (e) holds:
J (un)→ J (u0) +
ℓ∑
k=1
Jper(wk).
Observe that
J (un) = 1
2
∫
RN
|∇u0|2 dx+ 1
2
∫
RN
|∇(un − u0)|2 dx+
∫
RN
∇u0∇(un − u0) dx
+
1
2
∫
RN
V (x)u20 dx+
1
2
∫
RN
V (x)(un − u0)2 dx+
∫
RN
V (x)u0(un − u0) dx−
∫
RN
G(x, un) dx
and therefore
J (un) = J (u0) + Jper(un − u0) +
∫
RN
∇u0∇(un − u0) dx
+
1
2
∫
RN
Vloc(x)(un − u0)2 dx+
∫
RN
V (x)u0(un − u0) dx
+
∫
RN
G(x, un − u0) dx+
∫
RN
G(x, u0) dx−
∫
RN
G(x, un) dx.
It is sufficient to show that∫
RN
[G(x, un − u0) +G(x, u0)−G(x, un)] dx→ 0,(4.6)
Jper(un − u0)→
ℓ∑
k=1
Jper(wk).(4.7)
Let us consider the function H : RN × [0, 1]→ R given by H(x, t) = G(x, un− tu0). Therefore
G(x, un − u0)−G(x, un) = H(x, 1)−H(x, 0) =
∫ 1
0
∂H
∂s
(x, s) ds.
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Note that∫
RN
[G(x, un − u0) +G(x, u0)−G(x, un)] dx =
∫
RN
[∫ 1
0
∂H
∂s
(x, s) ds+G(x, u0)
]
dx
=
∫
RN
∫ 1
0
∂H
∂s
(x, s) ds dx+
∫
RN
G(x, u0) dx
=
∫ 1
0
∫
RN
−g(x, un − su0)u0 dx ds+
∫
RN
G(x, u0) dx.
Let E ⊂ RN be a measurable set. From the Hölder inequality we have∫
E
|g(x, un − su0)u0| dx ≤ C
∫
E
|un − su0||u0| dx+ C
∫
E
|un − su0|r−1|u0| dx
≤ C|(un − su0)χE |22|u0χE |22 + C|(un − su0)χE |r−1r |u0χE |r.
Then (g(x, un− su0)u0) is uniformly integrable and by the Vitali convergence theorem we get∫ 1
0
∫
RN
−g(x, un − su0)u0 dx ds→
∫ 1
0
∫
RN
−g(x, u0 − su0)u0 dx ds.
On the other hand we we have∫ 1
0
∫
RN
−g(x, u0 − su0)u0 dx ds =
∫
RN
∫ 1
0
−g(x, u0 − su0)u0 ds dx
=
∫
RN
∫ 1
0
∂
∂s
[G(x, u0 − su0)] ds dx
=
∫
RN
G(x, 0)−G(x, u0) dx =
∫
RN
−G(x, u0) dx.
Finally∫
RN
[G(x, un − u0) +G(x, u0)−G(x, un)] dx→
∫
RN
[G(x, u0)−G(x, u0)] dx = 0,
which completes the proof of (4.6). In order to show (4.7) observe that
Jper(un − u0) =
∫
RN
|∇(un − u0)|2 + Vper(x)(un − u0)2 dx−
∫
RN
G(x, un − u0) dx.
Now we show that ∫
RN
G(x, un − u0) dx→
ℓ∑
k=1
∫
RN
G(x, wk) dx.
Put anm = un − u0 −
∑m
k=1w
k(· − ykn). Observe that in (4.6) we have already proved that∫
RN
G(x, an0 ) +G(x, u0)−G(x, un) dx→ 0
as n→∞. Taking an0 (·+ y1n) instead of un and w1 instead of u0 we get
(4.8)
∫
RN
G(x, an1 ) +G(x, w
1)−G(x, an0 ) dx→ 0.
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Now taking an1 (·+ y2n) instead of un and w2 instead of u0 we get
∫
RN
G(x, an2 ) +G(x, w
2)−G(x, an1 ) dx→ 0.
Taking into account (4.8) in the above formula we obtain
∫
RN
G(x, an2 ) dx+
∫
RN
G(x, w2) dx+
∫
RN
G(x, w1) dx−
∫
RN
G(x, a10) dx→ 0.
Repeating this reasoning, putting anℓ−1(·+ yℓn) instead of un and wℓ instead of u0 we get
∫
RN
G(x, anℓ ) dx+
∫
RN
G(x, wℓ) dx−
∫
RN
G(x, anℓ−1) dx→ 0.
Using, already proved convergences, we get respectively:
∫
RN
G(x, anℓ ) dx+
∫
RN
G(x, wℓ) dx−
∫
RN
G(x, anℓ−1) dx→ 0,∫
RN
G(x, anℓ ) dx+
∫
RN
G(x, wℓ) dx+
∫
RN
G(x, wℓ−1) dx−
∫
RN
G(x, anℓ−2) dx→ 0,
...∫
RN
G(x, anℓ ) dx+
ℓ∑
k=1
∫
RN
G(x, wk) dx−
∫
RN
G(x, an0 )→ 0.
Observe that anℓ → 0, and therefore
∫
RN
G(x, anℓ ) dx→ 0.
Finally
∫
RN
G(x, un − u0) dx→
ℓ∑
k=1
∫
RN
G(x, wk) dx.
Observe that
∫
RN
∣∣∣∣∣∇
(
un − u0 −
ℓ∑
k=1
wk(· − ykn)
)∣∣∣∣∣
2
+ V (x)
(
un − u0 −
ℓ∑
k=1
wk(· − ykn)
)2
dx→ 0,
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which is equivalent to
∫
RN
|∇(un − u0)|2 dx+
ℓ∑
k=1
∫
RN
|∇wk(· − ykn)|2 dx
−2
∫
RN
ℓ∑
k=1
∇(un − u0) · ∇wk(· − ykn) dx+
∑
k 6=k′
∫
RN
∇wk(· − ykn)∇wk
′
(· − yk′n ) dx
+
∫
RN
Vloc(x)
(
un − u0 −
ℓ∑
k=1
wk(· − ykn)
)2
dx
+
∫
RN
Vper(x)
(
un − u0 −
ℓ∑
k=1
wk(· − ykn)
)2
dx→ 0.
Note that ∫
RN
Vloc(x)
(
un − u0 −
ℓ∑
k=1
wk(· − ykn)
)2
dx→ 0,
since ∣∣∣∣∣∣
∫
RN
Vloc(x)
(
un − u0 −
ℓ∑
k=1
wk(· − ykn)
)2
dx
∣∣∣∣∣∣ ≤ |Vloc|∞
∣∣∣∣∣un − u0 −
ℓ∑
k=1
wk(· − ykn)
∣∣∣∣∣
2
2
.
Moreover
−2
∫
RN
ℓ∑
k=1
∇(un − u0) · ∇wk(· − ykn) dx→ −2
ℓ∑
k=1
∫
RN
|∇wk(· − ykn)|2 dx+ o(1),
since ∫
RN
ℓ∑
k=1
∇(un − u0) · ∇wk(· − ykn) dx =
∫
RN
ℓ∑
k=1
∇(un(·+ ykn)− u0(·+ ykn)) · ∇wk dx
and un(·+ ykn) ⇀ wk. Therefore∫
RN
|∇(un − u0)|2 dx−
ℓ∑
k=1
∫
RN
|∇wk(· − ykn)|2 dx+
∑
k 6=k′
∫
RN
∇wk(· − ykn)∇wk
′
(· − yk′n ) dx
+
∫
RN
Vper(x)
(
un − u0 −
ℓ∑
k=1
wk(· − ykn)
)2
dx→ 0.
Observe that∫
RN
∇wk(· − ykn)∇wk
′
(· − yk′n ) dx =
∫
RN
∇wk∇wk′(·+ ykn − yk
′
n ) dx→ 0,
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since |ykn − yk′n | → ∞ for k 6= k′. Thus∫
RN
|∇(un − u0)|2 dx−
ℓ∑
k=1
∫
RN
|∇wk(· − ykn)|2 dx
+
∫
RN
Vper(x)
(
un − u0 −
ℓ∑
k=1
wk(· − ykn)
)2
dx→ 0,
which is equivalent to∫
RN
|∇(un − u0)|2 dx−
ℓ∑
k=1
∫
RN
|∇wk(· − ykn)|2 dx+
∫
RN
Vper(x)(un − u0)2 dx
−2
ℓ∑
k=1
∫
RN
Vper(x)(un − u0)wk(· − ykn) dx+
∫
RN
Vper(x)
(
ℓ∑
k=1
wk(· − ykn)
)2
dx→ 0.
In a similar way we get
−2
ℓ∑
k=1
∫
RN
Vper(x)(un − u0)wk(· − ykn) dx = −2
∫
RN
Vper(x)(un − u0)2 dx+ o(1).
Therefore ∫
RN
|∇(un − u0)|2 dx−
ℓ∑
k=1
∫
RN
|∇wk(· − ykn)|2 dx−
∫
RN
Vper(x)(un − u0)2 dx
+
∫
RN
Vper(x)
(
ℓ∑
k=1
wk(· − ykn)
)2
dx→ 0
and ∫
RN
|∇(un − u0)|2 dx−
ℓ∑
k=1
∫
RN
|∇wk(· − ykn)|2 dx−
∫
RN
Vper(x)(un − u0)2 dx
+
ℓ∑
k=1
∫
RN
Vper(x)(w
k(· − ykn))2 dx+
∑
k 6=k′
∫
RN
Vper(x)w
k(· − ykn)wk
′
(· − yk′n ) dx→ 0.
Note that ∫
RN
Vper(x)w
k(· − ykn)wk
′
(· − yk′n ) dx→ 0,
and therefore
Jper(un − u0)−
ℓ∑
k=1
Jper(wk) = Jper(un − u0)−
ℓ∑
k=1
Jper(wk(· − ykn))→ 0.
Thus
Jper(un − u0)→
ℓ∑
k=1
Jper(wk),
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which completes the proof of (4.7) and the proof of Theorem 4.1. ✷
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