Motivated by the recent developments of pseudo-Hermitian quantum mechanics, we analyze the structure generated by unbounded metric operators in a Hilbert space. To that effect, we consider the notions of similarity and quasi-similarity between operators and explore to what extent they preserve spectral properties. Then we study quasi-Hermitian operators, bounded or not, that is, operators that are quasi-similar to their adjoint and we discuss their application in pseudo-Hermitian quantum mechanics. Finally, we extend the analysis to operators in a partial inner product space (pip-space), in particular the scale of Hilbert spaces generated by a single unbounded metric operator.
Introduction
More than fifty years ago, Dieudonné [13] defined quasi-Hermitian operators as those bounded operators A which satisfy a relation of the form
where G is a metric operator, i.e., a strictly positive self-adjoint operator. The same relation makes sense, however, for unbounded operators A also, under suitable conditions. In any case, the operator G then defines a new metric (hence the name) and a new Hilbert space, with inner product G·|· (called physical in some applications), in which A is symmetric and may possess a self-adjoint extension. In particular, the Dieudonné relation (1) implies that the operator A is similar to its adjoint A * , in some sense, so that the notion of similarity plays a central rôle in the theory. In most of the literature, the metric operator G is assumed to be bounded, with bounded inverse. However, the example of the Hamiltonian of the imaginary cubic oscillator, H = p 2 +ix 3 , shows that bounded metric operators with unbounded inverse do necessarily occur [22] . In that case, the notion of similarity must be replaced by that of quasi-similarity. In fact, the notions of similarity and quasi-similarity between operators on Banach spaces have a long history, notably in the context of spectral operators, in the sense of Dunford [14, Sec.XV.6] . A spectral operator of scalar type is an operator that can be written as A = C λ dE(λ), where E(·) is a bounded (but not necessarily self-adjoint) resolution of the identity. 3 Every such operator is similar to a normal operator [14, Sec.XV.6, Theor.4] . Spectral operators of scalar type with real spectrum and, a fortiori, self-adjoint operators, are quasi-Hermitian. Thus we are led to generalize the notion of similarity of operators, in particular in the unbounded case. We will also need an alternative definition of quasi-Hermitian operators, better adapted to the presence of unbounded metric operators.
On the physical side, the motivation for such an analysis stems from recent developments in the so-called Pseudo-Hermitian quantum mechanics. This is an unconventional approach to quantum mechanics, based on the use of a non-self-adjoint Hamiltonian, that can be transformed into a self-adjoint one by changing the ambient Hilbert space, via a metric operator, as explained above. 4 These Hamiltonians are in general assumed to be PT -symmetric, that is, invariant under the joint action of space reflection (P) and complex conjugation (T ). Typical examples are the PT -symmetric, but non-self-adjoint, Hamiltonians H = p 2 + ix 3 and H = p 2 − x 4 . Surprisingly, both of them have a purely discrete spectrum, real and positive. In fact, they are quasi-Hermitian. An early analysis of PT -symmetric Hamiltonians may be found in the review papers of Bender [8] and Mostafazadeh [19] . Since then, a large body of literature has been devoted to this topic. An overview of the recent works, including the various physical applications, is presented in [10, 9] . The recent conference PHHQP15 (Palermo, May 2015) offers a vivid panorama of the present status of the theory. A large number of contributions to the latter may be found in the present volume.
Coming back to the present paper, we note that unbounded metric operators have been introduced in several recent works [5, 6, 7, 20] and an effort was made to put the whole machinery on a sound mathematical basis. In particular, we have explored in [2, 3, 4 ] the properties of unbounded metric operators, in particular, their incidence on similarity and on spectral data. We will quickly survey those papers here, omitting all proofs.
To conclude, let us fix our notations. The framework in a separable Hilbert space H, with inner product ·|· , linear in the first entry. Then, for any operator A in H, we denote its domain by D(A) and its range by R(A).
Metric operators
We start with the central object of the study, namely, metric operators. Definition 2.1 By a metric operator in a Hilbert space H, we mean a strictly positive selfadjoint operator G, that is, G > 0 or Gξ|ξ 0 for every ξ ∈ D(G) and Gξ|ξ = 0 if and only if ξ = 0.
Of course, G is densely defined and invertible, but need not be bounded; its inverse G −1 is also a metric operator, bounded or not. We note that, given a metric operator G, both G ±1/2 and, more generally, G α (α ∈ R), are metric operators. As we noticed in the introduction, in most of the literature on Pseudo-Hermitian quantum mechanics, the metric operators are assumed to be bounded with bounded inverse, although there are exceptions. In the sequel, however, we will consider the general case where G and G −1 may be both unbounded.
The general case
Given a metric operator G, consider the domain D(G 1/2 ) and equip it with the following norm
Since this norm is equivalent to the graph norm,
this yields a Hilbert space, denoted H(R G ), dense in H. Next, we equip that space with the norm ξ 2 G := G 1/2 ξ 2 and denote by H(G) the completion of H(R G ) in that norm and corresponding inner product
, with the so-called projective norm [1, Sec.I.2.1], which here is simply the graph norm (3). Then we define R G := I + G, which justifies the notation H(R G ), by comparison of (2) with the norm · 2 G of H(G). Now we perform the construction described in [1, Sec. 5.5], and largely inspired by interpolation theory [11] . First we notice that the conjugate dual
G ), the completion of H with respect to the norm defined by R −1 G , and one gets the triplet
Proceeding in the same way with the inverse operator G −1 , we obtain another Hilbert space, H(G −1 ), and another triplet
Then, taking conjugate duals, it is easy to see that one has
In these relations, the r.h.s. is meant to carry the inductive norm (and topology) [1, Sec.I.2.1], so that both sides are in fact unitary equivalent, hence identified. By the definition of the spaces H(R G ±1 ) and the relations (6)- (7), it is clear that all the seven spaces involved constitute a lattice with respect to the lattice operations
Completing that lattice by the extreme spaces
) (these equalities follow from interpolation), we obtain the diagram shown on Fig. 1 , which completes the corresponding one from [2] . Here also every embedding, denoted by an arrow, is continuous and has dense range. Next, on the space H(R G ), equipped with the norm · 2 G , the operator G 1/2 is isometric onto H, hence it extends to a unitary operator from H(G) onto H. Analogously, G −1/2 is a unitary ✏ ✏ ✏ ✶ ✏ ✏ ✏ ✶ P P P q P P P q ✏ ✏ ✏ ✶ ✏ ✏ ✏ ✶ P P P q P P P q
Figure 1: The lattice of Hilbert spaces generated by a metric operator.
operator from H(G −1 ) onto H. In the same way, the operator R 1/2 G is unitary from H(R G ) onto H, and from H onto H(R −1 G ). 5 Typical examples would be weighted L 2 spaces in which G and G −1 are multiplication operators in H = L 2 (R, dx), both unbounded, so that the three middle spaces are mutually noncomparable. For instance, one could take G = x 2 , so that R G = 1 + x 2 , or G = e ax , G −1 = e −ax . The corresponding lattices are given in [4] .
Bounded vs. unbounded metric operators
Now, if G is bounded, the triplet (4) collapses, in the sense that all three spaces coincide as vector spaces, with equivalent norms (thus we identify them). Similarly, one gets
So we are left with the triplet
Then G 1/2 is a unitary operator from H(G) onto H and from H onto H(G −1 ), whereas G −1/2 is a unitary operator H(G −1 ) onto H and from H onto H(G).
If G −1 is also bounded, then the spaces H(G −1 ) and H(G) coincide with H as vector spaces and their norms are equivalent to (but different from) the norm of H.
Let now G be unbounded, with G > 1 . Then the norm · G is equivalent to the norm · R G on D(G 1/2 ), so that H(G) = H(R G ) as vector spaces and thus also H(G −1 ) = H(R −1 G ). On the other hand, G −1 is bounded. Hence we get the triplet
In the general case, we have R G = 1 + G > 1 and it is also a metric operator. Thus we have now
In both cases one recognizes that the triplet (11), resp. (12), is the central part of the discrete scale of Hilbert spaces built on the powers of G 1/2 , resp. R
1/2
G . This means, in the first case, V G := {H n , n ∈ Z}, where H n = D(G n/2 ), n ∈ N, with a norm equivalent to the graph norm, and
Thus H 1 = H(G) and H −1 = H(G −1 ). In the second case, one simply replaces G 1/2 by R 1/2 G and performs the same construction. 5 The space
In fact, one can go one more step. Namely, following [1, Sec. 5.1.2], we can use quadratic interpolation theory [11] and build a continuous scale of Hilbert spaces H α , 0 α 1, between H 1 and H, where H α = D(G α/2 ), with the graph norm ξ 2 α = ξ 2 + G α/2 ξ 2 or, equivalently, the norm (I + G) α/2 ξ 2 . Indeed every G α , α 0, is an unbounded metric operator. Next we define H −α = H × α and iterate the construction to the full continuous scale V G := {H α , α ∈ R}.
Similar and quasi-similar operators
In this section we collect some basic definitions and facts about similarity of linear operators in Hilbert spaces and discuss a generalization of this notion called quasi-similarity. Throughout most of the section, G will denote a bounded metric operator.
Similarity
In order to state precisely what we mean by similarity, we first define intertwining operators [2] . 
Remark 3.2 If T is a bounded intertwining operator for A and B, then T * : K → H is a bounded intertwining operator for B * and A * . Similarity of A and B is symmetric, preserves both the closedness of the operators and their spectra. But, in general, it does not preserve self-adjointness.
As we will see in Proposition 3.4 below, similarity preserves also the resolvent set ρ(·) of operators and the parts in which the spectrum is traditionally decomposed: the point spectrum σ p (·), the continuous spectrum σ c (·) and the residual spectrum σ r (·). Note we follow the definition of [14] , according to which the three sets σ p (A), σ c (A), σ r (A) are disjoint and
We proceed now to show the stability of the different parts of the spectrum under the similarity relation ∼, as announced above [2, Props. 3.7 and 3.9]. Proposition 3.4 Let A, B be closed operators such that A ∼ B with the bounded intertwining operator T . Then,
is an eigenvector of A corresponding to the eigenvalue λ, then T ξ is an eigenvector of B corresponding to the same eigenvalue. Conversely, if η ∈ D(B) is an eigenvector of B corresponding to the eigenvalue λ, then T −1 η is an eigenvector of A corresponding to the same eigenvalue. Moreover, the multiplicity m A (λ) of λ as eigenvalue of A is the same as its multiplicity m B (λ) as eigenvalue of B.
Now it has been argued forcefully by Krejčiřík et al. [18] that, in the case of non-selfadjoint operators, the spectrum yields a rather poor information and should be replaced by the pseudospectrum [12, Chap.9] , defined as follows. Given ǫ > 0, the pseudospectrum of an operator A is the set
The pseudospectrum σ ǫ (A) contains the spectrum σ(A), but may be much larger, in particular for badly behaved operators. It is called trivial if there exists a fixed constant C > 0 such that, for all ǫ > 0,
that is, σ ǫ (A) is contained in a tubular neighborhood of σ(A). It is known that the pseudospectra of self-adjoint and normal operators are trivial. More interestingly, if A ∼ A * , that is, A satisfies Dieudonné's relation (1) with G bounded and boundedly invertible, then the pseudospectrum of A is trivial [18] . Another useful characterization of the pseudospectrum is the following. If ǫ > 0 and z ∈ σ(A), then z ∈ σ ǫ (A) if and only if there exists ξ ∈ D(A) such that
It is easily seen that, if A ∼ B with the bounded intertwining operator T then, putting τ :
Another yet characterization of the pseudospectrum of A is in terms of the numerical range Θ(A) := { Aξ|ξ , ξ ∈ D(A), ξ = 1}. Then, according to [18, eq(4) ], if C \ Θ(A) is connected and has a non-empty intersection with ρ(A), one has
Quasi-similarity
The notion of similarity discussed in the previous section is often too strong, thus we seek a weaker one. A natural step is to drop the boundedness of T −1 .
Definition 3.5
We say that A is quasi-similar to B, and write A ⊣ B, if there exists a bounded intertwining operator T for A and B which is invertible, with inverse T −1 densely defined (but not necessarily bounded).
Note that, even if T −1 is bounded, A and B need not be similar, unless T −1 is also an intertwining operator. Indeed, Next, we ask to what extent quasi-similarity affects the properties of spectra, that is, we look for the analogue of Proposition 3.4. Proposition 3.6 Let A, B be closed and densely defined, and assume A ⊣ B with the bounded intertwining operator T . Then: 
This situation is important for applications, since it gives some information on σ(B) once σ(A) is known. For instance, if A has a pure point spectrum, then B is isospectral to A. Also, if A self-adjoint and A ⊣ B via an intertwining operator T with bounded inverse T −1 , then B has real spectrum.
A bounded example
As an example, consider, in the Hilbert space L 2 (R), the operator Q of multiplication by x, defined on the dense domain
with ϕ = 1, let P ϕ := ϕ ⊗ ϕ = |ϕ ϕ| denote the projection operator onto the one-dimensional subspace generated by ϕ and A ϕ the operator with domain D(A ϕ ) = D(Q 2 ) defined by
Then, it is easily seen that P ϕ ⊣ A ϕ with the bounded intertwining operator T := (I + Q 2 ) −1 . Clearly P ϕ is everywhere defined and bounded, but the operator A ϕ is closable if, and only if, ϕ ∈ D(Q 2 ). When this condition is satisfied, A ϕ is bounded and everywhere defined. Then the two operators have a pure point spectrum and we have σ(
In this case we can compute explicitly the pseudospectra. Let α, β ∈ C. Then
If ψ = 1, the supremum of this expression is max{|α| 2 , |α + β| 2 }. Hence
If z ∈ C \ {0, 1} we have
Thus
Then using the definition (14), we get
that is, the pseudospectrum of P ϕ is contained in the union of two (possibly overlapping) disks around 0 and 1. Hence it is trivial, as expected. In addition, we easily see that Θ(A) is the segment [0,1], so that the relation (17) is satisfied. As for A ϕ , rewriting it as u ϕ ⊗ v ϕ , where u ϕ = (I + Q 2 ) −1 ϕ, v ϕ = (I + Q 2 )ϕ, we see that it is neither self-adjoint, nor normal and A ϕ = u ϕ v ϕ . Next σ(A ϕ ) = σ p (A ϕ ) = {0, 1} and one has (A ϕ − λ)
(the spectral representation (19) is not available here, since A ϕ is not normal!). On the other hand, the numerical range of A ϕ is
contains the union of two (possibly overlapping) disks around 0 and 1 and it is contained in an ǫ-neighborhood of the disk of radius A ϕ , hence it is trivial too.
An unbounded example
As another example, consider the following closed operators in L 2 (R)
. Then A ⊣ B with the intertwining operator T = (I + Q 2 ) −1 , bounded with unbounded inverse. An explicit calculation shows that σ(A) = σ(B) = σ c (B) = i R, whereas σ p (A) = ∅, σ r (A) = σ p (A * ) = i R and σ c (A) = ∅. Thus, here quasisimilarity does not preserve the different parts of the spectra, although it preserves the spectra as a whole. 6 Concerning the pseudospectra, take first the operator of derivation B. Taking a Fourier transform, we get for B a multiplication operator ( B − λI) f (p) = (ip − λ) f (p). Therefore
Thus σ ǫ (B) is a strip {z ∈ C : |Re z| ǫ}, centered on the spectrum σ(B) = iR, and it is obviously trivial.
For the operator A, however, we cannot conclude, although we conjecture that it is also a vertical strip around the imaginary axis.
Generalizations
The discussion concerning the projection operator P ϕ of Section 3.2.1 can be easily genaralized.
Let H be self-adjoint or normal, with pure point spectrum σ(H) = σ p (H) = {x j , j ∈ N} and corresponding spectral projections P j :
Then, for λ ∈ {x j , j ∈ N} = σ(H),
Thus the quasispectrum of H contains the union of (possibly overlapping) disks around the eigenvalues x j , j ∈ N. Hence the quasispectrum of H is trivial, in the sense that, for ǫ small, σ ǫ (H) is an ǫ-neighborhood of σ(H). This can probably be generalized to a normal or self-adjoint operator with a continuous spectrum.
In general, however, the question to what extent quasi-similarity preserves the pseudospectra of operators is still open.
We can only state the following simple results. Let A ⊣ B with the bounded intertwining operator T . Let ǫ > 0 and z ∈ σ ǫ (A). Then there exists ξ ∈ D(A) such that (A − zI)ξ < ǫ ξ .
Similarly one can show that if z ∈ σ ǫ (B), then there exists ξ ∈ D(A) such that
Therefore, if z ∈ σ(A), it follows that z ∈ σ ǫ T (T (A − zI)).
We remark that these considerations imply the inclusions (16), valid when A ∼ B.
It turns out that the notion of quasi-similarity can be extended, without change, to the case where the intertwining operator is unbounded, provided one adds to Definition 2 the extra condition
The resulting situation, however, is quite pathological and we will not pursue this topic here.
Quasi-Hermitian operators
Intuitively, a quasi-Hermitian operator A is an operator which is Hermitian when the space is endowed with a new inner product. We will make this precise in the sequel, generalizing the original definition of Dieudonné [13] . 
We say that A is strictly quasi-Hermitian if, in addition,
In the last case, one has A * Gη = GAη, ∀ η ∈ D(A). This means that A is quasi-Hermitian in the sense of Dieudonné, that is, it satisfies the relation A * G = GA on the dense domain D(A). Therefore, A is strictly quasi-Hermitian if, and only if, A ⊣ A * . Take first G bounded and G −1 possibly unbounded. According to the analysis of Section 2.2, we are facing the triplet (10), namely,
where H(G) is a Hilbert space, the completion of H in the norm · G . Thus we have now two different Hilbert spaces and the question is how operator properties are transferred from H to H(G). Notice that we are recovering here the standard situation of pseudo-Hermitian quantum mechanics [8, 10] .
Bounded quasi-Hermitian operators
Let A be a bounded operator in H. If A is quasi-Hermitian, it follows that the metric operator G in (17) is bounded with bounded inverse. Indeed we have Proposition 4.2 Let A be bounded. The following statements are equivalent.
(i) A is quasi-Hermitian.
(ii) There exists a bounded metric operator G, with bounded inverse, such that GA (= A * G) is self-adjoint.
(iii) A is metrically similar to a self-adjoint operator K, i.e. A = G −1/2 KG 1/2 , with K self-adjoint.
As a consequence of this proposition, bounded quasi-Hermitian operators coincide with bounded spectral operators of scalar type and real spectrum, mentioned in Section 1 [15] .
Unbounded quasi-Hermitian operators
Let again G be bounded, but now we take A unbounded and quasi-Hermitian, that is, exactly the situation expected for non-self-adjoint Hamiltonians. First we investigate the self-adjointness of A as an operator in H(G).
The real, and difficult, problem is the converse, namely, given the closed operator A, possibly unbounded, to find a metric operator G that makes A quasi-Hermitian and self-adjoint in H(G). We will not give recipes for answering the question (presumably they have to be found for each case separately), but we will reformulate it in various forms. The first result is rather strong. (i) There exists a bounded metric operator G, with bounded inverse, such that A is self-adjoint in H(G).
(ii) There exists a bounded metric operator G, with bounded inverse, such that GA = A * G, i.e., A ∼ A * , with intertwining operator G.
(iii) There exists a bounded metric operator G, with bounded inverse, such that G 1/2 AG −1/2 is self-adjoint.
(iv) A is a spectral operator of scalar type with real spectrum.
In particular, the equivalence of conditions (ii) and (iii) reproduces the standard notion of similarity mentioned after Definition 3. Condition (i) of Proposition 4.4 suggests the following definition.
Definition 4.5 Let A be closed and densely defined. We say that A is quasi-self-adjoint if there exists a bounded metric operator G, such that A is self-adjoint in H(G).
In particular, if any of the conditions of Proposition 4.4 is satisfied, then A is quasi-self-adjoint. Notice that the definition of quasi-self-adjointness does not require that G −1 be bounded. Proposition 4.4 characterizes quasi-self-adjointness in terms of similarity of A and A * . Instead of requiring that A be similar to A * , we may ask that they be only quasi-similar. The price to pay is that now G −1 is no longer bounded and, therefore, Proposition 4.4 is no longer true. Instead we have only Proposition 4.6 Let A be closed and densely defined. Consider the statements (i) There exists a bounded metric operator G such that GD(A) = D(A * ), A * Gξ = GAξ, for every ξ ∈ D(A), in particular, A ⊣ A * , with intertwining operator G.
(ii) There exists a bounded metric operator G, such that G 1/2 AG −1/2 is self-adjoint.
(iii) There exists a bounded metric operator G such that A is self-adjoint in H(G), i.e., A is quasi-selfadjoint.
(iv) There exists a bounded metric operator G such that GD(A) = D(G −1 A * ), A * Gξ = GAξ, for every ξ ∈ D(A), in particular, A ⊣ A * , with intertwining operator G.
Then, the following implications hold :
If the range R(A * ) of A * is contained in D(G −1 ), then the four conditions (i)-(iv) are equivalent.
Pseudo-Hermitian Hamiltonians
Analyzing pseudo-Hermitian Hamiltonians, Mostafazadeh [20] constructs a so-called physical Hilbert space, with help of a very strong assumption. Instead, we will assume that the Hamiltonian H is quasi-Hermitian in the sense of Definition 4.1 and possesses a (large) set of vectors, D ω G (H), which are analytic in the norm · G and are contained in D(G) [21] . This means that every vector φ ∈ D ω G (H) satisfies the relation
Then the construction proceeds as follows. Endow D ω G (H) with the norm · G and take the completion H G , which is a closed subspace of H(G). An immediate calculation then yields
that is, H is a densely defined symmetric operator in H G . Since it has a dense set of analytic vectors, it is essentially self-adjoint, by Nelson's theorem [21] , hence its closure H is a self-adjoint operator in H G . The pair (H G , H) may then be interpreted as the physical quantum system.
Next
The range of W is a closed subspace of H, denoted H phys , and the operator W is unitary from H G onto H phys . Therefore, the operator h = W H W −1 is self-adjoint in H phys . This operator h is interpreted as the genuine Hamiltonian of the system, acting in the physical Hilbert space
Now, the author of [20] assumes that H has a basis of eigenvectors. Since every eigenvector is automatically analytic, the present construction construction generalizes that of [20] . This applies, for instance, to the example given there, namely, the PT -symmetric operator H =
, for any α ∈ R, which has an orthonormal basis of eigenvectors.
Quasi-Hermitian operators and lattices of Hilbert spaces
The construction given in (8), (9) can be generalized to a family of metric operators. Let O be a family of metric operators, containing I, and assume that
is a dense subspace of H. To each operator X ∈ O, associate the Hilbert space H(X) as before.
On that family, consider the lattice operations
corresponding to the metric operators
where X ∔ Y stands for the form sum of X, Y ∈ O [17] . Define the set R = R(O) := {G ±1/2 : G ∈ O} and the corresponding domain D R := X∈R D(X). Let now Σ denote the minimal set of self-adjoint operators containing O, stable under inversion and form sums, with the property that D R is dense in every H Z , Z ∈ Σ. Then, by [1, Theorem 5.5.6] , O generates a lattice of Hilbert spaces J := J Σ = {H(X), X ∈ Σ} and a partial inner product space (pip-space) V Σ with central Hilbert space H = H(I) and total space V = G∈Σ H(G). The "smallest" space is V # = D R . The compatibility and the partial inner product read, respectively, as
We shall denote the partial inner product simply as ξ|η := ξ|η J , since it coincides with the inner product of H whenever ξ, η ∈ H. We denote by Op(V Σ ) the space of operators in V Σ [1, Chap.3] . Whenever A ∈ Op(V Σ ), we denote by j(A) the set of pairs {(X, Y ) ∈ Σ × Σ} such that A : H(X) → H(Y ), continuously (i.e. bounded). Given (X, Y ) ∈ j(A), we denote by A Y X : H(X) → H(Y ) the (X, Y )-representative of A, i.e., the restriction of A to H(X). Then A is identified with the collection of its representatives:
which is a (maximal) coherent family of bounded operators : if
is the representative of the identity operator (embedding) when H(X) ⊂ H(Y ). Every operator
In particular, (X, X) ∈ j(A) implies (X −1 , X −1 ) ∈ j(A × ) and A ×× = A, i.e., there are no extensions (this is what 'maximal' means above). Finally, an operator A is called symmetric if A = A × . Therefore, if A is symmetric, (X, X) ∈ j(A) implies (X −1 , X −1 ) ∈ j(A). Then, by interpolation, (I, I) ∈ j(A), that is, A has a bounded representative A II : H → H [11] .
Similarity of pip-space operators
Let G be any metric operator. If (G, G) ∈ j(A), then B = G 1/2 A GG G −1/2 is bounded on H and A GG ⊣ B.
Next, let (G, G) ∈ j(A), G bounded, with G −1 unbounded, so that H(G −1 ) ⊂ H ⊂ H(G). Consider the restriction A of A GG to H and assume that D(A) = {ξ ∈ H : Aξ ∈ H} is dense in H, which is not automatic. Then A ⊣ B (both acting in H). On the other hand, B G 1/2 η = G 1/2 A η, ∀ η ∈ H(G) and G 1/2 : H(G) → H is a unitary operator. Therefore, A and B are unitarily equivalent (but acting in different Hilbert spaces).
Let now (G, G) ∈ j(A), G unbounded, with G −1 bounded, so that H(G) ⊂ H ⊂ H(G −1 ). Then A : H(G) → H(G) is a densely defined operator in H. Then A GG ⊣⊢ B; in addition A GG u ∼ B (in different Hilbert spaces), since G ±1/2 are unitary between H and H(G).
The case of symmetric pip-space operators
A recurring question in quantum mechanics is to show that a given symmetric (in the usual sense) operator A in a Hilbert space H, typically the Hamiltonian, is self-adjoint. More generally, one may ask whether A is similar in a some sense to a self-adjoint operator. We might start from a quasi-Hermitian operator A on H, e.g. a PT -symmetric Hamiltonian. If A is a symmetric, densely defined, operator in the Hilbert space H, it makes sense to ask for the existence of self-adjoint extensions of A, using, for instance, quadratic forms or von Neumann's theory of self-adjoint extensions.
However, there is another possibility. Namely, given a operator A in a space K ⊃ H, symmetric in some sense, it is natural to ask directly whether A has restrictions that are selfadjoint in H. The answer is given essentially by the KLMN theorem. 7 This celebrated theorem (which has already a pip-space flavor in its Hilbert space formulation) can be extended to a pipspace[1, Theor. 3.3.27-3.3.28]. Thus we formulate the question in the context of a pip-space, such as V Σ defined above. Actually, there is no other possibility than the KLMN approach, since every operator A ∈ Op(V Σ ) satisfies the condition A ×× = A, there is no room for extensions.
Thus let A = A × ∈ Op(V Σ ) be a symmetric operator. If (G, G) ∈ j(A), we have seen above that A as a bounded restriction A II to H. Clearly the assumption (G, G) ∈ j(A) too strong for applications ! Assume instead that (G −1 , G) ∈ j(A), G bounded with unbounded inverse, so that H(G −1 ) ⊂ H ⊂ H(G). Then one can apply the KLMN theorem, which reads now as
