It is the purpose of this note to show that a first-order adaptive controller stabilizes a large class of infinite-dimensional systems described by strongly continuous semigroups. It is assumed that the plant is minimum-phase and has invertible high-frequency gain. Knowledge of the sign of the highfrequency gain is not required.
Introduction
Generalizing a result by Nussbaum [12] Willems and Byrnes [15] constructed a sign-switching high-gain adaptive controller which globally stabilizes any finite-dimensional single-input single-output minimum-phase system with invertible high-frequency gain. In recent years it was shown by several authors (see Dahleh [3] , Dahleh and Hopkins [4] , Kobayashi [7] , Logemann [8] and Logemann and Owens [9] ) that the adaptive algorithm presented in [15] stabilizes certain classes of infinite-dimensional systems as well. In [3] , [4] and [8] the main result of [15] was extended to various classes of retarded systems. Generalizations to distributed parameter systems described by analytic semigroups were given in [7] , while an input-output theory of high-gain adaptive stabilization of systems described by non-rational transfer functions was developed in [9] .
where A generates a strongly continuous semigroup S(t) on a Banach space X and B:R ~ X and C: X ~ R are bounded linear operators. Suppose that the system (1.1) has no zeros in Re(s) > a for some et < 0 and CB ~ O. Under these conditions it was shown by Kobayashi [7] that the adaptive control law given in [15] will globally stabilize the system (1.1) provided that (i) X is a Hilbert space, (ii) A is selfadjoint and has a complete orthonormal system of eigenvectors, (iii) S(t) is analytic, (iv) im B and im C* are contained in the domain of A.
In this paper we will answer the question posed in [7] whether the conditions (iii) and (iv) are really necessary for adaptive stabilization. We will show that (i)-(iv) can be relaxed considerably. In particular it will turn out that
• (i)-(iii) can be dropped, • (iv) can be relaxed if (iii) holds. The paper is organized as follows. Section 2 is devoted to preliminaries concerning the class of systems under consideration. Moreover it contains some technical lemmas which will be used in Section 3 in order to prove the main results of this paper. In the Appendix we prove the existence of a well-defined transfer function for a class of infinite-dimensional systems with unbounded observation operator. This result, which is needed in Section 3, might be of some independent interest. 
Notation

Preliminaries and system description
In the following we shall consider systems of the form (2.1b) where A generates a strongly continuous semigroup S(t) on a real Banach space X, Be £P(R, X) and C eL,°(X, R). Sometimes it will be necessary to consider the complexifications of X, A, B, and C. For simplicity these will be denoted by X, A, B, and C as well.
2(t)=ax(t)+Bu(t),
The notion of exponential stabilizability will play an important role in the sequel.
2.1. Definition. The system (2.1) (or the pair (A, B)) is called exponentially stabilizable if there exists K~LP(X, R) such that the strongly continuous semigroup generated by A + BK is exponentially stable.
Lemma. Suppose that the pair ( A, B) is exponentially stabilizable and o ( A ) c C \ C ~ for some a < O. Then the strongly continuous semigroup S(t) generated by A will be exponentially stable.
The proof of the above lemma follows easily from Nefedov and Sholokhovich [11] or Jacobson and Nett [5] (cf. also Curtain [2] ).
The following definition will make precise what we mean by a zero of the system (2.1). Proof. By (A3) there exists fl < 0 such that the spectrum of A in C~ consists of isolated eigenvalues with finite multiplicities (see Jacobson and Nett [5] or Curtain [2] ). Moreover we have
Co A o(A + BF~) 4=,~
by Appendix I. Since BF~ is an A-degenerate operator it follows from Theorem 6.2 and Theorem 6.5 in Chapter IV of Kato's book [6] that the spectrum of A + BF v in C¢ consists of at most countably many eigenvalues with finite multiplicities. By (A2) there exists a number a < 0 such that the system (2.1) has no zeros in C a. W.l.o.g. we may assume max(t, y)< a. Suppose that there gives (X -"l)Cx = 0. Since -/< a < Re(X) it follows that Cx = 0. We obtain using (2.3),
(XIcA BO)((cB)xlcAx)=(O0).
Thus X is a zero of (2. 
Applying C to both sides of the above equation we obtain
(sC-CA+CA-yC)(sI-A BFv)-' = (s -y)C(sI -A -BFv)-'x.
Hence we have shown for all s ~ p(A + BFv),
The claim now follows from Pazy [13] , p. 121.
2.7. Remark. The feedback law F v was introduced by Curtain in [1] , Section 8 in the context of disturbance decoupling for infinite-dimensional systems (of. also Zwart [17] ).
Main results
Let us recall the definition of a Nussbaum gain. 
cf. Nussbaum [12] or Logemann and Owens [9] .
In this section we shall apply the following control law to the system (2.1):
where N is a Nussbaum gain. The control law (3.1) has been introduced by Willems and Byrnes [15] for finite-dimensional systems. Defining
Ac:D(A ) X g~ ~ XX R, f:XXR ~ XXN, (Cx) 2 ]'
and
xc(t):=(x(t)) Ik(t ) '
we can write the closed-loop system as follows:
where S~(t) denotes the strongly continuous semigroup generated by A¢.
The following lemma shows that (3.2) is wellposed. 
where the norm I1" II on X× R is defined by I1"11 = I1" Ilx + I" I-The claim follows now from Segal [14] , Theorem 1 (cf. also Pazy [13] , pp. 185).
(ii) It is routine to show that f is continuously Fr6chet-differentiable. Moreover f satisfies a local Lipschitz condition (notice that this does not follow necessarily from the C-property in the infinite-dimensional case). Application of Theorem 1 and Lemma 3.1 in Segal [14] (cf. also Martin [10] , pp. 347) proves the claim.
We are now in the position to state our main results. (ii) For all (x o, k0)~XxR the closed-loop system given by (2.1) and (3.1) has a unique globally defined mild solution (x(t), k(t)) satisfying 
P,Y(( t ) = P1Ax( t ) + Bu( t ) = P, AP]x(t) -BFvP2x(t ) + Bu(t)
P25:(t) = Pz(A + BFv)x(t) = (A + Bgv)P2x(t ) + PzAP]x(t).
Noticing that P]x(t)= B(CB)-]y(t) and setting z(t) .'= Pzx(t) it follows
B(CB) '9(t)=B(CB)-1CAB(CB) ly(t) + B(u(t)-Fyz(t)),
2( t ) = ( A + BFv)z( t ) + P2AB( CB )-]y( t ).
We conclude that the initial value problem given by (2.1) and (3.1) can be written as (3.10) where (z(t), y(t), k(t)) is a solution of the initial value problem defined by (3.6)-(3.9) on [0, to). We obtain from (A4) and (A5) that P2AB (CB) -a, F v and (CB) -1 CAB(CB) -1) are bounded linear operators. Hence it follows in particular that A + BFv generates a strongly continuous semigroup which will be denoted by Sv(t). Using Lemma 2.6 we obtain that Sv(t) is a strongly continuous semigroup on ker C. Therefore (3.7) is a well-defined semigroup system on ker C. Clearly, by (A3), the pair (A + BFv, B) is exponentially stabilizable. Applying Lemma 2.2 and Lemma 2.5 we see that Sr(t) is exponentially stable. As a consequence the transfer function of (3.7) is in H~ for some a < 0. It now follows from Logemann and Owens [9] that the pair (y(t), k(t)) is bounded on [0, to) which implies via (3.7) and (3.10) that (x(t), k(t)) is bounded on [0, to). Using Lemma 3.3(ii) we obtain t o = o0, i.e. the closed-loop system given by (2.1) and (3.1) has a unique globally defined classical solution. Finally it follows again from Logemann and Owens [9] that (3.3)-(3.5) hold with x replaced by y, which proves the claim because of (3.10) and the exponential stability of (3.7).
w( t ) = Fvz( t ) -( CB )-' CAB( CB )-lv2( t ),
(3.7b)
vl(t )=u(t)-w(t), Vz(t )=y(t),
(3.8) k(t)=yZ(t), k(O)=ko, (3.9a) u(t) = U(k(t))k(t)y(t).
x(t)=z(t)+ B(CB) 'y(t),
(
ii) It follows as in the proof of (i) that (y(t), k(t)) is bounded on [0, to)
. Hence, by the exponential stability of (3.7) and Lemma 3.3(i) we have that the mild solution (z(t), y(t), k(t)) of the initial value problem (3.6)-(3.9) is globally defined. Moreover as in the proof of (i) we conclude that (3.3)-(3.5) hold true with x replaced by y. In order to prove the claim it is sufficient to show that
(z(t) + B(CB)-ly(t), k(t))
is the mild solution of the initial value problem given by (2.1) and (3.
1). We have already shown in the proof of (i) that this is true if x o ~ D(A).
Therefore it remains true in the general case (i.e. x 0~ X), since D(A) is dense in X and mild solutions depend continuously on their initial values (cf. Segal [14] , Corollary 1.5).
Remark. (i)
Notice that in the proof of Theorem 3.4 we have decomposed the original plant (2.1) into a feedback system consisting of an integrator in the forward loop and an (exponentially) stable system in the feedback loop (see (3.6)-(3.8)). Adaptive stabilization of systems admitting such a decomposition has been investigated by Logemann and Owens [9] using an input-output approach.
(ii) Kobayashi [7] proved a result similar to Theorem 3.4. However he had to assume that X is a Hilbert space and that A is a selfadjoint operator on X having complete orthonormal system of eigenvectors and generating an analytic semigroup. In particular Theorem 3.4 gives an affirmative answer to the question posed in [7] whether the assumption on the analyticity of the semigroup can be relaxed. 
y(t)=Cx(t), u(t) = N(k(t))k(t)y(t),
k(t)=yZ(t), k(0)=k 0,
by (2(t), lc(t)). It follows from Theorem 3.4(ii) that (if(t), k(t)) is globally defined and satisfies (3.3)-(3.5) with x and k replaced by Y and k. Finally notice that the pair (x(t), k(t)) defined by x(t):=(hI-A)-l~(t) and k(t):=k(t)
is a classical solution of the initial value problem given by (2.1) and (3.1). (3.11a) y(t) = Cx(t), (3.11b)
x(O)=(XI-A)-'Xo,
u(t) = N(k(t))k(t)y(t),
by (2(0, ~:(t)). By Theorem 3.4(i), (2(t), ~:(t)) is globally defined and satisfies (3.3)-(3.5) with x and k replaced by Y and k. Notice that the pair
(x(t), k(t)) defined by x(t):=(XI-A)Y,(t) and k(t):=~c(t)
is a mild solution of the initial value problem given by (2.1) and (3.1). It will be a solution in the
We have
2(t) = S(t)2 o + fotS(t
where Xo := (hi -A)-aXo and
fi(t) := N(~c(t))fc(t)C2(t).
Since (x(t), k(t)) satisfies (3.3)-(3.5) .
2(t) = zu(t ) + (hI-A)-lzs(t).
In Theorem 3.4 it was required that (A4) and (A5) hold. The next two results show that either (A4) or (A5) become superfluous provided that the semigroup S(t) generated by A is analytic. Proof. As in the proof of Theorem 3.4 we can show that the closed-loop system given by (2.1) and (3.1) is equivalent to the system (3.6)-(3.9).
Since BFy is an A-degenerate operator it follows from Zabczyk [16] that A + BFy generates an analytic semigroup Sv(t ). Now analytic semigroups satisfy the spectrum determined growth assumption and hence Sv(t) is exponentially stable by Lemma 2.5. The stability result follows from [9] as in the proof of Theorem 3.4 provided that (i) the transfer function H of (3.7) belongs to H~ for some o~ < 0, and It follows from Appendix II that the transfer function H of (3.7) is given by
g(s) = Fv(sI-R)-IE + D.
Using the fact that 0 ~ p(R) we obtain
H(s) = FvR-aR(sI-R)-aE + D =rvR-'(s(sZ-R ) '-I)E+D = sF~R-I(sI -R)-IE -FvR-'E + D.
Now realizing that FvR -a is a bounded operator (by the closed-graph theorem) and using that R generates an exponentially stable analytic semigroup it follows that there exist fl < 0 and M > 0 such that H is holomorphic on C a and
Hence H ~ H~ for all a > fl, which shows that (i) holds true. In order to prove (ii), write Proof. Define .4, /~ and C as in the proof of Corollary 3.7 and verify that the system given by (.d, /~, C) fulfils (A1)-(A4). Application of Theorem 3.8 gives that for x 0 ~ X the solution (~7(t), k(t)) of the initial value problem (3.11) satisfies (3.3)-(3.5) with x and k replaced by and k. Now proceed as in the proof of Corollary 3.7.
3.10. Remark. Notice that Theorem 3.8 and Corollary 3.9 improve the result by Kobayashi [7] . They give an affirmative answer to the question raised in [7] whether the assumption that both (A4) and (A5) are satisfied can be relaxed.
Appendices
Appendix I
In the proof of Lemma 2. Step 1 
I = (sI -A -BF,)(sI -A)-1 • [I+B(1-G,(s))-aFy(sI-A)-I]. (4.4)
We obtain from the definition of Fv that the operator := (sI-A) -1
• [I+ B(1-G,(s))-IF,(sI-A) -11
is bounded. Equation Using (4.12), the variation-of-constants formula and partial integration we obtain 
II A( )tI-A)-]B II = II A()tI-h)-lx ll <-Ilh()tI-A)-lll
Appendix H
Consider the system
2(t)=Ax(t)+Bu(t),
x(t) = -fo'd,( A-]T(t-z)B)u('r) dr = fo'A-'T(t -r)Bu'('r) dr -A -1Bu(t) + A -lT(t)Bu(O).
=CA-I(A(sI-A)-'}Bft(s) = C(sl-A)-~Bh(s).
It is clear that the above equations hold for all s ~ C satisfying Re(s) > max(a, )t). Moreover it follows from the identity
C(sI-A)-]B=CA ]{s(sI-A)-I-I}B
that C(sI-A)-IB is analytic in C a. 
Proposition. Suppose x o
