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Abstract
Research shows that emotional distress has a statistically significant impact on a student’s
grade point average and intent to drop out of college. Because students of different races have
varying college experiences, it is important to understand the emotional experiences of different
racial groups to better support students’ needs and academic success. In this work, we explore
several physiological responses to ten different emotional stimuli captured from 140 students. We
employ unsupervised learning via the Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithm and supervised learning via Random Forests and Support Vector machines
to analyze clustering partitions and classification performance according to emotional state (e.g.,
happiness), race (e.g., Asian), and all combinations of the two (e.g., happiness and Asian). We also
consider a much broader scope by analyzing clustering partitions and classification results
according to subject ID (i.e., biometric identification) and gender.
Significant findings show that blood pressure and respiration rate provided more accurate
partitions of the data with respect to emotion and race, in addition to gender. The emotional states
of sadness and startled were classified with 99% and 94%, respectively, while surprise and
skepticism were often misclassified as the other (i.e., surprise as skepticism and vice versa).
However, in general, both unsupervised and supervised learning tasks suggested significant
overlap in physiological emotional responses across the different racial groups.
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Chapter 1: Introduction
The university atmosphere can be both invigorating and disconcerting. According to
Freeman et al., “incoming freshmen are faced with negotiating new roles in their new academic
contexts. Such re-negotiations have the potential to go awry. In addition to adjusting to new
academic demands, many traditional freshmen students in the United States face being separated
from their high school support groups and former way of life” [12]. Emotional distress is shown
to have a statistically significant effect on grade point averages and the intent to drop out [27].
Studies have also found highly distinct graduation rates between students of different races, some
as high as 25%, highlighting variations in college experiences [23, 35]. Consequently, research
has emerged in recent years seeking to understand the emotional dynamics of college students
(e.g., [3, 34]). Some suggest similarities in emotional intelligence, stability, and motivation
amongst demographically similar groups, which we argue might lead to important innovations in
student support services such as culturally aware counseling [18]. Innovations in fields such as
affective computing and emotion recognition, artificial intelligence, and ubiquitous sensing may
prove critical components in exploring the potential for these outcomes.
Emotion recognition is an applied pattern recognition problem integrating psychology,
physiology, engineering, and computer science. Its goal is to automatically classify a user’s
temporal emotional state based on some input data such as skin conductance, heart rate, or brain
responses [21, 31, 40, 42]. Emotion recognition has been studied and applied in a variety of
contexts, including to understand the salient regions of the face for recognizing emotion, improve
usability in software engineering, advance development processes in companies, and gauge the
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ability to recognize emotion among those diagnosed with health disorders [1, 14, 21]. While the
multidisciplinary nature of the field has led to many approaches and technologies, the specific use
of physiological data for emotion detection has made significant gains in recent years [4, 30, 31,
42].
Table 1: Commonly explored physiological data for emotion recognition.
Data

Definition

Brain Integration Scale
Scores

Broadband frontal coherence, power ratios, and preparatory brain
responses.

Cardiac Inter-Beat
Interval

Time interval between individual heart beats.

Electrocardiogram
(ECG)

Measure of heart’s electrical activity.

Electrodermal Activity
(EDA)

Variation of electrical properties of the skin in response to sweat
secretion.

Electromyograph
(EMG)

Measure of electrical impulses across muscle groups generated by
activation of that muscle group.

Galvanic Skin
Response (GSR)

Changes in sweat gland activity reflective of the intensity of
emotional state.

Heart Rate

Number of contractions of the heart per minute.

Skin Conductance

Measure of conductivity of skin in response to external or internal
stimuli.

Somatic activity

Intentional movements of the body.

Physiological data such as heart rate, skin conductance, sleep/activity, blood pressure, and
electrodermal activity (EDA) (see Table 1) have been shown to provide valuable information for
classifying and predicting emotions, as these data reflect lived experiences of people in their
natural environments [16]. Physiological data are often collected using devices which have some
contact with the skin (e.g., wearables) in a continuous manner [42, 16, 31, 30]. For instance,
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sensors within mobile and wearable devices can capture a wide range of physiological data that
can be collected transparently (i.e., requiring no engagement with the user) in uncontrolled
environments if the device is worn [2]. Generally, machine learning classifiers are used for
mapping the signals to their labeled emotion as provided by the user via self-reports or surveys
such as the Patient Health Questionnaire [32].
In this thesis, we explore the use of physiological signals for emotion classification across
the college student population. We explore several types of physiological signals captured while
students experienced different emotional stimuli, and consider a culturally relevant approach
consisting of clustering and classifying with respect to emotion, race, and all combinations of the
two (e.g., happiness, Asian, and happiness and Asian, respectively). We further this work by also
considering the subject ID as a biometric identification problem, along with gender. Our work is
motivated by the essential role of emotions in human communication, making it a critical
component of interpersonal health, behavior prediction, and formation of social bonds, all
important aspects of the college experience [37]. Further, there has been a focus in physiology and
psychology research using physical signals (e.g., the study of cross-cultural accuracy and in-group
familiarity of facial expressions) [8, 9, 24, 33, 37]. Some argue that facial and vocal expressions
may be easily confused with other expressions of similar form (e.g., posed facial expressions of
fear and surprise and vocal expressions of fear and joy are often misrepresented within a cultural
group and even more so in cross-cultural judgments) [10, 33]. Others have used physical signals
to study cultural differences regarding social beliefs on depression and social anxiety [25, 26].
However, very few have studied the feasibility of culturally relevant emotion recognition for
improving or enhancing college student experiences. We thus contribute to current literature in a
substantial way. We pose the following research questions:
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RQ1: Do physiological signals naturally separate into distinct groups? If so, do these
groups correspond with a student’s race and/or emotional state?
RQ2: Can physiological signals be used to classify a student’s race and/or emotional state?
RQ3: How useful are physiological signals for biometric (subject ID) and gender
classification?
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Chapter 2: Background
In this section, we review the research literature related to emotion recognition facilitated
by physiological data, including various techniques and reported performance. We then review the
literature on culturally relevant emotion recognition and synthesize major findings from these
works.

2.1 Physiological Measurements of Emotion
Interpersonal human communication comprises more than spoken language; it includes
non-verbal cues such as intonation, posture, and other body gestures that relay information on
emotional states from one person to another. Psychology has played a major role in advancing the
understanding of human emotion [41]. For instance, psychologists Ekman and Freisen made
significant advancements in this area by formally identifying the six universal emotions: anger,
fear, disgust, joy, surprise, and sadness [20]. Many of these studies used physical signals such as
facial expressions, speech or voice, and gestures, some dating back to the early Aristotelian era
[11, 36, 41]. Over the last decade, the use of physiological signals for emotion recognition has
grown increasingly popular [17]. Compared to physical data, physiological data enable real-time
objective measurement of emotion while reducing intentional or accidental data manipulation [16,
31, 39]. In this section, we review recent advancements in emotion research using physiological
signals.
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2.1.1 Paper Search Criteria
Published literature were included in this review if they passively collected physiological
data, involved the keywords of mental health, emotion, or mood, had a primary study population
of college students, were written in English, were published within the past 15 years (2003 or
later), and were peer-reviewed. We performed our search using the Association for Computing
Machinery (ACM) database, Institute of Electrical and Electronics Engineers (IEEE) database,
ScienceDirect.com, and Google Scholar, resulting in 13 publications that satisfied the search
criteria. The latter (Google Scholar) was used as a search engine to encourage a broad and thorough
search. Others were excluded for various reasons, including not utilizing college students, not
explicitly being related to the fields of computer science and technology, or making use of nonpassive data collection methods.

2.1.2 Samples and Data Collection
Among the 13 articles, study sample sizes ranged from 20 to 201 students, with a mean of
88, and a median of 64 participants (one study only had three subjects [4]). Eight studies reported
fixed study lengths ranging from one month to a full academic year [42, 16, 29, 31, 30, 32, 38, 5].
One study collected data once at the start of the semester and one week before the end of the
semester [40], and another used three 24-minute sessions [4].
All approaches made use of devices attached to subjects’ bodies to record physiological
data such as heart rate [42, 40], galvanic skin response [42, 40, 38], skin temperature [42, 32], skin
conductance [31], activity data [42, 16, 32], electrodermal activity [16], electrocardiogram [38, 4],
electromyograph [4], Brain Integration Scale scores [40], and sleep duration [30]. Six studies also
included behavioral data from mobile phone sensors such as geolocation patterns (GPS location,
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entropy, total distance, speed, etc.), and phone usage (phone calls, SMS, usage pattern) [32, 30,
31, 29, 16, 42]. Some also collected survey data in the form of questionnaires such as PHQ-8
(Patient Health Questionnaire), PHQ-4 and PHQ-9, while others asked participants to report their
patterns in academic activity, sleeping, drug and alcohol use, daily activities, and stress and mental
health to correlate their findings [29, 30, 32, 42].

2.1.3 Experimental Approaches
We found that self-reported emotion was often used to label classes for supervised learning
[42]. Some significant highlights from these studies include the demonstration of wearables for
monitoring a person’s physiological data, along with discovering correlations between PHQ
outcomes and user activity patterns [16, 42]. All 13 studies used a variety of machine learning
techniques to analyze self-reported emotions. Algorithms included generalized linear mixed model
(GLMM) regression [42], lasso regularized logistic regression [42], Gaussian mixture models and
ensemble classification [16], support vector machines (SVM) and random forest classifiers [16,
38, 4], multivariate analysis of variance [40], sequential forward feature selection [31], J48
decision tree [38], Bayes Net [38], multilayer perception [4], log-likelihood ratio [4], and
functional trees [4].

2.1.4 Performance
Emotion recognition performance varied across the chosen literature. The use of GLMM
on data labeled using the PHQ-8 and PHQ-4 surveys produced fair results for Wang et al.; the
authors were able to predict students’ depressed states with 81.5% recall and 69.1% precision on
a dataset of 83 students across two 9-week periods [42]. Jacques et al. achieved 70.17% accuracy
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using an ensemble classifier on a held-out test set using data from 68 subjects over a course of four
weeks [16]. The most promising results from this survey were achieved by Sun et al., using the
WEKA machine learning engine on the activity information derived from an accelerometer,
achieving a 92.4% accuracy of mental stress classification and 80.9% accuracy for betweensubjects classification [38]. They trained various classifiers, including the J48 Decision Tree,
Bayes Net, and SVMs for stress inference, and finally used a J48 Decision Tree for stress
classification. The authors assert that the “performance along with the low complexity of the
Decision Tree classifier made it a practical design choice for stress detection on mobile devices”
[38]. We note, however, that this study was carried out on a smaller dataset, utilizing data from 20
participants. We summarize the articles discussed in this section in Table 2.
Table 2: Studies on physiological measurements of emotion.
Author (year)

Motivation

Findings

Data

Size

Study
Length

Cohen et al.
(2003)

Analyzed stress and
susceptibility to
infectious diseases.

Reactivity may imply
vulnerability to stressorassociated disease risk.

HR, BP, CDR

115

12 weeks

R. Calvo et al.
(2009)

Investigated effects of
number of subjects,
recording sessions,
sampling rate,
classification
approaches on data.

Key factors used for
classification play a role in
the success of classification
and shows that emotions lie
in a continuous space.

ECG, EMG, GSR

3

3 sessions

F. Travis et al.
(2009)

Investigated
transcendental
mediation on brain
integration scale scores
and other physiological
measurements of
students

Substantial differences in
brain integration scale
scores, sleepiness, and
habituation rates were
recorded. Heart rates and
P300 latencies were
unchanged.

broadband frontal
coherence, power ratios,
preparatory brain
responses, electrodermal
habituation to 85-dB
tones, sleepiness, heart
rate, respiratory sinus
arrhythmia, P300
latencies

50

Twice in a
semester
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Table 2: Continued
F. Sun et al.
(2010)

Determined if activity
information can
compensate for the
interactive effects of
mental stress and
physical activity

Activity information
derived from the
accelerometer achieved
92.4% accuracy for stress
classification using 10-fold
cross validation and 80.9%
accuracy for between subjects classification.

ECG, GSR,
accelerometer data

20

N/A

A. Sano et al.
(2015)

Used physiology and
daily behavior data to
predict aspects of sleep
behaviors, academic
performance, stress and
mental health.

Classification accuracies
using the objective data
from wearable sensors
(physiological) and mobile
phones (behavioral) ranged
from 67-92%.

Skin conductance and
accelerometer data

66

30 days

N. Jacques et
al. (2015)

Evaluated behavioral
and physiological
factors that impact
well-being to build a
model to detect student
unhappiness.

The best model was able to
identify students that are
unhappy with 68.48%
accuracy and the best
accuracy (70.17%) was
achieved using an ensemble
classifier.

EDA

68

30 days

S. Saeb et al.
(2016)

Used geographic
location (GPS) sensors
to identify depressive
symptom severity.

“Some GPS features were
significantly correlated with
PHQ-9 scores (R’s ranging
from −0.43 to −0.46, pvalues < 0.05), and were
stronger when GPS features
were calculated from
weekend data.”

Location variance,
entropy, circadian
movement, speed mean,
speed variance, total
distance, number of
clusters, transition time.

48

10 weeks

A. Sano (2016)

Analyzed ambulatory
physiological,
behavioral and social
data from wearable
sensors and mobile
phones with trait data
such as personality
types to determine
whether they impact
human health and wellbeing.

“The features with the
highest accuracy for
recognition of high vs. low
PSS (82.4%) were the
combination of sleep quality
and physical and mental
health. Personality types
were one of the most
influential factors of stress.”

Palm and wrist EDA
measurements

168

25 days

A. Sano et al.
(2018)

Examined how
accurately physio logical and behavioral
measures could identify
conditions of self reported high stress and
poor mental health.

“Wearable sensor features
reached 78.3% accuracy for
classifying students into
high or low stress groups
and 87% accuracy for
classifying high or low
mental health groups.”

Skin conductance and
temperature and
acceleration

201

30 months

R. Wang et al.
(2018)

Predicted depression
using passive sensing
data from students'
smartphones and
wearables.

Higher PHQ-8 scores
related to more smartphone
usage at study places in
comparison with all day
phone usage.

Heart rate, GSR, skin
temperature, activity data

83

18 weeks
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2.2 Intercultural Differences in Emotion
The question of whether humans are more accurate when recognizing the emotional cues
of members of their own culture versus those of other cultures has been an major topic in emotion
research for several decades [37]. Findings of cross-cultural accuracy and in-group advantage have
been reported, and some researchers have recorded verbal and nonverbal cultural differences in
emotional experiences and precursors according to intensity, duration, and control, along with
physiological responses [6, 33, 9, 24]. These studies have primarily relied on static emotional
stimuli (e.g., still images and vignettes), which are common and convenient for laboratory settings
[33]. Only a few assess dynamic judgments found in the real-world that have greater ecological
validity [37]. Further, many of these studies have not exploited physiological data, though some
leverage physical data such as facial expressions. Many mostly use behavioral data in the form of
written or visual responses [24, 9]. The following discussion highlights some of these approaches.

2.2.1 Paper Search Criteria
A review of published literature was performed and studies were included if they collected
data from subjects belonging to two or more races, involved the keywords of emotion, culture, or
ethnicity, were written in English, and were peer-reviewed conference or journal papers. Papers
were found using the Institute of Electrical and Electronics Engineers (IEEE) Xplore Library,
Springer.com, ScienceDirect.com, and Google Scholar. Many publications meeting the search
criteria stemmed from psychology and medical journals and were included because of the shortage
of related papers in computer science and related fields. We also did not use the year of publication
as a constraint in this search due to the limited number of available studies meeting the search
criteria.
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2.2.2 Samples and Data Collection
Our search yielded 12 publications that satisfied the criteria published between 1979 and
2014; two papers ([8, 7]) are literature reviews. Study sample sizes ranged from 56 to 1,392, with
a mean of 345.8 and a median of 142.5 subjects. The participants from seven of these studies were
college students [9, 13, 25, 24, 10, 33, 37]. The remaining studies included non-college aged adults
[28, 19], and parents of kindergarten-aged children [26], excluding the two literature reviews. Nine
of the studies were carried out in the United States and other countries that include Canada (North
America), Gabon (Sub-Saharan Africa), Germany and other countries in Europe, Asia, and North
America [33, 10].
Excluding one [37], all studies involved instantaneous data collection conducted in
controlled lab settings. Behavioral data was generally collected via the use of self-report
questionnaires [13, 24, 10, 19, 25] such as the Bech Depression Inventory (BDI) [25], Social
Avoidance and Distress Scale (SAD) [25], and Fear of Negative Evaluation Scale (FNE) [25]. A
few studies used recordings of facial expressions [9, 28] and verbal interviews [26, 33]. Only one
study [37] collected physiological data from college students, including skin conductance level,
finger temperature, somatic activity, pulse transmission time, cardiac inter-beat interval, and ear
pulse transmission time. The studies involved providing emotional stimuli such as photographs of
facial expressions [9, 10], video clips [28, 37], and audio clips [33] to the subjects, and their
responses were recorded and analyzed. From this analysis, it is already noticeable that relatively
few studies relating to intercultural differences in emotion make use of physiological data.
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2.2.3 Major Findings
Most of the literature reviewed focused on proving cultural familiarity [9, 33, 25] and
differences in emotional expression as a function of culture or ethnicity [24, 10]. Others examined
the relations among cognitive-emotional processes in different cultures [26], identifying distinct
components within the domain of emotional expressivity [13]. An earlier work by D. Matsumoto
explored possible cultural differences within countries as opposed to between countries, which at
the time (1993) represented a significant research problem [24]. His results showed substantial
differences in emotion judgments, display rules, and self-reported emotional expressions as a result
of ethnicity within an American sample. A few years later, S. Okazaki determined whether the
impact of ethnicity was explicitly on depression and social anxiety or generally on emotional
distress, concluding that ethnicity was associated with measures of social anxiety but not
depression [25].
Scherer revisited the topic of cultural familiarity. He explored the extent of the relative
contributions of both biological and cultural factors to emotion process, as he claimed that there
was only a general consensus that they contributed to it, and nothing further [33]. Scherer built
upon the work of Kramer’s work (1964) which claimed that American judges could recognize
vocal expressions of emotion from both American and Japanese speakers with an accuracy that is
better than chance [33]. Scherer’s work examined the extent to which the differences between
countries (with respect to geographical location, language, racial origin, history, lifestyle, etc.)
affected the degree of accuracy with which the encoded emotions were recognized. He found that
judges that speak different languages (from nine countries), could deduce four different emotions,
including neutral state, from vocal portrayals using content-free speech with an accuracy that was
much better than chance. He also found that the uniformly high correlations indicated that the
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differential ease or difficulty of the decoding of the different emotions was highly comparable
across cultures. His findings supported the concept of cultural familiarity, and also confirmed the
well-established finding that recognition accuracy highly depends on the emotion category
concerned as he found major distinctions in accuracy of recognition between emotions ranging
from 76% for anger to 42% for joy.
In 2003, H. A. Elfenbein showed that cultural familiarity correleated with greater accuracy
in emotion recognition [9]. At the time, this study presented the strongest evidence for the impact
of cross-cultural exposure on the effectiveness of emotion recognition judgments. In 2009, A. Soto
took it one step further by revisiting this topic of cultural advantage, using an approach that allowed
him to assess dynamic emotion judgments. He argued that this type of stimuli had greater
ecological validity compared to the usual static emotional stimuli (e.g., still photographs, vignettes,
etc.) used at the time [37]. Although this study was conducted in a highly controlled setting that
differs substantially from the natural process as it occurs outside of the laboratory [9], it was
somewhat a step toward the incorporation of passive-sensing in emotion research by utilizing
dynamic measurements. These efforts support our hypothesis that intercultural differences in
emotion could be more accurately studied and captured through physiological signals considering
higher levels of accuracy [16, 31, 38]. The papers reviewed are summarized in Table 3, excluding
the two literature reviews [7, 8].

2.3 Discussion and Limitations
In this section, we identify some prominent limitations from the works studied. These
include
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1. Small Sample Sizes: From the papers relating to physiological measurements of emotion,
six of them reported small sample sizes being a limitation to their study [42, 29, 40, 31, 30,
32], while two mentioned short recording time as another [30, 38]. Related to limited
datasets is the short battery life of wearables; one study mentioned a battery life of 14
hours, leading to loss of relevant data while the device charged [42]. Short sampling
sessions are an additional issue; H. A. Elfenbein states that “the strongest evidence for
familiarity and learning from cross-cultural exposure would come from a longitudinal
study examining participants over an extended period, both before the decision to become
sojourners to another culture as well as after they arrive” [9].
2. Lack of Diversity: Lack of diversity in the experimental population is also a current
research challenge. A. Sano mentioned that this limitation makes it hard to generalize to
other populations as students tend to have common stress factors and daily activities [30].
N. Jacques further argued that her study did not consider individual differences such as
extracurricular activities [16]. F. Sun also notes that physiological signals tend to be userdependent, and stated that “mental stress monitoring applications should also rely on
personalized data in the training stage” [38].
3. Reliance on Self-Report: Five papers relied on self-report through, for instance,
questionnaires [25, 9, 19, 13, 24]. S. Okazaki discussed in her paper how all emotional
distress measures were prone to possible distortions and response biases, making the use
of self-reported questionnaires less reliable [25]. She further noted the difficulty this adds
to evaluating how well findings may generalize to the broader population.
4. Cultural Priming and Exposure: Elfenbein mentioned how cultural background of
emotional expressors was immediately obvious to participants because of visible ethnic
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differences which could influence their responses. She stated that such results may reflect
possible priming of that cultural group. Consequently, participant responses could
incorporate subtle stereotypes. Another limitation is the use of student samples; students
typically have extensive exposure and acculturation to out-group cultures, lessening a
possible in-group advantage [37].
5. Collection of Physiological Data: Although an ever-growing number of researchers are
making use of physiological data to analyze human conditions, its collection has put forth
some challenges. The first challenge is that using data sources that measure some bodily
function requires that the device is in direct contact with the subject which can be difficult
and uncomfortable for study participants [22].
6. Clinical Application and Adoption: For efficient implementation on college campuses,
counselors and other personnel would need to be trained to capture and interpret
physiological data. This may require these personnel to have some technological skills that
they currently do not have.
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Table 3: Studies on intercultural differences in emotion.
Author
(year)

Motivation

Stimuli

Findings

Data

Size

Subjects

Matsumoto
et al. (1993)

Tested if affect
intensity, degree of
agreement in
emotion labelling,
intensity rating,
display rule
attitudes, self
reported emotional
expression differed
as a function of
ethnicity.

Photographs
of facial
expressions
from
Japanese and
Caucasian
ethnicities

Substantial
differences in
emotion judgments,
display rules, and
self-reported
emotional expressions
in relation to ethnicity
within an American
sample.

Demographic
and emotional
response
questionnaire.

124
students

29%
Caucasian,
17% Black,
37% Asian,
17% Hispanic

Gross et al.
(1995)

Identify a general,
internally consistent
dimension of
emotional
expressivity, and
identify distinct
facets within its
domain.

Expressivity
Questionnaire

Women more
expressive than men,
Asian-Americans less
expressive than
others, Democrats
more expressive than
Republicans.

Written
responses

1392
Students

7% AfricanAmerican,
33% AsianAmerican,
34%
Caucasian,
16%
Hispanic, 10%
Other

Okazaki et
al. (1997)

Test an affectspecific explanation
for the Asian and
White American
differences in
depression and
social anxiety.

None

“Asian Americans
scored higher than
White Americans on
measures of
depression and social
anxiety.”

Measures of
depression,
social anxiety,
independent and
interdependent
self-construct

348
Students

52.5% White
Americans,
47.5% Asian
Americans

Scherer et
al. (2001)

Explore whether
vocal expressions
of emotions can be
reliably identified
by members of
different cultures.

Voice
recordings

“Judges in 9
countries, speaking
different languages,
can infer 4 emotions
and neutral state from
vocal portrayals with
a degree of accuracy
that is much better
than chance.”

Responses to
audio tapes

N/A

Germany, 9
countries from
Europe, North
America, Asia

Pinderhugh
es et al.
(2000)

Examine
connections
between contextual
influences,
cognitive-emotional
processes, and
parents' use of
physical or harsh
punishment.

None

Parents’ beliefs about
child aggression and
family stress
mediated a negative
relation between
socio-economic status
and discipline,
perception of the
child and cognitive –
emotional processes
mediated the effect of
stress on discipline
and ethnicity

Verbal interview
data

parents

82% European
American,
16% African
American
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Table 3: Continued
Elfenbein et
al. (2003)

Show that cultural
familiarity relates to
greater accuracy in
emotion
recognition.

Photographs
of facial
expressions

“The universal affect
system governing
emotional expression
may be characterized
by minor differences
in style across
cultures, which
become more familiar
with greater cultural
contact.”

Response to
photographs

198
students

22% Chinese,
36% Chinese
American,
42% nonAsian
American

Kim et al.
(2004)

Examines the
relationship among
ethnicity, selfconstruals and 2
risk factors for
marital violence in
Korean American
and European
American male
batterers.

None

“Korean American
batterers experienced
more anger and
controlled their anger
less, independent self
-construal positively
associated with anger
experience and anger
control and mediated
the influence of
ethnicity on anger
control.”

Expressive
Questionnaire

102
adults

51% Korean
Americans,
49% European
Americans

Elfenbein et
al. (2007)

Test the
propositions of
dialect theory in the
language of
emotion, highlight
reliable differences
in the facial
activation used in
posing emotional
expression across
cultural groups.

Photographs

Quebecois and
Gabonese encoders
could be reliably
distinguished based
on their pattern of
expressions for 7 of
the 10 emotions
tested, cultural
advantage in
recognizing emotional
expressions

Facial
expressions

70
students

Canadians,
Gabonese

Soto et al.
(2009)

“Tested whether
empathic accuracy
and physiological
linkage during an
emotion recognition
task are facilitated
by a cultural match
between rater and
target.”

Video footage

“No evidence of
greater accuracy
when raters viewed
targets of their own
ethnicity, and greater
physiological linkage
when Chinese
Americans viewed
and rated Chinese
American targets.”

Rating dial
responses

161
students

24% African
American,
27% Chinese
American,
24% European
American,
25% Mexican
American

Ramirez et
al. (2014)

Evaluates facial
skin color changes
as the only feature
to deduce the
emotional state of a
person.

Video clips

“Facial skin color
changes can be used
to infer the emotional
state of a person in
the valence dimension
with an accuracy of
77.08%.”

Video footage
and survey
responses

56 adults

Caucasian,
African
American,
Hispanic,
Asian
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Chapter 3: Database and Feature Extraction
We used several measurements of physiological responses collected by Zhang et al. [52]
at the University of Binghamton. The entire database contains 2D and 3D face, skin temperature,
and physiological data collected from 140 subjects (58 male, 82 female) aged 18 to 66 years old.
Most students self-identified as African American, Asian, Caucasian, and Latino/Hispanic (see
Table 4).
Table 4: Reported ethnic groups.
Ethnicity

Number of Subjects

Proportion of Database

Caucasian

64

45.7%

Asian

46

32.9%

African American

15

10.7%

Latino/Hispanic

14

10.0%

Other

1

0.7%

During data collection, each subject experienced 10 emotion inducing tasks (shown in
Table 5 below). These included happiness/amusement, surprise, sadness, startled, skepticism,
embarrassment, fear/nervousness, physical pain, anger, and disgust. During each task,
physiological data was collected using the Biopac MP150 system which captures vital sign signals
(blood pressure, respiration rate, heart rate, and electrodermal activity) at a high sampling rate
(1000Hz). Physiological signals used in this thesis work include:


(1) BP_mmHg / (2) BP Dia_mmHg / (3) LA Systolic BP_mmHg / (4) LA Mean BP_mmHg:
Blood pressure signal in millimeters of mercury (mmHg) captured through noninvasive
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blood pressure (Biopac NIBP100D) monitoring system containing two units, finger unit,
and an inflatable cuff.


(5) EDA_microsiemens: Electrodermal activity measured in micro Siemens captured
through two leads placed on a right palm connecting a wristwatch; indication of arousal
level using skin conductivity.



(6) Pulse Rate_BPM: Heartbeat per minute captured from a finger unit using index and
middle fingers and an inflatable arm cuff.



(7) Respiration Rate_BPM / (8) Resp_Volts: Derived from peak count of respiration signal,
measured in voltage, captured by a respiration belt wearing around the chest
(breaths/minute).

Table 5: Ten tasks for eliciting emotion [52].
Task

Activity

Target Emotion

T1

Funny joke

Happiness / Amusement

T2

3D graphics

Surprise

T3

911 emergency phone call

Sadness

T4

Burst of sound

Startle / Surprise

T5

True or false question

Skepticism

T6

Singing

Embarrassment

T7

Threatening dart game

Fear / Nervousness

T8

Hand in ice water

Physical pain

T9

Accused of poor performance

Anger

T10

Smelly odor

Disgust

Each of the eight signals were stored in text files for each emotional stimulus (i.e., eight
text files for each (10) stimulus), so there were 80 values collected for each subject. We
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standardized the data in each of these files using the formula below prior to feature extraction,
where 𝜇 and 𝜎 are the mean and standard deviation of signal 𝑥.
𝑥𝑛𝑒𝑤 =

𝑥−𝜇
𝜎

With the standardized data, we extracted 13 statistical features, including the minimum,
maximum, mean, variance, skewness, kurtosis, minimum of the derivative, maximum of the
derivative, mean of the derivative, variance of the derivative, skew of the derivative, kurtosis of
the derivative, and the root mean square of the derivative per text file to create a single sample.
We note that we replicated the features from the original paper introducing the database. The total
dataset consisted of 11,193 rows and 13 columns. We annotated each sample with the respective
physiological signal, race, and emotion, in addition to subject ID and gender. These annotations
were used as classes throughout our experiments. Table 6 provides the distribution of the database
according to these different classes. In our experiments, we considered each class, in addition to
all class combinations, such as Asian Happiness (race and emotion), Asian Male (race and gender),
Asian Male Happiness (race, gender, and emotion).
Table 6: Database distribution according to class labels.
Class Label

# of
Classes

Avg. Samples
per Class

Min. Samples
per Class

Max.
Samples per
Class

Emotion

10

1120

1120

1120

Race

5

2240

80

5120

Race and Emotion

50

224

8

512

User ID

140

80

80

80

Gender

2

5600

4640

6560

Race and Gender

10

1120

0

3360

Race, Gender, and Emotion

100

94

0

336
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Chapter 4: Clustering
4.1 DBSCAN Clustering
We began our experiments using unsupervised clustering via the DBSCAN clustering
algorithm to determine how the feature space naturally separates. Density-Based Spatial Clustering
of Applications with Noise (DBSCAN) is based on the intuitive notion of clusters and noise,
clustering data points according to areas of high density. Samples near each other in the feature
space are clustered according to a distance metric and a minimum number of surrounding samples.
For each point in a cluster, its neighborhood as defined by a radius, or epsilon (EPS), must contain
at least a user-defined n number of points [43]. Data points in low density regions are marked as
outliers, or noise. DBSCAN is thus robust against outliers, supports non-globular structures, and
does not require the number of clusters to be specified in advance [43].
We used the DBSCAN algorithm to cluster the features extracted from the physiological
data and measured the performance of these experiments (e.g., if a single partition consisted of
data from one class) according to each class in Table 6 (including the combinations). We evaluated
each physiological signal separately during these experiments (e.g., clustering by emotion using
Pulse Rate_BPM). Further, we experimented with four EPS values (0.25, 0.50, 0.75, 1.0) for every
label per physiological signal. An EPS value that is too small will lead to the inclusion of outliers
as valid points within a partition when the threshold for the number of points to create a dense
region is not met. On the other, an EPS value that is too large will lead to partitions merging. We
also experimented with three distance metrics (Euclidean, Manhattan, and Chebyshev) to
determine which would be the most effective and if clustering results generalize across them. The
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Euclidean distance between two sets of points, X and Y, is defined as √∑𝑛𝑖=1(𝑥𝑖 − 𝑦𝑖 )2. The
Manhattan distance between two sets of points is defined as ∑𝑛𝑖=1 |𝑥𝑖 − 𝑦𝑖 |, and the Chebychev
distance between two sets of points is defined as 𝑀𝑎𝑥𝑖 |𝑋𝑖 − 𝑌𝑖 |. In total, (7 classes * 8
physiological signals * 4 eps values * 3 distance metrics) 672 experimental configurations were
evaluated. This broad set of experiments helped us to evaluate whether certain physiological
signals provided better separation between classes (e.g., different races, each user for user ID, male
vs. female, etc.).
We evaluated the clustering experiments using several clustering metrics, including
homogeneity, completeness, v-measure, adjusted rand index, adjusted mutual information, and the
silhouette coefficient. These metrics quantify the purity and cohesiveness of the clusters.
Homogeneity quantifies the number of clusters with members of a single class within a range of
zero to one. Homogeneity is measured by calculating the sum of square error (SEE) using the
following equation, where 𝑐𝑘 is the mean vector of cluster 𝑘:
𝑆𝑆𝐸 = ∑ ∑ ||𝑥𝑖 − 𝑐̅𝑘 ||2
𝑘 𝑖𝜖𝑐𝑘

Completeness quantifies the number of data points that belong to a given class that are
clustered together on a range of zero to one. V-measure is an entropy-based metric, and it computes
how successfully the criteria of homogeneity and completeness have been satisfied. It is calculated
as the weighted harmonic mean of homogeneity (ℎ) and completeness (𝑐):
𝑉𝛽 =

(1 + 𝛽 ) × ℎ × 𝑐
(𝛽 × ℎ) + 𝑐

The silhouette coefficient measures cohesion and separation between clusters on a range of
−1 to +1, where higher values indicate that an sample is well matched to its own cluster and poorly
matched to neighboring clusters. Where 𝑎 represents the mean intra-cluster distance, and 𝑏
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(𝑏−𝑎)

represents the mean nearest-cluster distance, SC is calculated using the formula: max(𝑎,𝑏). Values
closer to 0 indicate overlapping clusters, and a sample that has been assigned to the wrong cluster
is indicated by a negative value.
Adjusted rand index (ARI) is the similarity measure between two partitions that is corrected
for chance by considering all pairs of samples specified by a random model. It is calculated from
the raw rand index (𝑅𝐼) using the equation:
𝐴𝑅𝐼 = (𝑅𝐼 − 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑_𝑅𝐼) / (𝑚𝑎𝑥(𝑅𝐼) − 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑_𝑅𝐼)
Adjusted mutual information (AMI) is an adjustment of the measure of similarity between
two labels of the same data. A score of 1.0 represents labelings that are perfectly complete and
homogeneous. Where |𝑈𝑖 | is the number of the samples in cluster|𝑈𝑖 |, |𝑉𝑗 | is the number of the
samples in the cluster 𝑉𝑗 , and 𝑁 is the number of examples, the MI between partitions 𝑈 and 𝑉 is
given as:
|𝑈| |𝑉|

𝑀𝐼(𝑈, 𝑉) = ∑ ∑
𝑖=1 𝑗=1

|𝑈𝑖 ∩ 𝑉𝑗 |
𝑁|𝑈𝑖 ∩ 𝑉𝑗 |
𝑙𝑜𝑔
|𝑈𝑖 ||𝑉𝑗 |
𝑁

Adjusted Mutual Information accounts for the fact that the mutual information is generally
higher for two partitions with more clusters, regardless of whether there is actually more
information shared. For two partitions 𝑈 and 𝑉, the AMI is given as:
[𝑀𝐼(𝑈,𝑉)−𝐸(𝑀𝐼(𝑈,𝑉))]

𝐴𝑀𝐼(𝑈, 𝑉) = [𝑎𝑣𝑔(𝐻(𝑈),𝐻(𝑉))−𝐸(𝑀𝐼(𝑈,𝑉))],
where 𝑀𝐼(𝑈, 𝑉) represents the non-adjusted mutual information for 𝑈 and 𝑉, 𝐻(𝑈), 𝐻(𝑉)
represents the entropy associated with partitions 𝑈 and 𝑉 respectively, and 𝐸(𝑀𝐼(𝑈, 𝑉)) is the
expected mutual information between two random partitions.
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4.2 Clustering Results and Analysis
Table 7 provides all physiological signals yielding clustering metric values above the 90 th
percentile. In this table, physiological signals appearing multiple times for one clustering metric
correspond with different combinations of EPS values and/or distance metrics. This table also
summarizes which signals exceeded the 90th percentile across multiple clustering metrics
(highlighted in different colors), indicating that they allowed better separation between classes.
For instance, pulse rate was commonly seen as a better measure of separation by race, while in
general, we found Pulse Rate_BPM, BP_mmHg and LA Mean BP_mmhg frequently associated
with better clustering performance. We note, however, that most clustering experiments produced
a huge percentage of noise points, and since DBSCAN is a density-based algorithm, this large
number indicates that many data points are generally scattered.
Table 7: Physiological signals per class yielding clustering metric scores above the 90th
percentile. Each color indicates a physiological signal corresponding to a single EPS value and
distance metric.
Adjusted Mutual
Information

Adjusted Rand
Index

Completeness

Homogeneity

Silhouette
Coefficient

V-Measure

Race

Pulse Rate
BP_mmHg
LA Mean
Resp_Volts
EDA_micro

0.008
0.007
0.007
0.006
0.006

BP_mmHg
Pulse Rate
Pulse Rate
BP_mmHg
BP_mmHg

0.017
0.013
0.01
0.008
0.007

Resp Rate
Resp Rate
BP_mmHg
LA Mean
Resp_Volts

0.097
0.053
0.052
0.043
0.043

Pulse Rate
Pulse Rate
LA Mean
BP_mmHg
EDA_micro

0.024
0.024
0.016
0.015
0.015

EDA_micro
EDA_micro
BP_mmHg
EDA_micro
EDA_micro

0.578
0.578
0.364
0.292
0.266

Pulse Rate
Pulse Rate
LA Mean
BP_mmHg
EDA_micro

0.029
0.027
0.024
0.023
0.02

Emotion

LA Systolic
Resp_Volts
LA Mean
Resp_Volts
BP Dia
EDA_micro

0.046
0.04
0.034
0.032
0.029
0.029

LA Systolic
BP_mmHg
LA Mean
LA Mean
Resp_Volts

0.021
0.017
0.014
0.013
0.013

Resp Rate
Resp Rate
Resp_Volts
LA Mean
LA Systolic

0.277
0.261
0.235
0.229
0.213

LA Systolic
Resp_Volts
EDA_micro
LA Mean
Pulse Rate
Resp_Volts

0.056
0.05
0.05
0.047
0.043
0.043

EDA_micro
EDA_micro
BP_mmHg
EDA_micro
EDA_micro
BP Dia

0.578
0.578
0.364
0.292
0.266
0.266

Resp_Volts
EDA_micro
LA Systolic
LA Mean
Resp_Volts
Pulse Rate

0.081
0.077
0.077
0.077
0.064
0.064

Race +
Emotion

Resp Rate
LA Systolic
Resp_Volts
LA Mean
Resp_Volts
BP_mmHg

1
0.025
0.023
0.019
0.018
0.018

LA Systolic
BP_mmHg
LA Mean
Resp_Volts
LA Systolic

0.007
0.006
0.005
0.005
0.005

Resp Rate
Resp Rate
Resp Rate
Resp_Volts
BP Dia

0.433
0.355
0.355
0.331
0.326

Pulse Rate
EDA_micro
Pulse Rate
LA Systolic
Resp_Volts

0.055
0.05
0.049
0.049
0.042

EDA_micro
EDA_micro
BP_mmHg
EDA_micro
BP Dia

0.578
0.578
0.364
0.266
0.227

Pulse Rate
EDA_micro
Pulse Rate
LA Systolic
LA Mean
Resp_Volts

0.09
0.085
0.076
0.076
0.073
0.073
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Table 7: Continued
Race +
Gender +
Emotion

LA Systolic
Resp_Volts
Resp_Volts
LA Mean
BP_mmHg
BP_mmHg

0.021
0.018
0.015
0.014
0.014
0.014

LA Systolic
BP_mmHg
BP_mmHg
Resp_Volts
LA Mean
BP_mmHg
Resp_Volts
LA Mean
BP Dia
BP Dia
LA Systolic
BP Dia

0.004
0.004
0.003
0.003
0.002
0.002
0.002
0.002
0.002
0.002
0.002
0.002

Resp Rate
Resp Rate
Pulse Rate
BP Dia
Resp Rate

0.499
0.43
0.421
0.412
0.408

Pulse Rate
EDA_micro
Pulse Rate
LA Systolic
Resp_Volts

0.06
0.055
0.054
0.054
0.043

EDA_micro
EDA_micro
BP_mmHg
EDA_micro
EDA_micro

0.578
0.578
0.364
0.292
0.266

Pulse Rate
EDA_micro
Pulse Rate
LA Systolic
Resp_Volts

0.101
0.094
0.088
0.087
0.075

Gender

BP_mmHg
BP_mmHg
BP_mmHg
LA Systolic
BP_mmHg
LA Systolic
Resp Rate
LA Mean

0.014
0.008
0.007
0.007
0.006
0.006
0.006
0.006

BP_mmHg
BP_mmHg
BP_mmHg
Resp_Volts
EDA_micro
LA Systolic

0.017
0.011
0.011
0.01
0.01
0.01

Pulse Rate
LA Systolic
BP_mmHg
LA Mean
BP Dia

0.038
0.035
0.03
0.03
0.025

BP_mmHg
Resp Rate
Pulse Rate
BP_mmHg
LA Mean

0.015
0.014
0.013
0.012
0.012

EDA_micro
EDA_micro
BP_mmHg
EDA_micro
EDA_micro

0.578
0.578
0.364
0.292
0.266

BP_mmHg
LA Systolic
BP_mmHg
Resp Rate
Pulse Rate

0.02
0.016
0.016
0.012
0.011

User ID

Resp_Volts
BP_mmHg
Resp_Volts
EDA_micro
EDA_micro
LA Mean

0.025
0.022
0.021
0.017
0.015
0.015

EDA_micro
Resp_Volts
BP_mmHg
EDA_micro
EDA_micro
LA Mean
BP_mmHg
LA Mean
BP Dia
BP_mmHg
Resp_Volts
EDA_micro
BP Dia
Resp_Volts
EDA_micro

0.002
0.002
0.002
0.002
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001

LA Mean
Resp Rate
BP Dia
Pulse Rate
Resp Rate

0.519
0.51
0.502
0.496
0.495

Pulse Rate
Pulse Rate
EDA_micro
Resp_Volts
LA Systolic
LA Mean

0.072
0.071
0.057
0.047
0.044
0.044

EDA_micro
EDA_micro
BP_mmHg
Resp Rate
EDA_micro

0.578
0.578
0.364
0.311
0.292

Pulse Rate
Pulse Rate
EDA_micro
Resp_Volts
LA Systolic
BP_mmHg
LA Mean

0.125
0.118
0.101
0.081
0.072
0.072
0.072

4.2.1 Clustering by Race
Since race has five classes, ideally, five clusters would result from our experiments.
However, since one class has a single sample, four classes is also an acceptable outcome. LA Mean
BP_mmHg provided better partitions according to AMI, completeness, homogeneity, and vmeasure score. This is reflected in Figure 1, showing four somewhat distinct clusters as depicted
by the different colors; we note that the figures in this chapter were produced using MultiDimensional Scaling, a distance preserving dimensionality reduction technique, to reduce the data
to three dimensions. BP Dia_mmHg also produced four clusters with three different combinations
of EPS values and distant metrics as shown in Figures 2 to 4.
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Respiration Rate_BPM, which has the highest completeness score, resulted in five clusters
(see Figure 5). A high completeness score indicates that most of the clusters formed for respiration
Rate_BPM belong to the right class compared to the other data types. However, there is a very
high percentage of noise points (97%), and not having higher homogeneity, AMI, ARI, silhouette
coefficient and v-measure scores suggests a significant overlap between the clusters.
Interestingly, EDA_microsiemens, Resp_volts, and BP_mmhg also produced five clusters
(see Figures 6 to 8). However, these three signals have relatively low clustering metric values,
explained by the lack of cohesion between the data points in a single cluster.

Figure 1: 0.5 EPS, Chebyshev distance

Figure 2: 0.5 EPS, Euclidean distance

Figure 3: 0.5 EPS, Chebyshev distance

Figure 4: 1.00 EPS, Euclidean distance
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Figure 5: 0.5 EPS, Euclidean distance

Figure 6: 0.5 EPS, Manhattan distance

Figure 7: 1.00 EPS, Euclidean distance

Figure 8: 1.00 EPS, Manhattan distance

4.2.2 Clustering by Emotion
When clustering according to emotion, LA Systolic BP_mmHg had the highest AMI, ARI,
and homogeneity scores, indicating that this signal yielded least similarity between clusters and its
clusters contained more members of a single class compared to the other data types. This is
reflected in Figures 9 and 10 which show significant distinction between the clusters, but the
clusters in Figure 9 appear to be scarce due to a high percentage of noise points.
Respiration Rate_BPM gave exactly 10 clusters which is the number of classes for
emotion, and scored the highest for completeness, but the clusters created appear to intertwine
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between each other as shown in Figure 11. This lack of distinction between the clusters is
supported by low homogeneity and AMI scores.

Figure 9: 0.5 EPS, Euclidean distance

Figure 10: 0.75 EPS, Euclidean distance

Figure 11: 0.75 EPS, Euclidean distance

4.2.3 Clustering by Race-Emotion and Race-Gender-Emotion
In general, race and emotion combined did not yield very good results in this set of
experiments. The highest number of clusters produced was 18 compared to the 50 classes.
Interestingly, some of the clustering metric scores were higher; for example, the highest AMI score
which was achieved when clustering on Respiration Rate_BPM was 1.0, and it was achieved when
clustering was assessed according to race and emotion. This indicates homogeneous and complete
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labeling. However, this data type produced five clusters with an EPS value of 0.5 and Euclidean
distance metric as shown in Figure 12 and produced 10 clusters with an EPS value of 0.75 and
Euclidean distance metric as shown in Figure 13. When evaluating clustering by race, gender, and
emotion and user ID, the clustering experiments performed poorly, with no experiments resulting
in a number of clusters anywhere near the number of classes for both (140 for user ID and 100 for
race-gender-emotion).

Figure 12: 0.5 EPS, Euclidean distance

Figure 13: 0.75 EPS, Euclidean distance

There are a few interesting trends that were found in the clusters created when clustering
by ethnicity and race and emotion using LA Mean BP_mmHg. When DBSCAN was run using an
EPS value of 0.75 with the Euclidean distance, it resulted in 2 clusters each that appear to be very
similar in placement and density (see Figures 14 and 15). This is further confirmed by the fact that
this signal occurs above the 90th percentile of AMI and V-measure for both ethnicity and race and
emotion.
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Figure 14: 0.75 EPS, Euclidean distance

Figure 15: 0.75 EPS, Euclidean distance

4.2.4 Clustering by Gender
Ideally, clustering by gender will result in two distinct clusters (female, male). BP
Dia_mmHg, EDA_microseimens, Resp_volts, Respiration Rate_BPM, BP_mmHg, and LA Mean
BP_mmHg produced exactly two clusters.
BP Dia_mmHg yielded a higher level of completeness (see Table 7), clustering data points
from the same classes together. This is depicted in Figure 16, which shows that the clusters formed
are distributed similar to the gender classes (the two smaller clusters could be a result of noise).
Table 7 shows that BP_mmHg has top scores for most of the clustering metric results except
completeness and the silhouette coefficient, although these are not reflected in the clusters it
produced. Figure 17 shows the two clusters formed when it was paired with an EPS value of 1.00
and the Chebyshev distance metric, and it can be seen that these clusters do not scale well to the
ratio of the actual two gender classes. Clustering by Respiration Rate_BPM resulted in two very
distinct clusters (Figure 18), which is further confirmed by this signal’s higher homogeneity, AMI,
and V-measure scores. On the downside, most of the data points were regarded as noise points.
Clustering experiments using EDA_microseimens also had higher silhouette coefficient and ARI
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scores as shown in Table 7. Higher silhouette coefficient scores indicate that the data points in the
clusters should be relatively similar to the others in the same cluster, and more distinct from those
in the other cluster. This is shown in Figure 19 below, where two clusters appear to be somewhat
distinct in their placements, but they do not align with the ratio of the actual gender classes.

Figure 16: 1.00 EPS, Euclidean distance

Figure 18: 1.00 EPS, Manhattan distance

Figure 17: 1.00 EPS, Chebyshev distance

Figure 19: 1.00 EPS, Manhattan distance

These clustering experiments brought our attention to a few characteristics of this database.
It is interesting to see that for the experiments where the number of clusters is similar to the number
of classes, the metrics do not correspond. Instead, they show that the higher the number of classes,
the better the metrics. A few physiological signals also stood out as the better ones to cluster certain
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class labels by. BP_mmHg and EDA_microseimens generally performed better than others at
clustering race, producing the right number of clusters, and having generally higher clustering
metric scores. Respiration Rate_BPM clusters by race-emotion better than others, and BP_mmHg
does better than others for gender. Despite its high clustering metric values, BP Dia_mmHg did
not produce clusters that are visually more distinct than those of BP_mmHg for the gender learning
task. Lastly, LA Systolic BP_mmHg did better for emotion, but Respiration Rate-BPM produced
generally more complete clusters. Respiration Rate_BPM in general produced the most defined
clusters for most of the class labels, at the detriment of very high noise point percentages. From
these observations, the data types that have higher completeness scores produce clusters that are
more visually distinct.
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Chapter 5: Classification
After clustering, we ran classification experiments using Random Forests and Support
Vector Machines to classify each class label. Random Forests is an ensemble learning method
developed by Breiman in 2001 that combines several decision trees for improved performance
[48]. An instance is passed through each tree in the forest down to a terminal node leading to a
class assignment. Assignments are aggregated through a voting process and the forest returns the
class with the highest number of votes from the trees [49]. In random forests, the low correlation
between models is key. This is because a large number of relatively uncorrelated models (trees)
collectively perform better than any of the individual models. A random forest typically yields
good classification performance and handles large data sets well [50].
A support vector machine (SVM) is a selective classifier defined by a separating
hyperplane. It performs classification by locating the hyperplane that gives the largest margin
between two classes while minimizing misclassifications [51]. For kernel SVMs, a kernel defines
a non-linear distance measure between data and the support vectors, which are a subset of training
points that lie closest to the hyperplane.
We experimented with the scikit-learn implementation of the Random Forest classifier
(sklearn.ensemble.RandomForestClassifier()), keeping the default value for the number of trees in
the forest (n=100). We also used scikit-learn’s support vector classification (SVC) algorithm with
a radial basis function kernel. We split the data into train and test sets using test sizes of 25%, 33%,
and 40%. We trained the classifier using all 13 features to classify race, emotion, and the
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combination, along with user id and gender. Finally, unlike clustering, we used all physiological
signals together.

5.1 Classification Results and Analysis
Table 8 provides the accuracy and F1 scores (harmonic mean of precision and recall). We
found that the random forests classifier generally outperformed SVM, excluding classifying by
gender and race. Classifying samples into gender, emotion, and race yielded the highest accuracies
61%, 58%, and 47%, respectively. In general, accuracy and F1 scores remained unaffected by the
test size, although the smaller test size had a little better accuracy and/or F1 value sometimes,
likely due to more available training data.
Table 8: Classification report (RF, SVM)
25%

33%

40%

Class

Accuracy

F1

Accuracy

F1

Accuracy

Race

47%, 47%

0.41, 0.30

46%, 47%

0.40, 0.30 46%, 46% 0.40, 0.29

Emotion

58%, 14%

0.58, 0.08

58%, 14%

0.57, 0.08 57%, 14% 0.57, 0.08

Race and
Emotion

27%, 7%

0.24, 0.02

28%, 6%

0.24, 0.02

Gender

61%, 60%

0.59, 0.44

60%, 59%

0.57, 0.44 59%, 59% 0.56, 0.44

Race and
Gender

32%, 31%

0.27, 0.15

31%, 31%

0.26, 0.14 30%, 30% 0.25, 0.14

Race, Gender,
and Emotion

19%, 4%

0.17, 0.01

17%, 4%

0.15, 0.01

18%, 4%

0.16, 0.01

User ID

8%, 1%

0.08, 0.00

8%, 1%

0.08, 0.00

8%, 1%

0.08, 0.00

27%, 7%

F1

0.24, 0.02

Some interesting patterns were seen. For example, female subjects were more accurately
classified than male subjects (see Figure 20). We also found that sadness and startled were
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classified correctly 99% and 94% of the time, while startle was incorrectly classified as disgust the
remaining 6% of the time. The next best classification task is on anger with an accuracy of 85%.
Six percent of misclassifications of anger were due to classifying it as sadness or physical pain.
Physical pain and disgust also resulted in decent accuracy, 60%. The remainder of the
classification experiments resulted in correct classification less than 50% of the time. Having
mentioned that, there are still some interesting observations that come from these results.
Specifically, surprise was only classified correctly 44% of the time, but it was misclassified as
skepticism one fourth (25%) of the time. From our literature review, we found that posed facial
expressions of surprise and fear are often confused within a cultural group, and even more common
cross-culturally [10]. From the emotion matrix (Figure 21), it can be seen that surprise was also
misclassified as fear/nervousness 14% of the time in our classification experiments, which further
supports this claim. Additionally, embarrassment was also misclassified as fear/nervousness 20%
of the time.
In the confusion matrix for race (Figure 22), label 0 corresponds with “Asian”, 1
corresponds with “Black”, 2 corresponds with “Hispanic”, 3 corresponds with “Other”, and 4
corresponds with White. This figure shows that 74% of the time, “White” was classified correctly,
and often as “Asian”. All the other classes were classified as “White” approximately 68% of the
time and “Asian” 30% of the time on average.
The results from the race-gender classification experiment (Figure 23) correspond with the
results we see from the individual race and gender matrices where all the labels were classified as
White-Female (label 7) approximately 60% of the time on average, and the remaining times as
mostly White-Male, Asian-Male, or Asian-Female. The classification report for the race-emotion
classification experiment gave us the recall values that represent the true positive scores for the
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experiment. The experiment also follows the trend we see within the race and race-gender matrices
where the “White” examples were better classified than others, and examples labelled with startle
and sadness were also classified better as seen in the emotion confusion matrix.

Figure 20: Confusion matrix for Gender. 0=Female, 1=Male

Figure 21: Confusion matrix for Emotion. 0=Happiness, 1=Surprise, 2=Sadness, 3=Startle,
4=Skepticism, 5=Embarrassment, 6=Fear, 7=Physical pain, 8=Anger, 9=Disgust
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Figure 22: Confusion matrix for Race. 0=Asian, 1=Black, 2=Hispanic, 3=Other, 4=White

Figure 23: Confusion matrix for Race & Gender. 0=Asian-F, 1=Asian-M, 2=Black-F, 3=BlackM, 4=Hispanic-F, 5=Hispanic-M, 6=Other-M, 7=White-F, 8=White-M
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Chapter 6: Conclusion
Emotion recognition using physiological signals recently gained momentum, moving away
from the use of purely physical signals [36]. However, our literature review suggests lower
reliability of physical signals as it is relatively easy for humans to manipulate them, while in-group
advantages could lead to biases (which is more likely to occur among students due to the culturallydiverse nature of college campuses). This makes the use of physiological signals much more
advantageous as these signals are involuntarily activated and thus a vital source of data for
improving the emotion-affected experience of college students.
In this thesis, we explored the use of several types of physiological signals to cluster and
classify by subject, gender, race, and emotion. We found that blood pressure and electrodermal
activity generally yielded better clusters regarding race. Respiration rate and blood pressure
provided better clusters for emotion and a combination of race and emotion. In general, respiration
rate was found most useful for clustering by race, emotion, and a combination of race and emotion,
yielding more complete clusters for all clustering labels at the detriment of very high noise point
percentages.
In some cases, we found that the number of clusters exceeded the number of classes,
indicating that the classes could be too generalized. For example, with race, electrodermal activity,
pulse rate, and respiration rate yielded high metric values but with higher numbers of clusters than
classes. We conclude that this occurred as a result of generalization of race groups. Asia, for
example, is the biggest continent both by size and population, but the database simply records
“Asian.”
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From the classification experiments, we found that classifying emotion and gender yielded
the best results. The classification report for emotion gave us some insight on which emotions are
better recognized, and which are mistaken for each other. We also found random forest as a better
classifier for physiological signals.
The experiments conducted in this thesis gave us meaningful insight into the nature of our
database, and highlighted the major limitations typically faced in the field of affective computing.
These limitations include the unbalanced nature of most datasets in terms of race and/or gender
diversity, and generalizations made when grouping subjects by race. Presence of a more balanced
dataset that is labelled considering races within larger regions (e.g. Asia) could yield much better
results for the experiments conducted in this thesis. In addition to that, we will also consider
applying deep learning in future work.
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